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Zusammenfassung
Im Rahmen der Dualität zwischen Eich- und Gravitationstheorien untersuchen wir
vierdimensionale konforme Feldtheorien mit chiraler Anomalie. Diese Theorien sind
dual zu Einstein-Maxwell-Chern-Simons Theorien in fünf dimensionalen Raumzeiten
mit negativer kosmologischer Konstante.
Im ersten Teil dieser Dissertation berechnen wir Quasinormal-Moden (QNM) von
Metrik- und Eichfeldpertubationen auf dem Hintergrund eines elektrisch und ma-
gnetisch geladenen schwarzen Loches. Im Rahmen der ĎEichtheorie/GravitationsŞ-
Korrespondenz ist diese Theorie dual zu einer bestimmten Klasse von Feldtheorien
mit chiraler Anomalie, welche sich im Zustand eines geladenen Plasma mit exter-
nen Magnetfeld B beĄnden. Diese QNM sind dual zu den Polen der Zwei-Punkt
Funktionen des Energie-Impuls-Tensors und des axialen Stromes und enthalten In-
formation über Dissipation und Transport im Plasma. Ergänzend zur Gravitations-
rechnung entwickeln wir die hydrodynamische Beschreibung der dualen Feldtheorie
mit chiraler Anomalie und konstantem externen Magnetfeld B. Wir Ąnden QNM
die ein Verhalten ähnlich zu Landau-Leveln zeigen, nämlich für großes B langlebig
werden, vorausgesetzt die Stärke der Anomalie überschreitet einen kritischen Wert.
Wir untersuchen chiralen Transport jenseits des hydrodynamischen Limes für die
fünf (ehemaligen) hydrodynamischen Moden, eingeschlossen eine chirale magneti-
sche Welle.
Im zweiten Teil betrachten wir das Phasendiagram bei endlicher Temperatur, chemi-
schen Potential und Magnetfeld. Bei hohen Temperaturen ist die Lösung durch das
elektrisch und magnetisch geladene AdS Reissner-Nordstroem schwarze Loch gege-
ben, welche wir im ersten Teil der Dissertation untersucht haben. Für hinreichend
große Chern-Simons Kopplung, hinreichend tiefen Temperaturen und kleinen Ma-
gnetfeldern Ąnden wir eine neue Phase mit Helixstruktur, welche Translationsinvari-
anz spontan bricht. Für den Wert der Chern-Simons Kopplung in dieser Dissertation
ist der Phasenübergang von zweiter Ordnung. Die kritischen Exponenten stimmen
mit Ďmean ĄeldŞ Exponenten überein. Da die Entropiedichte im Limes niedriger
Temperaturen verschwindet sind wir überzeugt, dass es sich um den wahren Grund-
zustand handelt. Dies ist die holographische Version der Ďchiralen magnetischen
SpiraleŞ.
i

Abstract
Within gauge/gravity duality, we study the class of four dimensional CFTs with
chiral anomaly described by Einstein-Maxwell-Chern-Simons theory in Ąve dimen-
sions.
In the Ąrst part of this thesis we compute quasinormal modes (QNMs) of the
metric and gauge Ąeld perturbations about electrically and magnetically charged
black branes. By the gauge/gravity correspondence, this theory is dual to a partic-
ular class of Ąeld theories with a chiral anomaly, in a thermal charged plasma state
subjected to a constant external magnetic Ąeld B. The QNMs are dual to the poles
of the two-point functions of the energy-momentum tensor and axial current oper-
ators, and they encode information about the dissipation and transport of charges
in the plasma. Complementary to the gravity calculation, we work out the hydro-
dynamic description of the dual Ąeld theory in the presence of a chiral anomaly,
and a constant external B. We Ąnd QNMs exhibiting Landau level behavior, which
become long-lived at large B if the anomaly coeicient exceeds a critical magnitude.
Chiral transport is analyzed beyond the hydrodynamic approximation for the Ąve
(formerly) hydrodynamic modes, including a chiral magnetic wave.
In the second part we consider the phase diagram at Ąnite temperature T , chemical
potential µ and magnetic Ąeld B. At high temperatures the solution is given by
the electrically and magnetically charged AdS Reissner-Nordstroem black brane,
studied in Ąrst part of this thesis. For suiciently large Chern-Simons coupling and
at suiciently low temperatures and small magnetic Ąelds, we Ąnd a new phase with
helical order, breaking translational invariance spontaneously. For the Chern-Simons
couplings studied, the phase transition is second order with mean Ąeld exponents.
Since the entropy density vanishes in the limit of zero temperature we are conĄdent
that this is the true ground state which is the holographic version of a chiral magnetic
spiral.
iii
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1. Introduction
Over the last century physicists have made great progress in understanding natureŠs
basic principles. More and more sophisticated theories have been developed and
tested to great precision. However, nearly all areas of physics still face unresolved
puzzles. Quite often such problems are highly technical and the describing theory
it is not amenable for non-experts, for example quantum Ąeld theory (QFT).
Black holes play a very important counterexample. The theoretical description
of black holes by EinsteinŠs general relativity still requires a profound mathematical
background, yet the concept of black holes itself is surprisingly simple. The astro-
physicists Chandrasekhar once said about black holes: ŞThe black holes are the
most perfect macroscopic objects there are in the universe.Ť
Let us perform an intriguing gedanken-experiment: What if we throw a box into
a black hole? Naively we would expect that the black hole grows proportional to
the volume of this box. But this proves to be false. A black hole does not simply
absorb the box, but rather stores the information on its horizon area, like an optical
hologram stores a three dimensional image on a two dimensional photographic plate.
This holographic principle questions our very basic interpretation of space and time
itself.
Within the theoretical framework of string theory a concrete example of such
a holographic description was found, the renowned anti-de Sitter/conformal Ąeld
theory (AdS/CFT) duality. One of its amazing statements is that certain classical
gravity theories are equivalent to certain quantum theories, namely conformal quan-
tum Ąeld theories (CFT), living on the boundary of the spacetime. This implies that
the CFT is deĄned in one dimension less than the gravity theory.1 At Ąrst glance
this seems very odd, since the realm of classical physics and the realm of quantum
physics are rather diferent.
Despite the fact that the AdS/CFT duality is not proven yet, many non-trivial
tests have been performed successfully and a wide area of research has developed.
1Note that this is the weak form of the duality. In its strong form it states a duality between
N = 4 Super Yang-Mills theory at any rank and any coupling on the one side and quantum
string theory on the other side.
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This novel idea of holography rendered progress in many areas of physics and even
ofers new insights into quantum Ąeld theory itself. It allows us to explore parts
of quantum Ąeld theory, which could not be tackled previously. Additionally, it
provides a new approach to strongly coupled systems. Remarkably it may also hint
how to solve the long-standing problem of quantizing gravity and understanding
spacetime at its smallest scales. In this thesis we utilize the AdS/CFT duality to
tackle problems in QFT, which are related to anomalies, i.e. symmetries which are
present on classical level but broken by quantization and renormalization.
1.1. Symmetries in physics and anomalies
Symmetries play a great role in theoretical physics and are one of the most funda-
mental concepts. The mathematical concept of symmetries are the foundation of
modern theoretical physics. In physics, a symmetry describes the feature of a sys-
tem to stay unchanged under certain transformation, e.g. a sphere stays unchanged
under rotations. In mathematical terms, symmetries act on the conĄguration space
and lead to identical physics. These transformations may be continuous, as the
aforementioned rotations, or discrete, e.g. reĆections.
The importance of symmetries is strongly tied to the very famous Noether theo-
rem. The Noether theorem states that to every continuous symmetry, there corre-
sponds a constant of motion. Translational symmetry, for example, implies conser-
vation of momentum. Technically speaking each continuous symmetry even gives a
local conservation law for a conserved current.
Incorporating these conserved quantities greatly helps to simplify the problem of
solving the equations of motion on the one hand. On the other hand symmetries
guide to write down a proper theoretical description based on symmetry arguments.
Let us give a historical example: Trying to solve the Schroedinger equation for the
hydrogen atom straightforwardly in cartesian coordinates is a very intricate problem.
The spherical symmetry of the hydrogen atom tells us to write down the problem
rather in spherical coordinates. This gives a way more feasible problem that can be
solved in a basic quantum mechanics course.
Beyond that, it is even possible to get the energy levels of the hydrogen atom
without knowing the equations of motion just based on symmetry considerations.
The hydrogen atom possesses an additional conserved quantity, the Laplace-Runge-
Lenz (LRL) vector. In 1926 Wolfgang Pauli predicted the energy levels using the
LRL vector without knowing the Schroedinger equation [1].
4
1.1. Symmetries in physics and anomalies
Over time the concept of symmetries has been further developed in physics. The
approximate isospin symmetry helped to classify the zoo of mesonic particles in
representations of their symmetry groups. The concept of approximate symmetries
was then extended to include corrections to these approximate symmetries. This
takes into account the small breaking of the symmetry and allowed to calculate e.g.
branching ratios of meson decays. The charge (C), parity (P) and time reversal (T)
symmetries in the CPT theorem played a crucial role to develop the interpretation
of particles and antiparticles.
Later the theoretical description of symmetry transformations has been extended
to allow for local transformations, which are the vital ingredient for the description
of interactions by gauge symmetries. The novel idea was to allow for a diferent
transformation at every point in spacetime, in contrast to the former considered
global symmetries. These gauge transformation describe interactions via the ex-
change of gauge bosons, for example the local U(1) symmetry describing electro-
magnetic interactions by the exchange of photons. Note that gauge symmetries are
not symmetries in the conventional physical sense but rather redundancies in our
mathematical description.
The Standard Model of particle physics describes the three fundamental forces,
strong, weak and electromagnetic force, based on gauge symmetries and classiĄes
the elementary particles according to their symmetry properties. It is the most
successful theory in physics up to now and passed dozens of high precision test, for
example at particle colliders like the LHC.
The recent discovery of the Higgs boson is another milestone in the utilization
of symmetries. The generation of mass and the existence of the Higgs boson is
described by a spontaneous breaking of a gauge symmetry in the Standard Model.2
Yet there are still open problems in the Standard Model. One of the biggest attempts
to evolve the Standard Model is based on symmetry considerations, the so called
Supersymmetry.
Apart from particle physics and phenomenology symmetries play a crucial role in
the description of gravity, where the Einstein equations manifest the symmetry of
difeomorphisms. These difeomorphisms in gravity describe the freedom to choose
a coordinate system, in our case described by a metric for the spacetime.
2Technically speaking it is not possible to break a gauge symmetry. Only the global part of the
gauge symmetry gets broken [2].
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Anomalies
So far we have seen that symmetries play a crucial role in our current description and
understanding of physics. Rather unexpectedly physicists found that it is possible
to break a classical symmetry when quantizing the theory. A symmetry of the
classical action may not be present in the full quantum theory, called anomaly.
Technically speaking, the Lagrangian is invariant under symmetry transformations,
but the measure of the path integral is not.
In the case of an anomalous global symmetry, anomalies do not indicate any in-
consistency of the theory, but quite often have interesting physical consequences.
This was Ąrst discovered in the anomaly of the axial current, which is important
for the description of the pion decay π0 → γγ. Let us outline the role of anomalies
for the pion decay: Pions can be seen as Nambu-Goldstone bosons of the sponta-
neous symmetry breaking of the chiral symmetry of QCD SU(2)L × SU(2)R. This
implies that the relevant πγγ coupling is a correction to this symmetry and hence
is suppressed by powers of m2π/m
2
n with mn the nucleon mass. This is in contrast to
the experimental observation, namely that the Pion decay is not suppressed. Con-
sequently something must be ŞanomalousŤ with this symmetry. In 1969 Adler [3],
Bell and Jackiw [4] realised that the symmetry, suppressing the decay, is anomalous
due to quantum efects such that the suppression mechanism does not take place.
They found a violation of the chiral symmetry on the quantum level in the pres-
ence of electromagnetism. On the contrary, anomalies in gauge symmetries indicate
fundamental inconsistency as the theory is not unitary any more.
We will outline this mechanism in the theory sec. 2.1, where we discuss further
technical details regarding anomalies. In general we are concerned with diferent
efects of chiral anomalies in strongly coupled systems in this thesis.
1.2. Anomaly induced effects
Ever since the discovery of anomalies, many anomaly induced efects have been
found in very diferent areas in physics. We already brieĆy discussed the Pion decay
as a microscopic efect of anomalies. On the contrary, we have macroscopic efects,
e.g. changes in transport properties and instabilities induced by anomalies. This is
a very intriguing case since we are able to directly observe the quantum efect of
violation of symmetries by anomalies in macroscopic physics.
Many of these phenomena are observed in strongly coupled system. But studying
anomalies in strongly coupled systems inherently poses a problem since most of our
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current approaches are based on weak coupling expansions. Furthermore many of
the macroscopic anomaly induced efects, e.g. anomalous transport, only show up at
Ąnite density (chemical potential), Ąnite temperature and non-vanishing magnetic
Ąeld3 where most of the strong coupling methods fail to give reliable results. Apart
from that we need to be able to describe real time physics posing additional problems
for many methods.
But such systems are widely found, e.g. in condensed matter experiments. Be-
sides condensed matter physics, strongly coupled systems at Ąnite temperature and
chemical potential also appear in heavy ion collisions (HIC), e.g. leadŰlead at CERN.
In such a collision process a strongly coupled plasma with possibly strong magnetic
Ąeld emerges. Particularly in this context we are concerned with the inĆuence of
anomalies on transport properties.
In the following we introduce anomalous transport, the emergence of quantum crit-
ical points (QCP) and novel spatially modulated phases in the presence of anomalies.
1.2.1. Transport and hydrodynamics
The presence of anomalies can in principle have an great afect on many properties of
a system. This includes equilibrium physics as well as dynamical properties. In the
following two subsections we consider the phase diagram of theories with anomalies.
Here we discuss the dynamical properties around a given thermodynamic equilibrium
state.
Full nonlinear time-dependent dynamics are a very intricate problem. But quite
often studying the full dynamics is not only cumbersome but also hard to analyse.
Often, a much clearer framework is given by studying small Ćuctuations around
a Ąxed equilibrium state. Correspondingly we study long lived, long wavelength
Ćuctuations of small energy. The response of the system to these Ćuctuations and
the equilibration by dissipation is given by hydrodynamics. Hydrodynamics de-
scribes the coarse grained system as a Ćuid close to thermal equilibrium and, as an
efective theory, does not require knowledge about the microscopic theory. Intrigu-
ingly it has been found that anomalies signiĄcantly modify hydrodynamics. The
holographic framework played a great role in the recent development of anomalous
hydrodynamics [5Ű7]. The special property of anomalous transport is, that it can
happen without dissipation.4
3Being precise, to connect to experiments we mainly consider 1-point functions. This requires
external fields for the anomaly to show up.
4The transport coefficients are P-odd/T-even in contrast to “usual” dissipative coefficients [7, 8]
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Let us discuss one example, namely the interplay of anomalies with a magnetic
Ąeld at strong coupling. The presence of an external (background) magnetic Ąeld
B⃗, for example, can cause an electric current J⃗ along the magnetic Ąeld; the so
called chiral magnetic efect (CME) J⃗ = σ5B⃗. The intuitive reasoning is illustrated
in Ąg. 1.1 and can be explained as follows:
Fig. 1.1.: Explanation of the CME: The magnetic Ąeld aligns the spins parallel to the
magnetic Ąeld such that right handed particles have their momentum in
direction of the magnetic Ąeld while left handed particles in the opposite
direction (left panel). We then put the system at a chirality imbalance
µ5 ̸= 0, such that we have more right handed particles (middle panel).
Hence the overall momentum of left and right handed particles does not
balance any more and results in a net current along the magnetic Ąeld
J⃗ = σ5B⃗. Figure taken from [9].
First the magnetic Ąeld aligns the spins parallel/anti-parallel to the magnetic
Ąeld. Thus right handed particles will have their momentum aligned parallel to
the magnetic Ąeld, while left handed particles will have momentum in the opposite
direction. For a Ąnite chirality imbalance there are more particles of one species,
either right or left handed. The overall momentum thus does not balance and results
in a net movement along the magnetic Ąeld, the induced current.
In addition, anomalies induce novel collective excitation within hydrodynamics,
e.g. the chiral magnetic wave. The chiral magnetic wave consist of an alternating
Ćuctuation between vector and axial density ŞcausedŤ by the CME and the chiral
separation efect (CSE). Experiments with Weyl semimetals report the observation
of such chiral transport efects in presence of magnetic Ąelds, namely an anomalous
magneto-resistivity [10Ű14].
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1.2.2. Quantum critical behaviour
So far we have considered dynamical efects of anomalies. But the presence of an
anomaly can also change the thermodynamic properties, e.g. the phase diagram.
One example is given by the presence of a quantum critical point (QCP) in theories
with a chiral anomaly. Quantum critical points have recently gathered a lot of
attention, as they may be crucial for the understanding of a wide range of materials.
Within holography a QCP was found for theories with anomalies, as we outline in
sec. 1.3.2. This is a very interesting point, since there is no Ąeld theoretical model
that relates anomalies and QCP up to now. Therefore let us brieĆy introduce the
theory of QCP here, for an extensive introduction see [15].
In contrast to thermal phase transitions, driven by thermodynamic Ćuctuations,
there also exist quantum phase transitions, which occur at zero temperature driven
by quantum Ćuctuations. The corresponding critical point is called quantum critical
point. Such a quantum phase transition can be accessed by varying the coupling
constant g in experiments, which can be exotic, e.g. doping or magnetic Ąeld. The
latter will be realised in this thesis.
Since we are at zero temperature, we have to consider the ground state prop-
erties for a quantum phase transition (QPT). Let us consider quantum mechanics
example, namely a Hamiltonian H(g), that depends on a dimensionless coupling g.
Generically the ground state energy is a smooth function of g. One counterexample
is the case H(g) = H0 + g H1, where [H0, H1] = 0 commute. In this case H0 and
H1 can be simultaneously diagonalized and hence the eigenfunctions do not depend
on g. But the eigenvalues vary with g. We now tune the H0 and H1 in such a way,
that the lowest level and the Ąrst excited level cross at some gc. In this case the
ground state energy changes non-analytically, see Ąg. 1.2. For inĄnite systems an
Fig. 1.2.: Level-crossing at a Quantum critical point. The lowest and next to lowest
level cross when varying the coupling g at some gc resulting in a quantum
phase transition.
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avoided level crossing can also result in a non-analytical behaviour of the ground
state energy. We identify the point of non-analyticity in the ground state energy as
a quantum phase transition. This is usually accompanied by qualitative changes of
correlations, e.g. a change in the resistivities.
As zero temperature is not realisable in experiment, the quantum critical point
itself cannot be tested. But the presence of the quantum critical point has great
inĆuence on the Ąnite temperature behaviour, the so called quantum critical region,
where quantum Ćuctuations still dominate the Ąnite temperature physics. This is
illustrated by the yellow region in Ąg. 1.3.
Fig. 1.3.: Example of a phase diagram with a quantum critical point. By varying the
coupling g, the system undergoes a phase transition at zero temperature.
At Ąnite temperature there are crossovers from the quantum critical region
(yellow) to the other regions (blue and grey). In the quantum critical
region (yellow) the presence of the QCP (red) still dominates the physics
even at Ąnite temperature.
For example metamagnetic materials, e.g. Sr3Ru2O7 [16], undergo such a quantum
phase transition when varying the external magnetic Ąeld. Sr3Ru2O7 is a material
with layered structure. For large magnetic Ąelds (8 Tesla) perpendicular to the
layers a line of Ąrst order phase transitions ends in a Ąnite temperature critical
point. With a magnetic Ąeld in plane of the layers the critical point can be brought
to zero temperature.
1.2.3. Spatially modulated phases
We have already seen that anomalies change the physical properties of a system
near equilibrium. It is reasonable to assume that these Ćuctuations might become
unstable in certain regions of the phase diagram and lead to new phases, that are
10
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for example spatially modulated. Within Ąeld theory it was found that the chiral
anomaly can induce spatial modulation, e.g. a spiral dependence [17].5
In condensed matter systems a variety of phases, which are spatially modulated
appear. These phases spontaneously break translational invariance. This spatial
dependence can be very diferent, such as helical order, striped order or checker-
board order. The helical phase considered in this thesis still has a Bianchi VII0
symmetry [20]6, while for striped order spatial invariance is broken in one direction
and for checker-boards in two dimensions respectively, see Ąg. 1.4. Helical structures
for example appear in chiral nematic liquid crystals, where the molecules twist along
the direction of the helix, illustrated on the left panel of Ąg. 1.4.
Fig. 1.4.: Illustration of diferent spatially modulated dependences. On the left we
show a helical modulation of a chiral nematic liquid crystal, taken from
[21]. The middle panel shows spatial invariance broken in two directions
resulting in a checker-board dependence. The right panel shows the case
where the spatial invariance is only broken in one direction, giving a striped
order.
In experiments with very pure samples of Sr3Ru2O7 such a new phase emerges
in the low temperature limit. This phase is believed to be a spatially anisotropic
nematic phase [22]. Intriguingly the QCP of Sr3Ru2O7 is hidden behind this nematic
phase, which avoids the problem of Ąnite entropy approaching zero temperature close
to the QCP, which we observe also in our holographic model, see sec. 4.4.
1.3. AdS/CFT and anomalies
One of the amazing developments emerging from the research in string theory
is the idea of a gauge/gravity duality [23]. Remarkably, the duality relates the
strongly coupled regime of gauge theories to the weakly coupled regime of the dual
5For other work on holographic chiral spirals see [18, 19].
6The helical structure associated with the Bianchi VII0 symmetry is displayed in fig.4.1.
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(super)gravity. Consequently, it has become a powerful tool to study strongly in-
teracting systems by using a dual weakly coupled gravitational theory. At present,
holographic descriptions of non-perturbative phenomena include, among other ap-
plications, condensed matter physics, high energy physics and quark-gluon plasma.
For textbooks see [24Ű26], for reviews see [27Ű31]. For example, in the context
of condensed matter physics, s-wave [32] and p-wave [33Ű36] superconductors were
studied, as well as Non-Fermi liquids [37, 38], the Kondo efect [39Ű42], topological
insulators [43Ű45] and Quantum Hall transitions [46].
Using the framework of AdS/CFT it is possible to study strongly coupled con-
formal Ąeld theories at Ąnite temperature and Ąnite charge density. Besides, it is
possible to include anomalies within AdS/CFT, where the anomaly on the CFT
side corresponds to adding a Chern-Simons action for the gauge Ąeld7 on the grav-
ity side [47], see ch. 2.3.5. These Chern-Simons terms arise naturally in consistent
truncation of string theory, see ch. 2.3.6. Indeed plenty of phenomena induced by
anomalies have been found in holographic models, such as chiral transport, QCP
and spatially modulated phases as we present now.
1.3.1. Transport and quasinormal modes
Within holography information about transport and dissipation of the CFT is en-
coded in quasinormal modes (QNMs) of the dual gravitational theory [48]. The
relation arises as follows: The transport properties can be obtained by studying re-
tarded Greens functions in linear response theory in QFT. The location of the poles
of these retarded correlators in the dual Ąeld theory correspond to QNM frequen-
cies [49]. Numerous studies have shown that QNMs play an important role in the
evolution dynamics of strongly interacting non-equilibrium systems, particularly in
the relaxation process [50Ű55].
In gravity QNMs are small Ćuctuations around a Ąxed background, e.g. a black
hole. These Ćuctuations can be gravitational Ćuctuations, i.e. perturbations of the
metric, and electromagnetic Ćuctuations, i.e. perturbations of the gauge Ąeld. Over
time these Ćuctuations may fall into the black hole horizon and equilibrate.
Mathematically, QNM frequencies are (quasi)eigenvalues of the linearised Einstein
equations describing Ćuctuations on a Ąxed background. Since the operator corre-
sponding to the eigenvalue problem is not self-adjoint, the QNM frequencies are in
general complex-valued and therefore called ŞquasiŤ-normal modes. In contrast to
7The Chern-Simons term corresponds to effects of anomalies induced by the presence of external
fields.
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real-valued normal modes, complex QNMs implicate dissipation.
For correlators of conserved quantities such as the energy-momentum tensor,
the QNM spectrum typically contains an inĄnite tower of gapped modes that are
strongly damped, as well as a set of hydrodynamic modes ω = ω(k) such that
ω(k)→ 0 as k → 0 [48, 56].
We are interested in the transport properties in the presence of a chiral anomaly
[7], see ch. 3. In that vein, a host of papers explored the interplay between external
magnetic Ąelds and a chiral anomaly within holographic models of Weyl semimet-
als [57Ű61]. Weyl semimetals are an exciting class of material which show exotic
electronic properties that mimic Weyl fermions, see e.g. [62] for an introduction.
1.3.2. Quantum critical points in AdS/CFT
A Quantum critical point within holography was discovered in a series of papers
[63, 64]. Let us summarise the main results here. The coupling varied in the model
is given by an external magnetic Ąeld B; a sketch of the phase diagram obtained
within holography is shown in Ąg. 1.5. Note that Ąg. 1.5 nicely resembles Ąg. 1.3. At
a critical magnetic Ąeld Bc a continuous phase transition occurs. Note that there is
no change of symmetry, the QCP is determined through thermodynamic quantities.
Fig. 1.5.: Sketch of a Phase diagram with a QCP obtained with holography with
varying the magnetic Ąeld B, taken from [65]. The diferent scaling regions
of the entropy density s indicate two diferent low Temperature phases
separated by a QCP at zero Temperature and a Quantum Critical Region
(yellow). For high temperatures the systems shows a universal scaling.
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For low temperatures T a Quantum Critical Region emerges (yellow), where the
entropy scales with T 1/3. For high temperatures the entropy scaling changes to
its universal T 3 scaling, bounding the Quantum Critical Region. For B > Bc
the entropy density s goes linear with the temperature reĆecting a Fermi liquid
phase. Approaching the critical point from this region the entropy density diverges
as 1/(B − Bc), indicating a breakdown of Fermi liquid theory. For low magnetic
Ąelds B < Bc the entropy is constant, in conĆict with the laws of thermodynamics
s → 0 with T → 0. We discuss how this problem is solved by the emergence of a
spatially modulated phase in ch. 4. We study this system with a QCP in this thesis,
particularly we consider transport and the low temperature instability towards a
helical phase.
1.3.3. Spatially modulated phases in AdS/CFT
Within holography a spatially modulated phase with helical symmetry at vanishing
magnetic Ąeld was found in [66]. For suiciently large Chern-Simons-coupling8 and
Ąnite density the AdS-Reissner-Nordstroem (RN) black brane becomes unstable at
low temperatures towards a helical charged black brane. Striped phases have been
constructed in a holographic setup in [67] and checkerboards in [68]. Spatially
modulated phases in the presence of magnetic Ąelds were also discussed in [69Ű80].
We generalize this spatially modulated phase with helical symmetry to Ąnite mag-
netic Ąeld in ch. 4. There we study thermal equilibrium states for Ąnite temperature,
chemical potential and magnetic Ąeld and determine the phase diagram. Depend-
ing on the coeicient of the chiral anomaly we Ąnd a spatially modulated phase
extending the results of [66] to non-zero magnetic Ąelds. In particular, the quantum
critical point [63, 64] is hidden within this new phase. In addition the new phase has
vanishing entropy at zero temperature, solving the entropy problem of the charged
magnetic branes.
1.4. Outline
In this thesis we study both transport properties and the helical instability of
the electrically and magnetically charged charged AdS Reissner-Nordstroem black
branes. Using the gauge /gravity duality we translate our results to hydrodynamic
properties and helically modulated phases of CFTs with a chiral anomaly at Ąnite
8The Chern-Simons-coupling corresponds to the anomaly coefficient in the QFT.
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charge, magnetic Ąeld and temperature. This thesis is based on and heavily draws
from [81, 82].
The thesis is structured as follows: First we give a brief introduction to the String
theory foundations, e.g. AdS/CFT and illustrate the methods later used, see ch. 2.
At this point we also discuss the AdS-RN black brane. We then extend this setup
to Ąnite magnetic Ąeld and charge density, the charged magnetic brane solution in
ch. 3 and study its thermodynamical and hydrodynamical properties using QNMs.
Complementary we work out the Ąeld theory hydrodynamic description and compare
to our gravitational results. Finally we study the helical instability in ch. 4 and the
thermodynamic properties of this new phase. The numerics used in this thesis are
presented in app. A.
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2. Theoretical basics
Within this chapter we work out the theoretical foundations and basic concepts used
in this thesis. We start with anomalies and hydrodynamics, thereafter we cover the
string theory basics and develop the AdS/CFT tools. We use these to construct the
holographic model used in this thesis. In the end we discuss the relevant black hole
physics.
2.1. Anomalies and quantum field theory
We have already considered diferent aspects of anomalies in ch. 1. This section
covers the theoretical basics of anomalies. We present the relation of anomalies to
regularization and derive the relevant conservation equations for hydrodynamics in
the presence of anomalies.
2.1.1. Anomalies and regularization
Let us Ąrst consider a toy model of massless QED in two spacetime dimensions,
which has an axial anomaly, and show how the anomaly arises.1 First note that the
existence of anomalies is strongly tied to chiral fermions, which do not exist in odd
dimensions. We choose to work in two dimensions here to have a simpler structure
of Gamma matrices.
The Lagrangian is given by a Maxwell term plus the fermionic term
L = − 1
4e2
FµνF
µν + iΨ¯γµDµΨ , (2.1)
where µ = 0, 1. The gauge invariant derivative Dµ = ∂µ + i eAµ couples the gauge
Ąeld with the fermions. We use two component Dirac-spinors
Ψ =

Ψ+
Ψ−

 , (2.2)
1We follow the steps of [83].
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and choose the Gamma matrices such that
γ0 =

0 −i
i 0

 , γ1 =

0 i
i 0

 , γ5 =

1 0
0 −1

 . (2.3)
Similar to four dimensions, we can deĄne the projectors onto the chiral represen-
tations P± = (1 ± γ5)/2. On a classical level the theory is invariant under vector
Ψ → eiαΨ and chiral Ψ → eiγ5αΨ transformations. The Noether theorem thus gives
us two conserved currents, a vector and an axial current
JVµ = Ψ¯γµΨ , J
A
µ = Ψ¯γµγ5Ψ . (2.4)
Note that in two dimensions the currents are actually related by JV µ = ϵµνJAν ,
where ϵµν is the total antisymmetric tensor in two dimensions with ϵ01 = 1.
As the anomaly does not show up on tree level, we have to consider the one-loop
correction to the vector current in the presence of a background gauge Ąeld aµ,
⟨JVµ (q)⟩a = Πµν(q)aν . (2.5)
Following the standard Feynman rules, the one-loop vacuum polarisation Πµν(q) in
momentum space is given by
Πµν(q) =

q2ηµν − qµqν

Π(q2) , Π(q2) =
1
πq2
, (2.6)
where we have to use a regularization that maintains gauge invariance, e.g. dimen-
sional regularization. To detect the anomaly we compute the divergence of the
current ∂µ⟨JAµ ⟩ in momentum space. We use (2.6) and the relation between the
currents to get
qµ⟨JAµ ⟩ = qµϵµν⟨JVν ⟩ =
1
π
qµϵ
µνaν . (2.7)
Translating the result into position space and using ϵµνqµaν → ϵµν∂µaν = 12ϵµνFµν
we Ąnally compute the divergence to be
∂µ⟨JAµ ⟩ =
1
2π
ϵµνFµν . (2.8)
We clearly see, that the expectation value of the axial current is not conserved any
more in the presence of a background gauge Ąeld ∂µ⟨JAµ ⟩ ≠ 0.
We have chosen a speciĄc regularization, and the question remains if we can
remove the anomaly in any other regularization. Therefore let us now consider the
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dependence on the regularization. In any regularization the vacuum polarization
can be written as
Πµν(q) =

F1(q
2)ηµν − F2(q2)q
µqν
q2

, (2.9)
due to Lorentz invariance. The divergences of the currents are then given by
qµ⟨JAµ ⟩ = F1 ϵµνqµaν , qµ⟨JVµ ⟩ = −qµaµ (F1 − F2) . (2.10)
If we now choose a regulator such that the axial current is conserved, F1 = 0, the
vector current (2.10) is not conserved any more . But the vector current is associated
with the U(1) QED gauge group, which must not be anomalous. Hence we cannot
remove the anomaly in the axial current.
2.1.2. Anomalies in 4d
Let us consider the triangle anomaly to outline further aspects of anomalies. For
simplicity, the previous calculation was done in two dimensions. Now we extend the
calculation to four dimensions. In QFT Ward identities are the quantum analogue
of the classical NoetherŠs theorem. In case of an anomalous symmetry the Ward
identities may be modiĄed, and for example read
∂µ⟨Jµ(x1)Jν(x2) . . . Jρ(xn)⟩ ≠ 0 . (2.11)
We are going to consider the three-point function for the following two reasons. First
we derive the anomalous current from the three-point function. Second the three-
point function is anomalous independent of external Ąelds, whereas the anomaly in
the one-point function only shows up for a state with external Ąelds.
Fig. 2.1.: One loop Feynman diagramms with three external legs contributing to the
three-point amplitude V µνρ± (p, q, k).
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The Feynman diagrams contributing to the three-point amplitude V µνρ± (p, q, k)
are depicted in Ąg. 2.1. The amplitude has three external legs with momenta p, q, k,
while the internal momentum in the fermion loop is denoted by l.
Using standard Feynman rules for the sum of the two diagrams we get the following
amplitude
iV µνρ± (p, q, k) =
 d4l
(2π)4

tr

(−/l + /p)γµ(−/l)γν(−/l − /p)γρP±)

l2(l − p)2(l + q)2 + (µ↔ ν, p↔ q)

 ,
(2.12)
where P± is the projection operator for the diferent parities. The trace of the gamma
matrices is given by tr [γµγνγργσγ5] = −4iϵµνρσ.2 To evaluate the conservation of
the current we contract with one external momentum
kρV
µνρ = 2
 d4l
(2π)4

lα(lβ − pβ)
l2(l − p)2 +
lα(lβ + qβ)
l2(l + q)2

ϵανβµ + (µ↔ ν, p↔ q) . (2.13)
Note that the single integrals are linearly divergent. In general we are allowed to
shift the internal loop momentum l→ l+ c(p− q)+ d(p+ q) with c, d real numbers.
However it turns out, that the Ąnite value of the sum of the integrals depends on
the choice of c
pµV
µνρ
± = ±
−i
8π2
(1− c)ϵνραβqαkβ , (2.14)
qνV
µνρ
± = ±
−i
8π2
(1− c)ϵµραβkαpβ , (2.15)
kρV
µνρ
± = ±
−i
8π2
2 c ϵµναβqαpβ . (2.16)
To Ąx the value of c we have to impose an additional physical constraint on the three-
point function. If we impose symmetry on the external legs, such that (2.14)-(2.16)
are equal, the so-called consistent choice, we get c = 1/3.
To derive the anomalous current we contract the other two legs with external
gauge Ąelds ∂µ ⟨Jµ±⟩ = ikρV µνρ± AµAν and notice that in Fourier space 2ϵµραβqαAρ =
ϵµραβFαρ. Taking into account the symmetry on the two external legs, we get an
additional factor of 1/2. Finally the result for the consistent chiral anomaly in four
dimensions is given by
∂µ ⟨Jµ±⟩ = ±
1
96π2
ϵµνρσ Fµν Fρσ . (2.17)
2We choose ϵµνρσ to be the totally antisymmetric tensor of four dimensional Minkowski spacetime
which we normalise such that ϵ0123 = 1.
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The vector and axial current are deĄned as Jµ = Jµ+ + J
µ
− and J
µ
5 = J
µ
+ − Jµ− and
satisfy therefore
∂µ ⟨Jµ5 ⟩ = ±
1
48π2
ϵµνρσ Fµν Fρσ , (2.18)
∂µ ⟨Jµ⟩ = 0 . (2.19)
This is the famous Adler-Bell-Jackiw (ABJ) anomaly [3, 4]. Note that the consistent
current can be obtained as a functional derivative of a quantum action, but is not
gauge invariant in presence of an anomaly.
If we choose to put the anomaly into a single leg c = 1, we get a current which
couples covariantly to external gauge Ąelds. This deĄnes the so called covariant
current, for an extensive introduction see [84]. The covariant anomaly is then given
by
∂µ ⟨Jµ5 ⟩ = −
1
16π2
ϵµνρσ Fµν Fρσ , (2.20)
We like to study the efect of anomalies in the presence of external Ąelds. Therefore
let us take a closer look at (2.18):
∂µ ⟨Jµ5 ⟩ = −
1
16π2
ϵµνρσ Fµν Fρσ ∼ E⃗ · B⃗ . (2.21)
For the r.h.s. to be non-zero we clearly need in our model an external electric Ąeld E⃗
and a parallel external magnetic Ąeld B⃗. Accordingly we study strongly coupled four-
dimensional Ąeld theories with such a chiral anomaly in the presence of a constant
external magnetic Ąeld B in x3 direction
F = dAext = B dx1 ∧ dx2 , (2.22)
using holography, for example also studied in [52]. Consequently we add an axial
current J5 to our model.34
For a given QFT the anomaly coeicient has a Ąxed value, as we have seen in
the calculation above. In this thesis we study a whole class of theories where the
chiral anomaly coeicient is given by γ, which we treat as a free parameter. This
is possible within holography for the following reason: We consider SU(N) gauge
theories in the large N -limit with Nf Ćavours. Accordingly the anomaly coeicient
3 This can also be seen as having only one helicity JL in the model.
4 Note that consequently we consider an axial magnetic field in our model. In nature fundamental
axial magnetic fields do not appear but they can appear in effective theories, e.g. in the effective
description of Weyl semimetals [85].
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is proportional to Nf/N , which varies continuously in the large N -limit. For reasons
of clarity we drop the subscript Ş5Ť from now on,
∂µ ⟨Jµ⟩ = γ8 ϵ
µνρσ Fµν Fρσ . (2.23)
2.2. Hydrodynamics
In this subsection we develop the hydrodynamical description in presence of anoma-
lies for our system. The results for our system are presented in ch. 3.5.
2.2.1. Equilibrium state
Let us brieĆy introduce the relevant thermodynamic quantities. The equilibrium
state is characterised by temperature T , chemical potential µ, energy density ϵ,
pressure p and charge carrier density n.5
Below, we will make frequent use of the following thermodynamic relations:
dϵ = Tds+ µ dn , dP = s dT + n dµ , χ =

∂n
∂µ

T
, (2.24)
and

∂ϵ
∂T

µ
= T0

∂s
∂T

µ
+µ0

∂n
∂T

µ
,

∂ϵ
∂µ

T
= T0

∂s
∂µ

T
+µ0

∂n
∂µ

T
. (2.25)
2.2.2. Anomalous hydrodynamics
Hydrodynamics can be considered as an efective long-distance, long time-scale de-
scription, see e.g. [86, 87] for an introduction. The long wavelength deviations from
thermal equilibrium are assumed to be small, hence we expand the relevant quanti-
ties in powers of derivatives.
We consider a system in the presence of external sources, namely the external
gauge Ąeld Aν , and the external metric gµν . We are interested in a non-trivial gauge
Ąeld background,
Aν =

µ, −x2B2 , x1
B
2
, 0

, (2.26)
with a non-vanishing chemical potential µ, and a magnetic ĄeldB in the x3-direction,
5Note that a finite axial charge density corresponds to a difference in the density of left and right
handed particles.
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plus a Ąrst order correction aµ.6 For the background metric we take it to be
Minkowskian, ηµν = diag(−1, 1, 1, 1), plus a Ąrst order correction hµν which acts
as a source for the energy-momentum tensor T µν . First, we consider weak Ąeld
hydrodynamics. By weak Ąeld we refer to a background magnetic Ąeld which is
of Ąrst order in the derivative counting in hydrodynamics, i.e. the Ąeld strength is
F ∼ B ∼ O(∂). In other words, we consider a background magnetic Ąeld which
is of the same order as the spatial derivatives, and hence B ∼ k3 = k. Second,
we study Şstrong ĄeldŠ thermodynamics, where the background magnetic Ąeld is of
zeroth order in derivatives.
The deĄning relations for hydrodynamics are the conservation equations for the
energy momentum tensor T µν and the conserved current(s) Jµ
∇µ⟨T µν⟩ = F νµ⟨Jµ⟩ ,
∇µ⟨Jµ⟩ = γ
8
ϵµνρσ Fµν Fρσ . (2.27)
Note that we are already considering anomalous hydrodynamics here.
Given any timelike vector uµ, we can decompose the energy-momentum tensor
and the current into components which are transverse and longitudinal to uµ:
⟨T µν⟩ = ϵuµuν + P∆µν + uµqν + uνqµ + τµν , (2.28)
⟨Jµ⟩ = nuµ + νµ , (2.29)
where we deĄned the projector ∆µν = ηµν + uµuν . Note that uµτµν = 0, uµνµ = 0,
and uµqµ = 0.
Now in hydrodynamics we assume that the coeicients ϵ, P, qµ, τµν , n and νµ can
be expressed in terms of the hydrodynamic variables, namely the local temperature
T (x), the local chemical potential(s) µ(x), and the local Ćuid velocity uµ(x). This
allows us to describe the system close to equilibrium, namely it will respond to
the Ćuctuations with corrections to the equilibrium values for all the hydrodynamic
variables
T (t, x3) = T0+ε T1(t, x3) , u
ν(t, x3) = u
ν
0+ε u
ν
1(t, x3) , µ(t, x3) = µ0+ε µ1(t, x3) ,
(2.30)
where ε is the expansion parameter.7 Note that here we have chosen the particular
case in which the momentum of the response is parallel to the magnetic Ąeld k⃗ ♣♣ B⃗.8
6Note that we have chosen here to put the magnetic field B in a symmetric way in A2 and A3.
7Mind the difference between the expansion parameter ε and the energy density ϵ.
8Another interesting choice would be to consider the momentum to be perpendicular to the
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In addition, we have chosen the magnetic Ąeld B to point in the x3-direction and
hence we choose the corrections to depend only on x3 and t.
These corrections in the hydrodynamic variables will cause corrections in the
thermodynamic quantities ϵ, P , n, which we expand as
ϵ(t, x3) = ϵ0 + ε
∂ϵ
∂T
T1(t, x3) + ε
∂ϵ
∂µ
µ1(t, x3) , (2.31)
P (t, x3) = P0 + ε
∂P
∂T
T1(t, x3) + ε
∂P
∂µ
µ1(t, x3) , (2.32)
n(t, x3) = n0 + ε
∂n
∂T
T1(t, x3) + ε
∂n
∂µ
µ1(t, x3) , (2.33)
where here and in the remainder of this section partial derivatives with respect to
T are evaluated at Ąxed µ and vice versa, unless stated otherwise.
Taking into account the corrections, the corresponding relations, called consti-
tutive equations, in the case of a weak magnetic Ąeld to Ąrst order in derivatives
read
τµν = −η∆µα∆νβ

∇αuβ +∇βuα − 23∇λu
λgαβ

− ζ∆µν∇λuλ , (2.34)
νµ = −σT∆µν∇ν

µ
T

+ σEµ + ξBB
µ + ξV ω
µ , (2.35)
qµ = ξVB
µ + ξ3ω
µ , (2.36)
where Eµ is the electric Ąeld, Bµ is the magnetic Ąeld and ωµ the vorticity
Eµ = F µνuν , B
µ =
1
2
ϵµνρλuνFρλ , ω
µ = ϵµνρλuν∇ρuλ . (2.37)
The so called transport coeicients η, ζ, σ, ξB, ξV and ξ3 parametrize the micro-
scopic properties of the theory and in principle cannot be determined within hydro-
dynamics.
Frame choice
So far we have not mentioned the freedom of choosing a frame. The hydrodynamic
variables can be considered as Ąelds in hydrodynamics when considered as an efec-
tive Ąeld theory. As such, they are only deĄned modulo Ąeld redeĄnitions leaving the
physical quantities invariant. Also note that the parameters like the local tempera-
ture T (x) has no Ąrst-principle deĄnition out of equilibrium. Fixing this freedom of
magnetic field, see [88] for such a choice in a system with an axial and a vector current.
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redeĄnitions is Ąxing a Şhydrodynamic frameŤ. A well known example is the Landau
frame in which the heat current vanishes qµ = 0, while we mostly work in the ther-
modynamic frame [89, 90]. In the thermodynamic frame, the temperature T , the
chemical potential µ and the velocity uµ remain unchanged from their equilibrium
deĄnition when solving the hydrodynamic equations. In particular, this frame is
implicitly chosen by the dual description in AdS/CFT.
Hydrodynamic calculation
In order to determine the location of the poles of the hydrodynamic correlation
functions, we insert the constitutive equations (2.28) into the conservation equa-
tions (2.27). After linearizing in ε, we solve the system of linear equations for the
corrections to the hydrodynamic variables, namely for T1, µ1, and for the three
spatial components of uµ1 . Thereby, the time component of u
µ
1 is Ąxed due to the
normalization uµuµ = −1. We provide the results in sec. 3.5 sorted according to the
helicity of the corrections and sources with respect to the SO(2) rotation symmetry
in the (x1, x2)-plane.9
Note that the chiral transport coeicients, related to the anomaly, are analytically
known in the thermodynamic frame to be
ξV = −γ
2
µ2 + C˜T 2, ξB = −γµ, ξ3 = −γ3µ
3 + 2C˜µT 2, (2.38)
where the T 2 terms can be neglected in the large N limit as they originate from
suppressed gauge-gravitational anomalies [47, 91Ű93].
2.2.3. Strong field thermodynamics
In this subsection, we consider strong magnetic Ąeld thermodynamics, more precisely
zeroth order in derivatives hydrodynamics for time-independent quantities. A full
hydrodynamic treatment of the strong magnetic Ąeld case would be interesting but
is beyond the scope of this work.10
By strong Ąeld we mean a background magnetic Ąeld of zeroth order in deriva-
tives, i.e. the Ąeld strength F ∼ B ∼ O(1), with B being the magnitude of the
magnetic Ąeld. When a system is placed in a strong external Ąeld, strong Ąeld ef-
fects need to be taken into account, for example the polarization or magnetization
of the medium [95, 96]. Such polarization efects to zeroth order in a derivative
9There are no hydrodynamic poles in the helicity-2 sector.
10For an attempt at this, see [94].
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expansion can be parametrized using a polarization tensor Mµν = 2∂P/∂Fµν . Fur-
thermore, efects of the chiral anomaly can contribute to thermodynamic quantities
at zeroth order in derivatives [97].
Together, these efects can be expressed in terms of equilibrium constitutive equa-
tions for the energy momentum tensor and the axial current
⟨T µν⟩ = ϵ0uµuν + P0∆µν + qµuν + qνuµ
+MµαgαβF
βν + uµuα

MαβF
βν − FαβMβν

+O(∂) , (2.39)
⟨Jµ⟩ = n0uµ + ξBBµ +O(∂) , (2.40)
where
qµ = ξVB
µ , Mµν = χBBϵ
µναβBαuβ . (2.41)
Note that all quantities above have to be evaluated at zeroth order in derivatives,
e.g. uµ = (1, 0, 0, 0). When the magnetic Ąeld is chosen to point in the x3-direction,
these relations directly reduce to the equilibrium energy momentum tensor (2.42)
and the equilibrium axial current (2.43).
Note that in the Landau frame the heat current vanishes, qµ = 0, hence all the of-
diagonal components in the energy momentum tensor vanish. Therefore the observer
is travelling with the heat within the Ćuid. The interesting point is that such a heat
current exists in equilibrium at strong magnetic Ąelds and in the presence of an
anomaly.
Field theory energy momentum tensor and current
From a completely Ąeld theoretical analysis in thermodynamic equilibrium, tak-
ing into account a strong background magnetic Ąeld of O(∂0) in the derivative
expansion [96], and a chiral anomaly [97] (see sec. 3.5 for more details), the energy-
momentum tensor and the axial current are given by
⟨T µν⟩ =


ϵ0 0 0 ξ
(0)
V B
0 P0 − χBBB2 0 0
0 0 P0 − χBBB2 0
ξ
(0)
V B 0 0 P0

+O(∂) , (2.42)
⟨Jµ⟩ =

n0, 0, 0, ξ
(0)
B B

+O(∂) , (2.43)
where a subscript Ş0Ť indicates that the quantity is evaluated in the thermodynamic
equilibrium state. Similarly, the superscript Ş(0)Ť on the chiral transport coeicients,
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ξV,B = ξV,B(µ, T ), indicates that all thermodynamic quantities involved are evaluated
in the thermodynamic equilibrium.
Note that, at strong magnetic Ąelds, the equilibrium partition function can depend
on T , µ and on B2 [96]. Therefore, also the equilibrium quantities ϵ0, P0, and n0
are in general functions of T , µ, and B2.
Note also that the trace of the energy momentum tensor is in general given by
⟨Tµµ⟩ = α0B2 for any conformal Ąeld theory (such as ours) in an external B Ąeld
in Ćat spacetime. The contribution on the right-hand side is the standard trace
anomaly arising from the external Ąeld, with a coeicient α0, see e.g. [52]. For
(2.42) we have ⟨Tµµ⟩ = −ϵ0 + 3P0 − 2χBBB2. In principle, the expression for the
energy momentum tensor (2.42) receives derivative corrections. However, in our
case T , µ, and B, as well as the Ąeld theory metric are all constant in space and
time. Hence, derivative corrections vanish [96] in this particular equilibrium state.
2.3. String theory foundations
In string theory fundamental particles are replaced by extended strings of length ls,
which can be either open or closed. In addition to these 1-dimensional strings the
theory also contains higher dimensional extended objects, called Dp-branes with p
being the spatial dimension of the brane. The Dp-branes are extended in spacetime
and hence are p+ 1 dimensional hypersurfaces.
A full understanding of string theory is not needed here. Thus we refer to the
literature for an introduction, e.g. [98, 99]. String theory provides a concrete reali-
sation of the holographic principle and hence allows to develop precise relations.11
Throughout this chapter we will present the relevant string theory basics where
needed. To start we now introduce the best known example of holography, namely
AdS/CFT and brieĆy discuss its origin in string theory.12 For a complementary
introduction to AdS/CFT, see e.g [24, 100].
The AdS/CFT correspondence states precise relations and directly shows how to
translate the boundary values of the gravitational Ąelds to the expectation values of
the dual Ąeld theory operators; the so called AdS/CFT dictionary. Later on we will
use these relations to read of the Ąeld theory results from our gravity computation.
11Note however, that holography may be general and hence independent of string theory.
12In some sections we follow the lines of [100].
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2.3.1. D3 brane AdS/CFT
Originally AdS/CFT was discovered in the context of string theory [23], where
the Dp-branes played a crucial role. A Dp-brane is a (p + 1)-dimensional object
embedded in 10 dimensional spacetime. The Dp-branes are hypersurfaces, on which
the string endpoints can end, where ŞDŤ stands for Dirichlet boundary conditions,
illustrated in Ąg. 2.2.
Fig. 2.2.: Two dimensional D-branes extended in ¶x1, x2♢ directions and seven trans-
verse directions ϕi embedded in 9 dimensional space. Strings ending on
the diferent D2-branes.
In particular Dp-branes can be described from two diferent viewpoints, the per-
spective of gauge Ąelds living on the brane and the gravity perspective. The efective
description in these two limits gives rise to the two sides of the AdS/CFT duality.
Gauge fields living on the brane
The Dp-Branes are non-perturbative soliton-like solutions of string theory that are
dynamical, e.g. they can move and be excited. The excitations are of two diferent
types, namely deformations of their shape, which can be parametrized by the 9− p
coordinates ϕi transverse to the brane and internal excitations, which are described
by open string endpoints on the brane. These endpoints carry charge, which sources
a gauge Ąeld on the brane. The action describing the massless open string excitations
is given by the so-called Dirac-Born-Infeld action
SDBI = −TDp

dp+1x

−det(gµν + 2πl2sFµν) , (2.44)
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where gµν is the induced metric on the worldvolume of the brane, Fµν is the Ąeld
strength of a gauge Ąeld Aµ, ls is the characteristic string length and TDp is the
tension of the brane.
For simplicity let us consider the Dp-brane in Ćat spacetime ηµν
gµν = ηµν + (2πl
2
s)
2∂µϕ
i∂νϕ
i , (2.45)
where the ϕi are the coordinates transverse to the brane describing the embedding
in the 10d spacetime. Here we consider the open strings as perturbations on Ąxed
branes. For this picture to hold the backreaction of the strings given by the string
coupling constant has to be small gs ≪ 1 and hence the tension of the Dp-brane
TDp ∼ 1/gs is large. Expanding the square root in the action (2.44) in powers of
small Ąeld strength Fµν and small derivatives ∂µϕ, we obtain to second order
SDBI ≈ −2πTDp
l2s

dxp+1

1
4
FµνF
µν +
1
2
∂µϕ
i∂µϕi

. (2.46)
Clearly, this is the action of a U(1) gauge Ąeld and 9 − p scalar Ąelds. Higher
order terms, describing non-local interactions corresponding to extended strings,
are suppressed by powers of L2/l2s , where L is the radius of curvature. In the case
of D3-branes the Yang-Mills coupling of the gauge theory can be identiĄed to be
g2YM = 4πgs . (2.47)
For open strings ending on N diferent branes we can describe all possibilities of the
endpoints in a N×N matrix representations. In this case we get a non-abelian U(N)
gauge theory. For the case of D3-branes we have a 3+1 dimensional worldvolume
of the branes and 6 scalar Ąelds, see the left panel of Ąg. 2.3.
In addition, we know from the quantisation condition for D3-branes how to relate
the constants
L4 = 4πgsNl
4
s . (2.48)
Consequently, the two limits gs ≪ 1 and L/ls ≪ 1 correspond to
λ = 4πgsN ≪ 1 , (2.49)
where we describe a stack of non-gravitating branes. The efective description in
the low energy limit ls → 0 is given by N = 4 supersymmetric Yang-Mills (SYM)
theory in 3+1 dimensions with gauge group SU(N).13
13The U(1) component of U(N) can be decoupled, giving a SU(N) gauge theory.
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Gravity solution
We can also view the Dp-branes from a diferent viewpoint: In the low energy
limit of string theory, namely supergravity, branes can be viewed as gravitational
objects curving the spacetime. For supergravity to be a good description we need
weak curvature L/ls ≫ 1. Taking into account (2.48), this limit corresponds to the
opposite limit given in the previous discussion (2.49),
λ = 4πgsN ≫ 1 . (2.50)
Let us now derive the efective description in the weak curvature limit. The stack
of N coincident D3-branes can be described as solution of 10d supergravity. We
choose the D3-branes to be extended in the x⃗3 = ¶x1, x2, x3♢ directions and ¶r2,Ω5♢
to be the coordinates perpendicular to the brane. Accordingly, this solution is given
by
ds2 = H−1/2

−dt2 + dx⃗23

+H1/2

dr2 + r2dΩ25

. (2.51)
The warp factor H(r) is determined by the equations of motion yielding
H(r) = 1 +
L4
r4
. (2.52)
In the so called near-horizon region r → 0 we may approximate the warp factor by
H(r) = L
4
r4
and get
ds2 =
r2
L2

−dt2 + dx⃗23

+
L2
r2
dr2 + L2dΩ25 . (2.53)
Equivalently, we can introduce z-coordinates z = L2/r to obtain
ds2 =
L2
z2

−dt2 + dx⃗23 + dz2

+ L2dΩ25 . (2.54)
This is the line element of AdS5×S5 in Poincare coordinates. The near-horizon limit
r → 0 corresponds to a low energy limit. The low energy excitations are described
by classical gravitational perturbations around this background, which is illustrated
on the right panel of Ąg. 2.3.
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The Correspondence
So far we found two diferent descriptions of the D3-branes, either as a gauge theory
or as a classical gravitational perturbations on AdS5 × S5. Maldacena conjectured
that these two theories are actually dual to each other [23].
Fig. 2.3.: Opposite limits of D3-branes and corresponding low energy excitations.
On the left, we display N coincident D3-branes and N2 diferent string
ending on the D3-branes in the limit λ ≪ 1, which are described by a
SU(N) gauge theory. On the right, we display the black brane build out
of N coincident branes in the opposite limit λ≪ 1, where the low energy
description is given by gravity on AdS5 in the near horizon region r → 0.
One side of the duality is SYM theory with gauge group SU(N) of rank N and
coupling constant gYM in 3+1 dimensions. Taking into account (2.48) and (2.47)
we relate the couplings via
L4
l4s
= Ng2YM . (2.55)
The gravity theory on the other side contains the AdS-radius L and Newtons con-
stant in 10 dimensions G10 = l8P , where we introduced the Planck length lP . The
constants are given by
l8P
L8
=
π4
2N2
. (2.56)
In order to have classical gravity we have to suppress quantum gravity corrections
lP/L≪ 1, which implies N ≫ 1. Moreover we like to suppress higher string states
and impose therefore ls/L≪ 1.
The conjecture now states that N = 4 SYM theory with gauge group SU(N) in
3+1 dimensions is dynamically equivalent to 5d gravity theory on AdS5.14 This is
14Any field on AdS5 × S5 can be reduced to a tower of Kaluza-Klein modes on AdS5.
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the weakest form of the conjecture, which holds in the limit
N →∞ , λ→∞ , (2.57)
where we Ąrst perform the large N -limit while keeping λ = Ng2YM Ąxed and second
the limit λ → ∞. The duality maps the dynamics governed by the action, the
degrees of freedom given by operators and the symmetries of both theories onto
each other.
2.3.2. Scales and symmetries
Let us now discuss the relevant scales and symmetries and revisit the two limits
introduced in the previous section.
Scales
To get an interpretation of the holographic coordinate z let us relate the scales on
both theories. The conformal factor (L/z)2 in (2.54) changes the proper distance
d if we move away from the boundary into the bulk. The proper distance dQFT at
the boundary z = 0 and the proper distance inside the bulk d are related by the
conformal factor
d =
L
z
dQFT . (2.58)
Consequently the energies scale inversely
E =
z
L
EQFT . (2.59)
Thus the near boundary region z = 0 corresponds to high energies in the dual QFT
while dynamics in the far bulk describe low energy physics, illustrated in Ąg. 2.4.
In order to break conformal invariance we can introduce a minimal scale, that
acts as a low energy cutof. In the case of the AdS-spacetime one possibility is
to introduce a black hole horizon at some Ąnite radial coordinate zh. This corre-
sponds to introducing a temperature in the Ąeld theory. As a result the Ąeld theory
temperature is equal to the black hole Hawking temperature.
Comparison of symmetries
For the duality to hold, both the symmetries and the degrees of freedom have to
match. The symmetries itself can then be used to classify the relevant Ąelds/operators
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Fig. 2.4.: Holographic coordinate illustrated as energy scale. The bulk is sliced into
copies (grey) of the QFT at a diferent length/energy scales along the
holographic coordinate z.
according to their transformation.
The N = 4 SYM theory in 4d is invariant under conformal transformations,
including dilatations and special conformal transformations, see e.g. [101, 102] for
an introduction to conformal Ąeld theory. The conformal group in four dimensions is
SO(4, 2). The AdS5 space on the other side is maximally symmetric with isometry
group SO(4, 2).
In addition the N = 4 SYM is a maximally supersymmetric theory with 32
supercharges, that can be grouped in 4 sets of complex Majorana generators QAα ,
Q¯Aα˙ with A ∈ ¶1, 2, 3, 4♢ and α, α˙ ∈ ¶0, 1♢. This generators can be internally rotated,
the so called R-symmetry, which gives an SU(4) symmetry group. The six scalar
Ąelds ϕi transform in the fundamental representation of SO(6). Note the Lie algebra
isomorphism su(4) ∼= so(6).
On the gravity side, the maximally symmetric Ąve-sphere S5 is invariant under
rotations SO(6). The scalar Ąelds are interpreted as the coordinates of the S5 and
the isometries of the S5 are identiĄed with the internal rotations of the scalar Ąelds
and supercharges. Hence the symmetry generators indeed agree on both sides. In
general, the global part of the gauge symmetries in the bulk on the gravity side
corresponds to global symmetries in the dual QFT.
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2.3.3. Scalar field in AdS
Let us illustrate how the duality works by studying the simplest subsector, a scalar
Ąeld ϕ in AdS5 and its dual scalar operator O in the QFT.
Equations of motion
We want to study a scalar Ąeld ϕ on the gravity side of the duality. The background
spacetime is AdS5 in Poincare coordinates with line element in Euclidean signature
ds2 =
1
z2

dz2 + δµνdx
µdxν

, (2.60)
where we set the radius L = 1. As a reminder, the conformal boundary is located
at z = 0. We are using coordinates (xm) = (xµ, z), where m ∈ ¶0, 4♢ and µ ∈ ¶0, 3♢
respectively. The coordinates xµ may be identiĄed with the Ąeld theory coordinates,
where x0 = t, xi are the spatial coordinates of the Ąeld theory and z is the radial
coordinate of AdS5.
A minimal action for a scalar Ąeld with mass ms in curved space is given by
S = −1
2

dx5
√
g

gmn∂mϕ ∂nϕ+m
2
sϕ
2

, (2.61)
where g = det gmn. Varying the action (2.61) with respect to ϕ gives the equations
of motion (EOM)
1√
g
∂m (
√
g gmn∂nϕ)−m2sϕ = 0 . (2.62)
Using the explicit form for the metric gmn and performing a Fourier transform in xµ
direction ϕ(xµ, z) =
 d4k
(2π)4
exp(ikx)ϕk(z), we Ąnally obtain
z5∂z

z−3∂zϕ(z)

+ z2k2ϕ(z)−m2sϕ(z) = 0 , (2.63)
where we omit the subscript ŞkŤ. The duality relates the scalar Ąeld at the conformal
boundary to a scalar operator in the Ąeld theory. To gain more insight let us Ąrst
perform a boundary analysis at the conformal boundary for the scalar Ąeld. We
plug the near boundary expansion ϕ ∼ zβ into the EOM (2.63) and solve for β:
β(β − 4)−m2s = 0 , β± = 2±

2 +m2s . (2.64)
For the sake of completeness, let us do the following calculation for general dimen-
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sions d and also give the result (2.64) for general AdSd+1
β(β − d)−m2s = 0 , β± =
d
2
±

d2
4
+m2s . (2.65)
For later convenience we deĄne ∆ = β+ and (d−∆) = β−. After Fourier transform-
ing back the Ąnal result for the near boundary behaviour is
ϕ(x, z) ≈ A(x)zd−∆ + · · ·+B(x)z∆ + . . . , (2.66)
where . . . stand for subleading terms in z. Note that in AdS the mass for a scalar Ąeld
can be negative and is bound from below by the so called Breitenlohner-Freedman
(BF) bound [103]
m2s ≥ −

d
2L
2
. (2.67)
We notice that ∆ is real if the mass satisĄes the BF bound. If we choose m2 > 0,
the exponent of the leading term in (2.66) is negative d−∆ < 0. Hence in this case
ϕ is divergent at the conformal boundary z = ϵ→ 0:
ϕ(x, z = ϵ) ≈ ϵd−∆A(x) . (2.68)
In order to relate the boundary value of the scalar Ąeld to a source φ for the QFT
operator O we have to remove this divergence:
φ(x) = lim
z→0
z∆−dϕ(x, z) , (2.69)
where φ(x) is now Ąnite at the conformal boundary. The non-normalisable15 mode
A(x) is the source for the dual operator in the QFT, while B(x) can be identiĄed with
the vacuum expectation value (VEV) of the scalar operator, illustrated in Ąg. 2.5.
Scaling dimension
We still need to identify the role of ∆ on the CFT side. Therefore let us consider
the general action for a source coupled to a dual operator O at the boundary z = ϵ
Sbdy ∼

ddx

det(γϵ)ϕ(x, ϵ)O(x, ϵ) . (2.70)
15We introduce normalisable and non-normalisable modes on the next page, sec. 2.3.3.
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Fig. 2.5.: The boundary asymptotics of a scalar-Ąeld ϕ at the conformal boundary
z = 0 in gravity corresponds to source and VEV of a scalar operator O in
the QFT living on the boundary z = 0 (shaded region).
The determinant of the induced metric γϵ close to the boundary scales as

det(γϵ) ∼
(1/ϵ)d. We now plug in the boundary behaviour for the scalar Ąeld (2.68):
Sbdy ∼

ddxφ(x)O(x, ϵ)ϵ−∆ . (2.71)
For Sbdy to be Ąnite and independent of ϵ we have to require that
O(x, ϵ) = O(x)ϵ∆ . (2.72)
This is just the mass scaling dimension of the operator O, if we keep in mind that
going from the boundary z = 0 to z = ϵ is equivalent to a scale transformation in
the dual QFT.
Normalisable mode
The natural norm for a solution of the Klein-Gordon equation on curved space in
Euclidean signature is given by [100]
♣♣ϕ♣♣2 = −i

Σt
dz ddx
√
g gtt(ϕ∗∂tϕ− ϕ∂tϕ∗) , (2.73)
where Σt is a slice of constant time. We are interested in the near boundary z → 0
behaviour of the two solutions (2.66). In case of AdSd+1 we have (
√
g gtt) ∼ z1−d.
The scalar Ąeld scales as ϕ ∼ zβ and the derivative scales as (ϕ∗∂tϕ) ∼ z2β. As a
result the norm (2.73) is convergent for
2β − d+ 2 > 0 . (2.74)
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The subleading solutionB(x)z∆ is hence always normalisable provided the BF bound
holds. The leading solution A(x)zd−∆ is non-normalisable for
m2s ≥ −
d2
4
+ 1 , (2.75)
which corresponds to a source. If the mass is below this bound, but above the BF
bound
− d
2
4
≤ m2s ≤ −
d2
4
+ 1 (2.76)
both modes are normalisable and diferent quantisations are possible, identifying
one or the other as source and VEV respectively.
2.3.4. Correlation functions
Dynamics
So far we have only considered non-dynamical properties of the duality. But the
AdS/CFT dictionary also relates the dynamics of both theories. On the QFT side
we like to calculate Euclidean correlators between diferent operators
⟨O(x1)....O(xn)⟩ . (2.77)
Therefore we add source terms J(x)O(x) to the Lagrangian leading to the generating
functional
ZQFT [J ] = ⟨exp(

J(x)O(x))⟩ . (2.78)
As usual the connected correlators can then be obtained by functional derivatives
with respect to the sources
∂
∂Jx1
...
∂
∂Jxn
log(ZQFT [J ])

J=0
= ⟨O(x1)....O(xn)⟩ , (2.79)
where we set the source J to zero after taking the functional derivatives.
On the gravity side we have to consider the partition function ZG, which is the
path integral over all Ąeld conĄgurations, which asymptote to the right boundary
value ϕ→ φ at the conformal boundary
Zgrav[ϕ→ φ] =

ϕ→φ
Dϕ eSgrav [ϕ] . (2.80)
In the classical limit the path integral is dominated by the classical solution and we
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can use a saddle point approximation. Thus the path integral (2.80) is approximated
by the exponential of the action, with the solution of the classical equations of motion
inserted, the so called on-shell action So.s.:
Zgrav[ϕ→ φ] ≈ eSo.s.grav [ϕ→φ] . (2.81)
The classical on-shell gravity action is typically divergent and needs to be renor-
malized. This can be achieved by adding proper counterterms to the action, as we
discuss for the gravity setup used in this thesis in sec. 2.4.2.
We are now at the point to formulate the dynamical equality stated in the
AdS/CFT dictionary. The duality translates the generating functional ZQFT [J ]
of the QFT to the gravity on-shell action evaluated on the classical solution, which
asymptotes the correct boundary value φ,
ZQFT [φ] = ⟨exp[

φO]⟩ = eSo.s.grav [ϕ→φ] , (2.82)
where φ is identiĄed with the source in the QFT J = φ. This dynamical equality is
a remarkable statement, since it relates a classical theory with a quantum theory. In
addition, let us stress again that the two theories are deĄned for a diferent number
of dimensions.
One-point function
Now we are able to calculate correlation functions on the QFT side, i.e. one- and two-
point functions with the AdS/CFT dictionary. The knowledge of such correlation
functions becomes relevant for the study of hydrodynamics within AdS/CFT.
Using the AdS/CFT dictionary (2.82), we derive the one-point function of an
operator O in presence of a source φ
⟨O(x)⟩φ =
δSgrav[ϕ]
δφ(x)
, (2.83)
where φ(x) again denotes the Ąnite part at the boundary φ(x) = lim
z→0
z∆−dϕ(x, z),
see (2.69). This gives
⟨O(x)⟩φ = limz→0 z
∆−d δSgrav[ϕ]
δϕ(z, x)
, (2.84)
which can be explicitly calculated within gravity, when we have obtained the classical
solution of the gravity equations of motion. At this point we are able to calculate
the one-point function within the gravity side of the duality.
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Let us now study the one-point function on the QFT side, which is given by the
path integral
⟨O(x)⟩φ =

DΦO(x) eS[Φ]+

dy φ(y)O(y) . (2.85)
Doing linear response theory, this gives to linear order in φ
⟨O(x)⟩φ = ⟨O(x)⟩φ=0 +

dy GE(x− y)φ(y) , (2.86)
with GE(x−y) = ⟨O(x)O(y)⟩ the Euclidean two-point function. For normal-ordered
operators the relation 0 = ⟨O(x)⟩φ=0 holds, such that (2.86) measures the linear
response around its expectation value. The convolution is simply given by a product
in momentum space, resulting in
GE(k) =
⟨O(k)⟩φ
φ(k)
. (2.87)
This equation will become important for the hydrodynamic calculations. Note that
we have calculated Euclidean correlation functions. The corresponding retarded
correlation functions can be obtained via analytical continuation.
2.3.5. Field-operator map
So far we have considered the case of a scalar Ąeld ϕ dual to a scalar operator O.
But the holographic dictionary can be extended to include additional operators and
Ąelds. We can utilize the fact that the symmetries coincide in both theories and
relate operators and Ąelds in the same representation. We give the operators and
Ąelds relevant for this thesis and refer the reader to the literature for a complete
discussion, e.g. [24].
As outlined in ch. 1.3 we study the dual description of 4d Ąeld theories with an
external magnetic Ąeld at Ąnite temperature and chemical potential. We use µ, ν
for 4d Ąeld theory coordinates and m, n as indices for the 5d gravity coordinates.
The energy-momentum tensor Tµν of the Ąeld theory is dual to metric Ćuctuations
on the gravity side gmn, whereas the current Jµ is dual to a gauge Ąeld Am.
Ąeld theory operator supergravity Ąeld
scalar operator O ϕ scalar Ąeld
energy-momentum Tensor Tµν gmn metric
conserved current Jµ Am gauge Ąeld
Table 2.1.: Field theory operators and dual gravity Ąelds.
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Finite density ρ and Ąnite chemical potential µ on the 4d Ąeld theory side can
then be realised by suitable boundary conditions for the temporal component of the
gauge Ąeld At on the 5d gravity side at the conformal boundary z = 0:
At(z) = µ− ρ2z
2 +O(z3) . (2.88)
A Ąnite magnetic Ąeld on the 4d Ąeld theory side, e.g. in x3 direction, is introduced
by a background magnetic Ąeld for the gauge Ąeld in the 5d gravity theory
A = Amdx
m =
B
2
(−x2 dx1 + x1 dx2) . (2.89)
The non-conservation of currents due to background Ąelds in the presence of an
anomaly in the QFT is related to the existence of gauge non-invariant boundary
terms in the dual gravitational description [104]. Since we identify the QFT and
the gravity action, the classical gravity action must not be gauge invariant in the
presence of an anomaly in the dual QFT. This is realised by adding a Chern-Simons-
term (CS) for the gauge Ąeld to the action on the 5d gravity side
SCS ∼ γ

M
(A ∧ F ∧ F ) , (2.90)
which is dual to the chiral anomaly with anomaly coeicient γ, as we discuss in
sec. 2.4 for the speciĄc model used in this thesis. Note that the CS-term explicitly
depends on A and hence the action is not gauge invariant upon a boundary term.
2.3.6. Consistent truncations
We have not put much attention to the truncation from string theory to supergravity
and the diference between supergravity and gravity in the AdS/CFT dictionary so
far. In a top-down approach we have to start with a string theory model and
consistently truncate it down to supergravity and gravity. In applied AdS/CFT
we usually rely on a bottom-up approach, where we collect the phenomenological
ingredients needed without having a consistent truncation.
So far we used the spirit of a bottum-up approach to AdS/CFT. The holographic
model, that we introduce in the next section 2.3.6, is a such bottom-up model that
remarkably has a consistent top-down truncation. For γ = 2/
√
3, the action of this
minimal model, given in (2.93), coincides with the bosonic part of minimal gauged
supergravity in Ąve dimensions. Hence it is a consistent truncation of the most
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general class of type IIB supergravity in ten dimensions or supergravity in eleven
dimensions which are dual toN = 1 superconformal Ąeld theories, see e.g. [105Ű108].
As the consistent truncation leads to the Einstein-Maxwell-Chern-Simons (EMCS)
theory our approach is intriguingly general, but minimal and simple.
2.4. Holographic setup
Our goal is to study gravity solutions within AdS/CFT to get new results regarding
anomalies in strongly coupled Ąeld theories. With the AdS/CFT dictionary at hand
let us now collect the minimal features of the gravity model needed within the
framework of gauge/gravity duality. On the QFT side we describe a theory with
chiral anomaly at Ąnite temperature and Ąnite density with a background magnetic
Ąeld.
2.4.1. Minimal model
First, the model has to contain a metric gmn, which is dual to the energy-momentum
tensor T cftµν of the corresponding four-dimensional CFT, see sec. 2.3.5. The action
for the metric is given by the Einstein-Hilbert action plus a negative cosmological
constant Λ
SEH =
1
2κ2


M
d5x
√−g (R− 2Λ)

 , (2.91)
where g = det gmn and 2κ2 ≡ 16πG5 with the Ąve-dimensional gravitational constant
G5. To describe asymptotic AdS5 solutions the cosmological constant has to be
Λ = −(d− 1)(d− 2)/(2L2) = −6/L2 for d = 5. We introduce Ąnite temperature by
imposing a black hole horizon in our gravity model.
Secondly we need a U(1) gauge Ąeld A = Am dxm, which is dual to the current J cftµ
on the Ąeld theory side, see sec. 2.3.5. Moreover, F = dA is the Ąeld strength tensor
of the U(1) gauge Ąeld A. The gauge Ąeld ŞcontainsŤ the background magnetic Ąeld
and allows us to switch on Ąnite density. The action for the gauge Ąeld is given by
the Maxwell action on curved space. In addition we add a Chern-Simons-term on
the gravity side that is dual to the chiral anomaly with anomaly coeicient γ. This
is another vital ingredient of the gravitational toy model,
SMCS =
1
2κ2


M
d5x
√−g

−L
2
4
FmnF
mn

− γ
6

M
A ∧ F ∧ F

 . (2.92)
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This is the holographic implementation of the axial U(1) anomaly in covariant form
[47]. Also note that the Chern-Simons-term is topological, i.e. it does not include
the metric
√−g, and hence does not contribute to the stress-energy tensor in the
Einstein equations.
To summarize, the action of the gravitational toy model reads
Sgrav =
1
2κ2


M
d5x
√−g

R +
12
L2
− L
2
4
FmnF
mn

− γ
6

M
A ∧ F ∧ F

 . (2.93)
To keep notation compact we set 2κ2 = 1 as well as L = 1 from now on.
As mentioned before for γ = 2/
√
3, the action (2.93) is a consistent truncation of
type IIB supergravity in ten dimensions, see sec. 2.3.6. However, in this thesis γ is
treated as a free parameter16 and we study the phase diagram as a function of γ.
This action has to be supplemented by boundary terms to treat divergences, as we
discuss in sec. 2.4.2.
Equations of motion
The equations of motion associated with the action (2.93) read in the trace-reduced
form
Rmn = −4gmn + 12

FmoFn
o − 1
6
gmnFopF
op

(2.94)
for the metric. The right-hand side corresponds to the cosmological constant term
plus the stress-energy tensor of the electromagnetic Ąeld. Let us stress again that the
Chern-Simons term does not contribute to the stress-energy tensor. Furthermore,
the equations for the gauge Ąeld are given by
d ⋆ F +
γ
2
F ∧ F = 0 . (2.95)
In addition, the Ąeld strength tensor has to satisfy the Bianchi identitiy
dF = 0 . (2.96)
Note that the Chern-Simons term appears explicitly only in the Maxwell equations.
Equivalently, we can rewrite (2.95) as
∇mFmn + γ
8
√−g ϵ˜
nmopqFmoFpq = 0 , (2.97)
16See the discussion at the end of sec. 2.1.2.
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where ϵ˜mnopq is the totally antisymmetric Levi-Civita symbol in Ąve spacetime di-
mensions with ϵ˜ t123z = 1.
2.4.2. Divergencies and counterterms
We have already encountered divergences in the study of the scalar Ąeld, sec. 2.3.3.
Let us now perform a systematic treatment of divergences, the general method within
AdS/CFT is called holographic renormalisation [109], see [110] for an introduction.
The large scale divergences at the conformal boundary correspond to UV-divergences
in the Ąeld theory. Cutting of the radial coordinate at some Ąnite zh by a black
hole horizon corresponds to introducing a low energy cutof by a temperature.
Counterterms
The action (2.93) has to be supplemented by boundary terms [111Ű113] of the form
Sbdy =
1
κ2

∂M
d4x
√−h

K − 3
L
+
L
4
R(h) +
L
8
ln

z
L

FµνF
µν

, (2.98)
where we display L and κ for completeness.17 Here, hµν is the metric induced by
gmn on the conformal boundary of AdS5. The extrinsic curvature Kmn is given by
Kmn = P om P pn ∇onp , with P om = δ om − nmno , (2.99)
where ∇ is the covariant derivative and nm are the components of the outward
pointing normal vector of the boundary ∂M.Moreover,K is the trace of the extrinsic
curvature with respect to the metric at the boundary.
The Ąrst term in (2.98) is the standard Gibbons-Hawking term which is needed
for well-posedness of the variational principle. The Einstein-Hilbert action (2.91)
in general contains second derivatives of the metric, while usually Ąeld theory La-
grangians contain only Ąrst order derivatives. Due to the second derivatives, we
pick up an additional boundary term in the variation of the action, which is ex-
actly cancelled by the the Gibbons-Hawking term resulting in the desired Einstein
equations.
If we require the stress-energy tensor to be Ąnite, the counterterms in (2.98) are
uniquely Ąxed [112, 113]. The divergences correspond to ultraviolet divergences of
quantum Ąeld theory, and thus may be removed by adding local counterterms to
17Note that we set 2κ2 = 1 as well as L = 1.
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the action.
In our case, the conformal boundary of AdS5 is Ćat Minkowski space and hence
the Ricci scalar associated with the boundary metric, R(h), vanishes. Note that the
last term in (2.98) is not invariant under difeomorphisms. As we will see explicitly,
this term in the boundary action is needed to remove the divergence associated with
the trace anomaly on the Ąeld theory side
ηµν

T cftµν

= −1
4
FµνF
µν . (2.100)
2.4.3. Energy momentum tensor and current
With the proper counterterms in our action we can read of the energy momentum
tensor and current in our dual Ąeld theory. Making use of standard recipes of
AdS/CFT correspondence, in particular the relation [112]
⟨Tµν⟩ = lim
z→0
1
z2

−2Kµν + 2(K − 3)hµν + ln(z)

F αµ Fνα −
1
4
hµνF
αβFαβ

,
(2.101)
we can extract the energy-momentum tensor of the dual conformal Ąeld theory.
Similarly, from the relation [114]
⟨Jµ⟩ = lim
z→0

1
z3
hµα∂zAα +
γ
6
ϵαβγµAαFβγ

, (2.102)
we can obtain the expectation value of the current in the dual Ąeld theory.
To illustrate the divergences we use the following metric
ds2 =
1
z2

dz2
u(z)
− u(z) dt2 + v(z)2

dx21 + dx
2
2

+ w(z)2 (dx3 + c(z)dt)
2

,
F = A′t(z) dz ∧ dt+B dx1 ∧ dx2 + P ′(z) dz ∧ dx3 , (2.103)
which is the ansatz of ch. 3 in Poincare coordinates z ∈ [0, 1]. This describes a
charged magnetic black hole solution, where B is the magnetic Ąeld, z = 0 the con-
formal boundary and z = 1 the horizon. Let us exemplary show the non-vanishing
44
2.5. Black holes
contributions to Ttt:
1
z2
(−2Ktt) =

−1
6
B2 ln(z)− B
2
6
− u4 + 2
z4

,
1
z2
(2K htt) =

−4
3
B2 ln(z) +
B2
6
− 8u4 − 8
z4

,
1
z2
(−6htt) =

B2 ln(z) + 6u4 +
6
z4

,
1
z2

− ln(z)
4
httF
αβFαβ

=
1
2
B2 ln(z) , (2.104)
where u4 appears in expansion of u(z) = 1 + z4u4 + z4 ln(z)
B2
6
+ . . . , see (3.4). In
the sum of (2.104) all divergences cancel and hence we obtain the Ąnite result
⟨Ttt⟩ = −3u4 . (2.105)
2.5. Black holes
So far we have discussed the Ąeld theoretical basics and the AdS/CFT dictionary. In
the end our approach boils down to Ąnding and studying asymptotic AdS black hole
solutions. Let us therefore Ąrst discuss the Einstein-Maxwell equations and second
cover the thermodynamic properties of black holes required for the later discussion.
2.5.1. Reissner-Nordstroem black brane
We consider black hole solutions to the Einstein-Maxwell-Chern-Simons equations
(2.94) and (2.95). The black holes studied in this thesis are only obtainable on
a numerical level. Yet these black holes generalize the analytical AdS5 Reissner-
Nordstroem (RN) black brane, in our case to magnetic Ąeld and spatial modulation.
Let us therefore Ąrst study the analytical RN solution.
We want to describe an electrically charged, asymptotic AdS5 black hole. Accord-
ingly we choose the following ansatz for the metric gmndxmdxn = ds2 and the gauge
Ąeld Amdxm = A in Poincare coordinates
ds2 =
L2
z2

dz2
u(z)
− u(z) dt2 +
3
i=1
dxi dxi

, A = −E(z)dt , (2.106)
where we switch on a blackening function u(z) in gtt and gzz. The conformal bound-
ary is located at z = 0 and we Ąx the horizon to be at z = 1. Note that the ansatz
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is isotropic in the xi directions. We again Ąx the AdS radius L = 1. We get from
(2.106) the corresponding Ąeld strength tensor
F = e(z) dt ∧ dz, with e(z) = d
dz
E(z). (2.107)
Plugging the ansatz (2.106) into the Einstein equations (2.94) gives
E1 : 24 = 2z
4e(z)2 − 24u(z) + 15z u′(z)− 3z2u′′(z) , (2.108)
CON : 24 = −z4e(z)2 − 24u(z) + 6z u′(z) . (2.109)
Equation (2.108) is an ordinary second order diferential equation, while (2.109) is a
Ąrst order constraint equation. The left-hand side of (2.108) and (2.109) corresponds
to the cosmological constant 24 = −4Λ. The Maxwell equation (2.95) is given by
M1 : 0 = e(z)− ze′(z) . (2.110)
Let us explicitly check the consistency of the constraint. Using the equation of
motion of the metric (2.108), denoted by E1(z), and the equation of motion for the
gauge Ąeld (2.110), denoted by M1(z), we have to show that the constraint (2.109),
denoted by CON(z), satisĄes on-shell the following diferential equation
∂zCON(z) + f(z) CON(z) = 0 , (2.111)
for some function f(z). We are able to show consistency and obtain the following
combination:
z ∂zCON(z)− 2CON(z)− 2E1(z)− z4M1(z) = 0 . (2.112)
The diferential equation (2.111) for CON(z) can be formally solved in terms of
exponential functions. Hence, solving the constraints CON(z0) = 0 for some z = z0
guarantees that the constraint is satisĄed for all z.
Let us now obtain the solution to (2.108)Ű(2.110). The Maxwell equation (2.110)
is solved by
e(z) = ρ z , (2.113)
where ρ is a free parameter. Additionally we have to demand regularity for the
gauge Ąeld at the horizon At(1) = 0. This Ąxes the integration constant for E(z)
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and thus we obtain for the gauge Ąeld
At(z) = −E(z) = ρ2(1− z
2) . (2.114)
After plugging this solution into the Einstein equation (2.108) we solve for u(z):
u(z) = 1 + c1z
2 + c2z
4 +
1
12
ρ2z6 . (2.115)
The solution has two free integration parameters c1 and c2. In order to describe a
black hole we need a horizon. With the horizon condition at z = 1 we impose:
u(1) = 0 . (2.116)
This allows to eliminate c2 leading to
u(z) = 1 + c1z
2 + z4

−c1 − ρ
2
12
− 1

+
ρ2z6
12
. (2.117)
We still have to satisfy the constraint equation (2.109). Plugging in (2.117) forces
c1 = 0. Finally we obtain the RN black brane solution
u(z) = 1− z4

1 +
1
3

ρ
2
2
(1− z2)

, (2.118)
e(z) = ρ z , At(z) = −E(z) = ρ2(1− z
2) . (2.119)
The parameter ρ is related to the density of the dual Ąeld theory, ⟨J cftt ⟩ = −ρ, while
µ = At(0) = ρ/2 is identiĄed with the chemical potential of the dual Ąeld theory.
Note that we have Ąxed u(1) = 0 to be the location of the horizon. Furthermore
we have chosen u(0) = 1 to be the location of the conformal boundary. At the
conformal boundary (2.106) asymptotes to AdS5 in Poincare-coordinates
ds2 =
1
z2

dz2 − dt2 +
3
i=1
dxi dxi

. (2.120)
In the limiting case of zero density ρ = 0 the RN-solution (2.106) reduces to the
AdS-Schwarzschild black hole solution
u(z) = 1− z4 . (2.121)
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2.5.2. Black hole thermodynamics
Black holes arise as solutions of gravity, given by Einsteins equations. Surprisingly
black holes also encode thermodynamic and dissipative processes of systems with
a large number of degrees of freedom. Consequently we can assign a temperature
T , the so called Hawking temperature and an entropy s to a black hole. Being a
thermal object, Black holes have to emit thermal (black body) radiation, the famous
Hawking radiation [115].
Temperature
The Hawking temperature and entropy of the black hole can be calculated using
gravity in Euclidean signature. After a Wick-rotation of the time direction τ = it
in the metric (2.106) and Taylor-expanding u(z) ≈ u′(1)(1− z) around the horizon
z = 1 we get
ds2 ≈

dz2
u′(1)(1− z) + (1− z)u
′(1) dτ 2 + dx⃗2

. (2.122)
To identify the line element (2.122) we perform the following coordinate transfor-
mations
ρ2 =
4
u′(1)
(1− z) , dz = −1
2
u′(1)ρ dρ , (2.123)
ds2 ≈ dρ2 + u
′(1)2
4
ρ2 dτ 2 + dx⃗2 . (2.124)
Performing another transformation
ϕ =
♣u′(1)♣
2
τ , (2.125)
Ąnally results in
ds2 ≈ dρ2 + ρ2 dϕ2 + dx⃗2 . (2.126)
We have successfully transformed the coordinates to polar coordinates (ρ, ϕ). To
avoid a conical singularity at ρ = 0 we have to require ϕ ∼ ϕ + 2π. In Poincare
coordinates this corresponds to a period of ∆τ = 4π
♣u′(1)♣
. In Euclidean QFT the
period of the time circle ∆τ is identiĄed with the Ąeld theory temperature ∆τ = 1
kBT
.
Therefore we Ąnally obtain
T =
♣u′(1)♣
4π
, (2.127)
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where we have set kB = 1.18 Accordingly, the temperature of the RN solution (2.118)
is given by
T =
♣u¯1♣
4π
=
1
π

1− µ
2
6

. (2.128)
For µ =
√
6 this solutions describes an extremal black hole, u′′(0) = 0, with zero
temperature.
Entropy
The entropy density s can be found from the Bekenstein-Hawking [116] entropy
formula SBH = 4π
A
2κ2
.19 Remarkably it states that the entropy is proportional to
the area of the horizon. In the following we choose to set 2κ2 = 1.
If we allow for anisotropic black holes, i.e. introducing the functions v(z), w(z)
and l(z), the line element reads
ds2 =
1
z2

dz2
u(z)
− u(z) dt2 + v(z)2dx21 + w(z)2dx22 + l(z)2dx23

. (2.129)
For anisotropic black holes the area A of the horizon z = 1 is given by
A = v(1)w(1)l(1) · vol(R3) . (2.130)
Due to the inĄnite area it is more convenient to work with the entropy density
s = 4π v(1)w(1)l(1) (2.131)
Hence the entropy density of the RN solution (2.106) and the Schwarzschild solution
(2.121) is given by s = 4π.
18Note that for the Schwarzschild black hole (2.121) the temperature appears to be constant T =
1/π. This is due to the fact that we have chosen to work in relative coordinates with the horizon
fixed at zh = 1. Without this choice the temperature is given by T = ♣u′(zh)♣/(4π) = 1/(zhπ).
19This entropy density can be also deduced from the grand canonical potential Ω. In AdS/CFT,
the grand canonical potential is identified with T times the on-shell bulk action in Euclidean
signature, see sec. 4.2 and sec. 4.3.
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Energy momentum tensor and current
With the analytical RN solution at hand we can have a closer look at the energy
momentum tensor and the current of the dual Ąeld theory. The energy momentum
tensor T µν , (2.101), and the current Jµ, (2.102), are given by
⟨T µν⟩ =


24 (3 + µ2) 0 0 0
0 8 (3 + µ2) 0 0
0 0 8 (3 + µ2) 0
0 0 0 8 (3 + µ2)

 , (2.132)
⟨Jµ⟩ = (ρ, 0, 0, 0) . (2.133)
We now see explicitly that the charge density of the dual Ąeld theory is given by
⟨J t⟩ = ρ and the energy density by U = ⟨T tt⟩ = 24(3 + µ2). Note that the trace of
the energy momentum tensor is ⟨Tµµ⟩ = 0.
2.5.3. Normalisation
Since all metrics in this thesis are invariant under scale transformations xˆm = λxm,
we express the results in terms of dimensionless quantities, normalised by µ. Since
under scale transformations we have µˆ = µ/λ, the relevant physical observables are
k¯ =
k
µ
, T¯ =
T
µ
, B¯ =
B
µ2
, s¯ =
s
µ3
,

J¯µ

=
⟨Jµ⟩
µ3
, Ω¯ =
Ω
µ4
,

T¯µν

=
⟨Tµν⟩
µ4
. (2.134)
In the limit of uncharged branes µ→ 0, it is more convenient to normalize µ, k and
B to appropriate powers of temperature, i.e.
k˜ =
k
T
, µ˜ =
µ
T
, B˜ =
B
T 2
. (2.135)
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Our goal is to study quantum Ąeld theories with a chiral anomaly at strong cou-
pling, Ąnite temperature, Ąnite density, and in the presence of a (strong) magnetic
background Ąeld now. In order to obtain results, we use the gauge/gravity corre-
spondence and perform the relevant calculations in the dual gravitational descrip-
tion, which is given by an Einstein-Maxwell-Chern-Simons (EMCS) theory with an
external magnetic Ąeld. This chapter is based on and heavily draws from [81].
In a series of papers [63, 64, 114, 117, 118] (see [65] for a review) the electri-
cally charged Reissner-Nordström black brane in asymptotically AdS5 spacetime
was generalized to allow for a constant non-vanishing magnetic Ąeld B. Without
loss of generality, we can assume that the constant magnetic Ąeld B is aligned in x3
direction. As reviewed in the introduction, and as explicitly reproduced in sec. 3.3,
the solution exhibits interesting features, such as a quantum critical point.
Previously, the QNM spectrum of this model with only the magnetic Ąeld has
been studied [53], while [119, 120] computed two shear viscosities in this anisotropic
system (see also [94]). Here, we shall analyze the QNM spectrum of the latter
system. We solve for the background numerically using spectral methods, which we
then use as input to compute the QNMs. We investigate the efects of changing
external parameters: the temperature T , chemical potential µ, and the strength of
the magnetic Ąeld B.
We Ąnd interesting phenomena such as the appearance of Landau levels in some
cases and various other gapped modes. In the hydrodynamic regime, we compare
to our Ąeld theoretical calculations provided in sec. 3.5. In particular, we provide
dispersion relations for Ąve modes in (3.23) and (3.20). Following the modes for
increasing B (also beyond the hydrodynamic regime), we describe the evolution of
the shear modes, see Ąg. 3.4, of two formerly hydrodynamic modes developing a
(complex) gap, see Ąg. 3.5, and of three hydrodynamic modes, see Ąg. 3.9.
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Field theory results
On the Ąeld theory side, some results were previously obtained for plasmas which
are anisotropic due to a magnetic Ąeld. Anomaly-driven efects such as CME and
chiral vortical efect (CVE) reveal themselves in the transport properties of a system
outside of equilibrium. Hydrodynamically, chiral transport in weak magnetic Ąelds
has been considered systematically for one axial current and the energy momentum
tensor in [121]. In that work, the authors provide only part of the hydrodynamic
modes and impose certain restrictions. In an independent calculation we conĄrm a
subset of their relations and amend their result as discussed in sec. 3.5. Recently,
a hydrodynamic analysis similar to [121] was performed for a system containing in
addition a conserved vector current [88]. The latter paper additionally considers
plasma excitations propagating perpendicular to the magnetic Ąeld, while [121] and
our present work focus on propagation parallel to the magnetic Ąeld. In the weak
Ąeld case the chiral magnetic wave [94] appears in a certain form, as is evident
from [88, 121] and from our result in sec. 3.5.
Fewer reliable hydrodynamic results are available for plasmas in strong external
magnetic Ąelds. One exception is [96] considering polarization efects in equilibria
with strong external (electro)magnetic Ąelds, generalizing [95]. An attempt at hy-
drodynamic constitutive relations in presence of a strong external magnetic Ąeld has
been performed in [94]. The striking Ąnding of that latter paper are the Ąve Şshear
viscositiesŤ and the two Şbulk viscositiesŤ which appear because of the broken rota-
tional symmetry due to the magnetic Ąeld. A strong claim was conjectured in [122],
where the authors argue for the chiral magnetic wave velocity to be of a particular
form for any strength of the magnetic Ąeld and without taking the hydrodynamic
limit. The authors also Ąnd that this velocity approaches the speed of light in the
limit of large magnetic Ąeld (at weak and at strong coupling), and relate this limit
behavior to Landau level physics using a weak coupling argument. In our work, we
Ąnd evidence for the relation between Landau level physics and the chiral magnetic
wave velocity at strong coupling.
3.1. Holographic setup
We use the holographic dictionary of sec. 2.3.5 and collect the minimal ingredients
to model a charged Ćuid at Ąnite temperature with AdS/CFT.
The charged magnetic black brane solutions of the EMCS equations, (2.94) and (2.95),
are dual to the charged plasma of interest in a particular class of quantum Ąeld the-
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ories with a chiral anomaly at strong coupling, and in the presence of a magnetic
background Ąeld of any strength. Due to the presence of various scales including the
temperature, the chemical potential, and the magnetic Ąeld, conformal symmetry is
broken by the state of such Ąeld theories.
3.1.1. Charged magnetic black brane solutions
As we shall see below, when studying the Ćuctuations, it is convenient to use
Eddington-Finkelstein coordinates. Working in units where the horizon of the black
brane is located at z = 1 and the conformal boundary at z = 0, the metric for the
charged magnetic black brane can be expressed as
ds2 =
1
z2

−u(z) + c(z)2w(z)2

dv2 − 2 dz dv + 2 c(z)w(z)2dx3 dv
+v(z)2

dx21 + dx
2
2

+ w(z)2 dx23

, (3.1)
F = A′v(z) dz ∧ dv +B dx1 ∧ dx2 + P ′(z) dz ∧ dx3 . (3.2)
The Ąeld strength tensor (3.2) may be obtained from a gauge Ąeld A of the form
A = Av(z) dv +
B
2
(−x2 dx1 + x1 dx2) + P (z) dx3 , (3.3)
which is symmetric in x1 and x2, and points to the SO(2) rotational symmetry in
the (x1, x2)-plane.
Introducing a mangetic Ąeld B requires to extend the ansatz (2.106) of sec. 2.5.
The magnetic Ąeld breaks the SO(3) invariance, hence we need to allow for diferent
functions v(z) and w(z) for the spatial coordinates x1, x2 and x3 respectively.
Additionally we have to allow for a function c(z) for the following reason: Without
the function c(z) it is not possible to show consistency of the constraint, as presented
in sec. 2.5.1. Because of that, we have to allow for further functions in the ansatz.
First we add a small contribution of order ϵ to all metric entries and study the EOM
in orders of ϵ. It turns out that the EOM require gv x3 to be non zero, hence the
function c(z) is necessary for a consistent ansatz.
Equations of motion
Inserting the ansatz (3.1) and (3.3) into EinsteinŠs equations (2.94), we obtain Ąve
diferential equations, i.e. four second order diferential equations for the metric
functions u(z), v(z), w(z) and c(z) as well as one constraint, which contains only Ąrst
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derivatives of the metric Ąelds. Moreover, there are two independent equations of
motion (2.95) for the gauge Ąelds.1 The full solution of the functions u, c, w, v, Av,
and P has to be obtained numerically. We use spectral methods in this chapter to
obtain these solutions, see app. A.3 for further details.
Asymptotic Expansions
In order to solve the equations of motion for the background, we Ąrst consider the
asymptotic expansion of the metric and gauge Ąelds close to the horizon and the
conformal boundary of the spacetime.1
Near the conformal boundary at z = 0, the functions appearing in (3.1) and (3.2)
may be expanded as
u(z) = 1 + z4

u4 +O(z2)

+ z4 ln(z)

B2
6
+O(z2)

,
v(z) = 1 + z4

−w4
2
+O(z2)

+ z4 ln(z)

−B
2
24
+O(z2)

,
w(z) = 1 + z4

w4 +O(z2)

+ z4 ln(z)

B2
12
+O(z2)

,
c(z) = z4

c4 +O(z2) + z4 ln(z)

−B
2
12
c4 +O(z2)

,
Av(z) = µ− ρ2z
2 − γBp1
8
z4 +O(z6) ,
P (z) = z2

p1
2
+
γBρ
8
z2 +O(z4)

, (3.4)
where u4, w4, c4, ρ, p1 are undetermined coeicients, while B and µ are parameters
determining the background solution. We have chosen the expansion at the confor-
mal boundary such that the charged magnetic black brane is asymptotically AdS5.
Note that the leading term in P (z) has been Ąxed such that no explicit source for a
persistent current in the x3-direction appears.
Near the horizon at z = 1, expansion of the same functions yields
u(z) = (1− z) [u¯1 +O(1− z)] , c(z) = (1− z) [c¯1 +O(1− z)] ,
v(z) = v¯0 +O(1− z), Av(z) = (1− z)

A¯v 0 +O(1− z)

,
w(z) = w¯0 +O(1− z), P (z) = P¯0 +O(1− z) , (3.5)
1The discussion in app. A.1 shows how to treat the more general setup of ch. 4 in Poincare-
coordinates, which includes the ansatz (3.1)–(3.3) as a limiting case.
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where u¯1, c¯1, w¯0, v¯0, A¯v0 and P¯0 are undetermined coeicients analogous to those
in the near boundary expansion (3.4). Note that regularity at the horizon Ąxes the
leading coeicients of u(z), c(z), and Av(z).
3.2. Thermodynamics
With the ansatz (3.1)Ű(3.3) at hand we can calculate the thermodynamic properties
of our dual Ąeld theory, as outlined in sec. 2.5.2. Given our ansatz, the the Ąeld
theory temperature T and the entropy density s read
T =
♣u¯1♣
4π
, s = 4πv¯20w¯0 . (3.6)
Consequently the energy momentum tensor (2.101), and the current (2.102) are
given by
⟨T µν⟩ =


−3u4 0 0 −4 c4
0 −B2
4
− u4 − 4w4 0 0
0 0 −B2
4
− u4 − 4w4 0
−4 c4 0 0 8w4 − u4

 , (3.7)
⟨Jµ⟩ = (ρ, 0, 0, p1) . (3.8)
Comparing the holographic result (3.7) and (3.8) with the Ąeld theoretical expec-
tation (2.42) and (2.43), we conclude that
χBBB
2 = ⟨T 33⟩ − ⟨T 11⟩ = 1
4
B2 + 12w4(T, µ,B
2) , (3.9)
which can be understood as a deĄning relation for the magnetic susceptibility coef-
Ącient χBB. This allows us to read of the charge density, the energy density and
the pressure:

J t

= ρ , U =

T tt

= −3u4 , P0 =

T 11

− χBBB2 = −u4 + 8w4 . (3.10)
Note that the trace of the energy momentum tensor is non zero
⟨T µµ⟩ = −14 Fµν F
µν = −B
2
2
. (3.11)
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Moreover, combining (3.8) and (4.16)2, we obtain a relation between ⟨Jx3⟩ and µ of
the form
⟨Jx3⟩ = −B γ µ . (3.12)
This is precisely the chiral magnetic efect. Due to the chiral anomaly we also expect
to Ąnd [93]
⟨Ttx3⟩ =
γ
2
B µ2 . (3.13)
3.3. Quantum critical point
We now turn our attention to the charged magnetic solution constructed by DŠHoker
and Kraus (DK) [63]. One must be careful with the deĄnition of F and A within the
action. Our Sgrav, given by (2.93), coincides with Donos and Gauntlett [66], which
in turn difers from the one used by DŠHoker and Kraus [63]. It is crucial to keep in
mind that Fhere = 2FDK and Ahere = 2ADK. The relevant quantities µ, ρ and B pick
up this factor of 2 accordingly.
Moreover, note that DŠHoker and Kraus normalise all their dimensionful quan-
tities by the charge density ρ = e′(0). For example, the dimensionless magnetic
Ąeld Bˆ is given by Bˆ =
B
ρ2/3
, whereas we consider the dimensionless magnetic Ąeld
B¯ given by B¯ =
B
µ2
. As usual, the charge density ρ and the chemical potential µ
are thermodynamically conjugate. In other words, one may consider the chemical
potential to be a function of the charge density or vice-versa. The choice of per-
spective, i.e. canonical ensemble versus grand canonical ensemble, does not afect
the dynamics of the Ąeld theory.
Due to diferent normalisations used we have to be careful when using results from
[64]. For example, we Ąrst have to translate the location BˆC of the quantum critical
point quoted in [64]. The corresponding value of B¯C in our notation is related to
BˆC by B¯C = γ2Bˆ3C.
For instance, for γ = 1.7 the quantum critical point is located at BˆC ≈ 0.400 which
corresponds to B¯C ≈ 0.185 in our notation. For γ = 1.5 one obtains BˆC ≈ 0.461 or
B¯C ≈ 0.220, respectively. The location of the quantum critical point is shown in the
phase diagram Ąg. 4.5. In order to check our numerics and the correct normalisation
we determine the behaviour of the entropy density s¯ as a function of T¯ close to the
quantum critical point B¯ ≈ B¯C . We display in Ąg. 3.1 the entropy s¯ as a function
2This relation is obtained for the more general setup of ch. 4, which includes the charged magnetic
brane solutions discussed here and thus still holds
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of T¯ for γ = 1.5. Needless to say that we reproduce the results from [63].
B¯ = 0.225
B¯ = 0.220
B¯ = 0.215
T¯
s¯
∼ T¯
3
∼ T¯
1∼ T¯
1/3
∼ T¯
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Fig. 3.1.: Entropy s¯ as a function of the temperature T¯ for the charged magnetic
brane. For γ = 1.5 the quantum critical point is located at B¯C ≈ 0.220
and the entropy decays as s¯ ∼ T¯ 1/3. For B¯ = 0.215 < B¯C the entropy goes
to a constant in the low temperature regime, whereas for B¯ = 0.225 > B¯C
one has s¯ ∼ T¯ . For high temperatures we Ąnd the expected behaviour
s¯ ∼ T¯ 3. All results are in agreement with [63].
A Ąnal comment concerning the behaviour of ⟨Ttx3⟩ given the diferent normalisa-
tions. As numerically checked along B¯ = constant,

T¯tx3

=
⟨Ttx3⟩
µ4
=
γB¯
2
is also a
constant. However, along Bˆ, the left panel of Ąg. 3.2 shows that neither

T¯tx3

nor
Tˆtx3

=
⟨Ttx3⟩
ρ4/3
are constant. Yet, according to (3.7) and (3.13) the relation
⟨Ttx3⟩ = 4 c4 =
γB
2
µ2 (3.14)
should still hold. We explicitly checked the validity of this expression in the right
panel of Ąg. 3.2 for γ = 1.5 along the critical value Bˆ = 0.461. In particular, the
inset displays the diference
1− 8 c4γ B µ2
, which is limited only by the numerical
round-of error.
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〈
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Fig. 3.2.: Component ⟨Ttx3⟩ of the energy momentum tensor for constant dimension-
less magnetic Ąeld Bˆ normalised by Bˆ = B/ρ2/3. Contrary to the results
obtained for constant B¯ = B/µ2, neither

Tˆtx3

nor

T¯tx3

are constant
(left panel). Yet, the relation (3.14) is still valid (right panel).
3.4. Quasinormal modes
The dual description of transport in holography is given by QNMs, see sec. 1.3.1.
At vanishing magnetic Ąeld, QNMs of charged black branes have been calculated,
see [53], references and the discussion therein. Those references worked either at
vanishing momentum for the Ćuctuations or did not consider a Chern-Simons term,
i.e. in those cases efects of the anomaly remained unknown. Fluctuations about a
charged black brane in presence of a Chern-Simons term but at vanishing magnetic
Ąeld were considered holographically in [123, 124] in the hydrodynamic limit. Pre-
viously, that system was studied holographically in the hydrodynamic limit without
the Chern-Simons term [125, 126].
In the present work, we are closing the gaps in the gravitational calculations and
present a systematic study of all metric and gauge Ąeld Ćuctuations with nonzero
momentum along the external magnetic Ąeld in a background of charged magnetic
black branes in presence of a Chern-Simons term.
3.4.1. Fluctuations
We consider Ćuctuations of the metric, gmn(z, xµ), and the gauge Ąeld, Am(z, xµ),
on a Ąxed background solution, which we denote by g¯mn(z) and A¯m(z) respectively.
To derive the Ćuctuation equations, we write the metric and the gauge Ąeld as sums
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of a background and a Ćuctuation part:
gmn = g¯mn + ε hmn , Am = A¯m + ε am , (3.15)
and we expand the equations of motion to Ąrst order in ε. It is more convenient
to work in momentum space, and so we perform a Fourier transformation on the
Ćuctuations, hmn and am, along the spacetime coordinates of the dual Ąeld theory:
hmn(z, x
µ) =

d4k eikµx
µ
h˜mn(z, k
µ) , am(z, x
µ) =

d4k eikµx
µ
a˜m(z, k
µ) ,
(3.16)
where kµxµ = −ωt + k⃗ · x⃗. For notation simplicity, we will drop the tilde on the
Fourier transformed Ąelds from now on.
The presence of the magnetic Ąeld B deĄnes a preferred direction. For simplicity,
we shall consider only the case of the momentum k being aligned with B. We can
then choose a coordinate system in which k is orthogonal to the (x1, x2)-plane, and
the SO(2) symmetry of the background is preserved. If k was not aligned with
B, the SO(2) would be broken by the Ćuctuations, and they would all be coupled
together in the Ćuctuation equations.
Given that the SO(2) stays unbroken, Ćuctuations may be classĄed in accordance
to their transformation under rotations about the x3-axis:
Helicity Fluctuation modes
2 h12, h11 − h22
1 ht1, h13, a1, hz1
ht2, h23, a2, hz2
0 htt, ht3, h33, h11 + h22, hzt, hz3, hzz, at, a3, az
The equation of motions for modes of diferent helicities decouple, thus each helicity
sector can be treated independently.
In order to consider only the physical modes of the system, we have to Ąx the
gauge freedom. To do so, we choose a gauge where az = 0 and hmz = 0. The
equations of motion for these Ąelds then correspond to constraints, which are Ąrst
order ordinary diferential equations (ODEs). We then expect constraints to arise
from the following modes:
Helicity Constraint modes
2 none
1 hz1, hz2
0 hzt, hz3, hzz, az
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Let us consider the helicity-2 sector. The two Ćuctuations h12 and h11 − h22 are
decoupled from each other, and their equations of motion are identical. Next, the
Ćuctuations within the helicity-1 sector can be further decoupled. In particular, the
physical modes split into helicity-1± subsectors consisting of modes
a± = a1 ± ia2 , ht± = ht1 ± iht2 , h3± = h31 ± ih32 . (3.17)
The ± subsectors are decoupled from each other, and Ćuctuations of each subsector
satisfy three second-order diferential equations and one constraint equation. Lastly,
there are six physical modes, htt, ht3, h33, h11 + h22, at, a3, in the helicity-0 sector,
which satisfy six second order diferential equations and four constraint equations.
In each of the three helicity sectors, the set of Ćuctuations is invariant under the
following two transformations:
R1 :


B → −B
γ → −γ
, R2 :


B → −B
k → −k
. (3.18)
Under the transformationR1, all other parameters such as µ, T , and k, as well as the
background Ąelds remain unchanged. The equations of the helicity-2 and helicity-0
sectors are invariant under R1, while the equations of the helicity-1± subsectors are
mapped into each other.
Under R2, the sign Ćips in the background functions c(z) and P (z) as can be seen
from their near boundary expansions in (3.4) given (3.12) and (3.13); all Ćuctuations
with one leg in the x3-direction also Ćip their signs. The equations of the helicity-2
and helicity-0 sectors then stay invariant under R2 (up to an overall sign Ćip), while
the helicity-1± subsectors are again mapped into each other.
3.4.2. Quasinormal modes and numerical details
Since we consider QNM corresponding to retarded Greens functions we impose in-
coming boundary conditions at the horizon of the brane. With the black brane so-
lution written in Eddington-Finkelstein coordinates, incoming boundary conditions
are imposed by requiring regularity at the horizon. Because QNMs do not source
any dual operators, at the conformal boundary we have to set the non-normalizable
modes to zero.
In order to Ąnd the QNMs, we have to Ąnd the QNM frequency ω for which
there is a non-trivial regular solution to the Ćuctuation equations, subject to the
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boundary conditions mentioned above. This problem can be recast into a generalized
eigenvalue problem for ω.3,4 In particular, in each helicity sector the resulting second
order diferential equations may be schematically written as

A[g¯mn, A¯m, ∂z, k] + ωB[g¯mn, A¯m, ∂z, k]
 hmn(z)
am(z)

 = 0 , (3.19)
where A and B are diferential operators involving the background Ąelds, g¯mn and
a¯m, derivatives with respect to z, and the momentum k.
The generalized eigenvalue problem can be solved numerically by using spectral
methods, in which the diferential operators, A and B, are represented by matrices,
Aˆ and Bˆ. The QNM frequencies are then the generalized eigenvalues associated with
these diferential matrices, and the QNM functions the corresponding eigenvectors.
Below, we will use the QNM functions to check explicitly whether the constraint
equations are satisĄed in the helicity-1 and helicity-0 sectors. For more details, we
refer to app. A.3.
3.5. Hydrodynamic results
In this section, we present expressions for the location of the poles of retarded cor-
relation functions of the energy momentum tensor Tαβ, and the axial current Jµ,
in the hydrodynamic approximation. These poles are identiĄed with the lowest
lying QNMs of the corresponding gravitational Ąelds via the gauge/gravity corre-
spondence. Hence, this section will serve to predict the QNM frequencies at small
frequency values and small momenta.
Poles in helicity-1 sector
There are two poles in the correlation functions of the helicity-1 components of the
energy momentum tensor T µν and the axial current Jµ, located at
ω = ∓ Bn0
ϵ0 + P0
− ik2 η
ϵ0 + P0
+ k
Bn0ξ3
(ϵ0 + P0)2
− iB
2σ
ϵ0 + P0
±k3 iηξ3
(ϵ0 + P0)2
∓ k2B n0ξ
2
3
(ϵ0 + P0)3
± kB2 iσξ3
(ϵ0 + P0)2
+O(∂3) , (3.20)
3For a method to compute the residues using spectral methods see [127].
4In the helicity-zero sector, there are terms quadratic in ω in the fluctuation equations. However,
as explained in app. A.3, by introducing auxiliary fields we can still transform the problem into
the linear form shown in (3.19).
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which originates from the two solutions
ω = −±Bn0 + ik
2η + iB2σ
ϵ0 + P0 ± kξ3 , (3.21)
when expanded in k and B. The second line in (3.20) is third order in B and k,
and it will receive corrections from second order contributions to the constitutive
equations. It is remarkable that in the limit of B = 0, explicit numerical checks
conĄrm that the k3-term in the pole does not appear to receive any corrections from
terms of second order in the constitutive relations in the RN case. In that case
(3.20) reduces to
ω = −ik2 η
ϵ0 + P0
± k3 iηξ3
(ϵ0 + P0)2
+O(∂3) , (3.22)
which is the standard charge difusion k2 term plus a contribution from the anomaly.
This expression is in agreement with the holographic result [123, 124]. Note that
this k3-term in equation (3.20) is not present in Landau frame at Ąrst order in the
derivative expansion as it originates from the heat current contribution qµ in the
energy momentum tensor in the thermodynamic frame.
Poles in helicity-0 sector
For convenience, we deĄne Ąrst some useful notation: w0 = ϵ0 + P0 is the enthalpy
density, s0 = s0/n0 is the entropy per particle, c2s = (∂P/∂ϵ)s is the speed of sound,
c˜n = T0(∂s/∂T )n and c˜P = T0(∂s/∂T )P are the speciĄc heats at constant density
and pressure respectively5, and αP = −(1/n0)(∂n/∂T )P is the thermal expansivity
at constant pressure.
There are three poles in the helicity-0 sector:
ω0 = v0 k − iD0 k2 +O(∂3) , (3.23)
ω+ = v+ k − iΓ+ k2 +O(∂3) , (3.24)
ω− = v− k − iΓ− k2 +O(∂3) . (3.25)
For the generalized difusion pole, which we refer to as a chiral magnetic wave pole
5Note that this definition of the specific heat at constant pressure is different from that in [121]
by a factor of the charge density n0.
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from now on, we have
v0 =
2B T0
c˜Pn0

C˜ − γ
2
s
2
0

, D0 =
w20 σ
c˜Pn30T0
, (3.26)
where D0 is the generalized difusion coeicient. For the generalized sound poles,
we have
v± = ±cs −B c
2
s
n0

1− αPw0
c˜Pn0
 
γ
2
T0s0 +
αPT
2
0
c˜P
(C˜ − γ
2
s
2
0) +
1
2
ξ
(0)
B −
n0
w0
ξ
(0)
V

+B
1− c2s
w0
ξ
(0)
V , (3.27)
Γ± =
3ζ + 4η
6w0
+ c2s
w0 σ
2n20

1− αPw0
c˜Pn0
2
. (3.28)
In the limit of vanishing magnetic Ąeld B = 0, the RN-limit, we have ζ = 0 6 and
thus obtain
v0 = 0 , D0 =
w20 σ
c˜Pn30T0
, v± = ±cs , Γ± = 2η3w0 . (3.29)
In the limit of vanishing charge density, n0 = 0, the generalized difusion and sound
poles are given by
v0 = −Bγ
χ
, D0 =
σ
χ
, v± = ±cs+B 1− c
2
s
w0
ξ
(0)
V , Γ± =
3ζ + 4η
6w0
. (3.30)
Note that in the case n0 = 0, we have dϵ = Tds and dP = sdT , and hence the speed
of sound is given by c2s = ∂P/∂ϵ = (∂P/∂T )/(∂ϵ/∂T ).
3.6. Quasinormal mode results
We determine the frequencies ω(k) for the QNMs in all three helicity sectors. Of
particular interest are QNMs corresponding to hydrodynamic modes which satisfy
ω(k) → 0 for k → 0 and modes corresponding to long-lived quasi-particles with
Im(ω) being small.
As discussed above, the sets of Ćuctuation equations are invariant under the trans-
formations R1,2, (3.18). We can use these two transformations to restrict ourselves
to positive values of γ and B. The momentum k of the QNM is taken to be real.
6Conformal symmetry is not broken explicitly in the dual field theory. It is only broken at the
level of the state.
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B, the aforementioned k3-term arises in presence of the anomaly and is approxi-
mating the numerical data surprisingly well. The Ąrst order in k does not Ąt as
expected, because we have not taken into account all contributions of O(∂3) in our
hydrodynamic expansion.
B − B2σ
P0+ϵ0
ĄtQNM
B2kξ3σ
(P0+ϵ0)
2 ĄtQNM − ηk2P0+ϵ0 ĄtQNM ηk
3ξ3
(P0+ϵ0)
2 ĄtQNM
0 0 3.8 · 10−6 0 −0.000071 −0.17 −0.17 −0.025 −0.024
0.1 −0.00044 −0.00044 −0.000065 −0.00040 −0.17 −0.17 −0.025 −0.024
0.2 −0.0018 −0.0018 −0.00026 −0.0014 −0.17 −0.17 −0.025 −0.024
0.3 −0.0040 −0.0040 −0.00058 −0.0030 −0.17 −0.17 −0.025 −0.025
0.4 −0.0070 −0.0073 −0.0010 −0.0053 −0.17 −0.17 −0.025 −0.025
0.5 −0.011 −0.012 −0.0016 −0.0084 −0.17 −0.17 −0.025 −0.026
0.6 −0.016 −0.017 −0.0024 −0.012 −0.17 −0.17 −0.025 −0.027
0.7 −0.022 −0.024 −0.0032 −0.017 −0.17 −0.17 −0.025 −0.028
0.8 −0.029 −0.032 −0.0042 −0.022 −0.17 −0.17 −0.025 −0.029
0.9 −0.036 −0.042 −0.0054 −0.028 −0.17 −0.17 −0.025 −0.030
1.0 −0.045 −0.054 −0.0067 −0.034 −0.17 −0.18 −0.025 −0.031
Table 3.1.: Imaginary part of the dispersion relation of the hydrodynamic mode in
the helicity-1− sector for T¯ = 0.2 and γ = 3/2. Here we display the
coeicients expected from hydrodynamics and from the polynomial Ąt to
the imaginary part of the dispersion relation of the lowest QNM.
Second, we consider the real part of the dispersion relation of the lowest QNM
in Table 3.2. The zeroth and Ąrst order coeicients in k are well described by our
prediction from hydrodynamics. Note that these coeicients can be calculated ex-
actly with the numerical background without approximating transport coeicients,
and hence tests only the weak Ąeld approximation within our hydrodynamics. Both
give very good agreement with the data up to relatively large B. The second order
in k does not Ąt the data, again due to unknown O(∂3) contributions in the hy-
drodynamic approximation. The third order in k is predicted to be zero in O(∂2)
hydrodynamics, while our numerical data indicates a k3-term increasing monotoni-
cally with the magnetic Ąeld B.
Long-lived modes
Besides the hydrodynamic modes, it is important to characterize other long-lived
modes with a small imaginary part in the dispersion relation for large magnetic
Ąelds.
68

3. Charged magnetic branes
In contrast to that, for γ < γc, the imaginary part of the QNMs for these modes
diverges for large B and they are not the longest lived modes in our system. However,
the real part of the dispersion relation is still proportional to
√
B for large magnetic
Ąelds B.
3.6.3. Helicity-0 sector
Finally, we discuss the helicity-0 QNMs and their frequencies. Note that like in
the helicity-1 sector, the Chern-Simons coupling γ also appears explicitly in the
equations of motion of the helicity-0 sector.
In Ąg. 3.8 we display the four lowest QNMs in the helicity-0 sector for µ˜ = 10
and B˜ = 65. The momentum varies from k˜ = 0 to k˜ = 20, while the Chern-Simons
coupling is γ = 3/2. In particular, we identify three hydrodynamic modes and one
fake mode. Two of these modes originate from the well-known sound modes and the
third one originates from the charge difusion mode. Note that these three modes
stay hydrodynamic modes at B ̸= 0, i.e. they remain gapless.
Fig. 3.8.: Lowest four QNMs in the helicity-0 sector as well as one fake mode. The
momentum k˜ varies from k˜ = 0 (denoted by a circle) to k˜ = 20 (denoted
by a cross). The remaining parameters are chosen like in Ąg. 3.3.
Hydrodynamic modes
For the three hydrodynamic QNMs identiĄed, we perform again a Ąt in k to the
numerical results for the QNM dispersion relation of the form
ω0 = v0 k − iD0 k2 , ω± = v± k − iΓ± k2 . (3.32)
In particular, we Ąnd that one of the modes, e.g. ω0, is purely difusive for B = 0,
in agreement with analytical results for the RN case and with the hydrodynamic
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predictions summarized in sec. 3.5. This agreement with hydrodynamics holds even
for small magnetic Ąelds B as we discuss now. Taking the hydrodynamic prediction
for the difusion constant D0 and sound velocity v0, see (3.26), together with the
RN approximation for the thermodynamic quantities such as entropy density and
the enthalpy, as well as for the conductivity we get
v0 = −Bγ4
6 + µ2
3 + µ2
, D0 =
6 + µ2
12 + 4µ2
. (3.33)
We compare this hydrodynamic prediction, approximated by RN thermodynamics,
to the Ąt data of the dispersion relation of the QNM and obtain very good agreement
up to B = 0.3 as it is evident from the table:
B 0. 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
D0 0.418 0.418 0.418 0.418 0.418 0.418 0.418 0.418 0.419 0.419
Ąt 0.418 0.415 0.407 0.393 0.375 0.353 0.328 0.302 0.275 0.248
−v0 0. 0.063 0.126 0.188 0.251 0.314 0.377 0.439 0.502 0.565
−Ąt 0. 0.063 0.126 0.187 0.246 0.303 0.356 0.406 0.451 0.491
The same computation can be done for the hydrodynamic modes ω±. Using the
hydrodynamic prediction (3.27), and again approximating by thermodynamic ex-
pressions of RN black branes, we get
v± = ± 1√
3
+B
ξV
6 + 2µ2
, Γ± =
1
6 + 2µ2
. (3.34)
Comparing this to the real part of the Ąrst order in k Ąt coeicient yields
B 0. 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
−v− 0.577 0.59 0.602 0.614 0.626 0.639 0.651 0.663 0.675 0.687
−Ąt 0.577 0.59 0.603 0.616 0.629 0.643 0.657 0.672 0.687 0.704
v+ 0.577 0.565 0.553 0.541 0.528 0.516 0.504 0.492 0.48 0.467
Ąt 0.577 0.565 0.554 0.543 0.533 0.523 0.515 0.507 0.501 0.497
Γ± 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112
Ąt− 0.112 0.112 0.112 0.113 0.113 0.113 0.113 0.114 0.114 0.114
Ąt+ 0.112 0.112 0.112 0.113 0.113 0.113 0.114 0.114 0.113 0.112
which is again in good agreement up to B = 0.3.
The holographic calculation reveals also some interesting properties for hydro-
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dynamics at strong magnetic Ąelds. For any value of the magnetic Ąeld, we Ąnd
three hydrodynamic modes ω0 and ω±. Let us Ąrst consider the imaginary part of
each dispersion relation, i.e. Γ± and D0. At weak B we conclude in (3.27) that the
attenuations are the same for the sound modes ω±, i.e. Γ+ = Γ−. This, however, is
not true for strong B, as can be seen in Ąg. 3.9. For B ≳ 1, we see that Γ+ ̸= Γ−.
In particular, the Ągure suggests that Γ+ approaches zero for large enough magnetic
Ąelds, while Γ− Ąrst approaches D0, before both approach zero together. From the
real part of the dispersion relation we can read of the sound velocities v± and v0.
If we treat the magnetic Ąeld of order derivative, the velocities v+ and v− satisfy
v+− v− = 2cs = 2/
√
3. This is indeed the case as we can see from Ąg. 3.9. However,
for magnetic Ąelds B ≳ 1, we clearly see deviations from it. It appears that v−
approaches v0 in the limit of large magnetic Ąelds. While performing the Ąt, we
noticed that a term linear in k is suicient to Ąt the real part of the frequency, and
a term quadratic in k is suicient to obtain a reliable Ąt for the imaginary part
up to fairly large values of B ≈ 8. While we show the evolution of velocities and
attenuations for γ = 3/2 < γc in Ąg. 3.9, we have checked that their behavior does
not change signiĄcantly when we perform the same calculation for γ = 5 > γc.
2 4 6 8
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Fig. 3.9.: The velocities v0 (orange), v+ (green), v− (blue) and the attenuation co-
eicients D0 (orange), Γ+ (green), Γ− (blue) for the three hydrodynamic
modes in the helicity-0 sector as a function of B and with a Chern-Simons
coupling γ = 3/2 < γc.
One of the helicity-0 modes (the former charge difusion mode) turns into a chiral
magnetic wave mode [122]10 with velocity v0 and attenuation D0 displayed from
zero to large B in Ąg. 3.9. At large magnetic Ąeld the chiral magnetic wave velocity
10[122] works with an axial and a vector current, defining the chiral magnetic wave as an excitation
that involves a coupling between axial and electric charge. In this present work we have only
one current and thus only one charge, namely the axial one. Nevertheless, the hydrodynamic
dispersion relations of the relevant excitations are identical as can be seen from sec. 3.5.
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4. Helical charged magnetic branes
So far we have studied charged magnetic branes, where we have found an instability
towards a spatially modulated phase. Here we construct and study this novel phase.
As shown in [130, 131] for γ > γc ≈ 1.158, the electrically charged AdS-RN black
brane is unstable against spatial modulation below a critical temperature, suggesting
that the system is in a spatially modulated phase in which the current acquires
a helical order. The corresponding backreacted solution for zero magnetic Ąeld
was presented in [66]. In this chapter we Ąnd numerical evidence that the helical
structure at zero magnetic Ąeld persists at Ąnite magnetic Ąeld, at least in some
part of the phase diagram. This chapter is based on and heavily draws from [82].
The remainder of the chapter is organised as follows. In sec. 4.1 we summarize
the holographic setup used here. First, we present our coordinate ansatz in the
gravitational theory which exhibits Bianchi VII0 symmetry implying that the corre-
sponding equations of motion are ordinary diferential equations. Then, we brieĆy
state the asymptotic expansions close to the horizon and conformal boundary and
discuss how to extract the thermodynamic observables of the dual CFT from the
gravitational theory.
In sec. 4.4 we numerically construct asymptotically AdS5 black brane solutions
with non-trivial electric charge density and magnetic Ąeld breaking translational
invariance spontaneously. In particular, we determine the phase diagram at Ąnite
temperature, chemical potential and magnetic Ąeld. Moreover, we characterise the
new phase by identifying the order parameters and critical exponents close the phase
transition. Finally, we explicitly show that the entropy density vanishes in the limit
of zero temperature.
More details concerning the equations of motion, thermodynamics, special cases
and numerics are given in the appendices. Note that in app. A.2 some techniques
are presented to improve the numerical accuracy, speciĄcally at low temperatures,
which may be relevant also for other holographic setups.
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4.1. Holographic setup
Bianchi VII0 symmetry
We like to construct electrically and magnetically charged black branes with (re-
duced) Bianchi VII0 symmetry, which give rise to the helical order in the currents
and energy-momentum tensor. The Bianchi VII0 symmetry is manifest using the
one-forms ωi deĄned by
ω1 = cos(k x3) dx1 − sin(k x3) dx2 , (4.1)
ω2 = sin(k x3) dx1 + cos(k x3) dx2 ,
ω3 = dx3 .
Note that ω1 ∧ ω2 = dx1 ∧ dx2 as well as dω1 = k ω2 ∧ ω3, dω2 = −k ω1 ∧ ω3 and
dω3 = 0. The meaning of the diferential forms ωi, or to be precise their dual tangent
vectors, is apparent from Ąg. 4.1.
Using the diferential forms (4.1) we assume1 that the helical structure is parallel to
the magnetic ĄeldB, i.e. ω3 is aligned along the magnetic Ąeld. The diferential forms
ω1 and ω2 span the plane of the spatial directions perpendicular to the magnetic
Ąelds, i.e. the (x1,x2)-plane.
Fig. 4.1.: Helical structure displaying the tangent vectors dual to ωi.
1This assumption is justified a posteriori since the new black brane solution will have zero entropy
density for T → 0 and hence we speculate that this is the true ground state of the system.
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Ansatz
We aim to determine the phase diagram at Ąnite magnetic Ąeld, chemical potential
and temperature of the new helical phase. In particular, we use the following ansatz
ds2 =
1
z2

 dz2
u(z)
− u(z) dt2 + v(z)2 α(z)−2 ω22 + w(z)2 (ω3 + c(z) dt)2
+v(z)2 α(z)2 (ω1 + g(z)ω3 + q(z) dt)
2

 (4.2)
for the metric and
F = e(z) dt ∧ dz +B ω1 ∧ ω2 + p(z) dz ∧ ω3 + b′(z) dz ∧ ω1 + b(z) dω1 (4.3)
for the Ąeld strength tensor F = dA. Note that B has to be independent of z in
order to satisfy the Bianchi identitiy dF = 0. The ansatz speciĄed by (4.2) and (4.3)
respects the Bianchi VII0 symmetry mentioned above. The Ąeld strength tensor may
be obtained from a gauge Ąeld A of the form
A = −E(z) dt −B x2 dx1 + b(z)ω1 + P (z)ω3 , (4.4)
where At(z) is related to the electric Ąeld e(z) by E ′(z) = e(z). Moreover, P ′(z) =
p(z), where ′ denotes the derivative with respect to z.
We have chosen the speciĄc form of the metric ansatz (4.2) such that we can
explicitly calculate the square root

− det(g) = v(z)
2w(z)
z5
, (4.5)
which greatly simpliĄes the analytical structure of the EOM.
Limiting cases
Note that the ansatz (4.2)Ű(4.4) generalises the charged magnetic branes [63] and
the charged helical brane [66]:
On the one hand we obtain the original DŠHoker and Kraus background [63] for
α(z) = 1, b(z) = 0, Q(z) = 0, g(z) = 0, k = 0 . (4.6)
In ch. 3 we studied this solution in Eddington-Finkelstein coordinates, while here
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we work in Poincare coordinates. On the other hand we obtain a setup equivalent
to Donos and Gauntlett [66], as discussed in sec. 4.4.1, in the limiting case
c(z) = 0, p(z) = 0, g(z) = 0, B = 0 . (4.7)
Note that we have to allow for an additional function g(z), which was not present
in both limiting cases. This was found with the method outlined in sec. 3.1.1 for
c(z): Without g(z) in the ansatz the constraints are not consistent. As a result the
ϵ expansion shows that gω1ω3 has to be non zero.
Equations of Motion
Inserting the ansatz (4.2) and (4.3) into the Einstein equations (2.94), we obtain nine
diferential equations, i.e. seven second order diferential equations for the metric
functions u(z), v(z), w(z), q(z), c(z), α(z) and g(z) as well as two constraints,
denoted by CON1 and CON2, which contain only Ąrst derivatives of the metric
Ąelds. Moreover, there are three independent equations of motion (2.95) for the
gauge Ąelds. While b(z) has to satisfy a second order diferential equation, the Ąelds
p(z) and e(z) satisfy Ąrst order equations of motion which can be recasted in the
form
B γ e(z) + ∂zE
∗(z) = 0 and B γ p(z) + ∂zP
∗(z) = 0, (4.8)
with
E∗(z) =
v2
z w

cw2 (q b′ + e) + (g b′ − p)

u− c2w2

,
P ∗(z) =
v2w
z

(c g − q) b′ − c p− e

+
1
2
γ k b2 , (4.9)
where we have omitted the argument Ş(z)Ť on the metric functions for clearness.
The full form of the remaining equations of motion is not very enlightening. For
these reasons, we do not display them here (see app. A.1 for more details).
Moreover, we explicitly checked that the two constraints are consistent, as outlined
in sec. 2.5. To be precise, using the EOM of the metric and gauge Ąelds we showed
that the constraints satisfy the following diferential equations
∂z (CON1(z))+f(z) CON1(z) = 0 ∂z (CON2(z))+ f˜(z) CON2(z) = 0 (4.10)
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for some functions f(z) and f˜(z). Accordingly, we impose the constraints only at
the boundaries.
4.1.1. Asymptotic expansions
In order to solve the equations of motion numerically, we Ąrst need the asymptotic
expansion of the metric and gauge Ąelds at the boundaries. A detailed derivation of
the boundary expansion is presented in app. A.1. Imposing asymptotically AdS at
the conformal boundary z = 0
u′(0) = 0, v(0) = 1, w(0) = 1, α(0) = 1, c(0) = 0, q(0) = 0, g(0) = 0,
At(0) = −E(0) = µ, e′(0) = ρ, P (0) = 0, b(0) = 0,
we obtain for the metric functions
u(z) = 1 + z4

u4 +O(z2)

+ z4 ln(z)

B2
6
+O(z2)

,
v(z) = 1 + z4

−w4
2
+O(z2)

+ z4 ln(z)

−B
2
24
+O(z2)

,
w(z) = 1 + z4

w4 +O(z2)

+ z4 ln(z)

B2
12
+O(z2)

,
α(z) = 1 + z4

a4 +O(z2) + z4 ln(z)

− B
2
2304

B2 + 192a4

+O(z2)

,
c(z) = z4

c4 +O(z2) + z4 ln z

−B
2
12
c4 +O(z2)

,
g(z) = z4

B
2k
b2 +O(z2) + z4 ln(z) [O(1)]

,
q(z) = z4

q4 +O(z2) + z4 ln(z)

B2
24
q4 +O(z2)

, (4.11)
while the gauge Ąeld functions read
E(z) = −µ + ρ
2
z2 +
γBp1
8
z4 +O(z6), e(z) = z

ρ +
Bγ
2
p1z
2 +O(z4)

,
P (z) = z2

p1
2
+
γBρ
8
z2 +O(z4)

, p(z) = z

p1 +
Bγ
2
ρz2 +O(z4)

,
b(z) = z2

b2 +O(z2) + z4 ln(z)

−b2
12
B2 +O(z2)

. (4.12)
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Using difeomorphisms, we can shift the horizon to z = 1. The event horizon con-
dition imposes that u(1) = 0. Then, it follows from the regularity conditions that
c(1) = q(1) = 0. Therefore, the expansion around z = 1 assumes the following
structure for the metric functions
u(z) = (1− z) [u¯1 +O(1− z)] , c(z) = (1− z) [c¯1 +O(1− z)] ,
q(z) = (1− z) [q¯1 +O(1− z)] , w(z) = w¯0 +O(1− z), (4.13)
g(z) = g¯0 +O(1− z), v(z) = v¯0 +O(1− z),
α(z) = a¯0 +O(1− z).
Furthermore, we also impose regularity for At at the horizon, i.e. E(1) = 0. In turn,
we obtain for the gauge Ąeld functions
E(z) = (1− z) [−e¯0 +O(1− z)] , e(z)= e¯0 +O(1− z),
P (z) = P¯0 +O(1− z), p(z) = p¯0 +O(1− z), (4.14)
b(z) = b¯0 +O(1− z).
The boldface letters in (4.11)Ű(4.14) denote quantities that are not determined by
the expansion, i.e. their values are obtained only after a global solution is found.
In the ansatz for the gauge Ąeld (4.4) the functions E(z) and P (z) appear. By
integrating (4.8) we can determine P (z) and E(z). For γB ̸= 0, the function E(z)
is given by
E(z) = −E
∗(z)
Bγ
. (4.15)
Since we identify E(0) with the chemical potential µ, i.e. At(0) = −E(0) = µ, we
can use (4.9) and (4.15) as well as the asymptotic expansion (4.12) to obtain
p1 = −B γ µ . (4.16)
Similarly, we can solve the equation (4.8) to determine P (z). Note that in this case,
we only have to demand regularity at the horizon and hence we cannot Ąx P (1).
However, we only want to study systems where we do not allow for a source term
of the operator dual to P (z) and hence we have to demand P (0) = 0.
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4.2. Thermodynamics
Next we describe how to extract further thermodynamic information from our so-
lutions which describe thermal equilibrium states in the dual CFT. We will work in
the grand canonical ensemble in which the chemical potential µ is Ąxed.
Wick rotation
In order to analyse the thermodynamical properties of the black brane solution, we
have to analytically continue to a Euclidean time τ = t(E) by a Wick rotation of
the form τ = i t. Since the metric and the vector Ąeld should be real in Euclidean
signature, we also have to introduce q(E) = −i q, c(E) = −i c as well as e(E) = −i e.
The leading order coeicients for q(E), c(E) and e(E) at the horizon, see (4.13) and
(4.14), are denoted by q¯1(E), c¯1(E) and e¯0(E) respectively. Hence the Euclidean metric
and the Ąeld strength tensor of the gauge Ąeld near the horizon z = 1 are given by
ds2(E) =
1
z2

dz2
u(z)
+ u(z) dτ 2 + v(z)2 α(z)−2 (ω2)
2 + w(z)2 (ω3 + cE(z) dτ)
2
+ v(z)2α(z)2

ω1 + g(z)ω3 + q(E)(z) dτ
2
≈ dz
2
u¯1 (1− z) + u¯1 (1− z) dτ
2 + v¯20 a¯
−2
0 (ω2)
2 + w¯20

ω3 − c¯1(E) (1− z) dτ
2
+v¯20 a¯
2
0

ω1 + g¯0 ω3 − q¯1(E) (1− z) dτ
2
(4.17)
as well as
F(E) = e(E)(z) dτ ∧ dz +B ω1 ∧ ω2 + p(z) dz ∧ ω3 + b′(z) dz ∧ ω1 + b(z) dω1 ,
F(E) ≈ e¯0(E) dτ ∧ dz +B ω1 ∧ ω2 + p¯0 dz ∧ ω3 + b¯1 dz ∧ ω1 + b¯0 dω1 . (4.18)
In the last lines of (4.17) and of (4.18) we kept only the leading terms in the near
horizon limit.
We can read of the temperature T and the entropy density s of the black brane
solution using (2.127) and (2.131), respectively. In particular, we Ąnd that the
temperature and entropy density is given by
T =
♣u¯1♣
4π
, s = 4π v¯20 w¯0 . (4.19)
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Euclidean action
In order to determine the total Euclidean action S(E)tot,
S(E)tot = S(E)grav + S(E)bdy , (4.20)
we Ąrst perform the Wick-rotation on the action S as given by (2.93) (including its
boundary terms (2.98)), and denote the result by S¯grav and S¯bdy, respectively. Then
the corresponding Euclidean actions S(E)grav and S(E)bdy are given by S(E)grav =
−iS¯grav and S(E)bdy = −iS¯bdy. Note that S(E)tot = −Stot. We will use the action Stot
in Minkowski signature from now on. Hence the grand-canonical potential is given
by
Ω = T So.s.(E)tot = −T So.s.tot , (4.21)
where o.s. indicates that we have to evaluate the total action on-shell. The total
Euclidean on-shell action is displayed in sec. 4.3. Using the boundary and horizon
expansions (4.11)Ű(4.14), we obtain for the density of the grand canonical potential
(which we also denote by Ω to keep the notation simple)
Ω = −u¯1 v¯20 w¯0 − 3u4 − µ ρ+
1
3
B γ
1
0
dz E(z) p(z) . (4.22)
EM-Tensor and Current
Using (2.101), we can extract the energy-momentum tensor of the dual conformal
Ąeld theory.2 The non-vanishing components of the energy-momentum tensor are
given by
⟨Ttt⟩ = −3u4 ,
⟨Ttω1⟩ = ⟨Tω1t⟩ = 4 q4 ,
⟨Ttx3⟩ = ⟨Tx3t⟩ = 4 c4 , (4.23)
⟨Tω1ω1⟩ = −
B2
4
+ 8 a4 − u4 − 4w4 ,
⟨Tω2ω2⟩ = −
B2
4
− 8 a4 − u4 − 4w4 ,
⟨Tω1x3⟩ = ⟨Tx3ω1⟩ =
2B b2
k
,
⟨Tx3x3⟩ = 8w4 − u4 .
2Recall that we set 2κ2 ≡ 1 from the beginning.
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In particular, the trace of the energy momentum tensor is given by
⟨T µµ⟩ = −B
2
2
= −1
4
Fµν F
µν . (4.24)
Similarly, we can also read of the expectation value of the current in the dual Ąeld
theory using (2.102). The non-zero components of the current are given for our
ansatz by
⟨Jt⟩ = −ρ , ⟨Jω1⟩ = −2 b2 , ⟨Jx3⟩ = p1 . (4.25)
Hence we can write Ω in the form
Ω = U − s T − µ

J t

+
1
3
B γ
1
0
dz E(z) p(z) , (4.26)
where we have assumed that u′(0) < 0 and hence u¯1 > 0, which is the case for our
numerical results. Moreover, the charge density reads ⟨J t⟩ = ρ, while the energy
density is given by U = ⟨T tt⟩ = −3u4.
Note that for γ = 0, the grand canonical potential (4.26) reduces to its standard
form Ω = U−sT−µ ⟨J t⟩. If both γ and B are non-vanishing we obtain an additional
contribution to the grand canonical potential due to the chiral anomaly.
4.3. More on thermodynamics
Calculating thermodynamic properties requires the evaluation of the on-shell action,
which in principle is an integral over the numerically determined solutions. It is more
enlightening to have an analytic expression in which only boundary values of the
solution have to be inserted. In this section we show how to rewrite (part of) the
on-shell Lagrangian as a total derivative. This is usually also used to get Smarr
Type formulas, for example see [132, 133]. We present here systematically how to
do this step by step. First by taking the trace of the Einstein equations,
Rmn = −4gmn + Tmn , R = −20 + T ,
Tmn =
1
2

FmoF
o
n −
1
6
gmnFopF
op

, T =
1
12
FmnF
mn , (4.27)
we can reformulate the Einstein-Maxwell part of the Lagrangian as
LEM = R + 12− 1
4
FmnF
mn = −8− 1
6
FmnF
mn . (4.28)
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The equations of motion (4.27) may be written in the following form
2R tt = −8 + 2T tt = −8 + 2 T˜ tt −
1
6
FmnF
mn , (4.29)
where T˜ nm = Fmo F
no/2. Hence we obtain for LEM
LEM = 2Rtt − 2 T˜ tt . (4.30)
In order to rewrite
√−gLEM as a total derivative we have to massage Rtt and T˜ tt.
Let us start with Rtt by using the identity R
m
n ξ
n = ∇m∇nξn for an arbitrary
Killing vector ξ (with components ξm). If the metric depends only on the radial
coordinate z the identity can be expressed as a total derivative
√−g Rmn ξn = −∂z
√−g∇zξm . (4.31)
In particular
√−gRtt reads
√−gRtt = −∂z
√−g∇zξt , (4.32)
= −∂z

v2w (z (c (α2 q v2 g′ − w2 c′)− α2 q v2 q′ + u′)− 2u)
2z4

.
In order to rewrite
√−g T˜ tt as a total derivative we analyse the Maxwell equations
d ∗ F + γ
2
F ∧ F = 0 (4.33)
in the following systematic way: The F ∧ F term has a rather simple structure
γ
2
F ∧ F = −γ (k b(z) b′(z) +B p(z)) dx1 ∧ dx2 ∧ dx3 ∧ dz
+ γ k b(z) e(z) sin(k x3) dt ∧ dx1 ∧ dx3 ∧ dz
+ γ k b(z) e(z) cos(k x3) dt ∧ dx2 ∧ dx3 ∧ dz
+B γ e(z) dt ∧ dx1 ∧ dx2 ∧ dz (4.34)
while the term d ∗ F is a sum of total derivatives of z and x3
d ∗ F =

∂(∗F )mnp
∂z
dz +
∂(∗F )mnp
∂x3
dx3

∧ dxm ∧ dxn ∧ dxp . (4.35)
The relevant parts of ∗F are those, without either dz or dx3. This gives three
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independent equations of motion. By comparing to the remainder T˜ tt given by
− 2√−g T˜ tt = e(z)M1d(z), (4.36)
with M1d(z) deĄned by3
M1d(z) =
γ k b(z)2
2
− P ∗(z)
=
v(z)2w(z)
z
(c(z) (p(z)− g(z) b′(z)) + q(z) b′(z) + e(z)) , (4.37)
we see that the Maxwell equation with legs dx1 ∧ dx2 ∧ dx3 ∧ dz corresponds to
equation relating p(z) and P ∗(z) in (4.8). For convenience, we rewrite it here in the
form
∂
∂z
M1d(z) = γ R1(z) with R1(z) = B p(z) + k b(z) b
′(z). (4.38)
Now, in order to rewrite −2√−g T˜ tt as a total derivative, we multiply M1d(z) by
E(z) and substract again the additional term of ∂z(E(z)M1d(z)).
Finally, we also have to consider the Chern-Simons term
− γ
6
A ∧ F ∧ F = C(z, x3, x2) dt ∧ dx1 ∧ dx2 ∧ dx3 ∧ dz (4.39)
plus the remaining term E(z)R1(z),
E(z)R1(z) + C(z, x3, x2) = γ k b(z) E(z) b′(z)−B γ E(z) p(z)
−E(z) γ (B p(z)− k b(z) b′(z)) + . . . . (4.40)
The absent terms in (4.40) are proportional to x2 cos(kx3) and vanish when we
integrate over any symmetric interval with respect to x2. The expression (4.40) can
be reformulated in terms of the following two total derivatives
∂
∂z

1
3
γ k b(z)2 E(z)

,
∂
∂z

−1
3
B γ E(z)P (z)

, (4.41)
plus the remaining term 1
3
B γ E(z) p(z). Collecting everything we end up with the
3P ∗(z) was first introduced in eq. (4.9).
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action density s, deĄned by S = vol(R3,1) s,
s =

dz

2
√−gRtt +
∂
∂z

M1d(z)E(z)

−γ
3
∂
∂z

k b(z)2E(z) +BE(z)P (z)

− γ
3
BE(z) p(z)

. (4.42)
Finally, we have to insert the boundary and horizon expansions (4.11) Ű (4.14)
s = u¯1 v¯
2
0 w¯0 +
B2
6
+ 2u4 − 2
z4
+ µρ+
1
3
B2 log(z)− 1
3
B γ

E(z) p(z) dz . (4.43)
The divergent parts are canceled by appropriate counterterms given by (2.98). Hence
the Ąnal result for the on-shell action density reads
s = u¯1 v¯
2
0 w¯0 + 3u4 + µρ−
1
3
B γ
1
0
dz E(z) p(z) . (4.44)
Note that the Ąnal result still contains an integral and hence the Lagrangian does not
seem to reduce to a total derivative. However, the integral expression is actually a
boundary term in x2 direction. We checked this explicitly by computing the Noether
charges along the lines of [134, 135].
4.4. Numerical solutions
We present now the results describing our magnetic helical black brane solution. We
provide more details on the numerical techniques employed here in app. A.2.
As described in [66], for B¯ = 0 one expects to construct the spatially modulated
black brane solutions provided the Chern-Simons coupling be γ > 1.158. As rep-
resentative examples, we focus ourselves on the results with γ = 1.5. Besides, as a
generalisation of the particular results from [66], we also comment on some speciĄc
features of the case γ = 1.7.
We Ąrst address the question in which region of the parameter space ¶k¯, B¯♢ we
expect new solutions. Then we construct these solutions and single out the ther-
modynamically preferred ones. Following this we discuss thermodynamic properties
of these solutions, with particular emphasis on the behaviour of near the critical
temperature and in the low temperature limit.
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4.4.1. The special case B = 0
In our coordinates the helical black brane solution [66] corresponds to the choice of
B = P (z) = c(z) = g(z) = 0. (4.45)
In this case, the line element (4.2), the Ąeld strength tensor (4.3) and the gauge Ąeld
(4.4) read
ds2 =
1
z2

dz2
u(z)
− u(z) dt2 + v(z)2 α(z)−2 ω22 + v(z)2 α(z)2 (ω1 + q(z) dt)2 + w(z)2 ω23

,
F = e(z) dt ∧ dz + b′(z) dz ∧ ω1 + b(z) dω1 , (4.46)
A = −E(z) dt+ b(z)ω1.
Note that our ansatz difers slightly from the one presented in [66]: Ąrst we com-
pactify r by r = 1/z with z ∈ [0, 1], second we re-label the one-forms: ω1 here =
ω2 DG, ω2 here = ω3 DG and ω3 here = ω1 DG and third we use a slightly diferent metric
ansatz which is closer to the one used by DŠHoker and Kraus (see sec. 3.3). In par-
ticular, while in [66] the metric components in terms of z satisfy z4 gttgzz = −f(z)2,
we choose an ansatz such that z4 gttgzz = −1 and z4gω2ω2 gω1ω1 = v(z)4. Finally,
the authors of [66] use scaling freedom of the coordinates to set µ = 1, while the
coordinate location of the event horizon is not known a priori. In contrast, we Ąx
the horizon to be located at z = 1, and hence we are not allowed to set µ to one.
Our numerics pass an important check: We can reproduce all their results down
to temperatures of order T¯ ≈ 10−5. The authors of [66] reported some di culties
in studying the behaviour of the solutions in the regime of very low temperatures,
T¯ → 0. In this regime, some functions develop strong gradients around the horizon.
An example is depicted in Ąg. 4.2 for the results shown in sec. 4.4.3 (γ = 1.5).
As we drop the temperature, the function q˜(z) becomes steeper around z = 1.
Numerically, the solution must be obtained either by a massive increase in the
number of grid points or by the development of speciĄc techniques adapted to this
drawback. In this chapter, we use the so called analytical mesh-reĄnements [136,
137], described in app. A.2 to circumvent these problems.
4.4.2. The phase boundary
The magnetic helical black brane solution is described by the existence of a function
b(z) ̸= 0. As described in sec. 3.3, in the limiting case b(z) = 0, one obtains the
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T¯ = 3.56× 10−5
T¯ = 3.54× 10−4
T¯ = 3.50× 10−3
T¯ = 3.25× 10−2
z
q˜(z)
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Fig. 4.2.: Function q˜(z) normalised by its value on z = 1. In the regime T¯ → 0, the
function develops very strong gradients around the horizon. The numerical
solution requires higher resolution and, eventually, speciĄc techniques must
be employed (such as the analytical mesh-reĄnement - see app. A.2).
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Fig. 4.3.: Left panel: temperature T¯ (k¯, B¯) below which we Ąnd new magnetic helical
black brane solution. Right panel: contour plot of isothermals in the
(k¯, B¯)-plane. The highest temperature for which the magnetic helical black
brane exists decreases as the magnetic Ąeld B¯ is increased. The results are
shown for γ = 1.5.
electrically charged RN black brane with B¯ = 0 or the electrically and magnetically
charged brane for B¯ ̸= 0. The boundary between the two regimes is therefore
naturally deĄned as the region for which b(z) ≈ 0.4
In the left panel of Ąg. 4.3, the highest temperature T¯ for which the magnetic
helical black brane exists is plotted as a function of k¯ and B¯. In other words, above
the surface only the RN black brane exists while below the surface both the RN
4Numerically, the boundary is characterised by b2 ≈ 10−9 as introduced in (4.11), see discussion
in app. A.2.
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Fig. 4.4.: Slices of B¯ =constant in the (T¯ , k¯)-plane. Left panel: results for γ = 1.5.
The range of k¯ for which magnetic helical black brane solutions exist Ąrst
increases with increasing B¯, reaching value as high as k¯ ≈ 6.5, and then
shrinks again. Right panel: results for γ = 1.7. For B¯ ≳ 0.274 the new
phase lies entirely within a closed curve.
black brane as well as the magnetic helical black brane solution coexist. Projecting
the surface onto the B¯ = 0 plane, we reproduce5 the expected proĄle showed in [66]
and the contour plot in the right panel of the same Ągure highlights the isothermal
curves on the (k¯, B¯)-plane.
To appreciate this property, in Ąg. 4.4 we restrict ourselves to the (T¯ , k¯)-plane with
B¯ = constant. The left panel corresponds to the same results as in the previous
Ągure, i.e. with γ = 1.5. It becomes evident that the critical temperature T¯C(B¯) =
max
k¯
[T¯ (k¯, B¯)] decreases for increasing B¯.
It is worth mentioning the equivalent results for γ = 1.7, depicted in the right
panel of Ąg. 4.4. For values B¯ ≳ 0.274, we observe that the magnetic helical phase
lies entirely within a closed curve. In the particular example with B¯ = 0.275 dis-
played here, phase transitions occur at both T¯C ≈ 0.03909 and T¯C ≈ 0.022061.
After identifying the critical temperature in the (T¯ , k¯)-plane, we study the depen-
dence of T¯C on the magnetic Ąeld B¯ and present the results in Ąg. 4.5. Here again,
it is evident that there exists a value B¯0 as T¯C → 0, which limits the region where
the magnetic helical solution is expected to be found. For the particular examples
treated here, these values are B¯0 ≈ 0.279 (γ = 1.5) and B¯0 ≈ 0.274 (γ = 1.7). We
also identify in the same Ągure the quantum critical point B¯C as found in [63] (see
also the discussion in sec. 3.3). In particular, the critical values are B¯C ≈ 0.185 and
B¯C ≈ 0.220 for γ = 1.7 and γ = 1.5, respectively. It is interesting to notice that B¯C
5The results shown in fig. 4.3 are for γ = 1.5 while the results explicitly shown in [66] are for
γ = 1.7.
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γ = 1.5
γ = 1.7
B¯
T¯c
0.30.250.20.150.10.050
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0
Fig. 4.5.: Boundary of the magnetic helical phase in the (T¯ , B¯) phase diagram. There
exist a maximum value B¯0 limiting the region where the new solution
exists. For γ = 1.5 and γ = 1.7, we Ąnd B¯0 ≈ 0.279 and B¯0 ≈ 0.274,
respectively. The corresponding quantum critical points are also displayed
at B¯C ≈ 0.185 (γ = 1.7) and B¯C ≈ 0.220 (γ = 1.5). They lie within the
new magnetic helical phase.
lies within the new phase region, meaning that the phase transition should occur
before the system reaches the quantum critical point.
The important question that arises now is what happens to the system as we
lower the temperature and move inside the new phase along curves of constant B¯.
Of particular interests is the region B¯ < B¯C and the behaviour of the entropy s¯ in
the low temperature regime. We address this issue and discuss further details about
the thermodynamics in the next section.
4.4.3. Thermodynamic results
For Ąxed B¯ and for Ąxed temperature T¯ we construct the solutions for diferent
values of k¯. The solution corresponding to the physical state minimizes the grand
canonical potential Ω¯(k¯). The corresponding value for k¯ is denoted by k¯∗. For Ąxed
B¯ we repeat this procedure for smaller temperatures T¯ and hence obtain a trajectory
k¯∗(T¯ ) in the (T¯ , k¯)-plane of thermodynamically preferred solutions. This trajectory
is shown in Ąg. 4.6 for the values B¯ = 0.200 < B¯C and B¯ = 0.250 > B¯C. In both
cases, note that when lowering the temperature T¯ , the wave-number k¯∗(T¯ ) decreases
and hence the pitch p¯∗ = 2π/k¯∗ increases.
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B¯ = 0.200
k¯
T¯
76543210
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T¯
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Fig. 4.6.: Diagram of the (T¯ , k¯)-plane for Ąxed B¯ = 0.200 < B¯C (left panel) and
B¯ = 0.250 > B¯C (right panel). The thermodynamically most favourable
physical states are found along the curve k¯∗(T¯ ) for which the grand canon-
ical potential Ω¯ is minimised.
Along such trajectories of thermodynamically preferred solutions, we evaluate
the observables derived in sec. 4.2 and compare them to the corresponding values
from the charged magnetic solution. In all the following Ągures, a continuous line
represents a result within the new magnetic helical phase, whereas the dashed lines
depict the results of [63] (see sec. 3.3 for more details).
First, in Ąg. 4.7 we present the entropy density s¯ as a function of T¯ . Let us
B¯ = 0.275
B¯ = 0.250
B¯ = 0.200
B¯ = 0.100
B¯ = 0.000
T¯
s¯
0.040.0350.030.0250.020.0150.010.0050
1.4
1.2
1
0.8
0.6
0.4
0.2
0
Fig. 4.7.: Low temperature behaviour of entropy s¯. The dashed lines are the charged
magnetic results. For B¯ < B¯C the entropy does not vanish as T¯ → 0. In
the new magnetic helical phase (continuous line), s¯ goes to zero for T¯ → 0,
regardless of the value of the magnetic Ąeld.
93
4. Helical charged magnetic branes
Ąrst concentrate on the dahsed lines corresponding to the charged magnetic black
brane. For B¯ < B¯C the entropy goes to a non-vanishing constant as T¯ → 0 in
agreement with the results of [63]. However, for the new helical magnetic black
brane constructed in this thesis, we observe that s¯ → 0 as T¯ → 0 regardless of the
value of B¯. Due to the vanishing entropy density we are conĄdent that the magnetic
helical black brane is dual to the true ground state of the CFT. Moreover, for Ąxed
B¯ the entropy is continuous close to the phase transition, i.e. for T¯ ≲ T¯C(B¯). Hence
the phase transition is second order.
Next, we turn to the non-vanishing components of the energy-momentum tensor
T¯µν

and the current

J¯µ

of the dual Ąeld theory. Fig. 4.8 depicts the components
T¯tt

,

T¯ω1ω1

+

T¯ω2ω2

,

T¯x3x3

and

J¯t

. In all cases there are expected small
deviations between the helical magnetic black brane and the charge magnetic black
brane.
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Fig. 4.8.: Components

T¯tt

,

T¯ω1ω1

+

T¯ω2ω2

,

T¯x3x3

of the energy momentum
tensor and

J¯t

of the current. Note that ⟨Jt⟩ = −ρ where ρ is the charge
density. The dashed lines are the charged magnetic results, while the
continuous lines correspond to the values in the magnetic helical phase.
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Moreover, from (3.12) and the normalisation (2.134) it is clear that

J¯x3

= −γ B¯
is a constant. Furthermore, we also conĄrm that (3.13) holds numerically, i.e. in
terms of dimensionless quantities

T¯tx3

=
1
2
γB¯. Note that the relation (3.13) is also
satisĄed for the charged magnetic black brane [63], which we explicitly demonstrate
in sec. 3.3.
B¯ = 0.275
B¯ = 0.250
B¯ = 0.200
B¯ = 0.100
B¯ = 0.000
T¯
〈
T¯tω1
〉
0.040.0350.030.0250.020.0150.010.0050
0.1
0.09
0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01
0
Critical exponent
B¯
0.300.200.100.00
0.510
0.500
0.490
B¯ = 0.275
B¯ = 0.250
B¯ = 0.200
B¯ = 0.100
B¯ = 0.000
1− T¯ /T¯c
∣∣∣
〈
T¯tω1
〉∣∣∣
1.0e-021.0e-031.0e-04
100
10−1
10−2
10−3
10−4
B¯ = 0.275
B¯ = 0.250
B¯ = 0.200
B¯ = 0.100
B¯ = 0.000
T¯
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
0.040.0350.030.0250.020.0150.010.0050
0.012
0.01
0.008
0.006
0.004
0.002
0
Critical exponent
B¯
0.300.200.100.00
1.00
0.99
0.98
0.97
B¯ = 0.275
B¯ = 0.250
B¯ = 0.200
B¯ = 0.100
B¯ = 0.000
1− T¯ /T¯c
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
1.0e-021.0e-031.0e-04
10−1
10−2
10−3
10−4
10−5
10−6
10−7
10−8
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
〈 T¯
ω
1
ω
1
−
T¯
ω
2
ω
2
〉
B¯ = 0.275
B¯ = 0.250
B¯ = 0.200
B¯ = 0.100
B¯ = 0.000
T¯
〈
T¯ω1x3
〉
0.040.0350.030.0250.020.0150.010.0050
0.005
0
−0.005
−0.01
−0.015
−0.02
−0.025
Critical exponent
B¯
0.300.200.100.00
0.510
0.500
0.490
B¯ = 0.275
B¯ = 0.250
B¯ = 0.200
B¯ = 0.100
1− T¯ /T¯c
∣∣∣
〈
T¯ω1x3
〉∣∣∣
1.0e-021.0e-031.0e-04
10−1
10−2
10−3
10−4
10−5
Fig. 4.9.: Components

T¯tω1

,

T¯ω1ω1

−

T¯ω2ω2

,

T¯ω1x3

of the energy momentum
tensor. Left panel: these observables vanishes as T¯ → T¯C. Right panel:
Behaviour in terms of
1− T¯
T¯C
. From the double logarithmic scale we infer
the critical exponents depicted in the inset. We observe no systematic
dependence on B¯.
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Finally, we display the results for the components

T¯tω1

,

T¯ω1ω1

−

T¯ω2ω2

,
T¯ω1x3

in Ąg. 4.9 and

J¯ω1

in Ąg. 4.10. As one can see in the left panels of Ąg. 4.9,
and Ąg. 4.10, these components vanish as T¯ → T¯C. Hence these components are
candidates for the order parameter. The right panels show the same observables
against
1− T¯
T¯C
 in a double logarithmic scale. The critical exponents are displayed
in the inset of those Ągures. Within the interval range
1− T¯
T¯C
 ∈ [10−4, 10−2], we do
not observe any systematic dependency on the magnetic Ąeld B¯ since the deviations
are within the expected range of numerical errors. The critical exponents are those
expected from mean Ąeld, i.e.

T¯tω1

∼
1− T¯T¯C

1/2
,

T¯ω1x3

∼
1− T¯T¯C

1/2
,

J¯ω1

∼
1− T¯T¯C

1/2
,

T¯ω1ω1

−

T¯ω2ω2

∼
1− T¯T¯C

1
. (4.47)
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Fig. 4.10.: Component

J¯ω1

of the current. Left panel: these observables vanishes
as T¯ → T¯C. Right panel: Behaviour in terms of
1− T¯
T¯C
. From the
double logarithmic scale we infer the critical exponents depicted in the
inset. We observe no systematic dependence on B¯.
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5.1. Summary
We studied strongly coupled four dimensional CFTs with chiral anomaly, whose
gravitational description is given in terms of Einstein-Maxwell-Chern-Simons the-
ory in asymptotically AdS spacetime. For a particular value of the Chern-Simons
coupling, the action is a consistent truncation of type IIB supergravity, and the dual
Ąeld theories are well-known, including N = 4 SYM.
Transport and QNM
First, we have investigated transport and dissipation in this thermal plasma in a
magnetic Ąeld of arbitrary strength at strong coupling. In the dual gravitational
calculation we have evaluated and analyzed quasinormal modes (QNMs) of Einstein-
Maxwell-Chern-Simons theory in the asymptotically AdS charged magnetic black
brane background. We have investigated the efects of having a Ąnite temperature
T , chemical potential µ and a non-zero external magnetic Ąeld B on the QNMs. We
have chosen the momentum of the QNMs k, to be (anti-)parallel to B.
Hydrodynamics
In parallel to the holographic calculation, we have computed the weak B hydro-
dynamic description of our system. The Ąve (formerly) hydrodynamic poles were
computed at nonzero B. We extend previous treatments keeping our derivation
general and providing expressions for the various velocities and attenuations. At
leading order in derivatives, we have also worked out an expression for the energy
momentum tensor and axial current containing polarization efects (2.42). The hy-
drodynamic results are collected in sec. 3.5.
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QNM results
In a systematic study of all metric and gauge Ąeld Ćuctuations propagating along the
magnetic Ąeld, we investigated QNMs both within and outside the hydrodynamic
regime. We Ąnd that some of the QNMs are long-lived and show characteristic
behavior known from Landau levels, see Ągs. 3.10Ű3.12.
The helicity-2 QNMs do not exhibit any hydrodynamic modes. However, some of
these QNMs appear to have vanishing real part in the limit of large B, see Ąg. 3.4.
There are Ąve hydrodynamic modes in total.
Two of those modes at vanishing B are momentum difusion modes appearing
in the helicity-1 sector. At nonzero B these modes acquire a complex gap and
can not be considered hydrodynamic modes according to our previous deĄnition.
However, they are still well described by the hydrodynamic dispersion relation (3.31)
at intermediate values of B. The remaining three hydrodynamic modes appear in
the helicity-0 sector. At B = 0 they reduce to the charge difusion pole and the two
sound poles, see the dispersion relation (3.23), (3.26)Ű(3.28) and Ąg. 3.9. These are
hydrodynamic modes (ungapped) even at B ̸= 0, as can be seen from the dispersion
relations (3.23).
One of the helicity-0 modes (the former charge difusion mode) turns into a chiral
magnetic wave mode with velocity v0 and attenuationD0 displayed from zero to large
B in Ąg. 3.9. At large magnetic Ąeld the chiral magnetic wave velocity asymptotes to
v0 = −1, i.e. to the magnitude of the speed of light. This is particularly intriguing as
that same chiral magnetic wave QNM shows Landau level behavior at large magnetic
Ąeld, i.e. the real part of the frequency is proportional to
√
B and the imaginary
part asymptotes to zero. This provides evidence at strong coupling for the relation
between Landau level occupation and the large B behavior of v0.
Chiral magnetic wave
The present work extends [122] to fully backreacted geometry and a solution valid at
arbitrary B. We further provide a hydrodynamic and holographic calculation of the
chiral magnetic wave attenuationD0, as well as the velocities v± and attenuations Γ±
of the former sound modes. Remarkably, all of these velocities obtain contributions
from the anomaly, as seen explicitly e.g. in (3.26) and (3.27).
This is also true for the two helicity-1 modes, see e.g. (3.20). Dispersion relations
for all Ąve hydrodynamic modes are provided in the thermodynamic frame, see
sec. 3.5.
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Helical phase
In the second part, we investigated the phase diagram at Ąnite temperature, chemi-
cal potential and magnetic Ąeld and found a new spatially modulated phase for low
temperatures and small magnetic Ąelds. This is dual to asymptotically AdS5 black
brane solutions with non-trivial electric charge density and magnetic Ąeld sponta-
neously acquiring a helical current which we construct numerically. Note that this
helical phase is supposed to exist only for large enough coeicient γ of the chiral
anomaly. In this thesis we presented results mainly for γ = 1.5.
The new spatially modulated phase has interesting features. First, the quantum
critical point at B = BC is hidden in this new phase, at least for the values of γ
studied here. Second, the phase transition is second order with mean Ąeld exponents.
Third, our numerical results indicate that the entropy density vanishes in the limit
of zero temperature supporting our speculations that this is the true ground state of
the system. Fourth, we have extracted how the wave-number of the helical structure
changes with the parameters of the phase diagram. Finally, during the course of
this work, as a side product we developed new numerical techniques which may be
also useful for other holographic systems.
5.2. Outlook
For the future, it would be interesting to relax the restriction of having the QNM
momentum k parallel to the external magnetic Ąeld B; see [88] for a Ąeld theory
discussion of a related system. This would allow many more modes to arise, and
thus even richer phenomenology. But this is technically challenging since the clas-
siĄcation in accordance to SO(2) in sec. 3.4.1 breaks down and all 16 Ćuctuations
generically couple. In addition, the parameter space is greatly enlarged from ¶k3♢
to ¶k1, k2, k3♢.
A similar question arises for the helical phase. Are the states with helical structure
aligned to the magnetic Ąeld really thermodynamically favoured? Answering this
question will require to solve partial diferential equations on the gravity side.
Moreover, it will be worthwhile to explore if there exists a simple relation between
the location of the quantum critical point, given by B = BC, and the location of
the phase boundary B = B0 at zero temperature. Note that both, the new phase
and the quantum critical point, are controlled by the chiral anomaly coeicient and
hence such a relation may exist although it is not obvious in terms of the dual Ąeld
theory. In addition, it will be very interesting to further analyse the phase diagram
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change for other values of the chiral anomaly coeicient.
An apparent future direction is to study transport coeicients and quasi-normal
modes within the new helical phase extending the results of this thesis and [53].
Additionally, the results presented here can be generalised to models with an
anomaly structure closer to the one of QCD and Weyl semimetals. It would also be
interesting to have two U(1) gauge Ąelds in the gravity theory [138], i.e. introducing
an axial and a conserved vector current in the dual Ąeld theory. In particular,
the interplay between a magnetic Ąeld and chemical potentials for the vector/axial
charge may be interesting. This is relevant for testing some predictions for chiral
magnetic waves and for Weyl semimetals and their surface states, see [57Ű61].
Furthermore, it would be interesting to include mixed gauge-gravity anomalies and
study their efects on the QNMs, see for example [139] in which a mixed anomaly
appears to lead to a phase transition.
In this thesis we have only considered hydrodynamics in the regime of weak exter-
nal gauge Ąelds but QNM for large magnetic Ąelds. It would be very interesting to
work out the hydrodynamics in the case where the gauge Ąelds are strong building
on [96] and [94]. Lastly, it would be desirable to extend our setup systematically to
magnetohydrodynamics as viewed from a modern perspective [140].
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A. Appendix
This appendix provides details on the equations of motion and the numerics used
in this thesis.
We start with a detailed discussion of the boundary expansion at the conformal
boundary and the horizon, respectively. We discuss the helical charged magnetic
brane solutions of ch. 4 in Poincare coordinates. The boundary expansions for the
charged magnetic brane solutions in Eddington-Finkelstein coordinates as well as
the boundary expansion for the linearized QNM equations can be obtained in the
same way.
We then brieĆy introduce spectral methods and present their implementation to
get the solutions of ch. 4. This is fully realized in the programming language C.
We stress out numerical di culties arising in our setup. More details on spectral
methods can be found in [141, 142] as well as in the specialised reviews [143, 144].
Finally we present the numerics of ch. 3. The background and QNM solutions of
ch. 3 are again obtained with a spectral method. As we will discuss, the behaviour
of the QNM solutions requires higher numerical accuracy. However, the system of
EOM is smaller and hence the solutions are numerical less expensive in terms of
computing time. We therefore use Mathematica instead of C which allows us to use
arbitrary precision numerics.
A.1. Equations of motion
In this section we give some details on the non-linear equations of motions for the
background solutions and, in particular, how we treat them as a boundary value
problem. We discuss here the more general solutions of the helical charged magnetic
brane ansatz (4.2)Ű(4.4), since the charged magnetic brane solutions of sec. 3 are
included in this more general ansatz.
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For convenience, let us reproduce here (2.94) and (2.97) and deĄne them as
Emn = Rmn + 4gmn − 12

FmoFn
o − 1
6
gmnFopF
op

,
M = d ⋆ F + γ
2
F ∧ F.
Furthermore, we complete the one-forms (4.1) with ω0 = dt and ω4 = dz and
express the equations of motion in terms of the tetrad basis ωa = ωamdxm, i.e. we
look speciĄcally at1
Eab = ωam ωbn Emn , (A.1)
Mabcd = ωam ωbn ωco ωdpMmnop . (A.2)
The non-zero components ¶E00, E01, E03, E11, E13, E22, E24, E33, E44♢ and ¶M1234,
M1245, M2345♢ form a system of 12 ordinary diferential equations (ODE) for our
10 Ąeld variables: the components of the metric (7 functions) and gauge Ąeld (3
functions).
In spite of being overdetermined, this system of ODE is consistent as already
shown in sec. 4.1. Therefore, we must solve 10 out of 12 equations and ensure that
the remaining 2 are satisĄed for at least one value of z. Yet, we must assure that
the chosen equations are independent of each other.
The Ąrst point to notice is that the second derivatives appearing in each of the
Maxwell-Chern-Simons equations involve only one of each gauge Ąeld function. In
other words, the equationsM1234,M1245 andM2345 can be regarded individually as
equations for E(z), P (z) and b(z), respectively. Next, we observe that E24 contains
only Ąrst order derivatives. Finally, one can work the second derivates out of the
remaining Eab and obtain equations for each one of the metric Ąelds u(z), c(z), v(z),
w(z), α(z), g(z) or q(z). This procedure leaves us with 7 second order ODEs and
one additional Ąrst order ODE (apart from E24).
By sorting out the second derivatives, we can associate for each one of the Ąelds
its respective ODE. In this way, we need boundary values at both z = 0 and z = 1.
The only exception is the function g(z), for which we work with the Ąrst order ODE
E24 and therefore we are only allowed to Ąx the value at one of the surfaces. To
exemplify the structure of the system of equations, let us collect the Ąeld variables
1In the tetrad basis, the equations do not present any trigonometric term related to cos(k x3) or
sin(k x3).
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and the equations of motion into the vector notation
x⃗ =


u(z)
c(z)
w(z)
v(z)
α(z)
g(z)
q(z)
E(z)
P (z)
b(z)


, f⃗(x⃗; z) =


fu(u′′, x⃗′, x⃗; z)
fc(c′′, x⃗′, x⃗; z)
fw(w′′, x⃗′, x⃗; z)
fv(v′′, x⃗′, x⃗; z)
fα(α′′, x⃗′, x⃗; z)
fg(x⃗′, x⃗; z)
fq(q′′, x⃗′, x⃗; z)
fE(E ′′, x⃗′, x⃗; z)
fP (P ′′, x⃗′, x⃗; z)
fb(b′′, x⃗′, x⃗; z)


. (A.3)
The boundary values are a mixture of regularity conditions imposed by the equations
of motion and physical assumptions ensuring the surfaces z = 0 and z = 1 to
represent the AdS boundary and the event horizon, respectively.
For example, at z = 1 the horizon condition tells us that u(1) = 0. Moreover
due to regularity, we have to impose E(1) = 0. By imposing such conditions on
the remaining equations, we are left with regularity conditions involving the value
of Ąelds and their Ąrst derivatives at z = 1 (Robin boundary conditions). In some
speciĄc cases, the conditions are rather simple and reduce to q(1) = 0, c(1) = 0.
The next step is to study the asymptotic expansion around the AdS boundary
z = 0. In its most generic form, the expansions read
u(z) = 1 + u2z
2 + u4z
4 +O(z6) + z4 ln(z)

uˆ4 +O(z2)

+u1z

1 + u5z
4 +O(z6) + z4 ln(z)

uˆ5 +O(z2)

,
v(z) = v0 + v2z
2 + v4z
4 +O(z6) + z4 ln(z)

vˆ4 +O(z2)

+u1z

v1 + v3z
2 +O(z2) + z4 ln(z)

vˆ5 +O(z2)

,
w(z) = w0 + w2z
2 +w4z
4 +O(z6) + z4 ln(z)

wˆ4 +O(z2)

+u1z

w1 + w3z
2 +O(z2) + z4 ln(z)

wˆ5 +O(z2)

,
α(z) = a0 + a2z
2 + a4z
4 +O(z6) + z4 ln(z)

aˆ4 +O(z2)

+u1z

a3z
2 + a5z
4 +O(z6) + z4 ln(z)

aˆ5 +O(z2)

, (A.4)
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as well as
c(z) = c0 + c2z
2 + c4z
4 +O(z6) + z4 ln(z)

aˆ4 +O(z2)

+u1z

c3z
2 + c5z
4 +O(z6) + z4 ln(z)

aˆ5 +O(z2)

, (A.5)
g(z) = g0 + g2z
2 + g4z
4 +O(z6) + z4 ln(z)

aˆ4 +O(z2)

+u1z

g3z
2 + g5z
4 +O(z6) + z4 ln(z)

aˆ5 +O(z2)

,
q(z) = q0 + q2z
2 + q4z
4 +O(z6) + z4 ln(z)

qˆ4 +O(z2)

+u1z

q3z
2 + q5z
4 +O(z6) + z4 ln(z)

qˆ5 +O(z2)

,
E(z) = E0 +

E2z
2 + E3z
3 +O(z4) + z2 ln(z)

Eˆ2 + Eˆ4z
2 +O(z4)

,
+u1z
3

E3 + E5z
2 +O(z4) + ln(z)

Eˆ3 + Eˆ4z
2 +O(z4)

,
P (z) = P0 +

P2z
2 + P3z
3 +O(z4) + z2 ln(z)

Pˆ2 + Pˆ4z
2 +O(z4)

,
+u1z
3

P3 + P5z
2 +O(z4) + ln(z)

Pˆ3 + Pˆ4z
2 +O(z4)

,
b(z) = b0 + b2z
2 + b4z
4 +O(z6) + z2 ln(z)

bˆ2 + bˆ4z
2O(z4)

+u1z

b3z
2 + b5z
4 +O(z6) + z2 ln(z)

bˆ3 + bˆ5z
2 +O(z2)

.
The quantities in boldface are free parameters, which can not be determined by the
series expansion. All the other terms are Ąxed by them if one considers all equations
of motion (including here the two Ąrst order diferential equations). For example,
we Ąnd that
(B g0 + k b0)(1− w20 c20) +B w20 c0 q0 = 0 . (A.6)
Asymptotically AdS solutions require
v0 = 1, w0 = 1, α0 = 1, c0 = 0, g0 = 0, q0 = 0 ,
and thus b0 = 0 from (A.6).
In our numerics we demand u1 = 0 in order to Ąx all remaining difeomorphisms.
For the gauge Ąeld functions, we Ąx the chemical potential2 E0 = −µ. Moreover,
we do not allow for a source term for operators dual to P (z). Hence we impose
P0 = 0. With this conditions, the expansions around z = 0 take the much simpler
form given by (4.11).
Once the solution is available, the thermodynamic observables (see sec. 4.3) re-
quire the knowledge of some coeicients related to higher derivatives, such as u4,
w4, a4, c4 and q4. Not only do we lose accuracy by calculating them numerically,
2From the ODE point of view, we could also prescribe E2 = ρ/2 instead of E0.
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but there are also some cases in which the derivative might not even exist due to the
presence of terms z4 ln(z). In order to get access to all the needed coeicients with
a reliable high accuracy, we incorporate the boundary conditions into our variables
and introduce auxiliary Ąelds via
u(z) = 1 +
B2
6
z4 ln(z) + z4 [−1 + (1− z)u˜(z)] , α(z) = 1 + z4α˜(z) ,
v(z) = 1− B
2
24
z4 ln(z) + z4v˜(z) , c(z) = z4(1− z)c˜(z) ,
w(z) = 1 +
B2
12
z4 ln(z) + z4w˜(z), q(z) = z4(1− z)q˜(z) ,
E(z) = (1− z)E˜(z) , g(z) = z4g˜(z),
P (z) = z2P˜ (z)) , b(z) = z2b˜(z). (A.7)
After substituting (A.7) into the equations of motion (A.3), we factor out powers of
z and (1− z) and impose the resulting equations in the entire interval z ∈ [0, 1], i.e.
as z → 0 and z → 1, the boundary conditions follow automatically from the limiting
values of the the equations of motion written in terms of the auxiliary variables. The
equations are then solved numerically with a spectral method, described in app. A.2.
A.2. Numerical details
As mentioned before, the system of equations (A.3) expressed in terms of the aux-
iliary variables (A.7) is solved numerically by means of a spectral method. In this
section, we elaborate further on this topic and we give more details on the numerics
involved.
Spectral methods are best applied to diferential equations whose solutions are
known to be analytic. In such a case, the error coming from the numerics decays
exponentially as one increases the grid resolution. On the other hand, the presence
of logarithmic terms spoils this properties, rendering a merely algebraic convergence
rate. Yet, the introduction of the auxiliary variables (A.7) removed the leading
z4 ln(z) terms and we verify that our solutions show typically a rather eicient
convergence rate, even for large values of B¯.
In addition to the high accuracy, spectral methods are also Ćexible enough to deal
with other unknown parameters apart from the Ąeld functions. In order to Ąx these
parameters, one needs to specify extra conditions together with the equations of
motion. As a global scheme, the method makes no distinction between the unknown
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functions and parameters and solves the system of all variables at once. In the
context of gauge/gravity dualities, it is possible to address the low temperature
behaviour within spectral methods. In addition, spectral methods also allow to
include singular points and hence the equations of motion can be solved in the
whole domain.
A.2.1. Spectral Methods
Let nfields be the total number of unknown functions XI (with I = 1, . . . , nfields)
deĄned on the domain z ∈ [0, 1]. Let us also assume the existence of npar unknown
real parameters χA (with A = 1, . . . , npar). Moreover, we consider the following
system of equations


F I0 (X
′I , XI ;χA) = 0 for z = 0 ,
F I(X ′′I , X ′I , XI , z;χA) = 0 for 0 < z < 1 ,
F I1 (X
′I , XI ;χA) = 0 for z = 1 ,
ΦA(X ′′I , X ′I , XI ;χA) = 0 .
(A.8)
Here, X ′I and X ′′I are, respectively, the Ąrst and second derivative of the functions
XI(z). F I0 and F
I
1 are the boundary conditions, whereas F
I represent the equa-
tions of motions. Finally, ΦA stand for the extra conditions that Ąx the unknown
parameters.
In order to solve numerically the system of equations (A.8), we Ąrst provide a
numerical resolution N and expand the functions XI(z) as
XI(z) =
N
k=0
cIk Tk(2z − 1) +RI(z). (A.9)
In the expansion above, the basis functions are the Chebyshev polynomials of Ąrst
kind Tk(ξ) = cos[k arccos(ξ)], ξ ∈ [−1, 1], while RI(z) are the residual functions.
To determine the Chebyshev coeicients cIk, we specify a set of grid points zi (with
i = 0, . . . , N) and impose that the residual function vanishes exactly at the grid
points, i.e. R(zi) = 0. In other words, at the grid points, the unknown functions are
given exactly by the spectral representation
XI(zi) =
N
k=0
cIk Tk(2zi − 1). (A.10)
The Chebyshev coeicients are then obtained after the inversion of (A.10). From the
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cIk, we can obtain the coeicients c′Ik and c′′Ik describing the spectral representation
of the derivatives X ′I(z) and X ′′I(z) as in (A.9). In this thesis, we work with the
Chebyshev-Lobatto grid points
zi =
1
2

1 + cos

π
i
N

, i = 0, . . . , N. (A.11)
Now we can combine the function values XI i := XI(zi) and the parameters χA into
the single vector X⃗ of length ntotal = (N + 1)nFields + npar
X⃗T =

X10 , . . . , X
1
N , . . . X
nFields
0 , . . . X
nFields
N ♣χ1, . . . , χnpar

(A.12)
from which we can also form the vectors X⃗ ′ and X⃗ ′′ representing the discrete spectral
derivatives with respect to z. These vectors are Ąnally used to evaluate the system
of equations (A.8) at the grid points (A.11), giving us a non-linear algebraic system
F⃗ (X⃗) = 0 (A.13)
to be solved for the components of the vector X⃗. The solution of the algebraic
system (A.13) is obtained by a Newton-Raphson method, i.e. given an initial guess
X⃗0, the solution is iteratively approximated by
X⃗n+1 = X⃗n + δX⃗n, with δX⃗n = −

Jˆ(X⃗n)
−1
F⃗ (X⃗n). (A.14)
The inversion of the Jacobian matrix Jˆ(X⃗) = ∂F⃗/∂X⃗ is performed with a LU
decomposition. One can show that the Newton-Rapshon scheme always converges,
providing the initial guess X⃗0 is suiciently close to a solution.
A.2.2. Numerical solution: illustration
To illustrate the solutions, we show in Ąg. A.1 the results for the auxiliary metric
and gauge Ąeld functions with γ = 1.5 for the following two conĄgurations:
¶B¯ = 0, k¯ = 1.21, T¯ = 3.25× 10−2♢ ,
¶B¯ = 0.275, k¯ = 0.98, T¯ = 1.25× 10−2♢ , (A.15)
giving respectively µ = 2.172 and µ = 2.982 for the chemical potential.
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B¯ = 0.275
B¯ = 0.000
z
u˜(z)
10.80.60.40.20
−1.5
−2
−2.5
−3
−3.5
−4
−4.5
−5
−5.5
−6
B¯ = 0.275
B¯ = 0.000
z
w˜(z)
10.80.60.40.20
1.2
1
0.8
0.6
0.4
0.2
0
−0.2
−0.4
B¯ = 0.275
B¯ = 0.000
z
v˜(z)
10.80.60.40.20
0.1
0
−0.1
−0.2
−0.3
−0.4
−0.5
−0.6
B¯ = 0.275
B¯ = 0.000
z
α˜(z)
10.80.60.40.20
0.001
0
−0.001
−0.002
−0.003
−0.004
−0.005
−0.006
−0.007
B¯ = 0.275
B¯ = 0.000
z
q˜(z)
10.80.60.40.20
0.6
0.5
0.4
0.3
0.2
0.1
0
B¯ = 0.275
B¯ = 0.000
z
c˜(z)
10.80.60.40.20
1
0
−1
−2
−3
−4
−5
B¯ = 0.275
B¯ = 0.000
z
g˜(z)
10.80.60.40.20
0.1
0.08
0.06
0.04
0.02
0
−0.02
−0.04
−0.06
B¯ = 0.275
B¯ = 0.000
z
E˜(z)
10.80.60.40.20
−1
−1.5
−2
−2.5
−3
−3.5
−4
−4.5
B¯ = 0.275
B¯ = 0.000
z
P˜ (z)
10.80.60.40.20
6
5
4
3
2
1
0
−1
B¯ = 0.275
B¯ = 0.000
z
b˜(z)
10.80.60.40.20
−0.05
−0.1
−0.15
−0.2
−0.25
−0.3
−0.35
−0.4
−0.45
Fig. A.1.: Solutions for the metric functions u˜(z), w˜(z), v˜(z), α˜(z), q˜(z), c˜(z) and
the gauge Ąeld functions E˜(z), P˜ (z), b˜(z) for ¶B¯ = 0, k¯ = 1.21, T¯ =
3.25× 10−2♢ and ¶B¯ = 0.275, k¯ = 0.98, T¯ = 1.25× 10−2♢.VIII
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A.2.3. Numerical solution: the initial guess
We are looking for the numerical solution of the nFields = 10 metric and gauge
Ąeld functions. If B¯ = 0, the electrically charged Reissner-Nordstroem black brane
(2.106) is always a solution, regardless of k¯ and γ. Similarly, for B¯ ̸= 0 one always
obtains charged magnetic black brane as trivial solution. The interesting cases are
those values of γ and k¯ for which a non-trivial solution with b(z) ̸= 0 and q(z) ̸= 0
also exists.
Unfortunately, our Ąrst experiences showed that, for a given boundary value
E˜(0) = −µ, the Newton-Raphson method always converged to a trivial solution
of the non-linear algebraic system (A.13), regardless of the initial guess X⃗0. In or-
der to obtain the new solution describing the condensed phase, an extremely careful
Ąne-tuning to the initial guess X⃗0 seems to be needed.
To solve this issue, we consider the parameter µ as a further unknown variable
(thus npar = 1) and impose the extra condition b˜(0) = b2 = ε. By Ąxing a value
ε ̸= 0, we enforce that the Newton-Raphson scheme will necessarily converge to the
non-trivial solution.
For a given k¯, γ, we start with B¯ ∼ 0, and ε ∼ 0. Then, the new solution should
be just a small perturbation of the AdS Reissner-Nordstroem spacetime. Therefore,
our initial-guess constitutes of (2.118) and (2.119), with the slight modiĄcation
b˜(z) = ε. Besides, we must also provide an initial-guess for the variable µ. In all
our experiments, the value µ = 2 was suicient for the convergence of the Newton-
Raphson scheme. Once a solution is available, we can use it as initial-guess for a
modiĄed set of parameters

γ, B¯, k¯, ε

.
From the numerical point of view, Ąxing

γ, B¯, k¯, ε

is an eicient method to Ąnd
the non-trivial solution. However, from the physical perspective, a system with a
constant temperature T¯ , i.e. speciĄed by

γ, B¯, k¯, T¯

is what one really wants to
describe. Note that, as an alternative to the extra condition b˜(0) = b2 = ε, we can
indeed impose T¯ = constant. This corresponds to looking for the value of µ leading
to a solution with a Ąxed value u˜(1).
Unfortunately, this approach does not guarantee that the method will give us
the non-trivial solution. Depending on how far the initial-guess is from the trivial
solution, the Newton-Rapshon scheme might converge to the charged magnetic black
brane solution (with b˜(z) = 0). Therefore, for a Ąxed ¶γ, B¯♢, our algorithm is a
combination of both possibilities and can be divided into three stages:
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I) Phase boundary: we set ε = 10−9 and scan the values of k¯ ∈ [k¯0, k¯1] to get the
phase boundary3. With the knowledge of T¯ (k¯) we Ąnd the point ¶k¯C, T¯C♢ for
which T¯C = T¯ (k¯C) is at a maximum.
II) Condensed phase: we then keep k¯ = k¯C Ąxed and Ąnd new solutions inside
the phase by slowly increasing the values of ε until a given 0 < T¯0 < T¯C is
achieved. Typically, we set T¯0 = 0.95 T¯C.
III) Constant temperature: with the solution inside the phase provided by step II
as initial guess, we no longer need to keep ε Ąxed. We now solve at surfaces of
constant T¯ ∈ [T¯min, T¯0]∪ [T¯0, T¯C] in a given interval k¯ ∈ [k¯0(T¯ ), k¯1(T¯ )] and Ąnd
the physical state k¯∗(T¯ ) for which the grand canonical potential Ω¯∗ = Ω¯(k¯∗) is
at a minimum.
A.2.4. Numerical error
Finally, we discuss the accuracy of our method. Given a high resolution Nmax, we
consider a reference solution

XI(z;Nmax), ρ(Nmax)

and deĄne, for a lower resolu-
tion N < Nmax, the numerical error of the solution

XI(z;N), µ(N)

by
ϵI(N) = max
z∈[0,1]
XI(z;N)−XI(z;Nmax) , ϵµ(N) = ♣µ(N)− µ(Nmax)♣ .
(A.16)
Fig. A.2 displays the error for the conĄgurations mentioned in the previous section.
The left panel shows the case B¯ = 0 and we see the typical exponential convergence
provided by the spectral method. The right panel depicts the case B¯ = 0.275.
Despite the presence of logarithmic terms, the convergence rate is very eicient and
we do not observe a signiĄcant inĆuence of an algebraic decay within the machine
limits imposed by round of errors.
Even though the method provides a high accuracy solution for moderate values
of T¯ , we note that the small temperature regime requires a massive increase in
resolution. This feature becomes evident in Ąg. A.3, where we compare the con-
vergence rate (for instance for µ) at diferent temperatures. As already mentioned
in app. 4.4.1 and illustrated in Ąg. 4.2, the main reason is the presence of strong
gradients around the horizon z = 1.
3For some values of ¶γ, B¯♢ one might find returning points, i.e. there might exist values of k¯ with
two different solutions T¯ (k¯). In such cases, we employed the methods described in [144] to scan
the whole parameter range.
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Fig. A.2.: Numerical errors for the two conĄgurations ¶B¯ = 0, k¯ = 1.21, T¯ = 3.25×
10−2♢ (left panel) and ¶B¯ = 0.275, k¯ = 0.98, T¯ = 1.25 × 10−2♢ (right
panel). For B¯ = 0 we obtain the expected exponential convergence rate.
For B¯ ̸= 0 one expects a merely algebraic decay due to the logarithmic
terms. Its contribution, however, enters only within the machine precision.
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Fig. A.3.: Numerical error for low temperatures. Despite the exponential conver-
gence rate, the method becomes less eicient as the temperature decreases
due to the presence of strong gradients near z = 1 (see Ąg. 4.2). A reli-
able highly accurate solution requires a massive increase in the numerical
resolution.
One technique to deal with such strong gradients is the so called analytical mesh-
reĄnement, described in [136, 137]. It consists of mapping the coordinate z ∈ [0, 1]
into ζ ∈ [0, 1] via
z = 1− sinh[λ(1− ζ)]
sinh λ
. (A.17)
By choosing an adequate parameter λ, the mapping increases the number of grid
points around z = 1 and smoothens out the solution. In our case we set λ =b2 ln(T¯ ). In Ąg. A.4 one sees the signiĄcant improvement of the convergence rate,
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specially in the case B¯ = 0. For B¯ ̸= 0, the method is still efective at low tem-
peratures, but it also intensiĄes the algebraic decay rate introduced by logarithmic
terms. Even though the analytical mesh-reĄnement provides the necessary tools to
study the low temperature limit within the scope of this work, we note that there
are still possibilities for enhancing the accuracy of the B¯ ̸= 0 case.4
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Fig. A.4.: Numerical error for low temperatures with the analytical mesh-reĄnement.
Left panel: for B¯ = 0 the convergence rate is signiĄcantly improved and
we achieve the machine precision with a moderate number of grid points.
Right panel: for B¯ ̸= 0 we still obtain a better convergence rate, though
the method worsens the algebraic decay due to the logarithmic terms.
A.3. Numerical methods for QNMs & charged branes
Let us now discuss the numerics for the background and the QNM of ch. 3. The
equations of motion for the background and the equations of motion for the Ćuc-
tuations on the corresponding background are given by (2.94) and (2.95) using the
ansatz (3.1)-(3.3) or (3.15),(3.16) respectively. The equations obtained are solved
numerically with spectral methods. In this section, we brieĆy discuss the numerics
for the nonlinear background equations as well as the nonlinear generalized eigen-
value problem for the QNMs in detail. The whole numerics is set up in Mathematica.
This enforces us to use several performance optimizations, which we will discuss for
the background and the QNMs.
4An option is to use a multi-domain code with another coordinate map to remove the logarithmic
terms [145, 146].
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A.3.1. Background
The equations of motion (2.94) and (2.95) for the background are given by six
nonlinear ordinary diferential equations and one constraint equation for the six
unknown functions, u(z), v(z), w(z), c(z) and Av(z), P (z). The constraint is again
incorporated in the boundary conditions. For this project we also subtract the
leading logarithms as previously introduced (A.7) and calculate all background data
with 100 gridpoints, which we justify in the following discussion on QNMs.
To be able to use large gridsizes and to get high precision results we use the
following advanced techniques in our numerical code. In the Ąrst step we carefully
make sure to keep the equations of motion in a very short form, in particular after
extracting the logarithms, terms like e.g. u(z)2 = (1 + z4u4 + z4 ln(z)B2/6)
2 should
not be expanded, which can be the case when using Simplify[ ] in Mathematica.
We than replace the functions f(z) = ¶u(z), v(z), w(z), c(z), Av(z), P (z)♢ by sym-
bolic quantities by f = ¶u, v, w, c, Av, P♢. Instead of replacing derivatives of f by
their spectral representation, we also replace f ′(z) by df = ¶du, dv, dw, dc, dAv, dP♢
and their second derivatives by d2f . This has the advantage, that numerical values
for the derivatives are calculated only once in each step using spectral diferentiation
matrices, such that e.g. the numerical value of the symbol du is calculated once and
then replaced everywhere it appears in the equations of motion or in the Jacobian.
The replacement is done with a faster Dispatch-rule in Mathematica instead of a
trivial replacement-rule.
In addition we calculate the Jacobian only in the Ąrst step of the Newton-Raphson
iteration symbolically and store it for the further iterations. The Jacobian is calcu-
lated using the chain rule, i.e. calculating
∂(EoM)i
∂(f)j
+
∂(EoM)i
∂(df)l
∂(df)l
∂(f)j
+
∂(EoM)i
∂(d2f)l
∂(d2f)l
∂(f)j
, (A.18)
where ∂(df)l
∂(f)j
and ∂(d
2f)l
∂(f)j
are given by a block matrix of the spectral diferentiation
matrix.
Moreover to calculate backgrounds with constant T¯ and varying B¯ or constant
B¯ and varying T¯ , we replace the boundary condition Av(0) = µ at the conformal
boundary by a condition for the temperature u′(1) = 4πµT¯ . This is equivalent to
promoting µ to an extra parameter and implementing u′(1) = 4πµT¯ as an extra
condition.
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A.3.2. Quasinormal Modes
The Ćuctuation equations are discretized in the same way, where we now have to
insert the numerical values for the previously calculated background. We use the
second order diferential equations to formulate the eigenvalue problem and include
the constraints in the boundary conditions. The QNMs are determined as solution
of a generalized eigenvalue problem
(A− ωB) x⃗ = 0 , (A.19)
with respect to the right boundary conditions, see sec. 3.4.2. The vector x⃗ contains
the values of all Ąelds evaluated at the gridpoints, which represents our numerical
solution for the QNM functions. We force the boundary value of all Ćuctuations to
be zero by factorizing out proper powers of z
hij(z) = z
4h˜ij(z) , ai(z) = z
2a˜i(z) . (A.20)
Despite being in Eddington Finkelstein coordinates, the helicity-0 sector has a
quadratic ω dependence, giving a nonlinear eigenvalue problem. This arises from
additional ω contributions in the determinant of the metric. The helicity-1 and
helicity-2 sectors are still linear in ω. The quadratic eigenvalue problem can be re-
duced to a linear eigenvalue problem by doubling the number of Ąelds, introducing
hnewij (z) = ω hij(z).
In addition to the numerical techniques for the background, we replace the deriva-
tives of the background and the Ćuctuations again symbolically and calculate their
values only once. Moreover we use the background equations of motion to eliminate
all second derivatives of background Ąelds in our QNM equations. For interpolation
we use the fast and accurate Clenshaw algorithm. The linear eigenvalue problems
are solved with Mathematica Eigenvalue/Eigensystem, to get the QNM and the
eigenfunctions, respectively. All QNM data in this project are calculated also with
100 gridpoints and 60 digits precision, which means solving a 100× 100 matrix for
helicity-2, two 300×300 matrices for helicity-1 and a 800×800 matrix for helicity-0
sector.
By plugging back the eigenvalue and the eigenfunctions into the equation of mo-
tion, we check if we have a true solution of the full system including constraints.
In our analysis QNMs appear, that converge and fulĄl the equations of motion, but
not the constraint(s). It happens that those QNMs additionally do not change with
k. Accordingly these QNMs are identiĄed as numerical artefacts and are rejected
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for the analysis. We refer them as fake QNMs which also show up in the continued
fraction method [147, 148]. In particular, the fake QNMs may be traced back to a
degeneracy of the ingoing/outgoing horizon conditions in the Poincare chart. At the
horizon, ingoing and outgoing modes have a term of the form (1 − z)±iω/u1 , which
for ω = −i n u1/2, with n ∈ N, is degenerate from the power series in 1− z. Taking
into account u1 = 4πT , the fake QNMs lie at ω = −2πi T n with n ∈ N, as expected.
A.3.3. Helicity-2 sector
The helicity-2 sector is described by two decoupled equations of motion. The conver-
gence in helicity-2 sector is slow due to logarithms in the background and logarithms
in the QNM eigenfunctions. It further shows an even/odd gridsize oscillation, mean-
ing that the QNM value for even/odd gridsizes approaches the correct value from
above and below respectively.
Therefore we have to introduce a z → z2 mapping. This moves the logarithms to
higher orders
zn log(z) → 2 z2n log(z) , (A.21)
which improves the convergence. The coordinate mapping (A.21) is more practical
in this case, compared to mapping (A.17), as it leaves the simple algebraic structure
of the EOMs unchanged. This is more important in Mathematica compared to a
C-implementation. Interestingly we Ąnd that this allows to use simpliĄed boundary
conditions at z = 0. In principle one has to specify the new boundary condition
f ′(z) = 0 for all Ąelds f as well as the boundary condition before the mapping. In
our case the condition f ′(z) = 0 was suicient to reproduce the results before the
mapping, since our boundary conditions are solely given by the equations of motion.
All calculations, and in particular the convergence plots shown below, are obtained
with this mapping. With the z2 mapping we already obtain good results with 40
gridpoints, see Ąg. A.5.
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Fig. A.5.: Convergence test for three helicity-2 modes at k˜ = 20, B˜ = 65, T¯ = 0.1.
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A.3.4. Helicity-1 and helicity-0 sector
Helicity-1 is given by two decoupled subsectors, helicity-1±. Each subsector consists
of three equations of motion and one constraint and has to be solved separately. We
exemplary show the lowest eigenmodes and the error in the constraint in table A.1 for
helicity-1−. The error is obtained by plugging the corresponding eigenvector, which
is the numerical solution for the Ćuctuations evaluated at the gridpoints, into the
constraint equations and taking the norm. For example, the QNM ω = 0.−2.20477 i
in table A.1 does not fulĄl the constraint and does also not change from k˜ = 0 to
k˜ = 20. This mode is identiĄed as a fake QNM.
QNM ω, k˜ = 0 ∆ constraint
0.829152 - 0.0843573 i 3.× 10−14
-0.0933396 - 1.36129 i 4.× 10−12
0. - 2.20477 i 14.
1.84644 - 1.34191 i 7.× 10−12
-0.267106 - 3.58127 i 5.× 10−8
QNM ω, k˜ = 20 ∆ constraint
0. - 2.20477 i 31.
-1.68677 - 1.54155 i 4.× 10−11
3.41168 - 0.845203 i 3.× 10−12
-2.23184 - 3.36554 i 2.× 10−8
0. -4.40955 i 43.
Table A.1.: Error in the constraint for k = 0 and k˜ = 20, B˜ = 65, T¯ = 0.1 in
the helicity-1− sector, where we plug the numerical QNM frequency and
QNM eigenfunctions into the constraint equation.
This mode also appears in helicity-1+. Despite being a fake mode, it converges
nicely, as shown in Ąg. A.6. In Ąg. A.7 we show the slower convergence for larger B˜
and k˜.
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Fig. A.6.: Convergence test for three helicity-1+ modes at k˜ = 0, B˜ = 65, T¯ = 0.1.
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Fig. A.7.: Convergence test for three helicity-1+ modes at k˜ = 20, B˜ = 65, T¯ = 0.1.
XVI
A.3. Numerical methods for QNMs & charged branes
Comparing the convergence at the same point in parameter space B˜ = 65, T¯ = 0.1
for k˜ = 0, shown in Ąg. A.6, and k˜ = 20, shown in Ąg. A.7, reveals the slowing down
of the convergence for larger k˜, which requires to use large gridsizes.
The helicity-0 sector is given by six equations of motion and four constraints. It
is in addition quadratically in ω, therefore we introduce two additional Ąelds, known
as doubling trick, to get a linear system again. Convergence does not pose a problem
in the helicity-0 sector, however calculations are time consuming due to very large
matrices in the eigenvalue problem compared to helicity-1 and helicity-2.
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