Abstract. Douglas-Rachford Splitting (DRS) methods based on the proximal point algorithms for the Poisson and Gaussian log-likelihood functions are proposed for ptychography and phase retrieval.
Introduction
Phase retrieval may be posed as an inverse problem in which an object vector with certain properties is to be reconstructed from the intensities of its Fourier transform. By encoding the properties and the Fourier intensities as constraint sets, phase retrieval can be cast as a feasibility problem, i.e. the problem of finding a point in the intersection of the constraint sets. The challenge is that the intensities of the Fourier transform results in a non-convex constraint set (a high dimensional torus of variable radii).
Projection algorithms comprise a general class of iterative methods for solving feasibility problems by projecting onto each of the constraint sets at each step [5] . The most basic projection algorithm is von Neumann's Alternating Projection (AP) (aka Error Reduction in phase retrieval [21] ). However, AP tends to stagnate when applied to phase retrieval, resulting in poor performance.
A better method than AP is the classical Douglas-Rachford (CDR) algorithm [12, 22, 22, 30] , which apparently can avoid the stagnation problem in many non-convex problems. When applied to phase retrieval, CDR is a special case of Fienup's Hybrid-Input-Output algorithm [1, 21] .
In addition to the standard phase retrieval, CDR has been applied to ptychography under the name of difference map [42, 43, 46] . Ptychography uses a localized coherent probe to illuminate different parts of a unknown extended object and collect multiple diffraction patterns as measurement data ( Figure 1 ). The redundant information in the overlap between adjacent illuminated spots is then exploited to improve phase retrieval methods [36, 39] . Recently
The DRS method is an optimization method based on proximal operators, a natural extension of projections, and is closely related to the Alternating Direction Method of Multipliers (ADMM). The performance of DRS and ADMM in the non-convex setting depends sensitively on the choice of the objective functions as well as the step sizes. Typically, global convergence of DRS requires an objective function possessing a uniformly Lipschitz gradient and sufficiently large step sizes [8, 26, 29] , both of which, however, tend to hinder the performance of DRS.
In this paper, the objective function is based on the log-likelihood function for the most important Poisson noise, which does not have a uniformly Lipschitz gradient, with an optimal step size, which is necessarily quite large.
We show by a fixed point analysis that the DRS method is well behaved in the sense that the DRS iterated sequences are always bounded (explicitly in terms of the step size) and that the fixed points are linearly stable if and only if the fixed points are regular solutions. In other words, the DRS methods remove CDR's two major drawbacks: slow convergence when the feasibility problem is consistent and divergent behavior when the feasibility problem is inconsistent.
Moreover, the fixed point analysis leads to the determination of the optimal step size and, along with it, simple and efficient algorithms with no tuning parameter (Averaged ProjectionReflection). The main application considered is the more challenging form of ptychography called blind ptychography which seeks to recover both the unknown object and the probe function simultaneously. When properly initialized, the DRS algorithms with the optimal step size converge globally and geometrically to the true solution modulo the inherent ambiguities.
The rest of the paper is organized as follows. In Section 3, we introduce the Douglas-Rachford splitting method as the key ingredient of our reconstruction algorithms, Gaussian-DRS and Poisson-DRS. We give the fixed point and stability analysis in Sections 4, 5 and 6. In Section 7, we discuss the selection of the optimal step size. In Section 8, we discuss the application to blind ptychography and in Section 9, we present numerical experiments. In Appendix A, we Figure 1 . Simplified ptychographic setup showing a Cartesian grid used for the overlapping raster scan positions [35] . See Appendix A for details. discuss the structure of the measurement matrices. In Appendix B, we show that Gaussian-DRS is an asymptotic form of Poisson-DRS. In Appendix C we give a perturbation analysis for the Poisson DRS. In Appendix D, we analyze the eigenstructure of the measurement matrices. We conclude in Section 10. A preliminary version of the present work is given in [18] .
Classical Douglas-Rachford (CDR)
CDR is based on the following characterization of convex feasibility problems.
Let X and Y be the constraint sets. Let P X be the projection onto X and R X = 2P X − I the corresponding reflector. P Y and R Y are defined likewise. Then u ∈ X ∩ Y if and only if u = R Y R X u (1) [23] . The latter fixed point equation motivates the Peaceman-Rachford (PR) method: For k = 0, 1, 2, · · · u k+1 = R Y R X y k .
CDR is the averaged version of PR: For k = 0, 1, 2, · · ·
As a result, CDR is sometimes called the Averaged Alternating Reflections (AAR).
A standard result for CDR in the convex case is this.
Proposition 2.1. [3] Suppose X and Y are closed and convex sets of a finite-dimensional vector space E. For any u 0 ∈ E, one of the following alternatives holds:
In alternative (i), the limit point u is a fixed point of the CDR map (2), which is necessarily in X ∩ Y ; in alternative (ii) the feasibility problem is inconsistent, resulting in divergent CDR iterated sequences, a major drawback of CDR.
The CDR map (2) is often written in the following form
which is equivalent to the 3-step iteration
2.1. Phase retrieval as feasibility. For any finite dimensional vector u, define its modulus vector |u| as |u|[j] = |u[j]| and its phase vector sgn(u) as
where j is the index for the vector component.
In phase retrieval including ptychography, we can write the given data b as b = |u| with u = Af (6) for some measurement matrix A and unknown object f . For phase retrieval and ptychography, A has some special features described in Appendix A. For most of the subsequent analysis, however, these special features are not relevant.
Let O be the object space, typically a finite-dimensional complex vector space, and X = AO. Since the object is a two dimensional, complex-valued image, we let O = C n 2 where n is the number of pixels in each dimension.
Let N be the total number of data. The data manifold
is a N (real) dimensional torus. For phase retrieval it is necessary that N > 2n 2 . Without loss of generality we assume that A has a full rank.
The problem of phase retrieval and ptychography can be formulated as the feasibility problem
in the transform domain instead of the object domain.
Let us clarify the meaning of solution in the transform domain since A is overdetermining. Let denotes the component-wise (Hadamard) product and we can write
We refer to u = e iα Af, α ∈ R, as the true solution (in the transform domain), up to a constant phase factor e iα . We say that u is a generalized solution (in the transform domain) if |û| = b,û := P X u. Accordingly, the alternative (i) in Proposition 2.1 means that if a convex feasibility problem is consistent then every CDR iterated sequence converges to a generalized solution and hence every fixed point is a generalized solution.
Typically a generalized solution u is neither a feasible solution (since |u| may not equal b) nor unique (since A is overdetermining) and u + z is also a generalized solution if P X z = 0. We call u a regular solution if u is a generalized solution and P X u = u. Letû = P X u for a generalized solution u. Since P Xû =û and |û| = b,û is a regular solution. Let us state this simple fact for easy reference.
Proposition 2.2. If u is a generalized solution, then P X u is a regular solution.
The goal of the inverse problem (6) is the unique determination of f , up to a constant phase factor, from the given data b. In other words, uniqueness holds if, and only if, all regular solutionsû have the formû = e iα Af (9) or equivalently, any generalized solution u is an element of the (2N − 2n
2 ) real-dimensional vector space
In the transform domain, the uniqueness is characterized by the uniqueness of the regular solution, up to a constant phase factor. Geometrically, uniqueness means that the intersection X ∩ Y is a circle (parametrized e iα times Af ).
As proved in [8] , when the uniqueness (10) holds, the fixed point set of the CDR map (2) is exactly the continuum set
In (11), the phase relation sgn(u) = α+sgn(Af ) implies that z = η sgn(u), η ∈ R N , b+η ≥ 0. So the set (11) can be written as
which is a (N − 2n
2 ) real-dimensional set, a much larger set than the circle {e iα Af : α ∈ R}. On the other hand, the fixed point set (11) is N -dimension lower than the set (10) of generalized solutions.
However, the boundary of the fixed point set (12) are degenerate in the sense that they have vanishing components, i.e. (b + η)[j] = 0 for some j. Empirical evidence shows that degenerate fixed points can slow down convergence. As a result, even though the CDR map is geometrically convergent in the vicinity of the true solution, numerical evidence suggests that globally (starting with a random initial guess) the CDR map converges sub-linearly [8] .
Douglas-Rachford Splitting (DRS)
Douglas-Rachford Splitting (DRS) is an optimization method for solving the following minimization problem: (13) min
where the objective functions L and K represent the data constraint Y and the object constraint X, respectively.
To deal with the divergence behavior of CDR (Proposition 2.1 (ii)) in the case of, e.g. noisy data, we consider the Poisson log-likelihood cost functions [4, 44] Poisson:
based on the maximum likelihood principle for the Poisson noise model. The Poisson noise is the most prevalent noise in X-ray coherent diffraction. The Poisson log-likelihood function (14) is asymptotically reducible to
as shown in Appendix B. The maximum likelihood scheme is a variance stabilization scheme which uniformizes the probability distribution for every pixel regardless of the measured intensity value [27] . See [25, 48] for more choices of objective functions.
The amplitude-based Gaussian objective function (15) is well known to outperforms the intensity-based objective function 1 2 |u| 2 − b 2 2 , even though the latter is more smooth [47] . Due to the non-differentiability of both K and L, the global convergence property of the proposed DRS method is beyond the current framework of analysis [29] . The ptychographic iterative engines, PIE [19, 20, 40] , ePIE [33] and rPIE [31] , are also related to the mini-batch gradient method for the amplitude-based cost function (15) .
For K, we let K(u) be the indicator function of the range of A, i.e. a "hard" constraint.
When the corresponding feasibility problem is consistent (feasible), there exist u ∈ C N such that |u| = b and u = Ag for some g ∈ C n 2 , which are exactly the global minimizers of (13), realizing the minimum value 0, as well as the regular solutions defined in Section 2.1.
When the corresponding feasibility problem is inconsistent (infeasible), the minimum value of (13) is unknown and the global minimizers are harder to characterize.
DRS is based on the proximal operator which is a generalization of projection. The proximal point relative to a function G is given by
With the objective functions (14) or (15), P X is replaced by P K/ρ and P Y by P L/ρ , respectively, with the step size γ = 1/ρ. The 3-step procedure (3)- (5) is replaced by
For convex optimization, DRS (16)- (18) is equivalent to the Alternating Direction Method of Multipliers (ADMM) applied to the dual problem to (13) .
For our choice of K, prox K/ρ (u) = P X u = AA † u is independent of ρ. This should be contrasted with the choice of the more smooth distance function adopted in [29] for the tractability of convergence analysis.
If we define the reflector R Y corresponding to prox L/ρ (u) as
then we can write the system (16)- (18) as
which is equivalent to
in terms of x k := R X u k . In other words, the order of carrying out prox L/ρ and prox K/ρ does not matter in the current DRS set-up.
For the Gaussian objective function (15) , the proximal point can be explicitly derived
an averaged projection with the relaxation parameter ρ. Thus the Gaussian-DRS map is given by
which may be written as
for ease of comparison with the CDR map (2).
For the Poisson case (14) , the DRS map had a more complicated form
where b 2 is the vector with component
After the iteration is terminated with the terminal vector u * , the object estimate is obtained by
We shall refer to DRS with the Poisson log-likelihood function (23) and the Gaussian version (22) by the acronyms Poisson-DRS and Gaussian-DRS, respectively. The computation involved in Gaussian-DRS and Poisson-DRS are mostly pixel-wise operations (hence efficient) except for the pseudoinverses A † = (A * A) −1 A * . For phase retrieval including ptychography, we can write A = ΨD where Ψ is an isometry (related to the discrete Fourier transform) and D is a positive, diagonal matrix (related to normalization) and hence
* , which is easy to compute numerically (see Appendix A). In the limiting case of ρ = 0, both Gaussian-DRS and Poisson-DRS become the CDR algorithm.
Fixed points
For simplicity of presentation, we shall focus on the case of the Gaussian DRS.
Let Γ denote the mapping defined by the right hand side of (22) . By definition, all fixed points u satisfy the equation (25) and hence after some algebra by (22)
The main result of this section is that the iteration of Γ always produces a sequence bounded in norm by b min{ρ, 1}
for ρ > 0 (Theorem 4.6) with slightly better bounds on the fixed points (Corollary 4.9). Therefore, Gaussian-DRS is free of the divergence problem associated with CDR in the infeasible case.
It is often convenient to perform the analysis in terms of the pair of variables u and x := R X u.
Here are some basic relations between u and x.
Proof. First note that
Moreover,
Proposition 4.2. Any u ∈ C N is a generalized solution if and only if x := R X u is a generalized solution.
Proof. If u is a generalized solution, then P X u = P X x by Proposition 4.1. Now that x is a generalized solution, the converse is also true by the same argument. Proposition 4.3. If u is a generalized solution, then P X u is a regular solution and a fixed point.
Proof. Letû = P X u. By Proposition 2.2û is a regular solution. Moreover Γ(u) becomes
which equalsû. Thereforeû is a fixed point. Proof. Under the assumption P X u = u, u = R X u and Γ(u) becomes
and hence |u| = b, i.e. u is a regular solution.
On the other hand, if |u| = b, then the right hand side of (27) becomes
implying that u is a fixed point.
and R X = P X − P ⊥ X , and using Proposition 4.1 we can put the Gaussian DRS map and the fixed point equation in the following forms. 
where x k := R X u k . Therefore any fixed point u satisfies
where x := R X u, or equivalently
Next we show that the Gaussian DRS map Γ with ρ > 0 always produces a bounded iterated sequence, in contrast to the divergence behavior of CDR given in Proposition 2.1 (ii).
Theorem 4.6. Suppose that P X is an orthogonal projection. Let u k+1 := Γ(u k ), k ∈ N, and
for ρ > 0 (34) and hence all fixed points u satisfy
* with a diagonal matrix D in phase retrieval and ptychography. Consequently, P X = AA † is Hermitian-symmetric and hence an orthogonal projection.
Remark 4.8. The upper bounds (34) is consistent with Proposition 2.1 (ii) and the numerical evidence that the DRS iterations tend to wander in a greater range with ρ < 1.
Proof. Since P X is an orthogonal projection, we have
By Proposition 4.5 we then have the estimates
Hence, iterating (36) for ρ ≥ 1 we obtain
and, after passing to the limit, the upper bound (34) .
On the other hand, for ρ < 1,
We can improve (35) slightly by Proposition 4.5.
Corollary 4.9. Suppose P X is an orthogonal projection. For any fixed point u, let x := R X u. Then
unless P X x = x (or equivalently P X u = u), in which case u = x is a regular solution.
On the other hand, for ρ = 1, u = x = b for any fixed point u.
Proof. By (32) and that P X is an orthogonal projection, we have
which implies
Moreover, by (35) , u = x ≤ b /ρ for ρ ∈ (0, 1). Hence (40) can be further strengthened to the statement (37)- (38) .
In Appendix C we give a perturbation analysis for the similar result in the Poisson case with small ρ. 
Stability analysis
When the uniqueness (10) holds, the fixed point set of CDR (ρ = 0) is explicitly given in (11) . For ρ > 0, the fixed point set is much harder to characterize explicitly. Instead, we show that the desirable fixed points (i.e. regular solutions) are automatically distinguished from the other non-solutional fixed points by the stability type.
Roughly speaking, we shall prove that for ρ ≥ 1 all linearly stable fixed points must be regular solutions (Theorem 5.2) and that for ρ ≥ 0 all regular solutions are linearly stable (Theorem 5.3). In other words, for ρ ≥ 1, we need not concern with the problem of stagnation near a fixed point that is not a regular solution (a common problem with AP). Moreover, we know that the regular solutions are strictly attractive under additional mild conditions (Corollary 6.2). On the other hand, the problem of divergence (associated with CDR) when the data constraint is infeasible does not arise for Gaussian-DRS in view of Theorem 4.6.
Proposition 5.1. Let x := R X u and assume |x| > 0. Set
Proof. The key observation is that the derivative of sgn(c) = c/|c| ∈ C, c = 0, is given by
for any a ∈ C where denotes the imaginary part. So we have
which, in terms of η = Ω * v and the notation (41), becomes Ω times J A in (42).
The following result says that for ρ ≥ 1 all the non-solution fixed points are linearly unstable.
Theorem 5.2. Let ρ ≥ 1 and suppose that P X is an orthogonal projection. Let u be a fixed point such that x := R X u has no vanishing components. Suppose (44) implying u = x is a regular solution.
Proof. In view of Proposition 4.5, it suffices to show that P ⊥ X x = 0. We prove the statement by contradiction. Suppose P ⊥ X x = 0. By (32) and the Pythogoras theorem we have
and hence b ≥ x for ρ ≥ 1. Applying Ω * we rewrite (33) as
On the other hand, applyingP X on (46) we havẽ
and hence by (46) 
To this end, it is more convenient to write J A in (42) in terms ξ :=R X η. With a slight abuse of notation we write
where we have used the properties in Proposition 4.1.
Since ξ = η , our goal is to show J A (ξ) > ξ .
First we make an observation that will be useful later. We claim that
where "·" denote the (real) scalar product between two vectors. By (47) ,
and hence by the Pythogoras theorem
which is purely imaginary, and hence
by (49) .
After some tedious but straightforward algebra with (48) and (51), we see that J A (ξ) > ξ is equivalent to the inequality
which by (50) reduces to
To proceed, we note that the assumptionP ⊥ X x = 0 implies |x| = b, x < b and moreover |x|, b are not a multiple of each other. So by the Cauchy-Schwarz inequality we have
and hence the last two terms on the right hand side of (52) have the strict lower bound
where we have used the fact b ≥ x due to ρ ≥ 1.
In view of (54) the right hand side of (52) is strictly greater than
In other words, (52) holds indeed and the proof for J A (ξ) > ξ is complete.
This clearly contradicts the assumption (43). Therefore, P ⊥ X x = 0 and the desired result (44) follows from Propositions 4.4 and 4.5.
The next result says that for any ρ ≥ 0, all regular solutions are stable fixed points. 
for all η ∈ C N and the equality holds in the direction ±ıb (and possibly elsewhere on the unit sphere).
Proof. By Proposition 4.4, x :=R X u = u is a fixed point. By Proposition 4.5,
Rewriting J A (η) in (42) as
and using |x| = b we obtain
where denotes the real part. We now show that J A (η) ≤ η for all η.
To proceed, we shall writeP X = HH * where H is an isometry. This can be done for the matrix C := Ω * A via the QR decomposition. In our setting, the measurement matrix of each diffraction pattern has orthogonal columns and so does the total measurement matrix. Hence the R factor of C is a diagonal matrix with the norms of the columns of C on the diagonal (see Appendix A). For ease of notation, we may assume that Ω * A = H. 2 ) × (N − 2n 2 ) zero block and 2n 2 2 × 2 blocks
2 } where η k ∈ R N are the right singular vectors, corresponding to the singular values λ k , of H.
Moreover, the complete set of singular values satisfy
In view of the block-diagonal nature of HH * , we shall analyze J A (η) in the 2-dim spaces spanned by the orthonormal basis {η k , ıη 2n 2 +1−k } one k at a time.
For any fixed k and η = z 1 η k + iz 2 η 2n 2 +1−k , z 1 , z 2 ∈ C, 15 we obtain
Next we treat (61) as a linear function of (z 1 ), (z 2 ), (z 1 ), (z 2 ) with real coefficients in the basis {η k , ıη 2n 2 +1−k , ıη k , η 2n 2 +1−k } and represent J A by a 4 × 4 matrix which is blockdiagonalized into two 2 × 2 blocks:
with the former of (62) acting on (z 1 ), (z 2 ) and the latter acting on (z 1 ), (z 2 ). In view of their similar structure, it suffices to focus on the former.
The eigenvalues of the first matrix in (62) are
which, with the + sign, equals 1 at k = 2n 2 (recall λ 2n 2 = 0). Next we show that 1 is the largest eigenvalue among all k and ρ ∈ [0, ∞).
Note that (63) is real-valued for any λ k ∈ [0, 1] iff ρ ≥ 1. Hence, for ρ ≥ 1, the maximum eigenvalue is 1 and occurs at k = 2n
2 .
For ρ < 1 and ρ 2 − 4λ 2 k + 4λ 4 k ≥ 0, the maximum value of (63) can be bounded as
Hence the expression (63) achieves the maximum value 1 at k = 2n 2 .
For ρ < 1 and ρ 2 − 4λ 
Spectral gap
In this section, we derive the optimal parameter ρ * that produces the largest spectral gap (λ 2 − λ 1 ) at a regular solution (Corollary 6.2) and show that Gaussian-DRS with ρ = 1 has the same convergence rate at a regular solution as AP which is smaller than CDR (Corollary 6.4).
To derive a positive spectral gap λ 2 < λ 1 = 1, we need some details of the ptychographic set-up (Appendix A).
Let T be the set of all shifts, including (0, 0), involved in the ptychographic measurement. Denote by µ t the t-shifted probe for all t ∈ T and M t the domain of µ t . Let f t the object restricted to M t . For convenience, we assume the periodic boundary condition on the whole object domain M = ∪ t∈T M t when µ t crosses over the boundary of M.
Two blocks M t and M t are said to be connected if the minimum overlap condition
is satisfied. Let G be the undirected graph with the nodes corresponding to {M t : t ∈ T } and the edges between any pair of connected nodes (see Figure 2 ). Now we recall the following spectral gap theorem [9] (Proposition 3.5 and the subsequent remark).
Proposition 6.1. [9] In addition to the above assumptions, suppose supp(f ) is not a subset of a line. Let u (and hence x := R X u) be a regular solution. Let λ 2 be the second largest singular value of H defined in (57). If the graph G is connected, then λ 2 < 1.
Using Proposition 6.1, we can sharpen the result of Theorem 5.3 as follows. , ρ * tends to 1.
Unfortunately, since λ 2 depends on the generalized solution u, it is impossible to calculate λ 2 without knowing u.
Proof. Our discussion splits into several cases. By λ with the spectral gap λ 2 < 1.
which achieves the second largest value
The case of ρ < 1 requires more analysis since the eigenvalue (63) may be real or complex. Analyzing as in (64) and (65) we conclude that the second largest value is 1 2(ρ + 1) ρ + 2λ
and
While the expression in (71) is a decreasing function of ρ and less than λ 2 , (70) is an increasing function of ρ and less than (69) for ρ = 1.
Also, for ρ > 1, the expression (67), as a function of ρ, has the derivative 1 2(ρ + 1) 2 1 − 2λ
and hence achieves the minimum at ρ = 1. In other words, DRS with ρ = 1 converges faster than DRS with ρ > 1.
From the preceding analysis, the second largest singular value achieves the minimum at the crossover value ρ * of the two expression in (70). Substituting ρ * in (70) we arrive at (66).
Although it is not immediately obvious, it can be verified by calculus that (66) is less than λ 2 2 (for ρ = 1).
For comparison with CDR, we note that for ρ = 0 (71) is exactly λ 2 and greater than λ 2 2 in (69) for ρ = 1, which coincides with the convergence rate of Alternating Projections (AP).
Corollary 6.4. For ρ = 1, the local convergence rate is given by λ 2 2 which is smaller than the convergence rate λ 2 for ρ = 0.
This implies that locally Gaussian-DRS with ρ = 1 converges faster than CDR and as fast as AP.
With a positive spectral gap, this largest eigenvalue 1 in Theorem 5.3 corresponds to the global phase factor and Corollary 6.2 can be used to prove local, linear convergence for Gaussian DRS with ρ ≥ 0. The proof is analogous to that given in [8, 9] for CDR (ρ = 0) and omitted here.
Optimal step size
The preceding fixed point analysis provides a guideline for selection of the step size.
First, Theorem 4.6 and Corollary 4.9 suggest that the Gaussian-DRS with ρ ∈ [1, ∞) may be more stable than with ρ ∈ [0, 1). This is further confirmed by Theorem 5.2 which says no fixed points other than the regular solution(s) are locally stable for the range ρ ≥ 1 (It is unclear if this property holds for ρ < 1).
Second, Gaussian-DRS with ρ = 1 produces the optimal convergence rate for the range ρ ≥ 1 (Corollary (6.2) and Remark 6.3) which is smaller than that of CDR (Corollary 6.4) but the same as AP [10] .
Finally, for ρ = 1, the fixed point equation (26) An advantage with randomly phased probes is that b > 0 almost certainly [8] . The absence of degenerate fixed points for ρ = 1 alleviates some of the numerical problems associated with CDR (cf. remarks at the end of Section 2).
In summary, a main implication of the fixed point analysis is the choice ρ = 1, giving rise to the Gaussian DRS-map (19) is exactly P Y with ρ = 1). The contrast between (75) and the CDR map (2) is noteworthy. The simplicity of the form (75) suggests the name Averaged Projection Reflection (APR) algorithm. The corresponding Poisson DRS map Π, however, is not as simple:
Application: blind ptychography
In this section we apply the optimal DRS schemes to the more challenging problem of blind ptychography. In blind ptychography, we do not assume the full knowledge of the probe which is to be recovered simultaneously with the unknown object.
Let ν 0 and g = ∨ t g t be any pair of the probe and the object estimates producing the same ptychography data as µ 0 and f , i.e. the diffraction pattern of ν t g t is identical to that of µ t f t where ν t is the t-shift of ν 0 and g t is the restriction of g to M t . We refer to the pair (ν 0 , g) as a blind-ptychographic solution (in the object domain) and (µ 0 , f ) as the true solution.
We can write the total measurement data as b = |F(µ 0 , f )| where F is the concocted oversampled Fourier transform acting on {µ There are two ambiguities inherent to any blind ptychography.
The first is the affine phase ambiguity. Consider the probe and object estimates
for any a, b ∈ R and w ∈ R 2 . For any t, we have the following calculation
and hence for all n ∈ M t , t ∈ T
Clearly, (79) implies that g and ν 0 produce the same ptychographic data as f and µ 0 since for each t, ν t g t is a constant phase factor times µ t f t where is the entry-wise (Hadamard) product. It is also clear that the above statement holds true regardless of the set T of shifts and the type of probe.
In addition to the affine phase ambiguity (77)-(78), a scaling factor (g = cf, ν 0 = c −1 µ 0 , c > 0) is inherent to any blind ptychography. Note that when the probe is exactly known (i.e. ν 0 = µ 0 ), neither ambiguity can occur.
Besides the inherent ambiguities, blind ptychography imposes extra demands on the scanning scheme. For example, there are many other ambiguities inherent to the regular raster scan:
: k, l ∈ Z} unless the step size τ = 1. Blind ptychography with a raster scan produces τ -periodic ambiguities called the raster scan pathology as well as non-periodic ambiguities associated with block phase drift. The reader to referred to [15] for a complete analysis of ambiguities associated with the raster scan.
A conceptually simple (though not necessarily the most practical) way to remove these ambiguities is introducing small irregular perturbations to the raster scan with τ > m/2, i.e. the overlap ratio greater than 50% (see (86) and (87)). For a thorough analysis of the conditions for blind ptychography, we refer the reader to [15, 16] .
The basic strategy for blind ptychographic reconstruction is to alternately update the object and probe estimates starting from an initial guess as outlined in Algorithm 1 [17, 42, 43] .
Algorithm 1: Alternating minimization (AM)
1: Input: initial probe guess µ 1 and object guess f 1 .
Terminate if |B k µ k+1 | − b stagnates or is less than tolerance; otherwise, go back to step 2 with k → k + 1.
We solve the inner loops (step 2 and 3 in Algorithm 1) and update the object and probe estimates by the DRS methods where A k h := F(µ k , h), ∀h ∈ C n 2 , defines a matrix A k for the k-th probe estimate µ k and B k η := F(η, f k+1 ), ∀η ∈ C m 2 , for the (k + 1)-st image estimate f k+1 . Both A k and B k can be put in the form of ΨD where Ψ is an isometry (concocted oversampled Fourier transforms) and D is a diagonal matrix (including the probe and object estimates, respectively, as well as column normalization).
For ease of reference, we denote Algorithm 1 with Gaussian-DRS and Poisson-DRS by Gaussian DRSAM and Poisson DRSAM, respectively. 8.1. Initialization. For non-convex iterative optimization, a good initial guess or some regularization is usually crucial for convergence [4, 44] . The initialization step is often glossed over in the development of numerical schemes. This is even more so for blind ptychography which is doubly non-convex because, in addition to the phase retrieval step, extracting the probe and the object from their product is also non-convex.
Our initialization method relies on a prior on the probe inspired by the uniqueness theory in [16] .
We say that a probe estimate ν 0 satisfies PPC (standing for the probe phase constraint) if
where δ ∈ (0, 1/2] is the uncertainty parameter.
PPC defines an alternative measure to the standard norm-based metric. Our default case is δ = 0.5 with which PPC (ν 0 µ 0 ) > 0 (where the bar denotes the complex conjugate) has the intuitive meaning that at every pixel ν 0 and µ 0 point to the same half plane in C.
Under PPC, however, the initial probe may be significantly far away from the true probe in norm. Even if |µ 1 (n)| = |µ 0 (n)| = const., the probe guess with uniformly distributed φ in (−π/2, π/2] has the relative error close to
with high probability. We use (80) for selecting and quantifying initialization, instead of the usual 2-norm. The non-blind ptychography gives rise to infinitesimally small δ. In practice, (80) needs only to hold for sufficiently large number of pixels n.
For greater generality, we also want to allow for the unavoidable affine phase ambiguity and the scaling ambiguity. To this end, we consider the following probe initialization denoted by PPC(k, δ)
where φ(n) are independently and uniformly distributed on (−δπ, δπ). In our numerical experiments, PPC(k, 0.5) results in fast geometric convergence for any k. Figure 3 . Two perturbed raster scans
Numerical experiments
In this section, we test the performance of the Gaussian and Poisson DRSAM with ρ = 1. The inner loops of Gaussian DRSAM become
and the inner loops of the Poisson DRSAM become
Here R k = 2P k − I is the reflector corresponding to the projector P k := A k A † k and S k is the reflector corresponding to the projector
9.1. Error metrics. We use relative error (RE) and relative residual (RR) as the merit metrics for the recovered image f k and probe µ k at the k th epoch:
Note that in (84) both the affine phase and the scaling factors are discounted. We do not explore the issue of varying the probe size in the present work, which has been done for CDR in [9] . We fix the probe size to 60 × 60. In addition to the i.i.d. probe, we consider also correlated probe produced by convolving the i.i.d. probe with characteristic function of the set {(k 1 , k 2 ) ∈ Z 2 : max{|k 1 |, |k 2 |} ≤ c · m; c ∈ (0, 1]} where the constant c is a measure of the correlation length in the unit of m = 60 (Fig. 4). 9.4. Test objects. Our first test image is 256-by-256 Cameraman+ i Barbara (CiB). The resulting test object has the phase range π/2. The second test object is randomly-phased phantom (RPP) defined by f * = P e iφ where P is the standard phantom ( Fig. 6(a) ) and {φ(n)} are i.i.d. uniform random variables over [0, 2π] . RPP has the maximal phase range because of its noise-like phase profile. In addition to the huge phase range, RPP has loosely supported parts with respect to the measurement schemes (see below) due to its thick dark margins around the oval. 9.5. Different combinations. First we compare performance of DRSAM with different combinations of objective functions, scanning schemes and random probes in the case of noiseless measurements with the periodic boundary condition. We use the stopping criteria for the inner loops:
with the maximum number of iterations capped at 60. Figure 7 shows geometric decay of RE (84) at various rates r o for the test object CiB. In particular, Fig. 7(a) shows that the full-rank scheme outperforms the rank-one scheme and that Poisson-DRS outperforms (slightly) Gaussian-DRS while Figure 7 The maximum number of epoch in DRSAM is limited to 100. The RR stabilizes usually after 30 epochs. The (blue) reference straight line has slope 1. We see that the Gaussian-DRS outperforms the Poisson-DRS, especially when the Poisson RE becomes unstable for NSR ≥ 35%. As noted in [10, 31, 50] fast convergence (with the Poisson log-likelihood function) may introduce noisy artifacts and reduce reconstruction quality.
For the rest of the experiments, we use noiseless data, Poisson-DRS and the full-rank scheme. 9.7. Boundary conditions. The periodic boundary condition conveniently treats all diffraction patterns and object pixels in the same way by assuming that Z 2 n is a (discrete) torus. The periodic boundary condition generally forces the slope r in the affine phase ambiguity to be integers. In contrast, the non-periodic bright-field boundary conditions assumes nonzero values in M \ Z 2 n .
To show that the affine phase ambiguity is absent under the bright-field boundary condition, we test DRSAM with the initialization PPC(−0.5, 0.5, 1 2 ) and use a more stringent error ) and the boundary value (a) 100 and (b) 255
We also use the less tolerant stopping rule
for the inner loops with the maximum number of iteration capped at 80, the rate of convergence accelerates. Fig. 9 demonstrates the capability of the bright-field boundary condition to eliminate the linear phase ambiguity as the stronger error metric (88) decays geometrically before settling down to the final level of accuracy. The higher boundary value (255 in Fig. 9(a) ) leads to faster convergence than the lower boundary value (100 in Fig. 9(b) ). The final level of accuracy, however, depends on how accurately the inner loops for each epoch are solved. For example, increasing the maximum number of iteration from 80 to 110, significantly enhances the final accuracy of reconstruction (not shown).
The capability of removing the linear phase ambiguity is particularly important for 3D blind tomography as the different linear phase ramps for different projections would collectively create enormous 3D ambiguities that are difficult to make consistent. 9.8. Comparison with rPIE. In this section, we compare the performance of DRSAM in Fig. 9 (a) with that of the regularized PIE (rPIE) [31] , the most up-to-date version of ptychographic iterative engine (PIE).
Instead of using all the 64 diffraction patterns simultaneously to update the object and probe estimates, rPIE uses one diffraction pattern at a time in a random order. As such rPIE is analogous to minibatch gradient descent in machine learning. The potential benefits include efficient memory use and a good speed boost by parallel computing resources. Unfortunately, rPIE often fail to converge in the current setting. ). The salted RRP is created by adding impulse noise to RPP.
To obtain reasonable results, we make two adjustments. First, we reduce the phase range of RPP from (−π, π] to (−π/2, π/2). Second, we use PPC(0, 0, 1 40 ) for the probe initialization.
There are three adjustable parameters in rPIE and we select these values α = 0.95, γ prb = 0.95, γ obj = 0.9 (see [31] for definition). The order of updating small patches is randomly shuffled in each experiment. For each test image, we run 20 independent experiments and present the best run in Fig. 10 .
Conclusion
We have presented phase retrieval algorithms based on Douglas-Rachford Splitting, which are based on the proximal relaxation of the classical Douglas-Rachford algorithm with the relaxation parameter ρ.
We have proved that for ρ ≥ 1 all linearly stable fixed points must be regular solutions (Theorem 5.2) and that for ρ ≥ 0 all regular solutions are linearly stable (Theorem 5.3). In other words, for ρ ≥ 1, we need not concern with the problem of stagnation near a nonsolutional fixed point which is a common problem with alternating projections. We have also proved that the regular solutions are strictly attractive under additional general conditions (Corollary 6.2). On the other hand, the problem of divergence (associated with CDR) when the data constraint is infeasible (inconsistent) does not arise in view of Theorem 4.6.
A main contribution is the selection of an optimal step size (ρ = 1) based on the fixed point and stability analysis and the formation of the simple, efficient algorithm (Gaussian DRS) without any tuning parameter that takes the form of Averaged Projection-Reflection.
When applied to blind ptychography, our algorithms converge geometrically from the PPC initialization informed by uniqueness theory in [16] . 
and the µ-coded diffraction pattern as
where
Here and below the over-line notation means complex conjugacy. In view of (90), we sample the coded diffraction pattern on the grid
We assume randomness in the phases θ of the mask function µ 0 (n) = |µ 0 |(n)e iθ(n) where θ(n) are independent, continuous real-valued random variables over [0, 2π). We also require that |µ 0 |(n) = 0, ∀n ∈ M 0 .
Let F(ν 0 , g) be the bilinear transformation representing the totality of the Fourier (magnitude and phase) data for any probe ν and object g. From F(ν 0 , g) we can define two measurement matrices. First, for a given ν 0 ∈ C m 2 , let A ν be defined via the relation A v g := F(ν 0 , g) for all g ∈ C n 2 ; second, for a given g ∈ C n 2 , let B g be defined via
More specifically, let Φ denote the L-sampled Fourier matrix. The measurement matrix A ν is a concatenation of {Φ diag(ν t ) : t ∈ T } ( Figure (11)(a) ). Likewise, B g is {Φ diag(g t ) : t ∈ T } stacked on top of each other ( Figure (11)(b) ).
The most relevant feature of the measurement matrices to the present work is that both A ν A † ν and B g B † g are orthogonal projections. Figure 11 . (a) A ν is a concatenation of shifted blocks {Φ diag(ν t ) : t ∈ T }; (b) B g is a concatenation of unshifted blocks {Φ diag(g t ) : t ∈ T }. In both cases, each block gives rise to a coded diffraction pattern |Φ(ν
Since Φ has orthogonal columns, both A ν and B g have orthogonal columns. By proper normalization, we can write both A ν and B g in the form ΨD where Ψ is an isometry and D is a diagonal matrix. As a result, both A ν A † ν and B g B † g are Hermitian symmetric and hence define orthogonal projections for any ν and g. For small ρ, by keeping only the terms up to O(ρ) we obtain the perturbed DRS:
where x k = R X u k .
Writing I = P X + P ⊥ X and R X = P X − P ⊥ X , we then have the estimates
since ρ is small. Iterating this bound, we obtain
(1 − ρ 4 ) . By definition, for k = 1, · · · , 2n, 
On the other hand, H ξ k = λ k η k and hence
Now we compute HH * η k as follows.
Notice that
