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Abstract—Coded caching techniques have received significant
attention lately due to their provable gains in reducing the cost
of data delivery in wireless networks. These gains, however, have
only been demonstrated under the assumption of a free placement
phase. This unrealistic assumption poses a significant limitation,
especially in cases where aggressive placement strategies can lead
to a significant transmission cost that may even be higher than
the corresponding cost of the delivery phase. In this paper, we
relax this assumption and propose a general caching framework
that captures the transmission cost of the two phases, and hence,
results in minimizing the overall rate of the caching network.
We model the dynamic nature of the network through a cost
structure that allows for varying the network architecture and
cost per transmission, across the placement and delivery phases.
We start with the scenario where the individual users have no
limit on the available caching memory and characterize the
jointly optimal solution as a function of the different parameters
in our cost structure. Then, we characterize the effect of memory
constraints on the optimal solution in certain special cases.
Interestingly, our results identify regions where the uncoded
caching scheme outperforms its coded counterpart. Further,
coded caching is shown to offer performance gains only when
the network architecture during the placement phase is different
from that during the delivery phase.
I. INTRODUCTION
The exponential growth of demands from throughput hungry
mobile applications, e.g., mobile video streaming, is causing
significant burden on the available wireless infrastructure. This
strain on the network is particularly noticeable during peak
congestion times where it results in serious degradation in the
quality of service offered to end users. Interestingly, several
studies have established that during the off peak times the
network infrastructure is largely underutilized, as the network
is built to handle the peak capacity bandwidth demand [1], [2].
This observation led to the development of various approaches
that aim to balance the traffic across both the peak and off peak
times.
For example, the cognitive radio paradigm attempts to
address this problem by allowing secondary users to access
the wireless spectrum during the times where it is under-
utilized by the primary users, and hence, improving the overall
utilization of the available wireless spectrum [3]–[5]. Another
example corresponds to content caching and Wi-Fi offloading
where certain portions of the requests are rescheduled to
happen during off peak times and/or when the users have
access to Wi-Fi networks [6]–[8]. This approach can be further
improved through the notion of proactive caching where
the predictability of user demands and network congestion
patterns are used to facilitate a better match between supply,
in terms of the available spectrum, and demand in terms of
user requests [9]–[12].
Our work here focuses on the coded caching approach,
which aims to exploit the multi-casting gain to reduce the cost
of data delivery in wireless networks (see e.g., [13]–[15]). In
this paradigm, the communication between the source, i.e.,
Service Provider (SP), and destinations, i.e., end users, is
divided into two distinct phases. In the first, referred to as
placement phase, the SP transmits information to be cached
in the local storage of each end user. This information can
be different across users and, it is important to note that, in
the current literature the communication cost in the placement
phase is assumed to be zero (i.e., free communication). In the
second phase, i.e., delivery, by leveraging the shared nature
of the wireless channel, coded multi-casing is judiciously
applied to minimize the overall cost of delivery (which is
typically modeled as the information theoretic rate needed
to ensure reliable communication). Of particular relevance to
our work is the optimization theoretic framework proposed in
[16], [17]. In the sequel, we will adopt several components
of this approach in our attempt to understand the impact of
the communication cost in the placement phase on the overall
efficiency of wireless caching networks.
As alluded to earlier, existing works on coded caching
for wireless networks have adopted the notion of cost free
communication in the placement phase. This assumption
poses, at least, two serious limitations, namely, 1) It inhibits
our ability to understand the effect of the varying network
architecture and/or cost of transmission, across the placement
and delivery phases, on the design of optimal placement and
delivery strategies. For example, consider the scenario where
the placement phase happens over a Wi-Fi network whereas
the delivery phase happens over a cellular network. It is clear
that the transmission cost structure in the two phases is very
different and it is natural to inquire on whether this difference
will have an impact on the structure of the optimal placement
and delivery strategies, and 2) By focusing on the delivery
phase only, one may reach misleading conclusions on the
overall efficiency of the coded caching approach. To illustrate
this point, consider the extreme scenario where the caching
in the placement phase ends up to be rather aggressive to
the extent that the transmission rate in the so called off peak
period is actually higher than the optimized multi-cast rate in
the delivery phase. Clearly, any conclusions driven from the
multi-cast rate in this case is misleading since the network is
now limited by the rate required in the placement phase.
This paper attempts to address this problem by introducing
a framework for the joint optimization of placement and
delivery strategies under more realistic assumptions on the
cost of communication. Our framework allows for varying
the relative communication cost, between the placement and
delivery phases, in two distinct ways. First, our model includes
a different scaling factor for the cost per transmission in
each phase. Additionally, while we adopt the shared medium
assumption in the delivery phase (corresponding to a single
cell network), we allow for a different network architecture
in the placement phase. More precisely, a single transmission
aimed to be decoded by nr users in the placement phase will
have a cost of nαr , where 0 ≤ α ≤ 1. The special case of
shared medium in the placement phase can be recovered from
this model by setting α = 0, whereas the special case of a
Time Division Multiple Access placement phase corresponds
to α = 1. Practically, our generalized model allows for
capturing a varying network architecture (e.g., Wi-Fi versus
celluar) across the two phases.
We adopt the objective function of minimizing the max-
imum transmission cost across the two phases and use this
framework to extract valuable insights on the structure of
optimal schemes, and to build a more precise characterization
of the relative gains that can be leveraged from coded multi-
cast caching in realistic settings.
The rest of this paper is organized as follows. In Section
II, we layout the system setup and define the characteristics
of its main components. We formulate the caching scheme
and pose our optimization problem in Section III. In Section
IV-A, we a provide a closed form solution with no memory
constraints, while we consider memory constraints and provide
solutions for special cases in Section IV-B. Numerical results
are provided in Section V, and the paper is concluded in
Section VI.
II. SYSTEM MODEL
Throughout this paper, calligraphic letters (e.g, X ) denote
finite alphabet sets, boldface letters (e.g., X) denote vectors
and non-boldface letters (e.g., X) denote scalars. Also, we
denote by N the set of all natural numbers. Moreover, we
denote by |X| the size of vector X .
We consider a service provider (SP) who supplies N ∈ N
equal sized files to K ∈ N users through a shared error-free
link, over two phases namely, the placement phase and the
delivery phase, where K ≤ N . Let N , {1, 2, ..., N} and
K , {1, 2, ...,K} denote the set of file indices and the set
of user indices, respectively. We denote the file with index
n ∈ N by W n, whereas we assume that every user k ∈ K
has an isolated cache memory of M files.
Furthermore, in order to transmit to nr ∈ K users during
the placement phase, the SP incurs a cost cr = ρn
α
r , where
α ∈ [0, 1] and ρ is a linear cost multiplier. When α = 0,
the cost cr is equivalent to the cost of a broadcast channel,
whereas when α = 1, the cost cr is equivalent to the cost of
a time-division multiple access (TDMA) channel. Let Ro and
Rp be the rate of transmission that the SP incurs during the
placement phase and delivery phase, respectively.
In order to minimize the peak time rate, the SP facilitates
caching during the placement phase. In particular, the SP will
transmit Yo over the shared link to all users, and every user
k will store a part Zk in their memories. During the delivery
phase, the SP will receive K requests from the users. We will
focus in this paper on the worst-case scenario, where the SP
will receive K different requests in the delivery phase. Let
Dk denote the index of the file requested by user k during
the delivery phase, and let D = (D1, ..., DK) denote the
sequence of all user requests. Consequently, the SP broadcasts
a multicast message Yp over the shared link, which will be
used for reconstructing the requested message with the aid of
the cached content at each user.
III. PROBLEM FORMULATION
In our formulation, we adopt the caching formulation pro-
posed by [16], which can be generalized as follows:
A. Placement Phase:
The SP partitions each file W n into |P(K)| non-
overlapping subfiles, where P(K) is the powerset of the total
number of users; these subfiles are denoted by W n,S , where
S ∈ P(K). Moreover, the subfiles are classified according to
their types t ∈ {0, 1, 2, ...,K}, where t = |S|. An example of
subfiles for file W n if we have K = 3 would be W n,{1,2}
with type t = 2, and W n,{1,2,3} with type t = 3. The type
will help us to group and label subfiles according to their role.
Fig. 1 demonstrates this classification.
! 1 2 ... {1,2} {2,3} {K-1, K} {1,2,...,K}K
Type 0 Type 1 Type 2 Type K
......
! " # {1,2} {1,2,...,K}!!!!!! #$ Subfiles
Fig. 1: Subfiles are classified according to their types.
After this division, the SP will broadcast in the placement
phase (off-peak time) a concatenated message Y o of all
subfiles of type t > 0 for all files to all users, that is :
Y o =
(
W n,S : n ∈ N , S ∈ P(K)\∅
)
, (1)
where ∅ is the empty set. Upon receiving this broadcast
message, every user k will store subfiles that have its index,
that is
Zk =
(
W n,S : n ∈ N , S ∈ P(K), k ∈ S
)
. (2)
Let xn,S denote the ratio between the number of bits in W n,S
and the number of bits in W n. More precisely, we have:
xn,S =
|W n,S |
|W n|
≤ 1. (3)
Also, let the file partitioning vector parameter be
x =
(
xn,S : n ∈ N , S ∈ P(K)
)
. (4)
Furthermore, following the simplification in [16] under the
worst case scenario, we will have that all subfiles with the
same type t have the same size:
xn,S = xt, ∀n ∈ N\{N}, S ∈ P(K) : |S| = t. (5)
In other words, we will use xt to denote the length of any
subfile of type t for any file n. We note that x should satisfy
the following constraints:
0 ≤ xt ≤ 1, ∀t ∈ {0, 1, ...,K}, (6)
K∑
t=0
atxt = 1, (7)
K∑
t=1
Nt
K
atxt = M, (8)
where at =
(
K
t
)
. Here, (7) represents the file partition
constraint, and (41) ensures that the total size of cached
contents at every user does not exceed the available memory.
We say that x is feasible if it satisfies (6), (7), and (41). The
rate in the placement phase is given by:
Ro(x) = N
K∑
t=1
ctatxt. (9)
B. Delivery Phase:
Upon receiving the user requests D, the SP distinguishes
the needed files and the possible opportunity for simultane-
ously serving multiple requests for global gain using a coded
broadcast message. In particular, for each set S ∈ P(K)\∅,
where |S| = t, every t − 1 users in S share a subfile stored
in their memory, and it is needed by the remaining user in
S. More precisely, for any k ∈ S, the subfile WDk,S\{k}
is missing at the memory of user k, whereas it is present in
the memory of any user in S\{k}. For example, if we have
K = 3 and user k = 1 requests file D1, the subfile WD1,{2,3}
is missing at user k = 1, while it is available at users k = 2, 3.
This transmitted coded multicasting message in the delivery
phase (peak time) can be described as:
Y p =
(
⊕k∈S WDk,S\{k} : S ∈ P(K)\∅
)
, (10)
where ⊕ denotes the bitwise XOR operation. The rate in the
delivery phase is given by:
Rp(x) =
K−1∑
t=0
atbtxt, (11)
where bt =
K−t
t+1
.
C. Optimization Problem:
To avoid minimizing one rate at the cost of the other, the
SP defines its optimization cost function as the maximum rate
across both phases (placement and delivery), that is:
C(x) = max{Ro(x), Rp(x)} (12)
= max
{
N
K∑
t=1
ctatxt,
K−1∑
t=0
atbtxt
}
, (13)
and the SP optimization problem is given by:
minimize
x
C(x) (14)
subject to (6), (7), (41). (15)
IV. RESULTS
We first study the case when the memory constraint in (41)
is relaxed, and focus on the impact of the communication cost
during the placement phase on the optimal scheme.
A. Relaxed Memory Constraint
We have the following characterization of the optimal
scheme with no memory constraints.
Theorem 1. For the worst case scenario with no memory
constraints, the optimal placement phase will only have one
type of subfiles, given by t∗ ∈ {1, ...,K} as follows:
t∗ =


K , if α¯ > K ,
1 , if α¯ < 1,
α¯ , if α¯ ∈ K,
⌊α¯⌋ , if 1 < α¯ < K and α¯ /∈ K and α < γ,
⌈α¯⌉ , if 1 < α¯ < K and α¯ /∈ K and α ≥ γ,
where α¯ =
1− α
α
, γ =
log
(
1− ⌈α¯⌉−2
)
log⌊α¯⌋ − log ⌈α¯⌉
, and ⌈.⌉ and ⌊.⌋
are the ceiling and flooring functions, respectively.
Proof. (Due to the page limitation see A, we only provide
here a sketch of the proof. The full proof is available in
[18]) We first note that the cost function described in (13) is
piecewise linear in any xt, and it follows that the optimization
problem described in (14) and (15) can be converted to a
Linear Programming problem (LP). The solution then exists at
one of the extreme points and can be found using the simplex
method. The optimal type is then give by:
t∗ = argmin
t∈{1,...,K}
tαK
ρNtα +K − bt
. (16)
We now note that when α = 0, the only dependence of the
right hand side of (16) on t is through bt, and the minimum
is obtained at the lowest value bt = 0. We also observe that
bt∗ = 0 corresponds to t
∗ = K , and hence, uncoded caching
is optimal in this case. For 0 < α ≤ 1, following a similar
procedure to the one described above for the case when α = 0,
we obtain that t∗ = α¯ when α¯ ∈ K. When α¯ /∈ K, the optimal
solution is given by the neighboring integer from K the leads
to a smaller cost.
Remarks.
1) The optimality of a single type, which solely depends on
the value of α, implies that the structure of the optimal
placement and delivery schemes depend largely on the
network architecture. This illustrates the simplicity of
the optimal schemes (no need for complicated caching
strategies with multiple types).
2) Interestingly, uncoded caching, which corresponds to
t∗ = K , is optimal only if the cost factor α ≤ 1
1+K
.
For all other values of α, coded caching outperforms
uncoded caching.
3) As α increases, the value of the optimal type of subfiles
decreases. This is expected as increasing α means that the
network architecture during the placement phase makes
caching at more destinations more expensive, and hence,
the optimal structure ends up favoring caching the same
information at a smaller number of users.
4) The cost scaling factor ρ does not affect the structure
of the optimal placement and delivery schemes. It does,
however, impact the achievable minimum cost.
B. With Memory Constraints
In this part, the limited individual memory constraint of (41)
is imposed, which leads to the following result.
Theorem 2. For the worst case scenario with memory con-
straints, if α = 1, the optimal placement phase has only one
type of subfiles corresponding to t∗ = 1. This is the same
as the case without memory constraints (i.e., the memory
constraint is silent). Moreover, when α = 0, the optimal
placement phase can have at most two types of subfiles, namely
t∗1 and t
∗
2, given as follows:
(t∗1, t
∗
2) =


(K,K) , if τ > K ,
(1, 1) , if τ < 1,
(τ, τ) , if τ ∈ K,
(⌊τ⌋, ⌈τ⌉) , if 1 < τ < K and τ /∈ K,
where τ =
N(ρM − 1) +M(K + 1) + λ
2N
, and λ =√
(N −M(K + ρN + 1))2 + 4ρMN2.
Proof. (Sketch) When α = 1, it follows from Theorem 1
that the lowest valued type of subfiles is optimal (t∗ = 1).
Hence, it is clear that the added restriction due to memory
constraints does not affect the optimal type in this case, as it
can only make it decrease. When α = 0, the proof follows the
same footsteps used in the proof Theorem 1 after using the
Lagrange multiplier to include the memory constraint as a soft
constraint, resulting in an LP problem which has a solution at
one of the extreme points. Hence, a single type t ∈ K for
the partition variable is optimal using the Lagrange constraint
when τ ∈ K. By linearity, when τ /∈ K, the optimal solution
is obtained by a convex combination of the two types given
by the surrounding integer values in K to τ , while respecting
the memory constraint.
Corollary 1. For the worst case scenario with memory
constraints, the uncoded caching scheme is optimal if the
following two conditions hold:
1) α ≤ 1
1+K
,
2) M ≥
NK
(ρNKα +K)
.
Proof. (Sketch) It follows from Theorem 1 that with no
memory constraints, Condition 1 implies that t∗ = K . Further,
the size of subfiles with type K will be given by,
xt∗ =
K
(ρNKα +K)
. (17)
Now, Condition 2 implies that the available memory at each
user does not impose a restriction towards reaching the optimal
solution, and hence, the theorem statement follows.
V. NUMERICAL RESULTS
We provide in this section numerical results for a system
consisting of K = 10 users interested in a library of N = 50
files. From the results in Section IV-A, we plot in Fig.
2 the cost C(x) versus the selected type of subfiles for
different values of the cost parameter α (i.e., different network
architectures during the placement phase). Note that the cost
is computed at every value of t, not just integer points, as an
intermediary step towards reaching the results in Theorem 1
included relaxing the type integer constraint to a continuous
variable (see [18] for details).
As expected, we observe that there is always one optimal
type that minimizes the overall cost for each value of α.
Moreover, as α increases, the value of the optimal type of
subfiles decreases. In particular, when α = 0, the cost of
a single transmission during the placement phase does not
depend on the number of destinations, which makes it optimal
to send only subfiles with type t = K (i.e., all users cache
every transmitted bit). Hence, there will be no advantage to
be reaped from coded multi-cast in the delivery phase. In
other words, if the network has the same architecture during
both placement and delivery phases, then uncoded caching is
optimal. On the other hand, in the other extreme scenario of
α = 1, the optimal type during the placement phase is t = 1,
i.e., every user caches a different subfile from all other users.
Fig. 3 shows the value of the optimal caching type for
different values of α and K . We observe that at α > 0.4,
the cost during the placement phase will increase, and having
only type 1 subfiles would minimize the cost for all considered
values of K . Contrary to previous work in the literature, where
1 2 3 4 5 6 7 8 9 10
Type (t)
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
 
C(
x)
 N= 50, K= 10,  = 0.05
 = 0
 = 0.2
 = 0.52
t*= 1 t*= 4
t*= 10
Fig. 2: Effect of the placement phase network architecture on
the optimal caching type.
the placement cost is not taken into account, there is only one
type that needs to be considered in our optimization problem,
which greatly simplifies the design problem.
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Fig. 3: Optimal subfile type as a function of α and K
VI. CONCLUSION
In this work, we introduced a framework for the joint
optimization of placement and delivery in wireless caching
networks. Our framework allows for capturing the different
cost of transmission, across the placement and delivery phases,
along with the possibility of a dynamic network architec-
ture. Within this framework, we characterized the optimal
scheme that minimizes the maximum transmission cost over
the two phases under a worst case assumption. Furthermore,
our analysis yielded a sharp characterization of the optimal
type of caching in the placement phase and the scenarios
where coded multicast outperforms the uncoded counterpart.
Interestingly, we established that coded multicast provided
gains only when the network architecture during the place-
ment phase is different from that during the delivery phase
(i.e., α 6= 0 in our model). Finally, our numerical results
further elucidated the dependencies of the achieved cost on
the different parameters of the system. Our framework opens
the door for further studies on the multi-faceted problem of
wireless caching networks’ design. Our current work aims to
incorporate statistical objective functions (instead of the worst
case cost function), investigate rigorously the impact of other
system constraints (e.g., energy) on the design and analysis
of optimal caching schemes, and relax some of our modeling
assumptions (e.g., the equal file/subfile sizes).
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APPENDIX A
PROOF OF THEOREM 1
min
x
C(x) = min
x
max
{
Ro(x) = N
K∑
t=1
ctatxt, (18)
Rp(x) =
K−1∑
t=0
atbtxt
}
(19)
subject to
K∑
t=0
atxt = 1 (20)
0 ≤ xt (21)
where at =
(
K
t
)
, bt =
K−t
t+1
, and ct = ρt
α. We first note
that the cost function described in (13) is piecewise linear in
any xt, and it follows that the optimization problem described
here can be converted to a Linear Programming problem (LP).
In other words, when we substitute (14) in Rp we have the
following:
Rp = K −
K∑
t=1
at(K − bt)xt
which clearly indicate Rp is a linear decreasing function in
any increasing size of {xt}Kt=1 while Ro is linearly increasing
in any increasing size of the same {xt}Kt=1. Hence, minimizing
the peak time will lead to shift all the load to the off-peak time
(with the absence of the memory constraint) which makes the
minimum of the max function of the two rates will fall in
the intersection between them. In general, the peak time rate
in caching problems decreases depending on how much you
cached at off-peak. Finally we will have:
min
x
C(x) = min
{xt}Kt=1
Ro(x) (22)
subject to Ro(x) = Rp(x) (23)
K∑
t=0
atxt = 1 (24)
0 ≤ xt (25)
From (23) and (24) the feasible region can be found as follows:
Ro(x) =Rp(x) (26)
N
K∑
t=1
ctatxt =
K−1∑
t=0
atbtxt (27)
N
K∑
t=1
ctatxt =Kx0 +
K∑
t=1
atbtxt (28)
N
K∑
t=1
ctatxt =K −K
K∑
t=1
atxt +
K∑
t=1
atbtxt
(29)
K∑
t=1
atxt(Nct +K − bt) =K (30)
then the feasible region is given by the tuple (x1, ...xK) that
satisfy (30). By corner point theorem, there exist a solution as
a linear programming problem at one of the extreme points.
Hence, the solution is one of the xt, that is:
xt =
K
at(Nct +K − bt)
(31)
where t ∈ {1, 2, ...,K} and satisfy (25). Furthermore, we can
compute x0 by apply (31) into (24). Hence, the optimal type
that minimize our cost function is given by:
min
x
Ro(x)
min
x
Natctxt
min
t
Natct
K
at(Nct +K − bt)
min
t
NctK
(Nct +K − bt)
t = argmin
t∈{1,...,K}
NctK
Nct +K − bt
. (32)
A. When α = 0 :
When α = 0 that means all subfiles will have the same cost
across all types. We have:
t = argmin
t∈{1,...,K}
NρK
Nρ+K − bt
= argmax
t∈{1,...,K}
Nρ+K − bt
= argmin
t∈{1,...,K}
bt
and the minimum is obtained at the lowest value bt = 0. We
also observe that bt∗ = 0 corresponds to t
∗ = K , and hence,
uncoded caching is optimal in this case.
B. When 0 < α ≤ 1 :
We have:
t = argmin
t∈{1,...,K}
NctK
Nct +K − bt
= argmin
t∈{1,...,K}
NρK
Nρ+ t−αK − t−αbt
= argmax
t∈{1,...,K}
t−α(K − bt)
= argmax
t∈{1,...,K}
t1−α
(
K + 1
t+ 1
)
= argmax
t∈{1,...,K}
(
t1−α
t+ 1
)
(33)
Define a continues function, h(τ) : [1,K] −→ R. Then let:
h(τ) =
(
τ1−α
τ + 1
)
(34)
∂h
∂τ
=0 (35)
=
(τ + 1)(1− α)τ−α − τ1−α
(τ + 1)2
= 0
(τ + 1)(1− α)τ−α − τ1−α = 0
τ∗ =
1− α
α
(36)
We now proof that mapping τ∗ −→ t∗ preserve the optimality.
We have:
1) when τ∗ ∈ Z: : The solution is unique and t∗ =
1− α
α
.
2) when τ∗ /∈ Z: : We notice the function h(τ) is a mono-
tonic increasing function on the interval (0, τ∗), and it is a
monotonic decreasing function on (τ∗,K]. Hence, τ∗ = ⌊τ∗⌋
if h(⌊τ∗⌋) > h(⌈τ∗⌉) and τ∗ = ⌈τ∗⌉] if h(⌈τ∗⌉) > h(⌊τ∗⌋).
We have ⌊τ⌋ = ⌈τ⌉+1, let h(⌊τ∗⌋) > h(⌈τ∗⌉) then we have:(
⌊τ∗⌋1−α
⌊τ∗⌋+ 1
)
>
(
⌈τ∗⌉1−α
⌈τ∗⌉+ 1
)
(
⌊τ∗⌋
⌊τ∗⌋α(⌊τ∗⌋+ 1)
)
>
(
(⌊τ∗⌋+ 1)
(⌊τ∗⌋+ 1)α(⌊τ∗⌋+ 2)
)
(
⌊τ∗⌋(⌊τ∗⌋+ 2)
(⌊τ∗⌋+ 1)2
)
>
(
⌊τ∗⌋
⌊τ∗⌋+ 1
)α
α <
log
(
1− ⌈τ∗⌉−2
)
log⌊τ∗⌋ − log ⌈τ∗⌉
and also let h(⌈τ∗⌉) > h(⌊τ∗⌋) then we have:(
⌈τ∗⌉1−α
⌈τ∗⌉+ 1
)
>
(
⌊τ∗⌋1−α
⌊τ∗⌋+ 1
)
α >
log
(
1− ⌈τ∗⌉−2
)
log⌊τ∗⌋ − log ⌈τ∗⌉
Finally, the optimal solution is given by the neighboring
integer from K that leads to a smaller cost. Then we have:
α
⌊τ∗⌋
≷
⌈τ∗⌉
log
(
1− ⌈τ∗⌉−2
)
log⌊τ∗⌋ − log ⌈τ∗⌉
(37)
Now, proving that the solution in (37) is unique for all t ∈ K.
Let:
h(⌊τ⌋) =h(⌈τ⌉)(
⌊τ⌋1−α
⌊τ⌋+ 1
)
=
(
⌈τ⌉1−α
⌈τ⌉+ 1
)
⌊τ⌋α + ⌊τ⌋1−α =⌈τ⌉α + ⌈τ⌉1−α
α(log⌊τ⌋ − log⌊τ⌋)+(α− 1)(log⌊τ⌋ − log⌊τ⌋) = 0
(2α− 1)(log⌊τ⌋ − log⌈τ⌉) =0 (38)
equation (38) have two solutions, when α = 0.5 that we
are already know will always result in t = 1. The second
solution is when ⌊τ⌋ = ⌈τ⌉ which is not existed. Therefore,
The solution in (37) is optimal for all t ∈ K
APPENDIX B
PROOF THEOREM 2
min
x
C(x) = min
x
max
{
Ro(x) = N
K∑
t=1
ctatxt,
Rp(x) =
K−1∑
t=0
atbtxt
}
(39)
subject to
K∑
t=0
atxt = 1, (40)
K∑
t=1
Nt
K
atxt = M, (41)
0 ≤ xt (42)
where at =
(
K
t
)
, bt =
K−t
t+1
, and ct = ρt
α and assume M ≤
N .
A. When α = 0 :
The cost function described in (39) is a piecewise linear in
any xt, and it follows that the optimization problem described
here can be converted to a Linear Programming problem
(LP). In contrast to theorem 1, having a memory constrain
at placement time results in two scenarios:
1) When Ro ≤ Rp : For limited memory constraint, there
exist ρ such that Ro ≤ Rp where the optimization problem
can be converted to:
min
x
C(x) = min
{xt}
K−1
t=0
Rp(x) (43)
subject to
K∑
t=1
Nt
K
atxt ≤M, (44)
K∑
t=0
atxt = 1 (45)
0 ≤ xt (46)
In this formulation, Constraints (45) and (46) restrict the
feasible region for xt while constraint (44) is increasing
function with increasing t. However, the objective function is
decreasing with t as it is multiplied with bt =
K−t
t+1
. By corner
point theorem, as a linear programming problem there exist
a solution at one of the extreme points. Hence, the optimal
solution will be to have a higher t but to not violating the
constraint (41). Then, we have:
min
x
C(x) = min
{xt}Kt=1
K − at(K − bt)xt (47)
subject to tatxt ≤
MK
N
, (48)
atxt = 1, (49)
0 ≤ xt (50)
where the constraints result to xt = 1/at and t ≤ MK/N
that will minimize our objective function.
When MK/N ∈ K: Then there is a unique solution for
(47) that is t∗ = MK/N .
When MK/N /∈ K: Then we will have combination of
two types (⌊t⌋, ⌈t⌉) that satisfied these two conditions:
⌊t⌋a⌊t⌋x⌊t⌋ + ⌈t⌉a⌈t⌉x⌈t⌉ = t
∗ (51)
a⌊t⌋x⌊t⌋ + a⌈t⌉x⌈t⌉ = 1 (52)
then the optimal solution is obtained by a convex combination
of the two types given by the surrounding integer values in
K to t∗, while respecting the memory constraint. Finally, let
τ = KM/N then the optimal placement phase can have at
most two types of subfiles, namely t∗1 and t
∗
2, given as follows:
(t∗1, t
∗
2) =


(K,K) , if τ > K ,
(1, 1) , if τ < 1,
(τ, τ) , if τ ∈ K,
(⌊τ⌋, ⌈τ⌉) , if τ /∈ K,
where ρ that will make this solution feasible is given by:
Ro ≤ Rp (53)
Natctxt ≤ K

 1−
M
N
1 +
KM
N

 (54)
Natρ
1
at
≤ K

 1−
M
N
1 +
KM
N

 (55)
ρ ≤
K
N

 1−
M
N
1 +
KM
N

 (56)
ρ ≤
(
K − t∗
N +Nt∗
)
(57)
2) When Ro > Rp : Having a limited time window
where ρ >
K
N
(
1−M/N
1 +KM/N
)
that makes the off-peak time
rate increases over the peak time rate. In this scenario, the
optimization problem can be converted to:
min
x
C(x) = min
{xt}Kt=1
Ro(x) (58)
subject to Ro(x) = Rp(x) (59)
K∑
t=1
Nt
K
atxt ≤M, (60)
K∑
t=0
atxt = 1 (61)
0 ≤ xt (62)
By applying the method of Lagrange multiplier, we assume
that t is a real number and have continuous first partial
derivative. Then, the Lagrange function can be written as:
min
x,λ
L(x, λ) = N
K∑
t=1
ctatxt − λ(
K∑
t=1
Nt
K
atxt −M)
(63)
subject to N
K∑
t=1
ctatxt =
K−1∑
t=0
atbtxt (64)
Now, same as theorem 1 this is a LP problem which has a
solution on one of the extreme points. Solving the constraint
(64) we have:
xt =
K
at(Nct +K − bt)
(65)
hence, a single type (t ∈ R) for partition variable xt is optimal
for (64) constraint. By applying the result to (63) to find the
optimal t for optimal xt is :
minimize
t,λ
L(t, λ) =
NKct
(Nct +K − bt)
− λ(
Nt
(Nct +K − bt)
−M)
(66)
∂L(t, λ)
∂t
= 0 (67)
∂L(t, λ)
∂λ
= 0 (68)
Applying α = 0 in equation (66) then t can be found as:
t =
N(M − ρ) +Mρ(K + 1) + λ
2Nρ
where λ =
√
(N −M(K + ρN + 1))2 + 4ρMN2.
When t ∈ K: The solution is unique and
t∗ =
N(M − ρ) +Mρ(K + 1) + λ
2Nρ
. (69)
When t /∈ K: By equation (64), if t not an integer then
we will have two types (⌊t⌋, ⌈t⌉) that satisfied these two
conditions:
at [Nρ+K − bt]xt + at+1 [Nρ+K − bt+1]xt+1 = K
(70)
at
[
Nt
K
]
xt + at+1
[
N(t+ 1)
K
]
xt+1 = M
(71)
then the optimal solution is obtained by a convex combination
of the two types given by the surrounding integer values in K
to t, while respecting the memory constraint.
B. When α = 1 :
1) When Ro ≤ Rp: Taking theorem 1 under consideration,
let Ro ≤ Rp then the optimization problem will be:
min
x
C(x) = min
{xt}
K−1
t=0
Rp(x) (72)
subject to
K∑
t=1
Nt
K
atxt = M, (73)
K∑
t=0
atxt = 1 (74)
0 ≤ xt (75)
from theorem 1, the optimal caching decision when α = 1
and the memory constraint relaxed is t = 1. for this scenario,
the memory constraint coefficient is increasing with t which
makes the type of caching unchanged with including the
memory constraint. where ρ that will make this solution
feasible is given by:
Ro ≤ Rp (76)
Natctxt ≤ atbtxt where t = 1 (77)
ρ ≤
K − 1
2N
(78)
2) When Ro > Rp : Having a limited time window where
ρ ≤
K − 1
2N
that makes the off-peak time rate increases over
the peak time rate. In this scenario, the optimization problem
can be converted to:
min
x
C(x) = min
{xt}Kt=1
Ro(x) = min
{xt}Kt=1
K∑
t=1
ρtatxt (79)
subject to Ro(x) = Rp(x) (80)
K∑
t=1
Nt
K
atxt = M, (81)
K∑
t=0
atxt = 1 (82)
0 ≤ xt (83)
the objective function coefficient is decreasing with t which
makes the type of caching for this scenario also t = 1.
Moreover, using t = 1 is not violating the constraints (80) and
(81) while lowering the objective function as the coefficient of
the memory constraint also decreasing in t. Finally, (82) and
(83) used to restrict the feasible region for xt.
