Estimation of bone Calcium-to-Phosphorous mass ratio using dual-energy nonlinear polynomial 
Introduction
Since the physical characteristics of bone are affected by numerous factors, such as age, hormones, arthritis, and exercise [1] , a preclinical study with small animals with respect to those various factors would be helpful for understanding bone diseases and for deriving theoretical and computational models of bone [2] . Moreover, longitudinal and histological studies without sacrificing animals are essential [3, 4] . In this regard, the x-ray microtomography (or micro-CT) has been popularly used for small-animal bone studies [5] [6] [7] [8] .
Active multi-layer ("sandwich") detectors, which can be fabricated by stacking two flat-panel detectors (FPDs) back-to-back, have been developed and their potential for "motion-artifact-free" single-shot dual-energy imaging (DEI) has been demonstrated in the material decomposition context. We have earlier shown that one can obtain DEI-based bone and soft-tissue images of a postmortem mouse using the sandwich detector [9, 10] . Additionally, it was observed [10] that the single-shot method using the sandwich detector could produce relatively higher visibility at higher spatial frequencies (e.g., edge regions and bone details) than the conventional dual-shot method (i.e., switching the applied tube voltages [11] ). The physics behind is as follows: subtraction of two images obtained from the front and rear FPDs with phosphors of different thicknesses (hence, the different spatial-resolution properties in the corresponding images) is effectively equivalent to an unsharp masking (see reference [12] for example) in the resulting DE image [13] . Since the dual-shot method uses a single detector for acquiring two images at different x-ray energies [14] , the unsharp masking effect would not be obvious.
Inspired by these, we have incorporated the sandwich detector into a micro-CT system for smallanimal "bone" imaging and have extended the preliminary work [15] to exploring 3D tomography. We have conducted a comparison study of bone-enhanced tomographic images of a postmortem mouse acquired by the sandwich mode and by either the front-only or the rear-only detector mode, respectively. Challenging issues that need to be addressed for the applications of the proposed imaging technique to quantitative imaging are also discussed. Conceptual illustration of the sandwich detector operation. q F (E) and q R (E) are simulated x-ray spectra incident on the front and rear flat-panel detector layers, respectively. In these simulations, only primary x-ray photons are considered. ∆E indicates the spectral separation between q F (E) and q R (E) and is equal to the difference between the mean energies of q F (E) and q R (E).
Methods and materials

Working principle of the sandwich detector
While the front FPD measures relatively low energy, as shown in figure 1 , the rear one measures relatively high energy because of x-ray beam hardening through the front FPD layer. In this work, each FPD layer constituting a sandwich detector employs a combination of a Gd 2 O 2 S:Tb phosphor screen for conversion of x-ray into optical quanta and a photodiode array for detection of them. The same photodiode arrays (RadEye1 TM , Teledyne Rad-icon Imaging Corp., Sunnyvale, US) are used for the front and rear FPDs. The photodiode array has 512 × 1024 pixels with a pixel pitch of 0.048 mm, thus providing an imaging area of ∼ 25 × 50 mm 2 . A thicker phosphor in the rear FPD is preferred to that in the front FPD to achieve high quantum efficiency for the relatively higher-energy x-ray spectrum. The thicknesses (in units of mass loading) of the front and rear phosphors are ∼ 34 mg cm −2 (high resolution) and ∼ 67 mg cm −2 (low resolution) respectively.
In figure 1 , q F (E) is the low-energy x-ray spectrum for a tungsten (W) target, operated at 50 kVp, with a 1-mm thick aluminum (Al) filter calculated by using an open source code available in the public domain [16] . The simulation code reflects the measurement of spectrum at a distance of 1 m at an exposure of 1 mAs. On the other hand, q R (E) represents the high-energy x-ray spectrum attenuated through the front FPD including the ceramic substrate. Although the number of x-ray photons reaching the rear FPD is reduced (consequently, relatively larger quantum noise in the rear FPD compared to the front one [17] ), we can obtain spectral energy separation ∆E between q F (E) and q R (E), which is defined as the difference between the mean energies of q F (E) and q R (E) in this study. ∆E is mainly related to the success of the DE imaging with the sandwich detector. In the simulations, the ratio of numbers of x-ray photons in the rear to front FPDs isq R /q F =∼ 38% with the energy separation ∆E =∼ 3.4 keV.
A filter layer can be placed between the two FPD layers to further enhance ∆E, hence providing a higher contrast performance in the resultant DE images. Use of an intermediate filter can, however, increase image quantum noise due to an additional loss of image quanta at the rear FPD [10, 17] . Therefore, quantum noise in DE images in this work is most sensitive to the quantum noise arising from the high-energy projection [18] . Kim et al. [19] experimentally showed the trade-offs between contrast and quantum noise in the single-shot DE images. All the results that are shown below are obtained using a sandwich detector without an intermediate filter.
Micro-CT system with the sandwich detector
The developed bench-top micro-CT system using the sandwich detector, as shown in figure 2 , is based on the continuous irradiation operation. During continuous x-ray irradiation, the object rotates on its axis (i.e., axis of rotation, AOR) by an amount of prescribed step angle and then the rotation stays until the sandwich detector produces a single pair of projection images simultaneously (i.e., low-and high-energy images from the corresponding front and rear FPDs). Although the maximum frame rate of the sandwich detector is 4.5 frames per second (fps), it is operated at the 0.33 fps in this study. We utilize an electronics module (Shad-O-Snap TM , Teledyne Rad-icon Imaging Corp., Sunnyvale, US) in which two-channel analog signals from the sandwich detector are processed, digitized, and prepared for transmission to a PC. This electronics module offers an Ethernet interface to a host PC.
Both stage motion and data acquisition, as described above, are computer-controlled and they are automatically repeated till a single rotation completes. The distances from the x-ray focal spot to the detector (d SD ) and to the AOR (d SA ) are computer-controlled variables. The traveling ranges of the object jig are 600, 300, and 75 mm along the x, y, and z directions, respectively. The x-ray source (Series 5000 XTF5011, Oxford Instruments, Inc., US) employs a W anode and can operate up to the maximum power of 50 Watts. The x-ray spectra are further tailored by an additional 1-mm thick Al filter placed close to the x-ray beam exit. According to the manufacturer, the nominal focal-spot size is 0.035 mm.
For a small-animal imaging, a postmortem mouse phantom (∼ 40 g) was prepared, as shown in figure 2(d), by replacing blood by paraformaldehyde. Head part of the mouse phantom was scanned at the following imaging conditions: x-ray spectrum at 50 kVp/1 mm Al filter with a beam current of 0.9 mA; and d SA = 550 mm and d SD = 600 mm.
Calibration and image reconstruction
A total of 360 projection pairs were acquired from the sandwich detector for a single circular scan of a mouse phantom. Typical correction procedures for the gain and offset in each FPD [20] , including defective pixels and lines [21] , were applied to all pairs of projection images. Image registration between the two projections obtained at each projection angle was carefully performed by matching the alignment keys, which were small metal-ball bearings located at the four corners of the FPDs, in the projection images. The DE projections were then obtained using weighted logarithmic subtraction of the registered projection sets. For each projection pair, the optimal weighting factor for logarithmic subtraction was determined by iteratively investigating a value that gave the minimum signal difference between the soft tissue to be subtracted and the background [10, 15] .
The well-known FDK algorithm [22] was used for image reconstruction. In a previous study [23] , we investigated the image quality of micro-CT in terms of the noise-equivalent number of quanta (NEQ) with respect to various apodization window functions for reconstruction filters, and we observed that the Hann filter showed the best NEQ performance in terms of amplitude and bandwidth. In this work, the Hann filter with a cutoff frequency corresponding to the Nyquist frequency of pixel pitch of FPD (i.e., ∼ 10.4 mm −1 ) was chosen for image reconstruction.
The bone-enhanced tomographic image can be simply expressed as
where P j denotes the projection data obtained from the jth FPD layer and W is a diagonal matrix consisting of weighting factors determined at each projection angle θ. The operator F DK {· · · } represents the FDK operation. If the weighting factor is independent upon θ, W becomes a scalar w. Using a metal-ball array phantom, in which each metal ball had a diameter of 0.05 mm, and the algorithm reported in Yang et al. [24] , we determined the geometric misalignment parameters of the micro-CT system, such as distances and tilting angles, and we used them for the correction during image reconstruction [25] . All the reconstructed images were calibrated into the Hounsfield units (HU) using separate scan data of water phantom.
The volumetric image was rendered using a 3D viewer (OsiriX Lite Version 7.0.2, Pixmeo Sarl, Geneva, Switzerland). We would like to note that the image reconstruction was carried out with a voxel size of 0.05 mm, whereas the resolution of 3D-rendered images was 0.1 mm for the computational efficiency purpose. Figure 3 compares the projection images obtained from each FPD layer of the sandwich detector and the resultant DE image of a postmortem mouse. The images are displayed with the display level (L) of their mean value (µ) and the display window (W) of two times their standard deviation (σ). The projection from the front FPD is sharper than that from the rear FPD as the front FPD employs a thinner phosphor than the rear FPD. Weighted logarithmic subtraction successfully provides the bone-enhanced image as shown in figure 3(c) .
Results
Cross-sectional images after image reconstruction corresponding to each case are summarized in figure 4 . The characteristics observed from the projection data are well translated into the crosssectional images. The second and third row images in figure 4 Figure 5 shows the 3D-rendered images of the head part of a postmortem mouse and enlarged views for three regions, such as crania, teeth, and forefoot, as designated by the numbered arrows in figure 5(a-1) . The cranial sutures are most apparent in the DE image as shown in figure 5(c-2) . Trabecular bone networks of alveolar bone can be identified only in the DE image as shown in figure 5(c-3) . The details of toe bones in the DE image, as shown in figure 5(c-4) , as well as toe joints are clearly represented.
Discussion
Careful examination of figure 3(b) reveals some line patterns, and these patterns are more apparent from figure 3(c). The patterns correspond to the transmission image of glue stains that are used for bonding the "fragile" CMOS photodiode array to ceramic substrate of the front FPD [10] ; hence they are presented in the rear FPD projection, but not in the front FPD projection. Therefore, the subtraction operation further enhances the glue-stain patterns in the resultant DE image. We have also noted that (not shown here) the patterns are more pronounced when an object is in place for imaging compared to flood-field images without any objects. The gain-offset correction algorithm was not successful to remove those patterns. In the strict sense, the conventional gain-offset correction method is incomplete because the pixel response is dependent on the energy and each pixel response in an image with an object is different with that in only the offset-corrected floodfield image due to the beam-hardening effect [26] and the scattered x-ray photons. Use of a front FPD layer without any non-uniform structures will resolve this issue. Otherwise, more elaborate gain-offset correction method taking into account the beam-hardening and scattered photon effects would be required.
The incomplete gain-offset correction in the projection images can cause an artifact in the reconstructed images; ring artifact for example, as shown in figure 4(b-1) . The ring artifact becomes more pronounced in DE reconstruction images, as shown in figure 4(c-1) . Although not shown in this paper, use of a thin (0.3 mm) copper (Cu) sheet as an intermediate filter layer gave rise to a less residual soft tissues (i.e., larger ∆E) in the reconstructed bone-enhanced images but showed more severe ring artifacts because of larger structure noise in the rear FPD (i.e., smallerq R /q F ) [27] . In this case, the calculation results read as follows:q R /q F =∼ 8% with a 0.3-mm thick Cu filter and ∆E =∼ 7.4 keV. In addition, according to the results of cascaded-systems analysis on the sandwich detector [17] , the contribution of electronic noise variance to the total image noise variance in the rear FPD was increased in proportion to the square of the amount of x-ray photon attenuation through the intermediate filter. The use of intermediate filter layer provides trade-offs between contrast and noise in DE reconstruction. Optimal design or proper selection of phosphor thickness and filter material/thickness remains as our future work for better bone-structure enhancement in DE reconstruction images with less noise.
DE projection images possess a band-pass filter characteristic, unlike the typical low-pass filter characteristic in the conventional images [13] . This is related to the low-contrast performance of DE images for large-area objects and the relatively higher contrast for bone details. Combining the DE images with the images obtained from the front FPD may restore the loss of low-contrast performance of the DE images for large-area objects. Adversely, these edge-enhancement effects of the sandwich detector can create an artifact near edges in the resultant DE images [e.g., black sinks around bone structures as seen in figures 4(c-1), 4(c-2), and 4(c-3)], similar to the halo artifacts in edge-enhanced images using the unsharp masking algorithm [28] . For a more practical use of the micro-CT with the sandwich detector, a smoothing procedure either in projection images or reconstructed images may be required.
The optimal weighting factor was empirically determined at each projection angle and used for subtraction. However, the variability of the weighting factors was negligible across the whole projection angles (∼ 3% relative to the averaged weighting factor). In the present work, the boneenhanced tomographic image was obtained by reconstructing weighted-subtraction sinograms. Alternatively, the bone-enhanced images may also be obtained by subtraction of two tomographic images reconstructed with projections separately obtained from the front and rear FPDs.
Radiation dose to mouse is a limiting factor for longitudinal study. In a similar way to a previous study [23] , rough estimation of the x-ray dose to mouse in this study is given as follows. The air kerma rate measured at the AOR using a calibrated ion chamber (Piranha R&F/M 605, RTI Electronics AB, Sweden) was 0.2 mGy s −1 . The total air kerma was 216 mGy for a complete CT scan accounting for the detector readout time of 3 s for each projection pair. From the tabulated dose coefficients [29] , we obtained a conversion factor describing the mean dose mouse per unit kerma of 0.591 for the imaging conditions used in this work (beam energy = 50 kVp, filtration = 1 mm Al, mouse diameter = 30 mm). Therefore, we estimated the dose to be 0.128 Gy. Carlson et al. reported that CT dose to mice ranged from 0.014 Gy to 0.226 Gy [30] . We also note that the mouse can recover if a daily exposure is less than 0.5 Gy [31] . A step-and-shoot motion, instead of the continuous irradiation motion, will reduce the mouse dose. Optimal design of a sandwich detector with a smaller readout time in terms of contrast and noise will allow of a further dose reduction.
The framework of logarithmic subtraction-based DE imaging uses approximate linear estimators on tissue thicknesses (or densities) forming a subject [32] . On the other hand, CT provides linear attenuation coefficients in the reconstructed images. Therefore, those linear estimators may not represent the same HU values as the conventional CT, but they provide thickness distributions in the images.
More quantitative analysis on the spatial resolution and the image noise in comparison with the conventional micro-CT would be desirable. As image quality metrics for comparisons, modulationtransfer function (MTF), Wiener noise-power spectrum (NPS), and NEQ would be good candidates and those comparative investigations will be our future study. Nevertheless, the results obtained in this work provide a new insight to research communities seeking a tool for high-resolution bone-only imaging.
Conclusion
Bone-enhanced tomographic images have been obtained using dual-energy sandwich detectors for a postmortem mouse, and they outperform the tomographic images obtained from the conventional detectors (i.e., the front and rear flat-panel detectors constituting the sandwich detectors) in terms of visualizing bone details. For a single x-ray exposure, the back-to-back detector layers with different thicknesses of the phosphors acquire x-ray projections having different x-ray energy spectrum and spatial resolution characteristics. Different energy measurements make bone-selective imaging possible and different spatial resolution characteristics enhance bone details in the dual-energy reconstruction. This study shows a potential of microtomography with a sandwich detector for high-resolution bone-selective imaging without post-processing segmentation procedures.
