Introduction
Mean eld (MF) methods provide tractable approximations for the computation of high dimensional sums and integrals in probabilistic models. By neglecting certain dependencies between random variables, a closed set of equations for the expected values of these variables is derived which often can be solved in a time that only grows polynomially in the number of variables. The method has its origin in Statistical Physics where the thermal uctuations of particles are governed by high dimensional probability distributions.
In the eld of probabilistic modeling, the MF approximation is often identi ed as a special kind of the variational approach in which the true intractable distribution is approximated by an optimal factorized one. On the other hand, a variety of other approximations with a "mean eld" avor are known in the Statistical Physics community. However, compared to the variational approach the derivation of these other techniques seem to be less "clean". For instance, the " eld theoretic" MF approaches may lack a clearcut probabilistic interpretation because of the occurrence of auxiliary variables, integrated in the complex plane. Hence, one is often unable to turn such a method into an exact bound. Nevertheless, as the di erent contributions to this book show, the power of non-variational MF techniques should not be ignored.
This chapter does not aim at presenting any new results but rather tries to give a basic and brief introduction to three di erent MF approaches which will be discussed on a more advanced level in other chapters of this book. These are the Variational, the Field Theoretic and the TAP approaches. Throughout the chapter, we will explain the application of these methods for the case of an Ising model (also known as a Boltzmann machine in the eld of Neural Computation).
Our review of MF techniques is far from being exhaustive and we expect that other methods may play an important role in the future. Readers who want to learn more about Statistical Physics techniques 3 and the MF method may consult existing textbooks e.g. (16; 19; 33) . A more thorough explanation of the variational method and its applications will be given in the chapters (5; 7; 9) of this book. A somewhat complementary review of advanced MF techniques is presented in the next chapter (32) .
The Variational Mean Field Method
Perhaps the best known derivation of mean eld equations outside the Statistical Physics community is the one given by the Variational Method. This method approximates an intractable distribution P(S) of a vector S = (S 1 ; : : : ; S N ) of random variables by Q(S) which belongs to a family M of tractable distributions. The distribution Q is chosen such that it minimizes a certain distance measure D(Q; P) within the family M.
To enable tractable computations, D(Q; P) is chosen as the relative entropy, or Kullback-Leibler divergence
where the bracket h: : :i Q denotes an expectation with respect to Q. Since KL(QjjP) is not symmetric in P and Q, one might wonder if KL(PjjQ)
would be a better choice (this question is discussed in the two chapters of (28; 1)). The main reason for choosing (1) is the fact that it requires only computations of expectations with respect to the tractable distribution Q instead of the intractable P. We will specialize on the class of distribution P that are given by P(S) = e ?H S] Z ; (2) where S = (S 
where
is the entropy of the distribution Q (not to be confused with the random variable S) and
is called the variational energy. The mean eld approximation is obtained by taking the approximating family M to be all product distributions, i.e.
Q(S)
For S i 2 f?1; +1g, the most general form of the Q j 's is obviously of the 
Although the partition function Z cannot be computed e ciently, it will not be needed because it does not depend on Q. Hence, all we have to 5 do is to minimize the variational free energy
Di erentiating (12) 
The intractable task of computing exact averages over P has been replaced by the problem of solving the set (13) of nonlinear equations, which often be done in a time that grows only polynomially with N.
Note, that there might be many solutions to (13) and some of them may not even be local minima of (12) 
Unfortunately both sides of (15) are formulated in terms of expectations (we have omitted the subscript) with respect to the di cult P. While in (15) the expectation is outside the nonlinear tanh function, the approximate (13) has the expectation inside the tanh. Hence, the MF approximation replaces the uctuating " eld" h i = P j J ij S j by (an approximation) to its mean eld. Hence, estimating the variance of h i may give us an idea of how good the approximation is. We will come (16) with respect to j , we obtain the linear response relation @hS i i @ j = hS i S j i ? hS i ihS j i : (17) (17) holds only for expectations with respect to the true P but not for the approximating Q. Hoping that the MF method gives us a reasonable approximation for hS i i, we can compute the MF approximation to the left hand side of (17) and get a nontrivial approximation to the right hand side. This approximation has been applied to Boltzmann machines learning (11) and independent component analysis (8).
The Field Theoretic Approach
Another way of obtaining a mean eld theory is motivated by the idea that we often have better approximations to the performance of integrals than to the calculation of discrete sums. If we can replace the expectations over the random variables S i by integrations over auxiliary " eld variables", we can approximate the integrals using the Laplace or saddle-point methods.
As an example, we consider a simple Gaussian transformation of (2) . To avoid complex representations we assume that the matrix J is (20) where
Hence, we have transformed a high-dimensional sum into a high dimensional non-Gaussian integral. Hoping, that the major contribution to the integral comes from values of the function close to its maximum, we replace the integral (20) by Z e (x 0 ) ; (22) where x 0 = arg max (x). This is termed the Laplace approximation. Setting the gradient r x (x) equal to zero, we get the set of equations X j (J ?1 ) ij x 0 j = tanh(x 0 i + i ) : (23) A comparison of (23) with (13) shows that by identifying the auxiliary variables x 0 i with the mean elds via x 0 i X j J ij m j ; (24) we recover the same mean eld equations as before. This is easily understood from the fact that we have replaced the integration variables 
(written in a slightly di erent form) that we have used in the variational approach.
Hence, it seems we have not gained anything new. One might even argue that we have lost something in this derivation, the bound on the free energy ? ln Z. It is not clear how this could be proved easily within the Laplace approximation. However, we would like to argue that when interactions between random variables are more complicated than in the simple quadratic model (7), the eld-theoretic approach decouples the original sums in a very simple and elegant way for which there may not be an equivalent expression in the variational method. This can often be achieved by using a Dirac -function representation which is given by 
Since the functions in (28) are no longer positive (in fact, not even real), the search for a maximum in must be replaced by the Saddlepoint method where (after a deformation of the path of integration in the the complex plane), one looks for values of h andĥ for which the corresponding exponent is stationary. In general, the eld theoretic MF approach does not have an equivalent variational formulation (in fact, depending on the way the auxiliary elds are chosen, we may get di erent MF formulations). Hence, it is 9 unclear if the approximation to Z will lead to a bound for the free energy. While there is no general answer so far, an example given in one of the chapters of this book (22) indicates that in some cases this may still be true.
A further important feature of the saddle-point approximation is the fact that it can be systematically improved by expanding around the stationary value. The inclusion of the quadratic terms may already give a dramatic improvement. Applications of these ideas to graphical models can be found in this book (22; 2).
When does MFT become exact?
We have seen from the Callen equation (15) that the simple MF approximation neglects the uctuations of the elds h i = X j J ij S j ; (29) which are sums of random variables. In the interesting case where N, the total number of variables S j is large one might hope that uctuations could be small assuming that the S j are weakly dependent. We will compute crude estimates of these uctuations for two extreme cases. In practical applications of MF methods, the couplings J ij are usually related to some observed data and will not be constant but may rather show a strong variability. Hence, it is interesting to study the Case II:
The J ij 's are assumed to be independent random variables (for i < j) with zero mean. Setting i = 0 for simplicity, we are now adding up N terms in (29) As will be shown in the next section, the failure of the "naive" mean eld theory (13) in case II can be cured by a adding a suitable correction. This leads us to the TAP mean eld theory which is still a closed set of equations for the expectations hS i i. Under some conditions on the variance of the J ij 's it is believed that these mean eld equations are exact for Case II in the limit N ! 1 with probability 1 with respect to a random drawing of the J ij 's.
In fact, it should be possible to construct an exact mean eld theory for any model where the J ij 's are of "in nite range". The phrase in nite range is best understood if we assume for a moment that the spins S i are located at sites i on a nite dimensional lattice. If the J ij 's do not decay to zero when the distance jji ? jjj is large, we speak of an in nite range model. In such cases, the "neighbors" S j of S i which contribute dominantly to the eld h i (29) of a spin S i are not clustered in a small neighborhood of site i but are rather distributed all over the system.
In such a case, we can expect that dependencies are weak enough to be treated well in a mean eld approximation. Especially, when the connections J ij between two arbitrary spins S i and S j are completely random (this includes sparse as well as extensive connectivities), the model is trivially of in nite range. 11 
TAP equations I : The cavity approach
The TAP mean eld equations are named after D.J. Thouless, P.W. Anderson and R.G. Palmer (29) who derived a MF theory for the Sherrington-Kirkpatrick (SK) model (26) . The SK model is of the type (3) where the couplings J ij are independent Gaussian random variables for i < j with variance J 0 =N. For simplicity, we set the mean equal to zero. We will give two derivations in this chapter. A further derivation and generalizations is presented in another chapter of this book (10) .
Perhaps the most intuitive one is the cavity method introduced by Parisi and M ezard (16) . It is closely related to the Bethe approximation (3) which is an exact mean eld theory on a tree.
Our goal is to derive an approximation for the marginal distribution P i (S i ) for each spin variable. We begin with the exact representation
X SnSi e Si( P j JijSj+ i) P(SnS i ) : (31) P(SnS i ) equals the joint distribution of the N ? 1 spins SnS i for an auxiliary system, where S i has been removed (by setting the J ij 's equal to zero for all j 6 = i). If the graph of nonzero J ij 's would be a tree, i.e., if it would contain no loops, the S j 's would be fully independent after being disconnected from S i . In this case, the joint distribution P(SnS i ) would factorize into a product of individual marginals P jni (S j 
Within the tree assumption one could proceed further (in order to close the system of equations) by applying the same procedure to each of the auxiliary marginals P jni (S j ) and expressing them in terms of their neighbors (excluding S i ). This would lead us directly to the Beliefpropagation (BP) algorithm (21) for recursively computing a set of "messages" de ned by m ji (S i ) = X Sj e SiJijSj P jni (S j ) : (33) This approach as well as its applications will be presented in more detail 12 in other chapters (4; 30; 25; 32) . The route from the BP method to the TAP equations is presented in (13) . We will follow a di erent route which leads to considerable simplications by utilizing the fact that the SK model is fully connected. Going back to the formulation (31), we see that the only dependence between S i and the other variables S j is through the eld h i = P j J ij S j . Hence, it is possible to rewrite the marginal distribution (32) (39) In order to close the system of equations we have to express the cavity 1 the name is is derived from the physical context, where h i is the magnetic eld at the cavity which is left when spin i is removed from the system. 2 The cavity method for a model with nite connectivity is discussed in (15). only when computing the distribution of the cavity eld h i , i.e., for the case when S i is disconnected from the system. The Onsager term is the di erence between hh i i and the cavity expectation hh i i ni (compare (38) 14 and (39)) and takes into account the reaction of the neighbors S j due to the correlations created by the presence of S i .
A full discussion about why and when (44) yields an exact mean eld theory for the SK model is subtle and goes beyond the scope of this chapter. Interested readers are referred to (16) . We can only brie y touch the problems. The main property in deriving the TAP equations is the assumption of weak correlations expressed as 45) is no longer valid for a full average but for local averages within a single mode. Numerical solutions to the TAP equations turn out to be extremely di cult in this region (17) and not all of them can be accepted because they violate the positive de niteness of the covariance matrix hS i S j i?hS i ihS j i. For a setup of the cavity approach in this complex region see chapter V of (16) and in this volume (31) which also discusses its application to stochastic dynamics.
Finally, we want to mention the work of M. Talagrand (see e.g. (27) ) who is developing a rigorous mathematical basis for the cavity method. 
with G n = @ n @ n G(m) =0 . The computation of the G n is a bit tricky because one also has to expand the Lagrange parameters h i which maximize (51) in powers of . However, the rst two terms are simple.
To zeroth order we obtain m i = tanh(h 0 i ) and 
A comparison of the rst two terms with (12) , (10) and (11) 
Minimizing (52) with respect to m for = 1 and keeping only terms up to second order, yields the TAP expansion (44) 3 . Plefka's method allows us to recover the TAP equations from a systematic expansion, which in principle allows for improvements by adding higher order terms. Corrections of this type can be found in other chapters in this book (32; 28) . Moreover, the approximate computation of G(m) can be used to get an approximation for the free energy ? ln Z = F P] = min m G(m) as well.
For the SK model, Plefka (23) shows that all terms beyond second order in the expansion (52) can be neglected with probability 1 (with respect to random drawings of the J ij 's) for N ! 1 as long as we are not in the complex (spin glass) phase of the model. 17 
TAP equations III: Beyond the SK model
The TAP approach is special among the other mean eld methods in the sense that one has to make probabilistic assumptions on the couplings J ij in (3) in order to derive the correct MF equations. This causes extra problems because the magnitude of the Onsager correction term will depend on the distribution of J ij 's. E.g., both the SK model and the Hop eld model (6) belong to the same class of models (3) but are de ned by di erent probability distributions for the couplings J ij .
The weak correlations that are present between the couplings in the Hop eld model prevent us from using the same arguments that has led us to (43). In fact, the derivation presented in the chapter XIII of (16) leads to a di erent result. A similar e ect can be observed in the Plefka expansion (52). If the couplings are not simple i.i.d. random variables, the expansion can not be truncated after the second order term. An identi cation of terms which survive in the limit N ! 1 is necessary (20) .
Is there a general way of deriving the correct TAP equations for the di erent distributions of couplings? The chapters (13) and (18) present di erent approaches to this problem. The rst one is based on identifying new auxiliary variables and couplings between them for which independence is still valid. This leads to TAP like equations which are valid even for a sparse connectivity of couplings. However, the explicit knowledge of the underlying distribution of couplings is required. The second approach motivated by earlier work of (20) develops an adaptive TAP method which does not make explicit assumptions about the distribution. It is however restricted to extensive connectivities.
Outlook
We have discussed di erent types of mean eld methods in this chapter. Although we were able to show that in certain limits these approximations become exact, we can not give a general answer to the question how well they will perform on arbitrary real data problems. The situation is perhaps simpler in statistical physics, where there is often more detailed knowledge about the properties of a physical system which helps to motivate a certain approximation scheme. Hence a critical reader may argue that, especially in cases where MF approaches do not lead to a bound, these approximations are somewhat uncontrolled and can not be trusted. We believe that the situation is less pessimistic. We have seen in this chapter that the MF equations often appear as low order terms in systematic perturbation expansions. Hence, a computation of higher order terms can be useful to check the accuracy of the approximation and may possibly also give error bars on the predictions. We hope that further work in this direction will provide us with approximation methods for complex probabilistic models which are both e cient as well as reliable.
