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The dynamical behaviour of many-body systems is often richer than what can be anticipated from
their static properties1–15. Here we show that in closed quantum systems this becomes evident by
considering time-integrated observables as order parameters. In particular, the analytic properties of
their generating functions, as estimated by full-counting statistics16–19, allow to identify dynamical
phases, i.e. phases with specific fluctuation properties of time-integrated observables, and to locate
the transitions between these phases. We discuss in detail the case of the quantum Ising chain in a
transverse field2. We show that this model displays a continuum of quantum dynamical transitions,
of which the static transition is just an end point. These singularities are not a consequence of
particular choices of initial conditions or other external non-equilibrium protocols such as quenches
in coupling constants6–8. They can be probed generically through quantum jump20,21 statistics of
an associated open problem, and for the case of the quantum Ising chain we outline a possible
experimental realisation of this scheme by digital quantum simulation with cold ions22,23.
In order to identify and classify phase transitions in a
many-body system it is necessary to determine the ap-
propriate order parameters, i.e. system extensive observ-
ables which allow to distinguish between phases, and the
corresponding conjugate fields which can drive the sys-
tem across the transition1,2. In the case of dynamical
phase transitions it is often assumed3–5 that it suffices to
study properties of the steady state and that stationary
observables can function as faithful witnesses of drastic
changes in the dynamics. While it is certainly true that
if one drives a system across a static phase transition it
is likely that dynamics will undergo a transition at the
same point5–7 the converse may not be true in general,
as dynamical transitions can also occur away from static
ones9–13.
In many-body systems, therefore, dynamics cannot al-
ways be inferred from statics. To uncover the full range
of dynamical phase behaviour it is necessary to consider
strictly dynamical observables. In the case of both classi-
cal and open quantum systems, thermodynamic or static
transitions relate to singular changes in ensembles of
configurations or states1,2, while dynamical ones relate
to singular changes in ensembles of trajectories18,24. In
classical systems these trajectories are histories of time
evolution in configuration space25; for open quantum
systems they correspond to the time record of quanta
emitted by the system into the bath12,20,21. Appropri-
ate order parameters are time-integrated observables as
they capture the dynamical fluctuations in these trajec-
tories which give rise to dynamical transitions. Dynam-
ics can then be studied by considering the full counting
statistics12,16–19,24 of such time-integrated observables.
In the long-time limit this FCS approach, supplemented
with large-deviation methods26, yields quantities akin to
free-energies for ensembles of trajectories, whose analytic
properties in terms of “counting” fields (the fields mathe-
matically conjugate to dynamical observables) reveal dy-
namical phase structure and transitions11,12,18,24.
In the real time dynamics of closed quantum systems
we do not have a similar concept of observable trajec-
tories. Nevertheless, we show here it is possible to pur-
sue a strategy analogous to that of open problems by
studying the properties of generating functions of mo-
ments or cumulants of time-integrated quantities, objects
which are well defined in closed quantum systems. Sin-
gularities of these generating functions in the long-time
limit locate quantum dynamical phase transitions. Fur-
thermore, these can occur for values of static parameters
away from those of static transitions. As a consequence,
even far from static transitions, fluctuations associated
to dynamic singularities will become manifest in time-
correlation functions and therefore directly influence the
observed dynamics.
Consider a closed quantum system with (time-
independent) Hamiltonian Hˆ. A generic dynamical order
parameter is given by the time-integrated observable,
Kˆt ≡
∫ t
0
dt′kˆ(t′), (1)
where kˆ(t) = U†t kˆUt is an operator in the Heisenberg pic-
ture, Ut ≡ e−itHˆ the evolution operator (we set ~ = 1),
and kˆ† = kˆ. Dynamical fluctuations are captured by the
expectation value of Kˆt and its higher order cumulants.
To obtain these we define the moment generating func-
tion (MGF) of Kˆt:
Zt(s) ≡ 〈T †t (s)Tt(s)〉, (2)
where the modified evolution operator is defined as
Tt(s) ≡ e−itHˆs , Hˆs ≡ Hˆ − is
2
kˆ (3)
It is easy to see from these definitions that indeed Zt(s)
generates the moments of Kˆt through its derivatives,
〈Knt 〉 = (−)n∂sZt(s)|s→0, while the logarithm of the
MGF, Θt(s) ≡ logZt(s), is the cumulant generating func-
tion (CGF). The expectation value denoted by 〈·〉 could
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2be over either a pure state or a mixed state. If a sys-
tem has dynamical phase transitions they become man-
ifest in singularities of these generating functions. The
definitions (2)-(3) are a form of full counting statistics
(FCS)16,17,19 for Kˆt. In contrast to the standard FCS ap-
proach we consider s real. This makes Hˆs non-Hermitian
and Tt(s) non-unitary, which in turn implies that
θ(s) ≡ lim
t→∞
1
t
Θt(s) (4)
is well defined. This amounts to extending the trajectory
method of Refs.12,18,24 (sometimes called “s-ensemble”11)
to closed quantum systems. In open systems20,21, θ(s)
corresponds to the large-deviation26 rate function of the
MGF, that is, Zopent (s) ≈ etθ(s) for t large, and there-
fore plays the role of a free-energy for ensembles of
trajectories12,24. In closed quantum systems such prob-
abilistic interpretation not always possible27. But just
like in open problems, θ(s) determines the dynamical
phase structure, and specifically its singularities as a
function of s locate quantum dynamical phase transi-
tions where the cumulants of Kˆt change in a singular
way. The function θ(s) is the key quantity to compute in
this approach. We now illustrate these ideas by study-
ing dynamical transitions in time-integrated observables
of the one-dimensional quantum Ising model, and show
how such transitions can be probed through quantum
jump statistics of an associated open problem.
The quantum Ising model in a transverse field in one
dimension has a Hamiltonian2,
Hˆ(λ) = −
N∑
i=1
σzi σ
z
i+1 − λ
N∑
i=1
σxi . (5)
We assume periodic boundary conditions, and define en-
ergy in units of the exchange interaction between spins.
This is the prototypical model for a system displaying a
quantum phase transition2, which occurs in the limit of
N → ∞ at |λc| = 1, from a disordered state for |λ| > 1
to an ordered state for |λ| < 1.
We choose as a time-integrated observable, Eq. (1),
the time-integral of the transverse magnetisation, kˆ =∑N
i σ
x
i , and we study for convenience the case when
the system is in its ground state |0〉. The MGF
of Eq. (2) is Zt(s) = 〈0|T †t (s)Tt(s)|0〉, where the
non-Hermitian Hamiltonian (3) is given by Hˆs(λ) =
Hˆ(λ + is/2). Thus defined, Zt(s) can be calcu-
lated exactly using standard free-fermion techniques2
(see Methods). The eigenvalues of Hˆs are complex,
k(s) = 2
√
(λ− cos k + is/2)2 + sin2 k, which guaran-
tees the time-convergence in Eq. (4). From their imagi-
nary parts we get θ(s) = 2
∑
k>0 |Im k(s)|. In the large
size limit the corresponding per-spin function, θ˜(s) ≡
FIG. 1. Phase transitions in time-integrated observ-
ables of the quantum Ising model. a, Dynamical phase
diagram: the dynamically disordered and dynamically or-
dered phases are separated by a curve of second-order transi-
tions corresponding to the singularities of of θ˜(s) on the semi-
circle ∂D; the black circles on the λ axis indicate the location
of static transitions; the regions I,II,III are defined by the
structure of the state |s〉 (see main text and Methods); yellow
dashed lines indicate the cuts plotted in the next two panels.
b, Dependence on s for fixed λ of the average time-integrated
transverse magnetisation κs (green) and its dynamic suscep-
tibility χs (black) which diverges as the phase boundary is
approached from inside D; also shown is the s-biased static
magnetisation mxs (green) which is directly related to θ˜(s),
see main text. c, The same as in (b) but as a function of λ
for fixed s.
limN→∞N−1θ(s), becomes,
θ˜(s) =

8
piIm
[
(1 + λs) E
(
2
√
λs
1+λs
)]
, (λ, s) /∈ D
8
piIm
{
(1 + λs)
[
E
(
2
√
λs
1+λs
)
− 2E
(
pi−kλ
2 ,
2
√
λs
1+λs
)]}
, (λ, s) ∈ D
where E(x) and E(ϕ, x) are the complete and incomplete
elliptic integrals of the second kind, λs ≡ λ + is/2, and
kλ = cos
−1 λ. The region D in the (λ, s) plane is that in-
terior to ∂D = {(λ, s) : λ2 + (s/2)2 = 1}. The expression
above is for s > 0 as θ˜(s) = θ˜(−s).
The function θ˜(s) encodes properties of the long-time
behaviour of the MGF Zt(s) and through it that of the
cumulants of the time-integrated observable Kˆt. Specif-
ically, its analytic properties, which are given by the re-
sponse of the spectrum of Hˆ to the deformation of Eq.
(3), determine the possible dynamical regimes, or dynam-
ical phases, of the system. The corresponding phase di-
agram is shown in Fig. 1(a). For each value of λ there
are two dynamical phases separated by a phase transi-
tion at sc(λ) ≡ 2 sin kλ. The transition is second order
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FIG. 2. Dynamical transitions of the closed Ising model from auxiliary open model via digital simulation with
cold ions. a, World lines of 7 ions simulating a 6-spin Ising ring with dissipation. Shown are the gate operations which
evolve the system over a single time step. Single-ion operations (blue squares) corresponding to interaction with the transverse
field and two-ion operations (orange squares) simulating the exchange interaction determine the coherent evolution. Two-ion
gates with an ancilla ion (green squares) simulate the dissipative dynamics. Measurement of the ancilla ion (red diamonds)
determines whether a quantum jump occurs (see Methods). b, Theory and numerical simulation of P0(t) for a 6-spin Ising
ring in its ground state with λ = cos(5pi/6) for (dimensionless) time steps of length 0.1 and 0.01 (labelled). The equivalent
simulations with spins initialised in the state |−〉 are shown with the label (*). c, Simulations of P0 as a function of λ and s/2 for
4, 6 and 8 ions at t = 5, 5 and 8 respectively. Green overlays show the unit circle with special positions (s/2, λ) = (sin k, cos k)
(see main text).
at all points on the curve sc(λ). The expected value
of the time-integrated observable Kˆt (per unit time),
κs ≡ −θ˜′(s), is the order parameter of the dynami-
cal phases. It is continuous at sc(λ), while its corre-
sponding susceptibility, χs ≡ θ˜′′(s), diverges when sc(λ)
is approached from inside D; see Figs. 1(b,c). This is
a square root singularity, χs ∝ |s − sc(λ)|−1/2, except
at (λ, s) = (±1, 0) where it is logarithmic. This lat-
ter critical behaviour is the same of the static transverse
susceptibilty2: the static phase transitions are the end-
points of the dynamical singularites.
The nature of the dynamical phases can be understood
from the state |s〉 ≡ limt→∞ Tt(s)|i〉. For the case we are
considering the initial state is the ground state, |i〉 = |0〉,
but in the long-time limit |s〉 does not depend, up to
a normalisation, on this initial condition (see Methods).
Similarly, we define the s-biased expectation values of
observables by 〈Oˆ〉s ≡ limt→∞ Z−1t (s)〈0|T †t (s)OˆTt(s)|0〉.
From Eqs. (1)-(3) it is easy to see that this expectation
value taken for the operator kˆ is directly related to the
long-time CGF, 〈kˆ〉s = −θ(s)/s. In our case kˆ is the
transverse magnetisation, so that mxs ≡ N−1
∑
i〈σxi 〉s
has the same singular behaviour as θ˜(s), see Fig. 1(b,c).
For all values of (λ, s) outside and inside the region D,
the states |s〉 are smoothly connected, but they change in
a singular manner across the boundary ∂D. We denote
these two regions dynamically disordered and dynami-
cally ordered, respectively, since the spectra of Hˆs(λ) are
smoothly connected to the spectra of Hˆ(λ) which define
the corresponding disordered and ordered static phases;
see Fig. 1(a). The distinction between the dynamical
phases is the following: if |λ| > 1, the system is in the dis-
ordered static phase, and there is no singular behaviour
in its real-time dynamics; while if |λ| < 1, corresponding
to the ordered static phase, dynamical fluctuations will
display singular behaviour, manifestly in the cumulants
of time-integrated observables, due to the singularities
of their generating functions at sc(λ). It is important
to note that the transitions our method reveals do not
depend on non-equilibrium protocols6–8, such as quench-
ing across a static phase boundary, or on a particular
choice of initial state, but are an intrinsic feature of the
spectrum of the problem.
We now show how to probe the dynamical transi-
tions of closed quantum systems described above from
the quantum jump statistics of an associated open prob-
lem. This connection is due to the fact that the
MGF Zt(s) for the time-integrated observable Kˆt can
be obtained from the waiting time distribution between
quantum jumps20,21 of an auxiliary open quantum sys-
tem, since the Hˆs evolves a density matrix ρ(t) ac-
cording to ρ˙(t) = −i[Hˆ, ρ(t)] − s2{kˆ, ρ(t)}. This is a
Lindblad20,21 master equation without recycling terms,
to which we can associate an open quantum system
4described by a full Markovian master equation ρ˙ =
−i[Hˆ, ρ] + ∑i (LiρL†i − 12{L†iLi, ρ}). Specifically, we
identify kˆ with a set of quantum jump operators Li con-
structed such that
∑
i L
†
iLi = skˆ. The operator Tt(s)
is then the same one that evolves the associated open
quantum system between quantum jump events, with s
being the decay rate of quantum jump processes. The
MGF Zt(s) of the closed system then equals the proba-
bility P0(t) that no quantum jumps occur up to a time
t in the associated open system. This allows the MGF
to be determined by preparing the closed system in an
initial state and coupling it to an appropriate environ-
ment. By finding the distribution of waiting times until
the first quantum jump occurs, P0(t), the MGF of the
close system can then be inferred.
For the Ising model (5) above, if we make a trivial shift
such that kˆ =
∑N
i (σ
x
i +1), we can choose quantum jump
operators Li =
√
2s |−〉i i〈+|, where σxi |±〉i = ±|±〉i,
and i runs over the sites of the lattice. Such open
quantum system can be studied experimentally using the
digital simulation techniques available in cold-ion sys-
tems22,23. By applying a series of one- and two-ion gate
operations, the open-system time evolution is approxi-
mated by a Trotter decomposition of Tt(s) with finite
time steps, as sketched in Fig. 2(a). The implementation
of dissipative dynamics involves the use of an ancilla ion
whose state is measured after each dissipative gate oper-
ation, Fig. 2(a), with the result determining whether a
quantum jump has occured28. Repeating the experiment
many times up to the first quantum jump allows P0 to be
estimated; the MGF Zt(s) is extracted at different s by
using different decay rates for the dissipative dynamics.
We show simulations for P0(t) using the Trotter de-
composition in Fig. 2(b), demonstrating that P0(t) can
be found accurately at finite times. Figure 2(b) further
shows that the behaviour of P0(t) at long times is rescaled
to larger probabilities if all spins are initialised in the
state |−〉, rather than the Ising ground state, as this state
is annihilated by the jump operators. This underlines the
fact that Zt(s) encodes properties of the whole spectrum,
not just the ground or low lying states, so that at long-
times the precise nature of the initial state does not mat-
ter. This allows features in the closed-system MGF to be
explored at longer times with a smaller chance of each
experimental run being terminated by the first quantum
jump. Figure 2(c) shows the result of simulations us-
ing this initial state for different decay rates s with dif-
ferent magnetic fields λ for N = 4, 6 and 8 ions. We
see, even at finite times, marked features close to the
semicircular transition line which exists in the thermo-
dynamic limit. Each of these features lies close to posi-
tions (λ, s/2) = (cos k, sin k) on the unit circle, where the
values for k are the quasi-momenta associated with the
excitation spectrum of the N -spin Ising model.
We have shown here, by explicitly extending the con-
cept of an order parameter to the dynamical domain,
that fluctuations in time-integrated observables reveal
dynamical singularities in the quantum Ising model even
away from its static transition, and that these can be
probed in quantum jump statistics of an associated open
problem. While these dynamical singularities are strictly
present only in the limit of large size and time, we
have shown that clear evidence of them can be observed
in finite systems in regimes accessible to experiments.
The approach we presented should help reveal dynam-
ical quantum transitions that go beyond static ones in
closed quantum many-body systems in general. Our
work here should also connect to studies of thermalisa-
tion in closed quantum systems6,29, which often focus
on time-integrated quantities under the assumption that
they converge to expectation values of statistical ensem-
bles: our results show that these quantities can fluctuate
in a singular manner and this may strongly influence the
ability of a system to thermalise.
METHODS
Diagonalisation of Hˆs— The non-Hermitian Hamil-
tion is solvable via a Jordan-Wigner transformation
and Bogoliubov rotation2 which maps Hˆs to a free
fermion model with a complex dispersion relation, sk =
2
√(
λ+ is2 − cos k
)2
+ sin2k. These k modes are dis-
crete and take values k = pin/N , where n = −N +
1,−N + 3, . . . , N − 1, for the Ising chain with peri-
odic boundary conditions. For specificity we focus on N
even. The diagonal form is Hˆs =
∑
kk(s)
(
A¯kAk − 1/2
)
,
where (A¯k, Ak) are a conjugate fermion operator pair,
{A¯k, Ak′} = δk,k′ , but because of the non-Hermitian na-
ture of Hˆs we have that A¯k 6= A†k. The key property for
evaluating our Z (s, t) is that the vacuum of the unper-
turbed Ising model, |0〉, may be expressed as a BCS state
of the new non-Hermitian Hamiltonian.
|0〉 =
⊗
k>0
[cosαsk|0k, 0−k〉s − i sinαsk|1k, 1−k〉s] (6)
Here
⊗
stands for direct product, |nk, n−k〉s indicate
occupation states of the fermionic modes with |k| that
diagonalise Hˆs, and the coefficients are related to the
Bogoliubov angles2, φsk, via α
s
k =
φk−φsk
2 , where φk =
φs=0k . Requiring all off-diagonal terms in the Hˆs to vanish
we find these angles are given by tanφsk = sin k/[λ+
is
2 −
cos k]. From this one may evaluate the partition sum
directly,
Z (s, t) =
∏
k>0
(
| cosαsk|2 cosh [2 Im(αsk)]e−2Im(
s
k)t (7)
+| sinαsk|2 cosh [2 Im(αsk)]e2Im(
s
k)t
+i sinαsk cosα
−s
k sinh [2 Im(αsk)]e−2iRe(
s
k)t
−i sinα−sk cosαsk sinh [2 Im(αsk)]e2iRe(
s
k)t
)
.
Eq. (7) has a second-order singularity on the curve ∂D.
Due to the connection between the quantum Ising chain
5and the two-dimensional classical Ising model2 this criti-
cal critical curve is related to the Lee-Yang zeros30 of the
latter.
The state |s〉, see main text, is written in terms of the
fermionic modes |nk, n−k〉s. The precise occupation of
the fermionic levels depends on λ. By applying Tt(s) to
the initial state (6) we obtain in the long time limit, up
to constants,
|s〉 ∝

⊗
k>0 |0k, 0−k〉s λ > 1⊗
k>kλ
|0k, 0−k〉s
⊗
k<kλ
|1k, 1−k〉s −1 < λ < 1⊗
k>0 |1k, 1−k〉s λ < −1
where for |λ| < 1 the wavevector kλ is defined through
λ = cos kλ. These are the regions (I, II, III) indicated in
Fig. 1(a). We may now compute the s-biased expectation
value of any observable. Specifically, the magnetisation
mxs defined in the main text reads,
mxs =
1
N
∑
Im(sk)<0
1− 2
∣∣∣sin(φsk2 )∣∣∣2
cosh[2Im(αsk)]

+
1
N
∑
Im(sk)>0
1− 2
∣∣∣cos(φsk2 )∣∣∣2
cosh[2Im(αsk)]
 .
Digital Simulation— Digital simulation of open quan-
tum systems is based upon performing Trotter decompo-
sitions on the unitary operator generating coherent evo-
lution, and introducing an ancilla spin to simulate the
dissipative dynamics22,28. The time evolution of the state
of the system ancilla system, |ψ〉s⊗|A〉a, is approximated
by a series of unitary transformations corresponding to
short time steps δt. A single time step evolves the com-
bined system-ancilla state according to
n∏
l=1
Gl
N∏
k=1
e−iσ
z
kσ
z
k+1δt
N∏
j=1
e−iλσ
x
j δt|ψ〉s ⊗ |0〉a. (8)
The two rightmost terms evolve just the system accord-
ing to its self Hamiltonian: single-body operations which
result from the magnetic field λ are applied before a se-
ries of two-body operations describing the Ising spin-spin
interaction; see Fig. 2(a). The gate operation Gj acts on
the Hilbert space of the spin at site j and the ancilla spin,
which is initially prepared in state |0〉a, such that
Gj |+〉j ⊗ |0〉s = cosφ|+〉j ⊗ |0〉a − i sinφ|−〉j ⊗ |1〉a
Gj |−〉j ⊗ |0〉s = |−〉j ⊗ |0〉a
with φ =
√
γδt. After each application of the gate Gl
the state of the ancilla is measured in the |0〉a, |1〉a ba-
sis, see Fig. 2(a) in the main article. The upper limit
on the outmost product in Eq. (8) is for n = N for all
the time steps where it is applied, except for the final
one where n ≤ N . In the final time step the ancilla
is measured in the state |1〉a, indicating that a quantum
jump process has occured; for our purposes, the simula-
tion is now terminated and the time taken for a jump
to occur is recorded. If the state |0〉a is measured, the
Trotterised evolution continues with the ancilla ion reset
in state |0〉a. For small φ  1, the dissipative gate op-
erations accurately simulate the evolution of a Lindblad
master equation28 with jump operators Lj = |−〉jj〈+|.
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