Abstract. We introduce generalized global Weyl modules and relate their graded characters to nonsymmetric Macdonald polynomials and nonsymmetric q-Whittaker functions. In particular, we show that the series part of the nonsymmetric q-Whittaker function is a generating function for the graded characters of generalized global Weyl modules.
Introduction
Let g be a finite-dimensional simple Lie algebra over C. Let X be the weight lattice and W the Weyl group of g. Given a Cartan decomposition g = n − ⊕ h ⊕ n + , let n af = g ⊗ tC[t] ⊕ n + ⊗ 1.
be the affine nilpotent subalgebra of the current algebra g ⊗ C [t] . Generalized local Weyl modules W σ(λ) were introduced in [FM3] ; these are finite-dimensional cyclic n af -modules indexed by an antidominant weight λ ∈ X − and a Weyl group element σ ∈ W . The dimension of W σ(λ) does not depend on σ, but the n af -module structure of course does. The module W λ (where σ stabilizes λ) is a module over g ⊗ C [t] isomorphic to the local Weyl module W (w 0 λ) of [CP, CL, FL2] , where w 0 is the longest element in the Weyl group.
The main goal of the present paper is to introduce the generalized global Weyl modules and to study their connection to the theory of nonsymmetric Macdonald polynomials and nonsymmetric q-Whittaker functions. The global Weyl modules W σ(λ) are defined as cyclic n af -modules with a cyclic vector v subject to the following defining relations:
(e σ(α) ⊗ 1)
Here ∆ = ∆ + ∪ ∆ − ⊂ h * are the roots of g, split into positive and negative subsets according to the Cartan decomposition. Let A σ(λ) = U(h ⊗ tC [t] )v be the highest weight algebra of W σ(λ) . Our main results on the modules W σ(λ) can be summarized as follows: Theorem A. Let λ ∈ X − and σ ∈ W .
(1) The algebra A σ(λ) acts freely on W σ(λ) , with the quotient isomorphic to W σ(λ) . (Theorem 3.16(2) and Corollary 3.9) (2) The algebra A σ(λ) does not depend on σ. In particular, A σ(λ) ≃ A(w 0 λ), the classical highest weight algebra. (Proposition 3.8) (3) Suppose that λ, α ∨ i < 0 for some i = 1, . . . , n. Then there exists an embedding of n af -modules W σ(λ+ωi) → W σ(λ) . The cokernel can be filtered in such a way that each subquotient is isomorphic to a generalized global Weyl module of the form W τ (λ+ωi) for some τ ∈ W . The number of these subquotients is equal to the dimension of the fundamental local Weyl module W (ω i ). (Theorem 3.18) The main tools we use to prove Theorem A are the combinatorics of the quantum Bruhat graph and known properties of generalized local Weyl modules from [FM3] . We note that modules similar to the generalized Weyl modules were studied in the quantum setting in [INS, NS, NNS] .
In order to establish a connection between generalized Weyl modules and nonsymmetric q-Whittaker functions, we study a family of polynomials E σ λ (X; q, v) indexed by λ ∈ X and σ ∈ W . Up to a normalization, the polynomial E σ λ is obtained by applying Demazure-Lusztig operators to the nonsymmetric Macdonald polynomial E λ (see (2.8)). In particular, we have E id λ = E λ . It is immediate from the definition that for any fixed σ ∈ W , the set {E σ λ } λ∈X is a basis for the polynomial module of DAHA. The Ram-Yip formula [RY] gives an explicit expression for E σ λ in terms of alcove walks. We use this to express the graded characters of local and global Weyl modules (extended to modules over n af ⊕ h ⊗ 1) in terms of E σ λ for λ ∈ X − and σ ∈ W ; see (4.4) and (4.5). This may be viewed as an extension of results of [CI, I1, Sa] expressing the v = 0 specializations of Macdonald polynomials as graded characters. We also mention the related works [NNS, NS] and [LNSSS1] - [LNSSS4] in this direction. The works [I1, LNSSS4, Sa] realize the nonsymmetric Macdonald polynomials E λ (X; q, 0) for arbitrary λ ∈ X as graded characters of Demazure submodules of Weyl modules, while [NNS] considers the v = ∞ specializations for λ ∈ X (which are essentially our E w0 λ (X; q, 0)-see (2.9)). In type A, the polynomials E σ λ have been studied recently by Alexandersson [A] , using the combinatorics of non-attacking fillings with general basement (determined by σ), which results in a natural extension to E σ λ of the Haglund-Haiman-Loehr formula for E λ [HHL] .
We apply our study of the polynomials E σ λ to establish a connection between the characters of generalized global Weyl modules and the nonsymmetric q-Whittaker function of [CO] . The nonsymmetric q-Whittaker function Ω(Z, X) is a joint eigenfunction for the q-Toda Dunkl operators. These operators are discussed briefly in §4.5, but we remark here that the q-Toda Dunkl operators can be symmetrized to the q-Toda difference operators studied in [E, Ru, S, BF1, BF2, FFJMM, GLO, GiL] and elsewhere. The applications of q-Toda difference operators are remarkably diverse, and the natural expectation is that the same should be true for the q-Toda Dunkl operators. We refer the interested reader to [CO] for more details on q-Toda Dunkl operators.
The connection between nonsymmetric q-Whittaker functions and generalized Weyl modules can be formulated as follows:
Theorem B (Theorem 4.4). Suppose that g is simply-laced, and let (·, ·) be the invariant form on h * such that (α, α) = 2 for all roots α ∈ ∆. Let {e σ } σ∈W be a basis for a |W |-dimensional vector space. Then the vector-valued generating function
where q is a formal parameter and ch W σ(λ) is the graded q-character, is the series part of the nonsymmetric q-Whittaker function Ω(Z, X).
One recovers the q-Whittaker function W of [C6] by taking the identity component (i.e., the coefficient of e id ) of the nonsymmetric q-Whittaker function Ω(Z, X). The function W is directly related to the q-Whittaker functions studied in [BF1, BF2, FFJMM, GLO] .
One consequence of Theorem B is that the generating function (1.1) satisfies eigenfunction equations with respect to the q-Toda Dunkl operators. This boils down to certain recurrence relations for the graded characters ch W σ(λ) . These recurrence relations are, in turn, a shadow of the decomposition procedure in Theorem A(3). See §5.3 for an explicit demonstration of this in the sl 2 -case.
We expect that the full DAHA-symmetry of the nonsymmetric q-Whittaker function from [CO, Theorem 3 .4] will provide further relations among the ch W σ(λ) . We plan to investigate this in a future work.
We are able to prove a variant of Theorem B in the greater generality of dual untwisted affine root systems (using the right-hand side of (4.5) as a substitute for ch W σ(λ) ). While the connection between q-Whittaker functions and generalized Weyl modules holds at present only in the simply-laced case, it is expected to hold more generally once the theory of generalized Weyl modules is developed in the twisted cases (see [FM4] ). Finally, one can also formulate a version of Theorem B in the non-simply-laced untwisted cases, but our method of proof does not apply in this situation.
Theorem B gives the nonsymmetric q-Whittaker function a proper home in representation theory, beyond the purely DAHA-related considerations of [CO] . Recently S. Kato [K] has shown that the approach of [BF1, BF2] can be extended to the generalized Weyl modules, thus giving a geometric interpretation of some of our results.
The paper is organized as follows. In §2 we introduce the combinatorial constructs of the paper, including nonsymmetric Macdonald polynomials, alcove walks, and the Ram-Yip formula. Weyl modules are the focus of §3, where we first recall known results on classical and generalized Weyl modules and then introduce and study the generalized global Weyl modules. The connection to nonsymmetric q-Whittaker functions is established in §4. Finally, §5 gives the main constructions of the paper in detail for g = sl 2 . The reader may find it helpful to refer to §5 while reading the rest of the paper. (u) α
In (u) we obtain the untwisted affinization of ∆(X) ( Table Aff 1 of [Kac] ). When ∆(X) is simply-laced, one has θ X = ϑ X and the two affinizations coincide. When ∆(X) is not simply-laced, θ X = ϑ X and (d) yields the twisted affinization of X (Tables Aff 2 and 3 of [Kac] , excluding A
2n ). We will call an affinization dual untwisted whenever (d) holds, both when ∆(X) is simply-laced and when it is not.
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An affinization determines an affine root system ∆( X) as follows. Let I = I ⊔{0}. The simple affine roots are {α X i } i∈ I ⊂ X. The set of all (real) affine roots is
where r is the corresponding index of [Kac, Table Aff r] . The positive affine roots (determined by our choice of simple roots) are
2.2. Auxiliary affine root system. Given a particular affinization ∆( X), we define an auxiliary affine root system ∆( Y ) as follows:
3 Define ∆( Y ) to be the untwisted affinization of ∆(Y ).
1 Following [OS] , we find it convenient to use the lattice X to label the root system ∆(X) and related objects, even though the root system is the most basic object. While it may seem excessive, we insist on applying the label X frequently, because there will soon be an auxiliary lattice Y and root system ∆(Y ).
2 Such X are exactly the dual affine root systems of untwisted affine root systems. 3 So, in this case, Y is the coweight lattice of ∆(X).
(d) If X is dual untwisted, let Y be the weight lattice of ∆(Y ) = ∆(X) and define ∆( Y ) = ∆( X). When ∆(X) is simply-laced, we identify ∆(X) with ∆(X) ∨ in the usual way and there is no difference between (u) and (d).
The simple roots of ∆( Y ) are indexed compatibly with those of ∆( X):
for all i ∈ I We transport all further notation from the previous section to ∆( Y ) in the obvious way.
Remark 2.1. While ∆( X) is the "input" datum for the nonsymmetric Macdonald polynomials, we will see below that all of the relevant combinatorics takes place in ∆( Y ).
Remark 2.2. In [OS] , the pair of lattices (X, Y ) is called a double affine datum, as such a pair gives rise to a double affine Hecke algebra.
2.3. Weyl groups. Let W = s i : i ∈ I be the (common) Weyl group of ∆(X) and ∆(Y ). The extended affine Weyl groups of X and Y are
For any µ ∈ Y , let t µ = (µ, id) be the corresponding translation element in W ( X).
We identify W with a subgroup of W ( X) via σ → (0, σ). The weight and direction of an element w = (λ, σ) ∈ W ( X) are wt(w) = λ and dir(w) = σ. Hence w = t wt(w) dir(w) for any w ∈ W ( X). We transport these definitions to W ( Y ) in the obvious way. The affine reflections corresponding to α
are Coxeter groups of affine reflections. Let ℓ denote their length functions with respect to S = {s i } i∈ I , where
One has the semidirect product decompositions
Thus elements w ∈ W ( X) (resp. w ∈ W ( Y )) are uniquely represented as w = πs i1 · · · s i ℓ where i j ∈ I and s 0 = s
We extend the length function on W a ( X) to W ( X) by declaring ℓ(w) = ℓ(π −1 w) for the unique element π ∈ Π X such that π −1 w ∈ W a ( X). We obtain a length function on W ( Y ) similarly. Then an expression w = πs i1 . . . s i ℓ is called reduced if ℓ = ℓ(w).
The Bruhat order on the Coxeter system (W ( Y ), S) extends to a partial order
We will use the notation ≤ for the compatible Bruhat order on W .
For any λ ∈ X, let m λ ∈ W ( Y ) be the unique Bruhat minimal representative of the coset t λ W ∈ W ( Y )/W . Explicitly, m λ = t λ σ λ where σ λ the unique minimal representative of the set {σ ∈ W : σ(λ) = λ − }, which is a coset of the stabilizer of λ in W . Thus, σ λ = id if and only if λ is antidominant, while σ λ = w 0 if and only if λ is dominant and regular. Here w 0 is the longest element of (W, {s i : i ∈ I}).
Identifying λ ∈ X with its representative m λ , we obtain a partial order on X:
, and (·, ·) is the canonical pairing between Q X and Q ∨X determined by the Cartan matrix of ∆(X), e.g, (α
X and the pairing is uniquely determined by the normalization (α, α) = 2 for all short α ∈ ∆(X).
Let e be the smallest positive integer such that (X,
where x ∈ X, y ∈ Y , u ∈ W , and m ∈ 
An alcove walk (or alcove path) of type w = (π,
The endpoint, weight, and direction of an alcove walk p are defined as
Remark 2.3. The definition of alcove walks, due to [R] , is essentially equivalent to that of LS-galleries from [GL] . The λ-chains of [LP] are also very closely related to alcove walks.
For fixed w and σ, there is a bijection between the set of alcove walks p of type w starting at σ and the set of all subsets J ⊂ {1, . . . , ℓ}. The bijection sends p to the subset J(p) = {j : σ j = σ j−1 }. The set J(p) is called the set of folds of p. Given a subset J ⊂ {1, . . . , ℓ}, we write p J for the corresponding alcove walk.
Let B(σ, w) be the set of all alcove walks of type w starting at σ. Below we will write B(σ, w) for this set, with the understanding that the set depends on the choice of a reduced expression for w. We will also write p J ∈ B(σ, w) to simultaneously specify the corresponding subset J ⊂ {1, . . . , ℓ}.
Given p J ∈ B(σ, w) where J = {j 1 < · · · < j r } we may construct the sequence of elements (z 0 , z 1 , . . . , z r )
where the β j are given by (2.2). We note that z 0 = σw and z r = end(p J ).
Define the signs ǫ j ∈ {±1} for j ∈ J by the condition
These are called the subsets of positive and negative folds, respectively.
2.6. Quantum Bruhat graph. The quantum Bruhat graph QBG( X) is the directed graph with vertex set W and edges w α − → ws α labeled by α ∈ ∆ + (Y ) whenever either of the following holds:
where
We observe that Remark 2.4. The quantum Bruhat graph was first defined (in the untwisted setting) in [BFP] , where it was used in the study of the (small) quantum cohomology of flag varieties. As a matter of fact, the edges in QBG( X) are compatible with an order of Lusztig [Lu] on W ( X), projected to W via the map dir. The definition of QBG( X) given above is from [OS, §4.1] , where it is also extended to the affine root systems A Let QB(σ, w) ⊂ B(σ, w) be the set of all alcove walks p J ∈ B(σ, w) such that, for the elements (z 0 , z 1 , . . . , z r ) from (2.3), we have
is a directed path in QBG( X).
Nonsymmetric Macdonald polynomials. For any (semi-)ring
The nonsymmetric Macdonald polynomials {E λ (X; q, v)} λ∈X attached to the affine root system ∆( X) form a basis for K [X] .
5 They were first defined in [M1] , building on the works [C2, O] . While coefficients of E λ (X; q, v) actually belong to Q(q, v 2 ), it is convenient for our purposes to work in terms of the parameter v. The E λ are lower triangular with respect to the monomial basis
with respect to the partial order on X defined in (2.1) above.
carries an important action of the double affine Hecke algebra (DAHA), which one may use to characterize and study the E λ (X; q, v).
The DAHA is
where H(W ) = ⊕ σ∈W LT σ is the Hecke algebra of W , all the tensor products are over L, and the tensor factors are subalgebras. The tensor factors do not commute with each other (i.e., the "definition" of H above holds on the level of L-vector spaces, but not L-algebras), but the relations between them can be given explicitly (see, e.g., [C5, Definition 3.2.1]). The generators {T i } i∈I of the Hecke algebra H(W ) satisfy the braid relations for W and the quadratic relations
The L-basis elements of H(W ) are defined as T σ = T i1 · · · T i ℓ for any reduced expression σ = s i1 · · · s i ℓ , and they are independent of this choice. The algebra structure on H can be described in terms of its faithful action on the polynomial module L[X]. Abstractly, L[X] is the H-module induced from the trivial character of the affine Hecke subalgebra
by Demazure-Lusztig operators
the X λ act by multiplication operators, and the Y µ act by difference-reflection Dunkl operators. The important connection to Macdonald polynomials is that the Y µ act diagonally 6 on the E λ (and this gives one characterization of the E λ ):
for all µ ∈ Y and λ ∈ X.
5 We will need the equal parameter specializations of the E λ , i.e., we set all v-parameters equal to a single parameter v. 6 Here we see the need for the extension L of the field K. Technically, we only need Q(q 1/e , v)
at the moment, but later we will need the 2e-th root of q.
Generally, the elements of H act on L[X]
by difference-reflection operators. These are built out of the natural action of
(If we set X δ X = q, then this is nothing but X (µ,σ)·(λ+0δ
A difference-reflection operator is any element of End(L[X]) given as a finite sum
, the field of rational functions acting by multiplication. Not all such operators preserve L[X], but those from the polynomial module of H do (e.g., (2.6)). We will need an additional structure on the polynomial module, namely the Qlinear involution * defined by (X λ )
, and v
See [C5, (3.2.19) ] for this and the corresponding formulas for other elements of H. [RY] is that the action of DAHA on L[X]-in particular, the intertwiner construction of the E λ from [C5, Proposition 3.3.5]-can be exploited to both discover and prove a combinatorial formula for the E λ attached to any affine root system ∆( X).
Ram-Yip formula. An important insight of Ram and Yip
The technique of [RY] gives a combinatorial formula for the following more general elements of K [X] . For any λ ∈ X and σ ∈ W , let us define ; q, v) and by [C5, (3.3.24 
For any fixed σ ∈ W , the polynomials {E σ λ (X; q, v)} λ∈X form a basis for the polynomial module (since T σ is invertible). We will see below that the E σ λ are well-defined at v = 0 and v = ∞. In type A, the E σ λ are exactly the general basement nonsymmetric Macdonald polynomials studied in [A] .
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Remark 2.5. Up to a power of v, the polynomial E σ λ depends only on the pair of weights (λ, σ(λ)). However, we still prefer to separate σ from λ in the notation.
The following is the Ram-Yip formula for the polynomials E σ λ (X; q, v). Theorem 2.6 ( [RY] ). For any λ ∈ X and σ ∈ W ,
The Ram-Yip formula immediately gives the following:
7 Note however that [A] indexes these polynomials by σ −1 .
This arises only when λ = λ − and p = p ∅ (for then wt(p J ) < λ − whenever J = ∅).
Proposition 2.8 ( [OS, Corollary 4.4] ). For any λ ∈ X and σ ∈ W ,
Below we will also need the existence of E σ λ at v = ∞. We now derive a formula analogous to (2.11) at v = ∞, which shows in particular that the E σ λ are well-defined at this specialization. By v = ∞, we mean that all coefficients are expressed in terms of v −1 and then we set v −1 = 0. The special case σ = id of the following formula was proved in [OS, Proposition 5.4] .
Define qwt
Proposition 2.9. For any λ ∈ X and σ ∈ W ,
Proof. Let ord : K → Z denote the order with respect to v −1 . For p ∈ B(σ, m λ ), let ord(p) be the order of the corresponding term in the Ram-Yip formula (i.e., the order of its coefficient, which belongs to Q(q, v)). For the unfolded walk, we have ord(p ∅ ) = ℓ(σ 
By induction on |J|, it follows that the v = ∞ specialization of E σ λ is well-defined. A term on from the Ram-Yip formula survives in this limit iff the corresponding inequality above is an equality for each fold in the alcove walk. These are exactly the paths in ←− QB(σ, m λ ). The power of q is easily found.
Remark 2.10. It is also possible to deduce Proposition 2.9 from Proposition 2.8 using (2.9), as is done in the proof of [OS, Proposition 5.4 ].
Generalized global Weyl modules
Now we turn to Weyl modules. First we recall some known results on classical Weyl modules (local and global) and generalized local Weyl modules. Our main results on generalized global Weyl modules are stated and proved in §3.3 and §3.4.
3.1. Classical Weyl modules. Let g be a finite-dimensional simple Lie algebra over C with Cartan decomposition g = n + ⊕ h ⊕ n − . We denote by ∆ the set of roots and by ∆ + (resp. ∆ − ) the subsets of positive (resp. negative) roots of g with respect to the Cartan subalgebra h. For α ∈ ∆ + we denote by e α ∈ n + and f −α ∈ n − the corresponding root vectors. Let n = dim h be the rank of g and let α i , α ∨ i , ω i , i = 1, . . . , n, be the simple roots, simple coroots and fundamental weights. In what follows we use the shorthand notation f i = f −αi , e i = e αi . The commutators h i = [e i , f i ], i = 1, . . . , n span the Cartan subalgebra h.
We denote by Q the root lattice, generated by simple roots, and by X the weight lattice, generated by the fundamental weights. In particular, X contains X + , the set of dominant integral weights. Each λ = n i=1 m i ω i ∈ X + , m i ∈ Z ≥0 is the highest weight of an irreducible g module V λ .
For λ ∈ X + , let W (λ) and W(λ) be the local and global Weyl module of highest weight λ [CL, FL1, FL2, CFK] . Both W (λ) and W(λ) are cyclic representations of the current algebra g ⊗ C[t] with a cyclic vector v of weight λ ((h ⊗ 1)v = λ(h)v for all h ∈ h). The defining relations of W(λ) are
To define the local Weyl module W (λ) one adds the extra relation
be the space of highest weight vectors. The space A(λ) can be identified with the quotient algebra of the polynomial ring U(h ⊗ tC[t]) modulo the ideal of polynomials vanishing on v. Hence A(λ) inherits the natural grading with respect to the degree of t. An important observation (see [CP, CFK] ) is that the global Weyl module can be equipped with the structure of a bimodule over g⊗C[t]×A(λ), where the action of an element a ∈ A(λ) on a vector rv ∈ W(λ), Sm i . The last piece of notation we need is
The following fundamental results can be found in [CFK] .
Proposition 3.1. The assignment
induces an isomorphism of graded rings between A(λ) and B(λ). In particular, ch A(λ) = 1/(q) λ .
Theorem 3.2. The algebra A(λ) acts freely on the global Weyl module W(λ). The quotient W(λ)/A(λ) is isomorphic to the local Weyl module W (λ). In particular,
3.2. Generalized local Weyl modules. In this subsection we recall the main results of [FM3] . Let g be the untwisted affine Kac-Moody Lie algebra with the set of real roots given by ∆( X) = {α + kδ : α ∈ ∆, k ∈ Z}, where δ = δ X is the basic imaginary root. The level-zero weight lattice of g is X = X ⊕ Zδ. Here we follow the notation of §2.1, except that we now frequently choose to omit the superscript X. For instance, we write α
for i = 0, 1, . . . , n (we take this as the definition of α ∨X 0 when i = 0). We write simply QBG for QBG( X) from §2.6. Since we are the in the untwisted setting, Y is the level-zero weight lattice of the untwisted affinization of ∆(X) ∨ . We let W = W ( Y ) = X ⋊ W be the extended affine Weyl group of Y .
Recall that for an element µ ∈ X we denote by t µ ∈ W the corresponding translation element in the extended affine Weyl group. For k = 1, . . . , n, let us fix a reduced expression t −ω k = πs i1 . . . s ir and consider the set of affine coroots β k m ∈ ∆( Y ), m = 1, . . . , r, from (2.2):
In particular, the real parts Re β Let us consider the nilpotent subalgebra
Remark 3.3. Let us extend the current algebra
Then the action of n af on the modules W σ(λ) can be extended to n af ⊕h⊗1⊕Cd by imposing the additional relations (h⊗1)v = µ(h)(v), dv = lv for any µ ∈ X, l ∈ Z. Denote the resulting module by W µ,l σ(λ) . We note that the pair (µ, l) is nothing but the affine weight µ + lδ. We stress that (µ, l) can be arbitrary here, in contrast to the finite-dimensional setting. In particular, we have W µ,l σ(λ) ≃ W σ(λ) as n af -modules for any µ ∈ X, l ∈ C. However, unless otherwise specified, we will denote by W σ(λ) either the n af -module W σ(λ) or the
, so that the cyclic vector v has weight (σ(λ), 0).
For an element σ ∈ W and α ∈ ∆ + we set
This action is compatible with the following action on a subset of affine roots:
Using this notation, the generalized local Weyl modules are defined by three sets of relations: (h ⊗ tC[t])v = 0, σ(f −α ⊗ t)v = 0, and σ(e α ⊗ 1)
In order to study the modules W σ(λ) , we introduce the generalized local Weyl modules with characteristics. Suppose that λ ∈ X − and α ∨ i , λ < 0 for some i = 1, . . . , n. We fix a reduced decomposition of the element t −ωi and the corresponding sequence of affine coroots β 
. In what follows we omit β
• , m) (we always assume that a reduced decomposition of t −ωi is fixed). Let us consider the chain of natural surjections The filtration is constructed as follows: first, let us consider the kernel K 0,r of the map W σ(λ) → W σ(λ) (r) = W σ(λ+ωi) . The space K 0,r contains the kernel K 0,r−1 of the map W σ(λ) → W σ(λ) (r − 1). Thanks to Theorem 3.4 we have K 0,r /K 0,r−1 ≃ W σsγ (λ) (r) for some γ. Moving backwards along the chain (3.1) we obtain a filtration on W σ(λ) with subquotients isomorphic to W τ (λ) (m), τ ∈ W , m ≥ 1. We then proceed further with each W τ (λ) (m) using (3.1). Since W τ (λ) (r) ≃ W τ (λ+ωi) for all τ , Theorem 3.4 indeed produces the desired filtration.
3.3. Generalized global Weyl modules. We define generalized global Weyl modules W µ , depending on an arbitrary µ ∈ X. The generalized global Weyl modules are cyclic representations of the algebra n af = g ⊗ tC[t] ⊕ n + ⊗ 1 defined by the following of relations. Namely, let µ = σ(λ) for an antidominant λ ∈ X − and σ ∈ W . Then the relations in W σ(λ) are as follows (v is the cyclic vector):
We can write the relations in a more compact form using the σ notation:
Remark 3.6. As in Remark 3.3, we can extend the action of n af on W σ(λ) to n af ⊕ h ⊗ 1 ⊕ Cd by declaring that v has h-weight µ and d-weight l for any µ ∈ X, l ∈ Z. It is convenient to identify the pair (µ, l) with the affine weight ν = µ + lδ. We denote the resulting module by W ν σ(λ) , and continue to use W σ(λ) to denote the module W
The modules W ν σ(λ) are naturally graded by h and by d. We say that a vector v ∈ W ν σ(λ) has degree j if dv = jv. For a d-graded h-module V = ⊕ j∈Z V j with dim V j < ∞ for all j, we define the graded character as an element of
be the space of the weight σ(λ) vectors and let λ = − n i=1 m i ω i , m i ≥ 0. The space A σ(λ) is naturally a quotient of the polynomial ring U(h ⊗ tC [t] ) and hence carries the natural grading with respect to the degree of t.
Lemma 3.7. The algebra A σ(λ) acts on W σ(λ) as follows: for a ∈ A σ(λ) and r ∈ U(n af ) one has (rv).a = r(av).
Proof. The proof given in [CFK, §3.4 ] carries over without difficulty. (By Remark 3.6, the argument given in op. cit. corresponds to the case σ = id.)
Proposition 3.8. We have A σ(λ) ≃ A(w 0 λ) as graded algebras for any σ ∈ W , λ ∈ X − .
Proof. We first show that A σ(λ) is a quotient of A(w 0 λ). Let us consider the roots (positive or negative) σ(α 1 ), . . . , σ(α n ). For each 1 ≤ i ≤ n, let h σ i ∈ h be the Cartan element in the sl 2 -triple containing the root vector corresponding to σ(α i ). By [CFK, §6] we know that there exists an isomorphism from the ring of symmetric polynomials in m i variables x 
Now we show that ch
w0λ , which will imply that the above surjection is in fact an isomorphism. For this we use the fusion product procedure with one factor, as follows. Let us start with W(w 0 λ) and consider a generator v σ for the σ(λ)-weight space in degree 0. It is easy to see (because W(w 0 λ) is a g-module) that the character of U(h ⊗ tC[t])v σ is equal to (q) −1 w0λ . Consider the filtration F s on W(w 0 λ) given by F 0 = Cv σ and
Then the associated graded n af -module gr F • is a quotient of W σ(λ) . In fact, lim s→∞ F s = W(w 0 λ) and all the defining relations of W σ(λ) hold in U(n af )v σ .
In other words, σ(f −α ⊗ t)v σ = 0 and σ(e α ⊗ 1)
We note that these relations hold even before passing to the associated graded module. In fact, the operators we are interested in are either the powers of e α ⊗ 1, or the powers of f −α ⊗ t, acting as f −α ⊗ (t − 1). In the first case the required relations are obtained immediately (since the degree zero subspace of W(w 0 λ) is the irreducible g-module V (w 0 λ)). In the second case the power of f −α ⊗ (t − 1) is the sum of several summands and each of the summands is the product of factors of the form f −α ⊗ t or f −α ⊗ 1. Now the desired relations follow from the statement that the h-weights of W(w 0 λ) and that of V (w 0 λ) coincide.
We thus obtain a surjection W σ(λ) → U(n af )v σ and hence the surjection
w0λ . Corollary 3.9. The graded character of generalized global Weyl modules satisfy the estimate
where the inequality means the coefficient-wise inequality. The inequality is an equality if and only if the A σ(λ) action on W σ(λ) is free.
Proof. Let A + σ(λ) be the span of positive degree terms of A σ(λ) . Thanks to Lemma 3.7 the generalized Weyl module W σ(λ) is a bimodule over n af × A σ(λ) . By definition, the quotient
with equality if and only if the action of A σ(λ) on W σ(λ) is free.
Let us define the generalized global Weyl modules with characteristics. Namely, let W σ(λ) (m) be the cyclic n af -module defined by the relations
As in the local case, the modules with characteristics do depend on the coroots β i m , but we omit them in the notation. Let A σ(λ) (m) = U(h ⊗ tC[t])v be the weight σ(λ) subspace of W σ(λ) (m) equipped with the natural structure of a graded algebra. We have the following lemma. Proof. The (right) action of A σ(λ) (m) is defined by the standard formula (rv).a = r(av). Using the sl 2 theory (see also Lemma 3.7), one checks that the action is well-defined.
To prove the second claim it suffices to check that all the defining relations of A σ(λ+ωi) ≃ A(w 0 (λ + ω i )) hold in A σ(λ) (m) for positive m. We note that in type A 1 the claim follows from Proposition 3.8 since for sl 2 the length of t −ω1 equals to one (r = 1) and hence the module with characteristics coincide with the generalized Weyl modules. Now let us fix h σ j as in the proof of Proposition 3.8. Then we need to show that for any 1 ≤ j ≤ n the operators h 
, there exist edges σ → σs and σs → σ in QBG. By Theorem 3.4, it follows that there exist exact sequences of n af -modules (with possibly a grading shift in the kernel)
Let us consider two cases. First, suppose that σ(Re β i 1 ) is negative (recall that Re β i 1 is always negative). Then we have the following identities for the characters ch
Substituting the expression for ch W σs(λ) (1) from the second equation to the first equation, we obtain (3.3). Now assume that σ(Re β i 1 ) is positive. Then one has ch
The two equations imply (3.4).
Lemma 3.13. Assume that m > 0 and the surjection
is not an isomorphism. Then the surjection
is an isomorphism. 
, where r = l(t −ωi ). We consider the surjection
mapping cyclic vector to cyclic vector. The kernel of this map is given by
Lemma 3.14. Let m i > 0 and s = s Reβ i m+1
. Assume that the map W σ(λ) (m) → W σ(λ) (m + 1) is not an isomorphism. Then there exists a surjective map of n afmodules
Proof. Recall the local version of map (3.9): Theorem 3.4 gives a surjection (in fact, an isomorphism) of the n af -modules
If m > 0, Lemma 3.13 gives W σs(λ) (m + 1) ≃ W σs(λ) (m) and hence W σs(λ) (m) surjects onto the above mentioned kernel. Now the proof for global Weyl modules proceeds exactly as in [FM3, Theorem 2.18 ]. So we are left with the case m = 0. We want to show that there exists a surjection W σs(λ) → ker(W σ(λ) → W σ(λ) (1)). The proof goes along the same lines as in the case m > 0 with the only difference: we have to show that
mi v = 0 in the local situation). The equality is clear from the A 1 case.
Remark 3.15. We show below that the map (3.9) is in fact an isomorphism. In particular, for m = 0 the kernel is isomorphic to W σs(λ) ≃ U(n af )v σ ⊂ W σ(λ) , where v σ ∈ W σ(λ) is the h-weight σ(λ) degree zero extremal vector. Now we are ready to prove the following structure theorem.
Theorem 3.16. Let λ ∈ X − .
(1) If there is no edge σ → σs Reβm+1 in QBG, then the surjection (3.7) is an isomorphism. If the edge does exist, then the kernel of (3.7) is isomorphic to the generalized global Weyl module with characteristics W σ1(λ) (m) for
(2) For any σ ∈ W the module W σ(λ) is free over A σ(λ) and the quotient is isomorphic to the local Weyl module W σ(λ) . In particular,
(3) For any m > 0 we have
Proof. First, let m = 0 and let us prove (1) and (2) by induction on ℓ(σ). If ℓ(σ) = 0 then (2) is known (Theorem 3.2). Assume that (2) is known for σ and suppose that
, then σs i (λ) = λ and we have (2) for σs i . We may therefore assume that α
The left-hand side is the character of the global Weyl module W σ(λ) . The first summand on the right-hand side is greater than or equal to ch W σ(λ) (1) and the second summand satisfies ch W σs(λ) (q) w0λ ≥ ch W σs(λ) ≥ ch (3.8).
Since ch W σ(λ) = ch W σ(λ) (1) + ch (3.8) by Lemma 3.14, formula (3.10) implies that
• ch W σs(λ) = ch W σs(λ) /(q) w0λ , i.e., A σs(λ) acts freely. Thus we have proved (1) for σ and (2) for σs i . This gives the induction step. Now let us go further with m = 2, 3, . . . in the chain of maps
Assume that for some m ≥ 1 we know that ch Since the first summand on the right-hand side is greater than or equal to the character of W σ(λ) (m + 1) and the second summand is greater than or equal to the character of the kernel of the map W σ(λ) (m) → W σ(λ) (m + 1), we argue as we did in (2) to prove (3) for m + 1. This completes the proof.
Corollary 3.17. The surjection (3.9) is an isomorphism.
As another corollary, we obtain the following theorem.
Theorem 3.18. Fix σ ∈ W and λ ∈ X − such that −m i = α ∨ i , λ < 0 for some i = 1, . . . , n. Then we have an embedding of n af ⊕ h ⊗ 1 ⊕ Cd-modules
with the cyclic vector v mapped to σ(f i ⊗ t) mi ( σe i ) mi v. The cokernel can be filtered in such a way that each subquotient is isomorphic to a generalized global Weyl module of the form W ν τ (λ+ωi) for some τ ∈ W and some affine weight ν. The number of these generalized global Weyl modules is equal to the dimension of the fundamental local Weyl module W (ω i ) and the labeling set consists of the paths in QBG of the form
for a sequence 0 ≤ m 1 < m 2 < · · · < r. For a path p the corresponding element τ is the end of p.
Nonsymmetric q-Whittaker functions
In this section we express the characters of generalized local and global Weyl modules in terms of the E σ λ and establish the connection to nonsymmetric qWhittaker functions.
4.1. Scalar product. The nonsymmetric Macdonald polynomials E λ (X; q, v) form an orthogonal basis of K[X] with respect to Cherednik's scalar product from [C2] . Their squared norms are given explicitly by (see [M1, (7.5)] and [C3, (5.5)] ):
We refer to [C3] and [M2, Chapter 5] for proofs of (4.1). We note the following property of the minimal representatives m λ (see [M2, (2.4 
.7)]):
For our purposes, (4.1) will be sufficient as the definition of the scalar product, which is linear in the first argument and * -linear in the second argument (where q * = q −1 and v * = v −1 , naturally extended to fractional powers as needed). The adjoint of T σ with respect to this scalar product is T −1 σ (see [M2, (5.1.22 )]), and hence for any fixed σ ∈ W , the basis {E
With (4.2) in hand, the norm formula (4.1) immediately gives
and hence
To get (4.3) we use the fact that, for λ ∈ X − , we have m λ = t λ and
In the untwisted case, we have α
4.2. Characters of generalized Weyl modules. Suppose that ∆( X) is untwisted. Let λ ∈ X − and σ ∈ W be arbitrary. Comparing (2.11) with [FM3, Theorem B] , we arrive at
Now comparing Theorem 3.16(2) and (4.3), we deduce that
4.3. Assumption. The nonsymmetric q-Whittaker function is defined only when ∆( X) is dual untwisted (see §2.1). Thus we make the following assumption for the remainder of the paper: ∆( X) is dual untwisted.
Therefore we have ∆(X) = ∆(Y ), ∆( X) = ∆( Y ), and the pairing (·, ·) : X ×Y = X × X → Q is normalized so that (α, α) = 2 for all α ∈ ∆ s (X). Recall that e is the smallest positive integer such that (X, Y ) ⊂ 1 e Z. When there is no possibility of confusion, we will drop superscripts X and Y , e.g., we will write ρ = ρ X = ρ Y . We will, however, distinguish notationally between X and Y when it adds conceptual clarity.
The connection to characters of generalized Weyl modules via (4.4) and (4.5) is available when ∆( X) is untwisted. The overlap with our standing assumption consists of exactly the simply-laced ∆( X). (Generalized Weyl modules for twisted affinizations are investigated in [FM4] .) 4.4. Nonsymmetric basic hypergeometric function. The nonsymmetric qWhittaker function is defined as a limit of the nonsymmetric basic hypergeometric function from [C4] . We will follow the notation of [CO, §3.1 ] to introduce the latter, but we also refer the reader to [St1] and [St2, §2.5 ] for more details.
Recall that L = Q(q The nonsymmetric basic hypergeometric function [C4] is
where we write E λ (X) = E λ (X; q, v) for short and
are the same nonsymmetric Macdonald polynomials but in a different set of variables Z λ for λ ∈ X. We define (Z µ )
. It is often more convenient to work with the auxiliary series
We will refer to Ξ(Z, X) the series part of G(Z, X). These definitions of G and Ξ differ from [C4] by a multiplicative constant, which we do not need in this paper. ν,x) . In this setting, all of the infinite sums above are uniformly absolutely convergent on compact sets-see [St1, Lemma 9 .2] for the relevant estimates.
If one wishes to work purely algebraically, then one may regard G and Ξ as elements of the subspace of (Q[v] 
sisting of (a λµ X λ Z µ ) λ,µ∈X such that the order of a λµ with respect to q 1/(2e) grows at least as fast as (λ, λ)+ (µ, µ).
8 Multiplication by γ(X) (or γ(Z)) is a well-defined invertible endomorphism of this space.
In either of these two settings, the operators from the polynomial module of DAHA acting on either the Z or X variables (but not both at the same time) extend to these larger spaces of functions.
The function G(Z, X) has remarkable symmetry (see [C4, Theorem 5.4] ): 
for i ∈ I and λ ∈ X. Since ϕ is an involution, the above formulas uniquely determine it. We use subscripts in (4.9) to indicate the variables upon which the operators are acting. In either set of variables, the operators are those from the polynomial module of DAHA.
Remark 4.2. The assumption that ∆( X) is dual untwisted is essential here, as the function G(Z, X) exists only in this case. When X = Y , there does exist an analogue of the anti-homomorphism ϕ, but it maps between two DAHAs of different types (see [H, Theorem 5.11] and [St3, Theorem 4.7] ).
4.5. Nonsymmetric q-Whittaker function. Simultaneously extending results of [CM] (in the sl 2 -case) and [C6] (in the symmetric case), the nonsymmetric qWhittaker function Ω(Z, X) was defined in [CO] by applying a limiting procedure to G(Z, X) in the variable Z. In order to make our connection to Ω(Z, X), we now recall the definition of this limiting procedure.
Let F be a suitable L-vector space of "functions" containing G(Z, X) and carrying an action of the the difference-reflection operators from the polynomial module of DAHA; see Remark 4.1 for two possibilities for F .
Consider the group algebra L[W ] = ⊕ σ∈W Le σ , where e σ denotes the standard basis vector indexed by σ. Form the space
. An arbitrary element of F can be represented as a linear combination σ∈W f σ e σ with f σ ∈ F , where we omit the tensor product for simplicity of notation. We call f σ the σ-component of f .
We now impose the relation v = q k/2 for k ∈ Z. The nonsymmetric q-Whittaker function [CO, §3.4 ] can be defined as follows:
is more a notational convenience than a necessity (ultimately, after applying the operator Γ Z −kρ , we can we work entirely in terms of v and forget k). As above, we call γ(Z)γ(X)Ω(Z, X) the series part of Ω(Z, X). We note that in the analytic setting (0 < |q| < 1), the specialization v = 0 corresponds to the limit as k → ∞.
Remark 4.3. It is shown in [CO, Proposition 3.3] that Ω(Z, X) is well-defined. There is a compatible limiting procedure on the operators from the DAHA polynomial module K[Z], giving rise to an action of the nil-DAHA on F at v = 0. See [CO, Theorem 3.4] , which also gives the analogue of (4.9) for the nonsymmetric qWhittaker function Ω(Z, X). In particular, the action of the subalgebra
which is a nonsymmetric variant of the q-Toda system of difference operators. The operators Y µ are called q-Toda Dunkl operators. The analogue of (4.9) in this special case is
The following theorem improves on [CO, Proposition 3.3] by providing an explicit expression for the nonsymmetric q-Whittaker function. This new expression is manifestly q-positive and carries representation-theoretic meaning: in simply-laced types, one may use (4.5) to state the following theorem in terms of graded characters of generalized global Weyl modules.
Proof. We proceed by directly evaluating (4.12). To this end, we fix σ ∈ W and consider the σ-component of (4.12). By (4.9) and (4.10), we have G(Z, X) = (T −1 σ −1 ) Z · (T σ ) X · G(Z, X). (4.14)
9 More precisely, if one wishes to equip F with an algebra structure, one should take F = Fun(W, F ), the space of all functions on W with values in F (under pointwise multiplication). We will not need to make this technical distinction here. This proves (4.15) and we are done.
The sl 2 -case
In this section we work out the main constructions of the paper in the case g = sl 2 . We write ω = ω 1 for the single fundamental weight and s = s 1 for the corresponding reflection. Let us show that A mω ≃ A(mω) for any m ≥ 0. Indeed, the algebra n af is equipped with an automorphism I, such that I(e ⊗ 1) = f ⊗ t, I(e ⊗ 1) = f ⊗ t, I(h ⊗ t k ) = −h ⊗ t k . It is easy to see that the I-twist of W mω is isomorphic to W −mω . Hence A −mω ≃ A mω and this algebra acts freely on W mω . Now let us consider the decomposition procedure of W −mω , m ≥ 0. We consider three So we have exact sequences for m ≥ 0:
In order to prove that the leftmost maps are in fact isomorphisms, we compare the characters. In particular, we need to prove that Using (5.1), this equality is equivalent to ch W −mω = X −1 ch W (−m+1)ω + X ch W (m−1)ω , which is well known (see [CP] ). One can perform the decomposition procedure for W mω , m ≥ 0 and derive the following analogue of (5.2): (5.3) ch W mω = X ch W (m−1)ω + q m ch W −mω .
5.2.
Nonsymmetric q-Whittaker function. Here we follow [CM, §2] , but with some changes of variables. In particular, we change X to Z and Λ to X. We use the vector notation f id f s = f id e id + f s e s for elements of F , and we write Z = Z ω . The nonsymmetric q-Whittaker function (where we use q 
