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Abstract
An automorphism of a graph G with n vertices is a bijective map φ from V (G) to itself
such that φ(vi)φ(vj) ∈ E(G) ⇔ vivj ∈ E(G) for any two vertices vi and vj of G. Denote
by G the group consisting of all automorphisms of G. As well-known, the structure of the
action of G on V (G) is represented definitely by its block systems. On the other hand for each
permutation σ on [n], there is a natural action on any vector v = (v1, v2, . . . , vn)
t ∈ Rn such that
σv = (vσ−11, vσ−12, . . . , vσ−1n)
t. Accordingly, we actually have a permutation representation of
G in Rn. In this paper, we establish the some connections between block systems of G and its
irreducible representations, and by virtue of that we finally devise an algorithm outputting a
generating set and all block systems of G within time nC logn for some constant C.
2010 Mathematics Subject Classification. Primary 05C25, 05C50, 05C60; Secondary 05C85.
1 Introduction
Let G and H be two simple graphs. A bijective map φ : V (G) → V (H) is called an isomorphism
between G and H if φ(vi)φ(vj) ∈ E(H) ⇔ vivj ∈ E(G) for any two vertices vi and vj of G. If there
is such an isomorphism between G and H, we say that G and H are isomorphic, denoted by G ∼= H.
Naturally, for two given graphs we are interested in whether or not they are isomorphic, that is the
the problem of Graph Isomorphism (GI).
One of striking facts about GI is the following established by Whitney in 1930s.
Theorem 1.1. Two connected graphs are isomorphic if and only if their line graphs are isomorphic,
with a single exception: K3 and K1,3, which are not isomorphic but both have K3 as their line graph.
Clearly, the relation above offers a reduction of GI from general graphs to a special class of graphs -
line graphs, which accounts only for a small fraction of all graphs. This fact suggests that GI may not
be very hard. In fact, GI is well solved from practical point of view and there are a number of efficient
algorithms available [9]. Even from worst-case point of view, GI may not be as hard as NP-complete
problems. As a matter of fact GI is not NP-complete unless the polynomial hierarchy collapses to its
second level [4, 11]. On the other hand, however, there is no efficient algorithm for general graphs
in worst-case analysis, while for restricted graph classes we have efficient algorithms, for graphs with
bounded degree [8] and for graphs with bounded eigenvalue multiplicity [3] for instance. L. Babai [2]
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recently declared an algorithm resolving GI for all graphs within time exp
{
(log n)O(1)
}
in worst-case
analysis.
In the case that two graphs considered are the same, a bijection φ is called a permutation of the
vertex set V , and in the case that φ preserves all adjacency relations among vertices, it is called
an automorphism of the graph G. It is plain to see that all permutations of V can form a group
under composition of maps, that is the symmetric group on V and denoted by SymV . A permutation
group is a subgroup of some symmetric group. Obviously, all automorphisms of G form a permutation
group under composition of maps, which is denoted by AutG, or G for short.
The problem of finding a generating set of G is the Automorphism Group Problem (AG), which
has a close relation to GI. In fact, GI can be reduced to AG, by dealing with AG with respect to a
new graph G constructed by combining two originally given graphs G1 and G2 such that V (G) =
V (G1) ∪ V (G2) and two vertices of G are adjacent if and only if they are adjacent in G1 or in G2.
Apparently, if we can resolve AG for G then we can determine whether those two graphs G1 and G2
are isomorphic or not.
However, only by a generating set of G we cannot see those key features possessed by G, so we
need to reveal more information about G. In order to analyze the structure of G, one of effective
ways is to investigate the action of G on an object. In our case, G has a natural action on the vertex
set V , which means for any vertex v we can get some vertex in V by σv, where σ belongs to G.
Clearly there are two possibilities:
either σv = v or σv 6= v. (1)
In this way, we can obtain a subset {σv : σ ∈ G} of V , which is called an orbit of G.
It is interesting that there might be some subsets of V possessing that property (1). Let B be
a non-empty subset of some orbit T of a G, which is called a block for G if for any γ ∈ G, either
γB = B or γB ∩B = ∅. Obviously, any element y of T and the orbit T itself are blocks for G. If the
group G has only two such kinds of blocks in T we say the action of G on T is primitive, otherwise
imprimitive. Apparently, the family of subsets {γB | γ ∈ G} forms a partition of T , that is call
the system of blocks containing B. As well-known orbits and block systems are vitally important in
characterizing the structure of a permutation group.
Suppose the vertex set V of the graph G is [n] = {1, 2, . . . , n} and v = (v1, v2, . . . , vn)t is a vector
in Rn. Each permutation σ in Sym [n] can naturally act on v such that
σv = (vσ−11, vσ−12, . . . , vσ−1n)
t. (2)
Accordingly, any permutation σ in Sym [n] can be regarded, through the action on vectors, as a linear
operator on Rn, which is denoted by Tσ. In terms of linear representation of a group, it is indeed a
permutation representation of Sym [n] in Rn, and clearly every permutation group possesses such a
representation.
Recall that a non-trivial subspace U of Rn is said to be T -invariant if T U ⊆ U , where T is a
linear operator on Rn. Suppose G is a permutation group in Sym [n]. A subspace U is said to be
G-invariant if U is Tσ-invariant for all σ ∈ G. We are particularly interested in those minimally
G-invariant subspaces which turns out to be truly useful in representing the action of G on [n]. If
a G-invariant subspace contains no proper subspace being also G-invariant, we say the subspace
irreducible. Let W be an irreducible subspace for G. Then the permutation representation of G
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could be restricted to W , so W is called an irreducible representation (IR) of G. The permutation
representation of Sym [n] in Rn possesses only two IRs: span{1}, the subspace spanned by the vector
1, and its orthogonal complement in Rn. In general however IRs of a permutation group can be
tremendously colorful.
The adjacency matrix of a simple graph G on n vertices is a n × n (0,1)-matrix where an entry
aij of the matrix is equal to 1 if and only if the two vertices vi and vj are adjacent. We denote
the adjacency matrix of G by A(G), or A for short, in the case that one can easily identify the
corresponding graph from the context.
The problem of finding a generating set of G and of determining all block systems and a decom-
position of all eigenspaces of A(G) into IRs of G is called the structure problem of an automorphism
group (SAG)
A function f(n) is called feeble-exponential bounded if for large enough n there exists a constant
C so that f(n) ≤ nC logn. We use feeble-exponential time to refer to feeble-exponentially bounded
time. Our main result is the following.
Theorem 1.2. The SAG can be solved in feeble-exponential time.
As one can see in the last section, our algorithm can not only cope with SAG for simple graphs
but also for non-simple ones, in feeble-exponential time, with some weight function on V (G)∪E(G),
as long as the adjacency matrix of the graph is symmetric.
There are two key problems in resolving SAG:
i) how to determine whether or not two vertices considered are symmetric, i.e., in the same orbit
of G, and in the case of being symmetric to figure out one automorphism moving one of two
vertices to another;
ii) how to find out one block system of G and a decomposition of an eigenspace of A(G) into IRs
of G.
1.1 Automorphisms between two given vertices
Let us begin with an algebraic description of automorphisms of G. We call a (0,1)-square matrix a
permutation matrix if in each row and each column there is exactly one entry which is equal to 1. It is
easy to check that the matrix Pσ of the operator Tσ with respect to the standard basis e1, . . . , en is a
permutation matrix, where each ei (i = 1, . . . , n) has exactly one non-trivial entry on ith coordinate
which is equal to 1, and all other entries of ei are equal to 0. One moment’s reflection shows that
a permutation σ of [n] is an automorphism of G if and only if P−1σ APσ = A. (3)
Evidently, the adjacency matrix A(G) is symmetric and thus A(G) can be viewed as the matrix
of a self-adjoint operator TG on Rn with respect to an ordered basis b1, . . . , bn, i.e., TG(b1, . . . , bn) =
(b1, . . . , bn)A. Accordingly,
TGbi =
∑
vj∼vi
bj, i = 1, . . . , n,
where the symbol vj ∼ vi indicates that the two vertices vj and vi are adjacent in G, and 1 ≤ i, j ≤ n.
In other words TG provides the adjacency information about the graph G and thus the standard basis
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e1, . . . , en would be appropriate for A(G), since in that case, one can find out in virtue of TGei the
neighbors of the vertex vi, i = 1, . . . , n.
We now can formulate another way of describing automorphisms of G via the eigenspaces of TG.
Lemma 1.3. Let G be a graph with the vertex set [n] and let σ be a permutation in Sym [n]. Then
σ is an automorphism of G if and only if every eigenspace of TG is Tσ-invariant.
Recall that the n-dimensional vector space Rn is endowed with the inner product 〈·, ·〉 such that
〈u,v〉 = v tu = ∑ni=1 ui · vi for any vectors u = (u1, . . . , un)t and v = (v1, . . . , vn)t in Rn. Two vectors
u and v are said to be orthogonal if 〈u,v〉 = 0. Since the matrix A(G) of TG is symmetric, the
operator TG is self-adjoint. In accordance with the real spectral theorem (see [1] for example), there
is an orthonormal basis of Rn consisting of eigenvectors of TG.
Proof. As we have pointed out before, A and Pσ are the matrices, respectively, of two linear
operators TG and Tσ with respect to the standard basis e1, . . . , en. Consequently, TG and Tσ can be
replaced, respectively, with A and Pσ in the statements of the lemma.
We begin with the necessity of the assertion. In accordance with the relation (3), σ is an automor-
phism of G if and only if PtσAPσ = A, so for any eigenvector v of A associated to some eigenvalue
λ,
PtσAPσv = Av = λv.
Consequently, APσv = λPσv, which means Pσv is also an eigenvector of A associated to the eigen-
value λ, and thus every eigenspace of A is Pσ-invariant.
Conversely, let us select an orthonormal basis x1, . . . ,xn of Rn, consisting of eigenvectors of A
such that Axi = λixi, i = 1, . . . , n. Since every eigenspace of A is Pσ-invariant, for every xi we have
APσxi = λiPσxi = Pσλixi = PσAxi.
Consequently, for an arbitrary vector v =
∑n
i=1 aixi in R
n,
PσAv = PσA
n∑
i=1
aixi =
n∑
i=1
aiPσAxi =
n∑
i=1
aiAPσxi = APσ
n∑
i=1
aixi = APσv.
As a result, PσA = APσ, and thus the permutation σ belongs to G.
According to Lemma 1.3, we can describe automorphisms of G and so the group G in terms of
eigenspaces of A(G). Let U be a non-trivial subspace in Rn. Set
AutU = {σ ∈ Sym [n] : σU ⊆ U}.
Then
AutG =
⋂
λ∈ specA
AutVλ. (4)
For convenience, we denote the right hand side of the equation above by Aut ⊕ Vλ.
It is plain to see that we cannot determine Aut ⊕Vλ by checking permutations in Sym [n] one by
one, for there are n! permutations there. As a matter of fact, it is the distribution of the orthogonal
projections of the standard basis (dist. of OPSB) onto those subspaces that reveals symmetries
contained in the subspaces, so we modify the statement in the lemma 1.3 in the following form.
Recall that a linear operator T on Rn is said to be an isometry if ‖T v‖ = ‖v‖ for any vector v in
Rn. It is easy to check that a permutation on [n] is an isometry on Rn.
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Lemma 1.4. Let T be an isometry on Rn, and let U be a subspace of Rn. Then the following
statements are equivalent.
i) U is T -invariant.
ii) T ◦ proj[U] = proj[U] ◦ T , where proj[U] is the orthogonal projection onto the subspace U .
iii) There exists a basis b1, . . . , bn of Rn so that T ◦ proj
[
U
]
(bi) = proj
[
U
] ◦ T (bi), i = 1, . . . , n.
Proof. We first verify that i)⇒ii). Let v be a vector of Rn. Then there exist uniquely u ∈ U
and u′ ∈ U⊥ so that v = u + u′. Consequently, T ◦ proj[U](v) = T ◦ proj[U](u + u′) = T (u) =
proj
[
U
]
(T (u) + T (u′)) = proj[U] ◦ T (v) since T is an isometry and U is an T -invariant subspace.
Clearly, the 2nd statement can imply the 3rd one. So now we turn to the last part and show that
the 3rd statement implies the 1st one.
Let us first recall a fact that
T U = U if and only if T (u) = proj[U] ◦ T (u), ∀u ∈ U. (5)
Since b1, . . . , bn is a basis of Rn, for any vector u ∈ U , u =
∑n
i=1 uibi where ui ∈ R and i = 1, . . . , n.
In accordance with the 3rd statement, we have
proj
[
U
] ◦ T (u) = n∑
i=1
ui · proj
[
U
] ◦ T (bi) = n∑
i=1
ui · T ◦ proj
[
U
]
(bi)
= T ◦ proj[U]( n∑
i=1
uibi
)
= T (u) .
In order to determine whether or not two chosen vertices are symmetric in G, we actually need
a more general relation below, which can be proved in the way similar to proving Lemma 1.4.
Lemma 1.5. Let T be an isometry on Rn, and let U and W be two subspaces of Rn. Then the
following statements are equivalent.
i) W = T U .
ii) T ◦ proj[U] = proj[W ] ◦ T .
iii) There exists a basis b1, . . . , bn so that T ◦ proj
[
U
]
(bi) = proj
[
W
] ◦ T (bi), i = 1, . . . , n.
To figure out a generating set of G, there are two important targets:
1) decomposing eigenspaces of A into IRs of G;
2) partitioning the vertex set of G into orbits of G.
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In order to achieve the 2nd target, we need a powerful apparatus - equitable partition (EP). So
let us first present some of basic properties of equitable partitions. Suppose Π is a partition of V (G)
with a group of cells C1, . . . , Ct, which is said to be equitable if for any vertex u in Ci, the number
of neighbors of u in Cj is a constant bij, (1 ≤ i, j ≤ t), which is independent of the vertex u. A
moment’s reflection would show that the partition of V (G) comprised of orbits of a subgroup of G
is equitable.
It is interesting that one can construct a new graph G/Π from G and its equitable partition Π,
which is called the quotient graph of G over Π. The vertex set of G/Π consists of cells of Π and there
are bij arcs from the ith to the jth vertices of V (G/Π).
For each cell C of a partition, one can build a vector RC to indicate C, that is called the
characteristic vector of the cell C of which the kth coordinate is 1 if k belongs to C otherwise it is
0 (k = 1, . . . , n). In virtue of characteristic vectors, we can define the characteristic matrix R of the
partition as (R1R2 · · ·Rt), where Ri is the characteristic vector of the ith cell. As we can see below,
equitable partitions have a simple feature in linear algebra terms.
Lemma 1.6 (Godsil and Royle [6]). If Π is an equitable partition of G then A(G) ·R = R ·A(G/Π)
and A(G/Π) = (RTR)−1 ·RTA(G)R.
Lemma 1.7 (Godsil and Royle [6]). A partition Π of V (G) is equitable if and only if the column
space of R is A-invariant.
By means of the lemmas above, it is not difficult to prove the following result, which not only
reveals a connection between eigenvalues of A(G) and that of A(G/Π) but actually provides a way
of decomposing eigenspaces of A(G).
Theorem 1.8 (Godsil and Royle [6]). If Π is an equitable partition of G then the characteristic
polynomial of A(G/Π) divides the characteristic polynomial of A(G).
Now let us turn to a notable connection between the eigenvectors of A(G) and that of A(G/Π).
Let xλ be an eigenvector of A(G/Π) corresponding to the eigenvalue λ. Then the vector Rxλ cannot
vanish and in fact
A(G) ·Rxλ = RA(G/Π) · xλ = λRxλ.
Hence Rxλ is an eigenvector of A(G). In this situation, we say that the eigenvector xλ of A(G/Π)
“lifts” to an eigenvector of A(G).
Since the column space UΠ of R is A-invariant due to Lemma 1.7, UΠ must have a basis comprised
of eigenvectors of A(G). As a result, each of these eigenvectors is constant on the cells of Π. In other
words, if x and y are two vertices of G belonging to the same cell of Π and Vλ is an eigenspace of
A(G), then
〈ex, proj
[
Vλ
]
(Rj)〉 = 〈ey, proj
[
Vλ
]
(Rj)〉, ∀ λ ∈ spec A(G) and j ∈ [t].1
Hence, the eigenvectors of A could be divided into two classes: those that are constant on every cell
of Π and those that sum to zero on each cell of Π. Accordingly, we could use eigenspaces of A(G/Π)
to split eigenspaces of A(G), which is one of two major tools we employ to decompose eigenspaces
of A(G).
1As we shall see in Lemma 3.4, this relation is also sufficient for being equitable.
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It is well-known that given a partition of V (G) there is a unique coarsest equitable partition finer
than the original one, and there are a number of efficient algorithms to find the coarsest EP for a
given partition. As a matter of fact, the lemma 3.4 provides an efficient way of figuring out that
kind of EPs.
Now let us illustrate how our algorithm works with determining whether two vertices belong to
one orbit of the automorphism group of the Petersen graph (see Figure 1). We here try to determine
if vertices 1 and 7 are in the same orbit, and to figure out an automorphism moving 1 to 7. In
order to realize our goal, we need to make use of the geometric information about the permutation
representation of G and of its subgroups in R10. The key is to work out a group of EPs of G, which
enable us to split eigenspaces of A and therefore to obtain IRs of the stabilizers G1 and G7, where
Gv is the point stabilizer of v defined as {ξ ∈ G : ξv = v}.
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Figure 1: The Petersen Graph
First of all, let us gather the evidence of being symmetric for 1 and 7 by means of the dist. of
OPSB onto eigenspaces of the adjacency matrix A. As we shall see, it is the dist. of OPSB onto
subspaces relevant that reveals symmetries among vertices. However in the case that the vertex set
is of huge order and eigenspaces involved are of really large dimension, the dist. of OPSB is a real
mess, and hence we employ EPs to group vertices and to decompose eigenspaces so we can ultimately
clarify symmetries of the graph.
One can easily compute the eigenvalues and corresponding eigenspaces of the graph G.2 Actually,
A possesses three eigenvalues 3, -2 and 1 of multiplicity 1, 4 and 5, respectively, and the eigenspace
corresponding to 3 shows us nothing about the structure of G because it is spanned by the vector 1.
Consequently, we examine the rest of two eigenspaces.
It is easy to check that all lengths of the OPSB onto the eigenspace V−2 and onto V1 respectively
are the same, so in order to see angles among the OPSB onto those eigenspaces it suffices to see the
2 In order to decide whether or not two eigenvalues or two vectors are the same, we need high precision arithmetic
- eigenvalues and coordinates of eigenvectors may have to be calculated to nK digits accuracy for some integer K. We
refer readers to [7] for more information. In this paper, we use Mathematica 10 to compute all data and to draw most
of figures.
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OPSB onto V−2 and V1. They are displayed by the following matrices, in which the jth column is
the orthogonal projection of ej onto the eigenspace relevant.

0.400000 −0.266667 0.0666667 0.0666667 −0.266667 −0.266667 0.0666667 0.0666667 0.0666667 0.0666667
−0.266667 0.400000 −0.266667 0.0666667 0.0666667 0.0666667 −0.266667 0.0666667 0.0666667 0.0666667
0.0666667 −0.266667 0.400000 −0.266667 0.0666667 0.0666667 0.0666667 −0.266667 0.0666667 0.0666667
0.0666667 0.0666667 −0.266667 0.400000 −0.266667 0.0666667 0.0666667 0.0666667 −0.266667 0.0666667
−0.266667 0.0666667 0.0666667 −0.266667 0.400000 0.0666667 0.0666667 0.0666667 0.0666667 −0.266667
−0.266667 0.0666667 0.0666667 0.0666667 0.0666667 0.400000 0.0666667 −0.266667 −0.266667 0.0666667
0.0666667 −0.266667 0.0666667 0.0666667 0.0666667 0.0666667 0.400000 0.0666667 −0.266667 −0.266667
0.0666667 0.0666667 −0.266667 0.0666667 0.0666667 −0.266667 0.0666667 0.400000 0.0666667 −0.266667
0.0666667 0.0666667 0.0666667 −0.266667 0.0666667 −0.266667 −0.266667 0.0666667 0.400000 0.0666667
0.0666667 0.0666667 0.0666667 0.0666667 −0.266667 0.0666667 −0.266667 −0.266667 0.0666667 0.400000

The OPSB matrix corresponding to V−2

0.500000 0.166667 −0.166667 −0.166667 0.166667 0.166667 −0.166667 −0.166667 −0.166667 −0.166667
0.166667 0.500000 0.166667 −0.166667 −0.166667 −0.166667 0.166667 −0.166667 −0.166667 −0.166667
−0.166667 0.166667 0.500000 0.166667 −0.166667 −0.166667 −0.166667 0.166667 −0.166667 −0.166667
−0.166667 −0.166667 0.166667 0.500000 0.166667 −0.166667 −0.166667 −0.166667 0.166667 −0.166667
0.166667 −0.166667 −0.166667 0.166667 0.500000 −0.166667 −0.166667 −0.166667 −0.166667 0.166667
0.166667 −0.166667 −0.166667 −0.166667 −0.166667 0.500000 −0.166667 0.166667 0.166667 −0.166667
−0.166667 0.166667 −0.166667 −0.166667 −0.166667 −0.166667 0.500000 −0.166667 0.166667 0.166667
−0.166667 −0.166667 0.166667 −0.166667 −0.166667 0.166667 −0.166667 0.500000 −0.166667 0.166667
−0.166667 −0.166667 −0.166667 0.166667 −0.166667 0.166667 0.166667 −0.166667 0.500000 −0.166667
−0.166667 −0.166667 −0.166667 −0.166667 0.166667 −0.166667 0.166667 0.166667 −0.166667 0.500000

The OPSB matrix corresponding to V1
Given two vertices u and v, one useful necessary condition for being symmetric is that there exists
a permutation σ such that σ proj
[
Vλ
]
(eu) = proj
[
Vλ
]
(ev), ∀λ ∈ specA, so in order to determine orbits
of G we first focus on partitions of V (G) erected by projections relevant to the vertex considered.
Let us begin with a partition of V relevant to the vertex 1. In virtue of the projections of e1
onto some eigenspaces ⊕λ∈ΛVλ where Λ ⊆ specA(G), one can see a natural binary relation among
vertices: two vertices x and y are said to be projection-related with respect to vertex 1 and Λ if for
any λ ∈ Λ,
‖proj[Vλ](ex)‖ = ‖proj[Vλ](ey)‖ and 〈ex, proj[Vλ](e1)〉 = 〈ey, proj[Vλ](e1)〉. (6)
Obviously, the relation above is an equivalence relation, so we have a partition of the vertex set [10].
We take here the subset Λ to be specA(G), and hence the partition is {{1}, {2, 5, 6}, {3, 4, 7, 8, 9, 10}}.
It is quite clear that one can define similar relations for other vertices and build similar partitions
of [10]. For the vertex 7, the partition is {{7}, {2, 9, 10}, {1, 3, 4, 5, 6, 8}}. Let EP[1] (⊕Vλ) and
EP[7] (⊕Vλ) be the coarsest EPs, respectively, of those two partitions above, which are actually the
same as those two partitions, for they are themselves equitable, but in general EP[v] (⊕Vλ) would be
finer than the partition erected by the relation (6).
In virtue of Lemma 3.4, one can readily see that two cells C1 and C2 of an equitable partition can
be distinguished by two sets of projections {proj[Vλ](RC1) : λ ∈ specA (G)} and {proj[Vλ](RC2) :
λ ∈ specA (G)}. As a result, we can associate two EPs of a graph by means of those projections.
Suppose u and v are two vertices of G, and Cu and Cv are two cells of EP[u] (⊕Vλ) and EP[v] (⊕Vλ),
respectively, which are said to be in the same type if for every eigenspace Vλ of A,
〈ex, proj
[
Vλ
]
(RCu)〉 = 〈ey, proj
[
Vλ
]
(RCv)〉 ∀x ∈ Cu and y ∈ Cv,
and ∃σ ∈ SymV s.t., σ Cu = Cv and σproj
[
Vλ
]
(RCu) = proj
[
Vλ
]
(RCv),
(7)
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where RCu is the characteristic vector of the cell Cu. Accordingly, we can define type for equi-
table partitions EP[u] (⊕Vλ) and EP[v] (⊕Vλ), which are said to be in the same type, denoted by
EP[u] (⊕Vλ)  EP[v] (⊕Vλ), if there is a bijection ψ from the set of cells of EP[u] (⊕Vλ) to that of
EP[v] (⊕Vλ) such that C and ψ(C) are in the same type for any cell C of EP[u] (⊕Vλ).
In our example, EP[1] (⊕Vλ) and EP[7] (⊕Vλ) are in the same type and the correspondence is the
following:
{1} 7→ {7}, {2, 5, 6} 7→ {2, 9, 10} and {3, 4, 7, 8, 9, 10} 7→ {1, 3, 4, 5, 6, 8}.
It is plain to see that if two vertices u and v belong to the same orbit of G then two partitions
EP[u] (⊕Vλ) and EP[v] (⊕Vλ) must be in the same type, and the bijection ψ between two EPs is
unique.
Two vertices u and v of a graph G are said to be projection-symmetric with respect to ⊕λ∈ΛVλ,
where Λ ⊆ specA(G), if
EP[u] (⊕λ∈ΛVλ)  EP[v] (⊕λ∈ΛVλ) and G/EP[u] (⊕λ∈ΛVλ) ∼= G/EP[v] (⊕λ∈ΛVλ) (8)
with respect to ψ. The isomorphism between two graphs G/EP[u] (⊕λ∈ΛVλ) and G/EP[v] (⊕λ∈ΛVλ)
is defined in the way similar to simple graphs, but we here require that the bijection φ preserves
the direction and weights on arcs. Note that with the help of the correspondence ψ one can quickly
verify whether or not G/EP[u] (⊕λ∈ΛVλ) ∼= G/EP[v] (⊕λ∈ΛVλ).
Apparently, the relation defined by (8) is an equivalence one, so it induces a partition of V . We
denote the uniquely coarsest EP of the partition by EP[G] (⊕λ∈ΛVλ). In the case that Λ = specA(G)
we denote for the convenience the equitable partition by EP[G] (⊕Vλ). It is plain to see that any orbit
of G must be entirely contained in some cell of EP[G] (⊕Vλ), for every eigenspace of A is G-invariant.
On the other hand, according to the process above, if we have for each eigenspace Vλ of A a group
of subspaces Xλ,1, . . . , Xλ,t such that ⊕Xλ,k is an orthogonal decomposition of Vλ (λ ∈ specA) and
every Xλ,k (k = 1, . . . , t) is G-invariant, then we could build a new partition EP[G] (⊕Xλ,k), which
is refiner than the partition EP[G] (⊕Vλ) but coarser than the partition Π∗ comprised of orbits of G.
In order to determine orbits of G, we need to split every eigenspace Vλ further and further. As a
matter of fact, if ⊕Wλ,p is a decomposition of Rn into IRs of G, where Wλ,p ⊆ Vλ and λ ∈ specA,
then EP[G] (⊕Wλ,p) is the same as the partition Π∗. This is because Π∗ is itself an equitable partition
and thus there exists an IR Wλ,x of G of dimension 1 such that 〈eu,x〉 6= 〈ev,x〉 on condition that u
and v do not belong to the same orbit of G, where x is a non-trivial vector in Wλ,x.
In our example, EP[G] (⊕Vλ) possesses only one trivial cell [10], but at this stage we cannot be
sure that the eigenspaces of A(G) are irreducible for G, so we cannot decide whether G is transitive.
On the other hand, the matrix A(G/EP[G] (⊕Vλ)) has only one eigenvalue 3, so we cannot employ
the eigenspace of A(G/EP[G] (⊕Vλ)) to split eigenspaces of A(G). As a result, we have to use some
of the OPSB to split those eigenspaces of A(G) and thus turn to figuring out IRs of Gv for vertices
we have chosen instead of trying to decompose eigenspaces of A(G) into IRs of G. However we could
ultimately obtain the decomposition of R10 into IRs of G by means of IRs of Gv due to Lemma 3.2.
Recall that EP[1] (⊕Vλ) = {{1}, {2, 5, 6}, {3, 4, 7, 8, 9, 10}}. It is easy to check that
specA(G/EP[1] (⊕Vλ)) = {3,−2, 1}.
In accordance with the relation between eigenvectors of A(G/EP[1] (⊕Vλ)) and A(G), those two
projections proj
[
V−2
]
(e1) and proj
[
V1
]
(e1) are lifted from eigenspaces of A(G/EP[1] (⊕Vλ)), so we
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can now split V−2 and V1 by eigenspaces of A(G/EP[1] (⊕Vλ)) relevant. Note that if U is an σ-
invariant subspace, where σ is a permutation, then the orthogonal complement U⊥ is also σ-invariant.
Consequently, it is sufficient, to determine if 1 and 7 are symmetric, to analyze one of eigenspaces
V−2 and V1. In what follows, we focus on the subspace V−2.
SetX−2,1,0[1] = REP[1](⊕Vλ)V
G/EP[1](⊕Vλ)
−2 where V
G/EP[1](⊕Vλ)
−2 is the eigenspace ofA(G/EP[1] (⊕Vλ))
corresponding to the eigenvalue -2. We now can decompose V−2 as X−2,1,0[1] ⊕ X−2,1,1[1], where
X−2,1,1[1] is the orthogonal complement of X−2,1,0[1] in V−2. For convenience, we define X−2,1,1[1] as
V−2 	X−2,1,0[1].
Evidently, dimX−2,1,1[1] = 3. Let us now turn to determining orbits of G1 by means of the equitable
partition EP[G1] (X−2,1,0[1]⊕X−2,1,1[1]).
We first list the OPSB onto X−2,1,1[1] and then figure out EP[1; v] (X−2,1,0[1]⊕X−2,1,1[1]) for
every vertex v ∈ [10] \ {1} by means of the relation (6). After that, we can figure out the partition
EP[G1] (X−2,1,0[1]⊕X−2,1,1[1]) by means of another relation (8).
0 0 0 0 0 0 0 0 0 0
0 0.222222 −0.222222 0.111111 −0.111111 −0.111111 −0.222222 0.111111 0.111111 0.111111
0 −0.222222 0.388889 −0.277778 0.111111 0.111111 0.0555556 −0.277778 0.0555556 0.0555556
0 0.111111 −0.277778 0.388889 −0.222222 0.111111 0.0555556 0.0555556 −0.277778 0.0555556
0 −0.111111 0.111111 −0.222222 0.222222 −0.111111 0.111111 0.111111 0.111111 −0.222222
0 −0.111111 0.111111 0.111111 −0.111111 0.222222 0.111111 −0.222222 −0.222222 0.111111
0 −0.222222 0.0555556 0.0555556 0.111111 0.111111 0.388889 0.0555556 −0.277778 −0.277778
0 0.111111 −0.277778 0.0555556 0.111111 −0.222222 0.0555556 0.388889 0.0555556 −0.277778
0 0.111111 0.0555556 −0.277778 0.111111 −0.222222 −0.277778 0.0555556 0.388889 0.0555556
0 0.111111 0.0555556 0.0555556 −0.222222 0.111111 −0.277778 −0.277778 0.0555556 0.388889

The OPSB matrix relevant to 1 in X−2,1,1[1]
It is easy to check that EP[G1] (X−2,1,0[1]⊕X−2,1,1[1]) = {{1}, {2, 5, 6}, {3, 4, 7, 8, 9, 10}}. It is
different from EP[G] (⊕Vλ) above that we now could decompose X−2,1,1[1] further by means of one
cell {2, 5, 6} of EP[G1] (X−2,1,0[1]⊕X−2,1,1[1]). To be precise
X−2,1,1[1] = span{X−2,1,1[1] : {2, 5, 6}} ⊕X−2,1,3[1],
where
span{X−2,1,1[1] : {2, 5, 6}} = span{proj
[
X−2,1,1[1]
]
(ex) : x ∈ {2, 5, 6}},
which is of dimension 2 and denoted by X−2,1,2[1], and X−2,1,3[1] is the orthogonal complement
of X−2,1,2[1] in X−2,1,1[1], which is spanned by the first row in the following matrix. Note that the
subspace X−2,1,2[1] is invariant for G1, since the set {2, 5, 6} is a cell of EP[G1](X−2,1,0[1]⊕X−2,1,1[1]).
Consequently, the subspace X−2,1,3[1] is also G1-invariant.(
0 0 0.408248 −0.408248 0 0 −0.408248 −0.408248 0.408248 0.408248
0.408248 0 −0.408248 0.408248 −0.408248 −0.408248 0 0.408248 0 0
)
vectors spanning X−2,1,3[1] and X−2,1,3[7]
Due to corollaries 4.6 and 4.7, it is often the case that we can split subspaces like X−2,1,1[1] by
virtue of a subspace spanned by one of cells of EP[H] (⊕Xλ,k), where H is a subgroup of G. As we
shall see in the last section, it is one of major tools we use to split subspaces involved and then to
refine equitable partitions we have.
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Figure 2: The dist. of OPSB onto X−2,1,2[1] and X−2,1,2[7]
In summary, we now decompose V−2 into an orthogonally direct sum ⊕k∈{0,2,3}X−2,1,k[1]. By
analyzing the dist. of OPSB onto those three subspaces respectively, one can readily see that the
partition {{1}, {2, 5, 6}, {3, 4, 7, 8, 9, 10}} is comprised of orbits of G1, and furthermore those three
subspaces above are indeed IRs of G1 contained in V−2. According to Lemma 3.7, for any block
system of G, there are IRs of G displaying the system via the dist. of OPSB onto those IRs. In
our example, those three IRs show us that the action of G1 on {2, 5, 6} is primitive but that on
{3, 4, 7, 8, 9, 10} is endowed with two block systems {{3, 7}, {4, 10}, {8, 9}} and {{3, 9, 10}, {4, 7, 8}}.
It is obvious that if 1 and 7 belong to the same orbit of G then the stabilizer G7 would have three
IRs in V−2 such that the dist. of OPSB on them possesses the same structure as that on X−2,1,k[1],
k = 0, 2, 3, respectively. Therefore, we now know how to decompose V−2 with respect to G7. The
following matrix displays the OPSB onto the subspace X−2,1,1[7] of V−2, which is obtained by V−2 	
X−2,1,0[7] where X−2,1,0[7] = REP[7](⊕Vλ)V
G/EP[7](⊕Vλ)
−2 , and similarly, X−2,1,1[7] can be decomposed
into X−2,1,2[7] ⊕ X−2,1,3[7], where the subspace X−2,1,2[7] = span{X−2,1,1[7] : {2, 9, 10}}, which is
spanned by {proj[X−2,1,1[7]](ex) : x ∈ {2, 9, 10}} and of dimension 2, and X−2,1,3[7] is the orthogonal
complement of X−2,1,2[7] in X−2,1,1[7].
0.388889 −0.222222 0.0555556 0.0555556 −0.277778 −0.277778 0 0.0555556 0.111111 0.111111
−0.222222 0.222222 −0.222222 0.111111 0.111111 0.111111 0 0.111111 −0.111111 −0.111111
0.0555556 −0.222222 0.388889 −0.277778 0.0555556 0.0555556 0 −0.277778 0.111111 0.111111
0.0555556 0.111111 −0.277778 0.388889 −0.277778 0.0555556 0 0.0555556 −0.222222 0.111111
−0.277778 0.111111 0.0555556 −0.277778 0.388889 0.0555556 0 0.0555556 0.111111 −0.222222
−0.277778 0.111111 0.0555556 0.0555556 0.0555556 0.388889 0 −0.277778 −0.222222 0.111111
0 0 0 0 0 0 0 0 0 0
0.0555556 0.111111 −0.277778 0.0555556 0.0555556 −0.277778 0 0.388889 0.111111 −0.222222
0.111111 −0.111111 0.111111 −0.222222 0.111111 −0.222222 0 0.111111 0.222222 −0.111111
0.111111 −0.111111 0.111111 0.111111 −0.222222 0.111111 0 −0.222222 −0.111111 0.222222

The OPSB matrix relevant to 7 in X−2,1,1[7]
Accordingly, provided that 1 and 7 are in the same orbit of G, G7 would have three orbits {7},
{2, 9, 10}, {1, 3, 4, 5, 6, 8} and its action on {2, 9, 10} would be primitive and that on {1, 3, 4, 5, 6, 8}
would have two block systems {{1, 3}, {4, 6}, {5, 8}} and {{1, 4, 8}, {3, 5, 6}}. In virtue of those
relations and two decompositions of the eigenspace V−2⊕
k∈{0,2,3}
X−2,1,k[1] and
⊕
k∈{0,2,3}
X−2,1,k[7],
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one can easily obtain a permutation σ on V−2 such that
σ proj
[
V−2
]
(e1) = proj
[
V−2
]
(e7),
σ proj
[
X−2,1,2[1]
]
(e2) = proj
[
X−2,1,2[7]
]
(e2),
σ proj
[
X−2,1,2[1]
]
(e5) = proj
[
X−2,1,2[7]
]
(e9),
σ proj
[
X−2,1,3[1]
]
(e3) = proj
[
X−2,1,3[7]
]
(e1).
and thus
σ =
(
1 2 5 6 3 7 10 4 9 8
7 2 9 10 1 3 4 6 8 5
)
.
By means of the relation (3), one can quickly check that σ is an automorphism of the Petersen
graph, so two vertices 1 and 7 are symmetric in the Petersen, and consequently two partitions
{{1}, {2, 5, 6}, {3, 4, 7, 8, 9, 10}} and {{7}, {2, 9, 10}, {1, 3, 4, 5, 6, 8}} do consist respectively of orbits
of G1 and G7.
Now let us see how to characterize the structure of G by virtue of what we have had. First of
all, let us build a bipartite graph [G1,G7]. The vertex set of [G1,G7] consists of orbits of those two
stabilizers G1 and G7, and two vertices in the graph are adjacent if the intersection of two subsets
corresponding to the vertices is not empty (see Fig. 3). Evidently, the graph [G1,G7] is connected,
that due to Lemma 2.5 shows the action of G on V is transitive. Moreover, in accordance with
Lemma 3.2, two eigenspaces V−2 and V1 are indeed irreducible for G, for the subspaces V−2[1] and
V1[1] are both of dimension 1, where Vλ[1] is defined as {x ∈ Vλ : ξx = x,∀ξ ∈ G1} and actually
equal to RΠ∗1V
G/Π∗1
λ , where Π
∗
1 is the partition consisting of orbits of G1 and λ = −2, 1. As a result,
the action of G on [10] is primitive due to Lemma 3.7.
Figure 3: The bipartite graph [G1,G7]
As having seen, we show two vertices 1 and 7 are symmetric in the Petersen graph by comparing
the dist. of OPSB on IRs of G1 and that of G7 relevant. There is another way of displaying
the symmetry via the OPSB matrix, that is somewhat better than the first one, for it enables
us to see symmetries among vertices in subspaces of dimension larger than 3. For instance, we
reorganize the OPSB matrix onto V−2 in accordance with the order 1,2,5,6,3,7,10,4,9,8, that means
we rearrange the order of entries in each column of the OPSB matrix according to the order (see
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the matrix below). Similarly, we can reorganize the OPSB matrix onto V−2 in accordance with the
order 7,2,9,10,1,3,4,6,8,5. It is easy to check that those two reorganized matrices are the same. As
the matter of fact, it is the relation that shows 1 and 7 are indeed symmetric in the Petersen graph.

0.400000 −0.266667 −0.266667 −0.266667 0.0666667 0.0666667 0.0666667 0.0666667 0.0666667 0.0666667
−0.266667 0.400000 0.0666667 0.0666667 −0.266667 −0.266667 0.0666667 0.0666667 0.0666667 0.0666667
−0.266667 0.0666667 0.400000 0.0666667 0.0666667 0.0666667 −0.266667 −0.266667 0.0666667 0.0666667
−0.266667 0.0666667 0.0666667 0.400000 0.0666667 0.0666667 0.0666667 0.0666667 −0.266667 −0.266667
0.0666667 −0.266667 0.0666667 0.0666667 0.400000 0.0666667 0.0666667 −0.266667 0.0666667 −0.266667
0.0666667 −0.266667 0.0666667 0.0666667 0.0666667 0.400000 −0.266667 0.0666667 −0.266667 0.0666667
0.0666667 0.0666667 −0.266667 0.0666667 0.0666667 −0.266667 0.400000 0.0666667 0.0666667 −0.266667
0.0666667 0.0666667 −0.266667 0.0666667 −0.266667 0.0666667 0.0666667 0.400000 −0.266667 0.0666667
0.0666667 0.0666667 0.0666667 −0.266667 0.0666667 −0.266667 0.0666667 −0.266667 0.400000 0.0666667
0.0666667 0.0666667 0.0666667 −0.266667 −0.266667 0.0666667 −0.266667 0.0666667 0.0666667 0.400000

Reorganizing the OPSB matrix onto V−2 according to two orders: 1, 2, 5, 6, 3, 7, 10, 4, 9, 8 and 7, 2, 9, 10, 1, 3, 4, 6, 8, 5

0.500000 0.166667 0.166667 0.166667 −0.166667 −0.166667 −0.166667 −0.166667 −0.166667 −0.166667
0.166667 0.500000 −0.166667 −0.166667 0.166667 0.166667 −0.166667 −0.166667 −0.166667 −0.166667
0.166667 −0.166667 0.500000 −0.166667 −0.166667 −0.166667 0.166667 0.166667 −0.166667 −0.166667
0.166667 −0.166667 −0.166667 0.500000 −0.166667 −0.166667 −0.166667 −0.166667 0.166667 0.166667
−0.166667 0.166667 −0.166667 −0.166667 0.500000 −0.166667 −0.166667 0.166667 −0.166667 0.166667
−0.166667 0.166667 −0.166667 −0.166667 −0.166667 0.500000 0.166667 −0.166667 0.166667 −0.166667
−0.166667 −0.166667 0.166667 −0.166667 −0.166667 0.166667 0.500000 −0.166667 −0.166667 0.166667
−0.166667 −0.166667 0.166667 −0.166667 0.166667 −0.166667 −0.166667 0.500000 0.166667 −0.166667
−0.166667 −0.166667 −0.166667 0.166667 −0.166667 0.166667 −0.166667 0.166667 0.500000 −0.166667
−0.166667 −0.166667 −0.166667 0.166667 0.166667 −0.166667 0.166667 −0.166667 −0.166667 0.500000

Reorganizing the OPSB matrix onto V1 according to two orders: 1, 2, 5, 6, 3, 7, 10, 4, 9, 8 and 7, 2, 9, 10, 1, 3, 4, 6, 8, 5
1.2 A block family of G
As we have mentioned, a non-empty subset B of some orbit ofG is a block forG if for any permutation
σ ∈ G, either σB = B or σB ∩B = ∅. That feature makes B impressive, for the action of G on B is
like that on one vertex, although B may contain a large number of vertices. As a result, the action
of G on a block system is somewhat like that on the whole set V .
Let us first present a fundamental characterization of blocks, which suggests that the stabilizer
of a block is to some extent maximal in G. It is an essential feature of blocks and we shall give two
other characterizations of the feature in the next section.
Lemma 1.9. Let H be a subgroup of a permutation group G that acts on a finite set V . If T is an
orbit of H such that Gt ≤ H for some t ∈ T , then T is a block for G and H is the stabilizer of T ,
i.e., H = GT . Conversely, if B is a block for G then Gb must be a subgroup of GB for some b ∈ B.
The following is a classical result characterizing the relation between blocks and their stabilizers,
that explains the reason why blocks are vitally important in finding out a generating set of G.
Lemma 1.10 (Dixon and Mortimer [5]). Let G be a permutation group acting on a finite set V
transitively, let B be the set of all blocks B for G with b ∈ B, where b ∈ V , and let S be the set of
all subgroups H of G with Gb ≤ H. Then there is a bijection Ψ of B onto S defined by Ψ(B) = GB,
and furthermore the mapping Ψ is order-preserving in the sense that if B1 and B2 are two blocks in
B then B1 ⊆ B2 if and only if Ψ(B1) ≤ Ψ(B2).
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In virtue of the relation above, one can readily prove the following.
Lemma 1.11. Let G be a permutation group acting transitively on a set V , and let B be a block for
G. Then B is a maximal block if and only if GB is a maximal subgroup of G.
Proof. Since B is a block for G, Gb is a subgroup of GB due to Lemma 1.9, and thus GB is one
member of the set S consisting of all subgroups H of G with Gb ≤ H. By means of Lemma 1.10, B
must be a maximal block for G.
Now we turn to the necessity of the assertion. Suppose GB is not a maximal subgroup of G and
there exists a subgroup H of G such that GB  H  G. Then H contains Gb as a subgroup and
thus it is a member of S. Since B is a maximal and Ψ is an order-preserving map, Ψ−1(H) should
be a subset of B, and thereby H would be a subgroup of GB, which is in contradiction with the
assumption that GB  H  G.
This lemma leads immediately to the following characterization of primitive groups.
Lemma 1.12 (Dixon and Mortimer [5]). Let G be a permutation group acting transitively on a set
V with at least two elements. Then G is primitive if and only if each stabilizer Gv is a maximal
subgroup of G, where v is an element of V .
First of all, note that in virtue of the same argument for establishing those three results above
one could prove a more general version for each one of those results without the restriction that the
action of G is transitive. In the case of being not transitive, we focus on one orbit, say, T , of G and
naturally require that B is subset of T .
According to Lemma 1.12, if G is primitive then we only need, provided that we have the subgroup
Gv, to figure out one permutation γ in G moving the vertex v to anther vertex, for G = 〈Gv, γ〉 in
this case. However, in order to use the lemma above, we need to determine whether G is primitive,
so in the next section we establish another way to characterize the primitiveness (see Theorem 2.8
for details).
In the case of being imprimitive, we need a group of blocks B1 ( B2 ( · · · ( Bl such that B1 is
a minimal block for G, Bi is maximal in Bi+1 (i = 1, . . . , l − 1) and Bl is a maximal block. Such a
group is called a block family of G. According to Lemma 1.10, to generate the subgroup GBi+1 , we
only need, provided that we have the stabilizer GBi , to figure out one permutation γi in G moving
one vertex bi in Bi to a vertex in Bi+1 \ Bi, for Bi is maximal in Bi+1, so GBi+1 = 〈GBi , γi〉. As a
result, if we have the point stabilizer Gb1 , where b1 ∈ B1, then the subset {Gb1 , γ1, γ2, . . . , γl} is a
generating set of G, where γl is a permutation in G moving Bl to another block.
In order to find out a generating set of Gb1 , we do the same thing on an orbit of Gb1 . It is clear
that we can ultimately have a generating set of G.
Now let us show by an example how to find out a block family of G. The graph considered here
is the Shrikhande graph shown in Fig. 4, and its adjacency matrix has 3 distinct eigenvalues 6, 2
and −2 of multiplicity 1, 6 and 9, respectively. According to Lemma 1.3, the automorphism group
G is determined by the eigenspace V2, corresponding to the eigenvalue 2, i.e., AutG = AutV2. One
of key ingredients we need is a partition Π∗v of V consisting of orbits of a point stabilizer Gv and we
here try to determine Π∗1. The following is the OPSB onto the eigenspace.
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Figure 4: The Shrikhande graph with four blocks {1, 3, 13, 15}, {2, 4, 14, 16}, {5, 6, 7, 8}, {9, 10, 11, 12}

0.375 0.125 −0.125 0.125 0.125 0.125 −0.125 −0.125 0.125 0.125 −0.125 −0.125 −0.125 −0.125 −0.125 −0.125
0.125 0.375 0.125 −0.125 −0.125 0.125 0.125 −0.125 −0.125 0.125 0.125 −0.125 −0.125 −0.125 −0.125 −0.125
−0.125 0.125 0.375 0.125 −0.125 −0.125 0.125 0.125 −0.125 −0.125 0.125 0.125 −0.125 −0.125 −0.125 −0.125
0.125 −0.125 0.125 0.375 0.125 −0.125 −0.125 0.125 0.125 −0.125 −0.125 0.125 −0.125 −0.125 −0.125 −0.125
0.125 −0.125 −0.125 0.125 0.375 −0.125 −0.125 −0.125 −0.125 0.125 −0.125 0.125 0.125 −0.125 −0.125 0.125
0.125 0.125 −0.125 −0.125 −0.125 0.375 −0.125 −0.125 0.125 −0.125 0.125 −0.125 0.125 0.125 −0.125 −0.125
−0.125 0.125 0.125 −0.125 −0.125 −0.125 0.375 −0.125 −0.125 0.125 −0.125 0.125 −0.125 0.125 0.125 −0.125
−0.125 −0.125 0.125 0.125 −0.125 −0.125 −0.125 0.375 0.125 −0.125 0.125 −0.125 −0.125 −0.125 0.125 0.125
0.125 −0.125 −0.125 0.125 −0.125 0.125 −0.125 0.125 0.375 −0.125 −0.125 −0.125 −0.125 0.125 0.125 −0.125
0.125 0.125 −0.125 −0.125 0.125 −0.125 0.125 −0.125 −0.125 0.375 −0.125 −0.125 −0.125 −0.125 0.125 0.125
−0.125 0.125 0.125 −0.125 −0.125 0.125 −0.125 0.125 −0.125 −0.125 0.375 −0.125 0.125 −0.125 −0.125 0.125
−0.125 −0.125 0.125 0.125 0.125 −0.125 0.125 −0.125 −0.125 −0.125 −0.125 0.375 0.125 0.125 −0.125 −0.125
−0.125 −0.125 −0.125 −0.125 0.125 0.125 −0.125 −0.125 −0.125 −0.125 0.125 0.125 0.375 0.125 −0.125 0.125
−0.125 −0.125 −0.125 −0.125 −0.125 0.125 0.125 −0.125 0.125 −0.125 −0.125 0.125 0.125 0.375 0.125 −0.125
−0.125 −0.125 −0.125 −0.125 −0.125 −0.125 0.125 0.125 0.125 0.125 −0.125 −0.125 −0.125 0.125 0.375 0.125
−0.125 −0.125 −0.125 −0.125 0.125 −0.125 −0.125 0.125 −0.125 0.125 0.125 −0.125 0.125 −0.125 0.125 0.375

The OPSB onto the eigenspace V2
Apparently, it is hard to hold our desire only by examining the dist. of OPSB in the eigenspace
V2, so let us try to split the subspace into smaller ones. In virtue of the OPSB onto V2, we can work
out a family of equitable partitions {EP[v] (V2) : v ∈ V } by the relation (6) and then obtain the
partition EP[G] (V2) by anther relation (8). It is easy to check that EP[G] (V2) possesses only one
cell [16], so the adjacency matrix of the quotient graph G/EP[G] (V2) has only one eigenvalue 6, and
therefore we cannot use the eigenspace of A(G/EP[G] (V2)) to split the eigenspace V2. Consequently,
let us turn to the partition EP[1] (V2) = {{1}, {2, 4, 5, 6, 9, 10}, {3, 7, 8, 11, 12, 13, 14, 15, 16}}.
One can easily check that A (G/EP[1] (V2)) possesses 3 eigenvalues 6, 2 and −2, every one of
which is of multiplicity 1, and the vector proj
[
V2
]
(e1) belongs to REP[1](V2)V
G/EP[1](V2)
2 , i.e., it is lifted
from the eigenspace V
G/EP[1](V2)
2 . Hence we can use the subspace X2,1,0[1] := REP[1](V2)V
G/EP[1](V2)
2 to
split V2. Set
X2,1,1[1] = V2 	X2,1,0[1].
Clearly, dimX2,1,1[1] = 5.
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At this stage, it is important to verify whether or not some of cells of EP[1] (V2) can split the
subspace X2,1,1[1] further. Note that
dim span{X2,1,1[1] : {2, 4, 5, 6, 9, 10}} = 4
while
dim span{X2,1,1[1] : {3, 7, 8, 11, 12, 13, 14, 15, 16}} = 5,
so we could use the first subspace to split X2,1,1[1], where span{X2,1,1[1] : {2, 4, 5, 6, 9, 10}} is the
subspace spanned by vectors {proj[X2,1,1[1]](ex) : x ∈ {2, 4, 5, 6, 9, 10}} and denoted by X2,1,2[1]. Set
X2,1,3[1] = X2,1,1[1]	X2,1,2[1], which is of dimension 1 and spanned by the following vector
(0, 0, 0, 0, 0, 0,−0.408248, 0.408248, 0, 0, 0.408248,−0.408248, 0,−0.408248, 0, 0.408248).
Since the subspace X2,1,3[1] is G1-invariant and the projections of e3, e13 and e15 onto X2,1,3[1] are
equal to 0, the cell {3, 7, 8, 11, 12, 13, 14, 15, 16} cannot be one orbit of G1. Consequently, we now
can refine the partition EP[1] (V2) by means of the decomposition ⊕k∈{0,2,3}X2,1,k[1] of V2.
Once again, we first work out a family of partitions {EP[1; v] (⊕X2,1,k[1]) : v ∈ V \ {1}} by the
relation (6) and then obtain the partition EP[G1] (⊕X2,1,k[1]) by anther relation (8). One can readily
check that
EP[G1] (⊕X2,1,k[1]) = {{1}, {2, 4, 5, 6, 9, 10}, {3, 13, 15}, {7, 8, 11, 12, 14, 16}}.
It is easy to compute the spectrum of A (G/EP[G1] (⊕X2,1,k[1])). In fact, the matrix possesses
3 distinct eigenvalues 6, 2 and −2 of multiplicity 1, 1 and 2 respectively. Denote the subspace
REP[G1](⊕X2,1,k[1])V
G/EP[G1](⊕X2,1,k[1])
2 by X2,2,0[1]. Note that dimX2,2,0[1] = 1, so we cannot use it to
split the subspace X2,1,2[1], which is of dimension 4, for X2,2,0[1] = X2,1,0[1]. We have however another
apparatus to split the subspace at this stage - those subspaces spanned by cells of EP[G1] (⊕X2,1,k[1]).
As a matter of fact,
dim span{X2,1,2[1] : {3, 13, 15}} = 2.
As a result we now can decompose X2,1,2[1] into two subspacec X2,2,1[1] and X2,2,2[1], where X2,2,1[1]
stands for span{X2,1,2[1] : {3, 13, 15}} and X2,2,2[1] is the orthogonal complement of X2,2,1[1] in
X2,1,2[1]. By examining the dist. of OPSB onto those two subspaces (see Fig. 5 for details), we can
see
Π∗1 = {{1}, {2, 4, 5, 6, 9, 10}, {3, 13, 15}, {7, 8, 11, 12, 14, 16}}.
Furthermore, one can readily see that those four subspaces X2,1,0[1], X2,1,3[1], X2,2,1[1] and X2,2,2[1]
are IRs of G1 in the eigenspace V2.
Another key ingredient in finding out a block family is to figure out a group of automorphisms of
G, by means of which we can determine the block system containing one specific block that we are
interested in. Let us begin with figuring out one automorphism moving 1 to 2. As we have seen in
the previous subsection, if two vertices 2 and 1 are symmetric in G, we can observe the same dist. of
OPSB in subspaces obtained in the way same as what we did for the vertex 1, so we could see those
automorphisms, one of which is shown below
σ1,2 = (1 2)(3 4)(5 11)(6 10)(7 9)(8 12)(13 16)(14 15).
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Figure 5: The dist. of OPSB onto X2,2,1[1] and X2,2,2[1]
Consequently,
Π∗2 = {{2}, {1, 3, 6, 7, 10, 11}, {4, 14, 16}, {5, 8, 9, 12, 13, 15}}.
Note that the graph [G1,G2] is connected, so the action of G on V is transitive due to Lemma 2.5.
As a result, in order to determine the orbits of a point stabilizer Gv, v ∈ V \ {1, 2}, we do not have
to decompose V2 into IRs of Gv but only need to find the one dimension subspace similar to X2,1,3[1],
which shows us how to split the biggest cell in EP[v] (V2) containing nine vertices. The following
matrix displays the family {Π∗v : v ∈ V }.
1 || 2 4 5 6 9 10 || 3 13 15 || 7 8 11 12 14 16
2 || 1 3 6 7 10 11 || 4 14 16 || 5 8 9 12 13 15
3 || 2 4 7 8 11 12 || 1 13 15 || 5 6 9 10 14 16
4 || 1 3 5 8 9 12 || 2 14 16 || 6 7 10 11 13 15
5 || 1 4 10 12 13 16 || 6 7 8 || 2 3 9 11 14 15
6 || 1 2 9 11 13 14 || 5 7 8 || 3 4 10 12 15 16
7 || 2 3 10 12 14 15 || 5 6 8 || 1 4 9 11 13 16
8 || 3 4 9 11 15 16 || 5 6 7 || 1 2 10 12 13 14
9 || 1 4 6 8 14 15 || 10 11 12 || 2 3 5 7 13 16
10 || 1 2 5 7 15 16 || 9 11 12 || 3 4 6 8 13 14
11 || 2 3 6 8 13 16 || 9 10 12 || 1 4 5 7 14 15
12 || 3 4 5 7 13 14 || 9 10 11 || 1 2 6 8 15 16
13 || 5 6 11 12 14 16 || 1 3 15 || 2 4 7 8 9 10
14 || 6 7 9 12 13 15 || 2 4 16 || 1 3 5 8 10 11
15 || 7 8 9 10 14 16 || 1 3 13 || 2 4 5 6 11 12
16 || 5 8 10 11 13 15 || 2 4 14 || 1 3 6 7 9 12

In accordance with Lemma 2.6 and Theorem 2.8, by checking bipartite graphs [G1,Gv], v ∈ V \ {1},
we can determine minimal blocks for G containing the vertex 1. Accordingly, one can readily see
that the subset B := {1, 3, 13, 15} is a minimal block, and thus the block system B containing B
must have four members.
We now try to determine the system B. First of all, note that the vertex 2 does not belong to
the block B, so the automorphism σ1,2 yields anther block {2, 4, 14, 16} in the system B. Clearly,
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there are eight vertices in V \ (B∪σ1,2B), so in order to find other members of B, we need two more
automorphisms of G. By virtue of the method we use in figuring out σ1,2, one can readily figure out
the following automorphisms:
σ1,8 = (1 8 10 3 5 11)(2 4 16)(6 9 15 7 12 13),
and
σ1,9 = (1 9 14 13 11 2)(3 10 4 15 12 16)(5 8 7).
Accordingly,
B = {{1, 3, 13, 15}, {2, 4, 14, 16}, {5, 6, 7, 8}, {9, 10, 11, 12}}.
In order to obtain a minimal block for G containing properly B as one member, we construct
a new bipartite graph [GB′ ,GB′′ ], which is similar to [Gv′ ,Gv′′ ]. The vertex set of the graph is
comprised of orbits of the action of GB′ and of GB′′ on the system B, and again two vertices of the
graph are adjacent if the intersection of two subsets corresponding to the vertices is not empty. By
means of Lemma 2.5, we can easily determine the orbits of the action of GB′ on the system B with
the aid of the bipartite graph [Gx′ ,Gy′ ], where x
′ and y′ both belong to the block B′.
In our case, one can readily verify that each one of six graphs [GB′ ,GB′′ ] is connected, where
B′, B′′ ∈ B, and hence the action of G on the system B is primitive due to Theorem 2.8. Therefore,
the block B itself is a block family of G.
As we have seen, only by the family {Π∗v : v ∈ V } and a group of automorphisms {σ1,2, σ1,8, σ1,9},
we figure out a block family of G. As a matter of fact, we can also decompose only by them every
eigenspace of A (G) into IRs of G.
Recall that Vλ[v] = {x ∈ Vλ : ξx = x,∀ ξ ∈ Gv}. Note dimV2[1] = 1, so the eigenspace V2 is
indeed irreducible for G due to Lemma 3.2, while dimV−2[1] = 2, so the eigenspace V−2 contains two
IRs of G due to the same lemma.
There are two ways of decomposing V−2 into IRs of G. The 1st one is to use Theorem 3.12, which
asserts that any block system of G is indeed an equitable partition. Let ΠB is the partition of V
consisting of blocks inB. Then RΠBV
G/ΠB
−2 , denoted by X for short, is a subspace in V−2 representing
the system B, which is of dimension 3. As a result, the eigenspace V−2 can be decomposed into X
and its orthogonal complement in V−2, that are the two IRs in V−2.
The 2nd way is to use Theorem 4.3. According to the result, the intersection ∩v∈{1,3,13,15}V−2[v] is
not trivial but spanned by the vector which belongs to the IR X representing the block {1, 3, 13, 15}.
In this way we can determine other three vectors in X representing blocks {2, 4, 14, 16}, {5, 6, 7, 8}
and {9, 10, 11, 12} respectively. Apparently, X is spanned by those four vectors, so we can single out
the subspace X from V−2.
As we shall see in the following sections, we in general need only two sets of data - a partition Π∗t ,
consisting of orbits of Gt, and a subset E(t) of G such that ∀x ∈ T , ∃|σ ∈ E(t) s.t., σ t = x, in order
to find out a block system of G contained in some orbit T of G and to decompose an eigenspace of
A (G) into IRs of G onto which the projections of et is not trivial.
2 Blocks and block families of G
In this section, our goal is to establish a series of results which enable us to find out blocks and block
families of G. We start with two characterizations of blocks, which reveal the connection between
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the action of G on a block system and that on a family of subsets in G: in the 1st lemma the family
is comprised of the cosets of GB while in the 2nd lemma the family consists of the conjugations of
GB. In the case that G is not transitive, the connections enables us to see how block systems in
distinct orbits of G are related to one another.
Lemma 2.1. Let G be a permutation group acting on V with an orbit S and let H be a subgroup of
G with an orbit T . If the subset T is contained in S and |S|/|T | = [G : H], then T is a block for G
and H is the stabilizer of T , i.e., H = GT . Conversely, if B is a block for G then its stabilizer GB
enjoys the relationship that |S|/|B| = [G : GB].
According to the relation above, if B is a block then #{σB : σ ∈ G} = #{σGB : σ ∈ G}, while in
general #{σB : σ ∈ G} ≥ #{σGBσ−1 : σ ∈ G}, and the equality holds if and only if γGBγ−1 6= GB,
∀γ ∈ G \GB. As a matter of fact, the last relation is essentially sufficient for being a block.
Lemma 2.2. Let G be a permutation group acting on V . Suppose H is a subgroup of G and T is
one of orbits of H such that
(1) the normalizer N(H) is H itself, i.e., γHγ−1 6= H, ∀γ ∈ G \ H;
(2) if σHσ−1 6= H, σ ∈ G, then σT ∩ T = ∅.
Then T is a block for G.
Proof to Lemma 2.1. We begin with a simple observation that if ξH = ζH then ξT = ζT , where
ξ and ζ are two permutations in G. In fact, if ξH = ζH then there exists δ in H so that ξ = ζ · δ, and
thus ξT = ζ ·δT . Since T is an orbit of H and δ ∈ H, ζ ·δT = ζT and therefore ξT = ζT . As a result,
we can define a map φ from the set {σH : σ ∈ G} to the set OT = {σT : σ ∈ G}, s.t., φ(σH) = σT .
One can readily see that φ is surjective. This is because left cosets of H in G constitute a partition
of G, so for any element σ in G there is a left coset αH such that σ ∈ αH and αH = σH, and thus
φ(σH) = σT . Accordingly, |OT | ≤ [G : H].
Further, it is apparent that |S|/|T | ≤ |OT | for the action of G on S is transitive. In accordance
with the assumption that |S|/|T | = [G : H], we now have
[G : H] = |OT | = |S|/|T |.
Consequently, if σ /∈ H then σT ∩ T = ∅, and hence T is a block for G.
For the second claim that H is the stabilizer of T , we first note that H ≤ GT , so [G : GT ] ≤ [G : H].
On the other hand, by the same argument one can readily show that there exists a surjection from
{σGT : σ ∈ G} to {σT : σ ∈ G}. Consequently, [G : GT ] ≥ #{σT : σ ∈ G} = |S|/|T |, and therefore
[G : GT ] ≥ [G : H].
We now turn to the second assertion that if B is a block for G then |S|/|B| = [G : GB]. First,
we have |OB| = |S|/|B| for B is a block, where OB := {σB : σ ∈ G}. Similarly, we can define a map
φ from {σGB : σ ∈ G} to OB. It is easy to see that φ is a surjection.
To hold our desire, it is sufficient to show that φ is an injection. Suppose that ξ and ζ are two
permutations in G so that ξB = ζB. Then ζ−1ξB = B and thus ζ−1ξ ∈ GB, thereby ξGB = ζGB.
Hence φ is an injection.
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Proof to Lemma 2.2. Let σ be a permutation in G such that σT ∩ T 6= ∅. Then σHσ−1 = H
according to the 2nd relation above, and thus σ ∈ H since N(H) = H. Consequently, σT = T and
therefore T is a block for G.
In addition, block systems of G have a close relation with normal subgroups.
Lemma 2.3 (Dixon and Mortimer [5]). Let G be a permutation group acting on a finite set V , and
let N be a normal subgroup of G. Then the orbits of N comprise a system B of blocks for G, and
furthermore N ≤ ⋂B∈BGB.
Lemma 2.4. Let G be a permutation group acting on a finite set V , and let B be a block for G
contained in one orbit of G. Then GσB = σGBσ
−1, ∀σ ∈ G, and N := ⋂σ∈GGσB is a normal
subgroup of G. Moreover, Nb = B if and only if NGb = GB, where b is one member of B.
Proof. Clearly (σGBσ
−1)σB = σB. Thus σGBσ−1 ≤ GσB. Similarly, (σ−1GσBσ)B = B, so
σ−1GσBσ ≤ GB. Accordingly, we have
|GB| = |σGBσ−1| ≤ |GσB| = |σ−1GσBσ| ≤ |GB|.
Consequently, GσB = σGBσ
−1, ∀σ ∈ G, and hence ⋂σ∈GGσB = ⋂σ∈G (σGBσ−1).
On the other hand, for any permutation γ ∈ G,
γ
(⋂
σ∈G
(
σGBσ
−1)) γ−1 = ⋂
σ∈G
(
(γσ)GB(γσ)
−1)
=
⋂
σ∈G
(
σGBσ
−1)
As a result,
⋂
σ∈GGσB is a normal subgroup of G.
We now turn to the second part of the lemma and first show the sufficiency of the assertion.
Since B is a block for G, GBb = B for some b ∈ B, which means ∀b′ ∈ B, ∃ξ ∈ GB s.t., b′ = ξb. On
the other hand, in accordance with the assumption that NGb = GB, one can find δ ∈ N and ζ ∈ Gb
such that ξ = δζ. Consequently, b′ = δζb = δb and therefore, B = Nb.
For the necessity, one can easily check that if δ1Gb = δ2Gb then δ1b = δ2b, where δ1, δ2 ∈ N.
Consequently, we can define a map φ from {δGb : δ ∈ N} to B such that φ(δGb) = δb. In accordance
with the condition that Nb = B, the map φ is surjective, so #{δGb : δ ∈ N} ≥ |B|.
On the other hand, since B is an orbit of GB, |B| = [GB : Gb]. Moreover, according to the
definition of N, it is easy to see that {δGb : δ ∈ N} ⊆ {ξGb : ξ ∈ GB}. Consequently, the order of
{δGb : δ ∈ N} is not more than |B|, i.e., #{δGb : δ ∈ N} ≤ |B|. As a result, the map φ is a bijection
and therefore {δGb : δ ∈ N} = {ξGb : ξ ∈ GB}.
According to the relation above, if G possesses such a normal subgroup N so that Nb = B then
the distribution of N in GB is well-proportioned. To be precise, for any left coset ζGb, it must contain
some of members of N. In fact, suppose GB = ∪li=1ζiGb and ξ ∈ GB \
(∪kj=1 ζijGb) (1 ≤ k ≤ l − 1).
Since the relationship that Nb = B is equivalent to that NGb = GB, one can find δ ∈ N and γ ∈ Gb
such that ξ = δγ, that is an element of the left coset δGb. As a result, δGb ∩∪kj=1ζijGb = ∅ and thus
δ /∈ ∪kj=1ζijGb.
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However there does exist such permutation groups such that Nb ( B, ∀b ∈ B. For instance, we
consider the action of left product of A5 on itself. Evidently, 〈(12345)〉 is a subgroup of A5, that is
generated by the permutation (12345), and the family consisting of left cosets of 〈(12345)〉 is indeed
a system of blocks of the action by virtue of Lemma 2.1. But it is well-known that A5 is simple and
thus it possesses no any non-trivial normal subgroups.
We are now ready to show how to find blocks for G. As we have seen in the 1st section, the
bipartite graph [Gv′ ,Gv′′ ] plays a critical role in working out blocks for G. Recall that the vertex
set of [Gv′ ,Gv′′ ] consists of orbits of Gv′ and of Gv′′ , and two vertices in the graph are adjacent if
the intersection of two subsets corresponding to the vertices is not empty. There are essentially two
kinds of blocks for a permutation group, and the component C[v′] in [Gv′ ,Gv′′ ] shows us one of them.
Lemma 2.5. Let C[x] be a component in [Gv′ ,Gv′′ ], where x is an element of V . Then C[x] =
〈Gv′ ,Gv′′〉x.
Proof. Suppose y is in the subset 〈Gv′ ,Gv′′〉x. Then ∃ σ1 . . . σm ∈ Gv′ and γ1 . . . γm ∈ Gv′′ s.t.,
y = (Πiσiγi)x. According to the definition to [Gv′ ,Gv′′ ], it is easy to see that y ∈ C[x], and thus
〈Gv′ ,Gv′′〉x ⊆ C[x].
By using the same argument, one can readily see that C[x] ⊆ 〈Gv′ ,Gv′′〉x.
Lemma 2.6. The component C[v′] in [Gv′ ,Gv′′ ] is a block for G.
Proof. In accordance with Lemma 2.5, C[v′] = 〈Gv′ ,Gv′′〉v′. To show C[v′] is a block, it is suffi-
cient to prove that if σ is a permutation in G such that σ
(〈Gv′ ,Gv′′〉v′) ∩ (〈Gv′ ,Gv′′〉v′) 6= ∅, then
σ
(〈Gv′ ,Gv′′〉v′) = 〈Gv′ ,Gv′′〉v′.
Suppose ∃ ξ, ζ ∈ 〈Gv′ ,Gv′′〉, s.t., σξv′ = ζv′. Then ζ−1σξv′ = v′ ⇒ σ ∈ ζGv′ξ−1 ⊆ 〈Gv′ ,Gv′′〉.
Although component C[v′] in [Gv′ ,Gv′′ ] must be a block for G, it is possible that C[v′] contains
only one vertex in V . For instance, C[1] in [G1,G8] only contains the vertex 1 and C[8] only 8, where
G stands for the automorphism group of the cube (see the diagram below).
1 2
3 45 6
7 8
In order to deal with that case, we introduce a binary relation among vertices in V . Evidently,
the orbits of Gv constitue a partition of V , which is denoted by Π
∗
v. Accordingly, one can define a
binary relation for any x and y in some orbit T of G such that x ∼ y if Π∗x = Π∗y. Obviously, it is an
equivalence relation on T , so it could induce a partition of T , which is denoted by Π˜[T ].
Lemma 2.7. Every cell in Π˜[T ] contains the same number of vertices, and all cells of Π˜[T ] constitute
a block system of G.
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Proof. Since the action of G on T is transitive, if σ is a permutation in G such that σx = y
then Gy = σGxσ
−1 due to Lemma 2.4, where x, y ∈ T . Accordingly, if GxX = X, X ⊆ T , then
Gy(σX) = σX. Hence for any t ∈ T , Π∗t have the same number of cells of order one, so the first
claim holds.
Suppose Cs is a cell of Π˜[T ] containing the vertex s. We pick arbitrarily a member y in T \ Cs.
Let σ be a permutation in G such that σs = y. Then σCs 6= Cs. To show Cs is a block for G, it is
sufficient to prove that σCs ∩ Cs = ∅.
Note that y /∈ Cs, which means s  y. Consequently, the cell containing s in Π∗y cannot be
singleton, otherwise Gys = s ⇒ Gy ≤ Gs. Then Gy = Gs and thus Π∗y = Π∗s, which contradicts
the assumption that y /∈ Cs. As a result, any member in Cs cannot be singleton in Π∗y. On the
other hand, Gy(σx) = (σGsσ
−1) (σx) = σx for any x ∈ Cs, i.e., σx is a singleton in Π∗y. Therefore
Cs ∩ σCs = ∅.
Accordingly, one can readily see that for any σ ∈ G, σCs also belongs to Π˜[T ], so Π˜[T ] is a block
system.
Apparently, there are only two such kinds of blocks for a permutation group, which can be found
out by {Π∗v : v ∈ V }. Before we show how to obtain a block family of G, let us present a different
characterization of primitive permutation groups.
Theorem 2.8. Let G be a permutation group acting on V transitively. Then G is primitive if and
only if one of two cases below occurs
i) [Gv′ ,Gv′′ ] is connected, ∀ v′, v′′ ∈ V ;
ii) [Gv′ ,Gv′′ ] is a perfect matching consisting of |S| edges, ∀ v′, v′′ ∈ V , and |V | is a prime number.
In fact, G is a circulant group of prime order in this case.
Proof. Let us begin with the sufficiency of our assertion. In the case i), if there exists a non-trivial
block B for G, then the bipartite graph [Gb′ ,Gb′′ ] cannot be connected for any vertices b
′ and b′′ in
B. In fact, the component C[b′] in [Gb′ ,Gb′′ ], due to Lemma 2.5, consisting of vertices in 〈Gb′ ,Gb′′〉 b′,
is contained in GBb
′ = B. This is in contradiction with the assumption that [Gb′ ,Gb′′ ] is connected.
Obviously, the action of G on V is primitive in the case ii).
We now turn to the necessity of the assertion. Clearly, there are only two possibilities for each
stabilizer Gv: Gv ) {1} or Gv = {1}. Because G is primitive, the subgroup Gv is maximal due to
Lemma 1.12. Hence for any permutation ξ ∈ G \ {1}, 〈ξ〉 = 〈ξ,Gv〉 = G in the second case, which
implies that G is a circulant group of prime order.
According to Lemma 2.7, ∀v′, v′′ ∈ V , Gv′ 6= Gv′′ , provided that Gv ) {1}. On the other hand,
the primitiveness of G implies that 〈Gv′ ,Gv′′〉 = G. By means of Lemma 2.5, C[v′] = 〈Gv′ ,Gv′′〉v′ =
Gv′ = V , so the graph [Gv′ ,Gv′′ ] is connected.
It is easy to see that if T is one of orbits of G such that Gt is trivial, where t ∈ T , then |G| = |T |.
Accordingly, in order to obtain a generating set of G, we do not have to find out a block family of
it, but figure out by our algorithm those permutations σx for every x ∈ T so that σxt = x.
There are however some interesting properties possessed by GB, where B is one of minimal blocks
for G. Let us begin with a straightforward property.
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Lemma 2.9. Let G be a permutation group acting on V . Suppose for any vertex v ∈ V the stabilizer
Gv is trivial and B is one of minimal blocks for G contained in some orbit of G. Then
(1) The action of GB on B is primitive;
(2) |GB| = |B|.
Lemma 2.10. Let G be a permutation group acting on V . Suppose for any vertex v ∈ V the
stabilizer Gv is trivial and B is one of minimal blocks for G contained in some orbit of G. Then GB
is a circulant group of prime order.
Proof. We first show that for any permutation ξ ∈ GB \ {1}, the subset 〈ξ〉b := {ξkb | k =
1, . . . , deg[ξ]} is a block for GB.
Let ζ be a permutation in GB such that 〈ξ〉b ∩ ζ〈ξ〉b 6= ∅. Then there exist s and t such that
ξsb = ζξtb, so b = ξ−sζξtb. Consequently, ξ−sζξt = 1 for Gv is trivial, and thus ζ = ξs · ξ−t which
belongs to 〈ξ〉. Therefore, 〈ξ〉b = ζ〈ξ〉b, so 〈ξ〉b is a block for GB.
According to the 1st claim of Lemma 2.9, the action of GB on B is primitive, so 〈ξ〉b = B for ξ
is not the identity. As a result the order of 〈ξ〉 is equal to |B|, and therefore 〈ξ〉 = GB due to the
2nd claim in Lemma 2.9.
As a result, if ξ belongs to GB not being the identity then 〈ξ〉 = GB, that means GB is a circulant
group of prime order.
By means of the result above, one can readily prove the following claims.
(A) If ξ is not the identity in GB, then any two cycles in the cycle decomposition of ξ are of the
same length which is a prime.
(B) Every orbit of GB is a block for G.
Let T be the orbit of G containing B. Since Gt is trivial for any t of T , ξ has no trivial cycles.
Moreover, the fact that GB is a circulant group of prime order implies that any two cycles in the
cycle decomposition of ξ are of the same length.
Let x be an element of T . Set GBx = {γx | γ ∈ GB}. Suppose σ is a permutation in G and
σGBx ∩ GBx 6= ∅. Then there exist ξ and ζ in GB so that σξx = ζx. Consequently, ζ−1σξx = x
and thus ζ−1σξ = 1 because Gt is trivial for any t in T . As a result, σ = ζξ−1, belonging to GB, so
σGBx = GBx. Therefore, GBx is a block for G.
Recall that if N is a normal subgroup of G then every orbit of the action of N on V is a block
for G, and moreover those orbits indeed form a block system, so Claim (B) above suggests that GB
is somewhat like a normal subgroup. As a matter of fact, it is not difficult to see that if σB is also
an orbit of GB for any σ in G then it is a normal subgroup.
A subset E(t) of G is said to be adequate with respect to some orbit T if for any vertex v in T
there exists a permutation σ in E(t) such that σt = v. Now let us see how to find out all block
systems of G contained in T by means of one partition Π∗s and the adequate subset E(s) relevant to
s ∈ T . Because we only focus on one orbit of G here, we could make a further assumption that the
action of G on V is transitive.
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In accordance with Lemma 3.7, any block system of G is represented by some IRs of G, and hence
there are at most n block systems. On the other hand, each block must belong to some block family
of G, so if we could find out block families one by one we can ultimately obtain all block systems.
At first we figure out the family of partitions {Π∗v : v ∈ V } by virtue of Π∗s and E(s). Then we can
easily determine whether the action of G on V is primitive or not by the bipartite graph [Gv′ ,Gv′′ ]
due to Theorem 2.8. Therefore let us assume in what follows that the action is not primitive.
Obviously, there are two possibilities:
i) ∀u, v ∈ V , Π∗u 6= Π∗v;
ii) ∃u, v ∈ V , s.t., Π∗u = Π∗v.
By using the same argument in proving Theorem 2.8, one can readily see that in the first case, a
block B for G is minimal if the component C[v′] in the bipartite graph [Gv′ ,Gv′′ ] contains the vertex
v′′. Accordingly, we can figure out one minimal block contained in V .
In the second case, we first determine the partition Π˜[V ] with the family {Π∗v : v ∈ V }. In
accordance with Lemma 2.7, the cells of Π˜[V ] actually constitute a block system. Evidently, it is
possible that a cell C of Π˜[V ] is not a minimal block for G, so let us show how to find out those
minimal ones.
Note that if x and y are two members in C then Gx = Gy, for those two partitions Π
∗
x and Π
∗
y are
the same. Consequently, for any vertex v in C, the restriction of Gv to C is trivial, i.e., Gv|C = {1}.
Hence if γ is a permutation in GC and γx 6= x for some x ∈ C, then γ y 6= y for any y ∈ C, and(
Πiγ
kiδi
)
x =
(
Πiγ
ki
)
x = γkx for some integer k, where δi ∈ Gx.
As a result, 〈γ,Gx〉x = 〈γ|C〉x, and accordingly one can use the argument in proving Lemma 2.10 to
show that B ( C is a minimal block for G if and only if GB|C is a circulant group of prime order.
Now by virtue of the adequate set E(s) one can easily identify a permutation belonging to some
minimal block contained in C.
Above all, we see how to figure out one of minimal blocks. In order to find out a block family, we
now need to determine a block Bˆ containing B such that B is maximal in Bˆ. First of all, let figure
out the block system B by virtue of B and the adequate set E(s). Denote by Π∗B,B the orbits of the
action of the stabilizer GB on the system B. It is readily to see that we can determine the partition
Π∗B,B by means of the bipartite graph [Gv′ ,Gv′′ ], and then we can obtain the family of partitions
{Π∗σB,B : σ ∈ G} via the adequate set E(s).
Now using the same idea in establishing Theorem 2.8, one can easily see whether the action of G
on B is primitive or not. In the case being imprimitive, there are clearly two possibilities:
i) ∀Bu, Bv ∈ B, Π∗Bu,B 6= Π∗Bv ,B;
ii) ∃Bu, Bv ∈ B, s.t., Π∗Bu,B = Π∗Bv ,B.
One moment’s reflection would show that by virtue of the approach we determine the minimal block
B one can now figure out the block Bˆ, and accordingly one can eventually find out a block family
containing B. It is not difficult to check that there are at most n4 bipartite graphs like [Gv′ ,Gv′′ ] or
partitions like Π˜[V ] we use to obtain all block families, where n is the number of vertices G possesses,
so provided that we have one partition Π∗s and its adequate set E(s), we can efficiently work out all
block systems of G.
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3 Blocks and block systems in IRs of G
As well-known, block systems expose the structure of the action of G on V . In this section, we shall
see that block systems are represented very well by IRs of G.3 In other words, block systems also
reveal quite clearly the structure of the action of G on Rn.
Let us begin with an algebraic characterization of IRs of G in Rn, which is an analogue of Schur
Lemma (see [12] for details) that provides a fundamentally algebraic characterization of IRs of a
linear representation of a finite group in Cn. Because the scalar field is R here, the situation is a
little more complex.
Lemma 3.1. Let G be a permutation group acting on V with n elements. Suppose W is a subspace
of Rn which is irreducible for G and τ is an G-module map on W . Then there is a constant C such
that τ = C · I or τ = C · Sθ, where I is the identity operator and Sθ is an isometry with minimal
polynomial x2 − 2 cos θ · x+ 1.
Proof. In the case that τ has an eigenvalue, one can easily show that τ would be C · I by means of
the same argument for proving Schur Lemma. In fact, τ −λI cannot be injective if λ is an eigenvalue
of τ , so ker (τ −λI) is not trivial. Since ker (τ −λI) is an G-invariant subspace and W is irreducible,
ker (τ − λI) = W and thus τ − λI = 0.
In the case of possessing no eigenvalues, we consider the polar decomposition of τ and assume that
S is the isometry on W s.t., τ = S
√
τ ∗τ . Note that the adjoint operator τ ∗ of τ is also an G-module
map on condition that τ is, which implies that τ ∗τ is an G-module map. Since the operator τ ∗τ
must have an eigenvalue, say, λ,
τ ∗τ = λI according to the first case.
Consequently, τ =
√
λ · S and the isometry S possesses no eigenvalues.
Suppose (α, β) is an eigenpair of S, i.e., x2 +αx+β is a factor of the characteristic polynomial of
S. Then S2 +αS+βI is also an G-module map with a non-trivial kernel. Since W is irreducible and
ker (S2 +αS+βI) is G-invariant, ker (S2 +αS+βI) = W and thus S2 +αS+βI = 0. Consequently,
x2 + αx+ β is the minimal polynomial of S.
On the other hand, there exists an orthonormal basis in an S-invariant subspace of dimension
2 so that the matrix of S with respect to the basis is
(
cos θ − sin θ
sin θ cos θ
)
. Therefore, S has the minimal
polynomial x2 − 2 cos θ · x+ 1.
Let U be an G-invariant subspace. In order to see a geometric feature enjoyed by IRs of G, we
need to focus on a subspace U [v] of U , which is comprised of those vectors x in U such that ξx = x,
∀ξ ∈ Gv.
Lemma 3.2. Let G be a permutation group acting on V transitively. Suppose U is an invariant
subspace for G and the stabilizer Gv is not trivial, v ∈ V . Then U is irreducible for G if and only if
dim U [v] = 1 for any vertex v of V , i.e., the subspace U [v] is irreducible for Gv.
3Note that in this paper we investigate one special permutation representation of G in Rn which is defined in the
1st section by (2).
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Proof. The sufficiency of our assertion is quite simple because it is equivalent to that if U is reducible
then dim U [v] ≥ 2, ∀v ∈ V .
Suppose ⊕sk=1Wk is a decomposition of U into IRs of G and s ≥ 2. Then the subspace spanned
by vectors {proj[Wk](ev) | k = 1, . . . , s} is a subspace of U [v] and of dimension not less than 2
according to our assumption.
We now turn to the necessity of the assertion and first list three basic facts about U [v].
i) σU [v] = U [σv], ∀σ ∈ G.
ii) If τv is a linear map on U [v], then τ =
∑
σ∈G στvσ
−1 ◦ proj[U [σv]] is an G-module map on U .
iii) If φ is an G-module map on U then φU [v] ⊆ U [v].
Let us present a brief explanation for those claims and begin with the 1st one. In accordance
with the definition to the subspace U [v], the subspace U [σv] would be {y ∈ U | ζy = y,∀ζ ∈ Gσv}.
It is readily to see that Gσv = σGvσ
−1. Consequently, ∀ξ ∈ Gv and x ∈ U [v], (σξσ−1) ◦ (σx) = σx,
and thus σU [v] ⊆ U [σv].
On the other hand, for any vector y in U [σv] and permutation ξ in Gv,
(σξσ−1)y = y ⇔ ξσ−1y = σ−1y,
which implies that σ−1y belongs to U [v], and thus U [σv] ⊆ σU [v].
Before verifying the 2nd claim, we examine a relevant relation. Suppose γ is a permutation in G.
Then
proj
[
U [σv]
] ◦ γ−1 = γ−1 ◦ proj[U [γσv]]. (9)
We take arbitrarily a vector u from U and express it as
x + y = proj
[
U [γσv]
]
(u) + proj
[
U [γσv]⊥
]
(u),
where the subspace U [γσv]⊥ is the orthogonal complement of U [γσv]. Clearly, γ−1◦proj[U [γσv]](u) =
γ−1(x), which belongs to the subspace U [σv] by virtue of the claim i). On the other hand,
proj
[
U [σv]
] ◦ γ−1(u) = proj[U [σv]] ◦ γ−1(x + y)
= proj
[
U [σv]
] ◦ γ−1(x) + proj[U [σv]] ◦ γ−1(y)
= γ−1(x) + proj
[
U [σv]
] ◦ γ−1(y).
It is easy to see that y ⊥ U [γσv]⇔ γ−1y ⊥ U [σv], so proj[U [σv]] ◦ γ−1(u) = γ−1(x). Therefore, the
equation (9) holds.
As a result,
γτγ−1 = γ
(∑
σ∈G
στvσ
−1 ◦ proj[U [σv]]) γ−1
=
∑
σ∈G
γστvσ
−1γ−1 ◦ proj[U [γσv]]
=
∑
σ∈G
(γσ)τv(γσ)
−1 ◦ proj[U [γσv]]
= τ,
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so τ is an G-module map on U .
Finally, we examine the 3rd claim. Since φ is an G-module map on U , for any vector x in U [v]
and ξ in Gv,
ξ(φx) = ξ ◦ φ(x) = φ ◦ ξ(x) = φx,
so φU [v] ⊆ U [v] as claimed. As the matter of fact, one can readily see that if φ 6= 0 then φU [v] = U [v].
We are now ready to turn to the main part and to prove the necessity of our assertion. Suppose
T1, . . . , Tt are the orbits of the action of Gv on V and σij′v and σij′′v belong to the same orbit of Gv,
i = 1, . . . , t and j′, j′′ = 1, . . . , ri. Let us partition the family of cosets {σGv | σ ∈ G} according to
the orbits of Gv on V and write G as ∪ti=1 ∪rij=1 σijGv. Then
τ =
∑
σ∈G
στvσ
−1 ◦ proj[U [σv]] = t∑
i=1
ri∑
j=1
∑
ξ∈Gv
(σijξ)τv(σijξ)
−1 ◦ proj[U [σijv]].
We assume for a contradiction that d = dim U [v] ≥ 2 and the group b1, . . . , bd is an orthonormal
basis of U [v]. Then one can define a linear map τv on U [v] s.t.,
τv : bs 7→
{
b1 if s = 1,
0 if s > 1.
Let us now evaluate τ(b1) step by step.∑
ξ∈Gv
(σijξ)τv(σijξ)
−1 ◦ proj[U [σijv]](b1) = ∑
ξ
(
σijξ
)
τv
(
ξ−1σ−1ij
)( d∑
s=1
〈b1, σijbs〉σijbs
)
=
∑
ξ
σijξτvξ
−1
(
d∑
s=1
〈b1, σijbs〉bs
)
=
∑
ξ
σijξτv
(
d∑
s=1
〈b1, σijbs〉bs
)
=
∑
ξ
σijξ (〈b1, σijb1〉b1)
= |Gv|〈b1, σijb1〉 · σijb1.
According to our way of organizing cosets of Gv, σijv and σi1v belong to the same orbit of Gv, so for
any j ∈ [ri], there exists a permutation ζj in Gv s.t., ζjσi1v = σijv. Consequently,
ri∑
j=1
〈b1, σijb1〉 · σijb1 =
∑
j
〈b1, ζjσi1b1〉 · ζjσi1b1
=
∑
j
〈ζ−1j b1, σi1b1〉 · ζjσi1b1
=
∑
j
〈b1, σi1b1〉 · ζjσi1b1
= 〈b1, σi1b1〉
(∑
j
ζj
)
σi1b1.
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In accordance with the definition to the subspace U [v] and the claim iii) above,(
ri∑
j=1
ζj
)
σi1b1 = 〈b1, σi1b1〉 · |Ti|b1,
where Ti is the orbit of Gv containing the vertex σi1v. As a result,
ri∑
j=1
〈b1, σijb1〉 · σijb1 = 〈b1, σi1b1〉2 · |Ti|b1.
Finally, we see that
τ(b1) =
t∑
i=1
ri∑
j=1
∑
ξ∈Gv
(σijξ)τv(σijξ)
−1 ◦ proj[U [σijv]](b1) = |Gv| · t∑
i=1
〈b1, σi1b1〉2 · |Ti|b1.
Note that the subspace U is irreducible, so the G-module map τ would be equal to C · I for some
constant C according to Lemma 3.1. It is not difficult however to see τ(b2) 6= C · b2, which is a
contradiction.
By virtue of the same idea employed in proving the lemma above, one can easily see the relation
below.
Proposition 3.1. Let G be a permutation group acting on V . Suppose U is an invariant subspace
for G and the stabilizer Gv is not trivial, v ∈ V . Then U is irreducible for G if and only if
dim U [v] ≤ 1 for any element v ∈ V
and span{σuv : σ ∈ G} = U if dim U [v] = 1,
where the vector uv belongs to U [v] not equal to 0.
Let us now see how to use a similar geometric feature to characterize IRs of G in the case that
point stabilizers are trivial. Apparently, the subspace U [v] used in Lemma 3.2 become pointless now,
so we have to introduce the following instead. Let B be one of minimal blocks for G. Set
U [B] =
u ∈ U : ζ
 |B|∑
k=1
ξk
u =
 |B|∑
k=1
ξk
u, ∀ξ ∈ GB \ {1} and ζ ∈ GB
 .
Obviously, U [B] is a subspace of U . Moreover, it is an GB-invariant subspace. In fact, for any vector
uB in U [B] and permutation δ in GB,
|B|∑
k=1
(ζ − I)ξk(δuB) = δ
∑
k
(ζ − I)ξk(uB) = δ(0) = 0,
for GB is a circulant group due to Lemma 2.10 and thus δuB also belongs to the subspace U [B].
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Lemma 3.3. Let G be a permutation group acting on V transitively. Suppose U is an invariant
subspace for G and the stabilizer Gv is trivial, v ∈ V . Then U is irreducible for G if and only if the
subspace U [B] is irreducible for GB, where B is one of minimal blocks for G, i.e.,
dim U [B] =
1 if
(∑|B|
k=1 ξ
k
)
proj
[
U
]
(eb) 6= 0 or |B| = 2,
2 if
(∑|B|
k=1 ξ
k
)
proj
[
U
]
(eb) = 0 and |B| > 2,
where b is a member of B.
Proof. By virtue of essentially the same argument used in proving the sufficiency of the lemma 3.2,
one can readily prove the sufficiency of this assertion. As to the necessity, we again start with a list
of properties of U [B].
i) σU [B] = U [σB], ∀σ ∈ G.
ii) If τ
B
is a linear map on U [B], then τ =
∑
σ∈G στBσ
−1 ◦ proj[U [σB]] is an G-module map on
U .
iii) If φ is an G-module map on U then φU [B] ⊆ U [B].
Evidently, these properties of U [B] are similar to that of U [v], so essentially one can employ the
same ideas in establishing those claims in Lemma 3.2 to check what are listed above. We show the
1st one here as an example.
In accordance with the definition to the subspace U [B], it is clear that
U [σB] =
y ∈ U | β
|σB|∑
k=1
αk
y =
|σB|∑
k=1
αk
y, ∀α ∈ GσB \ {1} and β ∈ GσB
 .
It is readily to see that GσB = σGBσ
−1. Consequently, for any ξ ∈ GB \ {1}, ζ ∈ GB and x ∈ U [B],
σζσ−1
 |B|∑
k=1
σξkσ−1
 (σx) = σ ◦ ζ (∑
k
ξk
)
x = σ
(∑
k
ξk
)
x =
(∑
k
σξkσ−1
)
(σx),
so σx belongs to U [σB] and thus σU [B] ⊆ U [σB].
On the other hand, for any arbitrarily chosen vector y in U [σB], β
(∑|σB|
k=1 α
k
)
y =
(∑|σB|
k=1 α
k
)
y,
∀α ∈ GσB \ {1} and β ∈ GσB. Consequently,
σ ◦ ζ
 |B|∑
k=1
ξk
 (σ−1y) = σζσ−1(∑
k
σξkσ−1
)
y =
(∑
k
σξkσ−1
)
y = σ
(∑
k
ξk
)
(σ−1y),
where σξσ−1 = α and σζσ−1 = β. Hence, ζ
(∑|B|
k=1 ξ
k
)
(σ−1y) =
(∑
k ξ
k
)
(σ−1y), which implies that
σ−1y belongs to U [B], and thus U [σB] ⊆ σU [B].
Again, we prove the necessity of the assertion by a contradiction and assume that U [B] is not
irreducible. Suppose WB,1, . . . ,WB,R comprise a group of IRs of GB s.t., U [B] = ⊕Rq=1WB,q and
R ≥ 2. Note that dim WB,q = 1 or 2 because GB is a circulant group according to Lemma 2.10.
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We organize the family of cosets {σGB | σ ∈ G} according to the orbits of the action of GB on V .
Since every orbit of GB is a block for G, if there are t orbits of GB then G = ∪ti=1σiGB. Accordingly,
the G-module map τ =
∑
σ∈G στBσ
−1 ◦ proj[U [σB]] could be expressed as follows
τ =
t∑
i=1
∑
ξ∈GB
(σiξ)τB(σiξ)
−1 ◦ proj[U [σiB]].
Let us define a linear map τ
B
on U [B] s.t.,
τ
B
: bq,k 7→
{
b1,k if q = 1,
0 if q > 1,
where bq,1, . . . , bq,dq constitute an orthonormal basis of WB,q, q = 1, . . . , R. It is easy to see that if
there is an irreducible representation, say, without losing any generality, WB,1, so that ∃w1 ∈ WB,1,
not being trivial, s.t., ξw1 = w1, ∀ξ ∈ GB, then WB,1 = span{w1}. Accordingly, one can use the
same argument in proving Lemma 3.2 to prove this assertion. For that reason, we assume that any
IR of GB in U [B] is of dimension 2. As a matter of fact, we can make a further assumption that
there are no two IRs of GB in U [B] which are isomorphic to one another with respect to GB.
We now begin to evaluate τ(b1,k), 1 ≤ k ≤ 2, step by step. First of all, one should note that
proj
[
U [σiB]
]
(b1,k) = proj
[
σiU [B]
]
(b1,k)
= proj
[
σi ⊕Rq=1 WB,q
]
(b1,k)
=
R∑
q=1
2∑
p=1
〈b1,k, σibq,p〉 · σibq,p.
Consequently,
∑
ξ∈GB
(σiξ)τB(σiξ)
−1 ◦ proj[U [σiB]](b1,k) = ∑
ξ
(
σiξ
)
τ
B
(
ξ−1σ−1i
)(∑
q,p
〈b1,k, σibq,p〉 · σibq,p
)
=
∑
ξ
σiξτBξ
−1
(∑
q,p
〈b1,k, σibq,p〉 · bq,p
)
=
∑
ξ
σiξτB
(∑
q,p
〈b1,k, σibq,p〉 · ξ−1bq,p
)
=
∑
ξ
σiξ
(
2∑
p=1
〈b1,k, σib1,p〉 · ξ−1b1,p
)
=
∑
ξ
σi
(∑
p
〈b1,k, σib1,p〉 · b1,p
)
= |GB| ·
∑
p
〈b1,k, σib1,p〉 · σib1,p
= |GB| · proj
[
σiWB,1
]
(b1,k).
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Consequently,
τ(b1,k) =
t∑
i=1
∑
ξ∈GB
(σiξ)τB(σiξ)
−1 ◦ proj[U [σiB]](b1,k)
= |GB| ·
∑
i
proj
[
σiWB,1
]
(b1,k).
Since proj
[
WB,1
]
(b1,k) = b1,k, the vector
∑
i proj
[
σiWB,1
]
(b1,k) cannot vanish. Therefore τ is a
bijection and τWB,q = WB,q, q = 1, . . . , R because WB,q′  WB,q′′ , 1 ≤ q′ ≤ q′′ ≤ R. However, one
can readily verify that τ(b2,k), 1 ≤ k ≤ 2, does not belong to WB,2, which is a contradiction.
Proposition 3.2. Let G be a permutation group acting on V . Suppose U is an invariant subspace
for G and the stabilizer Gv is trivial, v ∈ V . Then U is irreducible for G if and only if the subspace
U [B] is irreducible for GB and span{σuB | σ ∈ G} = U if dim U [B] > 0, where B is one of minimal
blocks for G and the vector uB belongs to U [B] not equal to 0.
Let Π be an equitable partition of G. As we have noted in the 1st section, there is a close relation
between the eigenvectors of A(G) and that of A(G/Π). To be precise, if xλ is an eigenvector of
A(G/Π), corresponding to the eigenvalue λ, then Rxλ is an eigenvector of A(G), corresponding to
λ also, where R is the characteristic matrix of Π. Accordingly, we say that the eigenvector xλ of
A(G/Π) “lifts” to an eigenvector of A(G). Moreover all eigenvectors of A(G) could be divided into
two classes: those that are constant on every cell of Π and those that sum to zero on each cell of Π,
and the first class consists of vectors lifted from eigenvectors of A(G/Π).
In other words, if Π possesses t cells and x and y are two vertices of G belonging to the same cell
of Π, then
〈ex, proj
[
Vλ
]
(Rj)〉 = 〈ey, proj
[
Vλ
]
(Rj)〉, ∀ λ ∈ spec A(G) and j ∈ [t],
where Rj is the characteristic vector of the jth cell of Π. As we shall see below, the relation above
is also sufficient for being equitable.
Lemma 3.4. Let Π be a partition of V with t cells. Then Π is equitable if and only if for any two
elements x and y belonging to the same cell of Π, 〈ex, proj
[
Vλ
]
(Rj)〉 = 〈ey, proj
[
Vλ
]
(Rj)〉, ∀ λ ∈
spec A(G) and j ∈ [t].
Proof. We have discussed the necessity of our assertion, so let us show the sufficiency now. Obvi-
ously, the vectorsR1, . . . ,Rt comprise an orthogonal basis of UΠ, the column space of R. To prove UΠ
is A(G)-invariant, it suffices to show that A(G)Rk, 1 ≤ k ≤ t, can be written as a linear combination
of R1, . . . ,Rt.
In fact,
A(G)Rk = A(G)
 ∑
λ∈specA(G)
proj
[
Vλ,G
]
(Rk)

=
∑
λ
A(G)proj
[
Vλ,G
]
(Rk)
=
∑
λ
λ · proj[Vλ,G](Rk).
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In accordance with our assumption, one can readily see that proj
[
Vλ,G
]
(Rk) can be represented as a
linear combination of R1, . . . ,Rt, so does A(G)Rk.
It is clear that by means of the action of G on V , we can naturally obtain an action of G on a
partition Π. To be precise, if σ is a permutation of G then σΠ = {σC | C is a cell of Π}. Obviously
we can consider the same action of H on Π for any subgroup H of G.
One can readily see that if each cell of Π is comprised of the union of some of orbits of G or Π is
actually a block system of G, then σΠ = Π. It is interesting that we can characterize that kind of
partitions in virtue of eigenspaces of A(G/Π) provided that the partition Π concerned is equitable.
Lemma 3.5. Let Π be an equitable partition of a graph G, and let H be a subgroup of the auto-
morphism group G of G. Then ξΠ = Π, ∀ξ ∈ H if and only if the subspace RV G/Πλ is H-invariant,
∀λ ∈ specA(G/Π), where R is the characteristic matrix of Π and V G/Πλ is the eigenspace of A(G/Π)
corresponding to λ.
Proof. Let us start with the necessity of our assertion. The key observation is that
ξΠ = Π⇔ ∃ ξˆ ∈ SymV (G/Π) s.t., PξR = RPξˆ, (10)
where Pξ and Pξˆ are the permutation matrices corresponding to ξ and ξˆ respectively.
Accordingly, if for any permutation ξ in H ξΠ = Π, then
RA(G/Π)Pξˆ = A(G)RPξˆ = A(G)PξR = PξA(G)R = PξRA(G/Π) = RPξˆA(G/Π).
Consequently,
(RTR)(A(G/Π)Pξˆ) = (R
TR)(PξˆA(G/Π)).
Evidently, RTR is a diagonal matrix with
(
RTR
)
ii
= |Ci|, the order of the ith cell of Π, so it is an
invertible matrix. As a result, A(G/Π)Pξˆ = PξˆA(G/Π), which means ξˆ is an automorphism of the
graph G/Π, so every eigenspace of A(G/Π) is invariant for the permutation ξˆ due to Lemma 1.3.
We now show the sufficiency. By means of the relation (10), it suffices to show that ∀ξ ∈ G,
∃ ξˆ ∈ SymV (G/Π) s.t., PξR = RPξˆ. Suppose for a contradiction that there exists a permutation ζ
in H such that PζR 6= RPζˆ , ∀ ζˆ ∈ SymV (G/Π). Then one can readily see that there would exist a
vertex vˆ of V (G/Π) and an eigenvalue λ of specA(G/Π) so that
ζRproj
[
V
G/Π
λ
]
(evˆ) /∈ RV G/Πλ ,
which is in contradiction with the assumption that RV
G/Π
λ is H-invariant.
Now let us see how blocks for G are represented by IRs of G.
Lemma 3.6. Let G be a vertex-transitive graph and let B be a block for G. Suppose Vλ is an
eigenspace of A(G) and ⊕pWλ,p is a decomposition of Vλ into IRs of G. If RB be the characteristic
vector of the block B, then
proj
[
Wλ,p
]
(RB) =
{
|B| · proj[Wλ,p](eb) if ∀b′, b′′ ∈ B, proj[Wλ,p](eb′) = proj[Wλ,p](eb′′),
0 otherwise,
where b is an element of B.
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Proof. Apparently,
proj
[
Wλ,p
]
(RB) = proj
[
Wλ,p
](∑
b∈B
eb
)
=
∑
b
proj
[
Wλ,p
]
(eb). (11)
Consequently, if all projections of ebs are the same then proj
[
Wλ,p
]
(RB) = |B| · proj
[
Wλ,p
]
(eb). As a
result, let us assume that there are two projections proj
[
Wλ,p
]
(ex) and proj
[
Wλ,p
]
(ey) not equal to
one another, where x and y are two members of B.
We begin with the case that the stabilizer Gv is not trivial where v is a vertex of G. Note that B
is a block, so Gb is a subgroup of GB for any member b in B according to Lemma 1.9. Consequently,
for any permutation ξ ∈ Gb,
ξ ◦ proj[Wλ,p](RB) = proj[Wλ,p] ◦ ξ(RB) = proj[Wλ,p](RB). (12)
Set Wλ,p[v] = {w ∈ Wλ,q | ξw = w,∀ξ ∈ Gv}. The equation (12) shows us that proj
[
Wλ,p
]
(RB) ∈
∩b∈BWλ,p[b].
According to Lemma 3.2, dimWλ,p[b] = 1, ∀b ∈ B , so there are only two possibilities:
Wλ,p[b
′] ∩Wλ,p[b′′] = 0 or Wλ,p[b′] = Wλ,p[b′′],
for any two members b′ and b′′ in B. Evidently, proj
[
Wλ,p
]
(RB) = 0 in the first case and in the
second case proj
[
Wλ,p
]
(ex) = −proj
[
Wλ,p
]
(ey).
It is not difficult to see that in the second case, |B| is an even number and exactly half of the
members in B possess a positive projection onto Wλ,p[b], and thus proj
[
Wλ,p
]
(RB) = 0. In fact, if it
is not the case, then there is, due to Equation (11), a natural number k so that proj
[
Wλ,p
]
(RB) =
k · proj[Wλ,p](eb∗) for some b∗ in B. Consequently, for any γ in GB,
γ ◦ proj[Wλ,p](eb∗) = γ (1
k
· proj[Wλ,p](RB))
=
1
k
· γ ◦ proj[Wλ,p](RB)
=
1
k
· proj[Wλ,p] ◦ γ(RB)
= proj
[
Wλ,p
]
(eb∗),
which is in contradiction with the fact that B is an orbit of GB.
We now turn to the case that the stabilizer Gv is trivial and first introduce a subspace of Wλ,p
similar to Wλ,p[v]:
Wλ,p[B] =
w ∈ Wλ,p | ζ
 |B|∑
k=1
ξk
w =
 |B|∑
k=1
ξk
w, ∀ξ ∈ GB \ {1} and ζ ∈ GB
 .
According to Lemma 3.3, dimWλ,p[B] = 1 or 2. Since GB is, due to Lemma 2.10, a circulant
group of prime order, if dimWλ,p[B] = 1 then |B| = 2 and proj
[
Wλ,p
]
(ex) = −proj
[
Wλ,p
]
(ey). Hence
proj
[
Wλ,p
]
(RB) = 0. If dimWλ,p[B] = 2 then
∑
b∈B proj
[
Wλ,p
]
(eb) =
∑|B|
s=1 ξ
s ◦ proj[Wλ,p](eb) = 0 in
accordance with Lemma 3.3, which also implies that proj
[
Wλ,p
]
(RB) = 0.
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We are now ready to present a characterization of blocks through IRs of G.
Lemma 3.7. Let G be a permutation group acting on V transitively and let S be a subset of V . Set
WS = {W is an irreducible representation of G : proj
[
W
]
(RS) 6= 0}, where RS is the characteristic
vector of S. Then S is a block for G if and only if
proj
[
W
]
(RS) = |S| · proj
[
W
]
(es), ∀ W ∈ WS and s ∈ S,
and ∀ σ ∈ G \GS, ∃Wσ ∈ WS, s.t., proj
[
Wσ
]
(RS) 6= proj
[
Wσ
]
(RσS).
Proof. Note that we have proven the 1st part of the necessity in Lemma 3.6, so let focus on the 2nd
part.
Since S is a block for G, 〈RS,RσS〉 = 0, ∀σ ∈ G \GB. On the other hand,
〈RS,RσS〉 =
〈 ∑
λ∈specA(G)
proj
[
Vλ
]
(RS),
∑
λ∈specA(G)
proj
[
Vλ
]
(RσS)
〉
=
∑
λ
〈
proj
[
Vλ
]
(RS), proj
[
Vλ
]
(RσS)
〉
=
∑
λ
〈∑
p
proj
[
Wλ,p
]
(RS),
∑
p
proj
[
Wλ,p
]
(RσS)
〉
=
∑
λ,p
〈
proj
[
Wλ,p
]
(RS), proj
[
Wλ,p
]
(RσS)
〉
,
where ⊕pWλ,p is a decomposition of Vλ into IRs of G. Because S is a block, the last sum is actually
equal to ∑
W∈WS
〈
proj
[
W
]
(RS), proj
[
W
]
(RσS)
〉
.
Accordingly, if proj
[
W
]
(RS) = proj
[
W
]
(RσS), ∀W ∈ WS, then∑
W∈WS
〈
proj
[
W
]
(RS), proj
[
W
]
(RσS)
〉
=
∑
W
∥∥proj[W ](RS)∥∥2 > 0,
which is in contradiction with the fact that 〈RS,RσS〉 = 0.
We now turn to the sufficiency of the assertion and assume for a contradiction that S is not a
block for G. Then there exists a permutation γ in G \GS so that γS ∩ S 6= ∅ and γS 6= S.
Suppose x is one of elements in S which also belongs to γS. Then γ−1x is an element of S as
well. In fact,
x ∈ γS ⇒ ∃yx ∈ S : x = γyx ⇒ γ−1x = yx.
On the one hand,
γ /∈ GS ⇒ ∃Wγ ∈ WS : γproj
[
Wγ
]
(RS) 6= proj
[
Wγ
]
(RS).
On the other hand,
γproj
[
Wγ
]
(RS) = γ
(|S| · proj[Wγ](eγ−1x))
= |S| · proj[Wγ] ◦ γ(eγ−1x)
= |S| · proj[Wγ](ex)
= proj
[
Wγ
]
(RS).
That is a contradiction.
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We have seen how blocks for G are represented by IRs of G, so now let us see how stabilizers of
blocks are represented by IRs. More precisely, we shall show how to determine the orbits of GB by
means of IRs of G, where B is a block for the group. Apparently, the orbits of GB is an equitable
partition, which is denoted by Π∗B.
Set WB = {W is an irreducible representation of G : proj
[
W
]
(RB) 6= 0}. Two vertices x and y
in V is said to be related if
〈ex, proj
[
W
]
(RB)〉 = 〈ey, proj
[
W
]
(RB)〉, ∀ W ∈ WB.
One can easily see that the relation is an equivalence relation, so it induces a partition of V denoted
by ΠIRPB .
Theorem 3.8. Let G be a vertex-transitive graph and let G be the automorphism group of G. Suppose
B is a block for G such that the stabilizer GB is not trivial. Then
ΠIRPB = Π
∗
B.
Before proving the assertion above, we establish an auxiliary result revealing an interesting rela-
tion.
Lemma 3.9. Let G be a vertex-transitive graph and let G be the automorphism group of G. Suppose
B is a block for G. Then
|WB| = |Π∗B|,
i.e., the number of orbits of the action of GB on V is equal to the order of the family WB.
Proof. First of all, one can easily check that the partition Π∗B is an equitable partition of G, so we
can build a quotient graph G/Π∗B. Apparently, |Π∗B| = dimR|G/Π
∗
B |.
Next, we introduce a subspace {v ∈ Rn | ξv = v,∀ξ ∈ GB} of Rn related to IRs contained in WB,
which is denoted by Rn[B]. Let RΠ∗B be the characteristic matrix of the partition Π
∗
B and let ξ be
a permutation in GB. One can readily see that ξ
(
RΠ∗BxQ
)
= RΠ∗BxQ for any vector xQ in R
|G/Π∗B |.
Hence, RΠ∗BxQ belongs to R
n[B]. On the other hand, a moment’s reflection shows the relation below.
Claim. A group of vectors x
Q,1 , . . . ,xQ,l in R
|G/Π∗B | are linearly dependent if and only if RΠ∗BxQ,1 , . . . ,
RΠ∗BxQ,l are linearly dependent.
Accordingly, dimR|G/Π∗B | ≤ dimRn[B].
Now let us show that dimRn[B] ≤ |WB|. Suppose ⊕λ∈specA(G) ⊕rλq=1 Wλ,q is a decomposition of
Rn into IRs of G. Then for any vector v of Rn[B], v =
∑
λ,q proj
[
Wλ,q
]
(v). Because each irreducible
representation Wλ,q is G-invariant, ξ ◦ proj
[
Wλ,q
]
(v) = proj
[
Wλ,q
] ◦ ξ(v) = proj[Wλ,q](v), so the
vector proj
[
Wλ,q
]
(v) belongs to the subspace {w ∈ Wλ,q | ξw = w,∀ξ ∈ GB}, which is denoted by
Wλ,q[B]. Hence
Rn[B] = span {x is an eigenvector of A(G) | x ∈ Wλ,q[B], λ ∈ specA(G) and q = 1, . . . , rλ} .
According to fundamental lemmas 3.2 and 3.3 and the lemma 3.6 concerning the feature of projections
of blocks, dimWλ,q[B] = 1 provided that Wλ,q ∈ WB and dimWλ,q[B] = 0 otherwise. Therefore
dimRn[B] ≤ |WB|.
35
Finally, we show that |WB| ≤ dimR|G/Π∗B |. Apparently, ξproj
[
Wλ,q
]
(RB) = proj
[
Wλ,q
]
(RB),
∀ξ ∈ GB, so for any irreducible representation Wλ,q in WB we can construct out of proj
[
Wλ,q
]
(RB)
exactly one vector w
λ,q in R
|G/Π∗B | so that proj
[
Wλ,q
]
(RB) = RΠ∗Bwλ,q . According to the claim above,
the group {w
λ,q | RΠ∗Bwλ,q = proj
[
Wλ,q
]
(RB),Wλ,q ∈ WB} consists of orthogonal vectors in the space
R|G/Π∗B |, and thus the inequality follows.
Proof to Theorem 3.8. It is clear that Π∗B is a refinement of Π
IRP
B , so if for any two orbits T
′
and T ′′ of GB there exists an irreducible representation W in WB such that 〈et′ , proj
[
W
]
(RB)〉 6=
〈et′′ , proj
[
W
]
(RB)〉, where t′ ∈ T ′ and t′′ ∈ T ′′, then our assertion follows.
As we have seen, if W is one member of WB then ξproj
[
W
]
(RB) = proj
[
W
]
(RB), ∀ξ ∈ GB, so
for any irreducible representation W in WB we can construct out of proj
[
W
]
(RB) exactly one vector
x
W
in R|G/Π∗B | such that proj
[
W
]
(RB) = RΠ∗BxW . In accordance with Lemma 3.9, |WB| = |Π∗B|, so
|WB| = dimR|G/Π∗B |. Hence the group of vectors {xW ∈ R|G/Π
∗
B | : RΠ∗BxW = proj
[
W
]
(RB),W ∈ WB}
constitute a basis of R|G/Π∗B |, for the group {proj[W ](RB) : W ∈ WB} is comprised of vectors
orthogonal to one another.
Suppose eT ′ and eT ′′ are characteristic vectors of T
′ and T ′′ in the space R|G/Π∗B |, respectively.
Then 〈eT ′ , eT ′′〉 = 0. Accordingly, there exists an irreducible representation W in WB such that
〈et′ , proj
[
W
]
(RB)〉 6= 〈et′′ , proj
[
W
]
(RB)〉.
It is not difficult to see that by replacing lemmas 3.2 and 3.3 with propositions 3.1 and 3.2 we
can prove general versions for Lemma 3.6, 3.7, 3.9 and Theorem 3.8 without the restriction that the
action of G is transitive.
What we have established focuses on how IRs of G represent blocks and block systems contained
in one orbit of G. Naturally we should investigate how blocks in distinct orbits are connected to each
other. The relation is as one may expect really intriguing, for a block system in one orbit may not
be represented in another orbit.
Lemma 3.10. Let G be a permutation group acting on V . Suppose B is a block for G contained in one
orbit T ′ of G and S is an orbit of GB in another orbit T ′′ of G. Then the subset B+ := {αb | α ∈ GS}
is a block for G, b ∈ B, and GS = GB+.
Proof. Evidently, there are two possible cases: B+ = B or B+ ) B. Since S is an orbit of GB,
GB ≤ GS. Similarly, GS ≤ GB+ for B+ is an orbit of GS. Accordingly, we hold the desire in the 1st
case.
Now let us show that B+ is a block for G in the 2nd case. Suppose σ is a permutation in G such
that σB+ ∩ B+ 6= ∅. In accordance with the definition to B+, there exist α and β in GS so that
σαb = βb. Consequently, β−1σαb = b and thus β−1σα ∈ Gb. Since B is block, Gb ≤ GB. Hence
Gb ≤ GS and therefore β−1σα ∈ GS, which means σ belongs to GS. Note that GS ≤ GB+ , so σ
belongs to GS. As a result, σB
+ = B+ according to the definition to B+.
In summary, the subgroup GS of G contains the stabilizer Gb with one orbit B
+ which is a block
for G and contains the vertex b. Then in accordance with the generalized version of Lemma 1.10,
one can see GS = GB+ .
It is possible that GB+ is properly larger than GB. Let us take the Petersen graph as an exam-
ple. Recall that the stabilizer G1 possesses two non-trivial orbits {2, 5, 6} and {3, 4, 7, 8, 9, 10}, and
{{3, 9, 10}, {4, 7, 8}} is a block system of G1. Let H be the stabilizer of the block B := {3, 9, 10} in
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G1. Obviously, H  G1. It is easy to see however that the action of H on the orbit S := {2, 5, 6} is
transitive, so the stabilizer of S is G1 itself. The reason why it happens is that there is no non-trivial
block system in the orbit {2, 5, 6} corresponding to the system {{3, 9, 10}, {4, 7, 8}}. As a result, in
order to see all structures of the action of G on its one orbit, say, T , we may have to examine all
those IRs of G such that proj
[
W
]
(et) 6= 0, t ∈ T .
An irreducible representation W of G is said to be relevant to a block system B if for any
B ∈ B, proj[W ](RB) = |B| · proj[W ](eb), b ∈ B, and proj[W ](RC) = 0 for any block C containing
B properly.
Theorem 3.11. Let G be a permutation group acting on V . Suppose B is a block for G contained
in an orbit T ′ of G and S is an orbit of GB in another orbit T ′′ of G. Then S is a block for G if and
only if there exists an irreducible representation W of G relevant to the block system B+ containing
the block B+ := {αb | α ∈ GS} such that all projections of {es | s ∈ S} onto proj
[
W
]
(RB+) are the
same and for any s ∈ S, proj[W ](es) and proj[W ](RB+) are non-trivially linearly dependent.
Proof. Note that S is actually one orbit of GS, so, in order to show that S is a block for G, it is
sufficient to show that there exists one element s in S such that Gs ≤ GS. In accordance with Lemma
3.10, GS = GB+ . Consequently, it suffices to show that for any permutation δ in Gs, δ belongs to
GB+ .
It is easy to see that the requirement enjoyed by S implies that〈
1
‖proj[W ](es)‖proj[W ](es), 1‖proj[W ](RB+)‖proj[W ](RB+)
〉
= 1 or − 1, ∀s ∈ S
and
proj
[
W
]
(es′) = proj
[
W
]
(es′′), ∀s′, s′′ ∈ S.
Consequently, for any member s in S,
proj
[
W
]
(es) =
〈
proj
[
W
]
(es),
1
‖proj[W ](RB+)‖proj[W ](RB+)
〉
· 1‖proj[W ](RB+)‖proj[W ](RB+),
and thus
δproj
[
W
]
(RB+) =
‖proj[W ](RB+)‖〈
proj
[
W
]
(es),
1
‖proj
[
W
]
(RB+ )‖
proj
[
W
]
(RB+)
〉 · δproj[W ](es)
=
‖proj[W ](RB+)‖〈
proj
[
W
]
(es),
1
‖proj
[
W
]
(RB+ )‖
proj
[
W
]
(RB+)
〉 · proj[W ](es)
= proj
[
W
]
(RB+).
Since W is relevant to B+, σ 6= GB+ ⇒ σproj
[
W
]
(RB+) 6= proj
[
W
]
(RB+). As a result, the
permutation δ, belonging to Gs, must be one member of GB+ .
We now turn to the necessity of our assertion. Note first that there is at least one IR of G
relevant to B+ onto which the projection of RS is non-trivial. In fact, if it is not the case then
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proj
[
WB+
]
(RT ′′) = 0 for any WB+ of G relevant to B
+, so one cannot figure out Π∗B by means of
ΠIRPB , which is in contradiction with the fact that Π
∗
B = Π
IRP
B .
Accordingly, let us assume that W is one of IRs of G relevant to B+ such that proj
[
W
]
(RS) 6= 0.
Since S is a block for G, proj
[
W
]
(RS) = |S| ·proj
[
W
]
(es) due to Lemma 3.6, and thus the 1st claim
follows.
In accordance with Lemma 3.10, GS = GB+ . Consequently, for any permutation ξ ∈ GB+ ,
ξproj
[
W
]
(RS) = proj
[
W
]
(RS) and ξproj
[
W
]
(RB+) = proj
[
W
]
(RB+).
Then these two vectors proj
[
W
]
(RS) and proj
[
W
]
(RB+) would be linearly dependent, otherwise the
subspace W [B+] := {w ∈ W | ξw = w,∀ξinGB+} is not irreducible, which is in contradiction with
propositions 3.1 and 3.2. Therefore, the 2nd claim follows.
In virtue of those connections between block systems in distinct orbits ofG, it would be worthwhile
investigating more general blocks which enjoy the main feature (σB = B or σB ∩ B = ∅) of blocks
but may contain vertices belonging to different orbits, for that kind of blocks or block systems could
reveal more deeply the structure of the action of G on V and on Rn.
There is an interesting connection between block systems of G and equitable partitions of G. We
prove the result here only for the transitive case, but by means of Lemma 3.10 and Theorem 3.11
one could establish a more general result.
Theorem 3.12. Let G be a vertex-transitive graph and let G be the automorphism group of G.
Suppose B is a block for G. Then the block system B containing B as one member constitutes an
equitable partition of G.
Proof. Let ΠB be the partition of V (G) consisting of blocks in the systemB and let R = (R1 · · ·Rs)
be the characteristic matrix of ΠB. In accordance with Lemma 3.4, it is sufficient, in order to
establish our result, to show that if x and y belong to the same cell of ΠB, then 〈ex, proj
[
Vλ
]
(Rj)〉 =
〈ey, proj
[
Vλ
]
(Rj)〉, ∀ λ ∈ spec A(G) and j ∈ [s].
Pick arbitrarily one eigenspace Vλ and suppose ⊕pWλ,p is a decomposition of Vλ into IRs of G.
Let us begin with a simple but useful observation that
if proj
[
Wλ,p
]
(RB) = 0 then proj
[
Wλ,p
]
(RσB) = 0, ∀σ ∈ G. (13)
In fact, since σ is an automorphism of G and Wλ,p is an G-invariant subspace, proj
[
Wλ,p
] ◦ σ =
σ ◦ proj[Wλ,p] according to Lemma 1.4. Hence
proj
[
Wλ,p
]
(RσB) = proj
[
Wλ,p
] ◦ σ(RB) = σ ◦ proj[Wλ,p](RB) = σ(0) = 0.
Suppose without the loss of generality that x and y belong to the block γB for some γ ∈ G. Then
〈ex, proj
[
Vλ
]
(RσB)〉 =
〈 ∑
η∈specA(G)
proj
[
Vη
]
(ex), proj
[
Vλ
]
(RσB)
〉
=
〈
proj
[
Vλ
]
(ex), proj
[
Vλ
]
(RσB)
〉
=
〈∑
p
proj
[
Wλ,p
]
(ex),
∑
p
proj
[
Wλ,p
]
(RσB)
〉
=
∑
p
〈
proj
[
Wλ,p
]
(ex), proj
[
Wλ,p
]
(RσB)
〉
.
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Due to Lemma 3.6, the last sum can be divided into two parts:∑
q′
〈
proj
[
Wλ,q′
]
(ex), proj
[
Wλ,q′
]
(RσB)
〉
+
∑
q′′
〈
proj
[
Wλ,q′′
]
(ex), proj
[
Wλ,q′′
]
(RσB)
〉
(14)
s.t., proj
[
Wλ,q′
]
(RγB) = 0 and proj
[
Wλ,q′′
]
(RγB) = |B| · proj
[
Wλ,q′′
]
(eγb), where b is one member in
B.
In the first case, proj
[
Wλ,q′
]
(RσB) is also equal to 0 by means of the relation (13) and thus the
first term in the sum (14) is equal to 0. In the second case,∑
q′′
〈
proj
[
Wλ,q′′
]
(ex), proj
[
Wλ,q′′
]
(RσB)
〉
=
∑
q′′
〈
1
|B| · proj
[
Wλ,q′′
]
(RγB), proj
[
Wλ,q′′
]
(RσB)
〉
=
∑
q′′
〈
proj
[
Wλ,q′′
]
(ey), proj
[
Wλ,q′′
]
(RσB)
〉
.
Therefore, 〈ex, proj
[
Vλ
]
(Rj)〉 = 〈ey, proj
[
Vλ
]
(Rj)〉, ∀ λ ∈ spec A(G) and j ∈ [s].
4 Geometric features of IRs of G
The major goal of this section is to establish Theorem 4.3, which exposes the geometric feature
enjoyed by isomorphic IRs of G and so provides an apparatus by means of that we could decompose
an eigenspace of A (G) into IRs of G.
Recall that the norm ‖v‖ of a vector v is defined as √〈v,v〉.
Lemma 4.1. Suppose S is an isometry on Rn and U is an S-invariant subspace in Rn. Let u0 be
a vector in U with norm 1. If 〈u0,Su0〉 ≥ 〈u,Su〉 or 〈u0,Su0〉 ≤ 〈u,Su〉 for any vector u in U
with norm 1, then the subspace span{u0,Su0} is invariant for S, i.e., u0 belongs to an irreducible
representation of the circulant group 〈S〉.
Proof. We prove the assertion for the case that 〈u0,Su0〉 ≥ 〈u,Su〉 for any vector u in U with norm
1. If the inner product 〈u0,Su0〉 = 1, our assertion holds evidently. For that reason we assume
| 〈u0,Su0〉 | < 1 in what follows.
Suppose ⊕sp=1Wp is a decomposition of U into IRs of the group 〈S〉. The key observation is that
if proj
[
Wp
]
(u0) 6= 0, 1 ≤ p ≤ s, then 〈wp,Swp〉 = 〈u0,Su0〉, where the vector wp = 1‖proj[Wp](u0)‖ ·
proj
[
Wp
]
(u0).
In fact, let us assume without losing any generality that u0 =
∑r
p=1 upwp for some integer r ≤ s.
Then
〈u0,Su0〉 =
〈
r∑
p=1
upwp,S
r∑
p=1
upwp
〉
=
∑
p
u2k 〈wp,Swp〉
≤
(∑
p
u2k
)
〈u0,Su0〉
= 〈u0,Su0〉 .
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Consequently, 〈wp,Swp〉 = 〈u0,Su0〉, p = 1, . . . , r.
On the other hand, one can readily verify that if two IRs W ′ and W ′′ of the group 〈S〉 enjoy the
relation that ∃w ′ ∈ W ′ and w ′′ ∈ W ′′ s.t., ‖w ′‖ = ‖w ′′‖ = 1 and 〈w ′,Sw ′〉 = 〈w ′′,Sw ′′〉 then those
two representations W ′ and W ′′ are isomorphic with respect to 〈S〉. Therefore, those IRs W1, . . . ,Wr
are isomorphic to one another with respect to 〈S〉.
We are now ready to show that the subspace span{u0,Su0} is S-invariant. One moment’s reflec-
tion enables us to see that it is sufficient to show that S2u0 is also a vector in span{u0,Su0}. Because
those IRs W1, . . . ,Wr are isomorphic to one another with respect to 〈S〉, there are two real numbers
r′ and r′′ such that S2wp = r′wp + r′′Swp, p = 1, . . . , r. As a result,
S2u0 = S2
(
r∑
p=1
upwp
)
=
∑
p
up · S2wp
=
∑
p
up · (r′wp + r′′Swp)
= r′
(∑
p
upwp
)
+ r′′S
(∑
p
upwp
)
= r′u0 + r′′Su0.
Clearly, the vector r′u0 + r′′Su0 belongs to the subspace span{u0,Su0} and thus S2u0 also belongs
to the subspace.
Lemma 4.2. Suppose G is a permutation group acting on V transitively and W ′ and W ′′ are two
irreducible representations of G isomorphic to one another. If φ is an G-module isomorphism from
W ′ to W ′′, then for any two vectors u and v in W ′ with norm 1
〈u,v〉 =
〈
1
Cφ
φu,
1
Cφ
φv
〉
where Cφ = ‖φu‖ = ‖φv‖. In other words, an G-module isomorphism between two IRs preserves
angles among vectors.
Proof. Let σ be a permutation in G. Suppose W ′ = ⊕sk=1Xk is the standard decomposition with
respect to the circulant group 〈σ〉, i.e., each subspace Xk consists of all those IRs of 〈σ〉 isomorphic
to one another and Xi is not isomorphic to Xj if i 6= j. In virtue of the Lemma 4.1, we can make a
further assumption that 〈xi, σxi〉 > 〈xj, σxj〉 if i > j, where xi and xj are two vectors in Xi and Xj
respectively with norm 1, 1 ≤ i, j ≤ s.
Since φ is an G-module isomorphism, it is an 〈σ〉-module isomorphism, and thus Xk is isomorphic
to φXk, k = 1, . . . , s. Furthermore, one can easily see that φXi ⊥ φXj if i 6= j.
In accordance with the characterization of G-module map on IRs, which is summarized in Lemma
3.1, it is not difficult to see that if u and v are two vectors in W ′ such that ‖u‖ = ‖v‖ then
‖φu‖ = ‖φv‖.
To establish the relation we claim, the key is to show that if a group of vectors {b′k,1, . . . , b′k,dk | k =
1, . . . , s} constitute an orthonormal basis of W ′, where those vectors b′k,1, . . . , b′k,dk belong to Xk, then
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{φb′k,1, . . . , φb′k,dk | k = 1, . . . , s} are also a group of orthogonal vectors. In fact, if u =
∑
k,i uk,ib
′
k,i
and v =
∑
k,i vk,ib
′
k,i then
〈u,v〉 =
〈∑
k,i
uk,ib
′
k,i,
∑
k,i
vk,ib
′
k,i
〉
=
∑
k,i
uk,i · vk,i
=
∑
k,i
〈
uk,i · 1‖φb′k,i‖
φb′k,i, vk,i ·
1
‖φb′k,i‖
φb′k,i
〉
=
〈∑
k,i
uk,i
1
‖φb′k,i‖
φb′k,i,
∑
k,i
vk,i
1
‖φb′k,i‖
φb′k,i
〉
=
〈
1
‖φb′k,i‖
∑
k,i
uk,iφb
′
k,i,
1
‖φb′k,i‖
∑
k,i
vk,iφb
′
k,i
〉
=
〈
1
‖φb′k,i‖
φu,
1
‖φb′k,i‖
φv
〉
=
〈
1
‖φu‖φu,
1
‖φv‖φv
〉
.
As a result, in order to prove the assertion, it is sufficient to show that if uk and vk are two vectors
in Xk with norm 1, 1 ≤ k ≤ s, then 〈uk, vk〉 =
〈
1
‖φuk‖φuk,
1
‖φvk‖φvk
〉
.
According to the definition to Xk and Lemma 4.1, the subspace span{uk, σuk} is irreducible for
〈σ〉. Because φ is an G-module isomorphism,
〈uk, σuk〉 =
〈
1
‖φuk‖φuk,
1
‖φ(σuk)‖φ(σuk)
〉
.
Suppose proj
[
span{uk, σuk}
]
(vk) = w1uk + w2σuk. Then
〈uk, vk〉 =
〈
uk, proj
[
span{uk, σuk}
]
(vk) + proj
[(
span{uk, σuk}
)⊥]
(vk)
〉
= 〈uk, w1uk + w2σuk〉
= w1 + w2 · 〈uk, σuk〉
= w1 ·
〈
1
‖φuk‖φuk,
1
‖φuk‖φuk
〉
+ w2 ·
〈
1
‖φuk‖φuk,
1
‖φ(σuk)‖φ(σuk)
〉
=
〈
1
‖φuk‖φuk, w1
1
‖φuk‖φuk + w2
1
‖φ(σuk)‖φ(σuk)
〉
=
〈
1
‖φuk‖φuk,
1
‖φuk‖ (w1φuk + w2φ(σuk))
〉
=
〈
1
‖φuk‖φuk,
1
‖φvk‖φvk
〉
.
The last equation holds because the subspace span{φuk, φ(σuk)} is 〈σ〉-invariant.
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Theorem 4.3 (Isomorphism Theorem). Let G be a vertex-transitive graph with automorphism
group G and let W ′ and W ′′ be two irreducible representations of G. Then the following statements
are equivalent.
i) W ′ and W ′′ are isomorphic representations;
ii) The angle between proj
[
W ′
]
(eu) and proj
[
W ′
]
(ev) is equal to the angle between proj
[
W ′′
]
(eu)
and proj
[
W ′′
]
(ev), ∀u, v ∈ V (G), i.e.,
〈w ′u,w ′v〉 = 〈w ′′u,w ′′v〉 ,
where w ′x =
1
‖proj
[
W ′
]
(ex)‖
proj
[
W ′
]
(ex) and w
′′
x =
1
‖proj
[
W ′
]
(ex)‖
proj
[
W ′′
]
(ex), x = u or v.
iii) The map φ : w ′v 7→ w ′′v, v ∈ V (G), is an invertiblly linear map.
Proof. Let us begin with the relation that i)⇒ ii) and consider the case thatGx is non-trivial, where
x is a vertex of G. We first single out a kind of subspaces of W ′ relevant to G-module isomorphism.
Set W ′[x] = {w ∈ W ′ | ξw = w,∀ξ ∈ Gx}. Similarly, we can define the subspace W ′′[x] in W ′′.
The key observation is that if φ is anG-module isomorphism fromW ′ toW ′′ then φW ′[x] = W ′′[x],
∀x ∈ V (G). In fact, for any non-trivial vector z ′x in W ′[x] and permutation ζ in Gx, ζ(φz ′x) =
φ ◦ ζz ′x = φz ′x, so φz ′x belongs to W ′′[x], so φW ′[x] ⊆ W ′′[x]. Moreover, in accordance with Lemma
3.2, dimW ′[x] = dimW ′′[x] = 1. Hence φW ′[x] = W ′′[x].
On the other hand, it is easy to check that proj
[
W ′
]
(ex) belongs to W
′[x]. Consequently, W ′[x] =
span
{
proj
[
W ′
]
(ex)
}
. Similarly, W ′′[x] = span
{
proj
[
W ′′
]
(ex)
}
. Accordingly, there would be an G-
module map φ such that
φ
(
proj
[
W ′
]
(ex)
)
= proj
[
W ′
]
(ex) or − proj
[
W ′
]
(ex), x ∈ V (G).
Because the G-module isomorphism φ preserves angles among vectors, if there exists one ver-
tex u in V (G) such that φ(proj
[
W ′
]
(eu)) = proj
[
W ′′
]
(eu) then φ(proj
[
W ′
]
(ev)) = proj
[
W ′′
]
(ev)
for any vertex v in V (G). Suppose it is not the case, i.e., there exists some vertex u∗ so that
φ(proj
[
W ′
]
(eu∗)) = −proj
[
W ′′
]
(eu∗).
Let γ be one of permutations in G such that γu = u∗ and let w ′u =
1
‖proj
[
W ′
]
(eu)‖
proj
[
W ′
]
(eu) and
w ′u∗ =
1
‖proj
[
W ′
]
(eu∗ )‖
proj
[
W ′
]
(eu∗). On the one hand, according to Lemma 4.2,
〈w ′u,w ′u∗〉 =
〈
1
‖φw ′u‖
φw ′u,
1
‖φw ′u∗‖
φw ′u∗
〉
= 〈w ′′u,−w ′′u∗〉
= −〈w ′′u,w ′′u∗〉 ,
where w ′′u =
1
‖proj
[
W ′′
]
(eu)‖
proj
[
W ′′
]
(eu) and w
′′
u∗ =
1
‖proj
[
W ′′
]
(eu∗ )‖
proj
[
W ′′
]
(eu∗).
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On the other hand, since W ′ and W ′′ are two G-invariant subspaces,
〈w ′u,w ′u∗〉 =
〈
w ′u,w
′
γ u
〉
= 〈w ′u, γw ′u〉
=
〈
1
‖φw ′u‖
φw ′u,
1
‖φ(γw ′u)‖φ(γw ′u)
〉
=
〈
1
‖φw ′u‖
φw ′u,
1
‖γ (φw ′u)‖γ (φw ′u)
〉
= 〈w ′′u, γw ′′u〉
= 〈w ′′u,w ′′u∗〉 .
This is a contradiction provided that 〈w ′u,w ′u∗〉 6= 0. In the case that 〈w ′u,w ′u∗〉 = 0, which
means W ′[u] = W ′[u∗], one can prove the relation by the same argument but selecting vertices
with fixing subspace not the same as W ′[u]. Hence if there exists one vertex u in V (G) such that
φ(proj
[
W ′
]
(eu)) = proj
[
W ′′
]
(eu) then φ(proj
[
W ′
]
(ev)) = proj
[
W ′′
]
(ev) for any vertex v in V (G). In
virtue of Lemma 4.2, we have 〈w ′u,w ′v〉 = 〈w ′′u,w ′′v〉 , ∀u, v ∈ V (G), in the case that Gx is not trivial.
We now turn to the case that Gx only contains the identity of G. Let B be one of minimal blocks
for G. Instead of featuring relation among subspaces W ′[v]s, we consider an alternative W ′[B]
relevant to GB, which is defined asw ∈ W ′ | ζ
 |B|∑
k=1
ξk
w =
 |B|∑
k=1
ξk
w, ∀ξ ∈ GB \ {1} and ζ ∈ GB
 .
According to Lemma 3.3, there are only two possibilities for W ′[B], i.e., dimW ′[B] = 1 or 2. It is
not difficult to see that in the case that dimW ′[B] = 1 one can employ the same idea in dealing
with the case above to establish the relation, so let us consider the case that dimW ′[B] = 2 in what
follows.
We first show that φW ′[B] = W ′′[B]. Suppose z ′ is a vector in W ′[B]. Then
ζ
 |B|∑
k=1
ξk
(φz ′) = φ ◦ ζ
 |B|∑
k=1
ξk
z ′ = φ
 |B|∑
k=1
ξk
z ′ =
 |B|∑
k=1
ξk
(φz ′),
where ξ ∈ GB \{1} and ζ ∈ GB. Hence, φW ′[B] ⊆ W ′′[B]. Note that φ is an G-module isomorphism
from W ′ to W ′′ and dimW ′[B] = dimW ′′[B] = 2, so φW ′[B] = W ′′[B]. Therefore these two
irreducible representations W ′[B] and W ′′[B] are isomorphic with respect to the stabilizer GB.
In accordance with Lemma 2.10, GB is a circulant group of prime order, so for any b ∈ B and
ξ ∈ GB \ {1},
〈w ′b, ξw ′b〉 = 〈w ′′b , ξw ′′b 〉 ,
where w ′b =
1
‖proj
[
W ′
]
(eb)‖
proj
[
W ′
]
(eb) and w
′′
b =
1
‖proj
[
W ′′
]
(eb)‖
proj
[
W ′′
]
(eb). Consequently,
〈w ′s,w ′t〉 = 〈w ′′s ,w ′′t 〉 , ∀s, t ∈ B.
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As a result, there could be an G-module isomorphism φ so that φ : proj
[
W ′
]
(ev) 7→ proj
[
W ′′
]
(ev),
v ∈ V (G), so we can hold the desire by means of Lemma 4.2.
We now show the relation that ii)⇒ iii). Because W ′ is irreducible,
W ′ = span
{
proj
[
W ′
]
(ex) | x ∈ V (G)
}
,
so let us assume that w ′v1 , . . . ,w
′
vd
constitute a basis of W ′, where w ′vi =
1
‖proj
[
W ′
]
(evi )‖
proj
[
W ′
]
(evi),
i = 1, . . . , d. We now define a linear map ψ : w ′vk 7→ w ′′vk , k = 1, . . . , d. Let x and y be two vectors in
W ′ with non-trivial norms. Suppose x =
∑d
k=1 xkw
′
vk
and y =
∑d
k=1 ykw
′
vk
. Then
〈x,y〉 =
〈
d∑
k=1
xkw
′
vk
,
d∑
k=1
ykw
′
vk
〉
=
∑
i,j
xiyj
〈
w ′vi ,w
′
vj
〉
=
∑
i,j
xiyj
〈
w ′′vi ,w
′′
vj
〉
=
∑
i,j
xiyj
〈
ψw ′vi , ψw
′
vj
〉
=
〈
d∑
k=1
xk · ψw ′vk ,
d∑
k=1
yk · ψw ′vk
〉
= 〈ψx, ψy〉 .
Hence the linear map ψ preserves the inner product and thus ψ is a linear isomorphism between
subspaces W ′ and W ′′. Therefore, the group of vectors w ′′v1 , . . . ,w
′′
vd
comprise a basis of W ′′.
Let us show that ψ
(
w ′x
)
= w ′′x, ∀x ∈ V (G). In fact, for any positive integer k not greater that d,
we have 〈
ψw ′x,w
′′
vk
〉
=
〈
ψw ′x, ψw
′
vk
〉
=
〈
w ′x, w
′
vk
〉
=
〈
w ′′x, w
′′
vk
〉
.
Accordingly,
〈
ψw ′x −w ′′x,w ′′vk
〉
= 0, which means(
ψw ′x −w ′′x
) ⊥ w ′′vk , ∀k ∈ [d].
Since those vectors w ′′v1 , . . . ,w
′′
vd
constitute a basis of W ′′, the vector ψw ′x − w ′′x must vanish, so
ψw ′x = w
′′
x.
Finally, we show the relation that iii)⇒ i). The only thing we need to do is to verify that σ ◦φ =
φ ◦ σ, ∀σ ∈ G. Let us begin with a particular group of vectors {w ′v | w ′v = 1‖proj[W ′](ev)‖proj[W ′](ev)
and v ∈ V (G)}. In accordance with the definition to the linear map φ, we have
σ ◦ φ(w ′v) = σ(w ′′v) = w ′′σv = φ(w ′σv) = φ ◦ σ(w ′v).
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Note that W ′ is irreducible according to our assumption, so W ′ is spanned by the group {w ′v |
w ′v =
1
‖proj
[
W ′
]
(ev)‖
proj
[
W ′
]
(ev) and v ∈ V (G)}. Thus we can assume that w ′v1 , . . . ,w ′vd constitute a
basis of W ′. On the other hand, the map φ is an isomorphism between two subspaces W ′ and W ′′
due to our assumption, so w ′′v1 , . . . ,w
′′
vd
comprise a basis of W ′′.
Let x be a vector in W ′. Suppose x =
∑d
k=1 xkw
′
vk
. Then
σ ◦ φ (x) = σ ◦ φ
(∑
k
xkw
′
vk
)
= σ
(∑
k
xkφw
′
vk
)
= σ
(∑
k
xkw
′′
vk
)
=
∑
k
xkw
′′
σvk
=
∑
k
xk · φw ′σvk
=
∑
k
xk · φ ◦ σw ′vk
= φ ◦ σ (x) .
Therefore, our claim follows.
Corollary 4.4 (Isomorphism Theorem - General Version). Let G be a vertex-transitive graph
with automorphism group G and let W ′ and W ′′ be two irreducible representations of G. Suppose T
is one of orbits of G such that none of vectors proj
[
W ′
]
(et) and proj
[
W ′′
]
(et) is trivial, t ∈ T . Then
the following statements are equivalent.
i) W ′ and W ′′ are isomorphic representations;
ii) The angle between proj
[
W ′
]
(eu) and proj
[
W ′
]
(ev) is equal to the angle between proj
[
W ′′
]
(eu)
and proj
[
W ′′
]
(ev), ∀u, v ∈ T , i.e.,
〈w ′u,w ′v〉 = 〈w ′′u,w ′′v〉 ,
where w ′x =
1
‖proj
[
W ′
]
(ex)‖
proj
[
W ′
]
(ex) and w
′′
x =
1
‖proj
[
W ′
]
(ex)‖
proj
[
W ′′
]
(ex), x = u or v.
iii) The map φ : w ′v 7→ w ′′v, v ∈ V (G), is an invertiblly linear map.
We are now ready to show how to decompose every eigenspace of A (G) into IRs of G. There are
in general two steps: splitting each eigenspace by orbits of G and then decomposing those smaller
subspaces into IRs of G. More precisely, we first separate the subspace Xλ := span{Vλ | T}, which is
spanned by a group of vectors {proj[Vλ](ex) | x ∈ T} where T is an orbit of G, from the eigenspace
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Vλ, and then decompose Xλ into IRs by virtue of a partition Π
∗
s and its adequate set E(s) where s
is a vertex in T .
In fact, if Wλ,p is an irreducible representation of G contained in Xλ, it is clear that the subspace
span{proj[Wλ,p](ex) : x ∈ T} is equal to Wλ,p. As a result, to single out Wλ,p from Xλ we only need
to focus on the orbit T , and therefore we could make a further assumption that the action of G on V
is transitive. Then there are two cases: the point stabilizer Gs is trivial or not. Let us first consider
the 2nd case, i.e., Gs ) {1}.
In accordance with Lemma 3.7, for any block system there are some of IRs representing the
system. Recall that Vλ[s] is the subspace in Vλ spanned by those vectors x such that ξx = x,
∀ξ ∈ Gs. It is apparent that if Bˆ is one of maximal blocks for G then the subspace ∩b∈BˆVλ[b]
must be contained in those G-invariant subspaces which can be expressed as a direct sum of IRs
representing the system Bˆ containing Bˆ. Since we could find out all block families of G (see the 2nd
section for details), we can separate those G-invariant subspaces, representing distinct block systems,
from Vλ one by one in this way. Hence we can assume that the subspace Xλ ⊆ Vλ we now deal with
does not contain any IR representing any block system of G.
Before splitting the subspace Xλ, we can determine the number of IRs of G contained in Xλ by
virtue of Lemma 3.2. In order to split Xλ, we need to refine step by step the subspace Xλ[s] := {x ∈
Xλ | ξx = x ∀ξ ∈ Gs}. In the first place, set X1λ[s] = {x ∈ Xλ[s] : ‖x‖ = 1}. Suppose Gs possesses
t orbits and σ1, . . . , σt−1 are those permutations in G moving s to distinct orbit except the one only
containing s. Then we can obtain a group of subspaces X1λ[s] ⊇ X1λ[s;σ1] ⊇ X1λ[s;σ1, σ2] ⊇ · · · ⊇
X1λ[s;σ1, σ2, . . . , σt−1] such that
X1λ[s;σ1] = {x ∈ X1λ[s] : 〈x, σ1x〉 ≥ 〈y, σ1y〉 ∀y ∈ X1λ[s]},
and
X1λ[s;σ1, . . . , σi+1] = {x ∈ X1λ[s;σ1, . . . , σi] : 〈x, σi+1x〉 ≥ 〈y, σi+1y〉 ∀y ∈ X1λ[s;σ1, . . . , σi]},
where i = 1, . . . , t− 2.
In accordance with Theorem 4.3, the subspace X1λ[s;σ1, . . . , σt−1] must be contained in some
irreducible representation of G, and thus we can figure out the irreducible representation for it is
equal to span{γx : γ ∈ E(s)}. In the same way, we can separate one by one IRs from Xλ and
eventually decompose it as a direct sum of IRs.
It is clear that there is only one kind of operation - inner product. As a result, it is easy to see
that we can figure out the subspace X1λ[s;σ1, . . . , σt−1] within time n
C for some constant C.
As to the case that Gs is trivial for any s ∈ V , we replace Xλ[s] with
Xλ[B] =
x ∈ Xλ : ζ
 |B|∑
k=1
ξk
x =
 |B|∑
k=1
ξk
x, ∀ξ ∈ GB \ {1} and ζ ∈ GB
 ,
where B is one of minimal blocks for G, and then use the same way to split Xλ into IRs of G.
Lemma 4.5. If φ is an isomorphism between two IRs W1 and W2 of G on Rn, then the subspace
span{σ(w1 + φw1) | σ ∈ G} is isomorphic to W1 where w1 is a non-trivial vector in W1.
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By combing Theorem 4.3 and Lemma 4.5, one could deduce an interesting conclusion that in
the case of being transitive G possesses no two IRs which are isomorphic to one another in Rn with
respect to the permutation representation we consider in the paper. As a matter of fact, the reason
why G possesses a number of IRs isomorphic to one another is that the ways they represent the
action of G are to some extant different. The corollary 4.7 below reveals this relation definitely.
Proof. Since W1 is an irreducible representation, one can choose a group of permutations σ1 =
1, . . . , σd of G such that σ1w1 = w1, . . . , σdw1 form a basis of W1. It is plain to verify that σ1w1 +
σ1(φw1), . . . , σdw1 + σd(φw1) form a basis of the subspace span{σ
(
w1 + φw1
) | σ ∈ G}. For that
reason, there is natually a linear isomorphism ψ between the two subspaces W1 and span{σ
(
w1 +
φw1
) | σ} such that
ψ : σiw1 7→ σiw1 + σi(φw1), i = 1, . . . , d.
As a matter of fact, it is not difficult to check that ψ is an isomorphism between those two
representations. Let w be a vector in W1. Suppose w =
∑d
i=1 xi · σiw1 where xi is the coordinate
of w with respect to σiw1 (i = 1, . . . , d). Picking arbitrarily a permutation γ from G, we assume
γw =
∑d
i=1 yi · σiw1. Consequently,
ψ ◦ γ(w) = ψ
[
d∑
i=1
yi · σiw1
]
=
d∑
i=1
yi · ψ(σiw1)
=
d∑
i=1
yi (σiw1 + σi(φw1)) .
On the other hand,
γ ◦ ψ(w) = γ ◦ ψ
[
d∑
i=1
xi · σiw1
]
= γ
[
d∑
i=1
xi · ψ(σiw1)
]
= γ
[
d∑
i=1
xi (σiw1 + σi(φw1))
]
= γ
[
d∑
i=1
xi · σiw1
]
+ γ
[
d∑
i=1
xi · σi(φw1)
]
=
d∑
i=1
yi · σiw1 + φ ◦ γ
[
d∑
i=1
xi · σiw1
]
=
d∑
i=1
yi · σiw1 +
d∑
i=1
yi · σi(φw1).
Accordingly, ψγ = γψ for any γ ∈ G, and thus ψ is an isomorphism between the two representa-
tions W1 and span{σ
(
w1 + φw1
) | σ}.
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Apparently, one can employ the same idea to establish a more general result concerning a number
of IRs isomorphic to one another rather than two IRs. To be precise, if there are a group of IRs
W,W1,W2, . . . ,Wn of G such that φp : W → Wp is an isomorphism between two representations,
p = 1, . . . , n, then the subspace span{σ(w +∑np=1 φpw) | σ ∈ G} is isomorphic to W where w is a
non-trivial vector in W .
Corollary 4.6. Let G be a permutation group with orbits T1, . . . , Ts and let U be an G-invariant
subspace with a decomposition ⊕Wp into IRs of G. Then span{proj
[
U
]
(eti) | ti ∈ Ti} = U for some
i ∈ [s] if and only if proj[Wp](eti) 6= 0 ∀p and any two of IRs involved are not isomorphic to each
other.
Suppose W1, . . . ,Wk are a group of IRs of G and T1, . . . , Tk are some of orbits of G, which are
said to be independent orbits with respect to W1, . . . ,Wk if the group of vectors
{(∥∥proj[Wp](et1)∥∥ , . . . ,∥∥proj[Wp](etk)∥∥) | p = 1, . . . , k} are linearly independent,
where ti belong to the orbit Ti, i = 1, . . . , k.
Corollary 4.7. Let G be a permutation group and let U be an G-invariant subspace with a decom-
position ⊕kp=1Wp into IRs of G such that any two of them are isomorphic to one another. Suppose
T1, . . . , Tk are some of orbits of G. Then span{proj
[
U
]
(eti) | ti ∈ Ti, i = 1, . . . , k} = U if and only
if T1, . . . , Tk are independent.
Recall that in the 1st section we employ two apparatuses based on an equitable partition Π to
split subspaces in a decomposition of Rn: those eigenspaces of A (G/Π) and those subspaces spanned
by one of cells of Π. These two corollaries above show us why the second way is often effective.
5 The algorithm
As shown in sections 2 and 4, provided that we are given a partition Π∗s, consisting of orbits of Gs,
and the adequate set E(s) associated with the vertex s, belonging to some orbit T of G, we can find
out all block systems of G contained in T and decompose
⊕
λ∈specA(G) span{Vλ : T} into a direct
sum of IRs of G, where span{Vλ : T} = span{proj
[
Vλ
]
(ex) : x ∈ T}. By dealing with orbits one
by one, we can eventually find out all block systems of G and decompose
⊕
Vλ into a direct sum of
IRs of G. In this last section, let us present the algorithm showing how to decide if two vertices are
symmetric or not and how to figure out an automorphism relevant.
As we have illustrated with two examples in section 1, it is the dist. of OPSB in a decomposition
of Rn that really matters in determining whether or not two vertices are symmetric and in figuring
out one automorphism moving one of vertices to another if they are symmetric. There is however a
big obstacle to analyzing the dist. of OPSB in ⊕Xλ,k 4 − the dimensions of those subspaces involved.
As one can imagine, if some Xλ,k has a large dimension the dist. of OPSB in Xλ,k could be a real
mess, so one cannot clarify the symmetries in Xλ,k efficiently. As a result, we use a series of equitable
partitions of G to split those subspaces of large dimension into smaller pieces.
4 To keep our description succinct, we here say “the dist. of OPSB in ⊕Xλ,k” rather than “the dist. of OPSB in
each subspace Xλ,k”.
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Let Π and Π˜ be two equitable partitions of G such that Π ≺ Π˜.5 Set Xλ = Vλ 	 RΠV G/Πλ for
every λ ∈ specA (G/Π). It is clear that if λ ∈ specA
(
G/Π˜
)
∩ specA (G/Π) and the multiplicity
of λ with respect to A
(
G/Π˜
)
is bigger than that with respect to A (G/Π), then Xλ must be split
by RΠ˜V
G/Π˜
λ . This is the first way of splitting subspaces by virtue of equitable partitions.
There is another way fortunately and the assertion below reveals how it works. Set R(Π) =
{Π˜ is an EP of G : Π  Π˜} and denote by Π|C the partition of C induced by Π, i.e., by restricting
Π to C one can have a partition of the cell.
Lemma 5.1. Let Π be an equitable partition of G and let C be a cell of Π. If there exists one
equitable partition Π˜ in R(Π) such that Π ≺ Π˜ and Π|C = Π˜|C then span{Xλ : C} ( Xλ for any
eigenvalue λ of A
(
G/Π˜
)
the multiplicity of which with respect to A
(
G/Π˜
)
is bigger than that with
respect to A (G/Π), where Xλ = Vλ 	RΠV G/Πλ and span{Xλ : C} = span{proj
[
Xλ
]
(ex) : x ∈ C}.
Proof. According to our assumption, there are two possible cases for eigenvalues of A
(
G/Π˜
)
con-
cerned:
λ ∈ specA (G/Π) and RΠV G/Πλ ( RΠ˜V G/Π˜λ , or λ /∈ specA (G/Π) .
In the first case, suppose r1 is a vector in RΠV
G/Π
λ and r2 is in RΠ˜V
G/Π˜
λ 	 RΠV G/Πλ . Then
〈r2, r1〉 = 0. Recall that given an equitable partition Π the eigenvectors of A (G) can be divided into
two classes: those that are constant on every cell of Π and those that sum to zero on each cell of Π.
Because the cell C is common to Π and Π˜, the xth coordinate of r2 must be 0 for any x ∈ C. On the
other hand, Π˜ properly refines Π, so r2 cannot be trivial and thus belongs to Xλ 	 span{Xλ : C}.
By the same argument, one can easily prove the assertion in the second case.
It is worthwhile pointing out the difference between two methods above used to split subspaces of
Rn. In order to use the 1st method, we have to figure out an EP Π˜ at first, which is refiner than the
original one Π. However as long as there exists such an EP Π˜ enjoying the requirement of Lemma
5.1, the 2nd method is effective.
On the other hand, we can also use a decomposition of Rn to analyze EPs. Let H be a subgroup
of AutG and let Π be an EP of G such that any orbit of H is contained entirely in one cell of
Π. Suppose
⊕
λ∈ specA(G)
(
RΠV
G/Π
λ ⊕Xλ
)
is the decomposition of Rn obtained according to Π,
where Xλ is the orthogonal complement of RΠV
G/Π
λ in Vλ. Two cells C1 and C2 of Π are said
to be irrelevant with respect to H if ∀w1 ∈ C1, C2 ∈ EP[w1]
(
⊕
(
RΠV
G/Π
λ ⊕Xλ
))
, or ∀w2 ∈ C2,
C1 ∈ EP[w2]
(
⊕
(
RΠV
G/Π
λ ⊕Xλ
))
.
Suppose that for any w1 in C1, C2 is a cell of EP[w1]
(
⊕
(
RΠV
G/Π
λ ⊕Xλ
))
. In accordance with
Lemma 5.1, there must exist λ ∈ specA (G) with non-trivial subspace Uλ := Xλ 	 span{Xλ : C2}.
Suppose further that Yλ is the subspace of span{Xλ : C2} spanned by those vectors that are constant
on the cell C2 and Zλ = span{Xλ : C2} 	 Yλ. In summary, we may decompose every eigenspace Vλ
in three steps:
Vλ = RΠV
G/Π
λ ⊕Xλ = RΠV G/Πλ ⊕ (span{Xλ : C2} ⊕ Uλ) = RΠV G/Πλ ⊕ (Yλ ⊕ Zλ)⊕ Uλ.
5 By “Π ≺ Π˜”, we mean Π is refined properly by Π˜, i.e., there is at least one cell of Π which is comprised of two
or more cells of Π˜.
49
Accordingly proj
[
Zλ
]
(RC2) = 0, where RC2 is the characteristic vector of the cell C2, and thus
proj
[
Zλ
]
(w1) = 0 for any w1 in C1. Consequently, the structure of the action of H on C1 is represented
by
⊕
λ∈ specA(G) (Yλ ⊕ Uλ), while the structure of the action on C2 is represented by
⊕
λ∈ specA(G) Zλ.
Hence the action of H on C1 has no effect on C2 and vice versa. As a result, we can simultaneously
deal with those two cells in order to clarify symmetries among vertices in C1 and in C2.
In addition, if there is a cell C of Π containing only a few vertices, we can first determine the
symmetries represented by
⊕
λ∈ specA(G) span{Vλ : C}, and then refine Π by the partition of C
determined by ⊕ span{Vλ : C}. As a result, we always first deal with those cells not being singleton
but of minimum order.
As a matter of fact, one decomposition of Rn is often helpful in refining an equitable partition
and vice versa. Now let us present the details of the algorithm and functions relevant.
Function 1 Revising and refining an equitable partition by a group of subspaces
Input: an equitable partition Π = {C1, . . . , Cr} of G such that |Ci| ≤ |Ci+1|, i = 1, . . . , r − 1, and
a direct sum ⊕Uλ,k of Rn in which each term is a subspace of an eigenspace Vλ and any two
subspaces involved are orthogonal to one another
Output: an ordered EP or “Π is not an appropriate EP”
1: set i := 1
2: while i ≤ r do
3: if |Ci| > 1 then
4: in accordance with (6), work out a family of equitable partitions {EP[v] (⊕Uλ,k) : v ∈ Ci}
5: in accordance with (8), work out a group of subsets Part (Ci) of Ci
6: else
7: set Part (Ci) := Ci
8: end if
9: set i := i+ 1
10: end while
11: figure out the coarsest EP Π′ of the partition {Part (Ci) : i = 1, . . . , r}
12: if Π  Π′ then
13: order cells of Π′ according to their sizes
14: return the ordered EP Π′
15: else
16: return “Π is not an appropriate EP”
17: end if
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Function 2 Splitting subspaces by eigenspaces of A (G/Π)
Input: an equitable partition Π of G and a direct sum
⊕
1≤i≤t
1≤k≤Mi
Uλi,k of R
n such that each term is a
subspace of an eigenspace Vλ and any two subspaces involved are orthogonal to one another
Output: a direct sum of Rn
1: set i := 1
2: while i ≤ t do
3: set k := 1
4: while k ≤Mi do
5: if {0} ( Uλi,k ∩RΠV G/Πλ then
6: set Yλi,k := Uλi,k ∩RΠV G/Πλ and Zλi,k := Uλi,k 	 Yλi,k
7: else
8: set Yλi,k := Uλi,k
9: end if
10: set k := k + 1
11: end while
12: set i := i+ 1
13: end while
14: return ⊕(Yλi,k ⊕ Zλi,k)
Function 3 Splitting subspaces by cells of an equitable partition
Input: an equitable partition Π = {C1, . . . , Cr} of G such that |Ci| ≤ |Ci+1|, i = 1, . . . , r − 1, and a direct
sum
⊕
1≤i≤t
1≤k≤Mi
Uλi,k of R
n such that each term is a subspace of the eigenspace Vλ and any two subspaces
involved are orthogonal to one another
Output: a direct sum of Rn
1: set s := 1 and
⊕
1≤i≤t
1≤k≤Mi
Xλi,k :=
⊕
1≤i≤t
1≤k≤Mi
Uλi,k
2: while s ≤ r do
3: set i := 1
4: while i ≤ t do
5: set k := 1
6: while k ≤Mi do
7: if span {Xλi,k : Cs} ( Xλi,k then
8: set Yλi,k := span {Xλi,k : Cs} and Zλi,k := Xλi,k 	 Yλi,k
9: else
10: set Yλi,k := Xλi,k
11: end if
12: set k := k + 1
13: end while
14: set M∗i := the number of non-trivial subspaces in the sum
⊕
1≤k≤Mi
(
Yλi,k + Zλi,k
)
15: set i := i+ 1
16: end while
17: set
⊕
1≤i≤t
1≤k≤M∗
i
Xλi,k :=
⊕
1≤i≤t
1≤k≤Mi
(
Yλi,k ⊕ Zλi,k
)
18: set Mi := M
∗
i and s := s+ 1
19: end while
20: return
⊕
1≤i≤t
1≤k≤Mi
Xλi,k
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Algorithm 4 Analyzing a graph with those three functions
Input: a graph G of order n and an integer K
Output: a set P of pairs, consisting of an EP of G and a decomposition of Rn, and an integer d, indicating
the number of vertices we fix in the process of figuring out P
1: set Π := {V (G)} and ⊕Xλ,k := ⊕Vλ,k
2: set P := {(Π,⊕Xλ,k)} and d := 0
3: while ∃ a cell C of Π and a subspace Xλ,k s.t., |C| > K and dimXλ,k > K do
4: set Π˜ := F1 (⊕Xλ,k,Π)
5: if Π ≺ Π˜ then
6: set Π := Π˜ and ⊕Xλ,k := F3 (F2 (⊕Xλ,k,Π),Π)
7: else
8: set P :=P ∪ {(Π,⊕Xλ,k)}
9: set i := 1 and i∗ = 0
10: while i ≤ |Π| and i 6= i∗ do
11: if |Ci| > 1, where Ci is a cell of Π, then
12: set i∗ := i
13: else
14: set i := i+ 1
15: end if
16: end while
17: while |Ci∗ | ≤ K do
18: examine the dist. of OPSB in ⊕ span {Xλ,k : Ci∗} and then determine the structure of the action
of the group relevant on Ci∗
19: set i∗ := i∗ + 1
20: end while
21: select one vertex x from Ci∗ and set d := d+ 1
22: set Π := EP[v] (⊕Xλ,k) and ⊕Xλ,k := F3 (F2 (⊕Xλ,k,Π),Π)
23: set P :=P ∪ {(Π,⊕Xλ,k)}
24: end if
25: end while
26: order P according to EPs and decompositions of Rn
27: return P and d
In lines 4 and 6, Fk stands for Functionk, k = 1, 2, 3. Line 4 shows how we use a decomposition
of Rn to refine an equitable partition, while line 6 shows another direction using an equitable partition
to split a decomposition.
Let
(
ΠA,⊕XAλ,k
)
and
(
ΠB,⊕XBλ,k
)
be two pairs in P. We say
(
ΠA,⊕XAλ,k
)
is a predecessor of(
ΠB,⊕XBλ,k
)
, denoted by
(
ΠA,⊕XAλ,k
) ≤ (ΠB,⊕XBλ,k), if ΠA ≺ ΠB, or ΠA = ΠB and ∀XAλ,k, ∃ a
group of subspaces XBλ,i1 , . . . , X
B
λ,il
s.t., XAλ,k = ⊕lj=1XBλ,ij . In line 26, we order the set P in this way.
Let x be a vertex of G. We color the vertex x red and denote the resulted graph by Gx. Obviously,
the problem of determining whether or not two vertices u and v in G are symmetric and of figuring out
one automorphism from u to v is equivalent respectively to that of determining whether or not two
graphs Gu and Gv are isomorphic and of figuring out one isomorphism from Gu to Gv. Consequently,
we only show here how to use the algorithm above to deal the problem of Graph Isomorphism and
in the case being isomorphic to figure out one isomorphism.
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Suppose the elements of the set PG associated with G are listed as follows:({V (G)},⊕V Gλ ) = (ΠG1 ,⊕XGλ,1,k) ≤ (ΠG2 ,⊕XGλ,2,k) ≤ · · · ≤ (ΠGt ,⊕XGλ,t,k) .
As shown in the section 1, G ∼= H if and only if by conducting the same operation on H, we can
obtain a set
PH =
{ ({V (H)},⊕V Hλ ) = (ΠH1 ,⊕XHλ,1,k) ≤ (ΠH2 ,⊕XHλ,2,k) ≤ · · · ≤ (ΠHt ,⊕XHλ,t,k) }
such that ΠGp  ΠHp and G/ΠGp ∼= H/ΠHp , p = 1, . . . , t, and the dist. of OPSB in ⊕XGλ,t,k is the
same as that in ⊕XHλ,t,k. As a result, one can determine whether or not G is isomorphic to H by
Algorithm 4 and in the case being isomorphic figure out one isomorphism from G to H.
At last, let us estimate the complexity of our algorithm. In working out the set PG, we only
perform two kinds of operations: splitting a subspace by an equitable partition and refining an
equitable partition by a decomposition of Rn.
In the 1st kind, we need to calculate eigenvalues and eigenspaces of A (G/Π), the complexity of
which (within a relative error bound 2−b) is bounded by O(|Π|3 + (|Π| log2 |Π|) log b) (see [10] for de-
tails). After that we use RΠV
G/Π
λ and span{Xλ,k : C}, where C is a cell of Π, to decompose subspaces
contained in Vλ. To accomplish those computations, one can employ the Schmidt orthogonalization.
It is not difficult to check that there are at most n3 objects needed to be dealt with.
In the 2nd kind, we need to figure out a family of EPs {EP[v] (⊕Xλ,k) : v ∈ V (G)} according to
the relation (6), and then to determine a partition P according to another relation (8), and finally
to figure out the coarsest EP of P. To accomplish first two steps, we need to calculate norms of
projections proj
[
Xλ,k
]
(ev), ∀Xλ,k in the decomposition and ∀v ∈ V (G), angles between any two
projections and projections of characteristic vectors proj
[
Xλ,k
] (
REP[v](⊕Xλ,k)
)
, ∀v ∈ V (G). The
calculation involved here is the inner product. To accomplish the 3rd step, there are a number of
efficient algorithm one can choose. It is readily to check that there are at most n3 objects we need
to deal with.
To sum up, we can work out PG within time nC for some constant C.
Let
(
ΠG,⊕Xλ,k
)
be a member in PG. As shown in line 21 of the Algorithm 4, if the EP ΠG
we have cannot split subspaces in ⊕Xλ,k further but there are some subspaces of large dimension,
we have to choose one vertex x from a suitable cell CGi∗ to refine Π
G, that causes a big trouble in
determining whether G ∼= H, for despite the fact that we can find the EP ΠH corresponding to ΠG
and identify the right cell CHi∗ of Π
H , we do not know in advance which vertex in CHi∗ is the right
candidate. As a result, we have to try all vertices contained in CHi∗ .
Now let us estimate the number of such vertices in the worst case. First of all, we can assume in
the worst case that there is no EP ΠG in PG containing irrelevant cells, say, C1 and C2, otherwise
we can simultaneously deal with those two cells and do not need to consider C2 in dealing with C1
and vice versa. Consequently, every cell of any ΠG in PG is split into at least two pieces with a new
EP Π˜ which is refiner than Π.
Secondly, note that at each step we always begin with one of cells not being singleton but of
minimum order, so we should assume in the worst case that any two pieces of Π obtained by a
refinement Π˜ are of orders different at most one, provided that none of them is a singleton.
The third observation is that in the worst case the equitable partition EP[x] (⊕Xλ,k) splits the
cell CGi∗ into at least 3 pieces. It is clear that EP[x] (⊕Xλ,k) splits CGi∗ into at least 2 pieces and one
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of them consists of the vertex x, so if there are only two cells in EP[x] (⊕Xλ,k), the union of which
is equal to CGi∗ , then one can easily see that (AutG)|CGi∗ ∼= SymCGi∗ , where (AutG)|CGi∗ stands for the
restriction of AutG to CGi∗ . Consequently, we can omit the cell C
G
i∗ in figuring out the set P
G.
According to three properties above, there are at most (n/2)logn such vertices needed to be tried,
and therefore by virtue of the algorithm we can determine whether or not G ∼= H and in the case
of being isomorphic figure out one isomorphism from G to H within time nC logn. Combing two
algorithms presented at the end of section 2, showing how to find out all block systems of G, and
of section 4, showing how to decompose eigenspaces of A (G) into IRs of G, we finally establish the
theorem 1.2.
In dealing the problem of graph isomorphism, we only consider simple graphs up till now, but
it is clear that our approach can also deal with graphs with some weight function on its vertices or
edges. As matter of fact, so long as the adjacency matrix of the graph considered is symmetric our
method is effective.
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