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1. INTRODUCTION
In [FoT], Foias and Temam introduced a method for estimating the
space-analyticity radius of solutions of the NavierStokes equation with
periodic boundary conditions. For the numerous applications, see
e.g. [CEES, CRT, DTH, FT, Gr, K, LO]. In our previous paper [GK],
we did not use the Fourier series and were thus able to treat the Navier
Stokes and other semilinear parabolic equations with singular (L p) initial
data. In particular, we expressed the analyticity radius in terms of the
Reynolds number.
Although it is well-known (cf. [M1, M2, G, HKR]) that solutions are
analytic in the space variable also in the case of Dirichlet boundary condi-
tions, it was not clear how to generalize the method of Foias and Temam
to treat this case as well. The purpose of this paper is to show that this is
indeed possible and illustrate the method on the non-linear heat equation.
The main idea is to establish an energy inequality for the quantity
| (u(x, :(x) t, t)2+v(x, :(x) t, t)2) p dx,
where  is a test function, p is suitably large, and u+iv is the analytic
extension of the solution u.
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The paper is organized as follows. Theorem 2.1 (see also Remark 2.2)
contains the main result. The rest of Section 2 contains the proof and a
corollary addressing bounded initial data.
For some interesting methods for establishing analyticity of solutions of
evolution equations, also see [B, BB, KM, TBDVT]. In particular, [BB]
contains an explicit estimate of the analyticity domain as a function of the
initial data and the distance from the boundary for analytic solutions of the
Euler equation.
2. THE MAIN RESULT
Consider the nonlinear heat equation
t u&2u=uk, t>0 (2.1)
u |0=0, t>0 (2.2)
u(x, 0)=u0(x), x # 0 (2.3)
where k # [2, 3, ...]. We assume that 0RD (D # N) is a bounded domain
with a smooth boundary. We also assume that u0 # L2p(0) with
2p # [1, ).
A function u : 0 _[0, T )  R, where T>0, is a solution of the initial
value problem (2.1)(2.3) if u # C([0, T ), L2p(0)) with u(0)=u0 , and if u
satisfies (2.1) and (2.2) in the classical sense for t # (0, T ).
In order to solve (2.1)(2.3), we form a sequence of approximations
[u(n)]n=0 in the following way: Set u
(0)=0, and then, for each n # N, let
u(n) be a solution of
t u(n)&2u(n)=(u (n&1))k, (x, t) # 0_(0, )
u(n)(x, 0)=u0(x), x # 0
with Dirichlet boundary conditions. If 2p>D(k&1)2, the sequence u(n)
converges in a certain topology to a unique solution u # C([0, T), L2p(0))
of (2.1) for some T>0 depending on 0, k, and &u0 &L2p ([BC, W]). Certain
critical and subcritical 2p were also considered in [BC].
It is well-known that the solution u is analytic in the space variable at
every x0 # 0 and t # (0, T ). Our main theorem, which is stated next,
provides an estimate of the analyticity radius.
Let 2pk if D=1, 2p>k if D=2, and 2p(Dk&D+2)2 if D3.
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Theorem 2.1. Denote
M2p=\|0 |u0(x)| 2p+
12p
.
Let x0 # 0 and d0=dist(x0 , 0). If 0<td 20 C and
t
1
Cp
(1+M &4p(k&1)(4p&Dk+D)2p ) (2.4)
the space analyticity radius $x0(t) of u at point x0 and time t satisfies
$x0(t)
1
Cp12
min[t12, d0].
The symbol C above and in the sequel denotes a positive constant which
may depend only on 0, D, and k but not on any other quantity. It may,
however, also depend on p, but only in the case D=2 and as 2p  k.
It is worth pointing out that the exponent in (2.4) is the same as if we
considered the nonlinear heat equation with no boundary conditions and
followed the method in [GK].
Remark 2.2. Theorem 2.1 requires only minor modifications if we sub-
stitute uk in (2.1) with pk(u) where pk is a polynomial of degree k. Namely,
if pk(0)=0, the statement of Theorem 2.1 is identical, while if pk(0){0, we
need to substitute (2.4) with
0<t
1
Cp
(1+max[1, M &4p(k&1)(4p&Dk+D)2p ]).
The changes in the proof are straightforward.
In the proof, the following statement is needed.
Lemma 2.3. Let T>0 and u0 # C(0). Assume that f # C (0 _[0, T ))
admits an extension
f (x, y, t)+ig(x, y, t) # C(D),
where D=[(x, y, t) # CD_(0, T ) : x # 0, | y|<dist(x, 0)] such that
f (x, y, t0)+ig(x, y, t0) is analytic in the domain Dt0=[(x, y, t0) # D : t=t0]
for every t0 # (0, T). Then the solution of the problem
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t u&2u= f, t>0
u |0=0, t>0
u(x, 0)=u0(x), x # 0
admits an extension
u(x, y, t)+iv(x, y, t) # C(D)
such that u(x, y, t0)+iv(x, y, t0) is analytic in Dt0 for every t0 # (0, T ).
Moreover,
tu&2u= f
t v&2v= g
for (x, y, t) # D.
The proof for the homogeneous case f =0 is given in [J, pp. 218219];
the changes for the non-homogeneous case are straight-forward, and the
details are thus omitted.
Proof of Theorem 2.1. By Lemma 2.3, u(n) is analytic in x for every
t>0 with the analyticity radius at least d(x)=dist(x, 0). The analytic
extension u(n)(x, y, t)+iv(n)(x, y, t), where x # 0, | y|<d(x), and t>0,
satisfies
tu(n)&2u (n)= g(u(n&1), v(n&1))
tv(n)&2v (n)=h(u(n&1), v(n&1)),
where
g(x, y)= :
[k2]
j=0 \
k
2j+ (&1) j xk&2jy2j
h(x, y)= :
[(k&1)2]
j=0 \
k
2j+1+ (&1) j xk&2j&1y2j+1 .
Additionally, we have the CauchyRiemann equations
u(n)
xj
=
v(n)
yj
(2.5)
u(n)
yj
=&
v(n)
x j
for j=1, ..., D.
45THE NONLINEAR HEAT EQUATION
Now, fix x0 # 0, and let d0=dist(x0 , 0). Choose  # C 0 (0) such that
0(x)1 for x # 0,
supp B(x0 , d0 2)
and
(x)=1, x # B(x0 , d0 4). (2.6)
Moreover, we may assume
|{ j(x)|
C
d j0
, x # 0
for j # [1, 2].
For : # RD, consider the functions
U (n): (x, t)=u
(n)(x, :t(x), t)
(2.7)
V (n): (x, t)=v
(n)(x, :t(x), t)
for x # 0 and t0, where we assume
|:| t
d0
C
in order to assure that (x, :t(x), t) belongs to the domain of analyticity
of u(n)+iv(n). Note that
U (n): (x, t)=u(x, t)
V (n): (x, t)=v(x, t)
for x # 0"supp . We proceed to find the equations for U (n): (x, t) and
V (n): (x, t).
Denoting j=xj and j$=yj , we get by differentiating (2.7)
j U (n)=j u(n)+:l t  j  l$u (n)= j u(n)&:l t j   lv(n) (2.8)
and
j V (n)= j v(n)+:l tj  l$v(n)=j v(n)+: lt j   lu(n) (2.9)
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where we used the CauchyRiemann equations (2.5) and where we omitted
the subscript : for simplicity. Now, if |:| t |{| is suitably small, i.e., if
|:|t
d0
C
for suitably large C=C(D)>0, we may solve (2.8) and (2.9) for j u(n) and
j v(n) thus obtaining
j u(n)=b 11jk k U
(n)+b 12jk kV
(n)
(2.10)
j v(n)=b 21jk kU
(n)+b 22jk kV
(n),
where
&b lmjk &LC.
Differentiating (2.8) and (2.9) and using the CauchyRiemann equations,
we get
jk U (n)=jku (n)&:l tk  jlv(n)&:l t j  klv(n)
&:l :mt2 j  k  lmu (n)&:l t  jk l v(n)
and
jkV (n)=jkv(n)+:l t k jl u(n)+:l t j  kl u(n)
&:l:m t2 j  k  lmv (n)+: l t jk  l u(n) .
Assuming
|:|t
d0
C - p
(2.11)
for large enough C=C(D)>0, we obtain
2u(n)=2U (n)+j (a11jk kU
(n))+ j (a12jk k V
(n))
+c~ 11j j U
(n)+c~ 12j j V
(n)
and
2v(n)=2V (n)+j (a21jk k U
(n))+ j (a22jk kV
(n))
+c~ 21j j U
(n)+c~ 22j j V
(n)
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where
&a lmjk &L
1
C - p
(2.12)
and
&c~ lmjk &L
C
d0 - p
.
Also, using (2.10),
tU (n)=tu (n)+: l l u(n)=t u(n)+:l b 11lk k U
(n)+:l b 12lk kV
(n)
and, similarly,
t V (n)=tv(n)+:l b 21lk kU
(n)+:l b 22lk k V
(n) .
Therefore, the equation for U (n) is
tU (n)=2U (n)+j (a11jk kU
(n))+j (a12jk k V
(n))+b11j j U
(n)+b12j j V
(n)
+:l c11lk kU
(n)+:l c12lk kV
(n)+ g(U (n&1), V (n&1)) (2.13)
while the equation for V (n) is
t V (n)=2V (n)+ j (a21jk kU
(n))+j (a22jk k V
(n))+b21j j U
(n)+b22j j V
(n)
+:l c21lk kU
(n)+:l c22lk kV
(n)+h(U (n&1), V (n&1)). (2.14)
The coefficients satisfy
&b lmj &L
C
d0 - p
(2.15)
and
&c lmjk &LC. (2.16)
Note that (2.13) and (2.14) reduce to
tU (n)=2U (n)&: j j V (n)+ g(U (n&1), V (n&1))
t V (n)=2V (n)+: j j U (n)+h(U (n&1), V (n&1))
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if x # 0"supp . Now, consider
,n(t)=|
0
En(x, t) p dx,
where En(x, t)=U (n)(x, t)2+V (n)(x, t)2+$ and $>0. (Later we will let
$  0.)
Differentiating, we obtain
1
2p
,$n(t)=|
0
E p&1n (U
(n) t U (n)+V (n) t V (n))=I1+I2+I3+I4+I5,
where the expressions I1I5 are given below. The first term is
I1=|
0
E p&1n (U
(n) 2U (n)+V (n) 2V (n))
=&|
0
E p&1n ( |{U
(n)|2+|{V (n)|2)
&2( p&1) |
0
E p&2n (U
(n)  j U (n)+V (n)  j V (n))
_(U (n)  j U (n)+V (n) j V (n)). (2.17)
The second term may be estimates as
I2=|
0
E p&1n (j (a
11
jk kU
(n)) U (n)+j (a12jk kV
(n)) U (n)
+j (a21jk kU
(n)) V (n)+j (a22jk kV
(n)) V (n))

1
C |0 E
p&1
n ( |{U
(n)|2+|{V (n)|2)
+
p
C |0 E
p&2
n |a
11
jk U
(n) k U (n)+a12jk U
(n) kV (n)
+a21jk V
(n) k U (n)+a22jk V
(n) k V (n)| |U (n) j U (n)+V (n) j V (n)|

1
4
|I1 |
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where we used (2.12) and (2.17). The third term equals
I3=|
0
E p&1n (b
11
j U
(n)  j U (n)+b12j U
(n) j V (n)
+b21j V
(n) j U (n)+b22j V
(n)  j V (n))

1
4
|I1 |+
C
d 20 p
,n(t)
where we used (2.15). Similarly, (2.16) implies
I4=|
0
E p&1n (:l c
11
lk U
(n) k U (n)+:l c12lk U
(n) kV (n)
+:l c21lk V
(n) k U (n)+:l c22lk V
(n) k V (n))

1
4
|I1 |+C |:|2 ,n(t).
The last term is
I5=|
0
E p&1n (U
(n)g(U (n&1), V (n&1))+V (n)h(U (n&1), V (n&1)))
C |
0
E p&12n E
k2
n&1C \|0 E (2p&1)p(2p&k)n +
(2p&k)2p
,n&1(t)k2p
where we used 2pk. At this point, we employ the GagliardoNirenberg
inequality
&A&L;(0)C &A&1+D;&D2L2(0) &{A&
D2&D;
L2(0) ,
where 2; if D=1, 2;< if D=2, and 2;2D(D&2) if
D3. Note that the constant C may depend on ; if D=2 and ;  .
Now, letting A=E p2n and ;=2(2p&1)(2p&k), we get
\|0 E (2p&1)p(2p&k)n +
(2p&k)2(2p&1)
C,n(t) (4p&Dk+D&2)4(2p&1) \|0 E p&2n (U (n) j U (n)+V (n) j V (n))
_(U (n) j U (n)+V (n) j V (n))+
D(k&1)4(2p&1)
.
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Raising this inequality to power (2p&1)p and multiplying the resulting
estimate by ,n&1(t)k2p leads to
I5C,n(t) (4p&Dk+D&2)4p |I1 | D(k&1)4p ,n&1(t)k2p
 14 |I1 |+C,n(t)
(4p&Dk+D&2)(4p&Dk+D) ,n&1(t)2k(4p&Dk+D).
Summarizing, we arrive at the inequality
1
2p
,$n (t)
C
d 20 p
,n(t)+C |:|2,n(t)
+C,n(t) (4p&Dk+D&2)(4p&Dk+D) ,n&1(t)2k(4p&Dk+D) .
Assume
,n(0)=|
0
(u0(x)2+$) p=M2p($)2p
and note that M2p(0)=M2p . By induction, we get
,n(t)2M2p($)2p
provided
0<t
1
Cp
min {d 20 p, 1|:|2 ,
1
M2p($)4p(k&1)(4p&Dk+D)= .
Also, t is restricted by (2.11).
By sending $  0 and using (2.6), we conclude the following: If
0<tT=
1
Cp
min {d 20 p, 1M 4p(k&1)(4p&Dk+D)2p = , (2.18)
we have
|
B(x0 , d04)
(u(n)(x, y, t)2+v(n)(x, y, t)2) p dx2M 2p2p
provided
| y|<
1
Cp12
min[t12, d0].
It is easy to check that if C in (2.18) is suitably large, the functions u(n)(x, t)
converge uniformly in C([0, T], L2p(0)) to a solution u # C([0, T ),
L2p(0)) [BC]. It is also easy to verify (cf. [GK]) that for every t which
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verifies (2.18), there exists a subsequence of [u(n)+iv(n)]n=0 which
converges uniformly on the compact subsets of
Dt={(x, y) # CD : x # B(x0 , d0 4), | y|< 1Cp12 min[t12, d0]=
to the analytic extension of u. K
Now, assume
&u0&LM
for some M2.
A function u : 0 _[0, T )  R, where T>0, is a solution of the initial
value problem (2.1)(2.3) if u # L((0, T0)_0), for every T0 # (0, T ), if u
satisfies (2.1) and (2.2) in the classical sense for t # (0, T ), and if
lim
t  0+
&u( } , t)&ulin( } , t)&L=0
where ulin is the solution of
t u&2u=0 , t>0
u |0=0, t>0
u(x, 0)=u0(x), x # 0.
Theorem 2.4. Let x0 # 0 and d0=dist(x0 , 0). For
0<t
1
C
min {d 20 , 1Mk&1 log M =
the analyticity radius $x0(t) of u at point x0 at time t satisfies
$x0(t)
1
C(log M)12
min[t12, d0].
Proof. Note that
&u0&L2pCM , p # [12, ) .
The theorem follows from Theorem 2.1 by letting p=(D(k&1)+2+
log M)4. K
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