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Abstract
Recently deep neural networks have been successfully used
for various classification tasks, especially for problems with
massive perfectly labeled training data. However, it is often
costly to have large-scale credible labels in real-world appli-
cations. One solution is to make supervised learning robust
with imperfectly labeled input. In this paper, we develop a
distribution correction approach that allows deep neural net-
works to avoid overfitting imperfect training data. Specifi-
cally, we treat the noisy input as samples from an incorrect
distribution, which will be automatically corrected during our
training process. We test our approach on several classifica-
tion datasets with elaborately generated noisy labels. The re-
sults show significantly higher prediction and recovery accu-
racy with our approach compared to alternative methods.
1 Introduction
Generally, label noise comes from the stochastic process that
the labels subject to before being presented to the learning
algorithm (Angluin and Laird 1988). Typically, the noise is
brought to the dataset during annotating. In recent years,
deep neural networks have achieved great success in clas-
sification tasks, especially those with large perfectly labeled
datasets. In some applications, however, it is very costly to
annotate such large datasets by expert level annotators. Ac-
cepting amateur annotators or crowdsourcing are good solu-
tions, but those labels should be less credible, which result in
label noise. Moreover, some untrusted annotators may label
maliciously (Paudice, Mun˜oz-Gonza´lez, and Lupu 2018),
which is a tricky problem.
We aim for the cases that no any other prior information
has been obtained except the noisy-labeled dataset. Neither
a set of clean labels nor the model of label noise is avail-
able. The problem is, since their validation sets are also with
noisy labels in these cases, tuning can encounter an obsta-
cle. Therefore, it is important for a solution to gain the con-
fidence of the users. The method should be adaptive in order
to face the various type of label noise. Also, methods with
both good theoretical and empirical result will gain more
application value. Our goal is to find the best method that
meets the criteria above.
There are several challenges here. First, we need to find
a framework that accommodates most kinds of noise types.
Second, we should derive a practical method that is robust to
various types of label noise. Also, we need massive datasets
with label noise that is difficult for a deep neural network.
We should figure out how to generate those confusing labels
from existed perfect datasets.
In this paper, we first introduce an approach named distri-
bution correction. We assume that the noisy dataset is sam-
pled from an incorrect distribution. Then, we derive how the
expectation of values in the correct distribution can be repre-
sented in the noisy distribution. Also, We use this approach
to explain the forward loss correction (Patrini et al. 2017).
We implement the distribution correction by skeptical learn-
ing, where we substitute the correct distribution by the ex-
pressions with the model’s predictions.
Although deep neural networks are usually more toler-
ant to the massive label noise (Rolnick et al. 2017) com-
pared to other machine learning algorithms such as SVMs
(Nettleton, Orriols-Puig, and Fornells 2010), many previ-
ous works (Van Rooyen, Menon, and Williamson 2015;
Xiao et al. 2015; Goldberger and Ben-Reuven 2016; Ghosh,
Kumar, and Sastry 2017; Patrini et al. 2017; Sukhbaatar et
al. 2014) have shown that the mere logistic loss is not the
best option. Typically, they either changed the loss function,
or added dynamic processes to each label. People can also
adopt heuristic solutions such as λ-trick (Li and Long 2000)
or α-bound (Cristianini and Shawe-Taylor 2000), which use
the times of prediction failures in the training process as a
measure of the confidence to each data entry. We believe
these heuristic solutions are based on the generalization abil-
ity of a model and force the model to be more consistent
with itself. However, when it comes to complex classifica-
tion tasks of multiple labels, it usually takes many iterations
to converge to the extent that we have enough confidence in
its predictions. As the dataset we have is polluted, we usually
do not know when the predictions have become referable, so
the solution should be adaptive. Finally, our solution com-
bines these two aspects into an adaptive training process.
We also propose a solution to generate a noisy-labeled
dataset that is confusing to a model from an existed dataset,
by sampling the incorrect label from the predictions of a
trained deep neural networks. The type of label noise can
be categorized as a completely random, a label relevant, and
both label and feature dependent random process (Fre´nay
and Verleysen 2014). Usually, The latter two types better de-
scribe the noise in reality, while they are difficult to be gen-
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erated manually. Indeed, researchers can collect actual noisy
labels (Vahdat 2017), but it is still costly to collect enough
such datasets to do massive tests. Our solution generates
noisy datasets of high quality in large quantities, which can
make the empirical experiments more convincing.
2 Related Works
In this section, we introduce the background of label noise
study. For the cases that we have no any information about
the noise, forword loss correction should gain notice. We use
the model’s predictions during training, which can be treated
as proxy labels in self-ensembling.
Label Noise Robustness and Tolerance Many previous
works on label noise robustness or tolerance learning ap-
proaches are well described by (Fre´nay and Verleysen 2014).
As for traditional problems, (Van Rooyen, Menon, and
Williamson 2015) has proved that the unhinged loss is a con-
vex loss that is theoretically robust to symmetric label noise
on binary classification. In recent years, label noise robust-
ness algorithms on deep neural networks have been success-
ful in dealing with datasets when we have a small set with
clean labels (Vahdat 2017)(Krause et al. 2016).
Forward Loss Correction The method proposed by
(Sukhbaatar et al. 2014) adds a linear layer between softmax
and cross-entropy loss function. The layer was then identi-
fied as a transition matrix by (Patrini et al. 2017), who name
this method forward correction. They have also proposed the
backward loss correction, which, they believe, has a better
theoretical property compared to that of forward correction.
However, the experiments result in that paper and (Vahdat
2017) show that the models trained with forward loss cor-
rection have higher accuracy on ground truth labels. We will
explain why the forward one is superior according to the dis-
tribution correction model.
Self-ensembling or Self-training It is widely used in
semi-supervised learning problems that a model can learn
from its own predictions under different configuration
(Laine and Aila 2016) or outputs by a mean teacher whose
weights is the moving average that of the model (Tarvainen
and Valpola 2017). These labels can be regarded as proxy la-
bels. The success of these models in semi-supervised learn-
ing indicates that the predictions during training are at least
referable. We think these semi-supervised approaches worth
a notice, and (Reed et al. 2014) has tried to solve the poten-
tial contradictions between proxy labels and noisy labels.
3 Preliminaries
We start with fixing notations. In the multi-class classifica-
tion problems with label noise, the training dataset D˜ =
{(x1, y˜1), (x2, y˜2), · · · , (xN , y˜N )} is the noisy dataset.
Each xi belongs to the feature space X , while each yi be-
longs to the label space Y . The labels in the label space Y
are mutually exclusive, so there are altogether |Y| differ-
ent labels. We assume that the corresponding clean dataset
Figure 1: The overview of distribution correction.
D = {(x1, y1), (x2, y2), · · · , (xN , yN )} exists. For each
entry (xi, y˜i) in D˜, there is a corresponding entry with true
label yi in D. The corresponding labels may or may not be
equal.
The goal of the label noise robust learning is to achieve
the maximum accuracy on the test dataset, under the
restriction that only the noisy training dataset is avail-
able before evaluation. Beside the accuracy on the test
dataset and the clean training dataset D, we also evalu-
ate the recover performance by the precision and recall.
Those metrics are defined according to those in the la-
bel noise cleansing task by (Zhu, Wu, and Chen 2003).
We take the trained model’s prediction as the recovered
dataset Dˆ = {(x1, yˆ1), (x2, yˆ2), · · · , (xN , yˆN )}. With i ∈
{1, 2, · · · , N}, the metrics are defined as:
precision = P (yˆi = yi|yˆi 6= y˜i) (1)
recall = P (yˆi = yi|yi 6= y˜i). (2)
We define the portion of the wrong label pairs between the
noisy and clean datasets as the label noise rate pe. We do not
consider the situation that either p(y˜i = y|yi = y) ≥ 0.5
or p(yi = y|y˜i = y) is satisfied for any y ∈ Y . It makes
the label flip possible during training, when the major data
entries of a label in the clean dataset are classified into the
same wrong category. Even though the model could suffer
such unbalanced noise on some occasions, it is beyond our
consideration.
The distribution correction approach assumes that each
dataset is sampled from a corresponding generative model
G. As illustrated in Fig.(1), each generative model repre-
sent a distribution of instances, which is consistent with the
reality or a distorted reality. Datasets are considered as sam-
ples from these models. In this way, we first investigate how
the generative model can be corrected, and then try to im-
plement the correction on the learning process. We note the
collection of all the possible generative models as G. The
corresponding models for the noisy and clean datasets are
GD˜ and GD. These two models have the maximum likeli-
hood to sample the datasets:GD˜ = argmax
G∈G
L(D˜|G), GD =
argmax
G∈G
L(D|G). G(x, y) represents the event that (x, y) is
sampled from G. Let G(x) = ∪
y∈Y
G(x, y), and p(G(x)) is
the marginal distribution of the features. Whatever dataset, it
should sample each feature in a constant distribution. Thus,
for every two models G1, G2 ∈ G and any x, we have
G1(x) ≡ G2(x). We also define G(y) = ∪
x∈X
G(x, y).
G(x, y)|G(x) is the event that (x, y) is sampled from G
given that x is the feature of the sample. Therefore, the dis-
tribution of the label for each feature is p(G(x, y)|G(x)),
which meets the following rules Eq. (3). Similarly, the event
G(x, y)|G′(x, y′) and G(y)|G′(y′) satisfy the Eq. (4) and
Eq. (5).
p(G(y)|G(x)) = p(G(x, y))∑
y′∈Y
p(G(x, y′)) (3)
p(G(x, y)|G′(x, y′)) = p(G(x, y) ∪G
′(x, y′))
p(G′(x, y′))
(4)
p(G(y)|G′(y′)) =
∑
x∈X
p(G(x, y) ∪G′(x, y′))∑
x∈X
p(G′(x, y′))
(5)
Usually, deep neural networks are optimized by their first
moment of the first gradient on the loss function. Some-
times, the second moment of the gradient is used especially
in adaptive optimizing algorithms such as Adam (Kingma
and Ba 2014). Therefore, the equivalence of the first gradi-
ent would result in the equivalent model predictions for deep
neural networks in most cases. The first moment of the gra-
dient can be represented in two ways: the average of the gra-
dient for each entry in the dataset, and the expectation of the
gradient in the distribution given by the corresponding gen-
erative model. For example, these two expressions in Eq. (6)
are equivalent, where θ is the parameters of the networks for
training.
1
N
N∑
i=1
∇θ log(p(yi|xi;θ))
⇐⇒
∑
(x,y)∈X×Y
p(G(x, y))∇θ log(p(y|x;θ))
= E(x,y)∼p(G(x,y))∇θ log(p(y|x;θ))
(6)
4 Distribution Correction
In this section, we first introduce the distribution correc-
tion approach in two forms: posterior correction and con-
ditional correction. Then, we explain why the forward loss
correction method can tolerate label noise according to the
approach. We notice that good quality of the estimation of
p(GD(x, y˜)|GD˜(x, y)) is the key to a successful correction.
For this reason, we propose the skeptical loss that reduces
the error in the estimation of correction parameters. Finally,
we propose the algorithm that updates the correction param-
eters during the training.
4.1 Posterior Correction
As we discussed in the previous section, the first moment
of the gradient on a dataset is the expectation of that in the
distribution given by the dataset’s corresponding generation
model. The model GD˜ is available to compute the expecta-
tion of gradient in practice, because we can simulate it by
computing the average of the gradient on the dataset or a
mini-batch of the dataset. However, the right expectation of
the gradient should be computed in the distribution given by
GD. Therefore, we first figure out how the right expectation
could be computed in the wrong distribution. Notice that we
optimize the model by maximizing its likelihood.
E(x,y)∼p(GD(x,y))∇θ log(p(y|x;θ))
=
∑
(x,y)∈X×Y
p(GD(x, y))∇θ log(p(y|x;θ))
=
∑
(x,y)∈X×Y
p(GD(x, y)|GD(x))p(GD(x))∇θ log(p(y|x;θ))
=
∑
(x,y)∈X×Y
p(GD(x, y)|GD(x))p(GD˜(x))∇θ log(p(y|x;θ))
(7)
Because GD(x) ≡ GD˜(x), we can derive the equation
Eq. (8). Then, we substitute it into the Eq. (7), and we can
get one of the two important forms of distribution correc-
tion Eq. (9). Here, we simplify p(GD(x, y)|GD˜(x, y˜)) as
post(x, y, y˜)
p(GD(x, y)|GD(x)) = p(GD(x, y))p(GD(x))−1
=
∑
y˜∈Y
p(GD(x, y)|GD˜(x, y))p(GD˜(x, y˜))p(GD˜(x))−1
=
∑
y˜∈Y
p(GD(x, y)|GD˜(x, y˜))p(GD˜(x, y˜)|GD˜(x))
(8)
E(x,y)∼p(GD(x,y))∇θ log(p(y|x;θ))
=
∑
(x,y,y˜)∈X×Y×Y
post(x, y, y˜)p(GD˜(x, y˜))∇θ log(p(y|x;θ))
=E(x,y˜)∼p(GD(x,y˜))
∑
y∈Y
post(x, y, y˜)∇θ log(p(y|x;θ))
(9)
We call the form of Eq. (9) posterior correction since it re-
quires the posterior probabilities p(GD(x, y)|GD˜(x, y˜)) for
the correction. There are many useful methods to estimate
post(x, y, y˜), and the quality of the estimation is very im-
portant. For example, we can relax the posterior probabilities
to p(GD(y)|GD˜(y˜)), which is less difficult to estimate. We
have given a method of updating the estimation of the con-
ditional probabilities pˆ(GD˜(y˜)|GD(y)) during training later
in this section, which can also estimate p(GD(y)|GD˜(y˜))
with some modification.
4.2 Conditional Correction
Using the Bayes’ theorem to unfold the posterior possibili-
ties, we found another approach of computing post(x, y, y˜),
as shown in Eq. (10).
p(GD(x, y)|GD˜(x, y˜))
=
p(GD˜(x, y˜)|GD(x, y))p(GD(x, y))∑
y′∈Y
p(GD˜(x, y˜)|GD(x, y′))p(GD(x, y′))
=
p(GD˜(x, y˜)|GD(x, y))p(GD(x, y)|GD(x))∑
y′∈Y
p(GD˜(x, y˜)|GD(x, y′))p(GD(x, y′)|GD(x))
(10)
Substitute the Eq. (10) into the posterior correction form
Eq. (9). We can then derive the other important form of
distribution correction, which is named conditional correc-
tion Eq. (11). Again, we simplify p(GD˜(x, y˜)|GD(x, y)) as
cond(x, y, y˜). Notice that
∑
y′∈Y
cond(x, y′, y˜)p(GD(x, y′))
is invariant when (x, y˜) is fixed.∑
y∈Y
post(x, y, y˜)∇θ log(p(y|x;θ))
=
∑
y∈Y
cond(x, y, y˜)p(GD(x, y)|GD(x))∇θ log(p(y|x;θ))∑
y′∈Y
cond(x, y′, y˜)p(GD(x, y′)|GD(x))
(11)
In this form, we have two expressions two estimate: the
conditional probabilities p(GD˜(x, y˜)|GD(x, y′)), and the
right label distribution p(GD(x, y)|GD(x)). Although there
are more figures to estimate, we think it is the better form.
It’s time to be skeptical. If we use the model’s present predic-
tion to substitute every p(GD(x, y)|GD(x)), we will have
the following derivation.∑
y∈Y
cond(x, y, y˜)p(y|x;θ)∇θ log(p(y|x;θ))∑
y′∈Y
cond(x, y′, y˜)p(y′|x;θ)
=
∑
y∈Y
cond(x, y, y˜)∇θp(y|x;θ)∑
y′∈Y
cond(x, y′, y˜)p(y′|x;θ)
=∇θ log
∑
y∈Y
cond(x, y, y˜)p(y|x;θ)
(12)
cond(x, y, y˜) can be relaxed into a simpler
p(GD˜(y˜)|GD(y)). This implementation of conditional
correction is equivalent to the forward loss correction pro-
posed by (Patrini et al. 2017). Thus, distribution correction
gives an explanation of the method. Moreover, we can tell
why this implementation performs beyond expectation.
The relaxation ignores the label noise cased by individual
feature, but this error can be reduced by the multiplication
of the model’s prediction and the normalization in the
denominator of the RHS of Eq. (11).
4.3 Learning to be Skeptical
Although the previous method is excellent, there is still
room for improvement, especially for the quality of esti-
mation. The term cond(x, y, y˜)p(GD(x, y)|GD(x)) in the
numerator of Eq. (11) add weights to each label, while
the denominator normalize the sum of weights into a
unit. We still estimate the weights in the numerator by
p(GD˜(y˜)|GD(y))p(y|x;θ). The error is magnified when∑
y∈Y
p(GD˜(y˜)|GD(y))p(y|x;θ) is significantly below 1. Ac-
tually, the sum of weights is p(GD˜(x, y˜)|p(GD˜(x)), which
is usually 1 or marginally below 1 in practice. For this rea-
son, we can estimate the denominator by 1 or a normally
trained model’s prediction. However, those methods have a
great influence to the distribution, so we want to find a way
do it mildly. Therefore, we decide to estimate the denomina-
tor by a scaled sum of p(GD˜(y˜)|GD(y))p(y|x;θ).
Suppose the magnification function f takes two inputs:
p =
∑
y∈Y
p(GD˜(y˜)|GD(y))p(y|x;θ) and k = GD˜(y). If
there are the same number of instances for each label in the
noisy dataset, k = |Y−1|. The scaling function has some
restrictions. First, it magnifies a probability and its result
is also a probability (Eq. 13). Second, the function should
be monotone increasing, and the result should not be less
than p (Eq. 14). The last but not least, the scale rate on each
label should be the same when p = k (Eq. 15). The last
rule ensures that the magnification is not mainly affected by
GD˜(y).
f(0; k) = 0, f(1; k) = 1; f(p; k) ∈ [0, 1] (13)
p1 < p2 ⇒ f(p1; k) < f(p2; k); f(p; k) ≥ p (14)
k2f(k1; k1) = k1f(k2; k2) (15)
We found a solution Eq. (16) that meets those restrictions
above, where β is a hyper-parameter . The magnification is
more significant when β is lower. Just like we did in Eq.
(12), we can also derive the corresponding loss function
Eq. (17). This loss function has a wonderful attribute that
ln p−LSK(p) = O((p−1)2), which means that it is similar
to log loss when p → 1. It is a bounded function that does
not go to infinity when p → 0. We name it skeptical loss,
because it reduces the proportion of suspicious data samples
in calculating the expectation of the gradient. Those suspi-
cious data has significantly low p(GD˜(y˜)|GD(y))p(y|x;θ),
which is derived from the model’s prediction. Therefore, the
model is skeptical again when we use the skeptical loss.
f(p; k) =
p1−k
β
1− kβ ln p , β ∈ (0, 1) (16)
LSK(p; k) = pk
β
(2k−β − ln p), β ∈ (0, 1) (17)
Finally, we propose a practical algorithm of estimating
p(GD˜(y˜)|GD(y)). Here, we still assume that the model’s
prediction during training is the right prediction. Because
the prediction of the model is changing during the train-
ing process, the value of the estimation pˆ(GD˜(y˜)|GD(y)) is
also invariant for the safety reason. We simplify the notation
pˆ(GD˜(y˜)|GD(y)) as Tˆy˜,y. Those parameters are initialized
by Iy˜(y), which means that we treat the noisy dataset as the
right one in the beginning. Then, if the model has a predic-
tion of p(y|x) > 1−, we think the model is confident to this
Figure 2: The three substitutions of being skeptical.
prediction. The estimation Tˆy˜,y should be updated no matter
whether there is a conflict between a confident prediction
and the label in the noisy dataset. We update the parameters
by Tˆ t+1y′,y = γTˆ ty′,y + (1 − γ)Iy˜(y′) for each y′ ∈ Y , which
ensures
∑˜
y∈Y
Tˆy˜,y = 1. The greater γ and smaller  are safer,
and we recommend the safer parameters. The three substi-
tutions are shown in Fig.(2). Alg.(1) shows the overall algo-
rithm of learning with conditional correction using skeptical
loss.
Algorithm 1 Learning with Conditional Correction Using
Skeptical Loss
1: Initialize θ; Tˆy˜,y ← Iy˜(y) for each (y˜, y) ∈ Y × Y
2: for each minibatch B ⊆ D˜ do
3: grad← ∑
(x,y˜)∈B
∇θLSK(
∑
y∈Y
Tˆy˜,yp(y˜|x;θ); |Y|−1)
4: θ = update(θ, grad)
5: for each (x, y˜) ∈ B do
6: y ← argmax
y
p(y|x;θ)
7: if p(y|x;θ) > 1−  then
8: Tˆ t+1y′,y = γTˆ ty′,y + (1− γ)Iy˜(y′) for each y′ ∈ Y
9: end if
10: end for
11: end for
5 Experiments
In this section, we first introduce our method of generating
noisy datasets. Second, we give details about the experiment
settings. We have done experiments on both our elaborately
generated noise and symmetric noise. Finally, we show the
empirical result and give analysis.
5.1 Datasets Preparation
Generating the noisy datasets from existed ones is a useful
way to study label noise. We know the true labels of the
generated datasets, which are reliable feedback. The real-
life label noise consists of several types of the noise model.
Among them, it is difficult to generate the model of noise
that is confusing, that the wrong label is the most likely one
among the wrong labels. For example, the wrong label of a
walking cat picture is more likely to be misclassified into a
standing lion than a laying hen for the confusing label noise,
but these probabilities are equal for the symmetric model.
However, it seems impossible to manually generate these la-
bels by human force. Thus, we propose the following algo-
rithm to generate noisy datasets.
Given the original dataset D and its subset B ⊂ D of
|B| = pe|D|, the noisy dataset generated is D˜ = B˜ ∪ (D \
B), where B˜ = argmax
B′∈B
p(B′|GD˜)),B = {B′|∀(x, y) ∈
B, ∃y˜ 6= y, (x, y˜) ∈ B′ and |B| = |B′|}. In practice, we
can first generate the wrong dataset and then select labels
from these two datasets according to pe. The wrong labels
are selected as the first or second top labels predicted by
the model trained by dataset D˜ without any correction. The
following algorithm (2) describes the process above. Notice
that the models trained here should have the same network
structure as the target models. This generated label noise
should be confusing to the target models. Therefore, we call
it confusing label noise.
Algorithm 2 Generate Dataset with Confusing Label Noise
1: D¯ ← ∅; D˜ ← ∅
2: θˆD ← argmax
θ
L(θ|D)
3: for each (x, y) ∈ D do
4: y1, y2 ← argmax2
y′∈Y
p(y′|x; θˆD)
5: D¯ ← if y1 = y then D¯∪{(x, y2)} else D¯∪{(x, y)}
6: end for
7: Randomly sample D′ ⊂ D, where |D′| = pe|D|
8: for each (x, y) ∈ D and corresponding (x, y˜) ∈ D¯ do
9: D˜ ← if (x, y) ∈ D′ then D˜∪{x, y˜} else D˜∪{(x, y)}
10: end for
We have done tests on several image classification tasks
in order to do baseline comparisons, and we will show
the typical ones following in this section. Before we did
the tests, we use MNIST (LeCun et al. 1998), CIFAR-100
(Krizhevsky and Hinton 2009), and ILSVRC (Krizhevsky,
Sutskever, and Hinton 2012) datasets to tune the hyper-
parameters of model architecture, training process, and our
method. With the same settings, we tested these models
on FMNIST (Xiao, Rasul, and Vollgraf 2017), CIFAR-10
(Krizhevsky and Hinton 2009) and downsampled ILSVRC
(Chrabaszcz, Loshchilov, and Hutter 2017). To show how
the methods are adaptive to various types of label noise, we
generate datasets of both symmetric and confusing noise.
For each type of noise, there are datasets of different pe.
Moreover, We prepared 5 different generated datasets for
each type of noise. All the figures are calculated as the par-
tial mean of the five results (the mean without the highest
and lowest one). We design the experiments to simulate the
situation that no any information except the noisy training
dataset is given.
FMNIST(S) Train Acc FMNIST(S) Test Acc
FMNIST(C) Train Acc FMNIST(C) Test Acc
CIFAR-10(S) Train Acc CIFAR-10(S) Test Acc
CIFAR-10(C) Train Acc CIFAR-10(C) Test Acc
Figure 3: Performance with increasing label noise ratio. ”C” stands for ”Confusing” and ”S” stands for ”Symmetric”.
Table 1: Detailed comparison under several certain settings. All figures are the partial mean in 5 runs.
Method Dataset Noise Test Err Train Err Precision Recall
Log FMNIST C0.4 0.2390 0.2617 0.8179 0.4206
Unhinged FMNIST C0.4 0.2401 0.2261 0.7561 0.5907
Backward (T ) FMNIST C0.4 0.2668 0.2834 0.6755 0.5080
Conditional (Forward, T ) FMNIST C0.4 0.1949 0.2043 0.8225 0.5932
Conditional (Skeptical, T ) FMNIST C0.4 0.1854 0.1858 0.8451 0.6270
Conditional (Skeptical, Tˆ ) FMNIST C0.4 0.2075 0.2275 0.8707 0.4868
Log CIFAR-10 C0.4 0.4165 0.4007 0.3686 0.0022
Unhinged CIFAR-10 C0.4 0.4183 0.3954 0.3723 0.0436
Backward (T ) CIFAR-10 C0.4 0.4206 0.3999 0.3749 0.0042
Conditional (Forward, T ) CIFAR-10 C0.4 0.3806 0.3446 0.6993 0.1642
Conditional (Skeptical, Tˆ ) CIFAR-10 C0.4 0.3524 0.3266 0.7045 0.2289
Log ILSVRC S0.2 0.5898 0.4841 0.1522 0.4384
Backward (T ) ILSVRC S0.2 0.5827 0.4859 0.1540 0.4383
Conditional (Forward, T ) ILSVRC S0.2 0.5396 0.3389 0.2246 0.4890
Conditional (Skeptical, T ) ILSVRC S0.2 0.5384 0.3491 0.2177 0.4860
Conditional (Skeptical, Tˆ ) ILSVRC S0.2 0.5423 0.3954 0.1920 0.4707
5.2 Empirical Tests
In the first example, we use CIFAR-10 as dataset and mod-
els are trained by WRN-28-2 (Zagoruyko and Komodakis
2016) with 3× 3 convolutions. WRNs are regularized archi-
tecture of residual networks (He et al. 2015)(He et al. 2016).
We optimize the networks by gradient descent with 0.9 mo-
mentum, 0.001 scale of L2-regularization (Cortes, Mohri,
and Rostamizadeh 2009), and batch size 128 in 200 epochs.
Learning rate starts with 0.1 and decays by 0.2 at the number
60, 120, and 160 epochs. We choose these hyperparameters
because we think they are widely accepted and open.
We also use FMNIST, which is designed as an alterna-
tive to MNIST, as an example of the simple dataset. Using
widely accepted architecture again, we select LeNet-5 (Le-
Cun et al. 1998) as the model. Although our implementation
of distribution correction does not consider the second mo-
ment of first gradient, we still try Adam (Kingma and Ba
2014) with lr = 10−3, β1 = 0.9, β2 = 0.999 to optimize the
model. We extend the training process to 200 epochs, and
we found the performance of log loss then is much worse
than 50 epochs. Therefore, our tests of FMNIST are done in
extreme condition, which magnifies the difference. In appli-
cation, one can actually adopt early-stop (Mahsereci et al.
2017) (without validation set) or annealing (Leen and Orr
1994) methods to find the best number of iterations.
We train the WRN-37-2 networks on downsampled 64 ×
64 ILSVRC for the last case. We use this downsampled vari-
ant of ILSVRC because we find it very sensitive to the la-
bel noise. The networks are optimized similar to the previ-
ous WRN-28-2, with 0.0005 scale of L2-regularization in 50
epochs. Learning rate starts with 0.02 and decays by 0.2 at
the number 20, 35, and 45 epochs.
For conditional correction with skeptical loss, we use
β = 0.2, γ = 0.9999,  = 0.1 for all the tests. We have
found out the best hyper-parameters for each case (MNIST,
CIFAR-10, and ILSVRC). It is important that we pick the
safest one for each parameter: the largest β and γ, and the
smallest  among the best ones. We also test our method
with the true T , and the same true T is given to all the base-
lines. Other methods are tested under the same settings. We
have implemented unhinged loss (Van Rooyen, Menon, and
Williamson 2015), as well as the backward and forward cor-
rection as special cases of distribution correction. Because
of its open bound, we add batch normalization (Ioffe and
Szegedy 2015) and great L2-regularization to make unhinge
loss work for multiple classifications.
5.3 Result and Analysis
The figures in fig. (3) show the power of label noise resis-
tance with the increasing pe. The table (1) gives detailed in-
formation for some certain conditions. These results meet
our expectation that our method is adaptive to various types
of label noise, which has verified our assumptions for dis-
tribution correction. Besides, we found that the log loss has
nearly no resistance to confusing label noise, but there is still
a little resistance for symmetric label noise. This experiment
result proves that the confusing datasets are really difficult
for maximum-likelihood training.
Although the performance of T estimation is not perfect
for downsampled ILSVRC, we are still conservative about
the update ratio. It implies that Tˆ has not reached its des-
tination before the training process stopped. Besides, we
found the noise accuracy increases slower at the beginning
when trained with the skeptical loss, which means that we
should give enough iterations before the learning rate decay
in residual networks. For the same reason, we do not recom-
mend to use the skeptical loss alone without any correction.
6 Conclusion
In this paper, we proposed the distribution correction ap-
proach to make models robust to label noise. The empiri-
cal result showed how the simple and online implementa-
tion of conditional correction with skeptical loss is effective.
This approach could help people to analyze learning with la-
bel noise without any prior information given. Also, we give
a solution to generate feature-dependent label noise, which
can contribute to further works on label noise.
References
[Angluin and Laird 1988] Angluin, D., and Laird, P. 1988.
Learning from noisy examples. Machine Learning
2(4):343–370.
[Chrabaszcz, Loshchilov, and Hutter 2017] Chrabaszcz, P.;
Loshchilov, I.; and Hutter, F. 2017. A downsampled variant
of imagenet as an alternative to the cifar datasets. arXiv
preprint arXiv:1707.08819.
[Cortes, Mohri, and Rostamizadeh 2009] Cortes, C.; Mohri,
M.; and Rostamizadeh, A. 2009. L2 regularization for learn-
ing kernels. In Proceedings of the Twenty-Fifth Conference
on Uncertainty in Artificial Intelligence, 109–116. AUAI
Press.
[Cristianini and Shawe-Taylor 2000] Cristianini, N., and
Shawe-Taylor, J. 2000. An introduction to support vec-
tor machines and other kernel-based learning methods.
Cambridge university press.
[Fre´nay and Verleysen 2014] Fre´nay, B., and Verleysen, M.
2014. Classification in the presence of label noise: a survey.
IEEE transactions on neural networks and learning systems
25(5):845–869.
[Ghosh, Kumar, and Sastry 2017] Ghosh, A.; Kumar, H.;
and Sastry, P. 2017. Robust loss functions under label noise
for deep neural networks. In AAAI, 1919–1925.
[Goldberger and Ben-Reuven 2016] Goldberger, J., and
Ben-Reuven, E. 2016. Training deep neural-networks using
a noise adaptation layer.
[He et al. 2015] He, K.; Zhang, X.; Ren, S.; and Sun, J. 2015.
Delving deep into rectifiers: Surpassing human-level perfor-
mance on imagenet classification. In Proceedings of the
IEEE international conference on computer vision, 1026–
1034.
[He et al. 2016] He, K.; Zhang, X.; Ren, S.; and Sun, J. 2016.
Deep residual learning for image recognition. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, 770–778.
[Ioffe and Szegedy 2015] Ioffe, S., and Szegedy, C. 2015.
Batch normalization: Accelerating deep network train-
ing by reducing internal covariate shift. arXiv preprint
arXiv:1502.03167.
[Kingma and Ba 2014] Kingma, D. P., and Ba, J. 2014.
Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980.
[Krause et al. 2016] Krause, J.; Sapp, B.; Howard, A.; Zhou,
H.; Toshev, A.; Duerig, T.; Philbin, J.; and Fei-Fei, L.
2016. The unreasonable effectiveness of noisy data for fine-
grained recognition. In European Conference on Computer
Vision, 301–320. Springer.
[Krizhevsky and Hinton 2009] Krizhevsky, A., and Hinton,
G. 2009. Learning multiple layers of features from tiny
images.
[Krizhevsky, Sutskever, and Hinton 2012] Krizhevsky, A.;
Sutskever, I.; and Hinton, G. E. 2012. Imagenet classifica-
tion with deep convolutional neural networks. In Advances
in neural information processing systems, 1097–1105.
[Laine and Aila 2016] Laine, S., and Aila, T. 2016. Tempo-
ral ensembling for semi-supervised learning. arXiv preprint
arXiv:1610.02242.
[LeCun et al. 1998] LeCun, Y.; Bottou, L.; Bengio, Y.; and
Haffner, P. 1998. Gradient-based learning applied to doc-
ument recognition. Proceedings of the IEEE 86(11):2278–
2324.
[Leen and Orr 1994] Leen, T. K., and Orr, G. B. 1994. Opti-
mal stochastic search and adaptive momentum. In Advances
in neural information processing systems, 477–484.
[Li and Long 2000] Li, Y., and Long, P. M. 2000. The re-
laxed online maximum margin algorithm. In Advances in
neural information processing systems, 498–504.
[Mahsereci et al. 2017] Mahsereci, M.; Balles, L.; Lassner,
C.; and Hennig, P. 2017. Early stopping without a validation
set. arXiv preprint arXiv:1703.09580.
[Nettleton, Orriols-Puig, and Fornells 2010] Nettleton, D. F.;
Orriols-Puig, A.; and Fornells, A. 2010. A study of the
effect of different types of noise on the precision of su-
pervised learning techniques. Artificial intelligence review
33(4):275–306.
[Patrini et al. 2017] Patrini, G.; Rozza, A.; Menon, A. K.;
Nock, R.; and Qu, L. 2017. Making deep neural networks ro-
bust to label noise: a loss correction approach. stat 1050:22.
[Paudice, Mun˜oz-Gonza´lez, and Lupu 2018] Paudice, A.;
Mun˜oz-Gonza´lez, L.; and Lupu, E. C. 2018. Label sanitiza-
tion against label flipping poisoning attacks. arXiv preprint
arXiv:1803.00992.
[Reed et al. 2014] Reed, S.; Lee, H.; Anguelov, D.; Szegedy,
C.; Erhan, D.; and Rabinovich, A. 2014. Training deep
neural networks on noisy labels with bootstrapping. arXiv
preprint arXiv:1412.6596.
[Rolnick et al. 2017] Rolnick, D.; Veit, A.; Belongie, S.; and
Shavit, N. 2017. Deep learning is robust to massive label
noise. arXiv preprint arXiv:1705.10694.
[Sukhbaatar et al. 2014] Sukhbaatar, S.; Bruna, J.; Paluri,
M.; Bourdev, L.; and Fergus, R. 2014. Training con-
volutional networks with noisy labels. arXiv preprint
arXiv:1406.2080.
[Tarvainen and Valpola 2017] Tarvainen, A., and Valpola, H.
2017. Mean teachers are better role models: Weight-
averaged consistency targets improve semi-supervised deep
learning results. In Advances in neural information process-
ing systems, 1195–1204.
[Vahdat 2017] Vahdat, A. 2017. Toward robustness against
label noise in training deep discriminative neural networks.
In Advances in Neural Information Processing Systems,
5601–5610.
[Van Rooyen, Menon, and Williamson 2015] Van Rooyen,
B.; Menon, A.; and Williamson, R. C. 2015. Learning with
symmetric label noise: The importance of being unhinged.
In Advances in Neural Information Processing Systems,
10–18.
[Xiao et al. 2015] Xiao, T.; Xia, T.; Yang, Y.; Huang, C.; and
Wang, X. 2015. Learning from massive noisy labeled data
for image classification. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, 2691–
2699.
[Xiao, Rasul, and Vollgraf 2017] Xiao, H.; Rasul, K.; and
Vollgraf, R. 2017. Fashion-mnist: a novel image dataset for
benchmarking machine learning algorithms. arXiv preprint
arXiv:1708.07747.
[Zagoruyko and Komodakis 2016] Zagoruyko, S., and Ko-
modakis, N. 2016. Wide residual networks. arXiv preprint
arXiv:1605.07146.
[Zhu, Wu, and Chen 2003] Zhu, X.; Wu, X.; and Chen, Q.
2003. Eliminating class noise in large datasets. In Pro-
ceedings of the 20th International Conference on Machine
Learning (ICML-03), 920–927.
