Ji et al. (IEEE TRANSACTIONS ON INFORMATION THEORY, 62(2): 849-869, 2016) first studied coded caching in device-to-device (D2D) networks, and proposed a D2D coded caching scheme, which is referred to as the JCM scheme.
referred to as the MN scheme, for a (K, M, N ) centralized caching system, which consists of a central server, connected by K users through an error-free shared link. The server has N equal sized files and each user has a cache of size M files. So far, many results have been obtained following the MN scheme, for instance, [1] , [4] , [6] , [10] , [13] [14] [15] etc. Recently Yan et al. proposed a simple F × K array called placement delivery array (PDA) in [16] , which can be used to realize some coded caching schemes with K users when each file can be divided into F equal sized packets. It is worth noting that Shangguan et al. showed that many previously known coded caching schemes can be represented by PDA in [12] . However, PDA is used for a centralized caching system, in which all communications during the peak hours must go through the central server, which would lead to network congestion. In fact, there is a common feature in video streaming applications that the same contents are requested by different users at different times, which is referred to as asynchronous content reuse [5] . It implies that the users' requests can be satisfied through local cache communication instead of traversing the central server. This communication paradigm is called Device-to-Device (D2D) communication [8] . D2D communication enables the server to completely not participate in data transmission during the peak hours. Hence, it can not only increase the spectral efficiency of the network highly, but also improve throughput, energy efficiency, delay, and fairness potentially [2] . In addition, D2D communication can satisfy a large amount of information interaction between people and guarantee a stable communication environment with controllable interference.
A. System Model
In this paper, we focus on the (K, M, N ) D2D caching system as shown in Fig. 1 . Denote K users by K = {0, 1, . . . , K − 1} and N equal sized files by W = {W 0 , W 1 , . . . , W N −1 }. Each user has a cache size of M files. In order to satisfy any arbitrary demand, M ≥ N K always holds. An F -division caching scheme for a (K, M, N ) D2D caching system consists of two separated phases, i.e., the placement phase in off peak hours and the delivery phase in peak hours. In the placement phase, each file is divided into F equal sized packets, and some packets are prefetched in each user's cache without coding, that is uncoded placement; In the delivery phase, users make arbitrary file requests. Assuming that user k ∈ K requests the file W d k , where d k ∈ {0, 1, . . . , N − 1}. Denote the packets, to all other users using its cache contents such that each user is able to recover its requested file.
The rate R (normalized by the size of a file) of the F -division D2D caching scheme is defined as
Clearly we prefer to design a scheme with R as small as possible.
B. Known Results
By means of the MN scheme, Ji et al. [7] proposed a coded caching scheme for a (K, M, N ) D2D caching system, which is referred to as the JCM scheme. They showed that the rate of the scheme
is near to the minimal rate by information theory. For the same caching system, the lower bound of the rate of the conventional uncoded scheme is
Nevertheless, the packet number of the JCM scheme is F =
, which increases exponentially with the number of users K if the caching ratio M N is fixed. This would make it infeasible when K is large. So it is meaningful to reduce the order of F in practice. Recently, Woolsey et al. [14] directly constructed a D2D coded caching scheme named the Hypercube scheme with a more practical packet number. Here we list all the results about D2D coded caching schemes in Table I .
C. Contributions
In this paper, we also adopt uncoded placement as the authors did in [7] and [14] , and focus on reducing the packet • Inspired by the concept of PDA, which will be introduced in Section IV, we propose an F × K array, called (K, F, Z, S) D2D placement delivery array (DPDA), to characterize the two phases of an F -division D2D coded caching scheme with M N = Z F and R = S F . As a result, designing a D2D coded caching scheme can be transformed into designing an appropriate DPDA. We also derive a lower bound on the rate (i.e., S F ) of a DPDA and show that the JCM scheme achieves this lower bound. • We propose a method which transforms a PDA into a DPDA. As a result, based on the previously known results about PDA, several DPDAs are constructed. Then several D2D coded caching schemes are obtained. These results are listed in Table II . Firstly, it is easy to check that the following statements hold.
-DPDA1 in Table II has the same parameters as those of the JCM scheme listed in Table I . Table II has the parameters K = q 2 , M N = 1 q , F = (q − 1)−1 and R = q. They are the same as those of the Hypercube scheme in Table I 
Secondly, DPDA2 in Table II reduces the packet number exponentially with K compared with the JCM scheme while keeping the rate near to our lower bound when z = 1 and q − 1. Finally, DPDA3 in Table II has the packet number F increasing sub-exponentially with K. The remainder of this paper is organized as follows. In Section II, the definition of DPDA is introduced and then its connection with a D2D coded caching scheme is established. In Section III, a lower bound on the achieved rate of a DPDA is derived. In Section IV, constructions of DPDA based on the known results of PDA are presented. In Section V, the performance analyses of the constructed DPDAs are provided.
In Section VI, the numerical comparisons of all the D2D coded caching schemes are presented. Finally, the conclusion is given in Section VII.
II. PLACEMENT DELIVERY ARRAY FOR CACHING IN D2D NETWORKS
In this section, we propose a new concept to characterize both the placement and delivery phases in D2D networks. For simplicity, we use [a, b] and [a, b) to denote {a, a + 1, . . . , b} and {a, a + 1, . . . , b − 1} respectively for any integers a and b with a < b.
Definition 1: For positive integers K, F, Z and S,
is uniquely determined by s, is called a (K, F, Z, S) D2D placement delivery array (DPDA), if it satisfies the following conditions: C1. The symbol " * " appears Z times in each column; C2. For any s ∈ [0, S), s (ks) appears at least once in the array;
i.e., the corresponding 2 × 2 subarray formed by rows i 1 , i 2 and columns j 1 , j 2 must be of the following form
* .
Remark 1: The physical meaning of the symbols " * " and s (ks) for any s ∈ [0, S) in a DPDA is as follows • The symbol " * " at row i and column j indicates that the i-th packet of all the files are stored in user j's cache. • An integer s with superscript (k s ), i.e., s (ks) , at row i and column j indicates the requested packet by user j. And the requested packets by different users, which are indicated by the same symbol s (ks) , will be broadcasted by user k s after the XORing operation. Remark 2: The condition C3 implies that for any integer s ∈ [0, S), if s (ks) appears g s times in a DPDA, i.e., there are g s distinct entries satisfying
At the same time, we have p iu,jv = * for any 1 ≤ u = v ≤ g s from C4. As a result, the g s × (g s + 1) subarray formed by rows i 1 , . . . , i gs and columns j 1 , . . . , j gs , k s is equivalent to the following array
with respect to row/column permutation. Theorem 1: An F -division coded caching scheme for a (K, M, N ) D2D caching system can be realized by a
Precisely, each user can decode its requested file correctly for any request d at the rate R = S F .
Proof: The coded caching scheme can be implemented according to P as follows:
(3)
Delivery Phase: According to the request d, at the time slot
We claim that each user can decode its requested file correctly for any request d at the rate R = S F . In fact, for any s ∈ [0, S), assuming that s (ks) occurs g s times in P, then there is a g s × (g s + 1) subarray equivalent to (2) from Remark 2. According to (4), at the time slot s, user k s broadcasts
Note from (2) 
The coded caching scheme according to P is as follows: Placement Phase: Each file is split into 4 packets, and the contents in each user's cache are as follows:
Delivery Phase: Assuming that the request is d = (0, 1, 2, 3). User 0 broadcasts W 2,3 ⊕ W 3,1 , user 1 broadcasts W 2,2 ⊕ W 3,0 , user 2 broadcasts W 0,0 ⊕ W 1,1 and user 3 broadcasts W 0,2 ⊕ W 1,3 .
III. MINIMAL RATE OF DPDA
Theorem 2: For any (K, F, Z, S) DPDA P, the rate of the D2D coded caching scheme generated by P satisfies
the equality holds if and only if 1) for any s ∈ [0, S), s (ks) appears KZ F times and 2) each row has exactly KZ F " * "s. Proof: For any s ∈ [0, S), assuming that s (ks) appears g s times, then there exists a subarray equivalent to (2) from Remark 2. Obviously there are g 2 s " * "s in (2) . We say that the symbol " * " is used g 2 s times by the integer s. Hence, the symbol " * " is totally used
On the other hand, for any i ∈ [0, F ), assuming that there are t i integers in row i, then the remaining (K − t i ) entries are " * "s. So the number of " * "s in row i, which can be used by the t i integers in row i, is no more than (K − t i ). Then the " * "s in row i are used no more than t i (K − t i ) times. Hence, the symbol " * " is totally used no more than
So we have
Moreover,
and the above equalities hold if and only if g 0 = g 1 = . . . = g S−1 and t 0 = t 1 = . . . = t F −1 . Submitting (8) into (7),
The equality holds if and only if the number of " * "s in each row is a constant, denoted by t, and the number of occurrences of each integer is a constant, denoted by g. Since there are ZK " * " entries, we have t = KZ F . And there are Table I , it's easy to find out that the JCM scheme achieves this lower bound.
Remark 3: From

IV. NEW CONSTRUCTIONS OF DPDA FROM PDA
The following notations are used in this section: In this section, we propose a method which transforms a PDA into a DPDA. First let us recall the definition of PDA.
Definition 2 [16] : For positive integers K, F, Z and S, an F × K array P = (p i,j ), i ∈ [0, F ), j ∈ [0, K), whose entries are in the set { * } [0, S), is called a (K, F, Z, S) placement delivery array (PDA), if it satisfies the following conditions:
1) The symbol " * " appears Z times in each column; 2) For any s ∈ [0, S), s appears at least once in the array;
3) For any two distinct entries p i1,j1 and p i2,j2 , if p i1,j1 = p i2,j2 = s is an integer, then p i1,j2 = p i2,j1 = * , i.e., the corresponding 2 × 2 subarray formed by rows i 1 , i 2 and columns j 1 , j 2 must be of the following form s * * s or * s s * .
If each integer appears g times in a (K, F, Z, S) PDA P, where g is a constant, P is called a g-(K, F, Z, S) PDA or g-PDA.
From the definitions of PDA and DPDA, it is easy to see that a DPDA is a PDA. However, a PDA is not necessarily a DPDA. Fortunately, a DPDA can be constructed from a PDA. In order to understand the method intuitively, let's look at the following example.
Example 2: It's easy to check that the following array P is a 3-(6, 4, 2, 4) PDA.
Firstly, we copy the PDA P once. Secondly, we only need to adjust the entries, which are the same integer, to satisfy C3 and C4. Then a (6, 8, 4, 12) DPDA Q is obtained as follows
Theorem 3: For any (g + 1) − (K, F, Z, S) PDA P = (p i,j ) F ×K with g ≥ 1, there always exists a (K, gF, gZ, (g + 1)S) DPDA Q = (q i,j ) gF ×K as follows
Here λ = (T s \ {j})| i/F , r = Φ Ts (λ) and T s = {j|p i,j = s, i ∈ [0, F ), j ∈ [0, K)} in ascending order. Proof: We will show that the array Q defined in (9) satisfies the definition of DPDA as follows:
• If p i,j = * , then we have q i,j = q i+F,j = . . . = q i+(g−1)F,j = * by (9) . Since there are Z " * "s in each column of P, there are gZ " * "s in each column of Q. C1 holds. (kg ) . So there are g + 1 integers, i.e., (g+1)s, (g+1)s+1, . . . , (g+1)s+g, in Q corresponding to s. Hence, each integer in [0, (g + 1)S) appears at least once in Q. C2 holds. • If q i,j = s (λ) , s ∈ [0, (g + 1)S), then we have p iF ,j = s g+1 and λ ∈ T s g+1 \{j} by (9) . And then we have some i ∈ [0, F ) satisfying p i,λ = s g+1 . So then from the definition of PDA, we have p iF ,λ = * , as a result, we have q i,λ = * by (9) . C3 holds. • For any two distinct entries q i1,j1 and q i2,j2 , if q i1,j1 = q i2,j2 = s (λ) , s ∈ [0, (g + 1)S), we have p i1F ,j1 = p i2F ,j2 = s g+1 by (9). Then we have j 1 = j 2 . Otherwise if j 1 = j 2 , we have i 1 F = i 2 F from the definition of PDA and λ = T s g+1 \{j 1 }| i 1 F = T s g+1 \{j 2 }| i 2 F by (9). Since j 1 = j 2 , we have i1 F = i2 F . As a result, we have i 1 = i 2 , then q i1,j1 and q i2,j2 are the same entry, contradiction. From the definition of PDA, we have p i1F ,j2 = p i2F ,j1 = * . So we have q i1,j2 = q i2,j1 = * by (9) . C4 holds. Table III , in which PDA1 is constructed using combinatorial number, PDA2 and PDA3 are constructed using partition and hypergraph respectively. For the same parameters K and M N , the authors in [3] and [12] showed that the rate of the scheme generated by PDA2 is usually smaller than that of the scheme generated by PDA3. For the details, the reader could refer to [3] , [12] , and [16] . Based on these PDAs, new DPDAs are easy to be obtained by Theorem 3.
Next we briefly list some PDAs in
Corollary 1: Based on PDA1 in Table III , we can obtain a (K, t K t , t K−1 t−1 , (t + 1) K t+1 ) DPDA, denoted by DPDA1 in Table II , which gives a t K t -division coded caching scheme for a (K, M, N ) D2D caching system with M N = t K and R = S F = K t − 1. Corollary 2: Based on PDA2 in Table III , we can obtain a ((m + 1)q, Table II , which gives a ((m + 1) q−1 q−z − 1) q−1 q−z q m -division coded caching scheme for a ((m + 1)q, M, N ) D2D caching system with M N = z q and R = S F = (m+1)(q−z) (m+1) q−1 q−z −1 . Corollary 3: Based on PDA3 in Table III Table II , which gives a Table I and Corollaries 1, 2, 3, the following statements, some of which have been mentioned in the introductory part, hold.
Remark 4: From
• The scheme from Corollary 1 (i.e., DPDA1) has the same parameters as those of the JCM scheme listed in Table I ;
The scheme from Corollary 2 (i.e., DPDA2) with m = q − 1 and z = 1 performs better than the Hypercube scheme in Table I . • Similar to the discussion in [3] and [12] , we find out that the rate of DPDA2 is usually smaller than that of the scheme from Corollary 3 (i.e., DPDA3).
From Remark 4, we only need to give the performance analyses of DPDA2 and DPDA3 compared with the JCM scheme in the next section.
V. PERFORMANCE ANALYSES
Firstly, let us consider the performance of DPDA2 in Table II . The following lemma will be used.
Lemma 1 [16] : For fixed rational number M N ∈ (0, 1), let is a positive constant, which implies that the ratio decreases exponentially with K; and • the ratio of the rates of DPDA2 and the JCM scheme is
Proof: When K = (m+1)q and M N = z q , the JCM scheme in Table I has the following parameters Table II has the parameters
DPDA2 in
Then we have
, next we prove that it is positive. For any fixed integer q ≥ 2, we define a function:
So when 0 < z < q 2 , we have ϕ (z) > 0; and when q 2 < z < q, we have ϕ (z) < 0. As a result, the function ϕ(z) is monotone increasing in the interval (0, q 2 ) and monotone decreasing in the interval ( q 2 , q). Since z < q is a positive integer and ϕ(1) = ϕ(q − 1) = (q − 1) ln−1 > 0, we have ϕ(z) > 0 for any integer z ∈ (0, q). So we have Δ > 0, and
Moreover, we have
Clearly when K → ∞, i.e., m → ∞, we have FDP DA2
Remark 5:
• When z = 1 or q − 1, we have RDP DA2 RJCM → 1 when K → ∞, which implies that the rate of DPDA2 is near to our lower bound when K is large enough. • The packet number of DPDA2 still increases exponentially with K. Now, let us consider the performance of DPDA3 in Table II . Proposition 2: For fixed positive integers q, z, b with z < q, and for any positive integer m with b ≤ m, assuming that 
, which tends to
when K tends to ∞. Proof: We know that DPDA3 in Table II is constructed from PDA3 in Table III . The authors pointed out that the packet number of PDA3
. And the packet number of DPDA3 in Table II is
, which also grows sub-exponentially with K if b ≥ 2.
In addition, when K = m b q b and M N = 1−( q−z q ) b , the ratio of the rates of DPDA3 and the JCM scheme is
Clearly when K → ∞, i.e., m → ∞, we have RDP DA3
VI. NUMERICAL COMPARISONS
According to our previous discussion, for the same parameters K and M N , the packet numbers and the rates of the JCM scheme, the Hypercube scheme, DPDA2 and DPDA3 have the following relationships:
• F JCM F Hypercube > F DP DA2 , and F DP DA2 still increases exponentially with K while F DP DA3 grows sub-exponentially with K, which implies that F DP DA2 F DP DA3 . • R JCM < R Hypercube = R DP DA2 , and R DP DA2 is usually smaller than R DP DA3 . In this section, the comparisons of all the schemes are proposed through a numerical example. Let's consider the case of K = 2916. From Table I , let q = 54 for the Hypercube scheme. From Table II , let q = 54, m = 53 and m = 4, b = 3, q = 9 for DPDA2 and DPDA3 respectively. The relationships between the packet number F and the caching ratio M N are shown in Fig. 2 . And the relationships between the rate R and the caching ratio M N are shown in Fig. 3 . From Fig. 2 , we can see that the packet numbers coincide with the results of our theoretical analyses. That is, for the same K and M N , the packet number of the JCM scheme is the largest, the packet numbers of the Hypercube scheme and DPDA2 are much smaller, and the packet number of DPDA3 is the smallest. For example, when M N = 26 27 , we have F JCM = 2 673.2 > F DP DA2 = 2 320.16 > F DP DA3 = 2 20.634 .
When M N = 19 27 , we have F JCM = 2 2607.2 > F DP DA2 = 2 313.92 > F DP DA3 = 2 14.265 .
From Fig. 3 , the rates also agree with the results of our theoretical analyses. That is, the schemes with the rate from small to large are the JCM scheme, DPDA2, DPDA3 and the uncoded scheme in turn. For example, when M N = 26 27 , we have R JCM = 0.038462 < R DP DA2 = 0.076978 < R DP DA3 = 3.4839 < R uncoded = 108.
When M N = 19 27 , we have R JCM = 0.44786 < R DP DA2 = 5.3665 < R DP DA3 = 288 < R uncoded = 902.
VII. CONCLUSIONS
In this paper, we focus on D2D coded caching schemes with reduced order of packet number F . Firstly, we propose a (K, F, Z, S) DPDA to realize the two phases of an F -division D2D coded caching scheme. As a result, the problem of designing a D2D coded caching scheme can be transformed into the problem of designing an appropriate DPDA. Secondly, we derive a lower bound on the rate of a DPDA and show that the JCM scheme achieves this lower bound. Finally, we construct some DPDAs. Consequently several new schemes with lower order of F can be obtained for D2D networks.
