High order methods are often desired for the evolution of ordinary differential equations, in particular those arising from the semi-discretization of partial differential equations. In prior work in we investigated the interplay between the local truncation error and the global error to construct error inhibiting general linear methods (GLMs) that control the accumulation of the local truncation error over time. Furthermore we defined sufficient conditions that allow us to post-process the final solution and obtain a solution that is two orders of accuracy higher than expected from truncation error analysis alone. In this work we extend this theory to the class of two-derivative GLMs. We define sufficient conditions that control the growth of the error so that the solution is one order higher than expected from truncation error analysis, and furthermore define the construction of a simple post-processor that will extract an additional order of accuracy. Using these conditions as constraints, we develop an optimization code that enables us to find explicit two-derivative methods up to eighth order that have favorable stability regions, explicit strong stability preserving methods up to seventh order, and A-stable implicit methods up to fifth order. We numerically verify the order of convergence of a selection of these methods, and the total variation diminishing performance of some of the SSP methods. We confirm that the methods found perform as predicted by the theory developed herein.
1. Introduction. The celebrated Lax-Richtmeyer equivalence theorem ( [21] , [12] , [29] ) states that if the numerical scheme is stable then its global error is at least of the same order as its local truncation error. Indeed, it is the common experience that the frequently used methods produce solutions that have global error of the same order as the normalized local truncation error. Indeed, the Dahlquists Equivalence Theorem [35] states this fact for linear multistep methods. In fact, this behavior is so expected for all one-step and multistep methods that we typically define the order of a stable numerical method solely by the order conditions derived by Taylor series analysis of the local truncation error. This relationship between the order of the local truncation error and global error is also seen in finite difference schemes for partial differential equations (PDEs) [12, 29] . Work over the past decade reminds us that, while for a stable scheme the global error must at least of the same order as its local truncation error, it may in fact be of higher order.
In this paper we consider numerical solvers for ordinary differential equations (ODEs) of the form
(where we assume F (t, u) is at least continuous with respect to t and Lipschitzcontinuous with respect to u, and typically much smoother). Without loss of generality [14] , we focus our attention on the autonomous ODE
The canonical numerical method for this problem is the forward Euler method v n+1 = v n + ∆tF (v n ) ,
where v n approximates the exact solution at time t n and we let v 0 = u 0 . The forward Euler method has local truncation error LT E n and its approximation error τ n at any given time t n defined by τ n = ∆tLT E n = u(t n−1 ) + ∆tF (u(t n−1 )) − u(t n ) ≈ O(∆t 2 ) and it produces a global error which is first order accurate e n = v n − u(t n ) ≈ O(∆t).
To develop methods that have higher order, we can add steps and define a linear multistep method [3] , use multiple stages as in a Runge-Kutta methods [3] , or include higher derivatives as we do in Taylor series methods [3] . We can also combine the approaches above: the combination of multiple steps and stages is commonly see as in the general linear methods described in [2, 14] , and multiple derivatives and stages have also been used [4, 5, 10, 23, 24, 27, 30] . In all these cases the goal is to increase the order of the local truncation error and therefore of the global error. All these approaches typically produce methods that have global errors that are of the same order as their local truncation errors. It is, however, possible in some cases to devise schemes that have global errors that are higher order than predicted by the local truncation errors. Kulikov (for Nordsiek methods) [18] and by Weiner and colleagues [40] (for explicit two-step peer methods) followed along the lines of the quasi-consistency theory first introduced by Skeel in 1978 [31] to find methods that have solution of order p + 1 although their truncation errors are of order p. In [6] Ditkowski and Gottlieb derived sufficient conditions for a family of general linear methods (GLMs) of any number of steps and stages under which one can control the accumulation of the local truncation error over time evolution and produce methods that are one order higher than expected from the truncation error alone. A similar theory was developed for implicit-explicit methods in [34] . In [19] , [39] , and [20] , it was shown that under additional conditions on the method the precise form of the first surviving term in the global error (the vector multiplying ∆t p+1 ) can be computed explicitly and leveraged for error estimation. In [7] Ditkowski, Gottlieb, and Grant showed that under less restrictive conditions the form of the first surviving term in the global error can be computed explicitly and exploited to enhance the accuracy to order p + 2, using post-processing.
In this paper, we extend the error inhibiting approach to methods that have multiple steps, multiple stages, and two derivatives. In Section 3.1 we show that the theory developed in [7] carries through easily to such methods, and by imposing the same EIS+ conditions as in [7] on on the two-derivative GLMs we consider we can not only produce solutions with accuracy one order higher than predicted by truncation error analysis but also precisely describe the leading coefficients of the error term. This allows us to post-process the final time solution and obtain a global error that is two orders higher than the local truncation error. The construction of the postprocessor is exactly the same as in [7] and we review it in Section 3.2. We proceed to devise error inhibiting two-step GLMs this new EIS approach, present these methods in Section 4, and in Section 5 we test a selection of these methods on numerical examples to demonstrate their enhanced accuracy properties.
2. Two-derivative methods. Multiderivative Runge-Kutta methods, particularly two-derivative methods, were first considered in [25, 38, 36, 32, 33, 15, 16, 23, 27, 4] , and later explored for use with partial differential equations (PDEs) [30, 37, 22, 28, 8] . Recent interest in exploring the strong-stability properties of multiderivative Runge-Kutta methods, (also known as multistage multiderivative methods) is evident in [5, 10, 24] . A 2015 work by Okuonghae and Ikhile [26] discussed twoand three-derivatives methods with multiple stages and steps. These two-derivative general linear methods (GLMs) are similar to those in this work. (Also cite the paper Zack refereed and look in there for references) 2.1. Essentials. In this work we consider the class of two-derivative general linear methods (GLMs) of the form
where V n is a vector of length s that contains the numerical solution at times (t n + c j ∆t) for j = 1, . . . , s:
The function F (V n ) is defined as the component-wise function evaluation on the vector V n :
and, similarly, the functionḞ (V n ) is
For convenience, we select c 1 = 0 so that the first element in the vector V n approximates the solution at time t n , and the abscissas are non-decreasing c 1 ≤ c 2 ≤ ... ≤ c s . To initialize these methods, we define the first element in the initial solution vector V 0 1 = u(t 0 ) and the remaining elements v(t 0 + c j ∆t) are computed using some highly accurate method.
We define the corresponding projection of the exact solution of the ODE (1) onto the temporal grid:
where F (U n ) andḞ (U n ) are the component-wise function evaluation on the vector U n . We define the global error as the difference between the vectors of the exact and the numerical solutions at some time t n
Methods of the form (2) have a local truncation error at time t n that is related to the approximation error τ n (8) ∆t
where the truncation error vectors τ j have the form
Here, c = (c 1 , c 2 , ..., c s ) T is the vector of abscissas and 1 = (1, 1, ..., 1) T is the vector of ones, and the terms c j are understood component-wise c j = (c j 1 , c j 2 , ..., c j s ) T . For a method to have order p it must satisfy the order conditions
Note that the form (2) includes both explicit and implicit schemes, as V n+1 appears on both sides of the equation. However, if R andR are both strictly lower triangular the scheme is explicit. We are only interested in zero-stable methods. A sufficient condition for this is that the coefficient matrix D is a rank one matrix that has row sum one (i.e. satisfies the consistency condition). For simplicity we assume this to be the case in this the remainder of this work.
Preliminaries.
In this subsection we make some observations that will be useful in the remainder of the paper. In all the following we assume sufficient smoothness of all the quantities such as F,Ḟ etc. Furthermore, we assume that he order conditions τ j = 0 hold for all j = 0, ..., p, and that we are in the asymptotic regime so that the errors are small and we can say that E n ≤ O(∆t p ) << 1. 1 Observation 1 We observe that (11) F
where F n y = F y (u(t n )). Proof. This is simply due to the fact that F is smooth enough that it can be expanded:
where the error vector is E n = (e n+c1 , e n+c2 , ..., e n+cs ) T , and we use the notation F n+cj y = F y (u(t n + c j ∆t)). Each term can be expanded as F n+cj y = F y (u(t n + c j ∆t)) = F y (u(t n )) + c j ∆tF yy (u(t n )) + O(∆t 2 ) 1 We will verify that this is reasonable in Lemma 2 4 so that, exploiting the smoothness of F y y we have
which, due to the fact that E n ≤ O(∆t p ) becomes
Observation 2 Given the smoothness ofḞ , we observe that
whereḞ n y =Ḟ y (u(t n )). Proof. The proof of this observation is exactly the same as above, with the assumption thatḞ is smooth enough to be expanded.
We use these observations to develop an equation that describes the growth of the error: Lemma 1. Given a zero-stable method of the form (2) which satisfies the order conditions τ j = 0 for j = 0, ..., p and where the functions F andḞ are smooth, the evolution of the error can be described by:
Proof. Recall that
and use this equation to subtract U n+1 from
using Observations 1 and 2 we have
so that
Note that F n y ,Ḟ n y , F n+1 y , andḞ n+1 y are all scalars. Now recall that O(∆t)O( E n ) < O(∆t 2 ) since p ≥ 1, and that terms of the formRF n+1 y andÂF n y are all bounded, so we have
Now move the E n+1 terms to the left side:
Noting that F n+1 y = F n y + O(∆t) we have the desired result
We now turn to verifying that the assumption we made in the first paragraph of this subsection, that we can assume that the error E n is small:
Given a zero-stable scheme (2), if the order conditions τ j = 0 are satisfied for j = 0, ..., p, and R and F n y are bounded, then there is some time interval [0,T] such that the error E n (given by (13) ) satisfies
The proof of this Lemma is given in [7] , Lemma 3.
3.
Designing multi-derivative error inhibiting schemes that can be postprocessed to order p + 2. In this section we show how to construct two-derivative GLMs of the form (2) that are error inhibiting and so produce a solution of order p + 1 even though one would only expect order p from their truncation errors. We further show that under additional conditions we can express the exact form of the error and define an associated post-processor that allow us to recover order p + 2 from a scheme that would otherwise be only pth order accurate.
3.1. Two-derivative error inhibiting schemes that have p + 1 order. In this section we consider a multi-derivative GLM of the form (2) where we assume that D is a rank one matrix that satisfies the consistency condition D1 = 1 so that this scheme is zero-stable. Furthermore, we assume that the coefficient matrices D, A, R, A,R are such that the order conditions τ j = 0 are satisfied for all j ≤ p, so that the method will give us a numerical solution that has error that is guaranteed of order p. In the following theorem we show that if the truncation error vector τ p+1 lives in the null-space of the operator D the order of the error can be shown to be of order p + 1. Furthermore, the theorem shows that under additional conditions on the coefficient matrices D, A, R,Â,R, we can determine precisely what the leading term of this error will look like and therefore remove it by post-processing.
Theorem 1. Given a zero-stable two-derivative general linear method of the form
where D is a rank one matrix that satisfies the consistency condition D1 = 1, and the coefficient matrices D, A, R,Â,R satisfy the order conditions
if the error inhibiting condition
is satisfied, then the numerical solution produced by this method will have error
Furthermore, if the conditions
are also satisfied, then error vector will have the more precise form:
Using Lemma 1 we obtain the equation for the evolution of the error
the fact F is smooth assures us that ∆tRF n y << O(1) so that we can expand the first term to obtain
The discrete Duhamel principle (given as Lemma 5.1.1 in [12] ) states that given an iterative process of the form
where Q n is a linear operator, we have
To analyze the error, we separate it into four parts:
and discuss each part separately: 7 I. The method is initialized so that the numerical solution vector V 0 is accurate enough to ensure that the initial error E 0 is negligible and we can ignore the first term. II. The final term in the summation is ∆tT n−1 e . Recall that
) so that this term contributes to the final time error the term ∆tT n−1 e = ∆t p+1 τ n p+1 + O(∆t p+2 ). III. The term ∆tQ n−1 T n−2 e is a product of the operator
and the approximation error
, due to the condition (14a) that states that Dτ p+1 = 0. Looking more closely at the O(∆t p+1 ) terms that remain in this product and applying (14a) again
where we used the observation that F n−2 y = F n−1 y + O(∆t). The product is then
, we now use the two error inhibiting conditions (14b) and (14c) to obtain
IV. Finally we look at the rest of the sum and use the boundedness of the operator Q n to observe
Clearly, the first term here is a constant that depends only on the final time, so it is the product Q ν+2 Q ν+1 T ν e we need to bound. Using the definition of the operators Q µ
Using the fact that in our case D 2 = D and that F ν+2
The first term and third terms disappear because of (14a) and (14b)
Dτ p+1 = 0 and Dτ p+2 = 0.
The second term is eliminated by (14c)
All these parts together give us the result
Remark 1. We note that generalizing this approach from our work in [7] to include a second derivative was quite simple. This is due to the fact that the second derivative appears with a ∆t p+2 term multiplying it, so that the operator Q n is in fact exactly the same for a two-derivative method of the form (2) as for the methods considered in [7] . For this reason, expanding this approach to higher derivatives will be simple: the only change would be in the definition of the order conditions (10). 9 3.2. Designing a post-processer to recover p + 2 order. At every time-step t n the error vector E n has the particular form (15) E n = ∆t p+1 τ n p+1 + O(∆t p+2 ), so that the leading order term ∆t p+1 τ n p+1 can be removed by post-processing at the end of the computation and a final time solution of order p + 2 can be obtained, as we showed in [7] . We notice that the form of the error for multi-derivative method (2) is exactly the same as that of the error of the EIS methods presented in [7] , the only difference being the definition of the truncation error vector. The theoretical discussion of this post-processor is presented in [7] and we refer the reader to the presentation there. We review one such construction below:
1. Select the number of computation steps m that will be used, requiring that
where s is the number of steps and p the truncation-error order of the timestepping method. 2. Define the time vector of all the temporal grid points in the last m computation steps: where terms of the formt q are understood as component-wise exponentiation. Note that T is a square matrix of dimension ms × ms. 6. Define the post-processing filter
7. Finally, left-multiply the solution vectorṼ n by the post-processing filter Φ to obtain the post-processed solution V n = ΦṼ n , which will be of order p + 2, as shown in [7] .
As in [7] we remark that this process may break down if the matrix T is not invertible, and that numerical instabilities may result if Φ is large. This should be verified while building these matrices.
4. New error inhibiting GLM schemes. In this section we present the new general linear methods (GLMs) that satisfy the error inhibiting conditions (14a)-(14c). We divide these methods into three types: explicit methods that have good linear stability regions, explicit strong stability preserving methods, and implicit methods that are A-stable. The coefficients of all the methods mentioned in this section can be downloaded from our GitHub site [11] .
4.1. Explicit EIS methods with favorable linear stability regions. We used the optimization procedure to produce a number of explicit methods with relatively large regions of linear stability. As is usual in this field, the linear stability region is defined as the value of the complex number λ so that the method applied to the problem y ′ = λy (and so y ′′ = λy ′ = λ 2 y) is stable.
We consider two types of explicit methods in this section, and denote them eEIS(s,P) 2 and eEIS+(s,P) 2 . The eEIS(s,P) 2 methods have s stages and satisfy the order conditions to some order p and the EIS condition (14a) so that the overall order is P = p + 1. The eEIS+(s,P) 2 methods also have s stages and satisfy the order conditions to some order p but they satisfy all three error inhibiting conditions (14a) -(14c) so that the overall order is P = p + 2. In this section we present and compare the linear stability regions of some of these methods. Due to space constraints we do not present the coefficients of all the methods. However, in Appendix A we present the coefficients of a selection of the methods that will be used in the numerical tests in Section 5, and the coefficients of all methods mentioned in this section can be downloaded from our GitHub site [11] .
We begin with an explicit EIS GLM that has s = 2 stages and satisfies the truncation error conditions to p = 2 and the EIS condition (14a) so that the overall order is P = 3, and refer to this method as eEIS(2,3) 2 . In Figure 1 we compare the stability region of this method to that of the five-stage third order Kinmark-Gray method eKG(5,3) [17] . The linear stability region of the Kinmark-Gray method eKG(5,3) method, which has five function evaluations, is shown with the y-axis going from (−5, 5), while the eEIS(2,3) 2 method, which has four total function evaluations (two evaluations of F and two ofḞ ), is shown with the y-axis going from (−2s, 2s) = (−4, 4). Clearly, it seems that the Kinmark-Gray method is more efficient, even considering the extra cost of computing five function evaluations over four for the eEIS(2,3) 2 method. However, the argument for using two-derivative methods is that frequently the second derivative is often needed for other parts of the simulation (e.g. the spatial derivative), and is computed whether or not it is used in the time-stepping. Thus, we can consider the cost of the eEIS(2,3) 2 method to be that of two function evaluations rather than four. In this case, the eEIS(2,3) 2 has a larger effective linear stability region than the eKG(5,3) method. The coefficients of the eEIS 2 (2,3) are given in Appendix A while the coefficients of the well-known eKG(5,3) method can be found in [17] or downloaded from our GitHub site [11] .
Next, we compare the linear stability regions of EIS(s,P) 2 and EIS+(s,P) 2 methods we found using our optimization method. In Figure 2 on the left we show the linear stability regions of the two-stage fifth order methods eEIS(2,5) 2 method (in blue) and the eEIS+(2,5) 2 method (in red). In Figure 2 on the right we show the linear stability regions of the three-stage seventh order methods eEIS(3,7) 2 method (in blue) and the eEIS+(3,7) 2 method (in red). In both cases we can see that the linear stability region of the EIS+(s,P) 2 is larger than that of the corresponding EIS(s,P) 2 method. This suggests that the additional order condition that the EIS(s,P) 2 method must satisfy (the EIS(s,P) 2 method must satisfy P − 1 conditions instead of P − 2 conditions for the EIS+(s,P) 2 ) play more of a role in constraining the linear stability region than the additional error inhibiting conditions (14b) and (14c) that the EIS+(s,P) 2 conditions must satisfy. These results show that from a linear stability perspective, it is more efficient to use the EIS+ methods than the corresponding EIS methods. This is because the cost of one-time post-processing is negligible compared to the cost incurred by a restricted time-step which will require many more time-steps to reach the same final time. We now focus on the linear stability regions of some very high order EIS+(s,P) 2 methods. These methods are further explored in Section 5 where we test these methods for convergence. The coefficients of these methods are found in Appendix A. Figure 3 shows the linear stability regions of the eEIS+(2,6) 2 (left), eEIS+(3,7) 2 (middle), and eEIS+(4,8) 2 (right) methods. The axis limits are in all cases (−s, s), to account for the increased cost of function evaluations that is proportional to the number of stages. The high order methods eEIS+(3,7) 2 , and eEIS+(4,8) 2 clearly have very favorable regions of linear stability. 
4.2.
Explicit strong stability preserving EIS methods. The solution to a hyperbolic conservation law may develop sharp gradients or discontinuities, which requires careful handling to ensure that the numerical solution is stable. For this purpose, a spatial discretization is carefully designed to satisfy some nonlinear stability properties (such as total variation diminishing, maximum norm preserving, or positivity preserving properties) to ensure that it can handle the presence of a discontinuity. However, this spatial discretization method must be paired with an appropriate timestepping method to ensure preservation of these nonlinear non-inner-product stability properties [9] . Such time-stepping methods are known as strong stability preserving (SSP) time discretizations [9] .
SSP time-stepping methods preserve the nonlinear non-inner-product stability properties of the spatial discretization when coupled with forward Euler, under some time-step restriction u n + ∆tF (u n ) ≤ u n for ∆t ≤ ∆t F E .
For two derivative methods, preserving the forward Euler condition is not enough: we need to augment this with a condition that includes the second derivative. In this work we consider, as we did in [10] the Taylor series condition
where K is some constant. (This condition is more general than the one we considered in [5] ) The explicit SSP two-derivative GLM methods that we develop in this work can be decomposed into a convex combination of (19) and (20) with K = 1, and thus preserve their strong stability properties under the time-step restriction ∆t ≤ C∆t F E .
Using the optimization code we found a number of two-derivative error inhibiting strong stability preserving (SSP) methods with optimized SSP coefficient C. We denote by eSSP-EIS(s,P) 2 the methods that satisfy the order conditions to order p = P − 1 and the error inhibiting condition (14a). The methods that satisfy the order conditions to order p = P − 2 and satisfy the error inhibiting conditions (14a) -(14c) are denoted eSSP-EIS(s,P)+ 2 . We present three SSP error inhibiting methods in this section. Explicit strong stability preserving eSSP-EIS(2,3) 2 with C = 1.5. This method satisfies the truncation error conditions up to order p = 2 and the EIS condition (14a) so that we obtain third order convergence (P = 3). The coefficients of this Table 1 A table of SSP coefficients of the error inhibiting methods found and the comparable methods in [1] . A dash denotes that no such method was obtained. The asterisk indicates that the code searching for a method of the type eSSP-EIS+(s,P) 2 actually converged to a method of the type eSSP-EIS(s,P) 2 . s P eSSP-EIS(s,P) 2 eSSP-EIS+(s,P) 2 eSSP-MSRK(s,s,P) 2 
The remaining coefficients of R andR are zero, as this method is explicit. It is interesting to note that the optimization procedure converged to this EIS method even when we requested a method that satisfies the truncation error condition only up to order p = 1 and all the EIS+ conditions (14a) -(14c). The SSP coefficient of this method is C = 1.5. We compare this to the SSP coefficient of the standard third order GLM method with two steps and two stages given in [1] , we denote this one-derivative method by eSSP-MSRK(2,2,3), indicating that it has two steps, two stages, and is order 3. The SSP coefficient of the eSSP-MSRK(2,2,3) method is C ≈ 0.73. Our two derivative error inhibiting method eSSP-EIS(2,3) 2 (with C = 1.5) has 4 function evaluations and the eSSP-MSRK(2,2,3) method has two function evaluations, so the two method would seem to be equally efficient; however, if we consider applications in which the second derivative is available with no additional cost, then the two-step method eSSP-EIS(2,3) 2 has an effective SSP timestep that is twice as large.
We found a number of other SSP methods, and present their SSP coefficients in Table 1 . The first column gives the number of stages s, the second column gives the overall order P that the solutions can be expected to be: for EIS methods this is P = p + 1 and for EIS+ methods this is P = p + 2, which is the order after postprocessing. We note that we did not find an eSSP-EIS+(2,3) 2 method because the optimization scheme converged to the eSSP-EIS(2,3) 2 method instead, and that we could not obtain an eSSP-EIS(2,5) 2 or an eSSP-EIS(3,7) 2 method and believe they do not exist.
In Table 1 we compare the SSP coefficients of the eSSP-EIS(s,P) 2 and eSSP-EIS+(s,P) 2 methods to that of the comparable SSP GLM methods of [1] . These methods are denoted eSSP-MSRK(s,s,P) to indicate that they have s-steps and sstages and are of order P . This is a fair comparison in such cases where the derivative evaluation does not incur any additional cost. This table shows that for a given s and P , the EIS+ methods have larger allowable SSP coefficients and so are more efficient, assuming that the second derivative is available for no additional cost and that the cost of post-processing is negligible. The coefficients of all the EIS and EIS+ methods in Table 1 can be downloaded from our GitHub directory [11] . Below we list the coefficients of two featured methods. Explicit strong stability preserving eSSP-EIS+ (2, 4) The truncation error vector (needed for postprocessing) is
We note that only the method itself is guaranteed to be SSP, we do not expect the post-processed solution to be SSP as well. The post-processor is only designed to extract a higher order solution but not to preserve the strong stability properties. This does not typically pose a problem concern because preserving the nonlinear stability properties is generally only important for the stability of the time evolution: once we reach the final time solution these properties are no longer needed. If we still desire some properties that are destroyed by the post-processor we can opt to use the non-post-processed solution instead.
Implicit A-stable EIS methods.
The implicit A-stable methods that we found treat both F andḞ implicitly. We tried to find methods that treat F implicitly andḞ explicitly, but were not able to find A-stable methods of this type. In this section we present two A-stable implicit methods iEIS+(s,P) 2 methods. Both R and R are diagonal matrices and so the method can be implemented efficiently in parallel, as each stage is computed independently. The coefficients of the methods as well as the τ P − 1 vector needed for post-processing are given below. 
Numerical Results.
In this section we focus on testing the numerical methods found and presented in Section 4. We first verify the convergence properties of the methods presented in Sections 4.1 and 4.3, on a system on nonlinear ODEs. We find that these methods achieve the desired convergence rates. Next, we explore the behavior of the SSP methods presented in Section 4.2 in terms of preserving the total variation diminishing properties of spatial discretizations, and show that these methods behave as expected on a standard test-case (see [10] ).
5.1.
Convergence of high order explicit and implicit schemes. We focus on verifying the convergence of the explicit high order methods eEIS+(2,6) 2 , eEIS+(3,7) 2 ), and eEIS+(4,8) 2 presented in Section 4.1 and the implicit high order methods iEIS+(2,4) 2 and iEIS+(3,5) 2 presented in Section 4.3 . We show that these methods show the predicted order before and after post-processing on a nonlinear system of ordinary differential equations. Non-stiff Van der Pol oscillator: The nonlinear system of ODEs is given by
y 2 a(1 − y 2 1 )y 2 − y 1 with a = 2 and initial condition y(0) = (2, 0) T . We use the explicit methods eEIS+(2,6) 2 , eEIS+(3,7) 2 , eEIS+(4,8) 2 to evolve this problem to the final time T f = 3.0 and postprocess the solution at the final time as described in Section 3.2. We use three repeats of the truncation error vector (m = 3) for all methods except the eEIS 2 +(2,6) method for which we used m = 4. (We note that the iEIS+(3,5) 2 method only requires m = 2 but m = 3 works well so we use it for consistency with the other methods).
In Figure 4 we show the square-root of the sum of squares of the errors in each component for different values of ∆t. The slopes of these lines are computed using MATLAB's polyfit function and are as follows: eEIS 2 +(s,P) = iEIS 2 +(s,P) = (2,6) (3,7) (4,8) (2, 4) (3,5) without post processing 4.7 5.8 7.0 3.0 3.9 after post processing 5.8 6.6 7.7 4.0 5.0 Clearly, the orders without postprocessing are of order P −1 and after post-processing are of order P for the eEIS+(s,P) 2 and iEIS+(s,P) 2 methods found in Section 4.1 and 4.3, respectively . This example verifies that numerical solutions from the explicit and implicit error inhibiting methods attain the expected orders of convergence with and without post-processing. These examples confirm that the mathematical conditions and the methods we found work as expected in practice.
5.2.
Comparison of explicit strong stability preserving schemes. SSP time-stepping methods are useful for evolving in time hyperbolic PDEs with discontinuities. We focused on finding SSP methods of the form (2) that preserve the nonlinear non-inner-product stability properties of the spatial discretization methods when coupled with forward Euler and the Taylor series methods, as in [10] . The eSSP-EIS(s,P) 2 and eSSP-EIS+(s,P) 2 methods we presented in Section 4.2 are tested here on a problem where the spatial discretization is total variation diminishing when coupled with forward Euler time-stepping and when coupled with a Taylor series method. To verify that the methods satisfy the SSP property we examine the maximal rise in total variation when this problem is evolved forward with the eSSP-EIS+(s,p) 2 scheme. We further investigate the effect of post-processing on the total variation of this problem. We consider the linear advection equation with step function initial conditions:
on the domain [−1, 1] with periodic boundary conditions. We use the fact that u tt = −u xt = −u tx = u x x to approximateḞ . For the spatial discretization we use a first order forward difference for the first and second derivatives with 200 spatial points:
These spatial discretizations satisfy: Forward Euler condition
Taylor series condition
which is TVD for ∆t ≤ ∆x. So that ∆t FE = ∆x and in this case we have K = 1 in (20) .
We evolve the solution 10 time-steps using the SSP methods eSSP-EIS(2,3) 2 , eSSP-EIS+(2,4) 2 and eSSP-EIS+(3, 6) 2 for different values of ∆t. At each time-level y n we compute the total variation of the solution at time u n , The maximal rise in total variation (solid line) is graphed against λ = ∆t ∆x in Figure  5 . As we can see, the value of λ for which the total variation begins to rise is always greater that the guaranteed SSP value.
We then post-process the solution from the eSSP-EIS+(2,4) 2 and eSSP-EIS+(3,6) 2 methods at the final time for all values of ∆t, and compute the difference between the total variation of the solution at the final time and the postprocessed solution
We see in Figure 5 that the difference between the total variation of the solution at the final time and the post-processed solution (circle markers) is minimal for all the values of ∆t for which the maximal rise in total variation remains bounded. In particular, for values of λ for which the total variation has not started to rise, we observe that the maximal difference between the total variation of the solution and the post-processed solution remains very small (≈ 10 −15 ). Although the post-processor is only designed to extract a higher order solution but not to preserve the strong stability properties, it is reassuring that the total variation is not adversely impacted by the post-processor in this case.
Conclusions.
In this paper we extended the theory developed in [7] to the case of two-derivative GLMs. In [7] we showed, for a one-derivative GLM, the exact form of the error in the case that three error inhibiting conditions hold, and that this error is one order higher than expected by the truncation error analysis and the next error term is multiplied by a truncation error vector with a known form. Furthermore, we designed a post-processor that can eliminate the next term in the error, thus extracting an addition order of accuracy. In this work we extend this theory to two-derivative GLMs of the form (2) and prove that under the sufficient conditions (14a)-(14c) we have an error of the form (15) . This form is very exactly the same as the form in [7] , except that the value of τ p+1 is different for the twoderivative GLMs than for the one-derivative GLMs. For this reason, the construction of a post-processor (in Section 3.2) follows immediately from the theory in [7] .
Using this theory, we programmed an optimization code in Matlab that uses the order conditions and error inhibiting conditions as constraints and aims to maximize some stability properties. We generated a number of methods that satisfy the order conditions and the error inhibiting condition (14a) or all the error inhibiting conditions (14a)-(14c). The coefficients of all the methods can be downloaded on our GitHub repository [11] . The explicit methods found by the optimizer either have favorable regions of linear stability or are SSP in the sense of [10] . The implicit methods are A-stable. We test a selection of these methods for convergence, and show that they demonstrate the predicted order before and after post-processing on a nonlinear system of ordinary differential equations. We test the SSP methods for the preservation of the total variation diminishing properties on a PDE with discontinuities, and show that they produce TVD results beyond the guaranteed SSP time-step, and that furthermore post-processing does not adversely affect the total variation. These results validate the methods we found, as well as the theory that we developed.
Appendix A. Coefficients of some methods. In this appendix we list the coefficients of some of the methods mentioned in Section 4.1. The coefficients for all the methods in this paper can be downloaded from our GitHub repository [11] . Explicit two-stage third-order EIS method (eEIS(2,3) 2 ): 
