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Abstract
The aim of this project is to analyze two models of ordinary differential
equations with applications in medicine, particularly in the stem cells
behaviour. The first model, introduced by Vladimir A. Kuznetsov &
Mark A. Taylor, shows the competition between the immune system
and cancer stem cells. The second model, introduced by D. Dingli
& F. Michor, aims to research the behaviour of four types of stem
cells: normal stem cells and tumor stem cells in reaction to the same
type of cells but differentiated. In the course of this project, we will
make a theoretical analysis in both models about the existence an
uniqueness of solution, as well as a research of the steady states and
their stability. Once we complete the theoretical analysis we will make
numerical simulations to corroborate the obtained results and make
conclusions for medicine applications.

Introduccio´n
El siguiente trabajo pretende recoger algunos resultados sobre
modelos matema´ticos que describen el comportamiento de las ce´lulas
cancer´ıgenas presentadas en un tumor que se desarrolla en un ca´ncer,
para derivar en el estudio del problema de un tipo concreto de ce´lulas
madre. Este trabajo esta´ dirigido en un a´mbito ma´s matema´tico que
me´dico, por lo que cualquier concepto biolo´gico se pretendera´ definir
con detalle para comprensio´n del lector.
La me´dula o´sea es en el cuerpo humano una gran fuente de ce´lulas que
son claves para que el ser humano mantenga el estado de homeostasis
en la circulacio´n de las ce´lulas en sangre. La homeostasis se define
como la capacidad que tiene un organismo, en este caso el cuerpo
humano, en mantener una condicio´n de estabilidad frente a todos los
cambios en el entorno que este puede sufrir y alterar su estado. Por
otro lado, definiremos la hematopoyesis como un proceso por el cual
a trave´s de las conocidas ce´lulas madres se desarrollan los elementos
formes de la sangre, es decir, los leucocitos, eritrocitos y las plaquetas.
Se estima que la renovacio´n de ce´lulas en el organismo es de un
orden de 1012 al d´ıa. Tanta cantidad de produccio´n de ce´lulas eleva el
riesgo del desarrollo de mutaciones, y una acumulacio´n considerable de
estas mutaciones aumentan la probabilidad de desprenderse en alguna
mutacio´n maligna.
Por lo general, las ce´lulas humanas crecen y se dividen formando
ce´lulas nuevas a medida que el cuerpo las necesita. En el momento
que las ce´lulas normales envejecen o sufren dan˜os, e´stas mueren, dando
paso a las nuevas ce´lulas, que reemplazan a las viejas.
Es en este momento cuando se produce el ca´ncer. Definimos el ca´ncer
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como un crecimiento descontrolado de una parte de ce´lulas en el
cuerpo. Este crecimiento se debe por una parte a la supervivencia
de las ce´lulas viejas cuando deber´ıan morir, y por otra parte a la
formacio´n de manera simulta´nea de nuevas ce´lulas que no hacen falta
en el cuerpo al estar en presencia de las viejas.
El ca´ncer puede formarse en cualquier tejido del cuerpo. Su desarrollo
es debido a un proceso en el cual las ce´lulas que son normales pasan
a transformarse en ce´lulas cancer´ıgenas. Este proceso se denomina
carcinoge´nesis. La carcinoge´nesis es formada por los numerosos
defectos en el material gene´tico por el que pasan las ce´lulas de dicho
tejido. Existen numerosas causas de formarse un ca´ncer, entre las
cuales se encuentra la constante exposicio´n a radiacio´n ionizante o
el tratamiento con productos industriales, como el benceno o el gas
rado´n. Otras causas que aumentan la probabilidad son el consumo de
drogas, ya sea alcohol, tabaco y dema´s, o incluso la elevada ingesta de
ciertos alimentos como la carne roja o procesada.
La evolucio´n del ca´ncer es medida en fases o estadios.
Las distintas fases del ca´ncer son:
Fase 0: Se presentan ce´lulas anormales pero no se han diseminado
al tejido cercano. La fase 0 no se considerar´ıa ca´ncer, aunque
puede derivar en uno.
Fase 1: Hay presencia de un tumor con un taman˜o inferior a 2
cm que se encuentra dentro del tejido u o´rgano afectado.
Fase 2: El tumor presenta un dia´metro mayor de 2 cm,
apareciendo ya en zonas epiteliales o externas al tejido u o´rgano
original.
Fase 3: Cuando el tumor se encuentra en esta fase se considerar´ıa
ya deteccio´n tard´ıa, puesto que el tumor invade los ganglios
cercanos.
Fase 4: El tumor se encuentra en estado de meta´stasis. El ca´ncer
se ha extendido por otros ganglios y esta´ presente en varios
o´rganos y tejidos lejos del lugar de inicio.
Cuando el tumor se encuentra en fases bajas, tales como la fase 0,1
o´ 2, el tumor puede ser extirpado. Puede darse que no sea posible
la extirpacio´n, debido a que el tumor se encuentra en fase 2 o´ 3. En
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esos casos el ca´ncer se suele tratar con radioterapia o quimioterapia.
En los casos ma´s extremos como la fase 4 ni siquiera puede darse una
medida que pueda frenar el tumor, por que el tratamiento que se da
es de tipo paliativo.
El trabajo esta´ estructurado en dos cap´ıtulos y dos anexos.
Dedicaremos cada cap´ıtulo a estudiar teo´ricamente los dos modelos de
Ecuaciones Diferenciales usados para comprender el comportamiento
de un tumor en un ca´ncer, para posteriormente realizar varias
simulaciones nume´ricas con el fin de corroborar los resultados teo´ricos
obtenidos.
En el Cap´ıtulo 1 hablaremos del modelo propuesto por Vladimir
A. Kuznetsov y Mark A. Taylor en 1994. Comenzaremos dando una
presentacio´n del modelo en cuestio´n y dividiremos su ana´lisis en dos
bloques: el ana´lisis teo´rico y el nume´rico.
En el ana´lisis teo´rico probaremos la existencia y unicidad del sistema
para posteriormente estudiar la estabilidad de los puntos cr´ıticos del
sistema. La estabilidad obtenida dara´ lugar a unas conclusiones acerca
del comportamiento del tumor bajo este modelo. Estas conclusiones
se comprobara´n en el ana´lisis nume´rico que se realizara´ despue´s.
En e´l, usaremos el programa MatLab para resolver el problema
nume´ricamente y estudiar como se comporta la solucio´n cuando nos
acercamos a los puntos estacionarios.
En el Cap´ıtulo 2 se hablara´ del modelo propuesto por D. Dingli y
F. Michor en 2006. Este modelo var´ıa con respecto al anterior en el
sentido que aqu´ı se considera el comportamiento de las ce´lulas madre,
que en el caso de ser cancer´ıgenas pueden llegar a alimentar el tumor
y resistir las terapias.
El ana´lisis de este modelo es similar al del modelo del Cap´ıtulo
1. Realizaremos un ana´lisis teo´rico acerca de la existencia y
unicidad para luego meternos en el estudio de la estabilidad de
los puntos estacionarios. Nuevamente esta estabilidad dara´ una
serie de conclusiones que comprobaremos en el estudio nume´rico de
e´ste. Resolveremos el problema nume´ricamente y veremos bajo que´
condiciones podemos hacer que las ce´lulas tumorales desparezcan del
organismo.
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Finalmente tenemos dos Anexos al concluir el trabajo. En el primer
anexo incluiremos todos los resultados teo´ricos adicionales que se han
usado a lo largo del desarrollo de este trabajo. Por otro lado el segundo
anexo contiene todos los scripts usados en MatLab tanto para resolver
ambos modelos como los usados para la aproximacio´n de las soluciones
pro´ximas a los puntos estacionarios.
Cap´ıtulo 1
Modelo de estudio de
respuesta inmune
A pesar de todos los avances en terapias para combatir el ca´ncer hasta
la fecha, es bien sabido que hasta ahora no existe una erradicacio´n
completa de e´ste.
Uno de los problemas que impide el completo triunfo de la medicina
contra el ca´ncer es la existencia de ce´lulas madre cancer´ıgenas
situadas en tumores so´lidos. Naturalmente todas las ce´lulas madre no
tienen ese fin. Como prueba de esto tenemos la constante evolucio´n
del sistema hematopoye´tico, que en algunos casos puede prevenir la
formacio´n y desarrollo de algu´n ca´ncer.
So´lo un pequen˜o nu´mero de ce´lulas madre puede contribuir de manera
activa a este proceso hematopoye´tico. De esta forma, ese conjunto
de ce´lulas madres puede minimizar el riesgo de transformaciones
malignas en el cuerpo, que deriva en la prevencio´n de la formacio´n de
algu´n ca´ncer como se comento´ antes.
Cada vez hay ma´s evidencia que la estructura de los tumores
so´lidos contiene un pequen˜o tumor constituido por ce´lulas madre
cancer´ıgenas. Estas ce´lulas mantienen el crecimiento del tumor,
y debido a la constitucio´n de las ce´lulas madre, estas son muy
resistentes a tratamientos de quimioterapia. Esto tambie´n se aplica
a las ce´lulas madre tumorales. De esta forma es dif´ıcil que un tumor
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que se encuentre en fase 2 o´ 3 se pueda tratar con eficacia y e´ste pase
a una fase 4, donde ya es irremediable la extirpacio´n del tumor.
Las ce´lulas madre de hecho son pra´cticamente insensibles a cualquier
terapia que no perjudique en mayor medida la salud del paciente, ya
sea la quimioterapia, radioterapia... Esta insensibilidad a la terapia
puede ser cr´ıtica a la hora de tratar a un paciente.
El estudio que se realizara´ se centrara´ en analizar la importancia de
eliminar este tipo de ce´lulas, que conforman aproximadamente el 5 %
de un tumor so´lido. Para ello se planteara´ un modelo de ecuaciones
diferenciales con el fin de estudiarlo y poder llegar a conclusiones
aplicadas al nuestro problema de ce´lulas madre cancer´ıgenas. El
modelo adema´s puede aplicarse a cualquier tumor formado por ce´lulas
madre que mantiene el crecimiento de este.
1.1. Presentacio´n del modelo
El siguiente modelo es el propuesto por Vladimir A. Kuznetsov y
Mark A. Taylor [5]. El objetivo de e´ste es poder estudiar la respuesta
de las ce´lulas que actu´an en la respuesta inmune (o ce´lulas efectoras
inmunes) frente al crecimiento de las ce´lulas tumorales. Para nuestro
caso, estudiaremos el modelo aplicado al estudio de ce´lulas madre
normales y tumorales.
El modelo en cuestio´n en su forma simplificada es el siguiente sistema,
para t > 0

dx
dt
= σ +
ρxy
η + y
− µxy − δx,
dy
dt
= αy(1− βy)− xy.
(1.1)
Podemos observar que este sistema comparte cierta similitud con el
modelo Presa-Depredador de Lotka-Volterra. En efecto, el modelo de
Lotka-Volterra tiene la forma
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
dx
dt
= x(α1 − β1y) α1, α2 ∈ R, β1 > 0, β2 < 0
dy
dt
= y(α2 − β2x) t > 0.
(1.2)
El modelo en s´ı se compone de un sistema diferencial de dos ecuaciones
no lineales con dos inco´gnitas, donde las variables a determinar son
x(t) e y(t), que dependen de t > 0 que denotara´ al tiempo. Las
variables x(t), y(t) representan la concentracio´n de ce´lulas inmunes
y las ce´lulas tumorales en el instante t, respectivamente. El sistema
a su vez contiene para´metros constantes propios del problema que
estamos tratando:
1. La constante σ determina la tasa de afluencia de ce´lulas inmunes
en la regio´n donde el tumor se localiza.
2. Las constantes ρ, η y µ son determinadas por las relaciones
bioqu´ımicas entre las ce´lulas tumorales y las inmunes biolo´gicas
de las ce´lulas tumorales e inmunes. δ denota la tasa de ce´lulas
inmunes que mueren. α es la tasa ma´xima de crecimiento
de ce´lulas tumorales. Por u´ltimo el para´metro β−1 denota a
la ma´xima capacidad del medio donde las ce´lulas tumorales
de desarrollan. Todos estos para´metros se suponen adema´s
positivos.
Las componentes del sistema pueden ser interpretadas de la siguiente
forma:
En la primera ecuacio´n
1.
ρxy
η + y
describe la respuesta inmunitaria de las ce´lulas inmunes.
2. −µxy se encarga de la eliminacio´n de las ce´lulas inmunes
provocada por la aparicio´n de la tumorales.
3. −δx describe la muerte natural de las ce´lulas inmunes.
En la segunda ecuacio´n
1. αy(1− βy) indica el crecimiento log´ıstico que siguen las ce´lulas
tumorales.
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2. −xy muestra las muertes de las ce´lulas inmunes y tumorales.
1.2. Ana´lisis teo´rico del modelo
Vamos a realizar un ana´lisis teo´rico de la existencia de solucio´n, as´ı
como de los puntos estacionarios y su estabilidad, para luego llegar a
conclusiones.
1.2.1. Existencia y unicidad
Escribimos el problema (1.1) de la forma z′ = f(z), donde
z′ =
(
x′
y′
)
, f(z) =
(
f1(z)
f2(z)
)
=
 σ + ρxyη + y − µxy − δx
αy(1− βy)− xy

f(z) no esta´ definido cuando y = −η, pero ma´s adelante veremos
como las soluciones son positivas, por lo que esto se puede obviar.
Vamos a considerar la regio´n
Ω = {(t, x, y) ∈ [0,+∞)3} ≡ [0,+∞)3
f(z) verifica que f ∈ C∞, por lo que se deduce ra´pidamente que
f ∈ Liploc(z; Ω). Aplicando el Teorema de Picard-Lindelo¨f (Ver Anexo
I) tenemos que existe un δ > 0 tal que el problema{
z′ = f(z)
z(0) = z0 ≡ (x0, y0), (0, z0) ∈ Ω (1.3)
tiene una u´nica solucio´n local en el intervalo Iδ = [0, 0 + δ), denotada
por
(Iδ;ϕ(t, 0, z0)) ≡ (Iδ; (x(t), y(t))).
Ma´s au´n, podemos establecer cotas para las soluciones dadas unas
condiciones iniciales. Tenemos pues el siguiente resultado.
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Proposicio´n 1.2.1.1. Para cada (0, z0) ∈ Ω, las componentes de
ϕ(t, 0, z0) solucio´n del problema (1.3) son no negativas y permanecen
acotadas para todo t > 0.
Demostracio´n: Comenzaremos probando que x(t) e y(t) son no
negativas. Para ello nos apoyaremos en las acotaciones dadas por el
Lema de Gronwall (Ver Anexo I). Para ver la no negatividad de y(t)
se tiene lo siguiente
dy
dt
= αy(1− βy)− xy
luego
y′ = y(α(1− βy)− x)
Esta ecuacio´n tiene como solucio´n
y(t) = y0 exp
(∫ t
0
(α(1− βy(s))− x(s))ds
)
≥ 0.
pues es de la forma
y′ = yA(t)
y tiene como solucio´n
y(t) = y0 exp
(∫ t
0
A(s)ds
)
Ana´logamente procedemos con la no negatividad de x(t). Tenemos que
dx
dt
= σ +
ρxy
η + y
− µxy − δx ≥ ρxy
η + y
− µxy − δx
= x
(
ρy
η + y
− µy − δ
)
Repitiendo el mismo razonamiento que con y(t) obtenemos que
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x(t) ≥ x0 exp
(
ρy(s)
η + y(s)
− µy(s)− δ
)
≥ 0.
Veamos ahora que x(t) e y(t) esta´n acotadas superiormente.
Comenzaremos con y(t). Tenemos
dy
dt
= αy(1− βy)− xy ≤ αy(1− βy).
La acotacio´n de y(t) se sigue de aplicar el Lema de comparacio´n (Ver
Anexo I) a las ecuaciones
y′(t) = αy(t)(1− βy(t))− x(t)y(t),
y′(t) = αy(t)(1− βy(t))
y comprobar que la ecuacio´n
y′(t) = αy(t)(1− βy(t))
sigue un crecimiento log´ıstico. Esto lo veremos en el lema 1.2.1.1. De
esta forma obtendremos que y(t) esta´ acotada por una constante
y(t) ≤ y∗
Dicha constante y∗ vendra´ dada por
y∗ = ma´x{y0, β−1}.
Basa´ndonos en la acotacio´n
y(t) ≤ y∗
vamos a estimar x(t):
dx
dt
= σ +
ρxy
η + y
− µxy − δx ≤ σ + ρ
η
xy
≤ σ + ρ
η
xy∗.
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La acotacio´n de x(t) se deduce de aplicar el Lema de comparacio´n a
las ecuaciones
dx
dt
= σ +
ρxy
η + y
− µxy − δx
dx
dt
= σ +
ρ
η
xy∗
y estudiar la solucio´n ψ(t) de la segunda ecuacio´n. Se tendr´ıa pues
que x(t) quedar´ıa acotada por dicha solucio´n ψ(t), que estudiaremos
en el lema 1.2.1.2.
Estas acotaciones adema´s nos indican que para cualquier tiempo finito,
las componentes de ϕ(t, 0, z0) permanecen acotadas, por lo que pueden
prolongarse indefinidamente sin que ninguna explote. Por tanto la
solucio´n (Iδ;ϕ(t, 0, z0)) esta´ bien definida en el intervalo [0,+∞).
Lema 1.2.1.1. Se tiene que la ecuacio´n dada por el problema{
y′(t) = αy(1− βy)
y(0) = y0
describe un comportamiento log´ıstico.
Demostracio´n: La ecuacio´n que tenemos no es otra cosa que
una EDO de Bernoulli, por que podemos resolverla y estudiar su
comportamiento global. Tenemos
y′ = αy(1− βy) = αy − αβy2
Consideremos el cambio de variable z = y−1
z′ = −y−2y′ = −y−2(αy − αβy2) = −αy−1 + αβ = −αz + αβ
= −α(z − β)
Resolvemos la EDO de variables separables∫ t
0
z′
z − β ds = −α
∫ t
0
ds
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donde admitimos que z 6= β. El caso z = β, es decir, y(t) = β−1
verifica la EDO trivialmente.
Integrando en ambas partes llegamos a que
log
(
z(t)− β
z(0)− β
)
= −αt
Por tanto
z(t) = β + (z(0)− β)e−αt
Por lo que deshaciendo el cambio de variable queda
y(t) =
(
β +
(
1
y(0)
− β
)
e−αt
)−1
Podemos observar que y(t) sigue un comportamiento log´ıstico. Adema´s
se tiene que
l´ım
t→+∞
y(t) = β−1 ≡ cte
Luego y(t) esta´ acotada por una constante.
Lema 1.2.1.2. El problema de Cauchy x′(t) = σ +
ρ
η
xy∗
x(0) = x0
tiene a
x(t) = − ση
ρy∗
+
(
x0 +
ση
ρy∗
)
exp
{
ρy∗
η
t
}
como su solucio´n.
Demostracio´n: Estudiemos la solucio´n de
dx
dt
= σ +
ρ
η
xy∗
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Resolviendo la parte homoge´nea de la EDO
dx
dt
=
ρ
η
xy∗
tenemos que
x(t) = C exp
{
ρy∗
η
t
}
Aplicando el me´todo de variacio´n de constantes de Lagrange
x(t) = C(t) exp
{
ρy∗
η
t
}
Derivando queda
C ′(t) exp
{
ρy∗
η
t
}
+ C(t)
ρy∗
η
exp
{
ρy∗
η
t
}
= σ + C(t)
ρy∗
η
exp
{
ρy∗
η
t
}
Luego
C ′(t) = σ exp
{ − ρy∗
η
t
}
Si integramos respecto de t queda
C(t) = −σ η
ρy∗
exp
{ − ρy∗
η
t
}
+ C
Por lo tanto x(t) tiene la forma
x(t) = −σ η
ρy∗
+ C exp
{
ρy∗
η
t
}
Sustituyendo en los valores iniciales x(0) = x0 tenemos que
C = x0 +
ση
ρy∗
por lo que la solucio´n de la EDO sera´
x(t) = − ση
ρy∗
+
(
x0 +
ση
ρy∗
)
exp
{
ρy∗
η
t
}
.
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1.2.2. Puntos cr´ıticos
Para hallar los puntos estacionarios hay que resolver la ecuacio´n
f(z) = 0. Tenemos
σ +
ρxy
η + y
− µxy − δx = 0,
αy(1− βy)− xy = 0.
De la primera ecuacio´n sacamos que
x =
σ
− ρy
η + y
+ µy + δ
donde
− ρy
η + y
+ µy + δ 6= 0
De la segunda ecuacio´n
y = 0 o´ x = α(1− βy)
Por lo tanto tenemos dos posibilidades:
1. Si y = 0, entonces x =
σ
δ
, lo cual genera el punto cr´ıtico
P1 =
(
σ
δ
, 0
)
.
2. Si x = α(1− βy), entonces al sustituirlo en la ecuacio´n
σ +
ρxy
η + y
− µxy − δx = 0
tenemos la siguiente ecuacio´n en y
C3y
3 + C2y
2 + C1y + C0 = 0 (1.4)
con
C3 = µβ, C2 = βδ + µβη − ρβ − µ
C1 =
σ
α
+ βδη + ρ− µη − δ, C0 =
ησ
α
− δη.
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Esta ecuacio´n, dependiendo de los valores de los para´metros, tendra´
una o varias ra´ıces reales, lo cual repercute en gran medida a la hora
de analizar la estabilidad de los puntos cr´ıticos.
Este sistema tendra´ como mucho 4 puntos cr´ıticos. Sin embargo
so´lo conocemos uno de ellos con certeza. El resto pueden calcularse
nume´ricamente. El punto que podemos conocer es
P1 =
(
σ
δ
, 0
)
Igualmente, aunque no podamos calcular las soluciones de la ecuacio´n
(1.4), apoya´ndonos en el Teorema de Sturm (Ver Anexo I) podemos
dar un criterio para saber cua´ntas soluciones tendra´ dicha ecuacio´n, y
por tanto averiguar cua´ntos puntos cr´ıticos tendra´ nuestro sistema.
Sea
S = C2C1 − 9C3C0
R = 2C22 − 6C1C3
T = 2C2S/R− 3C3S2/R2 − C1
Estos valores vienen dados por la sucesio´n de Sturm. El nu´mero de
puntos cr´ıticos dependera´ de estos valores y de C0, C1 y C2. Si PC
denota el nu´mero de puntos cr´ıticos del sistema, tenemos la siguiente
tabla
PC C0 C1 C2 S T R
+
1 + + − + + +
−
− −
− + + +
2 − + −
+
−
3 + + − − + +
−
4 − + − − + +
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Como los coeficientes de la tabla dependen todos de los para´metros
del sistema, las comprobaciones del nu´mero de puntos estacionarios
las haremos mediante las simulaciones nume´ricas.
1.2.3. Estabilidad de los puntos cr´ıticos
Para estudiar la estabilidad del punto cr´ıtico P1 =
(
σ
δ
, 0
)
, nos
basaremos en el Teorema de Hartman-Grobman (Ver Anexo I).
Usaremos ese teorema para probar el resultado principal que nos da
la estabilidad de nuestro punto cr´ıtico.
Proposicio´n 1.2.3.1. En las condiciones del sistema (1.3)
anteriormente planteado, el punto cr´ıtico P1 =
(
σ
δ
, 0
)
es
1. Estable si αδ < σ,
2. Inestable si αδ > σ.
Demostracio´n: Comenzaremos calculando la matriz Jacobiana de
f(z):
J = ∂(f1, f2)
∂(x, y)
=
 ρyη + y − µy − δ ρx(η + y)− ρxy(η + y)2 − µx
−y α− 2αβy − x

donde
f1(x, y) = σ +
ρxy
η + y
− µxy − δx
f2(x, y) = αy(1− βy)− xy.
Evalua´ndolo en el punto P1 nos queda la matriz
J (P1) =
 −δ
ρσ − µση
δη
0
αδ − σ
δ
 .
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La estabilidad nos la dara´ el estudio de sus autovalores:
|λI2 − J (P1)| =
∣∣∣∣∣∣∣∣
λ+ δ
µση − ρσ
δη
0 λ−
(
αδ − σ
δ
)
∣∣∣∣∣∣∣∣ = 0
si y so´lo si
λ = −δ o´ λ = αδ − σ
δ
Como δ es positivo, tenemos que la estabilidad del punto cr´ıtico
depende del signo del autovalor
λ =
αδ − σ
δ
Ma´s concretamente, la estabilidad so´lo depende del numerador, pues
el denominador positivo no altera el signo de e´ste.
Es claro entonces que, aplicando el Teorema de Hartman-Grobman el
punto cr´ıtico sera´
1. Uniformemente asinto´ticamente estable si αδ < σ,
2. Inestable si αδ > σ.
Viendo la estabilidad de los puntos cr´ıticos, cabe preguntarse tambie´n
si nuestro modelo poseera´ o´rbitas c´ıclicas. Veremos que gracias al
Criterio de Dulac-Bendixon (Ver Anexo I) esto es falso.
Lema 1.2.3.1. El sistema (1.1) no posee o´rbitas c´ıclicas. En
consecuencia dicho sistema no poseera´ soluciones perio´dicas.
Demostracio´n: Como ya hemos mencionado, nos apoyaremos en el
Criterio de Dulac-Bendixon. Para ello basta considerar la funcio´n
Ψ =
1
xy
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y calcular
Φ =
∂
∂x
(
Ψ
dx
dt
)
+
∂
∂y
(
Ψ
dy
dt
)
Se tendra´ que
Φ = −
(
σ
x2y
+
αβ
x
)
Como σ, α, β > 0 y x e y se mueven en R2+, se tiene que
Φ < 0 ∀(x, y) ∈ R2+.
Esto hace que nuestro sistema (1.1) no posea o´rbitas c´ıclicas.
1.3. Conclusiones
La estabilidad de los puntos cr´ıticos es clave para determinar el
comportamiento de las o´rbitas de nuestro sistema. Con nuestro punto
P1 =
(
σ
δ
, 0
)
podemos sacar las siguiente conclusiones:
1. Si αδ > σ, P1 es un equilibrio inestable. Esto quiere decir en
particular que la variable y(t) se aleja del 0, lo cual indica que
aparece una proliferacio´n de ce´lulas madre tumorales. Luego
estas ce´lulas en este caso han soportado de manera eficaz las
terapias aplicadas, por lo que nada impedir´ıa que el tumor
continuara creciendo.
2. Si αδ < σ, P1 es un equilibrio uniformemente asinto´ticamente
estable, lo cual quiere decir que la variable y(t) comienza a
converger a 0, es decir, la concentracio´n de ce´lulas tumorales
empezar´ıa a descender hasta la desaparicio´n de e´stas.
El resto de puntos cr´ıticos se pueden hallar a trave´s de simulaciones
nume´ricas tal y como se hablo´ anteriormente, y realizar un
razonamiento similar.
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1.4. Simulaciones en MatLab
Usaremos las simulaciones nume´ricas de MatLab para poder
comprobar el ana´lisis teo´rico anterior, adema´s de poder determinar
los restantes equilibrios.
Consideremos el siguiente bloque de para´metros:
σ = 0,1181, β = 0,002, ρ = 1,131, η = 20,19, µ = 0,00311, δ = 0,3743
y α = 1,636
1.4.1. Puntos cr´ıticos
Con nuestros datos fijados tenemos que el punto cr´ıtico P1Bloque es
P1Bloque = (0.3155, 0)
Adema´s, si resolvemos las ecuaciones
x = α(1− βy)
C3y
3 + C2y
2 + C1y + C0 = 0
con
C3 = µβ, C2 = βδ + µβη − ρβ − µ
C1 =
σ
α
+ βδη + ρ− µη − δ, C0 =
ησ
α
− δη
obtenemos los puntos cr´ıticos
P2Bloque = (0.1730, 447.1342), P3Bloque = (0.7598, 267.7980),
P4Bloque = (1.6092, 8.1897)
26 Trabajo de Fin de Grado
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0
50
100
150
200
250
300
350
400
450
Equilibrios
Figura 1.1: Representacio´n de los equilibrios P1Bloque , P2Bloque , P3Bloque
y P4Bloque
1.4.2. Aparicio´n del tumor
Veamos co´mo reacciona el tumor una vez aparecido en el medio.
Usaremos como dato inicial z0 = (1, 1) en todo el experimento.
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Figura 1.2: Solucio´n nume´rica para los para´metros σ = 0,1181, β =
0,002, ρ = 1,131, η = 20,19, µ = 0,00311, δ = 0,3743 y α = 1,636
En este caso nos estamos moviendo dentro de la condicio´n αδ > σ,
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por lo que el punto P1Bloque es inestable.
Observamos que a medida que pasa el tiempo el nu´mero de ce´lulas,
tanto inmunes como tumorales, tiende a estabilizarse. Ma´s au´n, la
o´rbita converge al punto P4Bloque , siendo este un equilibrio estable.
El punto P4Bloque tiene su segunda componente ma´s grande que la
primera, luego aunque la concentracio´n de ce´lulas se mantenga estable
se tiene una mayor proporcio´n de ce´lulas tumorales que inmunes.
En este estado el tumor podr´ıa tratarse a tiempo, pues la poblacio´n
de ce´lulas tumorales permanece en equilibrio.
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Figura 1.3: Solucio´n nume´rica variando el dato δ = 1,051
En este caso se ha modificado el dato δ = 1,051. Esto conlleva a
aumentar la tasa de eliminacio´n de ce´lulas inmunes.
Notamos que la solucio´n asociada a las ce´lulas tumorales crece muy
ra´pido a un nuevo equilibrio P2δ = (0.0818, 474.9927), siendo este
exponencialmente estable. Se observa tambie´n que el equilibrio
P1δ = (0.1124, 0) dado por el nuevo dato de δ es inestable, pues nos
estamos moviendo por la condicio´n αδ > σ.
El tumor aqu´ı se encuentra en estado de meta´stasis y ser´ıa demasiado
tarde frenarlo.
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Figura 1.4: Solucio´n nume´rica variando los datos α = 2,03 y β = 0,02
En esta simulacio´n se han variado el para´metro α = 2,03 para
aumentar la tasa ma´xima de crecimiento de ce´lulas tumorales, y
el para´metro β = 0,02 para disminuir la capacidad ma´xima del
medio donde las ce´lulas tumorales se desarrollan. Se observa que la
o´rbita converge a un punto de equilibrio P2αβ = (1.6917, 8.3323).
Nos encontramos adema´s en la condicio´n αδ > σ, por lo que el
punto P1αβ = P1Bloque sigue siendo inestable. Todo esto nos indica
que a pesar de haber disminuido la capacidad del medio de las ce´lulas
tumorales (β), e´stas seguira´n creciendo hasta llegar a dicha capacidad
ma´xima, aunque ahora lo hara´n ma´s ra´pidamente, pues al aumentar
α se aumenta la tasa de crecimiento, por lo que el tiempo hasta la
meta´stasis sera´ menor.
1.4.3. Terapia
Para que la terapia tenga e´xito la tasa de ce´lulas tumorales debe
descender a cero.
La terapia consiste en inducir al sistema inmune. Para ello lo que
haremos sera´ aumentar la tasa de ce´lulas inmunes donde el tumor se
origina, y a su vez conseguir que la tasa de muerte de duchas ce´lulas
disminuya. Con esto se pretende que las ce´lulas inmunes sobrepasen a
las tumorales, dando as´ı una disminucio´n ra´pida de ce´lulas tumorales
hasta la eliminacio´n del tumor.
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Figura 1.5: Solucio´n nume´rica variando los datos σ = 0,318 y δ =
0,1908
Aplicando terapia se observa que la poblacio´n de ce´lulas tumorales
empiezan a crecer para luego terminar convergiendo a cero. Esta
variacio´n en los datos σ y δ hace que estemos en el rango de αδ < σ,
por lo que nuestro punto P1σδ = (1.6667, 0) sera´ estable. De hecho la
o´rbita converge a dicho punto.
1.5. Modelo de respuesta inmune
reducido
Presentamos a continuacio´n una versio´n reducida de nuestro modelo
(1.1). Esta simplificacio´n se debe a M. Galach [4].
El modelo tiene el siguiente esquema
dx
dt
= σ + ωxy − δx,
dy
dt
= αy(1− βy)− xy.
(1.5)
donde x(t), y(t), α, β, δ y σ tiene el mismo significado que en el modelo
(1.1) y ω ∈ R.
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Debido al cara´cter polino´mico del sistema (1.5), es claro que existira´
una u´nica solucio´n de e´ste si an˜adimos la condicio´n inicial
(x(0), y(0)) = (x0, y0), x0, y0 > 0
en virtud del Teorema de Picard-Lindelo¨f.
Ana´logamente al sistema principal, es fa´cil ver que existen cotas para
las soluciones.
Lema 1.5.0.1. Las soluciones del sistema (1.5) son positivas y
permanecen acotadas para cada t > 0.
Demostracio´n: En efecto, es fa´cil ver que para cada t > 0 se tiene
que
x(t)′ ≥ ωx(t)y(t)− δx(t)
Luego
x(t) ≥ x0 exp
(∫ t
0
(ωy(s)− δ)ds
)
≥ 0.
La no negatividad de y(t) y su cota superior son la misma que en el
sistema (1.1). Esto es, tenemos que
0 ≤ y(t) ≤ y∗ = ma´x
(
y0,
1
β
)
Por otro lado tenemos que
x(t)′ ≤ σ + xγ
con
γ =
{
ωy∗ − δ si ω ≥ 0
−δ si ω < 0
Esto hace que
x(t) ≤ x0eγt + σeγt
∫ t
0
e−γsds.
Por lo tanto x(t) esta´ acotada para cada tiempo finito t > 0.
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La principal ventaja que tiene este modelo esta´ en que en este caso se
pueden calcular expl´ıcitamente los puntos estacionarios. En efecto, si
consideramos el sistema{
σ + ωxy − δx = 0,
αy(1− βy)− xy = 0
obtenemos de la primera ecuacio´n que
x =
− σ
ωy − δ
con
ωy − δ 6= 0
y de la segunda ecuacio´n que
y = 0 o´ x = α(1− βy)
Al sustituir y = 0 en la primera ecuacio´n obtenemos nuevamente
nuestro punto estacionario
P1 =
(
σ
δ
, 0
)
Y si sustituimos x = α(1−βy) en la primera ecuacio´n ahora tendremos
un polinomio en la variable y mucho ma´s fa´cil de resolver
αβωy2 − α(βδ + ω)y + (αδ − σ) = 0
Si el discriminante
∆ = α2(βδ − ω)2 + 4αβσω > 0
existen dos puntos cr´ıticos dados por
P2 =
( − α(βδ − ω)−√∆
2ω
,
α(βδω) +
√
∆
2αβ + ω
)
P3 =
( − α(βδ − ω) +√∆
2ω
,
α(βδω)−√∆
2αβ + ω
)
Esto nos lleva al siguiente resultado acerca de la estabilidad de los
puntos cr´ıticos.
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Proposicio´n 1.5.0.1. Se tienen las siguientes condiciones para la
estabilidad de los puntos estacionarios del modelo (1.5)
Si αδ > σ, entonces el punto P1 es inestable,
Si αδ < σ, el punto P1 es estable,
Si αδ < σ y ω + βδ < 0, el punto P2 es inestable,
Si ω + βδ < 0 y αδ < σ, el punto P3 es estable,
Si αδ > σ y ω < 0, el punto P3 es estable.
Demostracio´n. La estabilidad del punto P1 ya esta´ calculada. Para
estudiar la estabilidad de los otros dos puntos vamos a considerar la
matriz jacobiana
J =
(
ωy − δ ωx
−y α− 2αβy − x
)
y consideremos J (P2) y J (P3) la matriz jacobiana evaluada en los
puntos P2 y P3.
La traza de J (P2) es
J (P2) =
ω2 − ωβ(α + δ)− αβ2δ
2βω
+
ω − αβ
2αβω
√
K
con
K = α2(βδ + ω)2 − 4αβω(αδ − σ).
Si J (P2) > 0 entonces el punto P2 sera´ inestable, esto es cuando
α(ω2 − ωβ(α + δ)− αβ2δ) > (−ω + αβ)
√
K.
Pero esta desigualdad se da cuando αδ < σ y ω+βδ < 0, luego cuando
estas dos condiciones se dan tendremos que el punto P2 es inestable.
Ana´logamente y debido a la simetr´ıa en los puntos P2 y P3 tendremos
que estudiando la traza de la matriz J (P3) obtendremos condiciones
para la estabilidad de P3, teniendo as´ı que el punto P3 sera´ estable
cuando ω+ βδ < 0 y αδ < σ, o cuando se de que αδ > σ y ω < 0.
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Por u´ltimo cabe destacar que este modelo tampoco posee o´rbitas
c´ıclicas, cosa que cabr´ıa esperarse si el modelo es una reduccio´n de (1.1)
Lema 1.5.0.2. El modelo (1.5) no posee o´rbitas c´ıclicas.
Demostracio´n. Basta usar de nuevo el Criterio de Dulac-Bendixon con
la misma funcio´n
Ψ =
1
xy
Tenemos que
Φ =
∂
∂x
(
Ψ
dx
dt
)
+
∂
∂y
(
Ψ
dy
dt
)
=
∂
∂x
(
1
xy
(σ + ωxy − δx)
)
+
∂
∂y
(
1
xy
(αy(1− βy)− xy)
)
= −
(
σ
x2y
+
αβ
x
)
< 0.
Como Ψ < 0 ∀(x, y) ∈ R2+ se tiene que nuestro modelo (1.5) no posee
o´rbitas c´ıclicas.

Cap´ıtulo 2
Modelo de estudio de
Ce´lulas Madres
Diferenciadas
2.1. El Modelo matema´tico
El modelo que vamos a considerar ahora es el propuesto por D. Dingli
y F. Michor [3]. Este modelo estudia la evolucio´n de las ce´lulas
madre normales y las tumorales, pero an˜adie´ndole una variante ma´s
con el fin de sacar unas conclusiones ma´s exactas. Esta variante tiene
en cuenta la auto-renovacio´n de las ce´lulas madre, que hacen que
se dividan en ce´lulas madre normales y diferenciadas. Este tipo de
ce´lulas son las que esta´n especializadas en realizar una determinada
funcio´n.
El modelo que usaremos para abordar este problema es el que sigue.
Para t > 0
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Figura 2.1: Representacio´n del paso de ce´lulas normales a diferenciadas

dx
dt
=
(
rx
1 + cx(x+ y)
− d0
)
x
dX
dt
= axx− d1X
dy
dt
=
(
ry
1 + cy(x+ y)
− d0
)
y
dY
dt
= ayy − d1Y
(2.1)
El modelo se trata de un sistema diferencial compuesto de cuatro
ecuaciones no lineales con cuatro inco´gnitas, donde las variables a
determinar son x(t), X(t), y(t) e Y (t), que representan
1. x y X denota la cantidad de ce´lulas madre normales y
diferenciadas, respectivamente, en el instante t.
2. y e Y denotara´ por su parte la cantidad de ce´lulas
madre tumorales y ce´lulas madre tumorales diferenciadas,
respectivamente, en el instante t.
El sistema a su vez se compone de varios para´metros que
consideraremos positivos. La interpretacio´n que le daremos a dichos
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para´metros sera´ la siguiente:
1. rx y ry indican la cantidad de divisio´n de ce´lulas madre normales
y tumorales por d´ıa, respectivamente.
2. d0 muestra la cantidad de ce´lulas normales y tumorales que
mueren por d´ıa. Supondremos que el nu´mero de ce´lulas normales
y tumorales que mueren es el mismo.
3. ax y ay son el nu´mero de ce´lulas normales y tumorales que pasan
a ser diferenciadas por d´ıa, respectivamente.
4. d1 es el nu´mero de ce´lulas diferenciadas, tanto normales como
tumorales que mueren al d´ıa. Nuevamente al igual que con d0,
estamos supondremos que dicho nu´mero es el mismo. Estas
suposiciones se hacen por simplificacio´n.
5. cx y cy son para´metros usados para simular el acumulamiento de
ce´lulas en la me´dula osea.
Las ecuaciones pueden ser interpretadas de la siguiente forma:
1.
1
1 + cx(x+ y)
> 0 es la funcio´n que se encarga de hacer que las
ce´lulas madre normales alcancen el estado de homeostasis.
2.
1
1 + cy(x+ y)
> 0 es la funcio´n que se encarga de hacer que las
ce´lulas madre tumorales alcancen el estado de homeostasis.
3. El te´rmino
(
rx
1 + cx(x+ y)
− d0
)
x sen˜ala el crecimiento de las
ce´lulas madre normales frente al aumento de las tumorales.
4. El te´rmino axx − d1X muestra la regulacio´n que siguen las
ce´lulas madre normales sabiendo que al d´ıa llegan ax ce´lulas
diferenciadas, y de estas mueren d1.
5. Una interpretacio´n ana´loga se le pueden dar a las expresiones(
ry
1 + cy(x+ y)
− d0
)
y y ayy − d1Y .
El modelo anteriormente descrito se basa en el hecho de producirse rx
divisiones de ce´lulas madre normales al d´ıa. De las x ce´lulas normales
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que se tienen, se producen al d´ıa d0 muertes y un nu´mero ax de
las x ce´lulas pasan a ser diferenciadas. Adema´s de las X ce´lulas
diferenciadas normales, mueren d1 por d´ıa. Ana´logamente, se sigue
el mismo esquema para las ce´lulas madre tumorales, suponiendo en
todo caso que d0 y d1 se mantienen tambie´n para este tipo de ce´lulas.
2.2. Ana´lisis teo´rico del modelo
En esta seccio´n se pretende realizar un ana´lisis teo´rico del modelo.
2.2.1. Existencia y unicidad
Debido al cara´cter del sistema, se desconoce una solucio´n general
(x(t), X(t), y(t), Y (t)) de este.
El sistema (2.1) por su parte puede reescribirse de la forma z′ = f(z),
con
z′ =

x′(t)
X ′(t)
y′(t)
Y ′(t)
 , f(z) =

f1(z)
f2(z)
f3(z)
f4(z)
 =

(
rx
1 + cx(x+ y)
− d0
)
x
axx− d1X(
ry
1 + cy(x+ y)
− d0
)
y
ayy − d1Y

Dado el cara´cter de f(z), esta presenta discontinuidades cuando
x + y =
− 1
cx
,
− 1
cy
. Ma´s adelante probaremos que las soluciones son
todas positivas, por lo que por ahora esto puede despreciarse.
Consideramos por tanto la regio´n
Ω =
{
(t, x,X, y, Y ) ∈ [0,+∞)5} ≡ [0,+∞)5.
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Este Ω cumple que f ∈ LipLoc(z; Ω) debido a que f ∈ C∞(Ω), por
tanto aplicando el Teorema de Picard-Lindelo¨f, existe un δ > 0 tal
que el problema{
z′ = f(z)
z(0) = z0 ≡ (x0, X0, y0, Y0), (0, z0) ∈ Ω (2.2)
tiene solucio´n u´nica local en el intervalo Iδ = [0, 0 + δ), denotada por
(Iδ;ϕ(t, 0, z0)) ≡ (Iδ; (x(t), X(t), y(t), Y (t))).
Ma´s au´n, ∀(0, z0) ∈ Ω condiciones iniciales, podemos dar unas cotas
para las soluciones lo que nos puede permitir hablar acerca del
comportamiento global. Veamos en el siguiente resultado.
Proposicio´n 2.2.1.1. Para cada (0, z0) ∈ Ω, las componentes de
ϕ(t, 0, z0) solucio´n del problema (2.2) son positivas y permanecen
acotadas por funciones exponenciales para todo t > 0.
Demostracio´n: Debido al cara´cter del sistema (2.1), basta probar
el resultado para las dos primeras ecuaciones. Veamos que x(t) es
positiva. Tenemos que
dx
dt
=
(
rx
1 + cx(x+ y)
− d0
)
x
es decir
x′(t) = x(t)A(t)
con
A(t) =
rx
1 + cx(x+ y)
− d0
Por tanto la solucio´n de la ecuacio´n sera´
x(t) = x0 exp
(∫ t
0
A(s)ds
)
= x0 exp
(∫ t
0
(
rx
1 + cx(x(s) + y(s))
− d0
)
ds
)
.
40 Trabajo de Fin de Grado
Luego
x(t) ≥ 0.
Veamos una cota superior para x(t). Tenemos que
1
1 + cx(x+ y)
≤ 1
Luego
dx
dt
=
(
rx
1 + cx(x+ y)
− d0
)
x ≤ (rx − d0)x
Es decir,
x(t)′ ≤ (rx − d0)x(t)
Integrando como en el anterior caso tenemos que∫ t
0
x(s)′
x(s)
ds = log
(
x(t)
x0
)
≤
∫ t
0
(rx − d0)ds = (rx − d0)t
Luego
x(t) ≤ x0e(rx−d0)t.
Veamos que X(t) es positivo. Usaremos para ello el mismo
razonamiento que se uso´ para x(t). Se tiene que
dX
dt
= axx− d1X > −d1X
pues hemos probado ya que x(t) es positivo. Observamos que
obtenemos una cota similar a la del razonamiento en x(t). De esto
se puede deducir ra´pidamente que
X(t) > X0 exp(−d1t) ≥ 0.
Veamos finalmente una cota superior para X(t)
dX
dt
≤ axx ≤ axx0 exp {(rx − d0)t}
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Integrando
X(t)−X0 ≤ axx0
∫ t
0
e(rx−d0)sds
La integral anterior queda
X(t)−X0 ≤ axx0
1
rx − d0
(
e(rx−d0)t − 1
)
Por lo tanto, X queda acotada de la forma
X(t) ≤ X0 +
axx0
rx − d0(exp {(rx − d0)t} − 1).
Un razonamiento ana´logo puede hacerse para y e Y quedando que
y(t), Y (t) > 0 y esta´n acotadas por:
y(t) ≤ y0 exp {(ry − d0)t}
Y (t) ≤ Y0 +
ayy0
ry − d0(exp {(ry − d0)t} − 1)
Con esto hemos obtenido adema´s, que para cualquier tiempo finito, las
soluciones permanecen acotadas, lo cual indican que estas se pueden
prolongar indefinidamente sin que exploten, por lo que la solucio´n
(Iδ;ϕ(t, 0, z0)) es evidentemente maximal. Queda as´ı concluida la
prueba.
2.2.2. Puntos cr´ıticos
Para hallar los puntos cr´ıticos resolvemos la ecuacio´n f(z) = 0.
Tenemos: (
rx
1 + cx(x+ y)
− d0
)
x = 0
axx− d1X = 0(
ry
1 + cy(x+ y)
− d0
)
y = 0
ayy − d1Y = 0

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Resolviendo el sistema obtenemos los siguientes puntos estacionarios:
P1 = (0, 0, 0, 0), P2 = (x
∗, X∗, 0, 0), P3 = (0, 0, y∗, Y ∗)
donde
x∗ =
1
cx
(
rx
d0
− 1
)
, X∗ =
axx
∗
d1
, y∗ =
1
cy
(
ry
d0
− 1
)
, Y ∗ =
ayy
∗
d1
Luego aparte tenemos el siguiente caso para ver otros puntos cr´ıticos.
Si x, y 6= 0 entonces{
rx = d0(1 + cx(x+ y))
ry = d0(1 + cy(x+ y))
Es decir
x+ y =
rx − d0
d0cx
= x∗,
x+ y =
ry − d0
d0cy
= y∗.
Luego si x∗ = y∗, el sistema anterior tiene infinitas soluciones
(α, x∗ − α), α ≥ 0.
Esto hace que, si definimos ahora
X∗α =
axα
d1
, Y ∗α =
ay(y
∗ − α)
d1
entonces el caso x∗ = y∗ generara´ infinitos puntos cr´ıticos de la forma
Pα = (α,X∗α, x
∗ − α, Y ∗α), α ≥ 0.
2.2.3. Estabilidad de los puntos cr´ıticos
Vamos a estudiar co´mo se comporta la estabilidad local de los puntos
estacionarios. Para ello procederemos como en el primer modelo,
aunque en este caso la estabilidad es menos clara.
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Proposicio´n 2.2.3.1. Dadas las condiciones de nuestro sistema (2.2)
planteado, se tienen las siguientes condiciones de estabilidad de los
puntos cr´ıticos P1, P2 y P3:
1. P1 es estable si y so´lo si rx, ry < d0,
2. P2 es estable si y so´lo si rx, ry > d0,
3. P3 es estable si y so´lo si d0 < ry y cy(rx − d0) < −cx(d0 − ry).
Demostracio´n. En virtud del Teorema de Hartman-Grobman, nos
basta calcular la matriz Jacobiana de f(z) evaluada en los puntos
cr´ıticos para estudiar la estabilidad local de ellos. Tenemos pues que
Jf =
∂(f1, f2, f3, f4)
∂(x,X, y, Y )
=

a11 0 a13 0
ax −d1 0 0
a31 0 a33 0
0 0 ay −d1

con
a11 =
rx(1 + cx(x+ y))− xrxcx
(1 + cx(x+ y))2
− d0
a33 =
ry(1 + cy(x+ y))− yrycy
(1 + cy(x+ y))2
− d0
a13 =
− xrxcx
(1 + cx(x+ y))2
a31 =
− yrycy
(1 + cy(x+ y))2
Evaluando la matriz en los puntos cr´ıticos tenemos las
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correspondientes matrices:
J (P1) =

rx − d0 0 0 0
ax −d1 0 0
0 0 ry − d0 0
0 0 ay −d1

J (P2) =

d0
rx
(d0 − rx) 0
d0
rx
(d0 − rx) 0
ax −d1 0 0
0 0 a233 0
0 0 ay −d1

J (P3) =

a311 0 0 0
ax −d1 0 0
d0
ry
(d0 − ry) 0
d0
ry
(d0 − ry) 0
0 0 ay −d1

donde
a233 = −
d0(cxd0 − cyd0 + cyrx − rycx)
cxd0 − cyd0 + cyrx
a311 =
d0(cxd0 − cyd0 + cyrx − rycx)
cyd0 − cxd0 + rycx
La matriz Jacobiana evaluada en el punto Pα tiene una estructura
ma´s compleja
J (Pα) =

αd20cx
rx
0
αd20cx
rx
0
ax −d1 0 0
aα31 0 a
α
33 0
0 0 ay −d1

donde
aα31 = −
(−d0 + rx − αcxd0)rxcxd0cy
(cxd0 − cyd0 + cyrx)2
aα33 = −
d0(c
2
xd
2
0 − 2cxd20cy + 2cxd0cyrx + c2yd20 − 2c2yd0rx
(cxd0 − cyd0 + cyrx)2
+
c2yr
2
x − ryc2xd0 − ryc2xcyαd0)
(cxd0 − cyd0 + cyrx)2
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Debido a la complejidad de la matriz Jacobiana de Pα, la estabilidad
de dicho punto cr´ıtico se comprobara´ mediante las simulaciones
nume´ricas.
Para ver la estabilidad hay que estudiar los autovalores de las tres
matrices.
Las matrices J (P1) y J (P3) son triangulares inferiores, por lo que sus
autovalores son los elementos de la diagonal
sp(J (P1)) = {λ11 = rx − d0, λ12 = −d1, λ13 = ry − d0, λ14 = −d1}
sp(J (P3)) =
{
λ31 = a
3
11, λ32 = −d1, λ33 =
d0
ry
(d0 − ry), λ34 = −d1
}
Por otro lado, la matriz J (P2) no es triangular, aunque si
desarrollamos el determinante por la cuarta columna obtenemos que
igualmente el determinante es el producto de los elementos de la
diagonal, por lo que sus autovalores son tambie´n los elementos de
la diagonal.
sp(J (P2)) =
{
λ21 =
d0
rx
(d0 − rx), λ22 = −d1, λ23 = a233, λ24 = −d1
}
Ahora bien, aplicando el Teorema de Hartman-Grobman, para que
haya estabilidad en los puntos cr´ıticos los autovalores de J (P1),
J (P2) y J (P3) tienen que tener parte real negativa. En vista de las
desigualdades que se forman se tiene que las condiciones necesarias y
suficientes para que los equilibrios sean estables son las siguientes:
1. P1 es estable si y so´lo si rx, ry < d0,
2. P2 es estable si y so´lo si rx, ry > d0,
3. P3 es estable si y so´lo si d0 < ry y cy(rx − d0) < −cx(d0 − ry).
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2.3. Conclusiones
La inestabilidad de los tres puntos estacionarios se pueden interpretar
dando varias observaciones:
1. El punto P1 = (0, 0, 0, 0) movie´ndonos dentro del rango de la
estabilidad podemos asegurar que si la solucio´n del problema
(2.2) se encuentra cerca de e´ste entonces convergera´ a el. Esto
indica que en este caso las ce´lulas tanto normales como tumorales
tendera´n a extinguirse, dando lugar a la muerte del paciente. Si
por el contrario nos movemos dentro del rango de inestabilidad
tendr´ıamos que la solucio´n escapar´ıa del punto P1, por lo que no
podremos afirmar a priori si el paciente se encuentra en algu´n
estadio avanzado del ca´ncer.
2. El punto P2 = (x
∗, X∗, 0, 0) es el que nos interesa. Al movernos
en el rango de estabilidad tendremos la garant´ıa de que la
solucio´n converja a dicho punto. Esto hara´ que la tasa de ce´lulas
tumorales descienda a cero mientras que la tasa de ce´lulas
normales se mantenga en un equilibrio. De esta forma la terapia
aplicada habr´ıa tenido e´xito y se podr´ıa eliminar el tumor del
sistema.
3. El punto P3 = (0, 0, y
∗, Y ∗) nos interesara´ que sea inestable,
pues de lo contrario la solucio´n convergera´ al punto, dando as´ı
una tasa de ce´lulas normales que desciende a cero y una tasa de
ce´lulas tumorales que convergen a un equilibrio. Esto significar´ıa
la muerte del paciente. Si logramos que este punto sea inestable
al menos podremos asegurar que la tasa de ce´lulas normales no
descienda a cero, por lo que se podr´ıa tratar al paciente para
poder salvarlo a tiempo.
2.4. Simulaciones en MatLab
Vamos a estudiar el comportamiento de las soluciones por medio
de simulaciones nume´ricas para comprobar que se verifica el ana´lisis
Modelo de estudio de Ce´lulas Madres Diferenciadas 47
teo´rico.
Consideraremos el siguiente conjunto de para´metros:
rx = 0, 005, ry = 0, 0115, d0 = 0, 002, d1 = 0, 213,
ax = ay = 1, 065 · 107, cx = 0, 75 · 10−4, cy = 0, 38 · 10−4
2.4.1. Puntos cr´ıticos
De partida podemos comprobar que si el dato inicial de nuestro sistema
es algu´n equilibrio se tiene que efectivamente la solucio´n de nuestro
sistema permanece constante. En nuestro caso, con los datos dados
tenemos que
x∗ = 2 · 104, X∗ = 1012, y∗ = 1, 25 · 105, Y ∗ = 6, 25 · 1012
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Figura 2.2: Representacio´n del equilibrio P1Bloque = (0, 0, 0, 0) usando
como dado inicial el punto z0 = (0, 0, 0, 0)
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Figura 2.3: Representacio´n del equilibrio P2Bloque = (x
∗, X∗, 0, 0)
usando como dado inicial el punto z0 = (x
∗, X∗, 0, 0)
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Figura 2.4: Representacio´n del equilibrio P3Bloque = (0, 0, y
∗, Y ∗)
usando como dado inicial el punto z0 = (0, 0, y
∗, Y ∗)
Podemos observar que los puntos P1Bloque , P2Bloque y P3Bloque , con
x∗ = 2 · 104, X∗ = 1012, y∗ = 1, 25 · 105, Y ∗ = 6, 25 · 1012
son equilibrios de nuestro sistema.
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2.4.2. Aparicio´n de ce´lulas tumorales
Realizaremos la simulacio´n con los siguientes datos iniciales{
x(0) = 2 · 104
X(0) = 1012
{
y(0) = 1
Y (0) = 0
Y mantendremos estos datos en todos los apartados.
Cabe destacar que en vista de los datos que disponemos nos
encontramos en el rango donde P2 y P3 son estables y P1 inestable.
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Figura 2.5: Solucio´n nume´rica tras 2190 d´ıas (6 an˜os)
Tras 6 an˜os se puede detectar un crecimiento en la tasa de ce´lulas
tumorales, as´ı como un decrecimiento en la tasa de ce´lulas normales.
En este tiempo el tumor se esta´ formando. De todas formas el
crecimiento del tumor es bastante lento, por lo que se podr´ıa tratar a
tiempo, pues en su posible deteccio´n el tumor puede encontrarse au´n
en fase 1. Todo esto recordemos que es posible aunque se parta de
una u´nica ce´lula tumoral, resaltando as´ı la importancia la deteccio´n a
tiempo.
En simulacio´n de la Figura 2.6 se ha aumentado un poco el para´metro
ry, es decir, se ha aumentado la cantidad de divisio´n de ce´lulas
tumorales por d´ıa. Observamos as´ı que a pesar de que el aumento
es muy bajo, en los 6 an˜os de observacio´n el tumor se ha expandido
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Figura 2.6: Solucio´n nume´rica variando el para´metro ry = 0,03
con mucha rapidez. Esto tiene sentido, pues variando ese para´metro
estar´ıamos dentro del rango de P3 estable.
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Figura 2.7: Solucio´n nume´rica variando los para´metros ry = 0,03 y
ay = 2,130 · 107
En la Figura 2.7 se muestra a pesar de aumentar la tasa de ce´lulas
normales que pasan a ser diferenciadas, el crecimiento del tumor no se
ve nada afectado. El paciente podr´ıa entrar en estado de meta´stasis (o
estadio 4). En esta fase el ca´ncer se extiende y la terapia que se aplique
puede resultar ineficiente por lo que habr´ıa que tratar al paciente con
un tratamiento paliativo. Esto es debido a que nos movemos en el
rango de P3 estable, pues ry mantiene el mismo valor y las condiciones
de estabilidad de los puntos no dependen de ay.
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2.4.3. Terapia
La terapia aplicada tendra´ e´xito cuando la divisio´n de ce´lulas normales
consiga ser ma´s grande que la divisio´n de ce´lulas tumorales, es decir,
cuando rx > ry. Variando estos para´metros podemos ver como influye
la terapia en el paciente.
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Figura 2.8: Solucio´n nume´rica para los para´metros rx = 0,3, y ry =
0,0115
En la Figura 2.8 se ha modificado los para´metros rx y ry para
representar el estado de terapia. Observamos que hay una proliferacio´n
de ce´lulas normales frente a las tumorales, que descienden a cero.
Se produce as´ı un e´xito en la terapia y el ca´ncer puede eliminarse.
Los datos indican adema´s que efectivamente nos estamos acercando al
punto P2 que es estable pues rx, xy > d0

Anexo I. Resultados
auxiliares
Trataremos en este anexo el plasmar todos los resultados auxiliares
que han servido para el desarrollo de este trabajo.
Teorema de Picard-Lindelo¨f
Sea f ∈ C0(Ω;RN) ∩ Liploc(y,Ω). Entonces existe un δ0 y una u´nica
funcio´n φ : (t0 − δ0, t0 + δ0) → RN que es solucio´n del problema de
Cauchy {
y′ = f(t, y)
y(t0) = y0.
Adema´s δ0 = mı´n{a, bM , 1Lk }, donde a, b > 0 son constantes tales que
1. K = [t0 − a, t0 + a]×B(y0, b) ⊂ Ω,
2. M = ma´x
K
|f |,
3. Lk es la constante de Lipschitz de f en K.
Lema de Gronwall
Sean u ∈ C1(t0, β) y k ∈ C0(t0, β) tal que
u′(t) ≤ k(t)u(t) ∀t ∈ [t0, β),
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entonces
u(t) ≤ u(t0) exp
(∫ t
t0
k(s)ds
)
∀t ∈ [t0, β).
Lema de comparacio´n
Sean ϕf y ϕg las dos soluciones de los problemas de Cauchy
(PC)f
{
y′ = f(t, y)
y(t0) = y0
(PC)g
{
y = g(t, y)
y(t0) = y
∗
0
donde f, g : Ω −→ RN+1, con f, g ∈ C0(Ω) ∩ Liploc(y; Ω) y t ∈ [t0, T ],
con T ≤ +∞. Entonces, si f(t, y) ≤ g(t, y) ∀(t, y) ∈ Ω e y0 ≤ y∗0, se
tiene que ϕf (t) ≤ ϕg(t) ∀t ∈ [t0, T ].
Teorema de Sturm
Sea f : (a, b) −→ R una funcio´n polino´mica, con −∞ ≤ a < b ≤ ∞.
Se considera la sucesio´n finita
(f0(x), f1(x), . . . , fr(x)), r ∈ Z, r ≥ 1
construida de la siguiente forma
f0(x) := f(x),
f1(x) := f
′(x),
Hacemos f0(x) = c1(x)f1(x) + r1(x), el algoritmo de divisio´n
entre f0(x) y f1(x). Definimos
f2(x) := −r1(x).
En general, dados fi(x) y fi+1(x), si fi+1(x) ∈ R paramos. En
caso contrario, hacemos
fi(x) = ci+1(x)fi+1(x) + ri+1(x),
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el algoritmo de divisio´n entre fi(x) y fi+1(x). Definimos
fi+2(x) := −ri+1(x)
Esta sucesio´n es la que se conoce como Sucesio´n de Sturm.
Dado α ∈ [a, b] tal que f(α) 6= 0, se define ν(α) como el nu´mero de
variaciones de signo en la Sucesio´n de Sturm
(f0(α), f1(α), f2(α), . . . , fr(α))
en la que omitiremos los ceros que puedan aparecer.
Tenemos entonces que si f(x) no se anula en los extremos del intervalo
(a, b), se tiene que el nu´mero de ra´ıces de f(x) en dicho intervalo es
ν(a)− ν(b).
Teorema de Hartman-Grobman
Sea y′ = f(y), f : RN −→ RN un sistema auto´nomo y J la matriz
Jacobiana de f(y). Sea y0 un punto cr´ıtico del sistema y consideremos
J (y0) la matriz Jacobiana evaluada en y0. Denotemos por
{λi}1≤i≤N ⊂ C al conjunto de autovalores de J (y0). Se tiene entonces
que
1. y0 es uniformemente asinto´ticamente estable si y so´lo si
<(λi) < 0 para todo 1 ≤ i ≤ N ,
2. y0 es inestable si y so´lo si existe algu´n 1 ≤ i ≤ N tal que
<(λi) > 0.
Criterio de Dulac-Bendixson
Dado un sistema auto´nomo plano
dx
dt
= f1(x, y)
dy
dt
= f2(x, y)
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definida sobre una regio´n Ω ∈ R2 simplemente conexa. Si existe una
funcio´n ϕ(x, y) ∈ C1(Ω) tal que la expresio´n
∂(ϕf)
∂x
+
∂(ϕf)
∂y
y tiene el mismo signo en casi todo Ω, es decir, es distinto de cero,
entonces el sistema anterior no posee o´rbitas c´ıclicas dentro de Ω.
Anexo II. Scripts de MatLab
Este anexo contiene todos los scripts que se han empleado en las
simulaciones nume´ricas de los dos modelos estudiados a lo largo del
trabajo.
Modelo de estudio de respuesta inmune
Funcio´n Equilibrios
function [P] = Equilibrios(s,b,r,e,m,d,a)
% La funcio´n Equilibrios calcula por un lado las
% soluciones de la ecuacio´n en y
%
% (m*b)*y^3 + (-m+b*(m*e+d-r))*y^2 +
% (s/a+r-m*e+d*e*b-d)*y + (e*(s/a-d))
%
% correspondiente a la componente segunda de los
% equilibrios, y por otro lado los representa todos,
% incluyendo el punto (s/d,0) ya calculado en el
% ana´lisis teo´rico.
% Las variables de entrada son los para´metros de la
% ecuacio´n.
%
% Datos de intere´s.
%
% s = 0.1181
% b = 0.002
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% r = 1.131
% e = 20.19
% m = 0.00311
% d = 0.3743
% a = 1.636
%
C0 = e*(s/a-d); % Calculamos los
% coeficientes del
C1 = s/a+r-m*e+d*e*b-d; % polinomio en y.
C2 = -m+b*(m*e+d-r);
C3 = m*b;
Raices = roots([C3,C2,C1,C0]); % Calculamos el
% conjunto de raı´ces
% del polinomio.
% El comando roots devuelve tanto las raı´ces reales
% como las imaginarias, por lo que una vez calculadas
% debemos separar las imaginarias y quedarnos con las
% reales.
R = [];
for i=1:length(Raices) % De manera recursiva
% almacenamos en un
if (imag(Raices(i))== 0) % vector todas las
% raı´ces reales del
% polinomio.
R = [R,Raices(i)];
else
R = R;
end
end
% Una vez calculadas las raı´ces, calculamos la componente
% primera asociada a cada raı´z para construir los
% equilibrios totales.
% Recordemos que la relacio´n que se tenı´a era que
%
% x=a*(1-b*y)
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%
f = @(x) a*(1-b*x); % Representamos la
% funcio´n que a cada
% raı´z del polinomio
% anterior le asocia
% su componente
% primera del
% equilibrio.
P = [s/d, 0]; % A~nadimos como caso
% base el equilibrio
% calculado en el
% ana´lisis teo´rico.
for i=1:(length(R)) % Almacenamos en un
% vector todos los
P = [P;[f(R(i)),R(i)]]; % puntos crı´ticos
% finales.
end
P;
Funcio´n KT
function KT(z0,T)
% Funcio´n que dados (z0,T) con z0 un vector de datos
% iniciales y T un tiempo, resuelve el sistema
% diferencial
%
% | x’ = s+((r*x*y)/(e+y))-m*x*y-d*x
% | y’ = a*y*(1-b*fy)-x*y
% | z(0) = (x(0),y(0)) = z0, t en [0,T]
%
% donde
% s,b,r,e,m,d,a son constantes positivas.
% Datos de intere´s.
%
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% s = 0.1181
% b = 0.002
% r = 1.131
% e = 20.19
% m = 0.00311
% d = 0.3743
% a = 1.636
s = 0.1181;
b = 0.002;
r = 1.131;
e = 20.19;
m = 0.00311;
d = 0.3743;
a = 1.636;
% Construimos las funciones que definen el sistema
% diferencial.
f1 = @(t,x) s+((r*x(1).*x(2))./(e+x(2)))-m*x(1)*x(2)-d*x(1);
f2 = @(t,x) a*x(2).*(1-b*x(2))-x(1).*x(2);
f = @(t,x) [f1(t,x);f2(t,x)]; % Funcio´n del
% sistema.
[t,y] = ode45(f,[0,T],z0) % Resolvemos el
% sistema
% nume´ricamente.
% Dibujamos a continuacio´n las gra´ficas de las
% soluciones.
%
% Soluciones del sistema diferencial.
close all
hold on
plot(t,y(:,1))
plot(t,y(:,2))
axis([0,T,min(min(y))-5,max(max(y))+5])
legend(’Concentracio´n de ce´lulas inmunes’,...
’Concentracio´n de ce´lulas tumorales’,’location’,’best’)
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xlabel(’Tiempo’)
ylabel(’Concentraciones de las ce´lulas’)
title([’Comportamiento de las ce´lulas en ’,num2str(T), ’ dı´as’])
%
% Dibujaremos tambie´n el plano de fases junto con
% los puntos de equilibrio para estudiar como se
% comporta la estabilidad de los puntos calculados
% nume´ricamente, pues en el ana´lisis teo´rico no
% podiamos afirmar nada.
[P] = Equilibrios(s,b,r,e,m,d,a)
% Cargamos los puntos de equilibrio mediante la
% funcio´n
% Equilibrios(s,b,r,e,m,d,a)
% calculada en el anterior Script.
%
% Representacio´n del plano de fases.
%
figure (2)
hold on
plot(y(:,1),y(:,2))
plot(P(:,1),P(:,2),’r.’,’MarkerSize’,10)
axis([min(y(:,1))-1,max(y(:,1))+1,min(min(y))-10,max(max(y))+10])
legend(’O´rbita’,’Equilibrios’,’location’,’best’)
title([’Plano de fases resultante dados ’,num2str(T), ’ dı´as’])
Modelo de estudio de Ce´lulas Madres
Diferenciadas
Funcio´n DM
function DM(z0,T)
% Funcio´n que dados (z0,T) con z0 un vector de
% datos iniciales y T un tiempo, resuelve el
% sistema diferencial
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% | x’ = (rx*phi-d0)*x
% | X’ = ax*x-d1*X
% | y’ = (ry*psi-d0)*y
% | Y’ = ay*y-d1*Y
% | z(0) = (x(0),X(0),y(0),Y(0)) = z0, t en [0,T]
%
% donde
% phi = 1/(1+cx*(x+y)))
% psi = 1/(1+cy*(x+y)))
% rx, ry, d0, d1, ax, ay, cx, cy constantes
% positivas.
% Datos de intere´s
%
% rx=0.005
% ry=0.0115
% d0=0.002
% d1=0.213
% ax=1065.e4
% ay=1065.e4
% cx=75.e-6
% cy=38.e-6
%
rx=0.005;
ry=0.0115;
d0=0.002;
d1=0.213;
ax=1065.e4;
ay=1065.e4;
cx=75.e-6;
cy=38.e-6; % A~nadimos las
% constantes.
phi = @(t,x) 1./(1+cx*(x(1)+x(3))); % Definimos las
% funciones phi
% y psi.
psi = @(t,x) 1./(1+cy*(x(1)+x(3)));
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fx = @(t,x) (rx*phi(t,x)-d0)*x(1); % Se definen las
% funciones que
fX = @(t,x) ax*x(1)-d1*x(2); % forman el
% sistema
% diferencial.
fy = @(t,x) (ry*psi(t,x)-d0)*x(3);
fY = @(t,x) ay*x(3)-d1*x(4);
f = @(t,x) [fx(t,x);fX(t,x);fy(t,x);fY(t,x)]; % Funcio´n
% del
% sistema.
[t,y] = ode45(f,[0,T],z0) % Resolvemos el
% sistema
% nume´ricamente.
% Dibujamos las gra´ficas de las soluciones.
%
% Soluciones que representan las ce´lulas normales y
% normales diferenciadas.
close all
hold on
plot(t,y(:,1))
plot(t,y(:,2))
axis([0,T,min(min(y))-1.e12,max(max(y))+1.e12])
legend(’Ce´lulas normales’,’Ce´lulas normales diferenciadas’,’location’,...
’best’)
xlabel(’Tiempo’)
ylabel(’Nu´mero de ce´lulas normales’)
title([’Comportamiento de las ce´lulas en ’,num2str(T), ’ dı´as’])
%
% Soluciones que representan las ce´lulas tumorales y
% tumorales diferenciadas.
figure(2)
hold on
plot(t,y(:,3))
plot(t,y(:,4))
axis([0,T,min(min(y))-1.e12,max(max(y))+1.e12])
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legend(’Ce´lulas tumorales’,’Ce´lulas tumorales diferenciadas’,’location’,...
’best’)
xlabel(’Tiempo’)
ylabel(’Nu´mero de ce´lulas tumorales’)
title([’Comportamiento de las ce´lulas en ’,num2str(T), ’ dı´as’])
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