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Here we theoretically investigate the valley-dependent transmission of particles through a com-
bined electric and magnetic barrier in the α− T3 model which interpolates between the honeycomb
and the dice lattices. We put forward that the combination of the Fabry-Pe´rot interferences and the
magnetic field leads to a perfect transmission for one valley and a suppression of the transmission for
the other valley. When only one of the barriers (magnetic or electric) is present, no valley polarized
current can be produced. By tuning the Fermi energy, this valley-dependent peculiar behavior can
be used as valley filtering. Our results show that highly efficient valley filtering with maximum
conductivity and polarization can be achieved by controlling the value of the magnetic field and the
electric barrier width and height.
I. INTRODUCTION
The valley degree of freedom in condensed matter ma-
terials opened the door to a new field referred as val-
leytronics1,2 which is reminiscent of the spintronics3. The
band structure of the valleytronics materials must have
at least two inequivalent valleys in order to control the
current coming from each valley. Graphene, a single sheet
of carbon atoms arranged in a honeycomb lattice (HCL)
that offers two valleys K and K ′, is one of the most used
valleytronics materials. In the existing literature differ-
ent methods to obtain a valley filter in graphene have
been presented such as lattice strain4–8, line defect9,10,
trigonal warping effect11, the effect of mirror-symmetry
breaking12 and strong electrostatic potential13. The
black phosphorus has also been used as valley filter with
the merging of Dirac cones14. As well, the presence of a
magnetic field and a potential barrier in bilayer graphene
acts as a valley filter15.
Raoux et al.16 introduced the α − T3 model that is
obtained from a HCL by adding in the center of each
hexagon an extra site related to one of the sites A or B
by an α-dependent hopping amplitude that adjusts the
coupling between atoms. The interest of the α−T3 model
lies in the fact that it interpolates via the parameter α
between graphene (α = 0) and dice lattice (or T3)
17,18
(α = 1) and that its energy spectrum does not depend
on α . It has been showed that Hg1−xCdxTe19 for a crit-
ical value x = 0.17, maps onto the α − T3 structure for
a parameter α = 1√
3
. The energy band spectrum of the
α−T3 model is composed of two dispersive bands similar
to those of graphene and a dispersionless flat band that
crosses the K and K ′ valleys. One of the most striking
characteristics for the α−T3 model is that the dispersion
relation at low energy is linear and the particles behave
as massless Dirac particles with a hybrid pseudospin that
is an admixture of pseudospin S = 1/2 of graphene and
pseudospin S = 1 of dice lattice. As a consequence, many
unusual properties have been attributed to the α − T3
model such as Klein tunneling20 that consists in perfect
transmission across a potential barrier that occurs at nor-
mal incidence and it is related to the conservation of the
pseudospin21. Perfect transmission at oblique incidence
can arise from Fabry-Pe´rot interferences of the particle
bouncing between the two interfaces of the barrier for all
values of α21. For the dice lattice, when the energy of
the incident particle is equal to half of the barrier height,
a peculiar property called super Klein tunneling22 is ob-
served. It corresponds to the perfect transmission of the
particles through the barrier for all the incidence angles.
It has been demonstrated that inhomogeneous magnetic
field can suppress the Klein tunneling23 and confine parti-
cles in graphene24 and dice lattice22. Another significant
property of the α − T3 model is that when a perpendic-
ular magnetic field is applied on the lattice, the energy
becomes quantized into Landau levels which are different
for the K and K ′ valleys when 0 < α < 1.
Recently, due to its exotic properties, the α−T3 model
have been considered for valley filtering. Indeed, Hong-
Ya Xu et al.25 have used a geometric Valley Hall Effect
in the α−T3 model as valley filtering. SK Firoz Islam et
al.26 have showed that the α−T3 model under a magnetic
field acts as a valley filter when subjected to weak spatial
electric and magnetic modulation.
We propose, in this paper, highly efficient valley filter-
ing in the α−T3 model by using a combined electric and
magnetic barrier. The electric barrier taken alone acts
as a Fabry-Pe´rot interferometer where the particles can
be transmitted across the barrier either by Klein tunnel-
ing or by Fabry-Pe´rot resonances that are analogous to
those encountered in optics and the current crossing the
electric barrier is not valley polarized. Adding the mag-
netic barrier to the electric barrier suppresses the Klein
tunneling and induces valley-dependent Fabry-Pe´rot res-
onances which correspond to the Onsager semiclassical
quantization of cyclotron orbits that coincide with the
Landau levels. We also show that by considering a mag-
netic barrier alone, not only there is no valley-dependent
transmission but also the transmission probability is al-
most the same for all the values of the parameter α.
The article is organized as follows. In Section II, we
present the α − T3 model. Section III is devoted to cal-
2culate the transmission probability, the conductivity and
the polarization for the combined electric and magnetic
barrier. In Section IV, our results are presented and the
valley-dependent transmission is discussed. Finally, Sec-
tion V, summarizes and concludes the present article.
II. PRESENTATION OF THE α− T3 MODEL
Graphene is a 2D layer of carbon atoms arranged in
a HCL which results from the juxtaposition of regular
hexagons. The crystallographic structure of graphene
is then described by a triangular Bravais lattice whose
primitive cell consists of two carbon atoms A and B
because they are not equivalent from a crystallographic
point of view.
Starting from the HCL of graphene and adding in the
center of each hexagon an atom C connected to one of
the two inequivalent sites (for exemple B) with a hop-
ping amplitude tBC = tAB =
t√
2
where t is the hopping
amplitude between the sites A and B of HCL, we obtain
the dice lattice T3
17.
The α− T3 model interpolates between HCL and dice
lattice via the parameter α such as the hopping ampli-
tudes are given by: tBC = αtAB. Indeed, we obtain HCL
for α = 0 and the dice lattice for α = 1. Fig. 1 shows
the arrangement of the atoms within the α − T3 model.
For computing convenience, we introduce the parameter
ϕ such as tanϕ = α.
FIG. 1. (Color online) The α − T3 lattice. There are three
sites A, B and C in each unit cell. The hopping amplitudes
between the sites A and B are denoted t cosϕ and those be-
tween the sites B and C are given by t sinϕ.
The low energy Hamiltonian for the α− T3 model can
be written as:
Ho =

 0 fχo (k) cosϕ 0f∗χo (k) cosϕ 0 fχo (k) sinϕ
0 f∗χo (k) sinϕ 0

 (1)
where fχo (k) = ~vF (χkx − iky). Here χ = ±1 is the
valley index and vF is the Fermi velocity. The spectrum
consists of two cones whose energies are Es = s~vF |k|
where s = ± refers to the band index and a flat band
with energy E = 0. The corresponding wave functions
are given by16:
ψs(~r) =
1√
2

 cosϕeiθχs
sinϕe−iθχ

 ei~k~r (2a)
ψ0(~r) =

 sinϕeiθχ0
− cosϕe−iθχ

 ei~k~r (2b)
where θχ = arg f
χ
o (k). The bands of the spectrum touch
at the six corners of the Brillouin zone with two in-
equivalent points corresponding to the K and K ′ valleys
(Fig. 2). We see from the expression of the energy that
the band structure is independent of the parameter α
whereas the eigenfunctions do.
FIG. 2. (Color online) The energy spectrum of the α − T3
model consists of two dispersive bands and a flat band. The
zoom-ins give the low energy spectrum around the K and K′
valleys.
The α− T3 model is characterized by an α-dependent
Berry phase that is continuously variable from π (for
graphene) to 0 (for the dice lattice). The expression of
the Berry phase is given respectively for the dispersive
bands and for the flat band by16:
θB = χπ cos 2ϕ (3a)
θ0B = −χ2π cos 2ϕ (3b)
When subjected to a magnetic field, the energy be-
comes quantized, i.e. the electronic density is condensed
into Landau levels. The energy of the Landau levels for
the dispersive bands in the α− T3 model (0 < α < 1) is
different for the K and K ′ valleys and is given by :
Eχn = s~ωc
√
n+
1
2
− χ
2
cos 2ϕ (4)
where n = 0, 1, ..., the cyclotron pulsation is ωc =
√
2 vFlB
with lB =
√
~
eB being the magnetic length.
3The energy of the flat band remains zero. Note that for
the graphene and the dice lattice, the Landau levels at
the K and K ′ points are the same.
III. TUNNELING THROUGH AN ELECTRIC
AND MAGNETIC BARRIER
Here we study the tunneling of Dirac fermions through
a combined electric and magnetic barrier. The electric
barrier V (x) is of height V0 and width L and the magnetic
field ~B(x) = B(x)~z is perpendicular to the α−T3 lattice
(Fig. 3) such as:
B(x) = B0Θ(x
2 − L
2
4
) (5a)
V (x) = V0Θ(x
2 − L
2
4
) (5b)
where Θ is the Heaviside step function.
In this case, the Hamiltonian reads:
H =

 V (x) fχ(k) cosϕ 0f∗χ(k) cosϕ V (x) fχ(k) sinϕ
0 f∗χ(k) sinϕ V (x)

 (6)
where fχ(k) = χ~vF kx − i(~vF ky + evFAy). Here Ay is
the y component of the vector potential in the Landau
jauge ~A = (0, Ay, 0) and its expression is given by:
Ay(x) = B0


−L/2 if x < −L/2
x if |x| < L/2
L/2 if x > L/2
(7)
The barrier is uniform along the y direction so that the
y component of the wave vector is conserved. The wave
function can thus be written as Φ (x, y) = Ψ (x) eikyy
where Ψ (x) = (ψA(x), ψB(x), ψC(x))
T
is the three-
component pseudospinor.
By solving the Dirac equation HΨ(x) = EΨ(x), we ob-
tain the expression of the wave functions in the three
regions of the barrier. In region I, the wave function is:
ΨχI (x) =
1
√
2

χe−iχθ cosϕ1
χeiχθ sinϕ

 eikxx
− rχ√
2

 χeiχθ cosϕ−1
χe−iχθ sinϕ

 e−ikxx
(8)
The first and second terms refer respectively to the inci-
dent and reflected waves with the reflexion amplitude rχ
for the valley χ. The wave function in region III is given
by:
ΨχIII(x) =
tχ√
2

χe−iχθ
′
cosϕ
1
χeiχθ
′
sinϕ

 eiqxx (9)
FIG. 3. (Color online) Top panel: Schematic of the spec-
trum in the α − T3 model tunneling through an electric and
magnetic barrier. Outside the barrier, the occupied states
are depicted in grey. Inside the barrier, the energy is quan-
tized into Landau levels which are different for the K valley
(red) and K′ valley (blue) when 0 < α < 1. The orange
and green arrows represent respectively the current injection
(IK + IK′) and the valley polarized current (IK or IK′) for
energies E > k0. For energies −k0 < E < k0 there is no cur-
rent due to evanescent waves. Here k0 is given by Eq. (12).
Bottom panel: Schematic of a combined electric and magnetic
barrier produced by a ferromagnetic metallic (FM) strip de-
posited on the central region of the sample, a back gate po-
tential Vbg and a top gate potential Vtg. Vbg and Vtg control
respectively the Fermi energy EF and the barrier height. The
α− T3 sample is placed between two dielectric layers (purple
strips).
where tχ corresponds to the transmission amplitude for
the χ valley. The incidence and the emergence angles are
respectively written as:
θ = arctan
(
ky − k0
kx
)
θ′ = arctan
(
ky + k0
qx
) (10)
The wave vectors in the first and third regions read re-
spectively:
kx =
√
E2 − (ky − ko)2
qx =
√
E2 − (ky + ko)2
(11)
4where
ko =
γL
2
(12)
with γ = ( llB )
2. We used the following dimensionless
variables: E → Et , V0 → V0t , kxy → kxyl, qx → qxl,
L → Ll and x → xl with l = ~vFt and lB =
√
~
eB is the
magnetic length.
Inside the barrier, the wave functions for the K and
K ′ valleys for E 6= V0 are of the form:
ΨKII(x) =a

p+Dp+−1(X) cosϕλDp+(X)
−Dp++1(X) sinϕ

+
b

−p+Dp+−1(−X) cosϕλDp+(−X)
Dp++1(−X) sinϕ


(13a)
ΨK
′
II (x) =a

 Dp−+1(X) cosϕλDp−(X)
−p−Dp−−1(X) sinϕ

+
b

−Dp−+1(−X) cosϕλDp−(−X)
p−Dp−−1(−X) sinϕ


(13b)
For E = V0 and ϕ 6= 0, i.e. at the flat band, the wave
functions become:
ΨK0II(x) =a

(p+ + 1)Dp+−1(X) sinϕ0
Dp++1(X) cosϕ

+
b

(p+ + 1)Dp+−1(−X) sinϕ0
Dp++1(−X) cosϕ


(14a)
ΨK
′
0II(x) =a

 Dp−+1(X) sinϕ0
(p− + 1)Dp−−1(X) cosϕ

+
b

 Dp−+1(−X) sinϕ0
(p− + 1)Dp−−1(−X) cosϕ


(14b)
where λ = i(E−Vo)√
2γ
andX =
√
2
γ (ky+γx). Those latter
wave functions are written using the parabolic cylinder
functions Dpχ
27 of order pχ given by:
pχ =
1
2
(
(E − Vo)2
γ
+ χ cos 2ϕ− 1
)
(15)
The matching conditions for particles in the
α − T3 model21 are different from Schro¨dinger and
Dirac particles. For that, we integrate the eigen-
value equation HΨ(x) = EΨ(x) over the inter-
val [xo − η, xo + η] by taking kx = −i ∂∂x and we
find: [SϕxΨ(x0 + η)− SϕxΨ(x0 − η)] =
∫ x0+η
x0−η iχ[(E −
V (x))I3 − (ky + γA(x))Sϕy ] where I3 is the iden-
tity matrix, Sϕx =

 0 cosϕ 0cosϕ 0 sinϕ
0 sinϕ 0

 and Sϕy =
i

 0 − cosϕ 0cosϕ 0 − sinϕ
0 sinϕ 0

 . Sending η to 0, the second
member of this latter equation vanishes, which leads to
the matching conditions at x0:
SϕxΨ(x
+
0 ) = S
ϕ
xΨ(x
−
0 ) (16)
By using these boundary conditions for x = ±L2 , we get
the transmission amplitude tχ. Details of the calculation
are given in Appendix A.
To calculate the transmission probability we need to in-
troduce the probability current21:
~J =
{
Jx = vF (Re[ψ
∗
B(cosϕψA + sinϕψC)])
Jy = vF (Im[ψ
∗
B(cosϕψA − sinϕψC)]) (17)
We finally end up with the transmission probability for
the χ valley:
Tχ =
|J trx |
|J incx |
=
∣∣∣∣cos θ′cos θ
∣∣∣∣ |tχ|2 (18)
where J trx and J
inc
x are the transmitted and incident com-
ponents of the current along the x direction which are
calculated respectively from the first term of the wave
function in region I (Eq. (8)) and the wave function in
region III (Eq. (9)).
The transmission probability can be appreciated by us-
ing measurable quantities such as the conductivity which
is given by employing the Landauer-Bu¨ttiker formula28:
σχ =
L
W
2e2
~
∑
ky
Tχ(ky) (19)
Here W corresponds to the width of the barrier in the y
direction. The factor 2 accounts for the spin degeneracy.
Finally, to better appreciate the difference between the
K and K ′ valleys, it is judicious to calculate the valley
polarization that is determined by:
P =
σ+ − σ−
σ+ + σ−
(20)
It is important to note that particles can tunnel
through the barrier, with a transmission probability
given by Eq. (18), only if the wave vectors kx and qx
(Eq. (11)) of the incident and transmitted waves are real
which leads to |E| > k0 and k0 − E < ky < E − k0
as depicted in the blue zone in Fig. 5. However, for
|E| < k0 particules cannot travel the barrier because at
5least one of the wave vectors kx and qx is imaginary.
Particularly, when E − k0 < ky < k0 − E and |E| < k0
(red zone in Fig. 5), both wave vectors qx and kx are
imaginary and in this case the spectrum inside the pure
magnetic barrier becomes quantized29. In order to get
the spectrum of the bound states, we consider the Dirac
equation HΨ(x) = EΨ(x) that leads to the Schro¨dinger
equation for the second component ψB(x) of the wave
function Ψ(x):
−∂2xψB(x) + U(x)ψB(x) = E2ψB(x) (21)
where the effective potential reads:
U(x) =


(ky − ko)2 x < −L/2
(ky + γx)
2 + Uχ |x| < L/2
(ky + ko)
2 x > L/2
(22)
with:
Uχ = −χγ cos 2ϕ (23)
x/L
-0.5 0 0.5
(E
/k
0
)2
0
1
ky = 0
0 < ky < k0
ky > k0
U
−
/k20
U
−
/k20
U+/k
2
0
U+/k
2
0
FIG. 4. (Color online) Potential U(x) as a function of x
for different values of ky ≥ 0 in the case where Uχ = 0. For
ky = 0 (red line): symmetric quantum well of depth k
2
0 . For
0 < ky < k0 (blue line): asymmetric quantum well of depth
U− = (ky−k0)2. For ky > k0 (black line): there are no bound
states. The expression of U+ is given by U+ = (ky + k0)
2.
We plot in Fig. 4, the potential U(x) as a function of
x for different values of ky in the case where Uχ = 0. The
potential U(x) represents a quantum well for 0 ≤ ky < k0
(blue and red lines) and thus the spectrum is quantized
when E − k0 < ky < k0 − E and |E| < k0 (red zone in
Fig. 5). Otherwise, there are no bound states for ky ≥ k0.
Note that there is a maximum of bound states in the case
of the symmetric quantum well (ky = 0). If we take into
account the term Uχ the spectrum inside the magnetic
barrier is shifted upwards (downwards) for the K ′ (K)
and this shift is responsible for the lifting of the valley
degeneracy of the bound states of the barrier when 0 <
α < 1. Hence, the spectrum corresponds approximately
to the Landau levels30 given by Eq. (4) as calculated in
the Appendix B.
The presence of the electric barrier (V (x) 6= 0) enables to
shift upwards the spectrum by V0 such as the progressive
waves find inside the barrier the bound states (see Fig.
3) which leads to a valley dependent transmission and
that is the aim of this work. However, the pure magnetic
barrier (V (x) = 0) is not sufficient to obtain a valley-
dependent transmission. Indeed, particles traveling the
barrier (|E| > k0) will find inside the barrier a continuum
spectrum that does not enable to have a valley-dependent
transmission as depicted in Fig. 5.
FIG. 5. (Color online) Top panel: Schematic representa-
tion in the (ky, E) space of the two zones where the waves
are evanescent (red zone with kx and qx imaginary) and are
progressive (blue zone with kx and qx real).
Lower panel: Schematic of the spectrum across a pure mag-
netic barrier in the α− T3 model. For |E| < k0 no transmis-
sion is allowed due to the evanescent waves. For |E| > k0, the
particle can travel the barrier in which there is a continuum
spectrum.
In order to make an optimal study of the transmission
probability, we also take into consideration the potential
barrier in the absence of magnetic field. In that case, the
wave functions outside the barrier are given from Eq. (8)
and Eq. (9) by taking the magnetic field B = 0. Inside
the barrier, the wave function for E 6= V0 becomes:
ΨII =
a√
2

e−iΦcosϕs
eiΦsinϕ

 eiq0x
+
b√
2

 −eiΦcosϕs
−e−iΦsinϕ

 e−iq0x
(24)
6where Φ = arctan
(
ky
q0
)
, q0 =
√
(E − V0)2 − k2y and
s = sign(E − V0).
For E = V0, the Schrodinger equation HΨ(x) =
EΨ(x) gives:

cosϕ(∂x + ky)ψB(x) = 0
cosϕ(∂x − ky)ψA(x) + sinϕ(∂x + ky)ψC(x) = 0
sinϕ(∂x − ky)ψB(x) = 0
(25)
The solutions depend on either ky = 0 or ky 6= 0:
(i) for ky = 0 and ϕ 6= 0 , the wave function is a
constant: Ψ
ky=0
0II (x) =

ab
c

.
(ii) for ky 6= 0 and ϕ 6= 0, the wave function is given
by:
Ψ
ky 6=0
0II (x) =

 aekyx0
be−kyx

.
We obtain the same wave functions for 0 < α ≤ 1 as
those obtained by Urban et al.22 for α = 1. Hence, the
transmission probability is given by:
{
T (ky = 0) = 1
T (ky 6= 0) = 0 as
depicted in Fig. 6.
By using the matching conditions (Eq. (16)), we ob-
tain the transmission probability in the absence of a mag-
netic field which is the same for the two valleys:
To =
1
1 + 4γ+γ−(γ+−γ−)2 sin
2(qoL)
(26)
where
γ± = (cos θ ∓ s cosΦ)2 + cos2 2ϕ(sin θ − s sinΦ)2 (27)
Here θ is given by Eq. (10) in the absence of the mag-
netic field (B = 0). This expression of the transmission
probability is in coordination with the result found by E.
Illes et al.21.
IV. RESULTS AND DISCUSSION
First of all, we focus on the case of a pure electric
barrier. For that, we plot in Fig. 6 the transmission
probability To, given by Eq. (26), as a function of the
transverse momentum ky and the energy E for different
values of the parameter α. From the expression of the
transmission probability given by Eq. (26), perfect trans-
mission (To = 1) occurs when γ+γ− = 0 or sin2(q0L) = 0.
The first case, known as the Klein tunneling effect20, is
available at normal incidence (ky = 0) and for all values
of the parameter α21 and it is related to the conservation
of the pseudospin. The second case implies q0L = nπ
and it corresponds to the Fabry-Pe´rot resonances that
are analogous to those encountered in optics. Fig. 6 (c)
also points up a significant behavior for the dice lattice of
the transmission probability for an energy E = V02 : there
is a perfect transmission for all values of the incidence
angle and the barrier acts as if it was fully transparent
and this is the so-called super Klein tunneling22. Indeed,
in this case, the parameter γ− given by Eq. (27) vanishes
for all the values of ky leading to a perfect transmission
(To = 1). This figure also spotlights the fact that the
transparency of the barrier enhances when the param-
eter α increases21. It is important to retain that the
transmission probability is exactly the same for the K
and K ′ valleys for all the values of the parameter α in
the presence of an electric barrier.
FIG. 6. (Color online) Transmission probability To (Eq. (26))
of the α− T3 model through an electric barrier of width L =
450l and height V0 = 0.05t when B = 0T as a function of the
transverse momentum ky and the energy for different values
of the parameter α. (a) α = 0 (HCL), (b) α = 1√
3
and (c)
α = 1 (dice lattice). The value of ky must be taken such as
the value of kx (Eq. (11)) is real: |ky | < kmax = E.
Then we take into consideration the tunneling through
only a magnetic barrier. For that, we depicted in Fig. 7
the polar plot of the transmission probability for a pa-
rameter α = 1√
3
through a magnetic barrier as a function
of the incident angle for different values of the barrier
width L and the energy E. In this case, the transmission
probability is given in Appendix A in the absence of the
electric barrier (Vo = 0).
To interpret these results, we use the semiclassical ap-
proximation where the particle describes a cyclotron or-
bit of radius rc =
|E|
γ
31 inside the magnetic barrier. The
emergence of the particle at the second interface of the
barrier depends on the incident angle θ, the cyclotron
radius rc and the width of the barrier L. Using the con-
servation of the transverse momentum ky and from Eq.
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FIG. 7. (Color online) (a) Illustration of semiclassical trajec-
tories of particles through a magnetic barrier for θ < θc and
θ > θc where θc is the critical incident angle given by Eq.
(28). (b-c) Polar plot of the transmission probability for a
parameter α = 1/
√
3 through a magnetic barrier (B = 1T )
as a function of the incidence angle for different values of the
barrier width L (b) and different values of the energy E (c).
In panel (b), the energy is taken E = 0.03t and the green line
corresponds to L = 350l, the blue line is L = 450l and the red
line corresponds to L = 550l. In panel (c), the barrier width
is taken L = 450l, the green line is E = 0.026t, the blue line
is E = 0.03t and the red one corresponds to E = 0.04t.
(10), we obtain the relation: sin θ′ = sin θ + 2k0E . We
see from this relation that the transmission probability
vanishes for all the incidence angles θ for the energies
|E| < k0 due to evanescent waves as discussed above and
depicted in Fig. 5 (red zone).
In the case where |E| > k0, the particle can emerge if
−1 < sin θ + 2k0E < 1 which implies that:
sin θ < 1− 2k0
E
= sin θc (28)
where θc is the critical incident angle. Consequently, if
θ < θc (blue zone in Fig. 5), there is a perfect transmis-
sion while when θ > θc, the particle makes a full turn
and is reflected as illustrated in Fig. 7(a) and hence the
magnetic barrier in the α− T3 model confines the Dirac
Weyl quasiparticles as in the case of graphene24 and the
dice lattice22. Thus, when considering only a magnetic
barrier, the transmission is independent of the parameter
α as mentioned by Urban et al.22 for the limiting cases
(graphene and dice lattice).
We clearly see that for a given energy (Fig. 7(b)) when
we increase the width of the magnetic barrier, the critical
angle (Eq. (28)) decreases leading to a diminution of the
transmission probability. In Fig. 7(c), we notice that for
a given L the transmission probability increases when the
energy enhances. We note that the transmission proba-
bility is exactly the same for the K and K ′ valleys in the
case of the presence of only a magnetic barrier for all the
values of the parameter α.
Let us now discuss the tunneling through a combined
electric and magnetic barrier. To that end, we plot in
Fig. 8 the transmission probability at the two valleys K
and K ′ as a function of the transverse momentum ky and
the energy for different values of the parameter α. We
notice first of all that the barrier becomes less transpar-
FIG. 8. (Color online) Transmission probability Tχ (Eq. (18))
for the two valleys K and K′ through a combined electric
and magnetic barrier as a function of transverse momentum
ky and the energy for the different values of the parameter α
written in the figure. The parameters used here are:
V0 = 0.05t, B = 1T and L = 450l.
ent in the presence of the magnetic field which is related
to the fact that the electron exhibits, in a semiclassical
picture, a circular orbit inside the barrier and the proba-
bility for the particle to reach the second interface of the
barrier diminishes29. Moreover, regardless of the value
of the parameter α, there is a suppression of the Klein
tunneling i.e. there is no perfect transmission at nor-
mal incidence (ky = 0). In the case of the dice lattice
(α = 1), there is no more super Klein tunneling. For the
HCL (α = 0) and the dice lattice (α = 1), i.e the limiting
cases of the α − T3 model, the transmission probability
is identical for the valleys K and K ′.
The main result of this article is seen for 0 < α < 1.
Indeed, in Fig. 8 for α = 1√
3
the behavior of the trans-
mission probability is different for K and K ′ which high-
lights a valley-dependent transmission. To better under-
stand this behavior, we plot in Fig. 9 the transmission
probabilities Tχ (full lines) for the two valleys K and
K ′ at ky = 0 as a function of the energy for the three
same parameters α as used in Fig. 8. For α = 0 and
α = 1 (Fig. 9), the transmission probabilities for the two
valleys K and K ′ (plotted in black full lines) are exactly
the same which brings out that the particle in those cases
present no valley-dependent transmission. However, for
α = 1√
3
the transmission probabilities for the two val-
leys are different as illustrated in Fig. 9 where the full
red line corresponds to the transmission for the K val-
ley and the full blue line refers to the K ′ valley. This
last result is also available for all the values of α that
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FIG. 9. (Color online) Transmission probability Tχ (Eq. (18))
(full lines) and transmission probability TχFP (Eq. (31)) in the
Fabry-Pe´rot form (dashed lines) at normal incidence (ky = 0)
through a combined electric and magnetic barrier as a func-
tion of the energy for different values of α (α = 0, α = 1√
3
and
α = 1 ). The parameters used here are: V0 = 0.05t, B = 1.5T
and L = 450l. The light blue vertical lines represent the
Landau levels given by Eq. (4).
verify 0 < α < 1. This behavior can be understood in
the semiclassical picture by the interference between the
forward and backward waves inside the barrier. In this
case, the longitudinal momentum depends on the x posi-
tion and is given by kx =
√
(E − V0)2 − γ2x2 and when
the cyclotron radius rc =
|E−V0|
γ <
L
2 we distinguish
three regions as depicted in Fig. 10:
(i) when −L/2 < x < −rc and rc < x < L/2: these are
the classically forbidden regions where kx is imaginary
and the electron is transmitted through these regions
with the probabilities in the WKB approximation32:
t = t1 = t2 = exp
(
−2Im ∫ L/2
rc
kxdx
)
which is given
by the following form:
t = exp
[
− (E − V0)
2
γ
(
u
√
u2 − 1− log
(
u+
√
u2 − 1
))]
(29)
where u = L/(2rc).
(ii) when −rc < x < rc the longitudinal momentum
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FIG. 10. (Color online) Illustration of the transmission prob-
ability at ky = 0 through a combined electric and magnetic
barrier in the semiclassical picture. The particles travel the
grey regions with evanescent waves while in the middle re-
gion (−rc < x < rc) they perform a cyclotron orbit. The
angle θo = arcsin
k0
E
is calculated from Eq. (10) at ky = 0.
kx is real so the electron exhibits cyclotron orbits with
radius rc and the phase acquired from the interference of
the wave scattered between the two classically forbidden
region x = ±rc is given by:
∆θ = θWKB + θ1 + θ2 + θB (30)
where θWKB = 2
∫ rc
−rc
√
(E − Vo)2 − γ2x2dx = (E−Vo)
2
γ ,
θ1+θ2 = π are the backreflection phases for the interfaces
1 and 232 and θB is the valley-dependent Berry phase
given by Eq. (3a).
Using the values of the transmission coefficients t (Eq.
(29)) and the phase ∆θ (Eq. (30)), we can write the
valley-dependent transmission probability in the Fabry-
Pe´rot form:
TFPχ =
t2
|1− (1 − t)ei∆θ|2
(31)
which is shown in Fig. 9 by the dashed lines.
We see from this figure that the perfect transmission
TFPχ = 1 in the Fabry-Pe´rot form occurs at the Landau
levels Eχn (vertical lines). Indeed, this perfect transmis-
sion is obtained from the Onsager semiclassical quanti-
zation condition31 ∆θ = 2nπ with n = 1, 2... which is
equivalent to Eq. (4) with Eχn = Eχn − V0. The trans-
mission resonances Tχ = 1 coincide perfectly with the
Landau levels Eχn showing pronounced peaks when the
cyclotron orbit is quite distant from the interfaces of the
barrier. Otherwise, the transmission resonances deviate
slightly from the Landau levels and become wider. This
last result can be attributed to the effect of the walls
at ±L/2 on the cyclotron orbit. It changes the energy
of the Landau levels in a manner similar to that of the
quantum Hall edge channels33. For this reason, we focus
on the first Landau levels energies Eχ0 = Eχ0 + V0 (see
Eq. (4)) at the K and K ′ valleys where Tχ ≈ T χFP (see
Fig. 9 for α = 1/
√
3). The transmission probabilities
centered around these Landau levels have a Lorentzian
9distribution and the half width at half maximum is given
by:
∆Eχn =
γ
2(Eχn − V0)
t(Eχn − V0)√
1− t(Eχn − V0)
≈
√
γ
2
2 sinϕ
e
−γL2
4
(32)
This energy width is small when either the magnetic field
or the barrier width is large.
Moreover, the value of the parameter α must be cho-
sen such as the overlap between the transmission prob-
abilities around two neighboring Landau levels is mini-
mal. For that, the Landau level E−0 must be halfway be-
tween E+0 and E
+
1 (Fig. 9) which gives (cosϕ− sinϕ) =√
1 + sin2 ϕ − cosϕ. This last result leads to ϕ = 0, 57
which justifies our choice of ϕ = π6 (α =
1√
3
). Hence, by
choosing the appropriate values of the Fermi energy, the
parameter α, the magnetic field and the barrier width
and height such as the ratio rc/(L/2) is as small as pos-
sible, we can get highly efficient valley-dependent trans-
mission. The simultaneous presence of an electric and
magnetic barrier in the α−T3 model with 0 < α < 1 can
be thus used as valley filtering.
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FIG. 11. (Color online)(a) Conductivity and (b) polarization
for the combined electric and magnetic barrier as a function
of the energy for α = 1√
3
, L = 450l, B = 1.5T and Vo = 0.05t.
The vertical light blue dashed lines in Fig. (a) represent the
Landau levels given by Eq. (4).
Achieving a valley-dependent conductivity is easily fea-
sible experimentally compared to the transmission prob-
ability. For that, we plot in Fig. 11 the conductivity (Eq.
(19)) and the polarization (Eq. (20)) as a function of the
energy for the combined electric and magnetic barrier
when α = 1√
3
. In Fig. 11(a) the red line corresponds to
the conductivity for the K valley and the blue one refers
to the K ′ valley. We also note here that the Landau lev-
els (vertical light blue dashed lines) corresponding to the
quantized energy levels coincide perfectly with the peaks
of conductivity of the K and K ′ valleys. For a value of
Fermi energy equal to one of the Landau levels (for exam-
ple for the K valley), the K component of the electrons
pass through the barrier while those of the other valley
are reflected. As seen in Fig. 11(b), the values taken
by the polarization fluctuate between −1 and 1 so that
P = 1(−1) means that the out-coming current consists
of only K(K ′) contribution.
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FIG. 12. (Color online) Polarization for the combined electric
and magnetic barrier as a function of the energy for α = 1√
3
.
(a) For L = 450l, three different values of the magnetic field B
were considered: B = 0.8T (dashed line), B = 1.0T (dotted
line) and B = 1.5T (full line). (b) For B = 1.5T , three differ-
ent values of barrier width were taken: L = 300l (dashed line),
L = 350l (dotted line) and L = 450l (full line). The insets
represent the maximum and minimum polarizations around
the Landau level E+0 and E
−
0 as a function of the magnetic
field (a) and the barrier width (b). The value of the param-
eter k0, given by Eq. (12), is calculated with B = 1.5T and
L = 450l as in Figs. 8, 9 and 11.
Fig. 12 shows the polarization, when α = 1√
3
, for the
electric and magnetic barrier as a function of the energy
for different values of the magnetic field (a) and for dif-
10
ferent values of the barrier width (b). For a given barrier
width as in Fig. 12(a), the polarization is improved by
the enhancement of the magnetic field. The polarization
can even become perfect for B ≥ 1.5T , as seen in the in-
set, when L = 450l. Likewise, for a fixed magnetic field
B, enhancing the width L increases the polarization as
seen in Fig. 12(b). L = 450l is required to reach full po-
larization as depicted in the inset. These results can be
understood, as discussed previously, by the fact that to
achieve a high valley polarization, there must be a mini-
mal overlap between neighbouring Landau levels and the
width at half maximum must be small which is feasible
by enhancing L and/or B.
V. CONCLUSION
In summary, we studied a way to produce a valley po-
larized current using a combined magnetic and electric
barrier in the α−T3 model. To obtain a valley-dependent
transmission, three conditions are necessary:
(i) the magnetic barrier to obtain the Landau levels.
(ii) the electric barrier to shift upwards the spectrum
such as the progressives waves find inside the barrier the
bound states .
(iii) 0 < α < 1 to lift the valley degeneracy between
Landau levels.
Our results showed that perfect transmission (T = 1)
through this kind of barrier occurs at the Landau levels
by choosing the appropriate values of the magnetic field
and the barrier width and height. In our model, the
valley-dependent current traveling the barrier is tuned
by the Fermi energy.
As an experimental realization, we propose to use the
electric and magnetic barrier on the Hg1−xCdxTe at the
critical doping x = 0.17 which maps onto the α − T3
model for a parameter α = 1√
3
as shown in Fig. 3.
By tuning the Fermi energy controlled by the back gate
voltage (Vbg), we can select the desired current. Such
a valley filtering effect could be probed by using a po-
larizer/analyzer geometry, i.e. creating a second such
barrier but well separated from the first one in order to
avoid interferences between the two barriers.
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Appendix A: The transmission amplitude
Applying the matching conditions (Eq. (16)) at x =
±L2 for the total wave function given from Eq. (8), Eq.
(9) and Eqs. (13a) and (13b), we obtain a system of four
equations for each valley for E 6= V0:
e−ikx
L
2 + rχe
ikx
L
2 = aλDpχ(X−) + bλDpχ(−X−)
ue−ikx
L
2 − rχu¯eikx L2 = aFχ(X−)− bFχ(−X−)
tχe
iqx
L
2 = aλDpχ(X+) + bλDpχ(−X+)
vtχe
iqx
L
2 = aFχ(X+)− bFχ(−X+)
(A1)
Straight forward, the transmission amplitude tχ for the
K(χ = 1) and K ′(χ = −1) valleys is given by:
tχ =
C
x1x′2 − x′1x2
[x′2Dp(X+)− x′1Dp(−X+)] (A2)
where we have used:
C = λ(u+ u¯)e−i(kx−qx)
L
2
u = χ
[
cos2 ϕe−iχθ + sin2 ϕeiχθ
]
v = χ
[
cos2 ϕe−iχθ
′
+ sin2 ϕeiχθ
′
]
x1 = λu¯Dp(X−) + Fχ(X−)
x2 = λu¯Dp(−X−)− Fχ(X+)
x′1 = λvDp(X+) + F
χ(X+)
x′2 = λvDp(−X+) + Fχ(−X+)
F+(X) = cos2 ϕp+Dp+−1(X)− sin2 ϕDp++1(X)
F−(X) = sin2 ϕp−Dp−−1(X)− cos2 ϕDp−+1(X)
(A3)
with X± =
√
2
γ (ky ± k0) , k0 = γL2 , λ = i(E−V0)√2γ , θ and
θ′ are given by Eq. (10) and pχ by Eq. (15). u¯ is the
conjugate complex of u.
At the flat band in the central region for E = V0 and
ϕ 6= 0, by applying the matching conditions Eq. (16) at
x = ±L2 , the total wave functions given from Eqs. (8),
(9), (14a) and (14b), we obtain a system of four equations
for each valley:
e−ikx
L
2 + r0χe
ikx
L
2 = 0
ue−ikx
L
2 − r0χu¯eikx
L
2 =
sin 2ϕ
2
[aGχ(X−) + bGχ(−X−)]
t0χe
−iqx L2 = 0
vt0χe
−iqx L2 =
sin 2ϕ
2
[aGχ(X+) + bG
χ(−X+)]
(A4)
where Gχ(X) = (pχ + 1)Dpχ−1(X) +Dpχ+1(X).
Hence, the transmission amplitude is t0χ = 0.
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Appendix B: Bound states in the magnetic barrier
From the Schro¨dinger equation (Eq. (21)), the wave
function ψB(x) in the three regions are given by:
ψB(x) =


cekxx, x < −L/2
aDpχ(X) + bD−1−pχ(iX), |x| < L/2
de−qxx, x > L/2
(B1)
where kx =
√
(ky − k0)2 − E2, qx =
√
(ky + k0)2 − E2,
X =
√
2
γ (ky + γx) and pχ is given by Eq. (15). The
continuity of the function ψB(x) and its derivative at
x = ±L/2 leads to a system of four equations for each
valley:
cekx
L
2 = aDpχ(X−) + bD−1−pχ(iX−)
ckxe
kx
L
2 = a∂xDpχ(X−) + b∂xD−1−pχ(iX−)
de−qx
L
2 = aDpχ(X+) + bD−1−pχ(iX+)
− dqxe−qx L2 = a∂xDpχ(X+) + b∂xD−1−pχ(iX+)
(B2)
where X± =
√
2
γ (ky ± k0). By setting to 0 the deter-
minant of this system, we get the energies of the bound
states inside the barrier for |E| < k0 and −k0 + E <
ky < k0 − E as depicted in Fig. 13 as a function of the
transverse momentum ky.
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FIG. 13. (Color online) Energies of bound states as a function
of ky for α =
1√
3
, L = 450l and B = 1.5T . The red and
blue continuous lines correspond respectively to the energies
of the K and K’ valleys. The horizontal light blue dashed
lines represent the Landau levels given by Eq. (4).
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