I. INTRODUCTION In Research Problem 26, R. Bellman [l] proposed a number of questions, some of which will, at least partly, be answered in this note.
We consider the differential equation The variable t will be referred to as the time. The function f is integrable over any finite interval 0 < t < T. We consider the functional and we ask for the maximum of /cf) over all f subject to certain constraints. In Sections II, III, and IV the constraint will be If(t) I G b (0 < t < T), (1.3) where b is a fixed number, 0 < b < 1. In Section V we take the constraint Jr I f(t) I dt < b, and in Section VI we take s,' 1 f(t) IP dt < b, -where l<p<co.
Throughout the paper we describe the solutions by polar coordinates r and v in the phase plane: u = r cos q2, -duldt = r sin v; (1.4) the definition of v is completed by the condition that CJJ = 0 at t = 0.
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We obtain the differential equations dp/dt = 1 cf(t) COG P, (1.5) d (log r)/dt = f(t) cos F sin F, (1.6) with initial conditions Y = 1, v = 0 at t = 0.
In the remaining part of this introduction we restrict ourselves to a discussion of the constraint (1.3). Then /f(t) / < 1, so by (1.5) the relation between t and y is monotonic and one-to-one. The successive extrema of u are attained for F = 0, r, 277, ..., positive maxima and negative minima alternating. The time interval elapsing between two consecutive extrema will be called a semicycle.
The problem to maximize /(f) finds its physical interpretation in the question how to raise the amplitude of the oscillations when standing on a swing. By lowering and raising one's barycenter, the length of the pendulum can be altered. The obvious way to have the maximal effect seems to be to keep it low when descending and high when ascending. Indeed, this gives the maximal effect per semicycle, but on the other hand it increases the duration of a semicycle. If we ask for the maximal effect in a given time interval the best policy turns out to be what might be called "advanced ignition": always Iower the barycenter a moment before the highest point is reached, but, remarkably, still raise it again exactly at the lowest point.
II.
CONSTRAINT 1 f(t) 1 < b. LOGARITHMIC GAIN PER UNIT OF TIME The number Q is defined as the length of the first semicycle, i.e., the lowest positive value of Q for which u'(Q) = 0. And P is defined by the "logarithmic gain" P = log U(Q).
P and Q obviously depend on f. The problem we shall solve in this section is to choose f (satisfying (I .3)) such that the quotient P/Q (which can be called the logarithmic gain per unit of time, though it is evaluated for a full semicycle) is maximal. Since the relation between t and v is one-to-one, we can writef(t) = g(v), whence g is an arbitrary integrable function of v, restricted by ) g(v) 1 < b. The values t = 0, t = Q correspond to F = 0, v = rr, respectively. It is easy to verify that "g(q) cos v sin v p = s, 1 + g(cp) cosa g, dFP (2.1) Q = ji 1 + gti) cos2 'p 4. we first take any number w (0 < w < 4 r) and we consider the function g, with period rr, described by Furthermore we put
We easily obtain tan w = 19.
If w runs from 0 to *rr, then P Thus g, satisfies (2.3), whence it solves our maximum problem. The maximum of P/Q turns out to be equal to 0 = tan w, according to (2.5).
It is now obvious that w is determined uniquely by (2.5), since different solutions wi , w2 would lead to different values of the maximum, which is absurd. Thus we have THEOREM 1. The maximum of P/Q under the constraint (1.3) (where 0 < b < 1) is equal to the unique positive root 0 of the equation 6) and the maximum is attained by taking f(t) =gJp), with w = arctan 8.
The maximum is strict: if g is not equal to g, almost everywhere on 0 < p < ?r, then g produces a strictly smaller value of P/Q.
III. DISCUSSION OF THE RESULT
For small values of b and 8, Eq. (2.6) can be expanded into powers of 0 and b, and then it takes the form bflP, ez> + ef2u.3 + bf#, q = 0, where fi , fi , f3 denote power series in two, one, two variables, respectively.
It follows that for small values of b the solution 6' has the form e = c,b + g + c5b5 + ... .
We easily evaluate the first two coefficients: 0 = n-9 + (n-3 -n-1/24) b3 + ... . The number 0 is the number introduced in Theorem 1.
PROOF. By (2.2) the length of any semicycle is at least ~$1 + b)-lj2 and at most rr(l -b)-112. Thus the semicycle to which the point t = T belongs, ends at a point t = T, , T < T, < T + ~(1 -b)-lj2.
The semicycles between 0 and TI may all have different length, but for each one of them the increment of log u is at most 0 times the length of that semicycle (by Theorem 1). Thus the increment from 0 to T, is at most 0 times the sum of the lengths, i.e., BT On the other hand we can consider the special g for which the maximum in theorem 1 is attained. Let Q0 denote the length of the semicycle in that case. There is an integral multiple T2 of Q, with T -~(1 + b)-l/2 < T, < T. The value of u at that point T, equals exp (BT,). This proves whence / u 1 < r < ebi2 for 0 < t < T.
The possibility of finding an f for which this bound is attained, lies in the fact that v can be kept constant over an arbitrary large time interval. We have 4ldt = 1 + f(t) co.+ v, so if 97 = v,, at a point t = to, andf(t) = -coss2 v,, if to < t < t, , then y keeps the value v,, throughout that interval to < t < t, . In order to maximize the increment of log r, we require that f(t) cos v. sin v. = + If(t) 0 whence v. = in, f(t) = -2. Thus we obtain the following example:
ForO<t<$nwetakef(t)=O,whenceq=t,r=l.If we take f(t) = -2, whence p)=$r, r=et-3n/4.
If $r+$b<t<T we again takef(t) = 0, whence y = t -Q b, r = eb12. At the point t = rr + &b we have q~ = rr, r = eb12, whence u = -eb/a, VI. CONSTRAINT J,' 1 f 13 dt < b Let T, b, p be positive numbers, p > 1. We consider the solution of (1.1) and (1.2) and we ask for the maximum of over all f subject to the constraint s,' 1 f 19 dt < b.
For the time being, we discuss instead of I#). By (1.6) we have log K~t.0 < i s: If(t) sin 29, I & and it follows by Holder's inequality (with q = (1 -p-l)-') that log KTcf) < i blip (,% ) sin 2g, (q dt)liq.
(6.2) Assuming p to be fixed (p > l), we shall show that (6.1) is best possible provided that T > 1 and that T/b is sufficiently large. It follows from the discussion of the equality case in Holder's inequality that the equality sign in (6.2) holds if and only if the following three conditions are satisfied simultaneously:
(i) f(t) sin 29, 2 0 for almost all t,
(ii) if(t) 11' is almost everywhere equal to a constant multiple of 1 sin 29, I*, (iii) r:' if(t) 1~ dt = 6.
In combination with (1.5), the set of conditions (i), (ii), (iii) is equivalent to the following set:
for almost all t, where 01 is a positive constant, y = p(t) is a solution of the differential equation dp/dt = 1 + 01 sgn (sin 2~) 1 sin 2p, \a/~ co9 v, with ~(0) = 0, and where finally In order to show the existence off, 01, p, we first remark that if a is chosen in the interval 0 < cy < i, say, then (6.4) h as a unique solution with ~(0) = 0, and the question remains whether we can satisfy (6.5). First we try a: = i. Then 8 ,< dp/dt < $, whence -1' I .r T/2 i sin 2p, I* dt > i sin 2~ /q . sdy.
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If T ,Y 1 the latter integral is at least C,T, where C, is a positive number depending on 4 only. Next we consider the interval 0 < (Y < g. In that interval, the left-hand side of (6.5) d e en p d s continuously on 01 (note that also p depends on a); it tends to 0 if 01 + 0, and it is > b at 01 = 3, provided that T > 1, (4)~ CJ > b. So if T > 1, T/b > 2PC;', there exists an Q: with 0 < OL ,< i such that (6.5) holds, and this means that in (6.2) the equality sign can be attained.
Xext we return to the general case (i.e. f is an arbitrary function satisfyingJi(fl"dt<b) d an we shall estimate the integral occurring on the righthand side of (6.2). We shall again assume that T > 1 and that T/b is large (it now suffices that T/b > 1). We consider an interval TN < t < n(N + I), where N is an integer. Let y. be the value of v at the point to = rrN. By (1.5) we have, for all t in that interval, and it follows that upon replacing p) by t + p'. -t,, in Jr:+') / sin 2p, 1~ dt, we make an error less than C J?$+" If ( Since the equality sign in (6.2) can be attained for a special f, it follows that supt log Gcf) (6.7)
can be expressed as (6.6), provided that T > 1 and T/b is sufficiently large. We finally show that we have exactly the same result for Jr instead of Kr . If T > 1, T/b > 2"C;i, there has been shown to exist an 01 such that 0 < (Y < i and (6.5) hold, where v is defined by (6.4) with ~(0) = 0. With f defined by (6.3) and r by (1.6), u by u = r cos p, we get a special set of functions f, u, r, y. We shall denote these by f *, u*, r*, qp*, in order to distinguish them from the general case.
Since dv*/dt > +j we have at least one point t, in the interval T -2~ < t, < T such that 1 cos p*(tJ I = 1. Hence j n*(t,) 1 -r*(t,). By (6.3) and (1.6), r* is an increasing function of t. It follows that, if T > 4rr, and if (T -4n)/b is sufficiently large, sun Jr(f) > JrU*) 2 I U*(h) I = r*(h) 2 r*(T -4~) = G-,,(f*) = supr G&f).
In the opposite direction we have obviously Krcf) > Jr(j) for all f. The loss caused by passing from Kr, to K, is unimportant, for (6.7) is described by (6.6), and (6.6) does not change if T is replaced by T -4n (provided that 7' is large enough). We formulate the final result as a theorem: 
