Abstract Nowadays, the major challenge in machine learning is the 'Big Data' challenge. The big data problems due to large number of data points or large number of features in each data point, or both, the training of models have become very slow. The training time has two major components: Time to access the data and time to process (learn from) the data. So far, the research has focused only on the second part, i.e., learning from the data. In this paper, we have proposed one possible solution to handle the big data problems in machine learning. The idea is to reduce the training time through reducing data access time by proposing systematic sampling and cyclic/sequential sampling to select mini-batches from the dataset. To prove the effectiveness of proposed sampling techniques, we have used empirical risk minimization, which is commonly used machine learning problem, for strongly convex and smooth case. The problem has been solved using SAG, SAGA, SVRG, SAAG-II and MBSGD (Mini-batched SGD), each using two step determination techniques, namely, constant step size and backtracking line search method. Theoretical results prove similar convergence for systematic and cyclic 
Introduction
The technological developments and the availability of a number of data sources have evolved the data into 'Big Data', where the meaning of 'Big' in 'Big Data' is continuously changing because of increasing of size of datasets. Big data has multiple aspects, like, volume, velocity, variety and veracity etc., and one aspect, namely, volume, i.e., size of datasets have posed a challenge to the machine learners to train the models over these large datasets. These problems which can be called as large-scale or big data problems, have large number of data points or large number of features in each data point, or both, which lead to slow training of models. So nowadays, the major challenge is to develop efficient and scalable learning algorithms for dealing with big data problems [33, 3, 5] . The training time of models have two major components [28] as:
training time = time to access data + time to process data.
(
As it is known that for processing any data or running any program, it should be first brought into memory, more precisely into RAM (Random Access Memory), from hard disk. The time taken in brining the data or program from hard disk into memory is called access time. Access time has, further, three components, namely, seek time (it is the time taken by the reading head to move from current position up to the track containing the data), rotational latency time (it is the time taken by the reading head from the current position to reach up to the sector/block containing the data) and transfer time (it is the time taken to transfer data from sector/block over the disk to memory). Moreover, data is not read content wise rather block-wise, where each block can have multiple sectors. Now, it is interesting to note that for data stored on the contiguous memory or in the close proximity, has lesser data access time as compared with the data dispersed far away from each other. This is due to lesser seek, latency and transfer times. In case of SSD (Solid State Disk) and RAM (Random Access Memory), there are no seek and latency times because they do not have moving parts and they are based on direct access mechanism, but transfer time still plays its role. Since data are read/written block-wise so for contiguous data access, there would be one or two transfer times but dispersed data access would require more number of transfer times. Moreover, cache memory strategies also favor the contiguous memory access and make it faster as compared to dispersed data access. Thus contiguous data access time is faster than dispersed data access, in all the cases whether data is stored on RAM, SSD or HDD. But the difference in access time would be more prominent for HDD. The second component of training time is processing (learning) time which is the time taken by the CPU (Central Processing Unit) to process the data to solve for model parameters. Due to mini-batching and iterative learning algorithms, the accessing and processing of data is intermixed and occurs quite frequently. The data access time is dependent on the sampling technique and processing time is dependent on the method used to solve the problem. Till this date, to improve the training time, most of the focus is given only to improve the processing time by using different methods. The training time is dependent on both data accessing time and data processing time, and this is to be noted that, generally, data access time is very high as compared to the data processing time. Thus, efforts should be equally done to improve the data accessing time. This paper has tried to reduce the training time for big data problems by reducing the data access time using systematic sampling technique [16, 17] and cyclic sampling to select mini-batches of data points from the dataset.
Optimization Problem
Empirical risk minimization (ERM) problem [21] is a commonly used problem in machine learning and statistics, which typically consists of a loss function and a regularization term. In this paper, l2-regularized ERM problem with the assumptions of strong convexity and smoothness, is used for demonstrating the effectiveness of proposed sampling techniques. For the training data {(x 1 , y 1 ) , (x 2 , y 2 ) , ..., (x l , y l )}, where x i ∈ R n , y i ∈ R, and for loss functions f 1 , f 2 , ..., f l : R n → R, model parameter vector w ∈ R n and regularization coefficient C > 0, l2-regularized ERM problem is given by
where first term is the data fitting term and second term is used for avoiding the over-fitting of data. Commonly used loss functions are the square loss w T x i − y i 2 , the logistic loss log 1 + exp −y i w T x i and the hinge loss max 0, 1 − y i w T x i . In this paper, experimentation uses logistic loss function. When problem represented by eq.(2) is a large-scale or big data problem then per iteration complexity of learning algorithms with traditional methods like Gradient Descent is O(nl) which is very high. This is because, such problems have large number of data points (l) or large number of features (n), or both, and each iteration updates n variables over l data points. Because of this high computational complexity per iteration it would be very expensive or even infeasible for single machine to process a single iteration of learning algorithm. Stochastic approximation approach is widely used for handling such cases (e.g., [30, 19, 23, 13, 14, 24, 15, 11, 27, 1, 22, 3, 7] ), which uses one data point or mini-batch of data points during each iteration. The reduced subproblem with mini-batch B j of data points for j th inner iteration is given by
The iteration complexity for solving this reduced subproblem is O(n) (for one data point) or O(n|B j |) (for mini-batch of data points) where |B j | is the size of mini-batch, which is very low and independent of l. Since it is easier to solve the problem (3) and this is widely used approach to handle large-scale problems so the paper uses this reduced subproblem approach.
Literature Review
Big data challenge is one of the major challenge in machine learning [33, 3, 5] . For dealing with big data problems, stochastic approximation (and coordinate descent) approaches are widely used (e.g., [2, 13, 14, 11, 26, 27, 22, 3] ), which take one or more data points (one or block of features in coordinate descent) to form a reduced subproblem during each iteration. This helps in reducing the computational complexity per iteration and thereby helps in solving large-scale problems. But due to stochastic noise, like in SGD (Stochastic Gradient Descent) method, stochastic approximation affects the solution of the problem. This stochastic noise can be reduced using different techniques, like, mini-batching [24] , decreasing step sizes [23] , importance sampling [9] and variance reduction techniques [13] , as discussed in [9] . For selecting one data point or mini-batch of data points from the dataset in stochastic approximation approach, random sampling (e.g., [1, 11, 13, 14, 15, 19, 22, 23, 24, 25, 27, 30] ) is widely used, and other sampling techniques are importance sampling (e.g., [9, 10, 18, 20, 29, 32] ), stratified sampling [31] and adaptive sampling [12] . Importance sampling is a non-uniform sampling technique, which uses properties of data for finding probabilities of selection of data points in the iterative process, leading to the acceleration of training process. Importance sampling involves some overhead in calculating the probabilities and the average computational complexity per iteration of importance sampling could be more than the computational complexity of the iteration in some cases, like, when it is implemented dynamically. Stratified sampling technique divides the dataset into clusters of similar data points and then mini-batch of data points are selected from the clusters. In adaptive sampling [12] , information about the classes, i.e., data-labels is used for selecting the data points; this technique gives good results for problems with large number of classes. Random sampling is widely used in mini-batching for large-scale learning problems (e.g., [1, 15, 23, 24] ), as only [9] is known importance sampling technique in mini-batching. In this paper, we have focused on simple sampling techniques which do not involve any extra overhead and can be effective for dealing with large-scale learning problems. Two simple sampling techniques, namely, systematic sampling and cyclic/sequential sampling techniques have been proposed for selecting mini-batches. To the best of our knowledge, systematic sampling is not used in machine learning for selecting data points. We are the first to introduce systematic sampling in machine learning for selection of mini-batches of data points from the dataset. Before this, cyclic sampling was used in coordinate descent and block coordinate descent methods (e.g., [26] ) for selecting one coordinate or block of coordinates, respectively, and to the best of our knowledge, cyclic sampling is not used for selecting mini-batches. Both sampling techniques are simple, effective and easy to implement. The proposed sampling techniques try to reduce the training time of models by reducing the data access time because these are based on contiguous access of data. Before this, for reducing the training time of models, the focus is mainly given on reducing the processing time, but this paper has focused on reducing the data access time by changing the sampling techniques.
Contributions
The contributions of the article are summarized below:
(a) Novel systematic sampling and sequential/cyclic sampling techniques have been proposed for selecting mini-batches of data points from the dataset for solving large-scale learning problems. The proposed techniques focus on reducing the training time of learning algorithms by reducing the data access time, and are based on simple observations that data stored on the contiguous memory locations are faster to access as compared with data stored on dispersed memory locations. To the best of our knowledge, this paper is the first to focus on reducing data access time to reduce the overall training time for machine learning algorithms. (b) Proposed ideas are independent of problem and method used to solve problem as it focuses on data access only. So it can be extended to other machine learning problems. (c) Experimental results prove the efficacy of systematic sampling and cyclic sampling in reducing the training time, and show up to six times faster training. The results have been provided using five different methods (SAG, SAGA, SVRG, SAAG-II and MBSGD) each using two step determination techniques (constant step size and backtracking line search methods) over eight bench marked datasets. (d) Theoretical results prove similar convergence for learning algorithms using cyclic and systematic sampling, as for widely used random sampling technique, in expectation.
Systematic Sampling
Sampling is the way of selecting one mini-batch of data points (or one data point) from the whole dataset. Iterative approximation methods used for solving the problem use sampling again and again during each iteration/epoch. The convergence of learning algorithm depends upon the type of sampling used since sampling controls two things: data access time and diversity of data. In general, when consecutive data points are used they reduce the data access time which reduces the training time but selected data points might not be diverse which affects the convergence of learning algorithm. On the other hand, when data is used from different locations then the data access time is more which increases the training time but selected data points might be diverse which can improve the convergence. Thus, sampling has a significant role in the learning algorithms. Three sampling techniques, namely, random sampling, cyclic sampling and systematic sampling are discussed below and used in learning algorithm as they are simple, easy to implement and do not involve any extra overhead and thus effective in handling large-scale problems.
Definitions
Suppose a mini-batch B of m data points is to be selected from a training dataset {(x 1 , y 1 ) , (x 2 , y 2 ) , ..., (x l , y l )} of l data points.
(a) Random Sampling: Random sampling (RS) can be of two types, RS with replacement and RS without replacement. RS with replacement first selects one data point randomly from the whole dataset where each data point has equal probability of selection, then, similarly, second data point is selected randomly from the whole dataset where previously selected point has equal probability of selection, and so on to select m data points. RS without replacement first selects one data point randomly from the whole dataset where each data point has equal probability of selection, then, similarly, second data point is selected randomly from the remaining l − 1 points without considering the previously selected point, and so on to select m data points. (b) Cyclic/Sequential Sampling: First mini-batch is selected by taking the first 1 to m points. Second mini-batch is selected by taking next m + 1 to 2m points and so on until all data points are covered. Then again start with the first data point. (c) Systematic Sampling: [16, 17] It randomly selects the first point and then selects the remaining points according to a fixed pattern, e.g., it randomly selects a data point, say i, and then selects data points as i, i + k, ..., i + (m − 1)k as mini-batch where k is some positive integer. For simplicity, k = 1 can be taken.
Example: Suppose the training dataset is given by S = {1, 2, 3, ...., 20} and size of mini-batch to be selected is m = 5, then four mini-batches can be selected/drawn from S using different sampling techniques as follows: mini-batches selected using random sampling with replacement are - and B 4 = {11, 12, 13, 14, 15}. As it is clear from the above examples, in random sampling with replacement, points are selected randomly with repetition inside the mini-batch or within mini-batches. Cyclic sampling is the simplest and non-probabilistic sampling, and selects the points in a sequential manner. For systematic sampling, first point is selected randomly then the remaining points are selected back to back, here idea of replacement and without replacement can be applied between mini-batches but only sampling without replacement within minibatches is demonstrated.
It is interesting to note that for RS, data points of the mini-batch are dispersed over the different sectors of the disk, so every data point needs its own seek time and latency time. Since the data is read block-wise and not content-wise so it is possible that each data point is present in a different block and thus needs its own transfer time also. For CS only one seek time is needed for one mini-batch because it starts with first data point and then moves till end and for SS one seek time is needed per mini-batch because only first element is determined randomly but rest points of the mini-batch are stored on contiguous memory locations. So, seek time is the least for CS and the most for RS. The transfer time is almost equal for CS and SS but less as compared with RS because in RS, generally, each data point needs a separate transfer time but for other case it needs as many transfer times as the number of blocks required to fit the mini-batch of data points. Thus, the overall access time to access one mini-batch of data points is minimum for CS and is maximum for RS. It is observed that RS gives the best solution as compared with the CS for a given number of epochs but the access time of RS is the most. On the other hand for CS the access time is the least for a given number of epoch but the convergence is the slowest. So there is a trade-off between reducing the data access time and convergence of learning algorithm. SS balances this trade-off since SS has the best of both techniques, like CS the data points are stored on the contiguous memory locations and like RS it has some randomness as it draws the first point randomly. Overall, methods using CS and SS converges faster as compared with methods using RS, as discussed in Sec. 4.
Learning using Systematic Sampling
A general learning algorithm with systematic sampling to solve large-scale problems is given by Algorithm 1. Similar learning algorithms can be obtained for cyclic and random sampling techniques by using the corresponding sampling technique for selecting the mini-batch at step 5 of Algorithm 1. The algorithm starts with for j = 1, 2, ..., m do 5:
Select one mini-batch B j using systematic sampling without replacement. 6:
Formulate a subproblem using mini-batch B j as given below:
Solve the subproblem and update the solution using appropriate method. 8: end for 9: end for the initial solution. It divides the dataset into m mini-batches using systematic sampling for selecting mini-batches. Inside the inner loop, it takes one mini-batch B j , formulates a subproblem over B j and solves the sub-problem thus formed. This process is repeated until all the sub-problems over all m mini-batches are solved. Then this solution process is repeated for the given number of epochs or other stopping criteria can be used in the algorithm. At step 7 of Algorithm 1, different solvers can be used to update the solution, like, SAG (Stochastic Average Gradient) [22] , SAGA [11] , SVRG (Stochastic Variance Reduced Gradient) [13] , SAAG-II (Stochastic Average Adjusted Gradient) [3] and MBSGD (Mini-Batch Stochastic Gradient Descent) [3, 8, 23 ].
Theoretical Analysis
The proposed sampling techniques are simple but effective for solving large-scale learning problems with different solvers, as discussed in Section 4. The convergence proof of learning algorithms have been provided using the simplest solver MBSGD (mini-batched Stochastic Gradient Descent) method with constant step size, for the simplicity of proofs as the focus of study is only on sampling techniques and not on solvers. l2-regularized ERM problem has been solved under the following assumptions to demonstrate the efficacy of proposed sampling techniques. It is assumed that the regularization term is hidden inside the loss function term for notational convenience otherwise it needs to write separate gradients for regularization term.
Assumption 1 (LIPSCHITZ CONTINUOUS GRADIENT). Suppose function f : R n → R is convex and differentiable on S, and that gradient ∇f is L-Lipschitzcontinuous, where L > 0 is Lipschitz constant, then, we have,
and,
Assumption 2 (STRONG CONVEXITY). Suppose function f : R n → R is µ-strongly convex function for µ > 0 on S and p * is the optimal value of f , then, we have,
Theorem 1. Suppose for function given by eq. (2), under Assumptions 1, 2 and constant step size α, and taking solver MBSGD, Algorithm 1, converges linearly in expectation for cyclic, systematic and sequential sampling techniques.
Proof. By definition of MBSGD, we have,
By L-Lipschitz continuity of gradients,
equality follows from the definition of MBSGD.
Case-I: Mini-batch B j is selected using random sampling (RS) without replacement or Systematic Sampling (SS) without replacement Taking expectation on both sides over mini-batches B j and subtracting optimal value (p * ), we have,
2 , inequality follows from strong convexity results.
Applying inequality recursively, we have,
4µ .
Thus, algorithm converges linearly with initial error proportional to α.
Case-II: Mini-batch B j is selected using Cyclic/Sequential Sampling (SS)
Taking summation over number of mini-batches and dividing by number of mini-batches (m), and subtracting p * , we have,
4µ , inequality follows from the Case-I derivation. Thus, algorithm converges linearly with initial error proportional to α. Hence, theorem is proved.
Experiments

Experimental Setup
Experiments have been performed using five methods, namely, SAG, SAGA, SAAG-II, SVRG and MBSGD with eight bench marked datasets 1 as presented in the Table 1. Each method has been run with two mini-batches of size 500 and 1000 data points, and two techniques to find step size, namely, constant step size method and backtracking line search (LS) method for a predefined number of epochs. Constant step size method uses Lipschitz constant L and takes step size as 1/L for all methods. Backtracking line search is performed approximately only using the selected mini-batch of data points because performing backtracking line search on whole dataset could hurt the convergence of learning algorithm for largescale problems by taking huge time. For one dataset, one method runs for 12 times (3(sampling techniques) * 2(mini-batches) * 2(step size finding techniques)), and for one dataset, three sampling techniques are compared on 20 different settings (5(methods) * 2(mini-batches) * 2(step size finding techniques)). Thus 160(20 * 8(datasets)) settings have been used to compare the results for three sampling techniques. As training time depends on the configuration of machine over which experiments are performed so this is to be noted that all the experiments have been conducted on MacBook Air (8GB 1600 MHz DDR3, 256GB SSD, 1.6 GHz Intel Core i5). 
Implementation Details
For each sampling technique, i.e., Random Sampling (RS), Cyclic Sampling (CS) and Systematic Sampling (SS), same algorithmic structure is used with difference only in selecting the mini-batch for each sampling technique. And for each sampling technique, the dataset is divided into predefined number of mini-batches, as per the Algorithm 1. For simplicity, dataset has been divided into equal sized mini-batches except the last mini-batch which might has data points less than or equal to other mini-batches. For RS, during each epoch, an array of size equal to the number of data points in the dataset is taken and this array contains the randomized indexes of data points. To select the mini-batches, array contents equal to mini-batch size or till the end of array, are selected sequentially. For CS, during each epoch, an array of size equal to the number of data points in the dataset is taken, containing indexes of data points in sorted order. To select the mini-batches, array contents equal to mini-batch size or till the end of array, are selected sequentially. For SS, during each epoch, an array of size equal to the number of mini-batches is taken and this array contains the randomized indexes of mini-batches. To select a minibatch, an array element is selected in the sequence. This array element gives us the first index of data point in the selected mini-batch. The other data points are selected sequentially from the starting index of the mini-batch equal to the size of a mini-batch or till the last data point in the dataset. Experimental results can be presented using tables comparing the training time and objective function value, for given number of epochs (number of passes through dataset), for CS, SS and RS. Since it is easy to understand the graphs so experiments are documented using figures. Results for SUSY, HIGGS and covtype.binary are also represented using Tables 2, 3 Objective -Optimal value Objective -Optimal value Objective -Optimal value Objective -Optimal value Objective -Optimal value Results with SUSY dataset are presented in Table 3 . As it is clear from the 
Results
Experimental results
SUSY-SAG-CvsT-mBatch-500
SAG-RS-LS SAG-CS-LS SAG-SS-LS SAG-RS SAG-CS
SUSY-SAG-CvsT-mBatch-1000
SAG-RS-LS SAG-CS-LS SAG-SS-LS SAG-RS SAG-CS
SUSY-MBSGD-CvsT-mBatch-500
MBSGD-RS-LS MBSGD-CS-LS MBSGD-SS-LS MBSGD-RS MBSGD-CS
SUSY-MBSGD-CvsT-mBatch-1000
MBSGD-RS-LS MBSGD-CS-LS MBSGD-SS-LS MBSGD-RS MBSGD-CS
rcv1-train.binary-SVRG-CvsT-mBatch-500
SVRG-RS-LS SVRG-CS-LS SVRG-SS-LS SVRG-RS SVRG-CS
rcv1-train.binary-SVRG-CvsT-mBatch-1000
SVRG-RS-LS SVRG-CS-LS SVRG-SS-LS SVRG-RS SVRG-CS
Conclusion
In this paper, novel systematic sampling and cyclic sampling techniques have been proposed, for solving large-scale learning problems, for improving the training time by reducing the data access time. Methods have similar convergence in expectation for systematic and cyclic sampling, as for widely used random sampling, but with cyclic and systematic sampling the training is up to six times faster than widely used random sampling technique, at the expense of fractionally small difference in the minimized objective function value, for a given number of epochs. Thus, systematic sampling technique is suitable for solving large-scale problem with low accuracy solution. Random shuffling of data can be used before the data is fed to the learning algorithms with systematic and cyclic sampling to improve their results for the cases where similar data points are grouped together. These sampling techniques can be extended to parallel and distributed learning algorithms. 
