We use online search data to predict car sales in the German and UK automobile industries. Search data subsume several distinct search motives, which are not separately observable. We develop a model linking search motives to observable search data and sales. The model shows that predictions of sales relying on observable search data as a proxy for pre-purchase search will be biased. We show how to remove the biases and estimate the effect of pre-purchase search on sales. To assist identification of this effect, we use the introduction of scrappage subsidies for cars in 2008/2009 as a quasi-natural experiment. We also show that online search data are (i) highly persistent over time, (ii) potentially subject to permanent shocks, and (iii) correlated across products, but to different extent. We address these challenges to estimation and inference by using recent econometric methods for large N, large T panels. 
Introduction
The widespread use of online search engines, most prominently Google, is producing big and fast growing sets of micro-level data that can be used for empirical research. Research into online search behavior is currently also a fast growing field across a range of disciplines.
Empirical research on online search started with attempts to trace the onset of epidemics of influenza and similar diseases (Polgreen et al., 2008; Ginsberg et al., 2009) .
1 Data that aggregate search intensity for specific topics, such as the flu, have proven to be an important innovation. For instance, data from Google Trends (GT) have been used to forecast consumption (Vosen and Schmidt, 2011; Choi and Varian, 2012) , unemployment (Pavlicek and Kristoufek, 2014) , real estate transactions (Dietzel et al., 2014) , stock markets (Preis et al., 2013) , and a number of political and governance related topics (Mellon, 2013 (Mellon, , 2014 Mathews and Tucker, 2014) . The field is growing rapidly: Nuti et al. (2014) report a seven-fold increase in publications using GT data in health care research between 2009 and 2013.
The breadth of the cited work shows that online search data are useful in many different contexts, due to the diversity of online activities and related search motives. This 'catch-all' characteristic of online search represents an opportunity for researchers in many fields. But it also creates a challenge: the observable aggregate data on search behavior result from a mix of distinct motives, such as search to inform a purchase, search for information post sale and search motivated by fandom. Identifying pre-purchase search intensity from aggregate search by using specific search terms is currently the only method available when predicting product sales or other outcomes from aggregate sales data. This approach can fail as research on prediction of flu outbreaks has shown.
This paper shows that a model of the three search motives outlined above can be used to derive an empirical specification identifying the effect of pre-purchase search on sales using aggregate search data. The model also predicts biases that arise if only product specific search terms are used to collect data. These biases are avoided by adding lagged sales and specific non-purchase search measures identified by the model to the empirical specification. The modeling approach we propose does not require collection of product characteristics, such as prices. With one exception, Hu et al. (2014) , the importance of structural assumptions for identification has gone unnoticed in the literature on use of aggregate search data.
We apply our model to data on online search for products and product-level sales in the German and UK car markets. The objective is to demonstrate how aggregate online search data can be used to predict product-level car sales. We collect data on product searches and complement this with data on brand search and product level sales. Additionally, we control for the exogenous introduction of scrappage subsidies for cars in the aftermath of the 2007 -2008 Crisis that affected search behavior. We use the fact that the scrappage subsidies affected both sales and search. That is, controlling for the direct effect on sales, the scrappage event shifted the 'intention to buy' component of search, helping us to identify this component in the aggregate search data.
Apart from identification, search data also pose specific challenges to estimation and inference. These problems arise from specific data properties whereby searches are (i) highly persistent over time (serial correlation), (ii) potentially subject to permanent shocks (non-stationarity) and (iii) potentially correlated across searches but to different extent (cross-section dependence). In addition, search data typically offer many potential measures of the same or similar underlying construct. These data properties are commonly referred to as tall (large T ) and fat (large N ), characteristics well-known in the analysis of 'Big Data' (Varian, 2014) .
Online search data pose both challenges: daily, weekly or monthly data on searches are available for many different combinations of terms used to search for the same product. Each combination of terms can lead to a slightly different aggregate series. In addition, the data for multiple products can easily be aggregated to form panels, creating large T , large N panels.
Explicitly modeling the different search motives that give rise to aggregate search data allows us to address the fatness of the data. The resulting model of search behavior restricts attention to specific search terms to identify each search motive. This approach, therefore, dispenses with the need to use complex and timevarying queries that attempt to identify specific components of the aggregate search data.
Tallness creates challenges for estimation and inference: online search data are non-stationary, serially correlated, and subject to cross-sectional dependence. If these challenges are ignored models using such data will be biased and inconsistent. We find these biases to be important in our applications. All of the challenges noted can be addressed with estimators developed for large N , large T panel data (Pesaran, 2004 (Pesaran, , 2006 Banerjee et al., 2010; Pesaran and Tosetti, 2011; Eberhardt et al., 2013; Hsiao, 2014; .
To address the heterogeneous relationship between search and sales across products, we apply Common Correlated Effects Mean Group (CCE MG) estimators to our empirical model and show that the estimation of the model using OLS or fixed effects estimators leads to misleading interpretations of the underlying relationships in the data.
We use data from two separate car markets, the UK and Germany, to show that the problems we identify are not the result of the idiosyncrasies of a particular market. There are a number of differences in the data for the two markets which make for an interesting comparison. Data from the UK is available at weekly frequency, yielding taller data than the German data, which are available at monthly frequency. Also, the UK car market has a very strong bi-annual cycle, which is not evident in the German data. Nonetheless, the methodological problems we identify apply to both markets. We also find that the added tallness of the UK data makes empirical modeling more challenging. This confirms that less aggregated data contain richer dynamics (Rossana and Seater, 1995) .
Our results confirm that omitted variable bias affects regressions of search on sales if search motives are not properly modeled. These effects are particularly significant where the scrappage subsidy is concerned.
We also find that a failure to control for common correlated effects that we cannot directly observe, such as changes to Google's algorithms, changes to firms' uses of online marketing or changes to demand for specific types of vehicles can significantly bias results. Overall we find that product level search is a highly significant and important predictor of product level sales.
Data capturing consumers' internet searches have been related to demand in a number of recent papers. Hu et al. (2014) study the interaction between search and advertising using aggregate search engine data to analyze a long panel (T > 100) of product level sales and advertising data. They also model search, but do not consider the empirical challenges presented by the tall nature of their data. De los Santos et al. (2012) throw light on how consumers search using a panel of individual level data. More generally, a better understanding of consumer exposure to advertising and consumer search behavior is emerging as an important factor in studies of product demand (Sovinsky Goeree, 2008; Moraga-González et al., 2015; Helmers et al., 2015) . Our analysis contributes to this literature by showing how different motives buried in aggregate search data can be isolated and used to predict economic outcomes such as product-level sales. We also contribute to the literature by pointing to three data challenges that are likely to be present in any high-frequency online data, such as Google search, Twitter or Facebook data, but have gone largely unnoticed in the literature. We test for the presence of these problems and use recently developed panel estimators for large N and T to address them.
The next section of this paper provides a brief dicussion of online search behavior and the data it generates.
Our model of search motives is discussed in Section 3, where we derive an empirical model. The data used are presented in Section 4. Section 5 provides results. Section 6 contains our conclusions. The appendices provide details on data collection and construction.
Search Data
The use of the internet has become widespread; while only between 30% and 40% of the population in the U.S. used the internet in 2000, the share reached around 87% in 2014 (Purcell et al., 2012; Lebo, 2014) . Use of search engines and email are the most common reasons for people to access the internet by a wide margin.
For example, in the U.S. 54% of users currently report using search engines at least once a day. 2 The vast majority (83%) of all U.S. internet users reported in 2012 using Google as the main search engine. Google had a market share of search of around 95% in Germany 3 and 88% in the UK 4 in 2015.
The Google search engine is used to search for information ranging from entertainment to work. A significant share of searches is for information on goods and services that people are interested in buying onand offline. In Germany 90% of internet users search for information on goods and services on the internet and 75% have bought such goods and services over the internet within the last year (Statistisches Bundesamt, 2015) . In the UK 85% of internet users compare goods and services online, 87% report buying online (Dutton et al., 2013) .
2 For the UK there is some evidence that there is a growing group of users who report mainly going to specific websites, but this group currently stands at 21% of all internet users, indicating that the overwhelming majority of users rely on search engines very regularly. 3 Compare http://www.seo-united.de/suchmaschinen.html, accessed on the 6.8.2015. 4 Compare http://theeword.co.uk/info/search engine market/, accessed on the 6.8.2015.
Search engines such as Google aggregate information on individual searches and make the data available to analysts and researchers. Google makes aggregate search data publicly available through GT. It provides information on the percentage of Google web searches for a given word or a combination of several words compared to the total number of Google searches taking place at the same time. Data series date back to the 1st of January 2004 and are available at daily, weekly, or monthly intervals.
The GT interface allows comparisons of search terms across different time periods and different locations.
Multiple search terms can also be compared to each other and up to five different terms can be added and compared within the same query. Moreover, the use of operators makes it possible to look for combinations of different search terms (searches including each of the terms, at least one of the terms, or excluding one the terms). Additional flexibility is offered by filters for 30 different search categories and 250 subcategories (Section 3.3 provides more details).
For research purposes search data are overly aggregated, despite considerable flexibility in extracting search data from GT. Consider searches for the term Apple. The raw data provided by GT for this keyword conflate searches for the fruit with those for the firm's website. Similar problems arise in our empirical setting, the automotive industry; think for example of the Jaguar brand or the Volkswagen Beetle car model.
This problem of how to interpret GT search indices extends beyond homonyms: keywords used to search for information related to a product or illness may change over time making a specific index less reliable, as was the case for the flu (Santillana et al., 2014) . 5 In the case of product search we believe this problem to be generally less acute, as long as only the product name is used to specify the search index.
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Then there is also the difficulty of ascertaining the motives for searches observable in aggregate data. This is particularly important where the focus is on predicting an economic outcome such as product sales using the volume of search. For example, if a particular product is iconic and expensive, search volumes may be high, while sales measured in units, will be much lower than those of less iconic products. This problem is compounded when the available aggregate search index reflects a combination of search motives: searches motivated by fandom, searches motivated by interest in purchasing a product, searches motivated by news about a product or associated brand, searches due to post-sales problems with a product etc.
To see why this creates challenges to empirical research beyond potentially random measurement error, consider the example of product sales. A researcher might be interested in predicting product sales based on Google search volumes. The required assumption here is that consumers search on Google before purchasing a product. It is however possible that consumers search for a product after having purchased it and need additional information about it, for example on how to use it. If these two different search motives cannot be disentangled, there is potential for reverse causality.
The following section develops a model that formalizes these problems and helps link them to the empirical 5 Brynjolfsson et al. (2014) suggest a crowd-sourcing solution for this problem where a random sample of internet users suggest keywords that they associate with a concept.
6 Searches for combinations of product names and words such as 'dealer' or phrases such as 'buy online' reveal shifting patterns of sourcing for products over time. These were not our focus so we removed these additional terms from our searches. For more discussion see Appendix A. models that deal with problems arising from the characteristic data properties of online search data, the length of the time series and cross-sectional correlation.
Methods
In this section we model three principal search motives and show how pre-sale search can be identified and used to predict product-level sales. We also discuss how product level-data necessary for this analysis can be obtained and show how our model can be estimated using weekly and monthly time-series data.
Throughout the section we focus on the relation between two variables: y i,t capturing sales of a product and g i,t capturing aggregate search intensity for these products on a search engine, for example GT.
Modeling Sales and Search
To begin with, consider a simple model of all searches for a product on a search engine. We disaggregate search for product ( i ) at a given time ( t ), g i,t , into three components: search driven by need for information before a purchase s a i,t , after a purchase s p i,t and search driven by interest s f i,t in the product unrelated to a purchase:
Note that Equation (1) could easily also accommodate other search motives. Demand for a product is a function of past sales and demand resulting from information found during a pre-sale search:
Past sales will strongly influence current sales for products that are bought regularly by a proportion of consumers. These buyers have no need to search for information about the products on offer in the market.
Less frequent customers are more likely to need information ahead of a purchase and will therefore search the internet for such information.
Since the intensity of each type of product related search, s a i,t , s p i,t , and s f i,t , are all unobservable, we assume that they can be modeled as a function of observable product characteristics as follows:
where P t is the price of the product, V t is a vector of objectively measurable product characteristics and B t is the value attributable to the product on account of the attached brands. v i,t , w i,t , and e i,t are i.i.d. errors.
In this model, the volume of search for pre-purchase information is driven by the physical characteristics, the price and the product's brand recognition among consumers B i,t . Even consumers who have little knowledge of these characteristics will find out about them in the course of their search and will refine their search accordingly. This is reflected in aggregate search data as measured by GT. Post-purchase search results from the installed base of products, which is a function of past prices, characteristics and brand recognition, viz.
Equations (2) and (3). Search not motivated by purchase is assumed to be driven only by brand recognition among consumers B i,t .
Choi and Varian (2012) suggest using specific keywords to isolate s a i,t . Hu et al. (2014) , who focus on pre-purchase searches, attempt to further exclude post-purchase and fandom searches by excluding searches that involve specific keywords indicating an interest in repairs, spare parts and the like. Reliance on category filters and attempts to exclude searches that do not precede a purchase can be problematic if Google alters the underlying algorithms or if consumer behavior changes so that new keywords need to be added to the exclusion list. Over time the set of keywords needed to exclude the wrong types of search is likely to change.
This problem is at the root of the most recent criticisms of the attempts to predict outbreaks of epidemics using search engine data (Lazer et al., 2014) .
We avoid this problem by building on the above model to analyze the link between pre-purchase search and sales. We use only the most general GT indices and discuss what can be identified using these data. Although we cannot separately identify from the available aggregate data search that arises before a purchase from the other types of search, we can still model the impact of search on sales by combining the above equations:
This model shows that the coefficients on lagged dependent variables may be negative, if the positive effects of persistence are weaker than those of post acquisition searches.
More importantly, by its definition (1) product search g i,t is correlated with consumers' brand recognition B i,t . Absent a measure for the latter, the coefficient on the search index β a is likely downward biased. To avoid this, we estimate our specification including a measure of brand recognition B i,t :
Addressing Endogeneity
We deal with the potential for bias of the coefficient on product search in two ways: first, we obtain another search index from GT which reflects searches for the manufacturer brand under which a given product is sold. For most car models this will be the brand name consumers are most likely to attach to the model and a brand level search index will yield a good proxy for B i,t . Second, we exploit a quasi-natural experiment in the form of a short-term subsidy for purchase of new cars (S i,T ). 7 Although the subsidy will have a direct effect on sales, its main advantage is that it shifts pre-sale search without being correlated with fandom or post-purchase searches. Hence, the subsidy has two effects: First, it increases demand for cars that become significantly cheaper as a consequence of the subsidy. Second, it affects pre-sale search by affecting consumers purchasing decisions.
The direct effect leads us to rewrite the demand model (eqn. (2)) to include the scrappage search effect (s S i,t ):
The indirect effect means that we can rewrite pre-purchase search as:
where T is the date at which the subsidy is announced. As the subsidy is temporary, s a i,T −1 will reflect the normal level of ex-ante search and we can then write the product search index after the subsidy has been announced as follows:
Note that α p < 0, if the law of demand applies to the products under consideration, so that g i,T is positively correlated with the level of the scrappage subsidy.
These considerations mean that we adjust our estimation model (7) as follows:
If we do not control for the subsidy event, the positive correlation between s S i,t and g * i,t implies that β a will be upward biased. At the same time, the scrappage effect shifts g i,t by shifting pre-sale search s a i,t .
7 Section 4 provides background detail on the scrappage subsidy.
Estimation
Given the product-level model outlined above we turn now to a discussion of how that model can be consistently estimated with large N and T panel data. GT data are available at daily, weekly or monthly frequency since 2004 and can be obtained for panels of search terms, e.g. names of car models or brand names. The highfrequency with which search data are available means that high levels of serial correlation and non-stationarity are likely to arise (Mellon, 2013) . This applies to both the GT search data and to sales data. Hence, working with panels of GT data requires recent econometric methods that are currently not widely used (Pesaran, 2006; Banerjee et al., 2010; Pesaran and Tosetti, 2011; Hsiao, 2014; .
The estimation of individual time-series, which is a common approach with high frequency data in finance and macro-economics, discards valuable information available from the panel dimension of the data. Given the ease with which panels with relatively large N can be constructed from GT data, the estimation of individual time-series is also impracticable.
The solution we outline below is to use Mean Group estimators (Pesaran, 2006) , to control for common correlated effects using cross-section averages of the dependent and explanatory variables, to adjust for seasonality and to estimate error correction models that identify short-and long-run effects of search on sales and are robust to any remaining non-stationarity.
Seasonality and Serial Correlation
Equation (11) contains L lags of the dependent variable to capture persistence and post-purchase search. Wooldridge (2012) notes that residual serial correlation in this kind of model is an indication that not enough lags of the dependent variable have been included in the specification.
Another source of serial correlation is seasonal variation in the demand for a product, which can be observed for almost any product. In our empirical application for example we see strong signs of such seasonal variation. Figures 1 and 2 show registration data (grey) and a search index (coloured) for the manufacturer name relative to 2004. The series for Toyota/BMW are shifted (down/up) by one unit in order to make the figures easier to read. The graphs suggest correlation between search and registration data over time; peaks of the search data generally predate peaks in the registration data.
Seasonal effects can be removed with methods like the X-13-ARIMA SEATS used by the U.S. Census Bureau or the Bank of England. Unfortunately, these methods affect the reliability of unit root tests applied to the transformed series (del Barrio Castro and Osborn, 2014) .
We show below that removing seasonal effects by differencing each series using annual lags is effective.
Results for data without seasonal adjustment are also reported. The transformed data are denotedυ i,t ∈ {ỹ i,t ,g i,t ,B i,t ,s S,i,t } whereυ i,t = υ i,t − υ i,t−12 in the case of monthly data andυ i,t = υ i,t − υ i,t−52 in the case of weekly data. Germany, 2004 Germany, -2014 Registrations and Searches for BMW,VW and Toyota Registrations and Searches for BMW,VW and Toyota
Co-integration
In section 4.3 we demonstrate that sales and the search index data are both affected by high levels of serial correlation. This makes it highly unlikely that the data series are stationary. Non-stationarity of the data series will lead to spurious correlation between variables and inference will be unreliable (Granger and Newbold, 1974) .
To address the problem of non-stationarity we transform the auto-regressive distributed lag (ARDL) model set out in equation (11) by transforming the dependent variable into a first difference in case of monthly data (k = 1) or a fourth difference in case of weekly data (k = 4) of the deseasonalized data:
This further differencing helps to stabilize the mean of the variables in the model. The model also includes lags of the product, brand and scrappage search indices to allow for lags in the impact of these search indices on sales.
A transformation of the dependent variable and the product search variables in this model results in an error correction specification, allowing us to estimate short-and long-run effects of product level search on sales:
This specification corresponds to Equation 16 in Ericsson and MacKinnon (2002) , who note that cointegration Gengenbach et al. (2015) provide critical values for the tstatistic on this coefficient for panel data, which has a non-standard distribution. In this representation, the speed of adjustment to long run equilibrium is captured by (1 − γ t−k ) and the long-run effect of search on sales is captured by
.
Note that we also test whether the brand-level and scrappage search indices are cointegrated with sales.
We find no evidence to support this.
Unobserved Common Factors
The model of search developed here does not require that the researcher observe anything about the characteristics of the products being studied as long as the researcher's interest does not go beyond the relationship of search and sales. On the other hand, poor measures of consumers' brand recognition and of any shocks to product demand such as the scrappage subsidy will bias the coefficients of the model. Given the large number of products that may potentially be incorporated into an analysis, it is likely that subsets of these will be affected by unobserved common shocks leading to cross section dependence and biased coefficients.
To remove cross section dependence from unobserved common factors we apply the Common Correlated Effects Mean Group (CCE MG) estimator suggested by Pesaran (2006) and extended to the dynamic panel setting by . The Mean Group estimator averages coefficients from the N time series making up a panel, allowing for heterogeneity in the intercept and slope parameters within the panel.
Pesaran (2006) shows that augmenting this estimator with cross-section averages of the dependent and the explanatory variables, removes correlations between unobserved common factors and the main variables of interest. then demonstrate that the CCE MG estimator can be extended to dynamic panels with weakly exogenous regressors. They observe that a suitable number of lags of the cross-section averages should be incorporated in the empirical model in this case. The number of lags required is the integer part of the cubic root of the length of the time-series, in our case this is 5 for the German data and 7 for the UK data. We apply this estimator to our data to account for the presence of unobserved common factors.
An important advantage of these estimators from the perspective of the applied researcher is that they are simple to use and allow the researcher to be agnostic about the structural interpretation of any unobservable common factors.
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The final representation of the empirical model we estimate is:
Here the ψ coefficients indicate a cross-section average term. This estimator may include a large number of cross-section average terms as well as lags of the dependent variable and of the three search indices. We have sought to restrict the number of lags used as much as possible in order not to loose too many observations, while still controlling for cross-section dependence. The tests used to identify the adopted lag structures are reported and discussed in Section 5.2 below. The testing process involved iterative removal of lags that did not contribute to good performance of the model, starting from the most extensive model. We tested a wide range of specifications and have included a number of tables with particular alternative specifications in the appendix to demonstrate robustness of the models presented in the main text. show that a cross-sectionally augmented distributed lag model can be used to directly estimate the long-run coefficient we obtain from the ARDL model. One advantage of their proposed estimator is its robustness to misspecified dynamics and serial correlation. We supplement our results below with those from their estimator and test whether the long-run parameters resulting from both approaches are significantly different in the panel. They suggest that the following model be estimated:
Here θ g,t is the coefficient capturing the long-run effect of the product level search index on sales and M = 4
for the German data, while M = 6 for the UK data as proposed by .
Google Trends
The search indices we use are obtained from GT. Here we briefly discuss a number of methodological issues that arise from this source of data.
First, the GT search indices are computed using a sampling method leading to variations of a few percent from day to day. Moreover, because of privacy considerations, only search queries with meaningful (Google does not specify the threshold) volume are shown to the public. 9 The data are normalised, i.e. the raw search counts are divided by an index of the total volume of search for a given area and time of search. Additionally, the data are scaled so that every data point for a given query is presented relative to the maximum value that the query will return multiplied by 100.
Second, GT provides data after 2004 or the date at which the search intensity for a particular term is sufficiently large. Depending on the search volumes, series are provided either at the monthly, weekly or daily level. Due to the normalisation, it is not possible to accurately aggregate data to a common frequency level, which limits the comparability of the different search terms (see also Appendix C).
Search queries are limited to a maximum of five terms in any one search, although each term may be quite complex: it can involve up to five separate search terms that are linked by either an or (disjunction) or an and (conjunction) operator.
Furthermore, GT rounds numbers to integer values. This restricts the information obtained from a search if the researcher downloads several series together and relative search volumes for one or more of these are so low that the series only ever consists of numbers below 10. By construction the detail regarding the variability of such a series is much lower than that for the series that vary between 10 and 100 in the same search.
In practice, many features of GT (e.g. in terms of output format, restrictions of queries etc.) tend to evolve rapidly, which poses problems for consistency over time. We have generally downloaded each product or brand level index together with one other index common to all queries. This allowed us to ensure that the data we obtain is normalized in a consistent way. For our purposes, the problem of volume thresholds is less relevant and we have simply excluded products for which we could not obtain enough data on search. In our context, these are cars for which sales volumes are also low.
Data
In this section we describe data on automobile sales from the UK and Germany. Sales are measured using registration data at monthly (D) or weekly frequency (UK). The availability of weekly data in the case of the UK demonstrates how the combination of high frequency search engine data with extremely detailed official data can provide information that is much more detailed than data on car sales that have previously been used.
One question we also address here is whether the triple challenge of serial correlation, non-stationarity and common factors is exacerbated by this.
Variables
The datasets described here contain four variables: sales at the product level, measured on the basis of official registrations; search indices at the product level to measure product level search, search indices at the manufacturer level to capture consumers' valuation of brands, and search indices capturing search induced by the scrappage subsidy.
Sales The dependent variable is based on product registration data collected by national agencies in the UK Search Indices We measure search intensity at the product level and at the the brand level. The indices we obtain are measured relative to a popular product or brand: we search simultaneously for the product/brand in question and for a reference product/brand. The reference product/brand anchors all search indices included in our data (for more information see Appendix B).
The product level search index encompasses pre-purchase, post-purchase, and non-purchase searches by product fans as set out in the model in Section 3. The brand level search index measures consumers' brand recognition.
Scrappage In 2009 the governments of Germany and the UK each introduced a temporary scrappage subsidy. These subsidies were introduced to encourage purchases of new cars and the scrappage of older ones.
The subsidies were part of both governments' reactions to the significant fall in economic activity that followed the bankruptcy of Lehman Brothers in 2007 and the ensuing turmoil in the financial markets around the world.
Each government had slightly different objectives as the German car market is dominated by manufacturers owned by German corporations, whereas this is not the case in the UK.
The subsidies were introduced in reaction to significant lobbying efforts by representatives of the auto industry in both countries, which took place against the backdrop of similar efforts by representatives of the US auto industry to prevent the failures of GM and Chrysler in the context of the US presidential election campaign of 2008.
In Germany first reports in the national press that the government was considering a subsidy surfaced in The German government initially pledged e 1.5 billion to the subsidy program, promising to subsidize the purchase of a new car with e 2500, if a car older than 9 years was scrapped. As the uptake of the subsidy was significant, by March car sales were 40% higher than a year before and funds were likely to be exhausted, the government announced a top up of the program with a further e 3.5 billion.
The UK government followed suit with a similar scrappage scheme, however this was less generous as car manufacturers were required to match the subsidy offered by the government. Also, the amount pledged by the government was much lower, reflecting the scepticism of parts of the government for this form of subsidy.
The announcement of the subsidy had an immediate effect on subsidy related searches. The search index based on the names of these subsidies is extremely specific, as such searches are not observable either before or after the period in which subsidies were paid out. The index identifies the causal effect running from search to sales of a product better than either of the other indices we employ as it reveals the intentions of those searching more clearly than the product or manufacturer level searches. Google Search Index for "Manufacturer Scrappage"
These two subsidy programs offer an interesting chance to compare how the announcement of temporary subsidies in the two countries affected search and subsequently car sales.
Descriptive Statistics
The data for the German automobile market are measured at monthly frequency for 127 months. KBA's registration data contain 486 product names. There are 50 brands of which Peugeot has the highest number of distinct model names (24) and Bentley and Lotus each have the lowest (1). We exclude all those months in which we do not observe any search information for a product from the sample. We did not get search data from GT for 182 products and have excluded a further 99 due to short length of the time series on sales. This leaves 205 product names in the data.
10 Table 1 provides summary statistics for product registrations and the three search indices. We report statistics for the raw data and for the data which we have adjusted for seasonality by differencing against the same month one year prior. The descriptive data reveals a slight negative trend in the monthly sales of cars across all products and positive trends for the product and brand search indices. These are statistically significant at the 1% level; we report the t-statistics for these tests in the table.
The data for the UK automobile market are measured at weekly frequency for 463 weeks and 363 product names. There are 49 brands of which Mercedes has the highest number of distinct model names (31) and
Bentley, Dodge and Lotus each have the lowest (1). 11 We exclude all those products for which we have fewer than 12 months of sales and three months of consecutive sales in our data. This leaves 226 product names in the data 12 . Table 2 provides summary statistics for product registrations and the three search indices. We report statistics for the raw data and for the data which we have adjusted for seasonality by differencing against the same week one year prior. The descriptive data reveals a slight negative trend in the monthly sales of cars 10 Descriptive statistics for all products are provided in Appendix E. A comparison with Table 1 in this section shows that the negative trend in seasonally adjusted registrations is more pronounced in the sample, and that the brand search index has a higher mean and lower standard deviation in the sample than in the population. Comparing product search indices with those for the population is not possible as we did not obtain product level search data for all products. 11 We do not use the same set of product names for the UK and Germany as the registration data are reported with different names. 12 Summary statistics for all products in the data are provided in Appendix E across all products as well as a negative trend for the brand search index. There is a positive trend for the product search index. These trends are statistically significant at the 1% level; we report the t-statistics for these tests in the table. 
Serial Correlation, Stationarity and Common Factors
Regression analysis based on non-stationary time series may reveal only spurious correlations. This section shows that data on car sales and product search are non-stationary in monthly data. Tables 3 and 4 show results from Pesaran's CIPS test (Pesaran, 2007 ) of non-stationarity for different degrees of serial correlation. The test is robust to the presence of common factors and serial correlation. Both tables are restricted to those panels for which we have full coverage in our data, i.e. products that were sold over the entire sample period. The tests show that some panels are stationary if we restrict serial correlation to 6 lags. For 8 lags we cannot reject the null hypothesis of non-stationarity for registrations or the search index in the case of Germany. Sales and search in the UK data are stationary up to lag 8 in the weekly data we analyze. Appendix F shows that after aggregation to monthly data there is evidence of non-stationarity for registrations and the search index, as in the German data. This suggests that aggregation of time series can induce non-stationarity (Rossana and Seater, 1995) .
Next we test the data for evidence of cross-section dependence. Table 5 provides results from Pesaran's test for cross section dependence in the sales and the product search index data. The test clearly demonstrates that this problem affects both types of data, regardless of seasonal adjustment. The table also reveals differences in the functioning of the market for cars in the two countries: while the seasonally adjusted absolute serial correlation of sales is quite similar, the level of product search is more correlated in Germany than in the UK. The table is based on 138 balanced panels for Germany and 226 balanced panels for the United Kingdom.
Results
Given the triple challenge of serial correlation, non-stationarity and unobserved common factors, we adopt the following approach to estimating reliable empirical models: seasonal effects are removed by differencing against observations made one year before, serial correlation is modeled by including lags of the dependent variable and effects of common factors are captured by including lagged cross-section averages of all variables.
We rely on Mean Group estimators which include Error Correction Models (ECM) to identify both short-and long-run effects of search on sales. Alternative estimators are also presented and tested.
This section provides results from estimation of these MG ECM's as well as FE and OLS models. Results are presented in two steps: first, we compare results from OLS models and MG estimators based on the preferred model, derived using the MG estimator. These tables show how each element of our modeling strategy contributes to removing sources of bias. Next, we test the model specification described in Section 3. We show how inclusion of search indices related to the scrappage subsidy and to fandom alter the effect of product level search on sales.
Baseline Regressions
This section sets out regression results obtained with OLS, fixed effects (FE) and mean group (MG) estimators.
Tables 6 and 7 contain five models: two columns with OLS results and three columns with results from FE or MG estimators. The OLS and MG estimators are presented without and with data transformed to remove seasonality.
The MG estimator results in column 5 of Tables 6 and 7 represent our preferred specification as serial correlation and cross-section dependence are minimized. 13 We present results from estimating models based on the specification of Equation (12), which does not include an error correction mechanism. This specification lends itself to comparisons with results from OLS and FE estimators. Tables 6 and 7 illustrate how misleading OLS and FE results for such long panels with cross section dependence can be: the product search index effects in the monthly data from Germany are biased towards zero, while they are too high by a factor of at least 4 in the weekly data from the UK.
The results presented in the 5 columns of Tables 6 and 7 are based on the same set of regressors, including cross-section averages of registrations, product, brand and scrappage level searches. As is indicated, the fixed effects (Date, Manufacturer) control for time-invariant differences across the models presented in these tables.
The tests reported below the tables show that inclusion of cross-section averages does not remove common correlated effects from the OLS or FE estimators. 14 There is also evidence of serial correlation in the residuals of the OLS and FE estimators, particularly in the weekly UK data. Both problems contribute to the significant 13 The same set of regressors is used in the preferred MG models with error correction mechanisms that are presented further below in Tables 8 and 10. 14 In the specifications for the German data we use up to 13 lags (months). Specifications for the UK data are based on up to 28 lags (weeks), i.e. slightly over 6 months. Figure 2 shows the 6 months cycle that exists for cars in the UK as a result of the changes of letters on the number plates for new cars every 6 months.
biases of the main coefficients of interest, relative to the MG models in column 5 of these tables. Table 7 (UK) shows that some evidence of common correlated effects remains for that model, although this is much weaker than for the OLS and FE models we report for the UK.
Results differ strongly across the five empirical models for Germany and the UK. The pattern of deviations from the preferred model varies across the two countries. For instance the OLS models suggest that search does not affect sales in the German data, while the effect is overestimated by a factor of six in the case of the UK data when compared to the preferred model. In both countries the preferred MG model indicates that there is a positive and significant effect of contemporaneous search on sales.
Cointegration and Exogeneity
In this section we analyze our preferred models in detail, introducing the error correction specification and focusing on the biases discussed in Section 3.1. Tables 8 and 10 provide results from estimation of the ARDL model with error correction mechanism as set out in Equation (14). Tables 9 and 11 provide tests of these specifications based on the estimation of the long-run parameters from the specification set out in Equation (15) as suggested by . Tables 8 and 10 In the German data (Table 8) the coefficients on brand level searches are only significant at the 10% level in column 3. However, the search index for the scrappage subsidy in column 3 is significant at the 5% level.
The inclusion of brand and scrappage search cross-section averages in column 3 and of scrappage search cross-section averages in column 4 of Table 8 result in specifications for which there is no evidence of crosssection dependence in the errors. The specifications reported in columns 3 and 4 of the Table 8 are based on 7 cross-section averages (CAs) of the dependent variable, but only four each of the brand and scrappage search indices. An additional test of the specifications reported in Table 8 is provided by Table 9 in which we report tests of the mean long-run estimator (θ g,t ) in all four models presented in Table 8 .θ g,t is estimated using the cross-sectionally augmented distributed lag model proposed by . This is compared to the long-run estimator derived from the estimators reported in Table 8 , based on all lags of the dependent variable included in these models. The smallest absolute average difference between the two methods of estimating the long-run parameter is obtained for model 4, which also has the lowest variance. We cannot reject that the coefficients differ on average for the specifications from Columns 2,3 or 4 in Table 8 , but we can reject this for the base specification from Column 1.
Taking the evidence presented in Tables 8 and 9 together we view Model 3 as the most reliable representation of the German data. In the UK data (Table 10) the coefficients on brand level searches are not significant, while the search index for the scrappage subsidy in Columns 3 and 4 is significant at the 5% level. The inclusion of brand and scrappage search cross-section averages in Column 2 and of scrappage search cross-section averages in column 3 of Table 8 result in significant reductions of the level of cross-section dependence. In Column 4
we drop 29 products from the data for which the average product level search index is falling over the sample period. Many of these products are affected by significant one off reductions in search interest. Dropping these products does not significantly change any of the coefficients, but does reduce cross-section dependence very significantly, so that it no longer matters. Overall, we take this as an indication that cross section dependence doesn't create significant biases in either column 3 or column 4 of Table 10 . The specifications reported in Table 10 are based on 17 cross-section averages (CAs) of the dependent variable, five brand level CAs and 16 scrappage search CAs.
We test the specifications reported in Table 10 by comparing the implied long-run effect of product level search with that obtained from an alternative model as suggested by in Table 11 . The smallest absolute average difference between the two methods of estimating the long-run parameter is obtained for model 4, but model 3 has the lowest variance of the estimates. The estimated long-run coefficients for product search are very close similar for both of these specifications, providing further evidence of their consistency.
In all models higher levels of product level search predict higher sales of the average product. In the short run a one standard deviation increase in the monthly product level search index (s.a.) predicts a 16.5% increase of car sales relative to average monthly sales in Germany. In the UK the corresponding effect is an increase of weekly sales by 4% of average weekly sales. In the UK data a permanently higher level of search has an effect almost twice as high as the short run effect on sales, whereas in Germany the long-run increase in sales is only 1.5 times higher than the short-run effect. Direct comparisons between both countries on the basis of these results should be treated with caution due to the differing frequencies of the time series we rely on. 226 products with at least 3 months of consecutive sales and 52 weeks of positive sales. All models contain lags 1-4,7,8,9,11,13-15,20-24,26,27 of registrations, lags 1-4,6-9,12-15,19,20,23,26,27 and statistic. Test restricted to 144 highly balanced product panels. Appendix G provides tables for both countries with specifications that contain additional cross section average terms such as the average change in the product, brand and scrappage search indices. In the German data these models can perform marginally better against the cross section dependence test, than our preferred model, but at the cost of losing observations. In the UK data two models perform marginally better against the cross-section dependence test than the model in column 3 of Table 10 , but these models are affected by significant serial correlation. In both sets of data the long-run parameters obtained from these richer models differ more in absolute value from the long-run parameters we estimate with the alternative estimation method proposed by than our preferred specifications. This illustrates the robustness of the results we present here.
Appendix H provides tables with specifications in which we use data that are not seasonally adjusted. The results show that significant evidence of cross-section dependence and serial correlation in the errors remains.
This indicates that adjusting the data for seasonality is an important step in our analysis of the data.
Overall we find that the empirical models behave in a similar fashion for both countries, in spite of different levels of aggregation. In the following section we present product level results that demonstrate how heterogeneous the effect of search on sales is across products in both markets.
Product Level Results
The mean group estimator differs from a fixed effects estimator mainly because its coefficients are the average of the product level coefficients that are estimated independently in a first step. Both estimators remove fixed effects that are constant in time from the data. One advantage of the mean group estimator is that we can study not just the average effect of a variable in the sample, but also the effect for specific units of observation, here products. We exploit this possibility to compare the coefficients for the product-level search indices in the short-run and the long-run for the top ten most frequently sold car models in the two countries. Tables 12 and 13 show the estimated coefficients corresponding to columns 1 and 3 of tables 8 and 10.
We have argued that the coefficients from column 1 of these tables are biased. Tables 12 and 13 reveal that the biases we identified play out very differently across different products in both markets. Two observations stand out from the tables below: there is very significant variation in the short-run and long-run parameters in both markets. The largest values we observe are 5 or 6 times larger than the average coefficients reported in Table 8 and between 36 and 30 times larger than the average coefficients reported in Table 10 . Secondly, there are negative values. Some of the negative coefficients are not likely to be significantly different from zero, but others clearly are.
We focus on the case of the difference between the A-Class and the B-Class cars produced by Mercedes Benz and sold in significant volume in Germany as Table 12 reveals. Figure 4 shows both the product level search index and the level of sales for both car models in the German data relative to the mean for each series (we have shifted the two series for the A-Class by adding 2 to each observation to make the figure easier to read). The figure reveals that sales of both the A-and B-Class have been fairly stable for most of the sample period with the minimum sales for the B-class coinciding with a switch from the first to the second generation at the end of 2011, while the same happened in case of the A-Class with a switch to the third generation in 2012. The third generation A-Class is a very different-looking vehicle from its two predecessors, in an attempt by Mercedes to appeal to a younger cohort of customers. As the data illustrate, this led to a much larger level of search, but not to a corresponding increase in sales. Registrations and Searches: A Class and B Class
The negative coefficients for short-and long-run search reveal that the A-Class has fared less well than Mercedes might have been hoped for in light of the large amount of interest the new car had generated. The promotion strategy for the B-Class, in contrast, was much more successful in converting searches into sales.
Conclusion
Search engine data offer an invaluable opportunity to analyze information resulting from online search activity of hundreds of millions of individuals around the world. Therefore, it is not surprising that there has been rapidly growing interest in the use of such data across the entire range of the social sciences and beyond.
In this growing literature little attention has been paid to modeling the distinct motivations for search. It is often overlooked that online searches that look identical in the available data result from different motivations that lead to different post-search behavior. This creates challenges if the objective is to link search data to economic outcomes. Researchers have also often ignored the econometric challenges that arise from the use of large T , large N panel data. This paper shows that biases can result in both cases, with the larger biases arising from failure to address common correlated effects and serial correlation in our datasets.
Focusing on pre-purchase searches we model biases that arise if fandom and post-purchase searches are not controlled for, predict their effects and confirm that the biases arise in our data. Fortunately, the rich data that can be obtained from GT offer solutions to this problem: additional search terms can be found that help to condition out forms of search that are not of immediate interest. Nevertheless, much work remains to be done here to help determine how aggregate search can be decomposed into its main components.
The increased length of the available time series promises to offer more opportunities to exploit quasirandom shocks to identify interesting effects across a wide range of economic activity. Nevertheless, using online search data means that the afore-mentioned data properties have to be addressed: serial correlation and non-stationarity. The combination of long high-frequency time series in large panels also introduces the potential that common correlated effects will bias standard panel estimators. As we show in this paper, mean group estimators can be used to remove biases arising from unobserved common effects. As an added benefit these estimators reveal not just the population average, but also the product level coefficients derived from the time series data. This means that individual level heterogeneity can be studied in much greater detail than in other panel data applications.
A last point to emerge from our analysis is that the frequency of the data available has implications for the challenges that the data might hide, e.g. non-stationarity, and also affects the questions that a researcher can ask. The frequency of the data is often determined by the frequency of the data that are matched to the aggregate search data. We use datasets that have weekly and monthly frequencies and find that shortrun shocks disappear more quickly from the weekly data than from the monthly data. In our view this is not a reflection of fundamental differences in the markets being analyzed, but a reflection that data averaged over a longer period of time reverts to equilibrium more slowly. Depending on the object of study high frequency search data may, therefore, create an impetus to increase the frequency with which data on 'real world' outcomes is made available.
We expect that online search data will find many more applications in the future. The richness of this type of data is only beginning to be explored. We expect that methods for panel data analysis will continue to evolve as the potential for applications of aggregate search data combined with data on outcomes is more widely appreciated.
A GT keyword selection
One of the main challenges in the literature relying on GT data is to find the right keywords on which to base the analysis. The approach generally followed consists in finding a reliable benchmark and then determining the combination of keywords which best approximates the benchmark.
An important issue in key word selection concerns language confusion, i.e. the fact that brands or products may correspond to common names. This issue is often country-specific as brand or product names are generally not translated from one language to another and may therefore correspond to a common name in one country but not in others.
There are several possible ways to address language confusion systematically. One possible strategy to overcome the language confusion issue is to use combinations of words, linking related products. Another possible strategy is to use the categories of searches in GT, restricted to the appropriate category of searches.
This means building a rough concordance between categories of products and Google categories. One limitation of the latter approach is a lack of information on how Google constructs its search categories.
Finally, some features regarding strings in GT need to be considered to construct keywords, in particular the treatment of special characters:
• Accents, special characters, numbers and punctuation signs: these are taken into account by Google
Trends ("Société" gives different results from "Societe", "apple." gives different results than "apple") -as a result they need to be properly encoded when retrieving the series;
• Case: Google Trends is case-insensitive ("apple" gives the same results as "APPLE");
• Logical operators: some signs cannot be searched for as such due to their use as logical operators in Google Trends (for example ","; "+"). The hyphen ("-") is considered as a regular character by Google, except if preceded by a space, then it corresponds to the logical operator "excluding";
• Apostrophe ('): this sign is currently automatically deleted by Google Trends. This is an issue for certain brand names containing an apostrophe (e.g. L'OREAL), as it is currently not possible to catch the search volume for the name containing the apostrophe; it is only possible to get results for OREAL or LOREAL;
B GT data extraction
Data from Google Trends can be downloaded in three ways: through the dedicated user interface, an application programming interface (API), or using a site crawler. The dedicated user interface requires manually entering each query of interest, which makes it unsuitable for systematic analysis of a large number of terms.
As for crawlers, Google limits the ability of such tools to obtain data from its Google Search service. An API therefore appears the most appropriate approach for data collection. No API is made available by Google i on Google trends. In the absence of an official Google API, a number of unauthorized packages/scripts exist that exploit this facility to automatically download data from Google Trends. We used a similar approach to that of the googletrend package which requires a browser that downloads the data to a local directory. Our own script is available on GitHub (https://github.com/jirzii/R4GT). The script uses the R statistics package's browseURL command.
We downloaded our GT data between September and November of 2014 for Germany and the United Kingdom. We downloaded weekly and where necessary monthly series between 2004 and 2014 for 53 (DE) and 373 (UK) manufacturer and model names. We chose the longest possible series that we were able to match with our market level data and we used manufacturer and model names as the search terms.
We downloaded data on each search query individually to obtain maximal detail on the variance of the series. We also downloaded each series together with searches for a very popular and a middle of the range manufacturer and model. These additional searches provide data about relative search intensities for each class of information.
Two main complications arose in creating functioning scripts:
1. Identifying the correct syntax to specify complex queries that involve logical and and logical or operations;
2. Dealing with data that was only available at a monthly frequency (see Section C below).
The syntax to create correct queries for downloads from GT can most easily detected if complex manual downloads are initially undertaken with the Google Chrome browser. The syntax for the query appears in the browser's window once the query has been entered on the webpage for GT via the GT interface.
C GT weekly to monthly data conversion
Depending on the search volumes, GT series are provided either at the monthly or weekly level. In order to compare the different search terms, it is necessary to aggregate data to a common frequency level, which is not straightforward due to the normalisation applied to the series.
Google Trends series correspond to the raw number of searches done for one term normalised by the total number of search queries in the geographical region of interest, rescaled to an index taking a maximum value of 100 over the period, which may be summarised with the following formula:
where G t is the Google Trends figure in time t, x t is the number of searches for the keyword x in time t and X t is the total number of Google searches in time t. Depending on the series, t corresponds to a week or a month. Considering a month m with four weeks (w 1 , w 2 , w 3 , w 4 ) the monthly indicator may be written as follows:
ii
where max (x m /X m ) corresponds to the monthly maximum of the ratio over the entire period. The average of the weekly indicators, on the other hand, is:
where max (x w /X w ) corresponds to the weekly maximum of the ratio over the whole period. This is equivalent to the monthly indicator G m if the two following conditions are verified:
• either the overall number of Google searches X w or the proportion of searches corresponding to the keyword x w /X w is stable over all weeks in each month;
• the weekly and monthly maximum proportions of searches corresponding to the keyword over the whole period are equivalent:
The second condition is more likely not to be satisfied, especially for series with a high variation. In that case the series of converted weekly data G w are proportional to the series of monthly data G m , only with lower variation:
In practice, in order to convert the weekly to monthly series, we consider the weekly dataset, expand each observation by seven, increment the date by one for each line and then average out the data at the monthly level.
D Data from Kraftfahrtbundesamt
In Germany car license plates are issued by municipalities. Information about registered vehicles is collected on a central register (ZFZR) maintained by the KBA. Based on these data the KBA provides a number of statistical tables about the number of new registrations each month (FZ10) by manufacturer and model. KBA also provide annual data on the number of deregistered cars (FZ7) by manufacturer, resale (FZ18) by manufacturer and total stock of vehicles (FZ17) by manufacturer.
We downloaded these data from the internet in September 2014 and cleaned and collated the data. Registration data were added to a panel with monthly frequency at the manufacturer and model level covering the period between January 2004 and January 2014. Data on total stock of registered vehicles, resale and deregistration was added to a panel with annual frequency at the manufacturer level.
KBA's website for vehicle statistics is available here (we accessed the website in September 2014):
http://tinyurl.com/k8lxms7
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H Results Without Seasonal Adjustment
In this section we present results of estimating MG models with data that is not seasonally adjusted in Tables   A-10 and A-11. We also present comparisons of the long-run coefficients for the effect of online search on sales for each model using the methodology proposed by . The first column in Tables   A-10 contains 200 products with at least 24 months of positive sales. All models contain lags 1-6,8,9,12,13 of registrations, lags 0,1,3,6,11,12,13 of registration cross-section averages (CA) and the CA of the change in registrations. Models 2 and 3 contain brand SI CAs at lags 2,4,5 and 6. Models 3 and 4 contain lags 0,3,6-9 and 11 of the scrappage SI and lags 0,9,11,12 of the scrappage SI CAs. -4,7,8,9,11,13-15,20-24,26,27 of registrations, lags 1-4,6-9,12-15,19,20,23,26 x
