Time-dependent quantum-mechanical theories and simulations provide a clear and intuitive description of molecular processes. Due to ensuing simplification of the theory and the generally employed numerical algorithms, the vast majority of these treatments are based upon perturbation theory. Especially in light of the current level of experimental sophistication, with experiments being realized which are influenced by the spectral, temporal, and spatial shape of the laser pulse, it is important to move beyond treatments limited to weak fields or idealized a-function wave forms. Various methods to examine the results of highfield simulations are presented. All of the techniques are shown to have the familiar linear response form in the weak-field limit. In a time-dependent framework the difference between the linear and nonlinear response expressions can be seen from expectation values over stationary versus nonstationary states. The high-field photodissociation of methyl iodide illustrates this approach. Methyl iodide represents a physical system well suited for examining the effects of such exciting laser-field characteristics as strength, linewidth, and frequency upon the photodissociation dynamics. Its dissociation occurs upon coupled repulsive excited electronic potential-energy surfaces which have recently been revised to fit the most current experimental data. The effect of the surface intersection has previously been typically studied by examining the branching and the internal state distributions of the products in the two channels as a function of excitation frequency only. The collinear photodissociation dynamics is examined using a numerically exact time-dependent quantummechanical method. The equations of motion for the amplitudes upon the ground and two coupled excited electronic surfaces, explicitly incorporating the laser field, are integrated by a scheme which employs a low-order polynomial approximation to the evolution operator. The effects of the three field characteristics upon the branching ratio and internal state distributions of the products and the spectroscopy of the process are delineated. The course of the photodissociation dynamics is shown to be affected by these characteristics. The results demonstrate the causal connections between the pulse shape and the resulting photoprocesses. Practical manifestations of strong fields (power broadening, subthreshold absorption, higher harmonic generation, emission shaping of the ground state, temporal development) are stressed.
I. INTRODUCTION
Since the turn of the century, spectral analysis has been used to probe the microscopic structure of matter and the interactions of matter with electromagnetic fields; an extensive body of information has accumulated on the absorption, emission, and scattering of light by atoms and molecules. The advent and rapid development of laser techniques has not only contributed to more precise and sophisticated measurements, but has fostered new avenues of research involving laser selective chemistry' and ultrafast phenomena.' Time-resolved spectroscopy employing femtosecond optical pulses has found applications ranging from probing the dynamical behavior of molecules in solution3 to observing the real-time evolution of chemical reactions through their transition states.4 The key to these ultrafast experiments lies in the ability to generate pulses that are shorter than the period of some vibronically active mode of the system. Such experiments underscore the importance of the electric field spectral and temporal characteristics with respect to the dynamics of the system being interrogated.
In addition to the length of the laser pulse, other important parameters include the frequency and intensity of the applied electric field. The effect of the incident laser frequency is perhaps the most thoroughly examined parameter, both experimentally and theoretically. Spectra are found to be dramatically sensitive as to whether the laser is resonant with a transition to a discrete state or with a transition to the continuum or off resonance with any allowed transition altogether.5 This frequency sensitivity is being exploited in attempts to deduce excited-state potential surfaces from the wavelength dependence of the intensity of transient femtosecond spectra.6*7 Investigations of multiphoton ionization of atoms' and above-threshold ion-ization' in intense electric fields dramatically demonstrate the dependence of ionization upon the applied field intensity. It should be noted that specification of the "length" or "width" of a laser pulse implicitly assumes a simple symmetric electric field profile. Experimental techniques exist for extensive manipulation of the electromagnetic wave form including the generation of two or more time-delayed pulses (as in the pump-probe or pump-dump experiments and their variants), frequency chirping," and phase delay masking." treatments of photodissociation have evolved from diatomic and pseudodiatomic models to studies on multidimensional ab initio potential-energy surfaces. Linear triatomics, and systems which can be modeled as linear pseudotriatomics, follow diatomics in simplicity. However, they yield products with internal state distributions, an important source of information on both the excited electronic potential energy surfaces and the dynamics of nuclear motion.
In keeping with experimental advances, theoretical treatments are also emerging which explicitly incorporate field parameters. The effect of the laser linewidth upon molecular collisions in weak fields has been examined for idealized one-dimensional potential models '2-14 and for simulations of femtosecond pump-probe experiments on one-dimensional surfaces. '5-21 Perturbative approaches to timedependent absorption and emission spectra have been formulated for femtosecond processes22-25 and techniques developed for calculation of nonlinear spectra in the presence of strong laser fields.26T27 Nonperturbative treatments have been given for particle dynamics in ionizing and dissociating fields8*28t29 and upon impulsive optical excitation.30 Studies aimed at realizing mode selectivity in unimolecular reactions exhibit a comprehensive exploitation of the spectral, temporal, and spatial characteristics of the exciting field." 3'-33 Historically, the description of the absorption and emission of light is founded in the time-independent perturbative expressions of Kramers, Heisenberg, and Dirac.34 The majority of the theoretical treatments of light interacting with molecules are in this weak-field limit and apply Fermi golden rule type expressions for transition probabilities. The current exceedingly useful manner of calculating spectra in this limit, via Fourier transformation of an autocorrelation function,3' attests to the conceptual simplicity of an alternative, but equivalent, time-dependent perspective.36p37 The inherently dynamical nature of ultrafast phenomena, coupled with their fortuitously short time scale, allow these processes to be quite naturally simulated and their mechanisms interpreted via time-dependent quantum-mechanical methods.38 By introducing the time variable, a nonperturbative description of externally driven systems is readily formulated in terms of time-dependent Hamiltonians. This is essential when considering a molecule subject to a strong laser field or a field with an arbitrarily shaped temporal profile where a perturbative treatment is inapplicable. This paper addresses the manner in which an applied laser field affects the dynamics of photodissociation. Since photochemical reactions commonly involve more than one potential-energy surface, a model will be examined to assess the field dependency of nonadiabatic interactions. In addition to monitoring the dynamics, diagnostic tools for elucidating these effects will be explored. Parallels with linear response perturbative treatments will be drawn as limiting cases of a more general discussion of high-field experiments. The time-dependent calculations, that are exact for the chosen model, illuminate the importance of saturation, power-broadening, and other high-field effects that are ignored in the usual linear response formulation. The aim of this paper is to study the response of a model molecule driven by an electromagnetic field of arbitrary pulse shape and intensity. The presence of a third dark level that mixes with the optically allowed electronic state will also be considered. The computations are based on a numerically accurate integration of the time-dependent Schrodinger equation in the presence of the field. To make the model both realistic and computationally viable, a three-state system is taken with two vibrational degrees of freedom where the parameters are chosen to mimic the behavior of methyl iodide.
II. TIME-DEPENDENT QUANTUM-MECHANICAL MODEL FOR PHOTODISSOCIATION
While the dynamics of a general full scattering problem may be exceedingly complicated, various half collisions such as predissociation and photodissociation offer more simple physical problems where theoretical understanding can be attained.39 The photodissociation of a polyatomic molecule results in fragments with electronic, translational, vibrational, and rotational distributions dependent upon the complete dynamical history-the initial state, the excited state surfaces participating in the fragmentation process along with their couplings, and the characteristics of the incident photon field. Theoretical With the electromagnetic radiation no longer satisfying the conditions enabling it to be treated as a weak probe, nonperturbative solutions of the coupled MaxwellSchriidinger equations are required. These are often obtained via time-independent Floquet analyses.40 However, this method assumes that the Hamiltonian is a periodic function of time, and it cannot be adapted for arbitrary temporal variations of the field. These limitations are avoided by direct solution of the time-dependent Schrodinger equation describing the physical system subject to the electromagnetic field. Then the only obstacle to be overcome is the integration of a time-dependent Hamiltonian. Highly stable and accurate numerical procedures must be employed in order that errors do not arise which can destroy the Hermiticity of the Hamiltonian and eventually lead to exponential divergences. 41 If the photodissociation event being simulated is carried out at energies where only two excited electronic states are relevant to the problem, then the wave function for this system, expressed as a sum of products of wave functions for the nuclear and electronic degrees of freedom, is ~=~0Ie0)+~~le~)+~2le2),
(1) where 1 ei) represents the electronic wave function for the ith potential surface. The participation of two excited states means that the simple adiabatic Born-Oppenheimer formulation is an inadequate model. Choosing a diabatic representation and integrating over the electronic degrees of freedom, the photodissociation dynamics are based upon the following coupled equations for nuclear motion which govern the amplitudes upon the ground and upper electronic potential-energy surfaces:
at following a semiclassical description for the radiation field. The aforementioned equations assume radiative coupling between the ground state and surface 1 and nonradiative coupling between 2urfFes I and 2iThe Hamiltonian for the ith surface is Hi=,Ti+Vi with Ti denoting the kinetic energy operator and Vi the potential operator. The transition dipole moment corresponding to a transition from surface i to surface j is given by ~ji= I,el~ 1 ei)2nd the corresponding potential coupling is Vji= (cjl V I ei). In this treatment the permanent (or static) dipole moment ~ii is being ignored.
A photodissociation event can be characterized by analyzing the final products and by elucidating the intermediate dynamics as the event is unfolding. In analogy with experiments, product analysis is theoretically calculated in the asymptotic region to obtain yields, branching ratios, internal state distributions, and properties depending upon the polarization characteristics of the exciting light. A single wave-packet propagation can provide product data over a very broad range of energies. This analysis performed upon an asymptotic wave function obtained with an infinitesimally short pulse is equivalent to broadband experimental data. The analysis is made possible since the time-dependent asymptotic wave packet (when the fragments have sufficiently separated that energy is conserved within internal modes so redistribution of this energy has ceased) contains the momentum distribution. Such data may be directly compared with time-of-flight photofragmentation distributions and angular distributions. Traditional spectroscopic methods and their adaptations for observing ultrafast processes are useful diagnostic tools for photodissociation. However, linear-response theory can no longer be the basis for the spectroscopy resulting from high-field irradiation or from arbitrarily shaped electric fields. Examination of the evolving dynamics is facilitated with time-dependent effective adiabatic potentials, which portray electronic surfaces for nuclear motion in the presence of potential and radiative couplings.
A. Asymptotic product analysis
With the Hamiltonian of Eq. (2), the photodissociation dynamics can be solved. Upon specification of the coordinates necessary to define the photodissociation process, the wave function for the initial state is determined by an imaginary time relaxation procedure on the ground electronic potential-energy surface.42 With this Ye(O) and a chosen form for the electric field the equations of motion are integrated by a scheme which employs a low-order polynomial approximation to the evolution operator.43 This scheme has been shown to be equivalent to the short iterative Lanczos procedure, demonstrated to offer an accurate and flexible alternative to other existing methods for propagating the time-dependent Schrodinger equation.44 For this application the polynomial approximation proved to be not only an alternative propagation method, but an imperative choice for stability and accuracy. In addition to a faithful simulation of the dynamics, an extremely accurate algorithm is essential to capture time-dependent interference effects over long periods. Especially in the presence of strong fields, rapid population transfers ( Stueckelberg4' and Rabi46 oscillations) are induced by nonadiabatic and radiative couplings which persist for long times. The ability to monitor these time-dependent coherent processes is a prerequisite for understanding the photodissociation dynamics. Their accurate portrayal gains further impetus since the coherence properties of laser pulses have been experimentally demonstrated to strongly affect the photophysics, in particular, the efficiency of electronic excitation.47
An exceedingly useful probe of the dynamical history of a molecular encounter, including a "half reaction," is the product's internal state distributions. The distributions over the final vibrational and rotational degrees of freedom for all electronic channels are a signature of the dynamical pathway from the initial state. In the weak-field limit, these distributions are directly related to partial cross sections, whose sum yields the observable total cross section. The electronic distributions delineate the different electronic species contributing to the total cross section. Energy resolved yields for a particular channel are also directly given by these distributions.
Expansion of the asymptotically propagated wave function (in the field free region or when the pulse is off) in terms of final states separable in the different degrees of freedom, the asymptotic scattering wave functions Y'-', gives the partial distribution, valid for all field strengths, d~,(E)=limI(YI?;;,:Iy(t))12 (3) f-m at an energy E where nf characterizes the specific electronic channel, asymptotic plane wave, and internal state eigenfunctions, i.e., the set of all quantum numbers needed to fully specify the final state at energy E. One such choice is nf ={ef,kf,ufjf).
In general, this distribution does not define the probability for a transition from an initial state i to a final asymptotic state f with energy E, and hence the partial cross section for such a transition, except in the weak field limit where the initial state is well defined and can be uniquely correlated with the final asymptotic state. For instance, to associate a photodissociation partial cross section with Eq. (3) the frequency of the electromagnetic field o must have a known relation to the energy E. In the weak-field limit such a relation is found: E= Ei+tiw, where Ei is the energy of the initial bound state prior to photodissociation. This relation breaks down as the field strength increases and stimulated emission from the excited surface back to the ground potential occurs. Then the initial energy of the species undergoing photodissociation is no longer unique as excited ground-state levels begin to absorb photons.
A total distribution D(E) derived from Eq. (3) by summing over all degenerate sets of quantum numbers at energy E is useful for deflning yields into a particular channel irrespective of the field strength. In terms of this total distribution the energy resolved quantum yield into electronic channel a is 12,(E) = +t/).ef=ad,,(E)
where the denominator is D(P). Total distributions also cannot be associated with total cross sections due to the uncertainty in the characterization of the initial state in all cases save those amenable to a perturbative treatment. To examine the general case one must go beyond the linear response limit.
B. Nonperturbative spectroscopic methods
Increased understanding of nonlinear spectroscopies becomes a necessity as more experiments include the electric field strength as a truly adjustable experimental parameter. The types of experiments considered here are those where the absorption and stimulated emission or the spontaneously emitted radiation subsequent to a strong-field interaction are monitored. Examples of such experiments include those that ( 1) measure the energy of a pump pulse as it interacts with a system, (2) detect the transmitted intensity of a weak probe field after excitation by a strong pump, or (3) collect all of the emitted radiation. In the first and last cases a combination of incident energy absorbed by the system as well as energy emitted while in the presence of the radiation field is simultaneously measured. It is important to capture the interference between these processes when high fields are employed.
The basic quantity to be determined in all of these experiments is the time rate of energy change or the power.27*48 From Eq. (2) one obtains an exact general relation characterizing matter field interactions within the dipole approximation i awl> =-(*o(f) IPoll~l(~))* at+c.c. 1 mt) =-w(t)lplwtw~, with the last expression valid for real fields. Adoption of the dipole approximation, which neglects the spatial dependence of the electromagnetic phase over the volume where the absorption and emission of photons are occurring, is justified in the frequency range of molecular photodissociation that is being examined. The final matrix element in Eq. (5 ) is the total time-dependent electric dipole moment (p(t) >, including the polarization acquired by the system when subjected to the external electric field E(t). Notice that the presence of the time derivative insures that only those processes occurring while the field is on contribute, exactly the desired absorption and stimulated emission events. In addition to the energy change of the system being interrogated, the matter-radiation interaction can be elucidated in terms of induced dipole moments, transition moments, and population changes upon the various electronic surfaces involved. All of these quantities can be shown to be related through the power.
Equation (5) portrays the response of the system to the electric field. As the field is time dependent, so too is the system's response. It acquires a time-dependentinduced dipole moment or an instantaneous dipole moment. This makes connection with more common approaches to spectroscopy which associate processes with specific orders of the electric susceptibility where the polarization response of the system is given as a perturbation expansion in powers of the incident electric fields. Unfortunately, this expansion is sometimes used in cases where it is not really evident that such a perturbation expansion is meaningful, as when the incident fields are resonant with rather strong transitions of the system. Nevertheless, the instantaneous dipole moment will prove to be exceedingly useful, even outside the confines of perturbation theory.
Equation (5) specifies an instantaneous value for the power. Keeping in mind the finite response time of all real detection systems, implying that the recorded signal is always integrated over some time interval, the observed spectrum is actually obtained from an energy change that is time-averaged over a characteristic period. This is necessarily so for a field which is not purely monochromatic. Then for the system considered in Eq. (2), ($) T= -; Jo=dt<p(t)). y
for some period T, for example, a period of 27r/a in Flo-quet calculations. The origin of time is rigorously set to zero, the time that the experiment begins and the field is off. It will be taken that the range of T can extend to infinity. The actual value will depend upon the experiment being simulated. However, for finite values when the induced dipole moment is nonzero, both the power and the resultant spectrum are explicitly time dependent. The second line exhibits the relationship between the time dependence of the macroscopic polarization and the power. Upon time averaging, this expression from classical electrodynamics49 gives yet another measure of the power and is the power when averaging is taken over any period in which the field vanishes, as an optical cycle or the pulse duration in a pulsed experiment.
In the most common weak-field experiment, the spectrum results from a comparison of transmitted light intensity to incident intensity at each frequency. In this case, the cross section is obtained by division of the time-averaged power by the time average of the incident flux of radiation (energy per unit time per unit area propagating within the impinging electromagnetic wave). This later quantity is given by the magnitude of the Poynting vector. Then the most general form for the cross section is
In the presence of nonlinear field interactions (for instance, coherent anti-Stokes Raman scattering and harmonic generation) division by the incident radiation flux is rather meaningless and will be omitted in these cases. Equation (6) will then be identified with the cross section corresponding to an absorption experiment with an intense electric field. Many experiments employ linearly polarized light. To model this common situation, a linearly polarized electric field of the general form
will be considered here where e represents the polarization vector of the field. The field amplitude is taken as real. The last relation in Eq. (8) emphasizes the fact that linearly polarized radiation can be resolved into equal intensities of left and right circularly polarized light. In the rotating wave approximation (RWA) the electric field is approximated by one of these terms (i.e., the emiW' term for absorption processes and its complex conjugate for emission). With the assumption of a slowly varying field envelope (slow with respect to the carrier wave), one may ignore variations of the temporal envelope in the time derivative of the field in Fq. (6) and only consider variations attributable to the electromagnetic field oscillations. For this case of linearly polarized incident radiation the timeaveraged power is
Hammerich, Kosloff, and Ratner: Strong laser fields Equation (9) describes a monochromatic power or cross section at frequency wo, the central carrier frequency of the incident field. To obtain a frequency resolved spectrum appropriate for high-field irradiation, simulations at many different frequencies would be necessary to collect the instantaneous dipole moment at these frequencies and each, in turn, evaluated by Eq. (6) or (9). (Of course this also corresponds to many different pulsed experiments.) This stems from employing the same field to both excite the transitions and probe the system response and, accordingly, the high field must be scanned to obtain resolved data. All of the foregoing experiments and simulations will yield data that are basically dominated by the high-field source, swamping out more subtle molecular information.26 Nevertheless, there are experimental conditions which do provide frequency resolution of the response of a system subjected to an intense source of pulsed radiation with a defined central carrier frequency. One experiment which would provide resolution involves collection of all the emitted radiation.
Thus far the time-dependent dipole moment has proved to be the key element for determining the power in experiments which monitor the absorption and stimulated emission of radiation. However, all coherent radiation is governed by oscillations of the induced dipole moment. As the photon emission spectrum derives from the frequencies radiated by the system, again the instantaneous dipole moment is central. The power spectrum or spectral density of the time-dependent dipole moment represents the intensity spectrum of the coherent component of the scattered light, the emission
In this emission cross section, d(o) is the time-averaged finite Fourier transform of the dipole moment. This induced dipole moment possesses the entire polarization and can also provide, with sufficiently intense incident irradiation, the polarization field responsible for the generation of harmonics. Note, though, that Eq. (10) does not distinguish between harmonic generation and Raman processes. Another way to experimentally and theoretically overcome the difficulty of masking by the high-field source is to employ an additional weak probe pulse. Then by exploiting the time separation between creation of the polarization by the strong pump field and employment of the delayed probe field, multiple pulse simulations can simply be accomplished. A example of this type of an experiment is given in Sec. III C. For a weak cw field, the resolved spectrum would be analogous to Eq. (9) with the magnitude of the cw field replacing the strong pump envelope A (t).
C. Rotating wave approximation
As will be demonstrated, the rotating wave approximation is inappropriate for a description of general nonlinear matter field interactions. Its utility arises in the weakfield limit and when a process is associated with a given order in the field strength (in the sense of perturbation theory). When applicable, the RWA allows a very physical interpretation to be given to the power. Furthermore it is basic to the most common formulation of spectroscopic processes in various perturbation orders, in particular, yielding the linear response expression for absorption.
In addition to the relations given in Sec. III B, the power may also be related to population changes induced by the radiative processes. To illustrate this, first, returning to the equations of motion given by Eq. (2), it can be shown that the exact time rate of change for the overlaps upon all three surfaces is
Here a time-dependent transition moment21'50 is identified as the central element of the matter-field interaction for UN field strengths:
A time-dependent potential coupling,
~lz(t>=wl(Q I@12lY2W (13) is identified as the central element of the nonradiative coupling process. Then, under the rotating wave approximation, the time derivative of the field given by Eq. (8) is proportional to the field itself. For such an external electric field, Eq. ( 11) provides an alternative expression for the instantaneous power dE -pmof W,(t) IYOW).
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Comparing with Eq. (9), note that the RWA result is "exact" when, for times that the transition moment is nonzero, the real and imaginary parts are equal in amplitude and out of phase by r/2. In other words, both amplitudes carry the same amount of information, a condition met by linear response theory. In addition to following the absorption and/or emission of radiation by monitoring the time average of the energy change of the system given in terms of the instantaneous dipole moment, within the validity of the rotating wave approximation, the power can also be expressed in terms of the change in normalization of the wave function on the ground potential-energy surface or in terms of the transition moment. Equation ( 11) is also useful for suggesting some computationally convenient means by which one may simulate multiple pulse experiments. Since the wave functions in the transition moment evolve prior to t according to the equations of motion given by Eq. (2) and the field is, in essence, a scalar multiplication at time t, the two quantities are computationally distinct. For instance, one may associate the transition moment with the polarization previously initiated by a pump pulse and E(t) with a second delayed probe pulse. Then by computing the transition moment from a single propagation employing the pump field, the population response to any probe pulse configuration is given by integrating the first equation of Eq. ( 11) using the different probe parameters. While this procedure requires modification when strong fields are employed, its utility in the case of weak fields has been demonstrated on simulations of the fluorescence emission following phase-locked pump-probe femtosecond excitation.2' Similar arguments may be applied to the cross section when calculating the spectra corresponding to these multiple pulse experiments.
To obtain a more transparent form for the cross section, consider the formal exact solution to Eq. (2) where the lower limit of integration is set to the origin of time for theexperiment (ratherthan -00) and Y, (0)
The time derivative of the ground-state normalization is also recognized as the transition probability per unit time.
Its product with tioo yields the rate of energy gained by the system and consequently lost from the radiation field in making a transition to or from the ground state at frequency wo.
In terms of the time-dependent transition moment, for the linearly polarized field of Eq. (8), the time-averaged power can also be expressed as
In order to recover the simplest result, the potential couWith the form of the electric field in Eq. (8) and incorpopling will first be temporarily omitted. As the photodissoration of the aforementioned expression for the excitedciation event is then assumed to be occurring upon a single state wave function into the RWA expression for the timeelectronic surface, only the first term for Y, (t) is retained.
averaged power of Eq. ( 15), the cross section becomes
In this expression pij denotes the component of the dipole moment in the direction of the electric field polarization vector.
The above integrand offers a host of interpretations. First, the operation of Fourier transforming is naturally introduced by recognizing that the instantaneous power is not an observable and needs to be averaged over a period determined by the response time of the experimental detection system. Defining a new wave vector I d(t)) =pio-e4*( t) I Yo( t)), then the dynamics of a "field-and dipole-dressed" ground-state wave function can be examined as
The radiative interaction between the ground and excited states of Fq. ( 18) is portrayed as the dynamic overlap of a nonstationary ground state 4(t) with its prior evolution from t' to t upon the excited electronic surface. Under suitable field conditions this overlap can be taken between stationary states.
D. Linear response limit
Since Eq. (18) is an exact relation within the RWA and the slowly varying amplitude approximation for the field envelope, one can recover the linear response result (first order in perturbation theory) for the absorption spectrum. With the matter-field interaction considered as a perturbation, the second term for Yo( t) in Eq. ( 16) is neglected. Therefore, for photoexcitation of a rovibrational eigenstate of the ground electronic surface, Y,(t) =e -' Gti'Yo (0) . This value is inserted into the equation for Y,(t), yielding the amplitude to first order. Two limiting cases can be examined; a constant pulse and another which is a S function in time.
For a field envelope which remains constant for all times, A(t) =& Furthermore, this cw case implies that all times are taken in the limit of t -+ CO. Incorporation of the above amplitude for Y,(t) into Eq. ( 15) results in a cross section similar to Eq. ( 18) with /4(t) ) now containing the constant field magnitude A0 and the transform variable modified to ei(~+~fi) ('-") for irradiation by a cw electric field at frequency wc. The two inner integrals over each of the complex conjugate terms combine together to yield a full Fourier transform in this weak-field limit. As the result is time independent the subsequent time-averaging opera-I tion makes no contribution for any T. Since this timeindependent result is just the instantaneous value of the power, Eq. (14) indicates that the transition probability per unit time is also time independent, in accord with the first-order perturbation theory expression of Fermi's golden rule. With the mean value of Poynting's vector equal to cA287r, the monochromatic time-independent spectrum is obtained:
--m where @=~to~eYo(0) and Q(t) = e-ifilf'a@. Were a field envelope, which may be taken as real, to satisfy A( t)A*(t') =g( t-t' ) =g( t' -t), then an envelope function could be rigorously added to the aforementioned integrand with the mean value for the Poynting vector appropriately corrected. A simple example of this would be a fluctuating light field amplitude described by a phase diffusion mode1,51'52 where A( t)A*( t') =A2( 1 t-t' I ). With the magnitude of the function f only being significant for small time differences, the phase fluctuations of the electric field are modeled by a stochastic random variable with a mean of zero about the central carrier frequency. Following this approach, the only change in Eq. ( 19) would be the inclusion off (t) in the integrand. Though a S-function wave form is contrary to the original assumption of a slowly varying temporal profile for the electric field amplitude, the spectral line shape may nevertheless be surmised. In fact, in this case, one may ignore the electromagnetic field oscillations and only consider the instantaneous S-function field amplitude. Employing the integral representation of the S function, the time derivative of the electric field within the RWA is
From Eq. ( 16), for a single pump interaction which is a S-function at t=O,
valid even for a strong field. Yu,( t) is the same as in theabove monochromatic derivation. Using these expressions for the wave functions in the transition moment and Eq. (20) for the time variation of the instantaneous field, the time-averaged power is
The S function implies that the upper limit of the time integration extends to infinity. As with Eq. ( 19) the sum of the half Fourier transform of the two conjugate terms yields a full transform. Upon division by the incident radiation flux, the resulting form of the cross section (the o integrand) is identical to Eq. (19) but now represents the cw spectrum at all frequencies w. An arbitrary envelope can be added and the cross-section integrand would reflect an additional factor of A (t). From the viewpoint of the power or the time rate of energy exchange between the field and system, cw excitation and S-function excitation represent two extreme physical processes. Monochromatic cw excitation gives rise to a cross section and time-averaged power which are both functions of a single frequency. In the S-function case, the energy of the system is a step function in time so the power is a S function where all frequencies are instantaneously absorbed from the radiation field. Hence, the timeaveraged power is the integral over the frequencydependent cross section and is itself independent of frequency. Any electric field which is a S function gives an identical result.
The last line of Eq. ( 19) is recognized as the standard result of linear response theory interpreted within a timedependent wave-packet framework.36 This equivalence between the form of the cross section for monochromatic excitation and S-function excitation has been computationally well exploited by determining the cw spectrum as if a S-function pump had been employed rather than accumulate many monochromatic simulations. What is striking is the similarity between this perturbative result and the exact RWA expression, Eq. (18); the difference arising in transitions between stationary versus nonstationary states of the system. To incorporate potential coupling into the perturbative formalism, a(t) is propagated upon the coupled surfaces. From Eq. ( 16)) then, Q(t) = Y, (t), where Y,(t) is given by only the second term with the initial condition that ~=Y1(0)=~io~eYo (O) and Y2(t) remains unchanged.
E. Time-dependent effective adiabatic potentials
One of the major advantages of time-dependent methods in molecular dynamics is that the physical process being simulated is directly given by an independent parameter of the calculation (time). Hence, the calculation proceeds in exactly the same manner as the molecular process. Snapshots of the wave function at successive time intervals provides an animation of the dynamical event at a resolution in time impossible to achieve experimentally. This time evolution is particularly useful for interpreting and identifying various molecular mechanisms.38 The natural appearance in Sets. III B and III C of a timedependent transition moment and instantaneous dipole moment for radiatively coupled states and a timedependent potential coupling for nonadiabatically coupled states suggests that time evolution of the coupling terms in the Hamiltonian of Eq. (2) may also contribute to a better understanding of photodissociation in strong laser fields. In particular, construction of time-dependent effective adiabatic potentials which include all potential terms in the Hamiltonian may better delineate the surfaces upon which nuclear motion occurs.
The separation between electronic and nuclear motions, which constitutes the Born-Oppenheimer approximation, leads to adiabatic electronic potential-energy surfaces. While conceptually simple, this naive picture is erroneous for many chemical processes as oftentimes more than one electronic state participates. A nonadiabatic formulation rectifies this omission. When states of different symmetry are nonadiabatically coupled, the resulting adiabatic curves abruptly change electronic character in the region of an avoided crossing. Use of a diabatic basis circumvents this problem and can be computationally easier to employ than the adiabatic functions due to the large gradients of the adiabatic wave functions in the avoided crossing region. 53 The ability to obtain adiabatic curves from diabatic ones54 facilitates the more "adiabatically" oriented physical intuition.
The concept of adiabatic potential curves can be extended to explicitly incorporate the matter-field interaction in addition to the traditional usage for diabatic curves and potential couplings. In the presence of the interactions given in Eq. (2)) new potential energies of the system can be cast in an adiabatic representation by solving the stationary electronic eigenvalue problem for fixed nuclear distances. The secular equation is
0 %I ?,-A whose "adiabatic" eigenvalues are explicitly time dependent. The time dependency implies an impulsive limit for 5.4tn-., these adiabatic potentials as opposed to the Floquet or dressed state cw representations. In particular, the dressed state concept requires monochromatic excitation in the rotating wave approximation. The interpretive advantage given by the effective time-dependent adiabatic potentials is discussed in Sec. IV.
IV. METHYL IODIDE PHOTODlSSOClATlON
To examine the dependency of internal state distributions on field parameters, a system possessing at least two degrees of freedom is required. For simplicity, two dimensions will be considered. Methyl iodide will be used as a model molecule. The photophysics of methyl iodide commands prominence, as the first photofragment laser to be discovered was achieved by lasing of its 2P112 -+ 2P3/2 iodine atom transition upon broadband photolysis. '5 Methyl iodide is also a good candidate for examining the effects of the incident laser field upon photodissociation dynamics. A wealth of experimental data and theoretical studies on the photophysics and photochemistry of this system in the ultraviolet exists (see Refs. 56-61, and references therein). This body of information serves to delineate the essential features of the dynamics and serves as the weak-field limit for more detailed radiative interactions. The participation of two excited electronic potential-energy surfaces offers a diversity to the photodissociation with their different product channels: the 3Qo state which correlates asymptotically with excited I* C2Pl12> and the 'Qi state which correlates with ground-state I atoms ( 2P3,2) in the dissociation limit. 
A. Model and potentials
Theoretically, the physical description of methyl iodide photodissociation has evolved from a simple quasidiatomic approximation employing a single degree of freedom62 to a very recent study with six degrees of freedom.59 However, the majority of the theoretical work generally follows a collinear dissociation model of a linear pseudotriatomic,63 where only two internal degrees of freedom are considered, the dissociative I-CH3 coordinate and, assuming fixed C-H bond lengths, the umbrella CH, vibrational motion. This limited dimensionality configuration space will be utilized here as this model possesses the relevant physics common to photofragmentation while it is simple enough to provide understanding and has yielded theoretical results in agreement with experiment.
The calculation is discretized with evenly distributed sampling points upon three two-dimensional spatial grids, corresponding to the three electronic surfaces. Onedimensional minimum energy paths (reaction coordinates) along these diabatic potentials are displayed as the solid curves of Fig. 1 . The fine horizontal lines denote the energy of the ground state and the ground state after absorption of one 266 nm UV photon. The double crossing of the two excited electronic states is ellipsoidal in the full twodimensional configuration space. The corresponding "adiabatic" potentials of Sec. III E obtained with peak electric field strengths of 1.3, 2.7, and 8.5 X lo* V/cm are given by the dotted, dashed, and dashed-dotted curves, respectively. The dipole moment is essentially constant until about 8.5 a.u. and then decays to less than one percent of its initial value by 12 a.u. The transition dipole function employed for the parallel transition to the 3Qo surface i$j3 PO, '& 9 (23) The empirical potential surfaces, dipole moment, and potential coupling are taken from the original linear triatomic study of Shapiro.63 The 3Qo potential is modified according to Guo and Schatz whose recent work reproduces the latest experimental findings.'* Prior to the conclusion of this study, a preprint containing the ab initio energy surfaces of Amatatsu, Morokuma, and Yabushita became available.59 Their calculations employed six degrees of freedom, with inclusion of four degrees important for the symmetry breaking accounting for the iodine population inversion. Data from simulations of the photodissociation dynamics on these ab initio surfaces will be presented in a future communication. A preliminary study upon these surfaces has been reported.64 where x represents the translational coordinate. The timedependent potentials shown are for times corresponding to the maximum of the pulse and are the highest electric field simulations of Table I .
In the adiabatic picture the two excited electronic diabatic (crossing) states give rise to two adiabatic (noncrossing) states upon incorporation of the radiative and nonradiative couplings. The new adiabatic potential which is consistently higher in energy asymptotically correlates with the I* product. It is furthermore more sensitive to the radiative interaction. The new lower energy adiabatic potential asymptotically correlates with the I product. For the field strengths considered in Fig. 1 , the lower energy excited adiabatic surface yielded differences that were too small to display. In order to avoid confusion between the adiabatic and diabatic points of view, nonadiabatic interactions will refer to adiabatic states. With this perspective, initial excitation to the diabatic 3Qo surface implies that one is on the adiabatic lower energy excited surface which correlates with the I product. Hence, asymptotic amplitude in the I* channel has arisen from nonadiabatic curve crossing from the initially excited adiabatic surface correlating with I. Figure 1 displays how extensively the original diabatic surfaces have been modified upon incorporating the offdiagonal elements of the Hamiltonian, both in the magnitude and form of the alterations. The entire configuration space where the dipole moment has amplitude is modified. While the amplitude of the electric field determines the magnitude of the changes, it is the coordinate dependence of the dipole moment which demarks the physical range. Clearly, a constant dipole moment would be a poor assumption for high fields. Other important changes in the shape of the potential surfaces include the displacement of the ground-state minimum and the shallow well in the excited state. With increasing field strength, the groundstate potential minimum becomes deeper and moves to higher values. Even more interesting is the formation of a shallow well on the excited surface which becomes progressively deeper and whose minimum moves to lower values as the field intensity increases.
These time-dependent adiabatic surfaces offer a number of insights into the nature of the dynamics occurring upon them. The presence of the shallow well on the excited surface facilitates the cycling of amplitude between it and the ground surface. The lowering of the ground-state potential and raising of the excited potential implies that the energy gap between the two surfaces is closer to the central "resonant" laser frequency over a long distance, offering an efficient mechanism for the transfer of amplitude between the two surfaces. In essence, this mechanism achieves what frequency chirping of the electric field would accomplish. Since these surfaces are indeed time-dependent, experimental advantage of the adiabatic picture is obtained by choosing a pulse shape, or width for a symmetric profile, timed to the evolution of the wavepacket upon the upper surfaces. Not only can the amount of product that is excited be influenced but also how much participates in the curve crossing. The adiabatic picture furthermore advances the intriguing possibility for achieving photon locking.
B. Summary of simulations
All initial states and fragment states for vibrational distributions are obtained by relaxation.42 The equations of motion, Eq. (2)) are integrated via a polynomial approximation. While this scheme allows arbitrarily shaped electric fields, a Gaussian profile is assumed here
where to is chosen to be 3~. While u will be used to denote the pulse length, the actual full width at half maximum is 2~7 m. Figure 2 displays frequency profiles for the field envelope for the simulations given in Table I compared with the weak-field absorption spectrum for methyl iodide. The dotted, dashed, and solid lines are for profiles of 1, 10, and 40 fs pulses, respectively. The solid dotted lines are spectra calculated via Fourier transformation of the autocorrelation function in Eq. ( 19) (solid) and from summation over the asymptotic internal state distributions to obtain the total distribution (cross section) of Eq. (4) (dotted). The excellent agreement between the two approaches attests to the numerical accuracy of the algorithm and that the propagation was indeed carried out until true asymptotic character was achieved. The pulse widths chosen can be described as impulsive ( 1 fs pulse which covers the absorption spectrum), essentially cw (40 fs pulse for which almost true energy resolved character is observed), and transient ( 10 fs pulse "tuned" to the dynamics for the reduced mass of methyl iodide). A summary of the electric field parameters employed for the majority of the simulations and some average properties of the ground state photodissociated products are given in Table I . The fraction of a rr pulse reported corresponds to the time integrated electric field envelope. A full P pulse that is resonant and has a square temporal field profile would completely invert the population of a twolevel system. The factor of 10 in peak electric field strength between different simulations at a given pulse width corresponds to a factor of 100 in peak intensity. The excited population and I* yield values are averages over the entire asymptotically propagated wave packet except the values given in parentheses which are energy resolved at the respective central carrier frequency.
The fraction of excited states produced by the various pulse forms show some straightforward regularities.
( 1) For field strengths below lo8 V/cm, resonant energy at 266 nm is more efficient for excitation (as expected by the Bohr interval rule) than is frequency-shifted radiation to the red or to the blue. In this intensity range, blueshifted radiation at 240 nm is more effective for excitation than is redshifted light at 287 nm, as would be expected thermodynamically.
(2) Higher intensity radiation (larger E) produces more excitation.
(3) Subthreshold excitation (d > 266 nm) is facilitated by increasing E (power broadening) and by reducing the temporal width u (uncertainty broadening).
Two general trends are suggested by Table I . Generally, omitting the highest intensity data, the average and energy resolved I* yields increase with the central carrier frequency from 287 to 240 nm for a given field strength. In addition, the average yield decreases as the pulse width increases at and below resonance (266 nm). The converse behavior is seen for 240 nm. As the yield is determined by the nonadiabatic coupling, it can serve as a probe of the intersection of the upper electronic potential-energy surfaces. This frequency and pulse width behavior is completely in accord with the simple Landau, Zener, and Stueckelberg model which predicts an increased probability for nonadiabatic motion between adiabatic surfaces with increased relative velocity.6567 Upon higher-frequency excitation the excess kinetic-energy increases the nonadiabatic curve crossing. As the I product is produced on the adiabatic potential which corresponds to excitation to I* in the adiabatic picture, increased I* yield is an indication of greater nonadiabatic coupling. Even the highest intensity data for larger pulse widths can be brought into accord with this model if excitation near and above the second higher-energy potential intersection of the diabatic surfaces is considered. As the field strength increases and stimulated emission back to the ground-state potential occurs, subsequent photon absorption is from progressively higher ground-state levels and can eventually reach this second intersection for high-frequency incident irradiation. Excitation above the higher-energy potential intersection places the system on the adiabatic potential correlating with the I* product. Two diabatic curve crossings translate into several enhanced probabilities for nonadiabatic crossing and a decreased I* yield, particularly apparent for the transient 10 fs high-field data. Yet deviations from the LandauZener model are known,68 where the I* yield for CD31 is found to be higher than CHJ for excitation frequencies near 248 nm. As the Landau-Zener model is basically one dimensional, this may signify that consideration of degrees of freedom in addition to the dissociative coordinate are important. For w=240 (blue of the resonance) for very short pulses energy resolution to the central carrier frequency increases I* yield, while for o = 266 or w = 287, I* yield is decreased (power broadening effects are reduced).
The frequency and pulse width dependence are quantified in Table II for a diverse series of simulations employing fractional rr pulses where the matter radiation interaction is basically linear. The asterisked entries denote data obtained from a field envelope where t,=O, i.e., a decreasing Gaussian. The "zero" femtosecond pulse data are for broadband perturbative simulations which omit the field (S-function excitation). Figure 1 indicates three energies that are critical for the wavelength dependence of the I* yield data. First, the yield is rigorously zero for total energies below the asymptotic energy for the separated CH, + I* fragments (corresponding to a 375 nm photon). Then the two potential intersections both demark turning points. Although tunneling can and does occur, the yield is expected to be greater above the first potential intersection which occurs at approximately 0.8 eV (or a 310 nm photon) in Fig. 1 . Furthermore, it should decrease above the 2.4 eV second intersection (220 nm). Energy resolved I* yield data are also consistent with this trend and will be presented later. Part of the pulse width dependence is founded in the broad frequency distribution inherent in the employment of ultrashort optical pulses. As the pulse becomes longer, the average yield at a given carrier central frequency ap- proaches the cw limit. For fractional a pulses, this limit is essentially achieved with a 40 fs pulse as demonstrated in Table II . In Table II the I* yield for the 40 fs pulse experiments, averaged over the asymptotically propagated wave packet, is seen to have converged to the energy resolved yield given in parentheses for each of the three central carrier frequencies examined. With an ultrashort pulse the broadness of the frequency distribution results in average I* yields which do not vary greatly with the central carrier frequency. Since a 1 fs pulse is broader than the absorption spectrum, as shown in Fig. 2 , the system can still predominately "select" the resonant frequency even though the carrier may maximize elsewhere. Another manner to summarize the simulations equally attuned to experimental verification is determination of how energy is disposed into translation and vibration following photoexcitation. Table III gives these data comparing the lowest to highest electric fields for each pulse width and central carrier frequency. Again, values in parentheses are energy resolved. As is expected, both the average and energy resolved energy deposition in the I* and I channels increase with the carrier frequency from 287 to 240 nm for both low and high fields. The energy in excess of what is required to promote the initial state to the excited electronic surface must appear in the translational and vibrational degrees of freedom. This energy conservation is born out by the difference between the energy-resolved data for the I* and I channels. The difference is exactly the 0.943 eV spin-orbit excitation. Also, as was noted with the I* yield, the energy deposition decreases as the pulse width increases at 287 and 266 and it increases at 240 nm. A trend which may initially appear counterintuitive is the decrease in total energy of the high-field photodissociated product, most notably for a 10 fs pulse. Much of the absorbed energy is reemitted and results in a highly excited ground state. For the product channels, the energy distribution broadens and shifts to lower values. Overall, the average and resolved data indicate that 96% of the available energy is partitioned into translation in the I* channel and 94% in the I channel at 287 and 266 nm. For 240 the ratio is 94%/88%. Slight deviations from these values are found in some of the high-field simulations with longer pulses.
Even with a modest variation of field parameters, the tables show rather pronounced differences in the products produced. While the frequency dependence of photodissociation processes is well known, the effects of field strength and pulse width have been less clearly delineated and less extensively studied. For the same reasons that the molecular response cannot be deconvoluted from the field in determining spectroscopic observables beyond the linear response limit, it may prove intractable to unravel the field and pulse width dependence of the dynamics and ultimate product outcome. Section V will examine the dependence of this model's photodissociation upon the field parameters, delineating any general trends which emerge.
V. RESULTS AND DISCUSSION
The simulations summarized in Table I represent parallel polarized resonant excitation (to the diabatic surface asymptotically correlating with I*) as well as excitation above and below the resonance frequency. These central carrier frequencies were chosen to bracket experimental investigations and to augment standard weak-field cw results with the additional effects of field strength and pulse width. The influence of these field parameters upon the dynamics and experimental observables of the photodissociation will be illustrated with two goals in mind: what elements of the simulation can be translated into experimental observables that elucidate the nature of the potential interactions and how can the field variability be employed both to aid in this understanding and to modify product outcome. Underlying all of the discussion is how and to what extent the body of knowledge gained from weak-field perturbative treatments needs to be modified when the field can no longer be treated as a perturbation.
A. Fragment distributions and yields
In the collinear model, the asymptotic scattering wave function is separable in the translational (x) and vibrational (y) degrees of freedom. For a total energy E partitioned into translational, vibrational, and electronic contributions from either the I* (ef= 1) or I (ef=2) channel, the wave vector for translational motion is
so that the asymptotic form of the scattering wavefunction normalized on the energy scale69 may be written as (27) for electronic channel eP The x,(u) were determined by relaxation on cuts through the electronic surfaces where the asymptotic analysis was performed.
The I* quantum yield or branching ratio for methyl iodide is a quantity that is experimentally well investigated. With the form of the asymptotic scattering wave function in IQ. (26) the yield into the I* channel from Eq. (4) becomes The denominator of expression (28) represents the energy resolved total distribution of Sec. III A for the parallel component. For weak fields this is the total photodissociation cross section. For weak cw excitation this is, furthermore, the normal absorption spectrum. Since the yields represent an energy resolved ratio of the products in each channel, the actual magnitudes of the probabilities are immaterial. The total distributions on the other hand are the direct sum of each partial distribution and therefore have a probabilistic interpretation upon energy resolution. Here the total distribution is normalized to have a maximum of one.
The wealth of information available in the energy resolved I* yields is exhibited in Figs. 3-7 corresponding to the simulations of Tables I and III where the zero of energy is chosen to be the asymptotic value of the I* potential. In the upper panel of Fig. 3 are superimposed yield data for 1 fs weak-field excitation at 287 (dotted), 266 (solid), and 240 nm (dashed). For comparative purposes the weak-field cw result is given by the heavy solid line. The fine-lined peak is the total distribution and should be compared with the spectrum in Fig. 2 where a slightly more pronounced high energy tail is observed for true cw excitation. No fine structure is discernible in these yield data due to the broad frequency distribution of this ultrashort pulse width. In fact, the data are almost indistinguishable from the cw result. The differences in cutoffs, particularly at high energies, would not be experimentally observable. The only noticeable structure is the broad dip at 2.4 eV.
The entire yield curve can be completely understood in light of the diabatic potentials of Fig. 1 . The low-energy threshold at about 0.6 eV is attributable to the first intersection of the upper electronic surfaces and the 2.4 eV structure is the second higher-energy intersection. The latter is supported by the facts that the structure intensifies (I* yield decreases) upon simultaneous excitation to both surfaces while it incrementally diminishes for excitation of progressively more delocalized initial states (higher levels of initial vibrational excitation) (Ref. 70) and is absent in the preliminary simulations upon the recent ab initio surfaces which do not exhibit a second crossing. Upon the high-field excitation of the lower panel of Fig. 3 , the second intersection is seen to dramatically reduce the I* yields at 287 and 266, while the yield is enhanced at 240 nm. As in the weak-field case, many of these differences would not be experimentally observable except those occurring at lower energies. In fact, considering the total distribution and the yield up to about 2 eV, the weak-and strong-field panels are remarkably similar. This pulse width approaches a 6 function, shown in Sec. III D to yield the weak-field cw spectrum even for strong pump fields (within the validity of the RWA). Thus it is not unexpected that the asymptotic data would resemble cw data. Note the similarity of the I* yield values at the lowest and highest electric fields for the 1 fs simulations of Table I . They also compare favorably with the S-function excitation given in Table II. The inset peaking at 0.7 eV represents a time-dependent phenomenon. Even though the wave functions are propa- gated well into the asymptotic region, the exponential form representing the potential coupling between the two upper electronic surfaces never truly vanishes. Consistent with its assignment to coupling between the upper surfaces, both the amplitude diminishes and the peak moves to lower energies with time as the gap between the surfaces decreases (the magnitude of the coupling decreases by a factor of 10 when the translational reaction coordinate is extended from 8.5 to 13.0 a.u.). The cycling of probability between the two surfaces far into the asymptotic region is reminiscent of a two-level system.
Figures 4-6 give a beautiful portrayal of Fano absorption profiles upon which sharp resonances are located.71 These data from 10 fs simulations are rich in structure and share many features in common. First comparing the weak-field yields in Fig. 4 at 287, Fig. 5 at 266, and Fig. 6 at 240 nm, two resonances are displaced to either side of the total distribution. The lower-energy one corresponds to the "asymptotic" time-dependent nonadiabatic coupling and the higher-energy resonance to photoexcitation of an initial state with two quanta of vibrational excitation in the ultimately dissociative coordinate ( v3 = 2,vZ = 0). A long and intense progression of C-I stretches observed in the emission spectra of photodissociating methyl iodide indi- cates that dissociation of the C-I bond basically occurs along the stretch normal coordinate.72 The potentials employed reproduce this experimental observation which was verified by simulating the weak-field photodissociation of an initial state prepared with 0.1% of the (2,O) vibrationally excited species. The presence of this resonance when the initial wave packet is purely in its ground vibrational level attests to the sensitivity of the yield data to low levels of stimulated emission (with subsequent photon absorption). In spite of the clarity of the resonance structures in all three weak-field simulations (especially intriguing is the "window" for 100% yield located at the spin-orbit excitation energy above the average energy given by the total distribution) they generally appear at energies where extreme sensitivity would be required to experimentally observe them. Strong fields remove this obstacle.
The bottom panels of Figs. 4-6 represent the yield data obtained with high fields and 10 fs pulses. Very pronounced resonances are seen throughout the entire energy region. Even the total distributions exhibit multiply peaked structures. As the energy deposition data of Table III have already indicated, the average energy of the high-field photodissociated products given by the total distribution has decreased compared with its low-field analog. It has also considerably broadened in addition to shifting to lower energies. The resonances in the yield curves are due to excited-state absorption as shown by weak-field photoexcitation of different vibrationally excited ground states.70 This perturbative study showed that initial vibrational excitation can significantly alter the product I*/1 branching ratio with the overall I* yield decreased. Furthermore, absorption spectra calculated for several methyl iodide vibrational states showed a shift to lower energy with increase of v3 excitation. The difference between the absorption spectrum and the total distribution is due both to resolution of the energy of the photoabsorbing species and to the contribution of the ground state. Consequently, the shift to lower energy shown in the total distributions where excited-state absorption is known to prevail is consistent with the shift with C-I excitation exhibited in the absorption spectra. Another view of the effects of vibrational excitation is offered by these high-field yields and total distributions. On the high-energy side of the 266 and 240 nm total distributions in Figs. 5 and 6, the absorption of excited ground-state species is indeed seen to generally reduce the overall yield over a broad energy range. However, the high-energy peaks in the total distribution are almost exclusively attributable to partial distributions arising from the I channel so that the lower-energy strong peak is mostly the I* product. This peak is clearly in a region of high yield so excited state absorption increases the yield at 266 and decreases the yield at 240 nm. The reduction for 287 is in a region with low probability. Consequently, at this frequency the yield is actually increased in Fig. 4 . It is worth noting that, unlike the impulsive 1 fs yields, no structure characteristic of the higher-energy curve crossing is observed in the 10 fs data. Preliminary simulations upon ab initio surfaces confirm that the resonance pattern exhibited in the yields and the multiply peaked total distributions are indeed characteristic of the dynamics of methyl iodide upon its potential surfaces and not an artifact of a given parameterization of the potentials. Figure 7 shows that even at an essentially continuouswave pulse width of 40 fs discrete resonances are observable. Due to the length of the 240 nm pulse, the energy range examined has been contracted in Fig. 7 . At this pulse width the region of excited-state absorption completely overlaps the multiply peaked total distribution. In contrast to the other simulations, now there are numerous frequencies at which the I* yield can be maximized or minimized. This is attributable to the resonances in the yield from excited state absorption. Comparison of a general monochromatic line-shape expression (discrete points) with the linear response expression (solid curve) in determining the electronic absorption and dispersion curves of methyl iodide. The general expression was applied to data obtained at a peak electric field strength of 2.7 X lo4 V/cm and with a Gaussian pulse width of 10 fs.
B. Spectroscopy
The previous intricate detail observed in the I* yield data of the high-field simulations was obtained via energy analysis of the asymptotic wave function. Even though all simulations started with the system in the ground vibrational state of the ground electronic surface, the final products have very different character. Consequently, the pathways to these final states possess different dynamics that can be amenable to spectroscopic examination in real time. The general time-dependent formalism developed in Sec. III B can form the basis for the spectroscopy. Before examining this, the formulas will first explicitly be shown to yield the linear response limit.
One of the more stringent tests of the formalism is a comparison of the spectrum obtained from the general monochromatic cross section expression suitable for arbitrary field strengths, Eq. (7), with that obtained from the cw linear-response expression which invokes both a weakfield approximation and the RWA, Eq. ( 19), especially when none of the calculated spectral data is resealed. With this choice of electric field, the numerator of Eq. (7) is also given by Eq. (9). Figure 8 gives the result of this comparison for the electronic absorption spectrum (upper panel) and dispersion curve (lower panel) for methyl iodide in the near ultraviolet. The dotted points represent data ob- 5.71 tained from simulations, as outlined in Sec. II, with a lin-1 I early polarized electric field given by Eq. (24) with a peak field strength of 2.7 X lo4 V/cm and a 10 fs Gaussian pulse width. At resonance, these conditions result in a fractional 1.17 excited population of 10w6. The solid curves are data ob- 5.16 tained from Fourier transforming the autocorrelation function of the time evolution upon the two excited electronic surfaces. This transform is also shown in Fig. 2 where it is compared with the result from energy analysis of the asymptotic wave function. Aside from division by the incident flux of radiation, the general expression gives the absorption spectrum as the imaginary part of the half Fourier transform of the product of the field amplitude with the time-dependent dipole moment. The dispersion arises from the real part of the transform. On the other hand, linear response formulates the absorption in terms of the real part of the half transform of the autocorrelation function while the negative imaginary part determines the dispersion. For these calculations performed in single precision, where the general expression requires a quotient of two small numbers, the comparison is very good. The reduction to the linear response limit indicates that not only can a general formulation of spectroscopy be given but the expressions can be numerically implemented. With the employment of higher fields and generation of greater excited populations, the timedependent dipole moment achieves larger values and the method is not as sensitive to absolute errors due to numerical precision. As high-field absorption/stimulated emission spectra are dominated by the high-field source, molecular information is better obtained either at lower fields (linear response limit) or from other spectroscopic probes. Here emphasis is placed upon collection of all the emitted radiation and, since the fields are high, the observation of harmonic generation and high-order Raman processes in a molecular system. Figures 9-12 give the photon emission spectra, Eq. ( lo), of methyl iodide for different wavelengths and intensities of 10 fs Gaussian driving fields. The spectra are not normalized by division by the time period T as all reported results have an upper limit of 5000 a.u. ( 120 fs) to their time integration. Unless otherwise noted, all parameters are those for the highest field 10 fs simulations of Table I with dipolar coupling between the ground and the 3Qo potential surface only. Emission intensities are presented on a logarithmic scale as a function of the energy of the emitted photons. To accommodate comparison of several spectra on one plot, the ordinate is segmented to contain a scale for each emission spectrum. FIG. 9 . Wavelength dependence of harmonic generation for 10 fs Gaussian pulses at a peak electric field strength of 2.7X 10s V/cm. The segmented ordinate contains a scale for each photoemission spectrum. The bottom plot has a complete intensity axis immediately to its left and the remainiig plots have the upper portion of the intensity axis that corresponds to the strongest peak in the emission. Figure 9 exhibits the wavelength dependence of the emission. The more striking features of this series of spectra are the observation of only odd harmonics of the driving field and the multiply peaked structures centered about each harmonic. Harmonic generation at odd multiples of the incident field frequency is observed from atoms.73 Atomic systems subjected to intense cw laser fields have inversion symmetry and are therefore restricted by symmetry to only possess odd harmonics.73 However, the Hamiltonian for methyl iodide exhibits no symmetry and the selection rule is instead founded in the requirement of the conservation of total angular momentum. The linearly polarized electric field of Eq. (8) can be decomposed into its two oppositely rotating circularly polarized components which correspond to opposed polarizations of photon angular momentum. In order to make a transition, a quantum of angular momentum must be absorbed from the electric field. With the only choices being the two opposed polarizations, only an odd number can yield a net change of one quantum. Similarly, resonances at odd photon numbers are found in two-level systems subjected to a linearly polarized field.74,7' The two radiatively coupled electronic surfaces of methyl iodide considered here are analogous to a two-level system. Upon breaking the level structure and introduction of additional radiative coupling between the upper electronic surfaces, all harmonics are found as the upper panel of Fig. 10 illustrates. This spectrum should be compared with the middle panel, obtained under identical conditions with a central carrier frequency of 266 nm but with dipolar coupling only between the ground and the diabatic surface which asymptotically correlates with I*. The lower panel emphasizes the point that the RWA is inappropriate for a general description of nonlinear processes. Here the emission is recorded for a simulation obtained under the identical conditions as for the central panel except that the field is restricted to its rotating wave form.
Interpretation of the nature of the sidebands about each harmonic is aided by examination of the intensity dependence of the emitted radiation for radiative coupling between the ground and the 3Qo surface. Figure 11 portrays this dependence for field intensities varying over a range of 4OQO for a central carrier frequency that is approximately resonant, 266 nm. The E= 1.0 photon emission spectrum corresponds to the Table I simulations. For the one photon emission the separation between the central peak and the outermost lower sideband is in the ratio of l/1.8/3.4 with increasing field strength. For the upper sideband the ratio is l/2.1/5.0. This trend of linearity of frequency shift with field strength (not intensity) is also seen in the higher harmonics: lower sideband ratio of l/1.9 and upper ratio of l/2.3 for the third harmonic. Examining the dressed state energies for the two-level Rabi problem52 and noting that the Rabi frequency is proportional to the field strength when the radiative coupling greatly exceeds the detuning from resonance, the intensity behavior of the sideband frequency shifts is seen to parallel that characteristic of a dynamic Stark effect.76 While electronically the analogy with a two-level system is useful, the observed emission is nevertheless to discrete as well as continuous levels of the ground state. The increase in the structure of the emission with intensity follows the time-dependent adiabatic potentials shown in Fig. 1 . Figure 12 further explores the harmonics that are generated for central carrier frequencies where two photons are resonant (532 nm) and where three are resonant (798 nm). Only one radiative coupling is employed. At these large detunings to the red, the multiplet structure has collapsed. On this scale, an extremely low-intensity second harmonic is produced for a=532 nm excitation. The time evolution of this emission begins with the first harmonic, then the third, and as the fifth gathers intensity the second harmonic begins to appear. This behavior may indicate a resonantly enhanced difference frequency harmonic generated via the fifth and third harmonics.
In spite of the fact that the positions, heights, and widths of the photon emission spectra are sensitive to the frequency, intensity, and pulse width of the driving electromagnetic field, many of the overall characteristics are analogous to normal Raman emission features. The strongest peak is at the central carrier frequency of the electric field. This "Rayleigh" emission makes an increasingly larger contribution to the total emission upon detuning the excitation away from resonance. The "Stokes" and "antiStokes" emission exhibit a significant gain in intensity as resonance is approached with the "Stokes" lines generally being the more intense. The outer sideband "wing" emission is broad and structureless. Along with the higher "overtones", the "wing" features correspond to later developing dynamics. Consequently, their emission at the first harmonic more rapidly disappears with detuning than the "Rayleigh" and "fundamental" lines which occur earlier in time. On the other hand, their later development provides for an enhancement near resonance, with respect to the "Rayleigh" and "fundamentals," for the higher harmonics which also progressively develop with time. While major differences from any normal emission are definitely to be seen, they basically add new dynamics as in the Rabi oscillations and new spectral features from the timedependent eigenstates of the field-mixed potential surfaces.
C. Wave-packet dynamics
The nature of the products and the details of the spectroscopic data are all manifestations of the dynamical pathway of the photodissociative process from the initial state. Observation of these dynamics in real time can capture both the radiative and nonadiabatic interactions. Snapshots of the evolving wave functions are shown in Fig. 13 for the highest field simulations summarized in Table I for irradiation by a 10 fs pulse. The three panels at each frequency denote the diabatic wave-function density upon the ground, 3Qo (radiatively coupled to the ground), and 'Qi potential surfaces. The x axis is the dissociative coordinate and the y axis the umbrella vibration.
Starting below resonance at 287 nm, this instant in time captures an approximately equivalent extension of the I-CH, coordinate along the x axis upon all three diabatic electronic surfaces. In this case, there is very strong radiative coupling and potential coupling with amplitude cycling between the three surfaces. Intense stimulated emission is evidenced by the pronounced structure to the ground-state wave function. For the next case of resonance at 266 nm, significant delocalization of the upper surface wave packets is observed. The populations have almost achieved their asymptotic values. The wave packet spreading can be traced to the strong resonant radiative coupling which has enhanced promotion of the ground state by extension of the ground-state I-CH3 coordinate in consort with the wave-packet motion upon the excited surface. Interpretation of this process is aided by the time-dependent ground-state adiabatic potentials shown in Fig. 1 . The product in the I channel (top panel) is vibrationally hotter than in the I* channel, attributing to the greater width along the y axis in the uppermost panel. When excited above resonance at 240 nm, the excess energy clearly goes into translational motion as the wave packets in both exit channels show. The spatial bifurcation in the central panel exhibits a "photon locking" of a portion of the density which is radiatively coupled to the ground surface. When the field intensity subsequently decreases, this amplitude will experience a massive stimulated emission event down to the ground electronic surface.
VI. CONCLUSIONS
This paper is devoted to examining the interplay between radiative and nonradiative coupling of electronic potential-energy surfaces in a molecule possessing internal degrees of freedom. Methyl iodide is the chosen system as its near ultraviolet photodissociation is a physical process that can be reconciled with a model that both contains the relevant chemistry and physics and is furthermore amenable to detailed theoretical understanding. Traditionally the dynamics is understood in the framework of perturbation theory within two limits: the weak-coupling limit for radiative and nonradiative interactions between two electronic surfaces or the semiclassical limit of a cw monochromatic light source and a single energy component in the nonadiabatic transition. By utilizing an exact numerical solution of the time-dependent Schrijdinger equation for the system, insight is gained in when these limits do not apply. In particular, manifestations of the breakdown of the linear response model and of the rotating wave approximation are observed.
Linear response theory, which is applicable in the limit of weak applied fields, expresses the response to an external field in terms of the autocorrelation function of dynamics that are present in the system in the absence of the field.
The time-dependent wave-packet interpretation of absorption spectra studies the Fourier transform of the projection of an excited state wave packet at time t with itself at time zero. In both of these cases, the nature of the interaction with the applied field enters only in the form of the coupling. If the coupling is given by the semiclassical form -p*E, then only the product of the dipole moment with the polarization vector of the field p*e enters into the autocorrelation function that determines the line shape in the linear response limit.
By its very nature, a perturbative expansion in the weak field, which underlies the linear response formulation, is not generally applicable to describe interactions of molecules with strong radiation fields. The short pulses of principal interest in modem time-dependent spectroscopy permit exact quantum-mechanical study of the evolution of the molecule interacting with the radiation field.
Several important and novel phenomena have been observed from these exact time propagations. These include the following.
( 1) With an increase in field intensity, the Bohr interval rule relating differences in energy levels with frequency of the absorbed radiation no longer holds precisely, because power and uncertainty broadening leads to the failure of the weak-field approximation. Under these conditions, the evolution of the system is best thought of in terms of nonstationary-state spectroscopy, in which the molecular potential curves (Fig. 1) become time dependent, due to the strong pumping of the molecule by the applied radiation field.
(2) For measurements which are made over repeated time intervals, the Fourier transform appears naturally in the analysis of the power absorbed from the radiation field, which is the primary variable in determining the spectrum.
(3) In the appropriate weak-field limit, as illustrated by Figs. 3 and 8, the spectrum calculated by exact solution of the molecular dynamics in the presence of the fields and that obtained from linear response agree quantitatively.
(4) Characterizing the matter field interaction in terms of the power or the energy change of the system allows an examination of whether population transfer between electronic surfaces must accompany an energy change. From Eq. (14) within the RWA, this energy change is linearly proportional to the population transfer. However, the exact expressions for the change of population, Eq. ( 1 1 ), and the power, Eq. (5), admit solutions for electric fields which change energy without changing the populations. This can be utilized to design experiments which vibrationally excite ground states, or cool them, while minimizing undesirable excitation that could result in radiation damage.77 (5) The rotating wave approximation holds well for weak fields, but can lead to substantial errors when the field intensities increase. In particular, RWA completely misses the generation of higher harmonics and higherorder Raman processes, as is illustrated in Fig. 10 .
(6) Higher harmonic generation and Raman processes are significant for high-intensity fields (Figs. 9 and 10 ).
These are not observed in the RWA approximation and are (to lowest order) limited to odd harmonics.
(7) Coherent control of population transfer can follow from photon locking of the radiative states as displayed in Fig. 13(c) .
(8) Substantial changes in the energy of the system and in the population of the ground and excited states are observed, and can be exquisitely sensitive to the nature of the exciting pulse. In particular, for short (power and uncertainty broadened) pulses subthreshold excitation can result in substantial formation of excited states, and eventually of excited atomic iodine.
(9) The branching ratio between excited and ground channels of the atomic photoproduct can be strongly dependent upon energy, pulse width, intensity, and carrier frequency. At high enough field intensities, even the total excitation can develop structure (Fig. 4) and a pronounced high-frequency shoulder (Figs. 5, 6 , and 7).
(10) Because of the two diabatic crossings on the excited-state potential surface for methyl iodide, the branching ratio and the I* percentage yield show extensive structure as a function of energy. A strong vibrational progression in the stretching coordinates is visible in the yield.
( 11) The evolution of the ground state and excited states of the system are both strongly dependent on the excitation pulse. In particular, for excitations to the red of the resonance, multiple interaction with the excited state leads to substantial structure in the ground-state wave packet, while for higher-frequency excitations substantial vibrational excitation (as must be expected) is present in the excited states (Fig. 13) .
(12) The most interesting new result on methyl iodide is its propensity to generate intense harmonics and highorder Raman scattering events. For off-resonance excitation to the red, the harmonics that are generated are not contaminated by Raman scattering and can serve as a source of vacuum ultraviolet (e.g., the third harmonic for w=310 in Fig. 9 or w=532 in Fig. 12 ).
( 13) A most obvious extension of this work is to simulate current state-of-the-art experiments which employ a strong pump and a weak probe. As the weak second pulse probes the polarization induced by the strong pump the requisite starting point is Eq. (7), where (p(t) ) is created by the pump and the field is the delayed probe. If the probe is linearly polarized the power may be derived from Eq. (9) with A( r)e'@J' representing the delayed probe field.
More extensive time-dependent dynamics on methyl iodide, with more appropriate vibrational description, are currently underway. The present calculations, that are restricted to a two-mode model on an empirical potential surface, nevertheless demonstrate very substantial and important changes in the photoexcitation and photodissociation that can result from interactions of molecules with strong electromagnetic fields. Many of the phenomena observed do not yet have a simple explanation, and indeed it may be that under such high intensity radiation (where the radiation fields due to the laser begin to compare with intramolecular Coulombic field strength) a simple explanation in terms of the dynamics of the isolated molecules may be difficult to attain. Under these conditions, time-co=287 _ co=266 FIG. 13 . Examples of the photodissociation induced by 10 fs Gaussian laser pulses at a peak electric field strength of 2.7X lo* V/cm. Starting from the bottom are displayed the square moduli of the wave function at 44 fs on the ground, 'a (radiatively coupled to the ground), and 'Q, diabatic electronic potential-energy surfaces. The x axis represents the dissociative I-CH, coordinate and they axis the CH, vibrational motion.
dependent adiabatic potentials such as those of Fig. 1 , that include both the molecular interactions and the pumping arising from the applied electromagnetic field, may become of substantial value in the understanding of the radiation/ molecule interactions.
