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Understanding the role of phonological awareness in reading has been the focus of much 
psycholinguistic research, but less attention has been paid to understanding knowledge of the 
spellings that activate phonology.  We carried out two experiments using ERPs to expose 
linguistic processes related to orthographic knowledge during judgments about the spellings of 
English words.  In the first experiment, we confirmed that the error-related negativity (ERN) can 
be elicited during spelling decisions, and that its magnitude was correlated with behavioral 
measures of spelling knowledge.  In the second experiment, we manipulated the phonology of 
misspelled stimuli and observed that ERN magnitudes were larger when misspelled words 
altered the phonology of their correctly spelled counterparts than when they preserved it.  This 
finding has implications for the influence of internal phonological and orthographic 
representations on error monitoring during reading.  In both experiments, ERN effect sizes were 
correlated with performance on a number of reading-related assessments, including offline 
spelling ability and vocabulary knowledge, affirming the interdependent nature of reading 
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1.0  INTRODUCTION 
Over the past three decades of cognitive research on reading processes, the view that 
phonological activation is essential and automatic for reading in any language or writing system 
has evolved from a minority opinion to a near-universally accepted conclusion (Perfetti, 2011).  
“No reading without phonology” has finally been established1.  “No reading without 
orthography,” meanwhile, is such an obvious statement that cognitive researchers have largely 
neglected the role of adult orthographic activation in word identification.  This oversight should 
be addressed, given the evidence that orthographic knowledge contributes uniquely to reading 
ability (Barker, Torgesen, and Wagner, 1992; Cunningham and Stanovich, 1990; Stanovich and 
West, 1989), and the growing number of studies identifying reading difficulties in individuals 
with no phonological deficits (Nation, 2005). 
The importance of orthographic knowledge for fluent reading ability is consistent with 
the lexical quality hypothesis, which posits that skilled reading emerges from quality 
representations of individual words, and that high-quality lexical representations are built on 
substantial specifications of the three lexical constituents: phonology, orthography, and 
semantics (Perfetti and Hart, 2001; Perfetti, 2007).  An individual who comprehends the spoken 
/ˈkɜrnl/, for instance, and is acquainted with individuals in the U.S. Army with the rank below 
that of brigadier general, who nonetheless fails to connect the pronunciation or concept with the 
orthographic form colonel on a page has a low-quality representation of that word, and will be at 
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a disadvantage in comprehending the text it appears in.  In alphabetic writing systems, spelling 
knowledge and orthographic knowledge are closely tied (although not indistinguishable—most 
of us can read words we cannot spell), and spelling knowledge, as a proxy for orthographic 
specification, can be used as an indicator of lexical quality, just as vocabulary or decoding skill 
can indicate lexical quality by acting as windows onto pure semantic and phonological 
representations.  In Experiment 1, we attempt to obtain a measure of lexical quality by using a 
speeded spelling judgment task to shed light on the complexity of participants’ orthographic 
representations.   
Perhaps one reason spelling has been largely overlooked by cognitive psychologists is its 
entanglement with phonology in alphabetic systems2.  In a logographic writing system such as 
Chinese, in which the orthographic form of a word is not decomposable into individual 
phonemes, phonology and orthography are more obviously independent lexical constituents.  In a 
language such as English, the picture is more complicated.  There is no access to the phonology 
of a word during reading without some knowledge of its spelling, and spelling ability in turn 
depends to some degree on phonological skills:  poor decoding will over time prevent the 
formation of quality orthographic representations.  The link between spelling and phonological 
knowledge may not be equally strong for all readers, however.  Perfetti and Hart (2002) provided 
quantitative evidence of more robust integration of phonology and orthography in better readers, 
through a factor analysis of reading data that found orthographic and phonological knowledge 
loading onto the same factor in skilled readers and onto separate factors in less-skilled readers.  
Experiment 2 attempts to tease apart the individual contributions of phonological and spelling 
skills to lexical knowledge by manipulating the phonology of the misspelled words participants 
are asked to judge. 
  3 
1.1 THE ERROR-RELATED NEGATIVITY 
In both experiments, we record event-related potentials (ERPs) while subjects perform the 
assigned task.  Our focus is on a waveform known as the error-related negativity (ERN), a 
response-locked, negative-going component generally peaking within 100 ms of a key press that 
has been associated with error detection in decision-making (Falkenstein, Hohnsbein et al., 1991; 
Gehring, Goss et al., 1993).  Its scalp distribution is frontocentral, and evidence from dipole 
modeling (Dehaene, Posner, and Tucker, 1994), as well as convergent evidence with nonhuman-
primate (Gemba, Sasaki, and Brooks, 1986) and fMRI studies (e.g., Carter et al., 1998) of error-
related activity place the source of the ERN in anterior cingulate cortex.  Researchers initially 
suspected that the ERN signaled a mismatch between a given response and the internal 
representation of an intended response, thus directly reflecting an error-monitoring process in the 
brain (Falkenstein et al., 1991; Coles, Scheffers, and Holroyd, 2001).   More recent evidence 
suggests the ERN arises from a conflict-monitoring process, which indirectly accomplishes error 
detection by identifying ongoing conflict between two or more competing responses after one 
response has been selected (Yeung, Botvinick, and Cohen, 2004; Carter et al., 1998).   
The exact mechanism of error detection, be it a mismatch of representations or an 
accumulation of conflicting information, is of secondary interest in the present study (although 
we consider both hypotheses in the General Discussion, where we speculate on the unfolding of 
events leading to our findings).  Our aim is simply to use the ERN to expose individuals’ levels 
of certainty or perceived accuracy surrounding a decision about the spelling of a word, and 
thereby also reveal orthographic knowledge that underpins reading. The amplitude of the ERN 
has been correlated with offline reports of a subject’s perceived inaccuracy in a flanker task 
(Scheffers and Coles, 2000) and, on correct trials, with the subject’s level of certainty in his or 
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her choice in letter and tone discriminations tasks (Pailing and Segalowitz, 2004).  (An ERN on 
correct trials is often termed a correct-related negativity, or CRN, but for simplicity we will refer 
to both components as an ERN.)  We therefore use the amplitude of the ERN, and what we term 
the “ERN effect”—the difference between the average ERN amplitude on correct and error 
trials—as an implicit indicator of how certain a participant was about the accuracy of his or her 
response throughout the experiments.    
The majority of studies that have investigated the ERN have used basic perceptual tasks 
to elicit errors.  For example, studies employing Stroop or flanker paradigms are common (e.g., 
Gehring, Goss et al., 1993; Yeung et al., 2004; Pailing and Segalowitz, 2004; Scheffers and 
Coles, 2000; Hajcak and Simons, 2002).  These tasks are simple enough that errors are few and, 
when committed, easily recognized by participants.  Until recently it was not known if errors 
committed during the performance of more complex linguistic tasks were subject to the same 
error-detection mechanism as errors in perception (but see Dehaene et al. (1994) for an early 
study using a semantic categorization task to produce ERNs). A handful of recent studies using 
linguistic tasks to elicit the ERN suggest that they are.  Two such studies involved the 
exploration of error monitoring in bilingual populations, and several have used tasks requiring 
attention to sublexical phonological details to elicit errors. 
Masaki et al. (2001) introduced a linguistic element to the Stroop task by asking subjects 
to name aloud the color of the stimulus being presented, and confirmed that slips of vocalization 
lead to an ERN. Sebastián-Gallés et al. (2006) demonstrated that even very early Spanish-
Catalan bilinguals had high error rates when asked to discriminate between correctly pronounced 
Catalan words and Catalan words in which the proper vowel was replaced with a similar vowel 
that does not exist in Spanish; furthermore, the Spanish-dominant bilinguals did not produce an 
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ERN on error trials, suggesting restrictions on second-language phonological acquisition are 
established early in life. Ganushchak and Schiller (2006, 2008, 2009) published a series of 
studies using verbal self-monitoring to produce ERNs.  They initially found the typical decrease 
in ERN amplitude under time pressure in a phoneme-monitoring task that required participants, 
native Dutch speakers, to determine if a target phoneme was present in the name of the object 
pictured in a line drawing (Ganushchak and Schiller, 2006).  A follow-up study using German-
Dutch bilingual participants, however, found that ERN amplitudes actually increased under time 
pressure in this sample, leading the authors to conclude that native-language interference can 
increase response conflict (Ganushchak and Schiller, 2009).  A third verbal self-monitoring study 
showed an increase in ERN amplitude when a distractor image that was semantically related to 
the stimulus preceded the error, suggesting that semantic incongruency can increase conflict 
during error detection (Ganushchak and Schiller, 2008). 
The first researchers to use visually presented lexical stimuli in eliciting the ERN were 
Horowitz-Kraus and Breznitz (2008), who reported reduced ERN amplitudes for dyslexic readers 
compared with non-dyslexics after error commission during lexical decisions.  They took this 
finding to suggest that the error-detection process is somehow impaired in individuals with 
reading difficulties, which could prevent disabled readers from learning from their mistakes.  
Subsequent studies replicated these results, and showed that ERN amplitudes increased, 
especially in dyslexic subjects, after working-memory training (Horowitz-Kraus and Breznitz, 
2009) and when subjects were asked to read lists of words as compared to sentences (Horowitz-
Kraus and Breznitz, 2011). 
Spelling judgments are somewhat more complex than lexical decisions, requiring 
retrieval of a more fine-tuned orthographic representation than is generally necessary to establish 
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whether or not a letter string corresponds to a real word.  Put another way, making a spelling 
decision as opposed to a lexical decision causes an exact spelling to be activated, and introduces 
a spelling-verification step to the decision-making process that is unnecessary in lexical 
decisions.  (In Experiment 2, we provide a more detailed model that illustrates how the stages of 
a spelling decision might develop.) Horowitz-Kraus and Breznitz (2008) proposed that the 
instability of a dyslexic’s mental lexicon may interfere with error detection during lexical 
decisions; it is conceivable that the instability of orthographic representations, even in normal 
readers, could impair error detection during speeded spelling decisions if the level of 
orthographic specification necessary to judge a spelling accurately cannot be activated in the 
allotted time, or simply does not exist. The likelihood of such instability increases as the 
difficulty of the words being judged increases; a given adult, for example, is more likely to have 
a complete orthographic specification of Afro than he or she is of aphrodisiac.  Hence, our first 
goal in the present study is to determine if spelling knowledge is stable enough and sufficiently 
well specified in adult normal readers to produce an ERN for words that are orthographically 
somewhat complex. 
1.2 INDIVIDUAL DIFFERENCES IN SPELLNIG AND READING 
Bearing in mind that ERN amplitudes likely index certainty in one’s choice and/or awareness of 
its accuracy, in the present study we are on the lookout for associations between ERN amplitude 
and online spelling performance, with the goal of establishing the ERN during reading-related 
tasks as an implicit indicator of lexical knowledge. We examine also the relationship between 
ERN amplitudes during spelling decisions and performance on a broader range of reading-related 
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measures.  If spelling knowledge is indeed better integrated with other components of lexical 
knowledge in skilled than less-skilled comprehenders, we expect to see correlations between 
ERN magnitude and measures of, for example, offline spelling ability, vocabulary knowledge, 
and reading comprehension skill.  Andrews and colleagues (Andrews and Lo, 2011; Andrews 
and Hersch, 2010) have used masked priming paradigms to demonstrate that, contrary to the 
“uniformity assumption” underlying much of the psycholinguistic research on reading skill, 
individual differences in reading-related skills, including vocabulary, spelling, and reading 
speed, exist amongst samples of skilled readers.  Inconsistent findings regarding the inhibitory or 
facilitatory effects of backwards-masked primes on target word reading are elucidated when 
spelling ability is controlled for:  within a sample of skilled readers, target identification is 
facilitated by priming in poorer spellers and inhibited by priming in better spellers (Andrews and 
Lo, 2011; Andrews and Hersch, 2010).  This pattern of results is consistent with the lexical 
quality hypothesis, which contends that fully specified orthographic representations that overlap 
perfectly with input stimuli are activated rapidly, with minimal activation of orthographic 
neighbors.  In poorer spellers, the quality of the orthographic representation for a given word is 
likely to be lower than that in a better speller, and a prime likely to activate more orthographic 
neighbors, including the target. 
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2.0  PRELIMINARY NORMING STUDY 
We planned to carry out two experiments in which stimuli consisted of a list of correctly spelled 
English words, or targets, and a list of misspelled counterparts, or foils.  To efficiently and cost-
effectively evaluate our experimental stimuli we employed the Amazon Mechanical Turk system 
(AMT; www.mturk.com), an online crowdsourcing tool in which individuals agree to perform 
simple tasks for small amounts of money.  AMT has been shown in numerous studies to be a 
useful tool for collecting natural language data (e.g., Snow, O’Connor, Jurafsky, &, Ng, 2008; 
Munro, Bethard, Kuperman, Lai, Melnick, Potts, et al., 2010; Nikolova, Boyd-Graber, Fellbaum, 
& Cook, 2009; Parent & Eskenazi, 2010). 
In advance of the first of the experiments we posted two tasks on AMT as “requesters”.   
The first task was intended to ensure that participants could recognize foil stimuli as the 
misspellings they were intended to be.  Each foil on our list of potential stimuli was presented to 
five AMT “workers”.  Each worker was paid $0.01 to produce the correctly spelled target of the 
given foil.  For example, all five workers who evaluated the foil vacotion provided the intended 
target, vacation.  Had we not subjected our stimuli to this norming process, we might have 
presumed that vacotion, to use the previous example, was interpreted as a misspelling of 
vocation a certain percentage of the time.  New foils were normed in this manner in preparation 
for Experiment 2 to replace stimuli we chose to eliminate after completing Experiment 1.  The 
second task was designed to prepare an independent variable, phonology preservation, which 
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was eventually included in Experiment 2.  For this task, each potential foil (e.g., vacotion) was 
presented to 10 AMT workers, who were paid $0.01 each to judge the degree to which the foil 
and its intended target were pronounced the same. They were given three options: about the 
same, not the same, or can’t pronounce.  In the case of vacotion, one worker chose about the 
same, one worker chose can’t pronounce, and the remaining eight workers judged its 
pronunciation to be not the same as that of its target.  Workers were urged to concentrate on the 
word’s pronunciation and not its appearance when making their decisions, and to select the third 
option, can’t pronounce, only “if you really have no idea whether the two words sound the 
same.” 
In neither task did we place a limit on the number of foils each individual worker could 
evaluate.  How we used the data obtained during this process is described in the Methods 
sections of the respective experiments, below. 
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3.0  EXPERIMENT 1 
The purpose of Experiment 1 was to determine whether the ERN could be elicited in a spelling 
judgment task and, if so, to compare electrophysiological and behavioral data to understand what 
ERNs reveal about the quality of orthographic representations.  We were also interested in 
establishing correlations of ERN amplitudes with offline measures of individual differences in 
reading and spelling skill. 
3.1 METHODS 
3.1.1 Participants. 
Fifteen (12 female) University of Pittsburgh undergraduates who had previously completed a 
variety of reading-related tasks were selected to participate in the study.  To ensure that 
participants would be reasonably good spellers, only students who had achieved a hit rate of 85 
percent or higher on a task which involved identifying the correctly spelled words on a 140-item 
checklist were invited to participate.  All were right-handed, native speakers of English with 
normal or corrected-to-normal vision who had never received a diagnosis of a reading disorder.  
Participants received financial compensation for their participation. 
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3.1.1.1 Reading Assessment Measures. Although all participants had achieved a hit rate of 85 
percent or higher on a previous spelling assessment, their performance in other areas of the 
reading skills assessment battery varied widely.  Table 1 contains the means, standard deviations, 
and ranges of relevant reading skills outcomes for our sample.  Spelling skills and phonological 
awareness were assessed using the Lexical Knowledge Battery developed by Perfetti and Hart 
(2001), adapted from Olson et al. (1989).  Reading comprehension and vocabulary knowledge 
were assessed using the Nelson-Denny Reading Test (Brown, Bennett, and Hanna, 1981), and 
nonverbal intelligence was assessed using Raven’s Standard Progressive Matrices (Raven, 1960).  
The composite scores reported for the Nelson-Denny tests and Raven’s matrices were computed 
using the following formula for each subject:  (number correct) – [(number incorrect and 
unanswered)/(number choices)].  Composite scores are informative because accuracy scores for 
those tests represent the percentage of attempted items that an individual answered correctly, and 
do not take into account that the number of items attempted by different individuals varies 
greatly. 
Table 1. Descriptive Statistics for Selected Individual-Differences Variables in Experiment 1 
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3.1.2 Materials.  
Stimuli lists included English target words of between five and ten letters. A foil (e.g., hurricene) 
was created for each target (e.g., hurricane), according to the following rules:  (1) The foil must 
represent a plausible misspelling or typographical error of the target, and contain no letter strings 
illegal in English; (2) The foil must not be a homophone of another English word; (3) Letter 
changes must be restricted to a single syllable; (4) The foil must contain the same number of 
syllables as the target; (5) The foil must be no more than one letter longer or shorter than the 
target; (6) The foil must be recognized as a misspelling of its intended target by a predetermined 
number of AMT workers during the preliminary norming process.  If more than one out of five 
workers, when presented with a foil and asked to produce the word of which it was a 
misspelling, provided the wrong target, the foil was removed from the list of stimuli.   Moreover, 
if more than two out of five workers provided the intended target but did not spell it correctly, 
the foil was removed.  Eight hundred thirty-three stimulus pairs remained after this process.  No 
particular type of word or misspelling was targeted, because we had no a priori hypotheses about 
the relationship between the error detection mechanism and specific orthographic patterns or 
strings.  The extent to which foils shared phonological properties with their target spellings was 
not systematically controlled in Experiment 1. 
The 833 targets and corresponding 833 foils were organized into two lists:  List A 
contained 414 targets and 419 foils; List B contained 419 targets and 414 foils.  (The number of 
targets and foils in the respective lists became slightly uneven during programming of the 
presentation software.) A target never appeared on the same list as its foil.  Statistics were 
retrieved from the orthographic wordform database of the Medical College of Wisconsin (Medler 
and Binder, 2005) to balance the two lists on word length, word frequency, orthographic 
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neighborhood frequency, and constrained bigram frequency.  Half of the participants performed 
the experiment using List A and half using List B, so that the correctly spelled and misspelled 
versions of the words were viewed an equal number of times across participants.  The complete 
list of Experiment 1 stimuli is in Appendix A. 
3.1.3 Procedure.  
Participants were seated in front of a Lenova computer monitor with their chin resting in a 
restraint to minimize head movements.  Stimuli were presented at the center of the screen in a 
random order, using E-Prime (Psychological Software Tools, Pittsburgh, PA) software.  Subjects 
were instructed to hit the key corresponding to Yes on the keyboard in front of them if the word 
they saw was spelled correctly and the key corresponding to No if it was spelled incorrectly, and 
were informed that half of the words would be misspelled.  Each trial began with a white fixation 
cross appearing in the center of a black screen, which was replaced after 500 ms by the stimulus, 
also in white.  The stimulus remained onscreen for up to 350 ms and was followed by an empty 
black screen for 1150 ms; participants could make their selection (Yes or No) at any time during 
this 1500-ms interval, at which point a randomized (150 ms to 400 ms) inter-stimulus interval 
was initiated.  If subjects failed to hit a key within 1500 ms, a “Too late!” message appeared in 
red. 
A 20-trial practice block was administered to familiarize participants with the procedure.  
Subsequently, participants received feedback (black text on a white screen) after every 20 trials; 
this feedback alternated between providing accuracy information for the round immediately prior 
to the feedback, and providing accuracy information for the prior round as well as the current 
overall accuracy percentage. Subjects were offered a monetary incentive to perform both quickly 
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and accurately:  In addition to a guaranteed $12.00, subjects could earn a $5.00 bonus for 
responding within 1500 ms over 98 percent of the time (i.e., in 830 out of 840 trials).  All 15 
participants earned this bonus.  Another ten cents was awarded for every accuracy percentage 
point of 60 or above.  In the end, all participants were paid between $23.00 and $27.00.  The 
incentive to respond quickly was meant to ensure that subjects occasionally committed errors; 
the incentive for accuracy was meant to ensure subjects were invested in the outcome of their 
performance, so that ERNs would be attributable to the quality of internal orthographic 
representations and not to levels of motivation. 
3.1.4 ERP Data Acquisition and Preprocessing.  
Participants were fitted with a Geodesic Sensor Net with a 128 Ag/AgCl electrode array and data 
were recorded and preprocessed using associated NetStation acquisition software (Electrical 
Geodesics, Inc., Eugene, OR).  Scalp potentials were recorded with a sampling rate of 250 Hz 
and a hardware bandpass filter of 0.1 to 200 Hz, with impedences generally kept below a 
threshold of 40 kΩ. 
 Offline, trials were segmented into 700-ms epochs, starting 200 ms before response 
onset.  Segmented data were digitally filtered with a 30-Hz lowpass filter.  After bad channels 
were removed from the recordings and replaced via interpolation of data from surrounding 
channels, the data were re-referenced to the average of the recording sites.  Finally, the ERP 
segments were corrected relative to a 125-ms baseline ending 75 ms before the response.  
Electrodes used in statistical analyses correspond to the international 10-20 system electrode FCz 
(electrode 6) and a cluster of six electrodes surrounding FCz (Figure 1).  Data from this cluster 
was averaged as one electrode for analyses. 
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Figure 1. The arrangement of electrodes on a 128-channel Geodesic Sensor Net.  The cluster of electrodes used in 
analyses is highlighted. 
3.2 RESULTS 
The four possible trial outcomes in this experiment are given in Table 2.  For the purposes of this 
study, we were interested in participants’ behavioral performance and ERP record for trials 
leading to each outcome. 
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Table 2. Possible Trial Outcomes in Experiment 1 
 
3.2.1 Behavioral Data. 
3.2.1.1 Accuracy. Table 3 contains the means, standard deviations, and ranges of the behavioral 
outcomes for Experiment 1.  The average d′ of 2.05, as well as a d′ range that does not extend 
below 1.15, indicate that overall accuracy on the task was high.  In an analysis of participants’ 
accuracy data, a paired-samples t-test indicated a significant accuracy difference for targets and 
foils.  Participants were more accurate on target trials (M = 88.95) than on foil trials (M = 77.10), 
t(14) = 5.86, p < .001. 
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3.2.1.2 Reaction Times. We performed two t-tests on mean reaction time (RT) data to address 
two specific questions: first, whether, on trials when subjects responded Yes, RTs differed 
depending on the trial outcome (i.e., hits versus false alarms [FAs]), and second, whether, on 
correct trials, RTs differed depending on the correctness of the stimulus spelling (i.e., hits versus 
correct rejections [CRs]).  In our analysis of the class of Yes responses, a paired-samples t-test 
indicated a significant difference between the decision times for hits (M = 697.82 ms) versus 
FAs, (M = 748.52 ms), t(14) = -4.75, p < .001. In our analysis of the class of correct responses, a 
second t-test indicated a significant difference between the decision times for hits (M = 697.82 
ms) versus correct rejections (CRs), (M = 759.32 ms), t(14) = -8.74, p < .001. In both cases, 
participants were faster to respond to correctly spelled targets than to incorrectly spelled foils 
(Table 3). 
3.2.2 ERP Data.  
The grand average of the Experiment 1 data reveals a sharp negative deflection at electrode 6 and 
the surrounding cluster peaking about 25 ms after the response for all trial types (Figure 2), with 
the magnitude of the negativity for error trials observably greater than that of the negativity for 
correct trials.  An adaptive mean amplitude (50 ms before and after the peak negativity for each 
participant in a window beginning 25 ms pre-response and ending 75 ms post-response) for the 
electrode cluster shown in Figure 1 was used for statistical extraction.   
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Figure 2. The grand average of EEG activity surrounding the response for each electrode in our cluster of interest 
for Experiment 1.  Note that positive voltages are plotted upwards and negative voltages are plotted downwards 
throughout the present study. 
 
A 2 x 2 ANOVA of correctness (correct, incorrect) by stimulus type (target, foil) 
indicated a main effect of correctness, F(1, 14) = 5.65, p < .05, in which correct trials were more 
positive than incorrect trials (Figure 3).  Neither the main effect of stimulus type, F(1, 14) < 1, 
nor the correctness-by-stimulus type interaction, F(1, 14) < 1, was significant.  In fact, the mean 
amplitudes of target and foil stimuli for incorrect trials are coincidentally identical at -0.58 µv 
when the values are rounded to two decimal places, although the range of the standard error for 
incorrect foils was narrower than that for incorrect targets. 
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Figure 3. Mean amplitude of correct and incorrect target and foil trials for Experiment 1. 
3.2.3 Individual Differences. 
To measure the magnitude of the ERN (i.e., the ERN effect), the mean amplitude for error trials 
(misses and FAs) was subtracted from the mean amplitude for correct trials (hits and CRs) for 
each participant.  D-prime (d′) was used as a measure of accuracy, i.e., discrimination between 
targets and foils.  A correlational analysis of the ERN effect and d′ values indicated an r = 0.56, p 
< .05, indicating that the participants who were best able to discriminate targets from foils also 
showed the greatest difference in the amplitude of the ERN between trials on which they were 
correct and trials on which they were incorrect.  Moreover, the ERN effect correlated 
significantly with individual difference measures including d′ in the offline spelling assessment 
(r = 0.88, p < .001), accuracy in the reading comprehension assessment (r = 0.55, p < .05) and 
the vocabulary composite score (r = 0.62, p < .05). 
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3.3 DISCUSSION 
The objective of Experiment 1 was to determine whether ERNs could be elicited from a spelling 
judgment task using stimuli of moderate orthographic complexity. The results indicate that, in 
our sample comprising competent adult spellers with incentives to be correct, they are.  The 
correlations between in-task d′ and ERN magnitude shows that ERNs are an implicit indicator of 
word knowledge: ERN effect sizes index the orthographic knowledge that is used in the task.  
Furthermore, the correlations of ERN effect size with spelling ability, reading comprehension 
and vocabulary knowledge suggest that an ERN elicited during spelling decisions is reflective of 
skill differences in a broader range of reading-related measures, and serve as a reminder of the 
interdependence of lexical and comprehension skills in adult populations in general.  The 
remarkably high correlation—0.88—of ERN magnitude with offline spelling performance 
suggests that the ERN obtained during spelling decisions is particularly reflective of an 
individual’s spelling-specific lexical knowledge.   
In summary, Experiment 1 extends the range of understanding of interpretations of the 
ERN in the linguistic domain.  We have shown that the ERN can be elicited during a spelling 
task and is strongly associated with measures of offline spelling knowledge.  Experiment 2 
builds on these outcomes to address the components of lexical knowledge that are exposed in 




  21 
4.0  EXPERIMENT 2 
The purpose of Experiment 2 was to examine the lexical sources of the error signal or signals 
produced during a spelling decision that are reflected in the ERN.  Two sources of such signals 
in word reading are the word’s orthography and the phonological representation the orthography 
activates. Participants in a spelling judgment task receive information from both of these sources 
in the process of making a decision.  Figure 4 illustrates how orthographic and phonological 
information from the stimulus is predicted to interact with a participant’s selected response in 
creating an ERN.  If both the orthography and the phonology activated by it are aligned perfectly 
with an individual’s high-quality representation of a given word, then there are two input sources 
in support of a Yes decision.  This is the case when, for example, hurricane is what is presented 
and hurricane is what is represented (Figure 4a).  Alternatively, if neither orthography nor 
phonology is an exact match with its respective internal representation—e.g., hurricene is what 
is presented and hurricane is what is represented—then there are two separate sources in support 
of a No decision.  Presumably, the error signal issued should an individual select Yes, indicating 
that hurricene is spelled correctly, on such a trial would be very strong, and create an equally 
strong ERN.  Conversely, a No response in this case would result in a reduced error signal and a 
reduced ERN (Figure 4c).  But what of a case in which one input source (orthography) is at odds 
with an individual’s internal representation, while a second source (phonology) coincides with 
it?  Presented with hurricain, the brain will have conflicting evidence for the correct No decision, 
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and an error on this trial will create a weakened ERN compared with the ERN produced on an 
error trial in which both orthography and phonology supported a No decision (Figure 4b).  (Note 
that hurricain is used here as an example only: because each target had only one foil, either 
phonology-preserving or phonology-altering, there were not two misspellings of “hurricane” 
















Figure 4a.  Two-signal verification model of spelling decisions.  When the input stimulus is correctly spelled, both 
phonology and orthography overlap with the representation and a match is verified.  A Yes response will create a 
reduced ERN and a No response will create a large ERN.  PH = phonological signal; OR = orthographic signal; 
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FApp = False Alarm, phonology preserving; FApa = False Alarm, phonology altering; CRpp = Correct Rejection, 






















Figure 4b.  When the input stimulus is incorrectly spelled but preserves the phonology of the correct spelling, the 
representation will overlap with the phonology but not with the orthography of the stimulus.  These mixed signals 
will lead to a moderate ERN in the case of either a Yes or No response. 
 
 


















Figure 4c.  When the input stimulus is incorrectly spelled and does not preserve the phonology of the correct 
spelling, neither phonology nor phonology overlap with the representation and a match is not verified.  A Yes 
response will create a strong ERN and a No response will create a reduced ERN. 
 
Figure 4. Two-signal verification model of spelling decisions. 
 
This model of spelling decisions is not unlike Van Orden’s (1987) proposed verification 
process for semantic categorization tasks, in which a letter string is presumed to activate a 
phonological representation, which in turn activates the meaning or meanings associated with 
that phonology.  In the subsequent verification stage, the spelling associated with each activated 
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meaning is accessed and compared with the presented stimulus.  Because false candidates can be 
activated if their phonological form overlaps with that of the target, this process can lead to the 
miscategorization of homophones, e.g., rows being tagged as a flower.  In both our model and 
Van Orden’s, individuals must verify that a stored orthographic representation matches the 
orthography of an input stimulus—i.e., a spelling check is required to prevent an error.  The 
trigger for the activation of the stored representation in a semantic categorization task versus a 
spelling judgment task differs, however:  in semantic categorization, an associated meaning 
activates the orthographic representation, whereas in a spelling decision, the internal 
representation is activated by the input orthography itself.  It is the degree of overlap between the 
internal and external representations in a spelling decision that determines the strength of ERN. 
In Experiment 2, the phonology of our misspellings was manipulated in order to evaluate 
this model, bearing in mind that our predictions depend on the assumption that phonology is 
activated before a spelling decision is reached.  Previous research has shown that phonology is 
activated during word reading even when it is entirely superfluous for word identification (e.g., 
Perfetti et al., 2005).  Less clear is whether it is activated early enough during word reading when 
the focus is on spelling verification to affect the decision process.  Whether or not the magnitude 
of the ERN is affected by phonological manipulations provides information on the speed and 
order in which the factors leading to word identification come online. 
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4.1 METHODS 
4.1.1 Participants. 
A new sample of 27 (17 female) participants who had not participated in Experiment 1 was 
selected to take part in the experiment.  This group was restricted to individuals who had 
achieved a hit rate of 90 percent or higher on the earlier spelling assessment, but otherwise met 
the same criteria established for Experiment 1.  Data from two female participants were excluded 
from analysis because of excessive EEG artifact in their recordings.  Data from one male 
participant were excluded from analysis because of equipment malfunction during recording.  
Table 4 contains the means, standard deviations, and ranges of relevant reading skills outcomes 
for our sample. 
Table 4. Descriptive Statistics for Selected Individual-Differences Variables in Experiment 2 
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4.1.2 Materials.  
The following modifications were made to the Experiment 1 stimuli for Experiment 2:  (1) 
Targets and foils of 10 letters were replaced with stimuli of between five and nine letters to 
better ensure that participants would be able to perceive the full string without an eye movement 
in the allotted presentation time; (2) Stimuli that led to a disproportionate number of errors in 
Experiment 1 were replaced with targets and foils the experimenters deemed less difficult; (3) 
The foils were manipulated (in accordance with the previously delineated rules) so that half 
suggested the pronunciation of the target (i.e., preserved phonology) and half suggested a 
different pronunciation (i.e., altered phonology).   Phonology preservation was determined 
during preliminary norming by AMT workers, who were presented with a foil and asked whether 
its pronunciation and that of its correctly spelled counterpart were about the same or not the 
same; they were given a third option, can’t pronounce, for foils which they either could not 
pronounce or whose target they could not identify.  Foils for which more than one out of ten 
workers chose the can’t pronounce option were eliminated.  Foils for which more than five out 
of ten workers chose about the same were tagged as “phonology-preserving”.  Examples of 
phonology-preserving foils include floride (target fluoride), orenge (target orange), and usualy 
(target usually).  Foils for which more than five out of ten workers chose not the same were 
tagged as “phonology-altering”.   Examples of phonology-altering foils include hurricene (target 
hurricane), juingle (target jungle), and vacotion (target vacation).  The 36 foils for which no 
option received a majority of votes were tagged as “even splits” and were excluded from later 
analyses in which phonology preservation was included as a variable.   
Eight hundred thirty-seven stimulus pairs remained after this process, with 741 of the 
Experiment 1 stimuli ultimately retained.  As in Experiment 1, the targets and foils were 
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organized into two lists:  List A contained 418 targets and 419 foils (203 phonology-preserving, 
198 phonology-altering, and 18 even splits); List B contained 419 targets and 418 foils (202 
phonology-preserving, 198 phonology-altering, and 18 even splits).  (There are five more 
phonology-preserving than phonology-altering foils because AMT workers were slightly biased  
toward the about the same response, and many stimuli we had expected to be tagged phonology-
altering were not.) A target never appeared on the same list as its foil, and there was only one 
foil, either phonology-altering or phonology-preserving, for each target.  The two lists were 
again balanced to control for word length, word frequency, orthographic neighborhood 
frequency, and constrained bigram frequency.  Half of the participants performed the experiment 
using List A and half using List B, so that the correctly spelled and misspelled versions of the 
words were viewed an equal number of times across participants.  The complete list of 
Experiment 2 stimuli is listed in Appendix B. 
4.1.3 Procedure.  
The procedure for Experiment 2 was identical to that used for Experiment 1. 
4.1.4 ERP Data Acquisition and Preprocessing.  
Data were collected in a manner identical to that of Experiment 1.  Preprocessing differed in two 
respects:  (1) Trials were segmented into 1200-ms epochs instead of into 700-ms epochs, so that 
more of the EEG surrounding each response could be examined, and (2) The ERP segments were 
corrected relative to a 200-ms baseline ending 200 ms before the response to create a more stable 
baseline.  The 200 ms immediately preceding the response was not included in the baseline 
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because the electroencephalograph likely begins its deflection to the ERN as soon as a key has 
been chosen, not after it is pressed, and a typical motor program takes 150-200 ms to execute 
(Schmidt, 1975). 
4.2 RESULTS 
The six possible trial outcomes in this experiment are given in Table 5.  For the purposes of this 
study, we were interested in participants’ behavioral performance and ERP record for trials 
leading to each outcome.  We first replicated the analyses from Experiment 1 so that the results 
of the two experiments could be compared, then performed additional analyses on foil trials to 
understand the effect of phonology preservation in Experiment 2. 
Table 5. Possible Trial Outcomes in Experiment 2 
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4.2.1 Behavioral Data. 
4.2.1.1 Accuracy. Table 6 contains the means, standard deviations, and ranges of the behavioral 
outcomes for Experiment 2.  The relatively high average d′ of 1.96 and minimum d′ of 1.06 again 
indicate that accuracy on the task was high for this sample. In an analysis of participants’ 
accuracy data, a paired-samples t-test indicated a significant accuracy difference for targets and 
foils.  Participants were more accurate on target trials (M = 87.49%) than on foil trials (M = 
76.69%), t(23) = 6.11, p < .001.  In an examination of the effect of phonology preservation on 
accuracy, a paired-samples t-test revealed a significant difference between accuracy rates for 
phonology-preserving (M = 69.56%) and phonology-altering (M = 84.24%) foils, t(23) = -13.44, 
p < .001.  Participants were on average more accurate by nearly 15 percentage points when 
phonology was altered versus when it was preserved. 
Table 6. Descriptive Statistics for the Behavioral Outcome Measures in Experiment 2 
 
4.2.1.2 Reaction Times. As in Experiment 1, we were specifically interested in two comparisons 
of RT data: whether, when subjects responded Yes there was a difference in RTs for hits and FAs 
and, when subjects responded correctly, there was a difference in RTs for hits and CRs.  As to 
the first comparison, a t-test indicated a significant difference between the decision times for hits 
(M = 684.22 ms) versus FAs (M = 724.87 ms), t(23) = -5.25, p < .001.  As to the second 
comparison, a t-test indicated a significant difference between the decision times for hits (M = 
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684.22 ms) versus CRs (M = 753.01 ms), t(23) = -10.23, p < .001.  In both cases, participants 
were faster to respond to correctly spelled targets than to incorrectly spelled foils (Table 6).   
 We then performed a paired-samples t-test to investigate the effect of phonology 
preservation on RTs for correct foil (CR) trials.  We found a significant difference between the 
mean RT for trials in which phonology was preserved (M = 763.96) and trials in which 
phonology was altered (M = 742.85), t(23) = 4.49, p < .001.  Subjects were faster to respond 
when the phonology of the foil presented to them was altered from that of its target. 
4.2.2 ERP Data.  
As in Experiment 1, the grand average of the Experiment 2 data reveals a clear ERN at our 
cluster of interest peaking about 25 ms after the response for all six trial types (Figure 5).   The 
adaptive mean amplitude chosen for statistical extraction and the measure of the ERN effect (i.e., 
correct - error) were identical to those used in Experiment 1. 
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Figure 5. The grand average of EEG activity surrounding the response for each electrode in our cluster of interest 
for Experiment 2. 
 
A 2 x 2 ANOVA of correctness (correct, incorrect) by stimulus type (target, foil) 
indicated a main effect of correctness, F(1, 23) = 24.97, p < .001, in which correct trials were 
more positive than incorrect trials; this finding replicates the correctness main effect reported in 
Experiment 1.  The ANOVA also revealed a correctness-by-stimulus type interaction, F(1, 23) = 
7.71, p < .05, in which target trials were more negative in amplitude than foil trials when 
responses were correct and less negative in amplitude than foil trials when responses were 
incorrect (Figure 6).  A main effect of stimulus type was not significant, F(1, 23) < 1. 
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Figure 6. Mean amplitude of correct and incorrect target and foil trials for Experiment 2. 
4.2.3 Individual Differences. 
A correlational analysis of the ERN effect and d′ values indicated an r = 0.46, p < .05, again 
signaling a relationship between participants’ ability to discriminate between targets and foils 
and their ERN amplitude difference on correct and incorrect trials.  The ERN effect was also 
found to correlate significantly with individual difference measures including offline spelling d′ 
(r = 0.66, p < .001), offline spelling accuracy (r = 0.56, p < .01), vocabulary accuracy (r = 0.45, p 
< .05), and phonological awareness (r = 0.49, p < .05).  The 0.66 correlation of offline spelling d′ 
with the ERN effect is lower than was found in Experiment 1 (0.88) but still relatively large; the 
correlation with reading comprehension observed in Experiment 1 was not replicated here, but a 
new correlation, between the ERN effect and phonological awareness, was obtained. 
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4.2.4 Phonology Preservation. 
To investigate the relationship between phonology preservation in foil stimuli and ERN patterns, 
a 2 x 2 ANOVA of correctness (correct, incorrect) by phonology preservation (preserving, 
altering) was performed.  The ANOVA indicated a main effect of correctness, F(1, 23) = 26.55, 
p < .001, in which correct trials were more positive than incorrect trials, as well as a correctness-
by-preservation interaction, F(1, 23) = 7.50, p < .05, in which correct trials were more positive 
and incorrect trials were more negative when the foil did not preserve the phonology of its target 
(Figure 7).  
 
 
Figure 7. Mean amplitude of correct and incorrect phonology-preserving and phonology-altering foil trials for 
Experiment 2. 
This pattern is observable in the grand average of foil trials for our cluster of interest 
(Figure 8).  CRs are more positive than FAs overall, with phonology-altering CR (CRpa) trials 
being more positive on average than phonology-preserving CR (CRpp) trials, and phonology-
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Figure 8. The grand average of EEG activity surrounding the response, averaged across our cluster of interest for 
Experiment 2.  Only foil trials are displayed. 
4.3 DISCUSSION 
The objective of Experiment 2 was to examine what sources of information contained in a 
visually presented wordform produce the error signals that create an ERN when a mistake is 
made during spelling evaluation.  We hypothesized that both phonology and orthography 
contribute to the error signal, and that the ERN would be greater when a correct No decision was 
supported by incongruencies of both phonology and orthography than when the correct No 
decision was supported only by incongruent orthography.  Our finding that the ERN is least 
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negative for correct phonology-altering trials and most negative for incorrect phonology-altering 
trials confirms our hypothesis.  When a participant identifies as misspelled a string whose 
orthography and phonology both support that decision, the participant is certain of his or her 
decision and little to no error signal is produced—hence the very positive average ERN on CRpa 
trials.  When, on the other hand, a participant identifies as correctly spelled a string for which 
there is neither phonological nor orthographic evidence for that choice, he or she receives error 
signals from two sources and the very negative average ERN seen for FApa trials occurs.  The 
ERN for FApp trials, in which the participant’s choice was supported by one of the two sources, 
is less negative than that for FApa trials, in which two lexical sources signal that an incorrect 
choice has been made.   
In addition to our finding that ERN magnitudes are larger for phonology-altering than 
phonology-preserving trials, they were once again correlated with spelling ability as 
demonstrated by performance on offline and online tasks.  Better spellers experienced greater 
ERN magnitudes because the verification stage of the decision-making process (Figure 4) was 
more accurate in these participants, who tend to have a more completely specified orthographic 
representation of a given word than a less skilled speller. 
As in Experiment 1, we found correlations of the ERN effect size with other reading-
related measures, again supporting the notion that the ERN obtained on a spelling task may index 
reading and linguistic abilities beyond the scope of our experiment, and offering evidence of the 
range of individual differences that exists within the class of skilled readers.  The somewhat 
lower correlation of the ERN effect with spelling ability in Experiment 2 compared with 
Experiment 1 is likely due to the relative difficulty of Experiment 1 stimuli:  because stimuli of 
over nine letters and those otherwise determined to be especially difficult were replaced with 
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shorter, simpler stimuli in Experiment 2, the level of spelling ability necessary to perform well 
and to be aware of errors on the hardest trials was effectively lowered. Experiment 2 also extends the range of observations of phonological activation in 
reading.  Although we cannot say definitively from this experiment exactly when during the 
word identification process phonology comes online, we have shown that it is available early 
enough in word reading to be considered in a decision about spelling accuracy.  In fact, 
phonology seems to be not only available but instrumental in determining whether and how 
quickly the correctness of the stimulus will be verified: foils that altered phonology were 
responded to 21.11 ms faster and 14.68 percent more accurately than phonology-preserving foils. 
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5.0  GENERAL DISCUSSION 
The present study demonstrates that, in normal adult readers of English, orthographic 
representations are sufficiently specified to elicit an ERN during a speeded spelling decision.  
The magnitude of the ERN is related to the quality of an individual’s orthographic representation 
of a word, and average ERN magnitudes, aside from predicting spelling ability to a considerable 
degree, are correlated with non-orthographic linguistic skills that are critical for fluent reading.  
We have provided further evidence that individual differences in lexical knowledge exist in adult 
populations of skilled readers, and that variations in orthographic knowledge can contribute to 
variability in reading outcomes.  We have also shown that phonological information is activated 
early enough in the word-reading process to be considered in a decision about spelling, and that 
both phonological and orthographic information contained in an input stimulus contribute 
uniquely to the activation of a representation and its verification.   
One could imagine a non-cognitive explanation for the correlation between ERN 
magnitude and spelling ability, however.  The best spellers in our sample may have demonstrated 
the largest ERN effects because they perceived themselves as having more at stake in the task 
than poorer spellers, who had no reputation for spelling aptitude to defend.  In other words, 
motivation could be the driving force behind ERN amplitude in our study, with better spellers 
producing ERNs of greater magnitude because of a tendency to be more self-critical after errors.  
We find this explanation unlikely, however, for two reasons.  First, we restricted our sample to 
  39 
individuals who had already performed well on a spelling assessment, and they were informed of 
this fact upon being invited to participate in the study (so even people who don’t normally 
consider themselves skilled spellers should have done so in the context of the experiment).  
Second, we did our best to equalize levels of motivation across our sample by offering monetary 
incentives for good performance.  This way, even individuals who typically might not feel their 
pride is at stake in a computerized spelling assessment had reason to give the task their all on day 
they visited our lab.  We therefore feel confident that it was the processing related to 
orthographic knowledge, and not the attitude of subjects toward the task, that was the primary 
driving force behind the ERN in this study. 
Our findings are ultimately compatible with both the mismatch hypothesis (e.g., 
Falkenstein et al., 1991) and the conflict-monitoring hypothesis (e.g., Yeung, Botvinick, and 
Cohen, 2004) of the biological mechanism behind the ERN.  To make an accurate judgment 
about the spelling of a word, one must have some internal representation of its orthographic 
form, however underspecified.  The more fully specified one’s internal orthographic 
representation, the more efficiently the error-detection process will work, leading to a larger 
ERN effect in individuals with higher-quality orthographic representations, i.e., good spellers.  
Under either the representational mismatch or conflict-monitoring scenario, the degree of 
orthographic overlap between the stimulus being encoded and the internal representation 
corresponds to the degree the representation is activated.  If the mismatch hypothesis is correct, 
the ERN arises directly from the incongruency of either a Yes response on a trial where the 
degree of overlap was low or a No response on a trial where the degree of overlap was high.  
Better spellers, who experience more rapid and targeted activation of orthographic 
representations when presented with a correctly spelled word (or a word that is an obvious 
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misspelling of a correctly spelled word), will experience the largest incongruencies and therefore 
the strongest ERNs.   
Under the conflict-monitoring hypothesis, the ERN does not arise directly from a clash 
between the degree of overlap of internal and external orthographic representations with the 
selected response.  Rather, what transpires is that the degree of overlap can be reevaluated after a 
response has been selected.  When, after a decision has been made, evidence accumulates that 
the extent of the overlap between the input stimulus and the internal representation is 
considerably more or considerably less than was judged in the first instant of exposure to the 
stimulus, the ERN appears.  Again, it is the specificity of the internal representation that 
determines the strength of the ERN, and therefore the best spellers who evince the largest ERN 
effects. 
The present study expands the literature on the use of ERNs for understanding linguistic 
processes, and is the first demonstration of an ERN produced during a spelling task.  An ERP 
study, unlike a behavioral investigation of spelling ability, provides real-time information about 
orthographic processes, and the ERN magnitude, which can take on an infinite number of values, 
provides a more nuanced view of spelling knowledge than can be obtained from a spelling test, 
whose answers are either right or wrong.  An ERN recorded during a spelling decision is at its 
core a reflection of the fullness of the specification of a single orthographic representation for an 
individual.  The mean ERN magnitude of a single participant in this study is an average of 
widely varying amplitudes recorded for over 800 individual trials. Thus, a Nelson-Denny or 
verbal SAT score can belie a raft of individual differences amongst the people who share it.  
Horowitz-Kraus and Breznitz (2008) also related individual difference measures to the ERN, but 
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across skill groups of readers.  The present study emphasized the variability of individual 
difference measures within normal readers who were all skilled spellers. 
We were able to observe correlations in both experiments of average ERN effect size 
with spelling performance (both online and off-) and vocabulary knowledge, as well as with 
reading comprehension skill (Experiment 1) and phonological awareness (Experiment 2) because 
orthographic quality is not an independent phenomenon. High-quality orthographic 
representations develop from skill at decoding encountered strings, which leads to higher-quality 
representations of the meanings of words, which improves text comprehension, which leads to 
more experience with text, which involves more exposure to orthographic forms, and so on.  All 
of these skills underpinning reading ability are interrelated, and rehearsal of any one of them has 
the effect of strengthening the others.  Having a high-quality orthographic representation for one 
given lexeme, therefore, does not necessitate having a quality orthographic representation for a 
second, nor does it ensure a well specified phonological representation for either—but it does 
make these outcomes much more likely.  Someone with poor decoding ability, meanwhile, will 
develop lower-quality orthographic representations of words, a smaller vocabulary, and reduced 
comprehension skill, all of which will lead to fewer encounters with words on a page, and the 
cycle will continue. 
The results of the experiments reported here also contribute to the literature on the 
components of spelling ability.  Perfetti and Hart’s (2002) factor analysis revealed that for less-
skilled readers orthographic knowledge is not well integrated with knowledge of other lexical 
components, so that even adequate spellers can be poor readers if orthographic information is not 
supporting phonological and semantic information during reading as efficiently as it does for 
skilled readers.  This situation is consistent with our Experiment 1 finding that, within our 
  42 
sample of reasonably skilled spellers, reading comprehension ability is correlated with individual 
participants’ knowledge of orthography, as reflected in the amplitude of the ERN. 
Our results also complement those of Andrews and colleagues (Andrews and Lo, 2011; 
Andrews and Hersch, 2010), in which orthographic neighbors (e.g., node NOTE) and 
transposed-letter versions of the target (e.g., clam CALM) did not prime the target as efficiently 
in good spellers as they did in poor spellers, suggesting that better spellers have formed more 
precise lexical representations of words, which require primes with a very high degree of 
orthographic overlap to activate.  We can also assume more precise lexical representations in 
better spellers in the present study, who showed evidence of more thorough activation of 
orthographic representations than poorer spellers when presented with an input stimulus that was 
a correctly spelled word.  However, better spellers also showed evidence of more thorough 
orthographic representations when presented with an incorrectly spelled word, i.e., an input 
stimulus that did not overlap perfectly with the representation.  This would at first seem to 
contradict previous research (e.g., Andrews and Lo, 2011), which suggests that prompting 
activation of a representation with a string containing a letter altered from that of the target 
should put better spellers at a relative disadvantage to poorer spellers.  But there is a key 
difference between the stimuli used to activate representations in a priming study versus a 
spelling study.  Facilitatory priming effects have been reliably observed for words that have very 
few orthographic neighbors, regardless of length (Forster et al., 1987).  This evidence suggests 
that words with high neighborhood densities become very “narrowly tuned” (Forster and Taft, 
1994) and are resistant to activation by strings that vary in even a single letter from the 
representation.  Tuning is narrower in better spellers than in poorer spellers, so the inhibitory 
effects of neighbor priming are more pronounced in that population.   
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The stimuli in our study were not orthographic neighbors of the target representation, 
however.  Although the neighborhood sizes of our foil stimuli were not measured, they would 
never have survived the norming process if they weren’t exactly one a large majority of the time.  
Recall that a potential foil was eliminated if more than one out of five AMT workers, when 
asked to produce the word of which it was a misspelling, provided the wrong target.  
Misspellings that had more than one orthographic neighbor, i.e., the target, would have prompted 
responses other than the target and have been eliminated.  A misspelling, then, is most like a 
prime with a very small neighborhood size in the priming literature.  Thus, the same good 
spellers who are slow to activate a representation that is an orthographic neighbor of a prime 
seem adept at retrieving a correct spelling when presented with an incorrect spelling.  A stimulus 
that well approximates a single orthographic representation will activate that representation in 
better spellers more completely than in poorer spellers, who tend to have less well-defined 
orthographic representations overall. The verification process (Figure 4) therefore proceeds more 
efficiently in better spellers, resulting in larger ERN magnitudes in those participants. 
The model of spelling verification presented here also contributes to the literature a new 
framework for considering spelling ability.  We have offered evidence of a process in which 
spelling decisions are arrived at in essentially two stages—an activation stage, in which an input 
stimulus spurs the retrieval of a corresponding internal representation, and a verification stage, in 
which the input stimulus is compared with the representation and verified as a correct spelling 
only if it overlaps orthographically and phonologically with the representation.  Perfect 
orthographic overlap of the input stimulus and representation ensures perfect phonological 
overlap, and such a stimulus will be verified; a stimulus that overlaps neither orthographically 
nor phonologically with a representation will be rejected.  Phonological overlap in the absence of 
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orthographic overlap will prevent verification, but can provoke uncertainty in one’s decision.  
Thus is phonology not only activated early enough in word reading to influence spelling 
decisions, it would appear to be integral in our evaluation of spellings.  Just as phonology has 
been shown to be involved in word reading even when it is unnecessary—e.g., in Chinese—we 
have shown that phonology is involved in spelling decisions even though orthography alone 
should suffice.  The present research contributes to a deeper understanding of orthographic 
knowledge in adults but also reaffirms what has been repeatedly observed in cognitive research, 
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APPENDIX A 
EXPERIMENT 1 STIMULI 
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APPENDIX B 
EXPERIMENT 2 STIMULI 
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FOOTNOTES 
1 It is worth keeping in mind, however, that the conclusion about phonology is more 
complex at a level of detail. There may be reading without phonology among deaf readers 
(research on the elusive role of phonology in this population continues), and while its presence in 
Chinese reading has been established, its exact role in Chinese (for example, it might be 
automatic without being “essential”) might not be 100 percent clear.  
2 Not all psycholinguists have overlooked spelling skill; a notable exception to the trend 
is Rebecca Treiman and colleagues, who have published over 50 articles on spelling knowledge 
and development, primarily in children.  See Pollo, Treiman, and Kessler (2007) for an overview 
of current approaches to the study of spelling development, with an emphasis on research that 
has considered spelling crosslinguistically within alphabetic writing systems. 
 
