Abstract-This paper considers a passive localization scenario relying on a single transmitter, several receivers, and multiple moving targets to be located. The so-called "passive" targets equipped with RFID reflectors are capable of reflecting the signals from the transmitter to the receivers. Existing approaches assume that the transmitter and receivers are synchronous or quasi-synchronous, which is not always realistic in practical scenarios. Hence, an asynchronous wireless network is considered, where different clock offsets are assumed at different receivers. We propose a centralized expectation-maximizationbased passive localization method for asynchronous receivers (EMpLaR) by treating the clock offsets as hidden variables. Thereby, the proposed algorithm makes use of Taylor expansions to arrive at a closed-form maximization. Furthermore, to improve the robustness to link failures and to reduce the energy consumption, we propose a distributed localization approach based on average consensus formulation to locate the target at each receiver. By applying a quadratic polynomial approximation of the function on which consensus has to be reached, both the computational complexity and the communications overhead are significantly reduced. The Cramér-Rao bound of the target location is derived as a benchmark of our proposed algorithms. Our simulation results show that the proposed centralized and distributed EMpLaR algorithms match the Cramér-Rao bound and significantly improve the localization performance compared with the conventional methods.
I. INTRODUCTION

W
IRELESS sensor networks (WSNs) have significantly contributed to improving services in contemporary society [1] . Since many applications of WSNs rely on the location information, such as environmental monitoring, emergency rescue and vehicle tracking, the awareness of location has become more and more important and has received much attention [2] , [3] .
Using radio frequency signals, location related measurements can be obtained by utilizing time of arrival (TOA), angle of arrival (AOA) and received signal strength (RSS) estimates [4] - [6] . AOA-based methods require specific antenna structures, while RSS-based methods suffer from fast fading in wireless propagation scenarios. TOA-based methods can use any antenna setup and the time measurements are robust to channel fading. In what follows we will focus on the family of TOA-based techniques. Depending on the participation of the target (object to be localized), the localization problem can be further classified into "active" and "passive" localization. In active localization, the targets cooperate with other network members and actively emit signals. These signals are used for measuring the inter-node distance, which induces an annulus for possible target location. The intersection of multiple such annuli is then used for estimating the location of the "active" target. By contrast, in passive localization, the signal received from the transmitter is reflected by the passive target and is then received at different receivers. The signal propagation time identifies several ellipses with the foci at the positions of the target and of the different receivers [7] . The intersection of those ellipses can provide location estimate of the "passive" target. The passive targets in WSNs may include animals, unmanned vehicles, people that are not capable of locating themselves. Passive localization has numerous applications such as object monitoring, vehicle tracking relying on opportunistic signals and so forth.
One of the main challenges faced by the family of TOA-based methods is the vital requirement for time synchronization of all nodes in WSNs. Even a low clock offset on the order of tens of nano-seconds would significantly degrade the localization performance. This poses a more stringent timing constraint than that in wireless communications, where synchronization accuracy on the order of micro-seconds is often sufficient.
In general, performing synchronization [10] - [13] before localization [14] - [17] can be applied. However, this mechanism increases the communications overhead. Recently, the close relationship between localization and synchronization is unveiled by simultaneously solving the two problems [18] - [23] . Passive localization in a synchronous network was studied in [24] and [25] , and in a quasi-synchronous network (all receivers experience the same clock offset) in [26] . In [27] , TOA measurements were used for acquiring time difference of arrival (TDOA) estimates, when the receivers are asynchronous. However, due to the noise enhancement imposed, TDOA based methods suffer from inevitable performance degradations. In this contribution, we avoid the generation of TDOA measurements and propose novel algorithms for passive localization relying on asynchronous receivers purely based on TOA measurements.
On the other hand, the aforementioned passive localization methods rely on fusion centers for performing centralized estimation. Therefore, all the measurements gleaned from receivers have to be transmitted to a potentially distant central unit. This requires either communications over long distances or complex multi-hop routing protocols, which may not be applicable for energy constrained WSNs. Moreover, centralized implementations are prone to link failures and exhibits poor scalability. By contrast, distributed estimation methods achieve low energy consumption by neighbor-toneighbor communications and exhibit both high robustness and excellent scalability. They are especially competitive, when the location estimate of the target has to be available at each receiver. In [28] , a consensus based method was proposed for solving a distributed hypothesis testing problem. A distributed target tracking algorithm based on likelihood based consensus was proposed in [29] , where the global likelihood function can be determined by reaching consensus accorss all local likelihood functions. The distributed particle filter (DPF) [30] associated with likelihood consensus is proposed for target tracking in [31] . However, using this DPF requires the exchange of large packets of particles between neighboring receivers, leading to an unaffordable communications overhead.
In this paper, we focus our attention on the passive localization problem of asynchronous receivers in wireless networks using TOA measurements. We consider the scenario of targets equipped with RFID tags, therefore the signals arriving from the transmitter and reflected by different targets can be separated. In practical vehicular environments, having non-line-of-sight (NLOS) propagation is unavoidable, which imposes TOA delay even when all nodes in the network are synchronized [32] . Therefore we consider a mixed LOS/NLOS environment. We propose an expectation maximization (EM) based algorithm [33] , [34] for iteratively estimating the location of passive targets in the maximization step (M-step), while we consider the clock offsets and NLOS biases to be hidden variables in the expectation step (E-step). A straightforward application of the EM algorithm would result in nonlinear expressions for the M-step. In order to avoid the application of numerical methods, we propose beneficial approximations that result in a closed-form solution for the M-step.
Secondly, we propose a consensus-based scheme for distributing the centralized processing tasks amongst the receivers. Since the conditioned expectation of the log-likelihood function obtaining from the E-step is constituted by a sum of the receivers' local functions, we rely on the average consensus of these local functions. These functions would require sophisticated particle representation for a direct implementation. In this treatise, we propose an approximate solution for the specific consensus problem. In summary, the main contributions of this paper are as follows:
• We extend the quasi-synchronous network assumption of [26] and propose a novel EM-based passive localization technique for asynchronous receivers (EMpLaR) operating in a mixed time-variant LOS/NLOS environment based on TOA measurements.
• We invoke the classic Taylor expansion for approximating the conditioned expectation of the log-likelihood function in the E-step, so that the M-step can be formulated analytically.
• A beneficial distributed implementation of passive localization is conceived. Then a quadratic polynomial approximation is proposed for restricting the local conditioned expectation of the log-likelihood function. As a result, only the coefficients of this quadratic polynomial have to be transmitted for arriving at the average consensus of the local functions, which significantly reduces the communications overhead imposed by the distributed implementation of EMpLaR.
• The Bayesian Cramér-Rao bound (BCRB) of the passive target location estimates is derived in the presence of clock offsets for evaluating the performance of the proposed algorithms. The remainder of this paper is organized as follows. In Section II, the system model is presented. The centralized EMpLaR algorithm is proposed in Section III. A distributed implementation based on the average consensus of the local functions is established in Section IV. The Bayesian Cramér-Rao lower bound of passive localization is derived in Section V for our asynchronous network. In Section VI, our simulation results and discussions are presented. Finally, our conclusions are offered in Section VII.
Notation: (·) T and (·) −1 are the transpose and the inverse operator, respectively; · denotes the Euclidean norm; E is the expectation operator; R denotes a real number space; ∇ x represents the differential operator with respect to x; diag{x} is a diagonal matrix with the main diagonal entries being the elements of x; A B denotes that A − B is positive semidefinite matrix.
II. SYSTEM MODEL Considering the moving property of vehicles, we assume a network of T = |T | moving passive targets, a single transmitter and A = |A| receivers, where T and A denote the set of targets and receivers, respectively. The moving targets are equipped with RFID tags and the reflected signals can be separated at the receivers [35] .
The transmitter is located at x 0 = [a 0 , b 0 ] T , while the receivers at κ n = [a n , b n ] T , n ∈ A. The coordinates of target i at time k are denoted as
T . Considering the clock offset, the local clock of receiver n is modeled by
where θ n (t) denotes the time varying clock offset of receiver n and t is the reference time.
A. Time Evolution Model
According to [21] , the clock offset at different time slots can be modeled as a memoryless Markov process obeying,
where ε is a Gaussian noise process with zero mean and variance σ 2 ε . The state transition function of the ith target is formulated as
is the velocity at time k − 1; δ t is the time slot duration and Δ v is a Gaussian state transition noise,
The state transition probabilities can be obtained based on (1) and (2), formulated as,
B. Measurement Model
The transmitter emits a signal at the known reference instant t = t k 0 . This signal is reflected by target i at reference instant t
where v is the signal propagation velocity. The reflected signal arrives at receiver n at reference instant t
Due to the clock offset, the receiver records this time with respect to its local clock, given by
where φ i,n is the measurement noise, which is assumed to be Gaussian distributed. Without loss of generality, we assume in the following that the transmitter is located at the origin, i.e., a 0 = b 0 = 0.
Moving the term t k 0 in (5) to the left hand side and multiplying both sides by the signal propagation velocity v, the LOS range measurement at instant k can be obtained as
where ω i,n is a zero-mean Gaussian random variable with variance σ 2 i,n . However, due to the NLOS propagation, the range of measurements obtained at some of the receivers is biased by a positive term, yielding
In (7), β k i,n denotes the positive bias caused by NLOS propagation, which obeys the negative-exponential distribution [16] of
and γ is the parameter rate. Using C LOS and C NLOS to denote the pair of sets containing the LOS and NLOS links, the local likelihood function with respect to R k i,n may be written as
For brevity, we use
T to denote all the target locations, range measurements, clock offsets and TOA biases caused by NLOS propagation at instant k, respectively. 3 Since the noise at the different receivers is uncorrelated, the global likelihood function at instant k is
Following Bayesian rules, the joint a posteriori distribution at time k is given by
where p(x k ), p(θ k ) and p(β k ) are the a priori distributions at time k. Our goal is to determine the target locations based on the set of measurements R k . Due to the presence of clock offsets, the two-step method (TSE) proposed in [24] is not suitable here.
III. CENTRALIZED EXPECTATION MAXIMIZATION METHOD FOR PASSIVE LOCALIZATION
In this section we derive a pair of EMpLaR algorithms, which differ in the choice of approximation used for finding the following maximum a posteriori (MAP) estimate of the target locations at instant k
As mentioned in Section II, in the joint a posteriori distribution (11), x k , θ k and β k are unknowns. Direct marginalization and using the MAP estimator is intractable.
Therefore, we conceive the corresponding EM algorithm [33] for solving (12) iteratively. 4 We consider R k as the incomplete data set, and {R k , θ k , β k } as the complete data set associated with the hidden variable θ k and β k . At the lth iteration, the E-step calculates the conditioned expectation of the complete-data log augmented density derived in [38] . Then, the estimates of the target locations can be obtained in the M-step by maximizing the expression obtained in the E-step.
A. Expectation Step
For ease of exposition, we consider the kth time slot. The superscript k is dropped, wherever there is no confusion. According to [38] , in E-step, the conditional expectation of the complete-data log augmented density is calculated by
where C is a constant parameter, p θ, β|R,x (l−1) is the a posteriori distribution of clock offsets and biases conditioned 4 The EM algorithm is originally presented to obtain the maximum likelihood estimate. As shown in [38] , the EM algorithm can also be used in MAP problem.
on the previous estimatesx (l−1) of target locations and p(x) is considered as the a priori information of target locations at time k. Here p(x) is expressed as
, which is a Gaussian distribution with a mean ofx
and a covariance matrix of Σ v . For simplicity, we assume that the target velocity does not change within a single time slot and usev
The conditional a posteriori distribution can be rewritten as
where p R|θ, β,x (l−1) is the likelihood function (10) with x been replaced byx (l−1) and p(β)
The a priori distribution of the receivers' clock offsets can be obtained by
. Given the mean and covariance matrix of θ k−1 denoted as μ
Dropping the terms that are irrelevant to x, the conditioned expected log augmented density can be calculated as
where g
i (x i ) and h i (x i ) are defined in (16) and (17), as shown at the top of this page. In (16) 
βi,n and m (l) θi,n are defined in (18) and (19) , as shown at the top of this page. Note that for each target, the conditioned expected log augmented density can be calculated separately. In what follows, we will consider the estimate of the ith target's location.
B. Maximization Step
In the M-step, the target location estimatex (l) is obtained by maximizing Q(x,x (l−1) ), which is formulated as,
Consequently we have the estimate of target i's location aŝ
Let us set the derivative of g (l)
i (x i ) + h i (x i ) with respect to x i to zero, yielding,
Note that in EM iterations, the term ∂h
unchanged. Nonetheless, due to the terms x i and x i − κ n in g (l) i (x i ), we still can not directly determine the target location from (22) . Since the relevant numerical methods suffer from a high computational burden, we invoke the classic Taylor expansion for approximating the nonlinear terms in (15) such that the estimatex (l) i can be determined in closed form. Explicitly, we approximate the terms x i , x i − κ n and (15) by the first-and the second-order Taylor series expansions around the previous estimatex
For both approximations, (22) can be rewritten as
where the coefficients in the expressions are derived in Appendix. The solution of (23), i.e.,x
The coefficients are chosen differently for the first-and second-order Taylor expansion and will affect the localization accuracy and the complexity. The analysis will be given in the simulation results.
The proposed centralized EMpLaR algorithms based on the first-and second-order Taylor expansions are summarized in Algorithm 1. They differ in the choice of the parameters in (24) and (25) in line 7, explicitly for the first-order Taylor series expansion the set (47)-(50) is used, while for the second-order Taylor expansion the set (52)- (56) is employed.
IV. DISTRIBUTED IMPLEMENTATION BASED
ON AVERAGE CONSENSUS The previously proposed EMpLaR methods and most of the existing contributions on passive localization assume the existence of a fusion center. Transmitting the data of each receiver to a potentially distant central unit results in high energy cost in large-scale WSNs. Moreover, the centralized method is prone to link failure and to the malfunctioning of the fusion center. By contrast, distributed estimation techniques using only local processing and local communications with the neighboring receivers are highly robust and eminently scalable. Expectation Step: 6: Compute Q x,x (l−1) according to (15); 7:
Maximization Step: 8: ∀i ∈ A in parallel 9: Obtain the lth estimate of target i,x YES: break; NO: continue; 12: end parallel 13 : end for 14: The target positions at time k are given byx (L) .
15: end for
In this section, we will first review the likelihood consensus based distributed estimation and then propose an average consensus based method for distributed passive localization in asynchronous networks.
A. Likelihood Consensus
Observe from (10) that the likelihood function corresponding to target i at a specific time slot is the product of several local likelihood functions obtained at the receivers. The likelihood consensus and DPF method aim for obtaining p(R i |x i , θ, β) in a distributed way by exchanging particles and the corresponding weights amongst the neighboring receivers.
In the presence of clock offsets and NLOS biases, the particles should be sampled on an extended space i.e.,
T , and the local likelihood function can be represented by J particles {q
Then the likelihood consensus is performed by exchanging and updating the local weights of the particles in a canonical form. After a few iterations, each receiver obtains a good approximation of the global likelihood function represented by its local particles. Nonetheless, using a particle-based representation of the local function means that a large number of particles and their corresponding weights have to be exchanged amongst the neighboring receivers, which is rather wasteful both in terms of power and bandwidth.
B. The Proposed Average Consensus-Based Passive Localization
Let us now adapt ideas from the likelihood consensus method of Sec. IV-A and propose an average consensus based scheme for obtaining the target location locally at each receiver.
From (15), we can observe that g (l)
i (x i ) is the sum of the local log-likelihood functions over the conditioned expectation, i.e., g
Again, our goal is to obtain g (l)
i (x i ) by exchanging parameters of g (l) i,n (x i ), n ∈ A, only amongst the neighboring receivers. 5 Denoting the iteration index of consensus processing by p, the standard average consensus is formulated as
where ξ is the update rate and N n is the set of all neighboring receivers of n.
In the standard average consensus method, all local receivers share the same update rate ξ, which may not provide good estimation performance. To tackle this problem, a so-called metropolis weight was defined in [40] . For the proposed EMpLaR scenario, this translates to the local update at receiver n, formulated as (29) with the metropolis update rate expressed as
where |N n | and |N m | denote the number of receivers next to receiver n and m, respectively. Since the positions of the transmitter and receivers are known, the metropolis rate can be obtained before performing passive localization. 5 Note that g
i,n (x i ) varies in different EM iterations, therefore the average consensus process needs to be done after every E-step. Nonetheless, as shown in Section VI, the communications overhead of the proposed algorithm is still lower than that of the DPF based likelihood consensus.
After N c iterations, all receivers reach consensus on the local functions, which are expressed as, g
(x i ), n, m ∈ A with n = m. Hence, the global function can be locally computed by
The convergence of average consensus is guaranteed for a connected network [28] . In the consensus process, the local functions g (l)
i,n (x i ), n ∈ A, which have to be exchanged amongst the neighboring receivers through wireless channels are continuous functions of the variable x i . A straightforward approximation is to use the particle representation of x i by {x
i }. However, the estimation accuracy is restricted by the number of particles employed. To achieve accurate localization, large packets containing a high number of particles have to be exchanged amongst the neighboring receivers.
For the sake of having a low communications overhead, we approximate the local function g (l) i,n (x i ) in quadratic polynomial form. Using the first-order Taylor expansion around the previous estimate [x (27) can be approximated by
where
. For the LOS link, we set m
βi,n = 0. Building on the quadratic polynomial approximation, in the consensus process, only the parametersū i,n ,w i,n and Σ i,n have to be exchanged amongst the receivers, which significantly reduces the communications overhead.
Given the metropolis update rate, the local function at the pth consensus iteration can be expressed as
with the parametersū Expectation Step: 6: Compute g (l) i,n (x i ), i ∈ T , n ∈ A according to (31).
7:
Entering the average consensus 8: Initialize g
for p = 1 to N c do 10: Update the local functions g End average consensus.
13:
Maximization Step: 14: ∀i ∈ A in parallel 15: Obtain the lth estimatex (l) by (22), which is given by (38) and (39); 16: Check if x
< is satisfied: 17: YES: break; NO: continue; 18: end parallel 19 : end for 20: The target positions at time k are given byx (L) . 21 : end for
At the lth EM iteration, the local functions g (l) i,n (x i ) are initialized according to (31) with the parameters (32) and (33), i.e.,ū
. After convergence, every receiver obtains the global function g (l) i (x i ) and becomes capable of maximizing it to obtainx (l) i individually. By observing (22) , (30) and (31), solution of the M-step at the lth EM iteration iŝ
The proposed distributed EMpLaR algorithm based on the average consensus of the local functions is summarized in Algorithm 2.
V. CRAMÉR-RAO BOUND
The Cramér-Rao Bound is a lower bound on the variance of unbiased estimators, which provides a benchmark for evaluating the performance of the proposed EMpLaR algorithms. Considering the CRB at time slot k, let τ [x, θ, β] T . The Bayesian CRB for unknown variable estimates is given by Cov(τ ) F −1 , where F is the Fisher information matrix (FIM) defined in [40] ,
where F 1 can be derived as
with Σ ∈ R T A×T A being a diagonal matrix, obeying
T A }, and J is an (A + 2T + T A) × T A-element Jacobian matrix with respect to τ expressed as
A×A is an identity matrix and P ∈ R 2T ×T A is a Jacobian matrix with respect to x having the elements of
where B can be regarded as an adjacency matrix, i.e., B i,n = 1 if and only if β (40) is related to the state transition functions, formulated as
where ⊗ denotes the Kronecker product. Given F 1 and F 2 of (40), F can partitioned as
where we have
Then, the mean squared error (MSE) of the target location estimates at instant k is bounded by
where [F −1 ] x k denotes the square submatrix on the diagonal of F −1 corresponding to x k . However, calculating (44) directly requires the inversion of F. Hence, the computational complexity increases significantly as the number of receivers R becomes larger. Moreover, the condition number of the matrix F is usually high, which may lead to inaccurate results 
, which means that all the information related to target has been retained. As shown in [41] , the EFIM F x k is the Schur complement of the matrix D, which is expressed as
Calculating the inverse of F x k has much a lower complexity than that of F. Similarly, the CRB of the clock offset can also be determined.
VI. SIMULATION RESULTS AND DISCUSSIONS
In this section, we will evaluate the performance of the proposed centralized and distributed EMpLaR algorithms. The performance inaccuracies due to the first-and the second-order Taylor expansions are considered first. Then, the impact of receiver configurations and the number of consensus iterations are investigated. Finally, we compare the proposed EMpLaR algorithms to state-of-the-art methods in terms of their estimation accuracy versus both their computational complexity and communications overhead.
A. Simulation Setup
Let us first consider the 2D localization of a passive target node on a 100×100m 2 plane. The transmitter is always located at the origin, i.e. T . For simplicity, we assume that the measurement at a receiver with respect to a target is either related to a LOS link or NLOS link. The percentage of NLOS links is 10% and the bias obeys the exponential distribution of equation (8) 
B. Performance of the Proposed EMpLaR
We first analyze the root mean squared error (RMSE) of the estimated target location versus the number of EM iterations. In Fig. 1 the RMSE of target locations determined by the centralized EMpLaR algorithm at the time slot k = 10 using the first-and the second-order Taylor expansions is depicted. The performance of our numerical method is also shown as a reference. It can be observed that both Taylor expansions converge to the RMSE of the numerical method, while the second-order approximation is converging faster at the cost of a higher computational complexity. This enables us to strike a compromise between the estimation accuracy versus the complexity in practical applications. In what follows, the performance of the proposed EMpLaR algorithm is portrayed after running 50 EM iterations.
We verify the convergence speed of the proposed distributed EMpLaR algorithm in Sec. IV-B. The consensus impact of parametersū i,n andw i,n of a single target location based on the metropolis consensus [40] is depicted in Fig. 2 . in a single simulation trail. For comparison, the consensus process based on broadcast gossip [42] with the update rate 0.5 is also characterized. The gossip algorithm has the advantage of simpler update rules. However, since the gossip algorithm only updates a pair of receivers at a consensus iteration, it suffers from a low convergence speed. It can be observed that for p = 50, the gossip based algorithm cannot guarantee convergence.
Naturally, both the communications overhead and the energy consumption will increase as N c becomes larger. We compare the performance of the distributed EMpLaR algorithm for Fig. 3 . Impact of the number of iterations for average consensus. different N c values in Fig. 3 using the cumulative distribution function (CDF) of the localization error. It can be observed that the performance gap between N c = 25 and N c = 50 is small, which was indeed expected based on the convergence behavior illustrated in Fig. 2 . Therefore, N c = 25 can be adopted for reducing the computational complexity and the communications overhead.
Next, we evaluate the impact of delay imposed by the iterations on the performance of our EMpLaR algorithm. Since the targets are moving, the information used in the iterative processing may become out-of-date, hence imposing a performance loss. In Fig. 4 , the CDFs of the proposed centralized and distributed algorithm's localization error for different velocities is plotted. 7 We can see that for higher velocity, both algorithms suffer from a performance degradation. Due to the extra delay imposed on the consensus process, the performance gap between the centralized and distributed EMpLaR algorithms becomes larger. 7 We assume in a single time slot, the targets move with constant velocity. A time division multiple access protocol is considered in the consensus process, which will introduce delay in each EM iteration, e.g., 20ms in this simulation. The number of measurements is related both to the number of targets and to that of the receivers. According to Section V, more measurements will increase the Fisher information and hence improve the performance. Fig. 7 shows localization error of the proposed algorithm versus the measurement noise for different number of targets. It is seen that the localization accuracy improves with the number of targets. This can also be observed from (19) since more targets will improve the clock estimation accuracy and in turn, the localization result becomes more accurate.
In Fig. 8 , the CDF of the proposed algorithm's localization error is illustrated for different percentages of NLOS links. It is seen that the proposed EMpLaR algorithm is capable of handling a practical mixed LOS/NLOS environment. However, for a higher percentage of NLOS links, the performance of the proposed algorithm becomes degraded. In Fig. 9 , we illustrate the MSE of target locations versus the time slot index to evaluate the tracking performance of the proposed algorithm. We can observe the centralized algorithm converges in 5 seconds. Due to the delay caused by distributed processing, the distributed algorithm converges a little slower than the centralized one. Nevertheless, both algorithms can reach convergence in 7 seconds. In Fig. 10 , the true trajectory of a target and the estimated trajectories based on the proposed centralized and distributed EMpLaR algorithms are plotted. We can see the estimated trajectories are close to the true trajectory after several time slots.
C. Comparison With State-of-the-art Algorithms
In Fig. 9 , we compare the proposed EMpLaR method to the state-of-the-art algorithms. Observe that in an asynchronous network, the two step estimation (TSE) method of [24] which ignores the clock offsets suffers from a significant performance degradation. For the extended Kalman filter (EKF), the direct linearization of the range measurement function in (6) leads to quite a substantial performance loss compared to our methods. Moreover, due to the presence of clock offsets θ, extending the EKF to a distributed scenario is not straightforward [43] . The proposed centralized and distributed EMpLaR algorithms outperform both the TSE and EKF methods. As a benchmark, our centralized EMpLaR algorithm relying on numerical method in the M-step and our distributed likelihood consensus algorithm with distributed particle filtering (DPF) are also plotted. We can observe that the distributed EMpLaR performs similarly to the centralized EMpLaR using the first-order Taylor expansion, which verified the benefits of our quadratic polynomial approximation and of the average consensus employing our distributed implementation.
The level of clock offsets may vary depending on the accuracy of coarse synchronization method. We compare the proposed EMpLaR algorithms to the EKF method in three scenarios in conjunction with different levels of clock offsets: (i) low accuracy: σ θn = 0.5ms; (ii) medium accuracy: σ θn = 100ns; (iii) high accuracy: σ θn = 10ns. Since the centralized and distributed algorithm have similar localization accuracy, we only provide the results of the distributed EMpLaR for clarity. It is observed from Fig. 10 that for medium and large clock offset, the EKF method suffers significant performance losses and the proposed EMpLaR algorithms have to be employed.
Let us now characterize the MSE of the proposed EMpLaR algorithms versus the measurement noise in Fig. 11 . The TSE and TDOA based methods are also included for comparison. Due to the measurement noise enhancement in the differential processing, the TDOA method suffers from a significant performance loss, when the measurement noise is high. On the other hand, for a low measurement noise, the gap between the TSE method and the CRB increases, since the clock offsets begin to govern the performance loss. It can be observed that both the centralized and the distributed EMpLaR algorithms are capable of approaching the CRB and outperform both the TSE as well as TDOA methods.
D. Computational Complexity and Communications Overhead Analysis
We first compare the computational complexity of the centralized algorithms, 8 which is shown in Table II in terms of the number of multiplications. To distinguish the NLOS/LOS links, a complexity of R N/L is required. However, compared to the passive localization process, this complexity is rather limited and it is not considered here. The complexity of the EKF is dominated by the matrix inversion operation, which is on the order of O (2T + A) 3 . The complexity of the proposed EMpLaR algorithm depends on the operations used in the M-step. For the Taylor expansion-based EMpLaR algorithm, the update rule is given in closed form, therefore its complexity is O(LT A). When the sample-based numerical method is employed in the M-step, the complexity becomes O(KLT A), where K is the number of samples used. Hence, the proposed Taylor expansion-based EMpLaR algorithm may be deemed more attractive for practical applications.
In Table III , the communications overhead of DPF and of the proposed distributed EMpLaR algorithm are compared. For the distributed EMpLaR, only three local parameters have to be broadcast to neighboring receivers. Since consensus should be reached at each EM iteration, the communications overhead of the distributed EMpLaR scales as O (3 ALN c ) , where L is the number of EM iterations, and N c is the number of consensus iterations. For the likelihood consensus based on DPF, all local receivers reach an agreement concerning the global likelihood function before EM iterations. The particles and their corresponding weights that are used to represent the likelihood functions have to be transmitted between receivers. Therefore, the communications overhead of DPF scales as O(JAN c ), where J is the number of particles for the target coordinates and clock offsets. Generally, to provide accurate global likelihood functions, the number of particles is much higher than 3 L. Overall, we can conclude that the distributed EMpLaR imposes a lower communications overhead than the conventional DPF.
VII. CONCLUSIONS
We proposed expectation maximization based algorithms for the passive localization of asynchronous receivers. To obtain analytical solutions in the M-step, we invoked the classic Taylor expansion for approximating the nonlinear terms in the log augmented density of (15) . As a result, the computational complexity became much lower than that of the numerical method. Furthermore, we considered a scenario operating without a fusion center and proposed a fully distributed algorithm based on average consensus. A quadratic polynomial was utilized for parameterizing the local functions. Consequently, only a few parameters had to be exchanged among the receivers in the consensus process. It was shown that the communications overhead of the proposed distributed EMpLaR algorithm is lower than that of the DPFbased likelihood consensus method. The Cramér-Rao bound of passive target location estimates was then derived as our benchmark of the proposed algorithms. Our simulation results showed that both the centralized and the distributed EMpLaR algorithms improve the performance of the conventional two-step estimation method and of the extended Kalman filter, and indeed they approach the Cramér-Rao bound.
APPENDIX DERIVATION OF COEFFICIENTS IN (24) AND (25) FOR THE FIRST-ORDER AND THE SECOND-ORDER TAYLOR EXPANSION
We approximate the nonlinear terms x i , x i − κ n and x i − κ n · x i based on the first-order and the secondorder Taylor series expansions at the previous target location estimatex
T . The first order Taylor expansion is given by
Using (46) to expand x i , x i − κ n and x i − κ n · x i and substituting the results into (15) , the coefficients in (24) can be derived after some manipulations, i.e., − a n )(d βi,n + vm 
