The lack of open-access databases for auditory suspicious events' detection and classification algorithms is a hurdle for researchers while evaluating and comparing the performance of suspicious sound event detection and recognition systems. This paper introduces two databases called DASE and bi-DASE. DASE contains nine of the most common acoustic suspicious events with a total of 3105 sound event recordings of glass breaking, dog barking, scream, gunshot, explosion, alarm, sirens, door slams, and footsteps. Bi-DASE database is prepared by mixing two auditory suspicious events from DASE to generate 25 possible real-life scenarios. Both databases are divided into two sets as a training set and testing set. ANOVA and regression analysis are performed in regard to commonly used features, energy, 12 MFCCs, pitch range, spectral centroid frequency, spectral spread, spectral flatness, tonality, harmonics, zero-crossing rate, and fundamental frequency. All features are found to be significantly important based on their p-values for both databases, which are evaluated by designing two baseline systems using support vector machines and k-nearest neighbors algorithm. Experimental results are presented. The databases are available for free to the research community upon request.
I. INTRODUCTION
Environmental sounds consist of auditory scenes and events in our daily life. Analysis of these signals provides useful information about the surrounding environment. Detection and classification of environmental sounds, auditory scenes and events have been receiving increasing attention over the past decade because of their applications in surveillance systems, context-aware applications, and adaptive information systems. Although there are more efforts focused on video surveillance systems, the detection and recognition of suspicious audio events are gaining interest and offer a great value in surveillance systems.
The traditional surveillance and security systems are supported by video coverage. In addition to limited range and blind spots, the video surveillance systems are expensive because of the cost of the components and devices. Complexity is also high in video surveillance systems. Many cameras need to be used for getting full coverage. For privacy concerns, the video surveillance can be seen as an intrusion to one's life in some situations. Auditory surveillance systems can be alternative or complementary solutions for such issues faced by video surveillance systems to a certain extent. The cost and complexity can be easily overcome by audio surveillance systems. In special situations like dark and unsafe places, an audio surveillance system may provide information about ongoing events. The video camera can be replaced or combined with a microphone in a surveillance system as humans use both vision and hearing to navigate and understand their surroundings.
Acoustic suspicious event recognition systems require databases for validation and evaluation of the developed algorithms as in all detection and recognition systems. The databases should be publicly available so that the performance of the developed systems can be compared.
There is currently no publicly available benchmark for suspicious sound events. There are challenges faced with the usage of online sound libraries. Because of the lack of standardization of keywords, the collection of sound recordings among studies may vary and it can make it difficult to compare the performances of the systems. Acoustic event recordings from internet may have background noise or may be composed of different sound events. Consequently prepro-cessing stage becomes critical in data compilation. The data collection and compilation processes require serious time and effort.
The lack of an accessible suspicious sound event database is a hurdle in research studies. This paper presents two databases that are compiled focusing on acoustic suspicious event detection and recognition as our part of our effort to provide a benchmark to the research community for evaluating and testing their systems.
The paper is organized as follows: Existing audio event databases in the literature are reviewed in Section II. The data collection principles and annotation stages are introduced in Section III. Baseline system development and results are given in section IV. Section V presents conclusion.
II. EXISTING AUDIO EVENT DATABASES IN THE LITERATURE
Several public-domain databases are prepared for acoustic scene and event classification studies. Collected in 2000s, the East Anglia (EA) dataset [1] provides 10 audio events from different locations: street, rail station, office, lecture, launderette, football match, car, bus, beach, and bar. Recently released four databases are D-Case challenge database [2] , Litis Rouen dataset [3] , TUT [4] , and Audio Set [35] . DCASE database consists of 10 audio events: bus, busy street, office, open air market, park, quite street, restaurant, supermarket, tube, tube station. Litis Rouen dataset has about 1500 minutes of audio scene recordings in total for 19 different events: plane, busy street, bus, café, car, train station hall, kid game hall, market, metro-Paris, metro-Rouen, billiard pool hall, quite street, student hall, restaurant, pedestrian street, shop, train, high speed train, tube station. TUT Acoustic Scenes 2016 dataset consists of 15 acoustic scenes including lakeside beach, bus, cafe/restaurant, car, city, center, forest path, grocery store, home, library, metro station, office, urban park, residential area, train, and tram [4] . To be consistent with the previous databases, each example is cut into segments of 30 seconds length in the TUT database.
Gygi and Shafiro [5] published a paper about designing a web-based database called DESRA (database for environmental sound research and application) for environmental sound research and application in 2010. However, as now, they have not published a research study using the DESRA database or made the database publicly available.
Audio Set database [35] contains various sound categories including human sounds (voice, whistling, etc.), animal sounds (pets, wild animals, etc.), natural sounds (wind, water, etc.), music (instruments), sounds of things (alarm, engine, explosion, etc.), source of ambiguous sounds (surface contact, onomatopoeia, etc.), and channel, environment and background (noise, acoustic environment, etc.).
The EA, DCASE, Litis Rouen, TUT, Audio Set, and DESRA databases do not focus on suspicious audio events and do not contain various suspicious audio event recordings consequently. Currently there is no publicly available acoustic suspicious event database. The validation and evaluation of the previously designed audio surveillance systems are tested on private datasets, which some of them are compiled by using online sound libraries. Explosions, gunshots, scream, door slams, glass breaking, and footsteps are the most commonly used acoustic suspicious events in the previous studies. The sound libraries used by the previous research studies are originally intended for the use by sound designers, musicians, game designers, and movie industry. BBC Sound Effects [6] - [8] , Sound Ideas Series 6000 & Sound Ideas: the art of Foley [6] , [8] , Best Service Studio Box Sound Effects [6] - [8] , TIMIT [8] , Warner Sound Library [7] , Noisex-92 Library [7] , and Freesound [9] - [11] are the sound libraries used in the literature.
A. BBC SOUND EFFECTS LIBRARY
The BBC Sound Effects Library [12] is an enormous collection of royalty-free, high quality sound effects. It contains over 200 sound effect classes. Sounds are digitized at 16-bit with a sampling frequency of 44.1 kHz. Researchers need to construct their database by searching the library (by using keywords) and downloading the sound files individually.
B. SOUND IDEAS SERIES 6000 AND SOUND IDEAS
The art of Foley: Sound Ideas [13] contains a vast selection of noise-free, high-quality sound effects. The collection is intended for movie and computer game industry. 
C. BEST SERVICE STUDIO BOX SOUND EFFECTS

F. FREESOUND LIBRARY
Freesound [17] is a collaborative database. It offers a wide range of acoustic scenes and events including some suspicious audio events for free to use. File formats, bit size, sampling rate, and duration time vary.
G. TIMIT CORPUS
The TIMIT corpus [18] is designed to provide speech data for acoustic-phonetic studies and for the development and evaluation of automatic speech recognition systems. It does not contain acoustic suspicious events.
These libraries are searched by keywords except the TIMIT corpus. 
III. PROPOSED DATABASES FOR AUDITORY SUSPICIOUS EVENTS: DASE AND BI-DASE 1) DASE
The database of auditory suspicious events (DASE) contains the nine most common suspicious acoustic events: glass breaking (GB), dog barking (DB), scream (S), gunshot (GS), explosions (E), police sirens (PS), door slams (DS), footsteps (FS), and house alarm sounds (HA). It is constructed by our recordings and by compilations of sound samples from freesound.org [17] , Freesoundeffects.com [19] , orangefreesounds.com [20] , soundjax.com [21] , findsounds.com [22] , sounddogs.com [23], soundbibles.com [24] , grsites.com [25] , and from internet search. All sound signals are manually investigated to make sure there is only one event present and the event is detectable by human listeners. The signals are resampled with sampling frequency of 44.1 kHz and digitized at 16-bit. Apple iPhone 7, equipped with iOS by means of built in sound recorder application is used to recording the footsteps, dog barking, and door slams sound events. Monophonic versions of the audios are used, i.e. the two channels are averaged to one channel.
The DCASE and Litis Rouen databases contain examples that each example is composed of 30-sec audio scene to be consistent and to reduce temporal dependencies. However time duration of the audio examples in the DASE varies because of the nature of the suspicious events. For example, glass breaking events usually last 10 seconds but in some cases, their durations can reach down to 1-2 seconds. Gunshot events may last from 3 seconds to less than a second.
For detection and recognition system design purposes, two thirds of the sound recordings are used as a training set and the remainder is used as a test set. Table 1 presents the summary of the DASE for each event. Fig. 1 presents an example for each suspicious acoustic event in the DASE. In the figures, y-axis represents the amplitude, x-axis represents the samples.
2) BI-DASE
Two or more acoustic events may occur at the same time in a suspicious environment, for instance dog barking and glass breaking or scream and gunshot events can be heard at the same moment or immediately after each other. The sound of a gunshot can be heard while a house alarm is on. Many real life scenarios can be generated by mixing two or more VOLUME 6, 2018 suspicious acoustic events. Studies focusing on the detection of suspicious events, which consist of multiple acoustically different events, suffer from lack of database. Although there are some works in environmental sound event detection in the literature, they studied non-suspicious acoustic events such as basketball game, stadium, hallway, office, beach, inside a bus or a car, restaurant, park, street, children, etc. Those studies gathered their databases by recording in different locations and context. However it is difficult to gather a suspicious sound database with multiple sound events by recording. For this reason, we used the DASE to generate a suspicious sound event database that consists of two or more overlapping events for research purposes.
We mixed two suspicious sound events to prepare the bi-DASE, which consists of 25 real-life scenarios. Each scenario contains two sound events. The followings are the sound events in the bi-DASE. Glass breaking + dog barking, glass breaking + scream, glass breaking + gunshot, glass breaking + police siren, glass breaking + house alarm, glass breaking + door slams, glass breaking + footsteps, dog barking + scream, dog barking + gunshot, dog barking + police siren, dog barking + house alarm, dog barking + door slams, dog barking + footsteps, scream + gunshot, scream + police siren, scream + house alarm, scream + door slams, scream + footsteps, gunshot + police siren, gunshot + house alarm, gunshot + door slams, gunshot + footsteps, house alarm + door slams, house alarm + footsteps, and door slams + footsteps. In the bi-DASE, each class of a sound event has 1800 samples for training and 600 samples for testing. Total number of examples in the training set and the test set are 45,000 and 15,000, respectively. Fig. 2 shows examples of the suspicious sound scenarios in the bi-DASE. Mixing is performed in a random fashion to obtain high acoustic variability by creating different scenarios. One sound event may occur before, at the same time, or after the other event in the bi-DASE. For example gunshot sound can be heard before, after, or at the same time with the footsteps sounds.
IV. BASELINE SYSTEM A. FEATURE EXTRACTION AND ONE-WAY ANOVA ANALYSIS
Many features have been proposed and used for the sound event classification task over the years. Implementing all those features is outside of the scope of this paper however the proposed DASE and bi-DASE databases are evaluated by using baseline temporal and spectral features. The following features are used for evaluating the databases in this work.
Zero-crossing rate (ZCR) is a measure of the number of time the signal amplitude cross the zero axe. Generally by Eqs. (1-3) .
Even though the sound energy (E) is not a robust feature alone, some suspicious sounds like alarms have higher energy measurements than some of the other sounds such as footsteps. It is usually included as a feature in sound classification systems. Average energy is used as one of the features in our baseline system and is calculated by Eq.4.
Spectral centroid frequency (SCF) is the barycenter of the spectrum within each subband. It is calculated considering the spectrum as a distribution, which values are the frequencies and the probabilities. X(f ) represents the discrete spectrum of the sound frame. 5). l m and u m are the lowest and the highest frequencies in the m th subband [26] All SCFm values are concatenated to obtain the final SCF vector [34] .
Spectral spread (SS) measurement shows the spread of the spectrum around its mean value. Spectral flatness (SF) is a numerical measure of the noisiness of a spectrum. It is shown to be physically meaningful by presenting several representative analysis conditions for speech sounds [27] . It is computed by the ratio of the geometric mean to the arithmetic mean of the energy spectrum value. SF is equal to one for sounds that have perfectly flat spectrum. Tonality is a measure calculated by using the spectral flatness. For tonal signals it is close to 1 and for noisy signals it is close to 0. Spectral flatness and tonality is also used in sound classification in [27] . These measurements can be calculated as given in Eqs. (6) (7) (8) . Let E x is the energy of the signal x(n). The normalized log spectrum of the signal can be defined as in Eq. (6) .
Zero values of V (f ) will represent a perfectly flat spectrum, while nonzero values of V (f ) represent deviations from a flat spectrum. The SF measure can be defined by using the normalized log spectrum as in Eq. (7). Tonality, the psychoacoustic parameter, quantifies the perception of tonal content of sounds.
Harmonic ratio is employed in speech and music processing systems successfully [28] . It is a measure of the proportion of harmonic components within the spectrum and is defined as the maximum value of the autocorrelation of the signal frame.
A perceptual feature, fundamental frequency (F0), also referred as pitch [29] is used. Although its robust measurement is a challenge when the sound is noise-like, or when there are multiple pitch streams in the sound, we include the F0 feature in our baseline system as it contains semantic information.
Pitch-range (PR) coefficients are calculated by using the autocorrelation function. The PR coefficients show the changes in the fundamental frequency of the sound. As stated in Barkana and Zhou [30] , it is a subjective psycho-acoustical attribute of sound. Humans are able to identify the pitch of real-time sounds and separate each sound from a mixture of these. Since suspicious sound events may change their acoustical characteristics in time, the PR features may be useful in the classification. The theory of the PR features can be found in [33] .
MFCCs have recognized as the basic feature set for most speech and acoustic pattern recognition problems. They represent the shape of the spectrum. The mel-cepstrum is computed on the Mel-bands and the mel-scale takes the midfrequencies of the signal into account. The main disadvantage of MFCCs is its sensitivity to the environment and noise. From a statistical point of view, the MFCC calculation based on windowed Discrete Fourier transform (DFT) is suboptimal because of high variance of the spectrum estimate [31] . In this work, 12 mel-frequency cepstral coefficients are obtained and employed in the baseline system.
Statistical significance of the extracted features is investigated by variance analysis (ANOVA) and linear regression analysis. P-values, R-square, and adjusted R-square values are investigated. All features have to be found statistically significant (p-value < 0.001). We used the linear regression, treating only the case of a single regressor variable in which the relationship between ''sound class'' and ''feature'' is linear. R-square statistic is called the coefficient of determination. It is a measure of the proportion of variability explained by the fitted model. The adjusted R-square statistic can take on any value less than or equal to 1. A value closer to 1 indicates a better fit. Tonality, mfcc_3, mfcc_4, mfcc_1, spectral centroid, and spectral spread features revealed the highest Rsquare and adjusted R-square values in the regression model. The R-square of tonality is equal to 0.2721, we can say that about 27% of the variation in the values of response (sound event) is accounted for by a linear relationship with tonality feature. The correlation coefficient of 0.5216, which is the positive square root of the R-square, indicates a linear relationship between the tonality feature and sound events.
There are 25 possible real-life suspicious sounds that each consists of two overlapping sound events in the bi-DASE database. Here, we have chosen only six classes from the bi-DASE to analyze. The classes are glass breaking + dog barking, scream + gun shot, glass breaking + scream, glass breaking + gun shot, dog barking + glass breaking, and dog barking + scream. By one-way ANOVA and linear regression analyses for these six classes, all features are found to be significant based on their p-values (p < 0.001).
1) CLASSIFICATION
We have analyzed some of the spectral, temporal, and prosodic features for the proposed suspicious sound databases, DASE and bi-DASE, by ANOVA and regression analyses in the previous section. Two baseline systems, support vector machines (SVM) classifier and k-nearest neighbors algorithm (KNN) are used. SVM is designed by using LibSVM. 3-fold cross validation setup and radial basis function (RBF) kernel are used [32] . Gamma and c parameters are adjusted as below. {stepSize = 1; log2c_list = −15:stepSize:10; log2g_list = −15:stepSize:10;} Total of 22 features, energy, 12 MFCCs, two PRs, and 7-feature set (spectral centroid frequency, spectral spread, spectral flatness, tonality, harmonics, zero-crossing rate, fundamental frequency), are used in the classifier as input features. All classification experiments reported in this paper were performed, where data from sound events appearing in the test data were not present in the training data. Evaluation of the system performance uses accuracy, sensitivity (recall), specificity, precision (positive predictive value), and F1-score (harmonic mean of precision) measurements [36] . Sensitivity is the ratio of correctly classified positive samples to true positive samples. Specificity is the ratio of correctly classified negative samples to true negative samples. Precision is the ratio of correctly classified positive samples to positive classified samples. The overall performance results of the selected combinations of the feature sets for the nine classes in the DASE are presented in Table 2 . Values in bold indicate the highest classification performance. By KNN, two PR features (set2) achieved the highest classification accuracy (77%) for DASE.
By SVM classifier, two PR features (set2) achieved the highest overall accuracy however its sensitivity is significantly lower than the sensitivity achieved by energy and MFCCs (set1). Although the confusion matrices of all the sets are not presented in this paper, we observed that the PR set classified the sound events of dog barking and gunshot with 100% accuracies while the energy and MFCCs features achieved 58.33% and 41.85% accuracies for these sounds, respectively. The sound events of scream and house alarm are significantly misclassified by the PRs while they are classified reasonably better by the energy and MFCCs features. The highest overall classification accuracy (73.3%) is measured by using the energy, 12 MFCCs, and two PR features. Table 3 presents the corresponding confusion matrix for the set3.
The combination of the PRs with energy and MFCCs (set3) increased the sensitivity up to 81.1%. Police sirens, door slam, and footstep sound events are classified with the highest accuracies, as 97.01%, 97.62%, and 96.19%, respectively. Glass breaking, dog barking, and gunshot sounds are classified with the accuracy of 81.06%, 84.09%, and 61.96%, respectively. The lowest classification accuracy is calculated in explosion sounds as 20.46%. The highest misclassification is observed between the explosion and foot step sounds (43.18%).
Six classes out of twenty five classes are chosen to study from the bi-DASE. The six classes are glass breaking + scream, glass breaking + gunshot, glass breaking + dog barking, dog barking + scream, dog barking + gunshot, scream + gunshot. The overall results of the selected combinations of the feature sets for these six classes are given in Table 4 .
Corresponding linear regression model presented the highest R-square and adjusted R-square values for pr1, which is the first coefficient of the PR set and some of the MFCCs. The highest overall accuracy is achieved by the SVM classifier and the combination of the energy, MFCCs, and PRs in the set3 as 70.24%. The sensitivity of the PRs is calculated as the lowest in all cases. However its combination with MFCCs increased the sensitivity to 69.72%. The confusion matrix of the set3 is presented in Table 5 .
The highest accuracies are obtained for the DBGS, DBS, and GBGS classes as of 100%, 99.23%, and 94.97%, respectively. We observed that energy and MFCCs set achieved the highest accuracies for the same sound events while PR set achieved the highest classification accuracies for the DBGS and DBS classes. It can be seen in Table 4 that the system's sensitivity (20.7%) by using PRs is significantly lower than its specificity (96.3%). The system that is using energy and MFCCs achieved higher sensitivity (62.40%) and specificity (83.80%) measurements. MFCCs and PRs sets complemented each other based on the performance criteria.
ANOVA and regression analysis showed that the sound events in DASE and bi-DASE have different acoustic characteristics (p < 0.001). The baseline classifier is used to classify ten sound classes. Four out of these ten classes contain only one sound event while the six classes contain two overlapping sound events. Table 6 presents the performance evaluation of the events from DASE and bi-DASE databases. The combination of energy, MFCCs, and PRs features achieved the highest overall accuracy and sensitivity. Ten classes are glass breaking (GB), dog barking (DB), screams (S), gunshot (GS), glass breaking + scream (GBS), glass breaking + gunshot (GBGS), glass breaking + dog barking (GBDB), dog barking + scream (DBS), dog barking + gunshot (GBGS), scream + gunshot(SGS). Values in bold indicate the highest classification performance.
By SVM classifier, dog barking and gunshot classes are classified with the accuracy of 100% by using only the PRs. However the same performance is not achieved for the most of the classes containing two sound events. Compared to the PRs, MFCCs provided higher accuracies for the overlapping sound events. The combination of the feature sets of PRs and MFCCs achieved better performances for the GB, S, GS, GBGS, and DBGS classes. GBS, GBDB, and DBS classes are misclassified as GBGS by the baseline system. The confusion matrix for the set3 is given in Table 7 . The GBDB class has the lowest classification accuracy as of 12.5%. It is significantly misclassified with the GBGS class (51.20%). Unlike speech or music, environmental sounds are unstructured data, which contains a variety of sources. Harmonic structure and repetitions in environmental sounds can change. This makes it difficult to design a robust sound classification system. Feature extraction stage is one of the key parts of the system. Most previous studies in the field employed a combination of some, or all, of the extracted features in order to classify sound events.
V. CONCLUSION
In this paper we introduce two databases for suspicious sound event detection and classification in real-world audio. The first database is called DASE and it contains nine sound events, which are glass breaking, dog barking, scream, gunshot, explosions, police sirens, door slams, footsteps, and house alarm sounds. The second database, bi-DASE, consists of 25 classes containing two overlapping suspicious sound events. The databases are divided into two sets: a training set and a test set. Both sets are available to the research community upon request.
Commonly used features, energy, 12 MFCCs, PRs, spectral centroid frequency, spectral spread, spectral flatness, tonality, harmonics, zero-crossing rate, and fundamental frequency, are extracted and analyzed by ANOVA and linear regression analysis. All features are found to be significant based on their p-values for the DASE and bi-DASE databases. We designed two baseline systems by using SVM and KNN classifiers for the proposed suspicious sound event databases, DASE and bi-DASE. For the DASE, the highest overall classification accuracy is calculated as 77% by KNN classifier and PR set. The set3, energy, 12 MFCCs, and two PR features, achieved the highest classification accuracy of 70.24% by the SVM classifier for the bi-DASE. The highest accuracies are obtained for the DBGS, DBS, and GBGS classes as of 100%, 99.23%, and 94.97%, respectively. The SVM and KNN baseline systems are also used to classify ten classes, glass breaking, dog barking, screams, gunshot, glass breaking + scream, glass breaking + gunshot, glass breaking + dog barking, dog barking + scream, dog barking + gunshot, scream + gunshot. The SVM system achieved the overall accuracy of 68.20% with the sensitivity of 84.09% and the specificity of 96.33%.
As future work, all the sound events in the bi-DASE can be used to detect and recognize by using advanced machine learning approaches such as deep neural networks and convolutional neural networks. Additionally, more than two suspicious sound events can be generated by using the DASE and can be used in suspicious acoustic event recognition systems. She is currently a Professor with the Industrial Engineering Department, Eskisehir Osmangazi University. Her research interest includes production planning and control, scheduling, inventory management, supply chain management, and metaheuristics. VOLUME 6, 2018 
