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Abstract
We consider the flow of an inviscid nonheatconducting gas in the thermodynamical equilibrium state
around a plane infinite wedge and study the stationary solution to this problem, the so-called strong shock
wave; the flow behind the shock front is subsonic.
We find a solution to a mixed problem for a linear analog of the initial problem, prove that the solution
trace on the shock wave is the superposition of direct and reflected waves, and, the main point, justify
the Lyapunov asymptotical stability of the strong shock wave provided that the angle at the wedge vertex
is small, the uniform Lopatinsky condition is fulfilled, the initial data have a compact support, and the
solvability conditions take place if needed (their number depends on the class in which the generalized
solution is found).
 2005 Elsevier Inc. All rights reserved.
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0. Introduction
As known (see, for example, [1]), two types of solutions to the problem on supersonic steady
flow around an infinite wedge (Fig. 1) have been previously found. Generally speaking, they
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are solutions with a weak and a strong shock waves when, correspondingly, the gas flow behind
the shock is supersonic (u20 + v20 > c20) and subsonic (u20 + v20 < c20). Here u0, v0 are vector
components of the gas flow velocity, c0 is the sound speed. Moreover, in the incoming flow
U∞ > c∞, c∞ stands for the sound speed. Although a large number of works is dedicated to this
problem, it is still unclear which type of solutions realizes in practice. One possible approach to
tackling the problem is discussed in [1] and consists in studying the stability of steady regimes
of gas flows with respect to small perturbations, in other words, studying the asymptotics of
solutions to a linear mixed problems (see (1.1)–(1.4) in Section 1) as t → ∞.
As strictly proven (see, for example, [2,3]), if small perturbations depend on a single spatial
variable, the regime with a weak shock wave is stable with respect to small perturbations whereas
the regime with strong shock is unstable.
It has been shown in [4] for a general case that the main solution corresponding to the super-
sonic flow with a weak shock wave is stable with respect to small perturbations if the gas flow
behind the shock is supersonic and
M1(Θ) > 1 for σ Θ Θs.
Here
M1(Θ) = u0 cosΘ + v0 sinΘ
c0
.
At the same time it has been stated in [5] that the linear mixed problem (see (1.1)–(1.4) in
Section 1) also is well posed if
u20 + v20 < c20
(at least for small wedge angle σ , see Fig. 1). However, stability of such flow regimes has not
been proven in [5].
In a series of articles (see, for example, [6,7]), the absence of steady regimes with strong shock
waves for pointed bodies of a finite thickness is established with qualitative reasoning. Reliable
arguments are given in [8,9] too.
Among the variety of the works where the formulated problem has studied by methods of
numerical analysis we distinguish the article [10]. The main result of the article is: both regimes
with weak and strong shock waves can be stable depending of boundary conditions.
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regimes with a strong shock wave. The main attention is focused on behavior of the solution to
the linear problem with boundary conditions on the shock as t → ∞ provided that initial data
are finite.
1. Preliminaries, formulation of problem, and primary results
The mathematical formulation of the problem on supersonic flow around a wedge is given
in [5]: for t, x > 0 and y > x tgσ , we seek a solution to the acoustics equations
AUt + BUx +CσUy = 0, (1.1)
satisfying the boundary conditions at the shock wave (x = 0) and at the wedge surface
(y = x tgσ):
u1 + du3 = 0, u3 + u4 = 0, u2 = λ
µ
Fy,
Ft + Fy tgσ = µu3, x = 0; (1.2)
u2 = u1 tgσ, y = x tgσ (1.3)
and the initial condition at t = 0,
U(0, x, y) = U0(x, y), F (0, y) = F0(y). (1.4)
Here U(t, x, y) = (u1, u2, u3, u4)T (u1 and u2 are the small perturbations of the velocity compo-
nents; u3 and u4 are the small perturbations of the pressure and entropy); x = F(t, y) is a small
front shift, moreover,
F(t,0) = F0(0) = 0. (1.5)
The matrices A,B and Cσ are
A = diag(M2,M2,1,1), B =


M2 0 1 0
0 M2 0 0
1 0 1 0
0 0 0 1

 , C =


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

 ,
Cσ = C + tgσA;
M = u0/c0, d = 1/M2 + λ(ρ∞/ρ0), and besides ρ∞, ρ0 are the density of the gas before and
behind the shock; the constants λ and µ are given in [5].
Remark 1.1. The mixed problem (1.1)–(1.4) is formulated for the case when the shock wave is
directed toward the axes (Oy) and the flow around the wedge is the main solution.
Provided that U(t, x, y) is sufficiently smooth, we obtain a mixed problem on u3: for t, x > 0,
and y > x tgσ , we seek a solution to the wave equation{
M2L21 −L22 − η2
}
u3 = 0, (1.6)
satisfying the boundary conditions on the shock wave (x = 0) and on the wedge surface (y =
x tgσ):
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m1L
2
1 + n1L22 −
β
M2
L1L2
}
u3 = 0, x = 0; (1.7)
{cosσ ·η − sinσ · ξ}u3 = 0, y = x tgσ (1.8)
and the initial data at t = 0.
Here
L1 = l1
β1
, l1 = τ + tgση, L2 = β1ξ − M
2
β1
l1,
τ = ∂
∂t
, ξ = ∂
∂x
, η = ∂
∂y
,
β21 = 1 −M2
(
M2 < 1
)
, n1 = − λ
β1
, m1 = β1d + λM
2
β1
.
We rewrite (1.6)–(1.8) in new independent variables
x′ = x, y′ = y − x tgσ ;
next, we omit primes, take u = u3 and obtain:
Lu =
{
α
∂2
∂t2
+ 2α ∂
2
∂t∂x
+ (α − 1) ∂
2
∂x2
+ 2β ∂
2
∂x∂y
− (1 + β2) ∂2
∂y2
}
u = 0, (1.9)
if t, x, y > 0;{
D1
∂2
∂t2
+D2 ∂
2
∂t∂x
+D3 ∂
2
∂t∂y
+D4 ∂
2
∂y∂x
+D5 ∂
2
∂y2
}
u = 0, (1.10)
if x = 0, t, y > 0;(
∂
∂y
+D6 ∂
∂x
)
u = 0, y = 0, t, x > 0; (1.11)
u(x, y,0) = u0(x, y), ut (x, y,0) = u1(x, y). (1.12)
Here
α = M2 (α < 1), β = tgσ > 0, D1 = 1 + d,
D2 = 1 − 1
α
, D3 = dβ + β
α
+ β, D4 = β − β
α
,
D5 = β2d + β
2
α
+ λ, D6 = − sinσ cosσ. (1.13)
We suppose that the initial data have a compact support. We introduce one more convenient
notation δ2 = 1 − α − αβ2.
By W 22,σ0(R
3+) we denote a Hilbert space such that u ∈ W 22,σ0(R3+) if the following norm is
finite:
‖u‖W 22,σ0 (R3+) =
√√√√√ ∑
k=k1+k2+k3
0k2
∫
R3+
e−2σ0t
∣∣∣∣ ∂ku∂tk1∂xk2∂yk3
∣∣∣∣2dt dx dy.
Here σ0 is a positive number, R3+ = {(t, x, y) | t, x, y > 0}.
The main results of the article are the following.
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inequality (2.11) for Re s  0, and η2 + |s|2 = 0) and, if necessary, the solvability conditions of
the form (3.29) take place. Then a solution u ∈ W 22,σ0(R3+) to the problem (1.9)–(1.12) exists, has
a compact support for every t  0, i.e., suppu ⊂ R2+, and is of the form
u(t, x, y) = L−1s→tF−1ξ→x
η→y
[
1
αs2 − 2iαsξ + β21ξ2 − 2βξη + (1 + β2)η2
×
[
̂u(0, y, t)
{
β21 iξ + 2αs − 2iβη −
(D1s2 − iD3sη −D5η2)β21
iD4η −D2s
}
+ ̂u(x,0, t){i(1 + β2)η − iβξ}− ̂uy(0,0, t) D5β21
D2s − iD4η
− ̂ux(0,0, t) D4β
2
1
D2s − iD4η
+ ̂u(0,0, t)
{
iD5ηβ21
D2s − iD4η − 2β −
D3sβ21
D2s − iD4η −D6
(
1 + β2)}
+ (αs − 2iαξ)uˆ0 + αuˆ1
]]
,
where the symbols L−1s→t , F−1ξ→x
η→y
stand for the inverse Laplace and Fourier transforms of
̂u(x,0, t), ̂u(0, y, t), ̂u(0,0, t), ̂uy(0,0, t), ̂ux(0,0, t) correspondingly, are determined in Sec-
tion 3.
If ̂u(0,0, t), ̂uy(0,0, t), ̂ux(0,0, t) are zero functions the following statements are true.
Theorem 2. Let β be small, (3.30) be fulfilled,  = 0, 2(π/ arctg δ
β
+ 1)−1 < Σ2π (the constants
 and Σ are introduced in Section 3). Then
u(0, y, t) = − 1
π
∂
∂t
∫
R2+
Re
{
(α − 2αξ∗(k))(iD4k −D2)
g(ξ∗(k), k,1)
∣∣∣∣
k=k11
dk11
dt
}
Θ
(
t − t1∗
)
× u0(z1, z2) dz1 dz2
− α
π
∫
R2+
Re
{
iD4k −D2
g(ξ∗(k), k,1)
∣∣∣∣
k=k11
dk11
dt
}
Θ
(
t − t1∗
)
u1(z1, z2) dz1 dz2
− 1
π
∂
∂t
∫
R2+
Re
{
(α − 2αξ∗(k))(iD4k −D2)
g(ξ∗(k), k,1)
∣∣∣∣
k=k21
dk21
dt
}
×Θ(t − t2∗ )u0(z1, z2) dz1 dz2
− α
π
∫
R2
Re
{
iD4k −D2
g(ξ∗(k), k,1)
∣∣∣∣
k=k21
dk21
dt
}
Θ
(
t − t2∗
)
u1(z1, z2) dz1 dz2,+
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tion 4, Θ is the Heaviside function. By this, u(0, y, t) is the superposition of a direct and reflected
from y = 0 waves.
Theorem 3. Let conditions of Theorem 2 be fulfilled. Then we have the asymptotics
u(0, y, t) = c0(u0, u1, y)1
t
+ o
(
1
t
)
as t → ∞,
where c0(u0, u1, y) is a functional.
Theorem 1 is proven in Section 3, whereas Theorems 2 and 3, in the Section 4. However, first
we formulate a generalized differential problem, which corresponds to the problem (1.9)–(1.12),
and a boundary-value problems to find the solution trace on the boundaries x = 0 and y = 0.
Remark 1.2. One of the possible relations between the parameters of the problem is consid-
ered in Theorems 2 and 3 (for details see Sections 3 and 4). For example, if β is small,  = 0,
2(π/ arctg δ
β
+ 1)−1 > Σ2π , additional conditions of the form (3.29) are not necessary.
2. Boundary-value problems for the solution traces
To start with, we continue the function u by zero for t < 0, x < 0, y < 0.
A generalized function u with the support t  0, x  0, y  0 is called a “generalized” solu-
tion if it satisfies the following equation:
Lu = αu0δ′(t)+ (αu1 + 2αu0x)δ(t)+ 2αu0(0, y, t)δ(t)δ(x)− β21u(0, y, t)δ′(x)
+ [−β21ux(0, y, t)+ 2αut (0, y, t)+ 2βuy(0, y, t)]δ(x)
+ 2βu(0,0, t)δ(x)δ(y)− (1 + β2)u(x,0, t)δ′(y)
− [(1 + β2)uy(x,0, t)− 2βux(x,0, t)]δ(y), (t, x, y) ∈ R3. (2.1)
We put the word into quotation marks because, in fact, the problem (1.9)–(1.12) is replaced by
a nonequivalent one. However, having solutions to (2.1), one can obtain all solutions to (1.9)–
(1.12) (see [11,12] for details on Cauchy data). For the sake of convenience, we keep the notation.
Naturally, the solution u is not determined until the generalized functions u(0, y, t), ux(0, y, t),
u(x,0, t), uy(x,0, t), u(0,0, t) are not uniquely determined.
The boundary conditions (1.10)–(1.11) can be rewritten as follows:
D1
∂2
∂t2
u+D2 ∂
∂t
ux +D3 ∂
2
∂t∂y
u+D4 ∂
∂y
ux +D5 ∂
2
∂y2
u
= D1u(x, y,0)δ′(t)+D1ut (x, y,0)δ(t)+D2ux(x, y,0)δ(t)
+D3u(x,0,0)δ(t)δ(y)+D3uy(x, y,0)δ(t)+D3ut (x,0, t)δ(y)
+D4ux(x,0, t)δ(y)+D5u(x,0, t)δ′(y)+D5uy(x,0, t)δ(y),
x = 0, (t, y) ∈ R2; (2.2)
uy +D6ux(x,0, t) = D6u(0,0, t)δ(x), y = 0, (t, x) ∈ R2. (2.3)
Let e−stu ∈ S′+ (Re s > σ0, S′+ is the space of generalized functions of slow growth with the
support t > 0). We apply the Laplace–Fourier transform to the relations (2.1)–(2.3) and derive
the equation for uˆ:
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[{
iβ21ξ + 2αs − 2iβη
}− (D1s2 − iD3sη −D5η2)β21
iD4η −D2s
]
̂u(0, y, t)
+ [i(1 + β2)η − βiξ]̂u(x,0, t)− D5β21
D2s − iD4η
̂uy(0,0, t)
− D4β
2
1
D2s − iD4η
̂ux(0,0, t)
+
[
−β − D3sβ
2
1
D2s − iD4η +
iD5ηβ21
D2s − iD4η
]
̂u(0,0, t)+ F̂ , (2.4)
where
p(ξ, η, s) = αs2 − 2iαsξ + β21ξ2 − 2βξη +
(
1 + β2)η2,
F̂ = (αs − 2iαξ)û0 + αû1 − 2αû0(0, y)+ D3β
2
1
D2s − iD4η
̂u(0,0,0)
+ D1û0(0, y)s +D1û1(0, y)+D2 ̂u0x(0, y)− iD3ηû0(0, y)
D2s − iD4η . (2.5)
In what follows we assume that the initial data have a compact support, i.e., suppu0,
suppu1 ⊂ R2+.
We divide both parts of (2.4) by p(ξ, η, s):
uˆ = F
p(ξ, η, s)
+
(
− s
2(β21D1 + 2αD2)+ isξD2β21
p(ξ, η, s)(iD4η −D2s)
+ isη(2βD2 +D3β
2
1 + 2αD4)− ξηD4β21
p(ξ, η, s)(iD4η −D2s) +
η2(2βD4 + β21D5)
p(ξ, η, s)(iD4η −D2s)
)
̂u(0, y, t)
+ i(1 + β
2)η − iβξ
p(ξ, η, s)
̂u(x,0, t). (2.6)
Next, we denote
V (y, t) = u(0, y, t), Z(x, t) = u(x,0, t);
g(ξ, η, s) = −s2(β21D1 + 2αD2)− isξD2β21 − ξηD4β21
+ isη(2βD2 +D3β21 + 2αD4)+ η2(2βD4 + β21D5)
and rewrite (2.6) in a simpler form:
uˆ = F
p(ξ, η, s)
+ V̂ g(ξ, η, s)
(D4iη −D2s)p(ξ, η, s) +
Ẑ(i(1 + β2)η − iβξ)
p(ξ, η, s)
. (2.7)
We solve the equation
p(ξ, η, s) = 0 (2.8)
with respect to ξ ,
ξ1,2 =
βη + iαs ±
√
α(βη + is)2 − β21η2
β21
,
assuming Im
√
α(βη + is)2 − β2η2 > 0.1
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equality
−V̂ (η, s)g(ξ |ξ=ξ∗(η), η, s)
iD4η −D2s
= F(ξ |ξ=ξ∗(η), η, s)+ Ẑ
(
ξ∗(η), s
)(
i
(
1 + β2)η − iξ |ξ=ξ∗(η)β), (2.9)
where ξ∗(η) = ξ1, Im ξ∗(η) > 0.
Here
g(ξ |ξ=ξ∗(η), η, s) = (D2s − iD4η)iβ21ξ2 − β21
(
D1s
2 − iD3sη −D5η2
)
, (2.10)
moreover,
g(ξ |ξ=ξ∗(η), η, s) = 0 for η ∈ R, s ∈ C, Re s > 0. (2.11)
We note that (2.11) is equivalent to the Lopatinsky condition [13,14] on the boundary x = 0 and
the boundary condition (1.16) satisfies the uniform Lopatinsky condition (ULC) [14].
Remark 2.1. The domain of values of d and λ, for which (2.11), the necessary condition for the
IBVP (1.6), (1.7) with a single boundary condition on the shock wave:
(a) λ < 0, d > − 1√
α
,
(b) λ > 0, d < − 1√
α
, β21d + λα > 0,
be well-posed, is fulfilled, is described in [5]. The domain contain a subdomain λ < 0, β21d +
λα > 0 where the uniform Lopatinsky condition (ULC) is fulfilled, i.e., (2.11) is valid for all
η ∈ R, s ∈ C, Re s  0, η2 + |s|2 = 0.
Turning back to the equality, we consider the limit case and denote√
α(βη + is)2 − β21η2 = λ1 ∈ R. (2.12)
Then
η1,2 = η1,2(λ1) =
iαβs ±
√
−λ21δ2 − β21αs2
δ2
, (2.13)
where Im
√
−λ21δ2 − β21αs2 > 0.
Depending on the value α(1 + β2), we obtain some variants:
(1) α(1 + β2) > 1, Imη1,2 < 0 is called a “hyperbolic” case because after application of the
Laplace transform Eq. (1.9) turns into a hyperbolic equation with a parameter [15].
(2) α(1 + β2) = 1, η = η1,2 = αs2+λ12αβis , Imη < 0, a “parabolic” case.
(3) α(1 + β2) < 1, Imη2 < 0,
Imη1 = Imη∗ = Im
iαβs +
√
−λ21δ2 − β21αs2
δ2
> 0, λ1 ∈ R, (2.14)
an “elliptic” case.
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η1(λ1), η2(λ1), so, we are forced to restrict ourselves with the third variant only.
Then, accounting
D4iη|η=η∗(λ1) −D2s = 0, λ1 ∈ R, Re s > 0, (2.15)
from (2.9) we obtain
−V̂ (η∗(λ1), s)g(ξ∗(η)|η=η∗(λ1), η∗(λ1), s)
iD4η∗(λ1)−D2s
= F (ξ∗(η)|η=η∗(λ1), η∗(λ1), s)
+ Ẑ(ξ∗(η)|η=η∗(λ1), s)(i(1 + β2)η∗(λ1)− iξ∗(η)|η=η∗(λ1)β). (2.16)
The following statement is true.
Lemma 2.1. We suppose that (1 + β2)η∗(λ1) − βξ∗(η∗(λ1)) = 0, g(ξ∗(η∗(λ1)), η∗(λ1), s) = 0
if λ1 ∈ R, Re s > 0. Then Z(z, s) is a solution to the following boundary-value problem: we seek
a function, analytic in the domain which is restricted below by the curve γ :
ξ = ξ∗(λ1) = βη1 + iαs + λ1
β21
, λ1 ∈ R,
and satisfying the condition
(A)
F (ξ∗(η)|η=η∗(λ1), η∗(λ1), s)+ Ẑ(ξ∗(η)|η=η∗(λ1), s)
g(ξ∗(η)|η=η∗(λ1), η∗(λ1), s)
× (i(1 + β2)η∗(λ1)− iξ∗(η)|η=η∗(λ1)β)
= F(ξ∗(η)|η=η∗(−λ1), η∗(−λ1), s)+ Ẑ(ξ∗(η)|η=η∗(−λ1), s)
g(ξ∗(η)|η=η∗(λ1), η∗(−λ1), s)
× (i(1 + β2)η∗(−λ1)− iξ∗(η)|η=η∗(−λ1)β), λ1 ∈ R, (2.17)
on this curve.
The proof of the lemma follows from the formula (2.16) and the evenness of the function
V̂ (η∗(λ1), s) by λ1.
Now we clarify when the lemma conditions are fulfilled. The inequality(
1 + β2)η∗(λ1)− βξ∗(η)|η=η∗(λ1) = 0, λ1 ∈ R, Re s > 0, (2.18)
is equivalent to the Lopatinsky condition for the following mixed problem:
utt − uxx − uyy = 0, t > 0, x > 0, y ∈ R; (2.19)
δux + βuy = 0, x = 0; (2.20)
u(x, y,0) = u0(x, y), ut (x, y,0) = u1(x, y). (2.21)
To justify fulfillment of the Lopatinsky conditions, it suffices to show that the problem (2.19)–
(2.21) does not have ill-posedness examples of the Hadamard type, i.e., solution of the form
u = e−iwt+iky+ilx , Imw > 0, Im l > 0, Im k = 0. (2.22)
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system:
w2 − l2 − k2 = 0,
δl + βk = 0,
Imw > 0, Im k = 0, Im l > 0. (2.23)
Next, the inequality
g
(
ξ∗(η)|η=η∗(λ1), η∗(λ1), s
) = 0 for λ ∈ R, Re s > 0, (2.24)
is equivalent to the Lopatinsky condition for another mixed problem:
utt − uxx − uyy = 0, t > 0, x > 0, y ∈ R; (2.25)
a1utt + a2utx + a3uty + a4uxy + a5uxx = 0, x = 0; (2.26)
u(x, y,0) = u0(x, y), ut (x, y,0) = u1(x, y). (2.27)
Here
a1 =
(
λα2 sin2 σ cos2 σ
(α − cos2 σ)2 + d
β21 cos
4 σ − β21α cos2 σ + α2 sin4 σ
(α − cos2 σ)2
)
1
α
,
a2 = (2λα + d(αβ
2 − α + 1))β1 sinσ cosσ
δ2
√
α(α − cos2 σ) ,
a3 = − β
4
1 cos
2 σ
αβ1δ
√
α(α − cos2 σ) , a4 = −
ββ21
αδ3
, a5 = −
(
λ+ β2d + 2β2
α
)
β21
δ4
. (2.28)
If the problem (2.25)–(2.27) has solutions of the form (2.22), then the parameters w, k, l satisfy
w2 − l2 − k2 = 0,
−a1w2 + a2wl + a3wk − a4kl − a5l2 = 0,
Imw > 0, Im k = 0, Im l > 0. (2.29)
We parameterize solutions to the first equation in (2.29) (see, for example, [5]):
l
w
= z
2 − 1
z2 + 1 ,
k
w
= 2z
z2 + 1 , z ∈ C, z = ±i (2.30)
(w = l, k = 0 for the limit case z = ∞).
By z = 0, the restriction on the imaginary parts of w, k, l implies
w = z
2 + 1
2z
k, l = z
2 − 1
2z
k. (2.31)
To satisfy (2.29), we need [5]:
Im l = k
(
r + 1
r
)
sinϕ > 0, Imw = k
(
r − 1
r
)
sinϕ > 0, (2.32)
where z = reiϕ , k = 0.
Hence
r > 1, ϕ = 0,π. (2.33)
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−a1 + a2 − a5 = 0. (2.34)
Having (2.31) and (2.33), we reformulate (2.29) as follows: to find the coefficients of the alge-
braic equation
f (z) = (−a1 + a2 − a5)z4 + 2(a3 − a4)z3 + 2(−a1 + a5)z2
+ 2(a3 + a4)z − a1 − a2 − a5 = 0, (2.35)
such that its solutions satisfy the requirements
|z| > 1, z /∈ R.
The Cohn algorithm [16] on zeros of a polynomial in the circle |z| < 1, the Euclid algorithm on
the greatest common divisor of two polynomials, f (z) and f ′(z) in the current case, and, finally,
the Sturm theorem on real roots on an open interval [17], applied to the interval (−1,1), allow to
reduce (2.35) to an equivalent set of equalities and inequalities, connecting the parameters M2,
σ , d , and λ.
Omitting the whole cumbersome set, we consider some particular cases assuming that (2.34)
is not fulfilled. First, we consider the case when the problem (2.35) is incompatible.
We set
α = cos2 σ, d = 1
cos2 σ
+ ρ∞
ρ0
λ,
1
cos2 σ
ρ0
ρ∞ − 2 tg2 σ(1 + tg2 σ)
ρ0
ρ∞ + tg2 σ
< d <
1
cos2 σ
( ρ0
ρ∞
ρ0
ρ∞ + tg2 σ
)
(the last two inequalities guarantee the Lopatinsky condition [5]).
Then for
d∗ < d < d∗, (2.36)
where
d∗ =
1
cos2 σ
ρ0
ρ∞ − 2 tg2 σ(1 + tg2 σ)
ρ0
ρ∞ + tg2 σ
, d∗ =
ρ0
ρ∞
1
cos2 σ
ρ0
ρ∞ + tg2 σ
,
roots of the corresponding polynomial lie in |z| < 1. Consequently, if α < cos2 σ , α slightly
differs from cos2 σ , and
d1∗(α,σ ) < d < d∗1 (α,σ ), d1∗(α,σ ) > d∗, d∗1 (α,σ ) < d∗,
d1∗(α,σ ) → d∗, d∗1 (α,σ ) → d∗ as α → cos2 σ, (2.36′)
then roots of the considered polynomial still lie in |z| < 1.
So, the following is true.
Remark 2.2. If α < cos2 σ,α slightly differs from cos2 σ , the point (d,λ) belongs to a neighbor-
hood of d = 1
α
+ ρ∞
ρ0
λ, then (2.35) is unsolvable.
Consequently, the set of parameters such that
g
(
ξ∗(η)|η=η∗(λ1), η∗(λ1), s
) = 0
for λ1 ∈ R, Re s > 0 is not empty.
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α
+ ρ∞
ρ0
λ, we replace the requirement
“α slightly differs from cos2 σ ” by the requirement “|λ| is sufficiently large.” Then, by the con-
tinuity [18], roots of (2.35) are real if roots of the polynomial[
−α− 12
(
2α
(
α − cos2 σ )+ ρ∞
ρ0
((
2β2 − β)α(α − cos2 σ )+ 2βα(β − 1)
− 2 sin2 σ + 2α sinσ cosσ )β1 cos2 σ)− α(α − cos2 σ ) cos2 σ
− ρ∞
ρ0
(
β21 cos
4 σ + α2 sin4 σ − αβ21 cos2 σ
(
1 + sin2 σ ))]z4
−
(
α cos2 σ
(
α sin2 σ + β21 cos2 σ
)+ ρ∞
ρ0
(
β41 cos
4 σ + α2 sin4 σ ))z2
+
[
α−
1
2
(
2α
(
α − cos2 σ )+ ρ∞
ρ0
((
2β2 − β)α(α − cos2 σ )+ 2βα(β − 1)
− 2 sin2 σ + 2α sinσ cosσ )β1 cos2 σ)− α(α − cos2 σ ) cos2 σ
+ ρ∞
ρ0
(
αβ21 cos
2 σ
(
1 + sin2 σ )− β21 cos4 σ − α2 sin4 σ )
]
, (2.37)
differ and are real. That is true because [5]
α cos2 σ
(
α sin2 σ + β21 cos2 σ
)+ ρ∞
ρ0
(
β41 cos
4 σ + α2 sin4 σ )
>
∣∣∣∣α(α − cos2 σ ) cos2 σ + ρ∞ρ0
(
β21 cos
4 σ + α2 sin4 σ − αβ21 cos2 σ
(
1 + sin2 σ ))∣∣∣∣.
Finally, we consider the third important example. Let β = 0. Then (2.35) turns into(
−d
α
+ λ 1
β21
)
z4 + 2 1
α
√
α
z3 + 2
(
−d
α
− λ
β21
)
z2 + 2
α
√
α
z − d
α
+ λ
β21
= 0. (2.38)
We obtain the roots to (2.38) and conclude that they are different and real if
d >
1√
α
, d <
2√
α
+ α
β21
λ, λ < 0. (2.39)
The equation in the problem (2.35) possesses the same property if the parameters d and λ lie in
a domain close to the one determined by the inequalities (2.39) (β is small). Then we have such
coefficients that ULC (2.11) (Re s  0, η2 + |s|2 = 0) becomes fulfilled (see [5, p. 9]).
If we solve Eq. (2.8) in ξ instead of η, we obtain the relation for the function Ẑ:
−Ẑ(ξ, s)(i(1 + β2)η∗(ξ)− iξβ)
= V̂ (s, η∗(ξ))g(s, ξ, η∗(ξ))+ F(s, ξ, η∗(ξ))(D4iη∗(ξ)−D2s)
D4iη∗(ξ)−D2s , (2.40)
moreover, η∗(ξ) = βξ+
√
(1+β2)α(is+ξ)2−ξ2
2 is a solution of (2.8) toward η.1+β
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the function V̂ :
V̂
(
s, η(µ)
) g(ξ(µ), η(µ), s)
(D4iη(µ)−D2s)((1 + β2)iη(µ)− iξ(µ)β)
+ F(ξ(µ), η(µ), s)
((1 + β2)iη(µ)− iξ(µ)β)
= V̂ (s, η(−µ)) g(ξ(−µ),η(−µ), s)
(D4iη(−µ)−D2s)((1 + β2)iη(−µ)− iξ(−µ)β)
+ F(ξ(−µ),η(−µ), s)
(1 + β2)iη(−µ)− iξ(−µ)β , µ ∈ R, (2.17
′)
where
ξ(µ) = −i(1 + β
2)αs −√−µ2δ2 − (1 + β2)αs2
δ2
,
η(µ) = βξ(µ)+µ
1 + β2 , Im
√
−µ2δ2 − (1 + β2)αs2 > 0.
3. Traces of solution, presentation of solution in dual variables
The aim of this section is to prove Theorem 1. With this end, first, we reduce the boundary-
value problem (A) to the Carleman problem and solve it. Next, we determine the functions
̂u(0,0, t), ̂ux(0,0, t), and ̂uy(0,0, t) and complete proving the theorem.
We introduce notation:
ξ1 = ω˜(λ1) = βη1 + iαs + λ1
β21
,
ξ2 = ω˜(−λ1) = βη1 + iαs − λ1
β21
, λ1 ∈ R. (3.1)
So,
ξ2 =
[
ω˜ ◦ (−1) ◦ ω˜−1](ξ1) ≡ k(ξ1), (3.2)
or
k(ξ1) = ξ1β
2
1 ((α + 1)β2 − β21 )− 2isβ21
β41 (1 + β2)
−
2ββ21
√
−ξ21 δ2 + 2isξ1 + s2
β41 (1 + β2)
. (3.3)
The definition (3.2) yields
(k ◦ k)(ξ1) = ξ1, ξ1 ∈ γ, (3.4)
moreover, ∞ and is α(ββ1+
√
α)
(β1
√
α−αβ)β1 are fixed point of the mapping k. As easily seen, in the Cartesian
coordinates x, y, the curve γ is
δ2β21y = αs1β21 (1 + β)2 + β
(
1
2
(
1
δ2
(
β21αβ
2s1s2
δ2β2y − αs β2(1 + β2) + xδ
2β211 1 1
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(
1 + β2))2 + β21α(s21 − s22)
)
+ 1
2
((
1
δ2
(
β21αβ
2s1s2
δ2β21y − αs1β21 (1 + β2)
+ xδ2β21 + αs2β21
(
1 + β2))2 + β21α(s21 − s22)
)2
+ 4β41α2s21s22
)1/2)1/2
.
We suppose that α and β are such that
β21
(
1 +
√
α
(
1 + β2)− α(1 + β2))− β √2α(1 − α)√
m+
√
m2 + β41α2
> 0, (3.5)
where
m = − 1
δ2
(
αβ2
1 +√α(1 + β2)− α(1 + β2) −
β21δ
2
1 −√α(1 + β2) + αβ21
(
1 + β2))2 + β21α.
That is true if, for example, β is small. Then the “upper” branch point is
1−
√
α(1+β2) of the function
k(ξ1) is placed above γ .
Similarly, let
sign
[
β21
(
1 −
√
α
(
1 + β2)− α(1 + β2))]
= sign
[
β21
(
1 −
√
α
(
1 + β2)− α(1 + β2))
− √2ββ21α
{
1
2
({[
1
δ2
(
αβ2
1 −√α(1 + β2)− α(1 + β2)
− β21
(
1 −
√
α
(
1 + β2)+ αβ21 )
)2
− αβ21
]2
+ 4β41α2
}1/2
− 1
δ2
(
αβ2
1 −√α(1 + β2)− α(1 + β2)
− β21
(
1 −
√
α
(
1 + β2)+ αβ21 )
)2
+ αβ21
)}−1/2]
, (3.6)
moreover, the argument of sign is nonzero. If the last relation is true then the “lower” branch
point is
1+
√
α(1+β2) does not belong to the curve γ .
Following these remarks, we refine the formulation of the problem (A): in the domain, above
the curve γ , we seek for the analytic function Φ(z), satisfying the boundary condition:
(A′) Φ+
(
k(t)
)= G(t)Φ+(t)+H(t), t ∈ γ, (3.7)
where k(t) is given by (3.2),
G(t) = (1 + β
2)η∗(λ1)− ξ∗(η)|η=η∗(λ1) · β
(1 + β2)η∗(−λ1)− ξ∗|η=η∗(−λ1) · β
g(ξ∗(η)|η=η∗(−λ1), η∗(−λ1), s)
g(ξ∗(η)|η=η∗(λ1), η∗(λ1), s)
∣∣∣∣
λ1=ω˜−1(t)
,
H(t) = F(ξ∗(λ1), η∗(λ1), s)g(ξ∗(η)|η=η∗(−λ1), η∗(−λ1), s)
g(ξ∗(η)|η=η∗(λ1), η∗(λ1), s)((1 + β2)iη∗(−λ1)− iξ∗(η)|η=η∗(−λ1) · β)
− F(ξ∗(−λ1), η∗(−λ1), s)
i(1 + β2)η (−λ )− iξ (η)| · β
∣∣∣∣ −1 .∗ 1 ∗ η=η∗(−λ1) λ1=ω˜ (t)
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In a view of (3.4), the problem (A′) is the Carleman problem [19].
To tackle the problem, we transform the domain above the curve γ into a bounded domain D
using the mapping
w = f (z) = sz
z + is (3.8)
which transfers the “fixed” points ∞ and is α(ββ1+
√
α)
(β1
√
α−αβ)β1 of the mapping k(t) into s and
s
α(ββ1+√α)
α(ββ1+√α)+(β1√α−αβ)β1 , correspondingly; moreover, the first one is a corner point with ϕ =
π − 2 arctg(β
δ
). The domain D+ and its boundary Γ are sketched by Fig. 2.
The boundary condition (3.7) of the problem (A′) can be rewritten as follows:[
Φ+ ◦ f−1](f ◦ k ◦ f−1)(w) = G(f−1(w))Φ+(f−1(w))+H (f−1(w)),
w ∈ Γ \s. (3.9)
Using notation
Φ1 = Φ ◦ f−1, k1 = f ◦ k ◦ f−1,
G1 = G ◦ f−1, H1 = H ◦ f−1,
by (3.9), we obtain
Φ+1
(
k1(w)
)= G1(w)Φ+1 (w)+H1(w), w ∈ Γ \s. (3.10)
As known [20], there exists a conformal mapping ϕ of the domain D+ onto D∗, a circle with the
diameter (−s, s), moreover,
k′2(−s) =
[
(ϕ ◦ f ) ◦ k ◦ (ϕ ◦ f )−1]′(−s) = −1. (3.11)
The function k′2 is discontinuous at s: approaching s from the left, k′2(s) = (β − iδ)/(β + iδ),
from the right, k′2(s) = (β + iδ)/(β − iδ).
Then the boundary condition (3.10) transforms into
Φ+2
(
k2(Θ)
)= G2(Θ)Φ+2 (Θ)+H2(Θ), Θ ∈ ∂D∗\s, (3.12)
where
Φ2 = Φ ◦ (ϕ ◦ f )−1, G2 = G ◦ (ϕ ◦ f )−1, H2 = H ◦ (ϕ ◦ f )−1.
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(1) ω+(Θ) is analytic in D∗ except for the origin where ω+(Θ) has a simple pole;
(2) on the boundary ∂D∗, ω+(Θ) satisfies the “gluing” condition:
ω+
(
k2(Θ)
)= ω+(Θ). (3.13)
Consequently, the function ω+(Θ) can be presented in the form:
ω+(Θ) = 1
Θ
+Ψ+(Θ),
moreover, Ψ+(Θ) is analytic in D∗.
From the “gluing” condition (3.13), we derive the boundary condition to find the function
Ψ+(Θ) by the known jump:
Ψ+
(
k2(Θ)
)−Ψ+(Θ) = 1
Θ
− 1
k2(Θ)
. (3.14)
So,
Ψ+(Θ) = 1
2πi
∫
∂D∗
ψ(k2(τ ))
τ −Θ dτ,
and the function ψ(Θ) satisfies the Fredholm equation of the second order:
ψ(Θ)+ 1
2πi
∫
∂D∗
[
1
τ −Θ −
k′2(τ )
k2(τ )− k2(Θ)
]
ψ(τ)dτ = 1
Θ
− 1
k2(Θ)
. (3.15)
Remark 3.1. If either “upper” or “lower” branch point of k(ξ2) belongs to the curve γ , i.e.,
any of the conditions (3.5), (3.6) is broken, then the “gluing” function ω+(Θ) can be found too;
although Eq. (3.15) must be replaced by a singular integral equation with peculiarities exactly at
branch points [23].
Having constructed the function ω+(Θ), we can replace the condition (3.12) for the equivalent
one:
M+(ξ) = G2
(
(ω+)−1(ξ)
)
M−(ξ)+H2
(
(ω+)−1(ξ)
)
, ξ ∈ L\ω+(s), (3.16)
where M(ξ) = Φ+2 ((ω+)−1(ξ)), and L is the image of the semicircle from the point −s to the
point s (the domain D∗ is kept on the left-hand side).
As known [24,25], study of the Riemann problem (3.16) begins with calculation of Σ2π , where
Σ = [∆ argG(s,η)]η=∞η=0 , the argument increment of the function G(s,η) along η 0.
Depending on signs of
n = −d(β41 + β4α2)− λ(α2β2 − α2 + α)− β1√α(dβδ2 + 2λαβ)
and m = β2d + λ, we have
(1) n < 0, m< 0, Σ2π = 12 + 1π arctg δβ + 1π arctg βδα(β2d+λ) ,
 =
[
Σ
2π
]
= 0
(here and after square brackets stand for the integer part of a number);
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 =
[
Σ
2π
]
= 0, if δ2  α(β2d + λ),
 =
[
Σ
2π
]
= −1, if δ2 < α(β2d + λ);
(3) n > 0, m< 0, Σ2π = − 12 + 1π arctg δβ + 1π arctg βδα(β2d+λ) ,
 =
[
Σ
2π
]
= −1; (3.17)
(4) n > 0, m> 0, Σ2π = − 32 + 1π arctg δβ + 1π arctg βδα(β2d+λ) ,
 =
[
Σ
2π
]
= −1, if δ2  α(β2d + λ),
 =
[
Σ
2π
]
= −2, if δ2 < α(β2d + λ);
(5) n < 0, m = 0, Σ2π = 1π arctg δβ ,  = 0;
(6) n > 0, m = 0, Σ2π = −1 + 1π arctg δβ ,  = −1.
Particularly, in the gas dynamical case (d = 1
α
+ ρ∞
ρ0
λ,α slightly differs from cos2 σ , α < cos2 σ ,
see (2.36), (2.36′)) n > 0 and m< 0, then, by the third variant in (3.17),  = −1.
We determine the function X˜(s, ξ) by the equality
ln
(
X˜(s, ξ)
)= 1
2πi
∫
γ ∗
lnG2((ω+)−1(τ˜ ))
τ˜ − ξ dτ˜ . (3.18)
In the variable z, the formula (3.18) can be rewritten as follows (here and after the symbol “•” is
the “hyphen” for formulae):
ln
(
X˜(s, z)
)= 1
2πi
∫
γ ∗
lnG(τ)
(ω+ ◦ ϕ)( sτ
τ+is
)− (ω+ ◦ ϕ)( sz
z+is
)
• (ω+ ◦ ϕ)′
(
sτ
τ + is
)
is2
(τ + is)2 dτ. (3.19)
By γ ∗, we denote the part of the curve γ from is α(ββ1+
√
α)
(β1
√
α−αβ)β1 to ∞, moreover, moving along γ ∗
from is α(ββ1+
√
α)
(β1
√
α−αβ)β1 to ∞, we keep the domain above γ on the left-hand side.
We study the behavior of X˜(s, ξ) in neighborhoods of ω+(−s) and ω+(s). By the theorem
on the behavior of an integral of the form (3.18) in a neighborhood of the left-hand end [24], we
have:
X˜(s, ξ) = (ξ −ω+(−s))− 12πi lnG(is α(ββ1+√α)(β1√α−αβ)β1 )eΓ∗(s,ξ), (3.20)
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lnG
(
is
α(ββ1+√α)
(β1
√
α−αβ)β1
)
equal zero. Then (3.20) can be rewritten as follows:
X˜(s, ξ) = eΓ∗(s,ξ),
i.e., X˜(s, ξ) is bounded in a neighborhood of ω+(−s). Similarly, for the right-hand end we obtain
[24]:
X˜(s, ξ) = (ξ −ω+(s)) 12πi lnG(∞)eΓ ∗(s,ξ) = (ξ −ω+(s)) Σ2π eΓ ∗(s,ξ), (3.21)
Γ ∗(s, ξ) is bounded in a neighborhood of ω+(s).
(3.21) in the variable w can be rewritten in the form
X˜
(
s, (ω+ ◦ ϕ)(w))= ((ω+ ◦ ϕ)(w)− (ω+ ◦ ϕ)(s)) Σ2π eΓ ∗(s,(ω◦ϕ)(w)). (3.22)
We note that dω+
dΘ
= γ+(Θ) satisfies the Hölder condition [22],
γ+(z) = z−2(z2 − s2)cχ+0 (z), c = 1
s2χ+0 (0)
.
Here χ+0 (z) = eΨ
+(z) is the solution to the homogeneous Carleman problem
χ+
(
k2(Θ)
)= G˜(Θ)χ+(Θ),
G˜(Θ) = k
2
2(Θ)(Θ
2 − s2)
k′2(Θ)Θ2(k22(Θ)− s2)
.
So the following is valid [22]:
X˜
(
s, (ω+ ◦ ϕ)(w))= (ϕ(w)− ϕ(s))(1+ 1π arctg δβ ) Σπ
• eΓ ∗(s,(ω+◦ϕ)(w)) + o((ϕ(w)− ϕ(s))(1+ 1π arctg δβ ) Σπ ). (3.23)
The conformal mapping ϕ smooths the boundary Γ at s, so [26]
X˜
(
s(ω+ ◦ ϕ)(w))= (w − s)(π/ arctg δβ +1) Σ2π eΓ ∗(s,(ω+◦ϕ)(w))
+ o((ϕ(w)− ϕ(s))(π/ arctg δβ +1) Σ2π ). (3.24)
Thus, by the generalized Liouville theorem [25], the bounded solution to (3.7) has the form
(for   0):
Φ(s, z) = ((ω+ ◦ ϕ ◦ f )(z)− (ω+ ◦ ϕ)(s))−
× X˜(s, (ω+ ◦ ϕ ◦ f )(z))K(s, (ω+ ◦ ϕ ◦ f )(z)), (3.25)
where K(s, (ω+ ◦ ϕ ◦ f )(z)) is a polynomial of order  in (ω+ ◦ ϕ ◦ f )(z)− (ω+ ◦ ϕ)(s) with
coefficients, analytic in s.
If  < 0, then Φ(z) ≡ 0.
Remark 3.2. If Σ2π −   (π/ arctg δβ + 1)−1, then the preimage of the analytic extension of
Φ(s, z) into the upper half-plane by z has a boundary value on x = 0 in the sense of ordinary
functions (see [27,28]).
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borhood of ω+(s) has the form:
H2
(
(ω+)−1(ξ)
)= ̂u(0,0, t) 2iα(β2d + λ)β21δ2
α(β2d + λ)+ iββ21δ
× (ξ −ω+(s))(π/ arctg δβ +1)−1 + o((ξ −ω+(s))(π/ arctg δβ +1)−1). (3.26)
In the sequel, we will use the notation
(ω+ ◦ ϕ ◦ f )(z) = σ(z), (ω+ ◦ ϕ)(s) = σ0(s),
P1(τ, z) = σ(τ)− σ(z), P (z, s) = σ(z)− σ(s).
Following [27,28], we start solving (3.16), and (2.7) as well, with case:
(1)
Σ
2π
−  <
(
π
/
arctg
δ
β
+ 1
)−1
, (3.27)
Ẑ(s, z) = 1
2πi
(
P(z, s)
)−+1
X˜
(
s, σ (z)
) ∫
γ ∗
H(τ)σ ′(τ )
X+(σ (τ ))P1(τ, z)
dτ, (3.28)
provided that
∂k
∂[(ϕ ◦ f )(z)]k
∫
γ ∗
H(τ)σ ′(τ )
X+(σ (τ ))P1(τ, z)
dτ
∣∣∣∣
z= (is)ϕ−1(0)
s−ϕ−1(0)
= 0, k = 0, . . . ,− (  0), (3.29)
where X+ is the boundary value of the function in front of the integral sign, 1/2πi is omitted
(the Riemann problem for open contours is directly solved in [25]).
(2)
Σ
2π
−  
(
π/ arctg
δ
β
+ 1
)−1
, (3.30)
(a)  = 0,
Ẑ(s, z) = 1
2πi
X˜
(
s, σ (z)
) ∫
γ ∗
H(τ)σ ′(τ )
X+(σ (τ ))P1(τ, x)
dτ + Kˇ0
(
s, σ (z)
)
, (3.31)
where Kˇ0(s, (ω+ ◦ ϕ ◦ f )(z)) is the solution of the homogeneous problem;
(b)  < 0,
Ẑ(s, z) = 1
2πi
(
P(z, s)
)−
X˜
(
s, σ (z)
) ∫
γ ∗
H(τ)σ ′(τ )
X+(σ (τ ))P1(τ, z)
dτ, (3.32)
moreover, conditions of the type (3.29) are fulfilled for  = 0, . . . ,− − 1.
By theorems on the asymptotical presentation of the Cauchy type integrals in a neighborhood
of the right-hand end [24], provided that the inequalities in (3.27), (3.30) are fulfilled (the equality
in (3.30) is excluded), we obtain as |z| → ∞ [27]:
Ẑ(s, z) = e
−γ1πi
B(α, d,λ,β)
1
̂u(0,0, t)+ o
(
1
)
, (3.33)sin(γ1π) z z
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γ1 = Σ2π −  + 1 −
(
π
/
arctg
δ
β
+ 1
)−1
< 1,
if (3.27) is true, and
γ1 = Σ2π −  −
(
π
/
arctg
δ
β
+ 1
)−1
< 1,
if (3.30) is true; B(α,d,λ,β) = α(β2d+λ)β21 δ2
α(β2d+λ)+iββ21 δ
.
If (π/ arctg δ
β
+ 1)−1 = Σ2π −  , then [24]
Ẑ(s, z) = M0
2πi
(
P(z, s)
)−
X˜
(
s, σ (z)
)
B(α,d,λ,β)̂u(0,0, t) lnP(z, s) +O
(
1
z
)
, (3.34)
where M0 is a constant, M0 = 0.
Thus, necessarily, either
β2d + λ = 0, (3.35)
or
̂u(0,0, t) = 0.
By analogy, (3.34) implies the condition
̂u(0,0, t)
(
e−γ1πi
sin(γ1π)
B(α,d,λ,β)+ i
)
= 0, (3.36)
that is equivalent either to ̂u(0,0, t) = 0, or
e−γπi
sin(γ1π)
B(α,d,λ,β)+ i = 0, (3.37)
in the last case ̂u(0,0, t) is unknown.
Determining the functions ̂ux(0,0, t) and ̂uy(0,0, t), we note that if ̂u(0,0, t) = 0, (2.9) im-
plies the equality
̂uy(0,0, t)
(
1 + β2)+ ̂ux(0,0, t)β = 0. (3.38)
Then, in order to determine ̂uy(0,0, t), ̂ux(0,0, t) in the case ̂u(0,0, t) = 0, we can apply the
method which has been used for determination of ̂u(0,0, t).
Next, turning to (3.30), we note that if
2
(
π/ arctg
δ
β
+ 1
)−1
>
Σ
2π
− , (3.39)
the formula (3.31), (3.32) must be replaced (see (3.27)–(3.29)):
Ẑ(s, z) = 1
2πi
(
P(z, s)
)−+1
X˜
(
s, σ (z)
) ∫
∗
H(τ)σ ′(τ )
X+(σ (τ ))P1(τ, z)
dτ, (3.40)
γ
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∂k
∂[(ϕ ◦ f )(z)]k
∫
γ ∗
H(τ)σ ′(τ )
X+(σ (τ ))P1(τ, z)
dτ
∣∣∣∣
z= (is)ϕ−1(0)
s−ϕ−1(0)
= 0, k = 0, . . . ,−. (3.41)
Remark 3.3. In this case for  = 0, it is of no need to require the fulfillment of (3.41). It suffices
to choose properly the function Kˇ0(s, (ω+ ◦ ϕ ◦ f )(z)) in (3.31) [35].
In its turn, if (3.27) is fulfilled and
Σ
2π
−  + 1 < 2
(
π/ arctg
δ
β
+ 1
)−1
then (3.28) must be replaced by
Ẑ(s, z) = 1
2πi
(
P(z, s)
)−+2
X˜
(
s, σ (z)
) ∫
γ ∗
H(τ)σ ′(τ )
X+(σ (τ ))P1(τ, z)
dτ,
moreover, (3.29) is fulfilled for k = 0, . . . ,− + 1.
Remark 3.4. If ̂u(0,0, t) = 0, we can act in a similar way, preliminary separating the integral
with ̂u(0,0, t).
If either (π/ arctg δ
β
+1)−1 = Σ2π − and the inequality (3.30) is true or (π/ arctg δβ +1)−1 =
Σ
2π −  + 1 and the inequality (3.27) is true, we obtain the relation
̂uy(0,0, t)
e−iγ2π
sinγ2π
(β2d + β2
α
+ λ)(iβ + δ)
(β2d + λ− β
α
iδ)β21
+ ̂ux(0,0, t)
[
− e
−γ2π
sinγ2π
(iβ + δ)β
α
β2d + λ− i β
α
δ
+ 1
]
= 0. (3.42)
Here γ2 equals either to Σ2π −  − 2(π/ arctg δβ + 1)−1, or Σ2π −  + 1 − 2(π/ arctg δβ + 1)−1, or
Σ
2π −  + 2 − 2(π/ arctg δβ + 1)−1.
If either 2(π/ arctg δ
β
+ 1)−1 = Σ2π −  or 2(π/ arctg δβ + 1)−1 = Σ2π −  + 1, equality (3.42)
must be replaced by a relation obtained from a (3.34)-like presentation.
Thus, in order to determine the functions ̂uy(0,0, t) and ̂ux(0,0, t), it suffices to solve the
system in two equations of the type (3.38) and (3.42).
So, all solutions to (3.7) are found, and, by this, all possible presentations of the function
Ẑ(ξ, s) when ξ belongs to the domain, placed above the curve γ , are found too.
As β → 0 the curve ξ∗(η), η ∈ R, occurs to be situated above γ ; that means that, using the
formula (2.9), one can find the function V̂ (η, s):
V̂ (η, s) = F(ξ |ξ=ξ∗(η), s)(iD4η −D2s)
g(ξ |ξ=ξ∗(η), η, s)
+ Ẑ(ξ∗(η), s)(i(1 + β
2)η − iξ |ξ=ξ∗(η))
g(ξ | , η, s) (D4iη −D2s), η ∈ R. (3.43)ξ=ξ∗(η)
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V̂ (z, s) = 1
2πi
+∞∫
−∞
V̂ (η, s)
η − z dη.
Then, Ẑ(ξ, s), and, consequently, ̂u(x,0, t), can be found from (2.4):
̂u(x,0, t) = Ẑ(ξ, s)
= − V̂ (s, η∗(ξ))g(s, ξ, η∗(ξ))+ F(s, ξ, η∗(ξ))(D4iη∗(ξ)−D2s)
(D4iη∗(ξ)−D2s)(i(1 + β2)η∗(ξ)− iξβ) . (3.44)
Substituting the known ̂u(0, y, t), ̂u(x,0, t), ̂uy(0,0, t), ̂ux(0,0, t), and ̂u(0,0, t) into (2.4), we
obtain the solution uˆ. The existence of a solution to problem (1.9)–(1.12) follows from [11].
Theorem 1 is proven.
4. Presentation of the boundary function V (y, t) in the Cartesian coordinates and its
asymptotical behavior as t → +∞
In this section, Theorems 2 and 3 are proven.
We suppose that ̂u(0,0, t), ̂ux(0,0, t), and ̂uy(0,0, t) are trivial. First, we consider (3.43) and
found the Fourier–Laplace preimage of the first summand:
I = 1
2π
+∞∫
−∞
e−iηy dη
∫
R2+
eiξ∗(η)z1+iηz2
• {[αs − 2αiξ∗(η)]u0(z1, z2)+ αu1(z1, z2)}(iD4η −D2s)
g(ξ∗(η), η, s)
dz1 dz2. (4.1)
Clearly, by analogy, it suffices to study the integral
I˜ = 1
2π
+∞∫
−∞
e−iηy dη
∫
R2+
eiξ∗(η)z1+iηz2 u1(z1, z2)(iD4η −D2s)
g(ξ∗(η), η, s)
dz1 dz2. (4.2)
Taking η = sk, we come to
I˜ =
∫
R2+
u1(z1, z2) dz1 dz2
•
1
s
∞∫
0
e−s(−il(k)z1−ikz2+iky)(iD4k +D2)
g(ξ∗(k), k,1)
dk +
∫
R2+
u1(z1, z2) dz1 dz2
•
0∫
− 1
s
∞
e−s(−il(k)z1−ikz2+iky)(iD4k +D2)
g(ξ∗(k), k,1)
dk
= I1 + I2, (4.3)
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g
(
ξ∗(k), k,1
)= (D2 − iD4k)(i(βk + iα)− i√α(βk + i)2 − β21k2 )
− β21
(
D1 − iD3k −D5k2
)
and
l(k) =
(βk + iα)+
√
α(βk + i)2 − β21k2
β21
.
Next, we study
1
s
∞∫
0
e−s(−il(k)z1−ikz2+iky)(iD4k +D2)
g(ξ∗(k), k,1)
dk. (4.4)
With the change
−il(k)z1 − ikz2 + iky = t > 0, (4.5)
we have
i
√
α(βk + i)2 − β21k2z1 = −iβ21 (kz2 − ky)− i(βk + iα)z1 − tβ21 . (4.6)
Consequently,
−α(βk + i)2z21 + β21k2z21 =
(
ik
(
β21 (z2 − y)+ βz1
)+ tβ21 − αz1)2.
Or
k2
[
z21δ
2 + (β21 (z2 − y)+ βz1)2]+ 2ki((−β21
× (z2 − y)− βz1
)(
tβ21 − αz1
)− αβz21)− (tβ21 − αz1)2 + αz21 = 0,
D = 4z21
[(
tβ21 − αz1
)2
δ2 + 2αβ(tβ21 − αz1)
× (β21 (z2 − y)+ βz1)− α[β21 (z2 − y)+ βz1]2 − αz21β21 ].
Thus,
k1,2 =
{−i((β21 (z2 − y)+ βz1)(−tβ21 − αz1)− αβz21)
± z1
{(
tβ21 − αz1
)2
δ2 − α[(β21 (z2 − y)+ βz1)]2 − αz21β21
+ 2αβ(tβ21 − αz1)(β21 (z2 − y)+ βz1)}1/2}
× {z21δ2 + (β21 (z2 − y)+ βz1)2}−1. (4.7)
Using the Cagniard–de-Hoop method in [30,36,37], we transform I1 + I2:
I1 + I2 = 1
π
+∞∫
0
e−st dt
×
∫
R2
Re
{
iD4k −D2
g(ξ∗(k), k,1)
∣∣∣∣
k=k11
dk11
dt
}
Θ
(
t − t1∗
)
u1(z1, z2) dz1 dz2, (4.8)+
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tβ21 − αz1
)2
δ2 + 2αβ(tβ21 − αz1)(β21 (z2 − y)+ βz1)
− α[β21 (z2 − y)+ βz1]2 − αz21β21 = 0, (4.9)
we take “+” for k11 in (4.7).
The full expression for the numerator and denominator for the fraction in braces in (4.8) is{−D4z1[(β21 (z2 − y)+ βz1)(tβ21 − αz1)+ αβz21]
−D2z1
[
z21δ
2 + (β21 (z2 − y)+ βz1)2]}z1{δ2β21(tβ21 − αz1)− αββ21
× (β21 (z2 − y)+ βz1)}{(tβ21 − αz1)2δ2
− α[β21 (z2 − y)+ βz1]2 − αz21β21 + 2αβ(tβ21 − αz1)
× (β21 (z2 − y)+ βz1)}−1/2 − {(tβ21 − αz1)2δ2
− α[β21 (z2 − y)+ βz1]2 − αz21β21 + 2αβ(tβ21 − αz1)
× (β21 (z2 − y)+ βz1)}1/2(β21 (z2 − y)+ βz1)
× β21D4z21
[
z21δ
2 + (β21 (z2 − y)+ βz1)2]
+ i({−D4z1[(β21 (z2 − y)+ βz1)(tβ21 − αz1)+ αβz21]
−D2z1
[
z21δ
2 + (β21 (z2 − y)+ βz1)2]}(β21 (z2 − y)+ βz1)β21 +D4z31[z21δ2
+ (β21 (z2 − y)+ βz1)2][−δ2β21(t (α − 1)+ αz1)− αββ21 (β21 (z2 − y)+ βz1)]) (4.10)
and [
D2tβ
2
1 − β21dz1 −D2αz1
][
z21δ
2 + (β21 (z2 − y)+ βz1)2]2
+ [D2β21 (z2 − y)+D2βz1 + β21dβz1 +D4αz1 −D4tβ21 ]
× [z21δ2 + (β21 (z2 − y)+ βz1)2][(β21 (z2 − y)+ βz1)(−tβ21 + αz1)
− αβz21
]− [(β21 (z2 − y)+ βz1)(tβ21 − αz1)+ αβz21]2
× [D4β21 (z2 − y)+D4βz1 + β21(β2d + λ)z1]
+ z21
{
t
(
β21 − αz1
)2
δ2 − α[β21 (z2 − y)+ βz1]2
− αz21β21 + 2αβ
(
tβ21 − αz1
)(
β21 (z2 − y)+ βz1
)}
× [D4β21 (z2 − y)+D4βz1 + β21(β2d + λ)z1]
+ iz1
{
t
(
β21 − αz1
)2
δ2 − α[β21 (z2 − y)+ βz1]2
− αz21β21 + 2αβ
(
tβ21 − αz1
)(
β21 (z2 − y)+ βz1
)} 1
2
× {[z21δ2 + (β21 (z2 − y)+ βz1)2][D2β21
× (z2 − y)+D2βz1 + β21dβz1 +D4αz1 −D4tβ21
]
+ 2[(β21 (z2 − y)+ βz1)(tβ21 − αz1)+ αβz21]}. (4.11)
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Otherwise, (4.8) must be completed with surface waves summands [28,31,32]. These waves are
responsible, in particular, for smoothness of solutions [28,33].
We remind the first summand in (4.1) and obtain the presentation:
I = 1
π
∂
∂t
∫
R2+
Re
{
(α − 2αξ∗(k))(iD4k −D2)
g(ξ∗(k), k,1)
∣∣∣∣
k=k11
dk11
dt
}
Θ
(
t − t1∗
)
u0(z1, z2) dz1 dz2
+ α
π
∫
R2+
Re
{
iD4k −D2
g(ξ∗(k), k,1)
∣∣∣∣
k=k11
dk11
dt
}
Θ
(
t − t1∗
)
u0(z1, z2) dz1 dz2. (4.12)
Remark 4.2. It follows from (4.12) that as t → +∞ the preimage of the first summand tends to
zero (see details below). This result is similar to the Zeidel result [34] on tending the amplitude
of the shock wave to zero in a half-plane. Asymptotics of this function as t → +∞ is also given
in [34].
Next we find the inverse to the second summand in (3.43), assuming that β is very small,
n < 0, m< 0 (see (3.17)), i.e.,  = 0. Then, by (3.30), we obtain
Ẑ
(
s, ξ∗(η)
)= 1
2πi
X˜
(
s, σ
(
ξ∗(η)
))∫
γ ∗
H(τ)σ ′(τ )
X+(σ (τ ))P1(τ, ξ∗(η))
dτ, (4.13)
provided that 2(π/ arctg δ
β
+ 1)−1 < Σ2π , moreover, the solvability condition (3.29) is fulfilled.
By analogy, we make the change
i
√
α(βk + i)2 − β21k2
δ2
(
β
β21
z1 + z2
)
+ k
(
iz1
β21
− i y
µ1
)
= −t + z1
(
αβ2 + αδ2
δ2β21
)
+ z2 αβ
δ2
. (4.14)
Consequently,
k = k(1)∗ =
{
i
(
−z1δ2 + y
µ
δ2β21
)(−tδ2β21 + z1(αβ2 + αδ2)+ z2αββ21 )
+ (βz1 + β21z2)
{
δ2
(
tδ2β21 + z1αβ21
(
1 + β2)+ z2αββ21)
− β21α
(
δ2
(
βz1 + β21z2
)2 +(z1δ2 − y
µ
δ2β21
)2)}1/2}
×
{
δ2
(
βz1 + β21z2
)2 +(z1δ2 − y
µ
δ2β21
)2}−1
. (4.15)
The radicand in (4.15) is positive if
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2)α
δ2
+
{
αβ21
(
δ2
(
βz1 + β21z2
)2 +(z1δ2 − y
µ
δ2β21
)2)}1/2{
δ3β21
}−1
. (4.16)
So, we obtain
− 1
2π
+∞∫
−∞
e−iηy
Ẑ(ξ∗(η), s)(i(1 + β2)η − iξ |ξ=ξ∗(η)β)(iD4η −D2s)
g(ξ |ξ=ξ∗(η), η, s)
dη
= − α
2π
+∞∫
0
dµ
∞∫
0
e−st
∫ ∫
Ω1
(i(1 + β2)η − iξ |ξ=ξ∗(η)β)(iD4η −D2)
g(ξ |ξ=ξ∗(η), η,1)
• 1
2πi
X˜(1, σ (ξ∗(η)))
X+(σ (τ ))P1( τs ,
ξ∗(η)
s
)
∣∣∣∣
η= k
(1)∗
µ
, s=1, τ=τ(k(1)∗ )
• g(ξ∗(η∗(−k
(1)∗ )), η∗(−k(1)∗ ),1)
g(ξ∗(η∗(k(1)∗ )), η∗(k(1)∗ ),1)
[
i(1 + β2)η∗(−k(1)∗ )− iξ∗(η∗(−k(1)∗ ))β
]
• σ ′(τ )|s=1τ ′(µ)|τ(µ)= βη∗(µ)+iα+µ
β21
, s=1, µ=k(1)∗
• k
(1)∗
µ
u1(z1, z2)
(
dk(1)∗ → dt
)
dz1 dz2
+ α
2π
+∞∫
0
dµ
∞∫
0
e−st
∫ ∫
Ω1
(i(1 + β2)η − iξ |ξ=ξ∗(η)β)(iD4η −D2)
g(ξ |ξ=ξ∗(η), η,1)
•
1
2πi X˜(1, σ (ξ∗(η)))
X+(σ (τ ))P1( τs ,
ξ∗(η)
s
)
[
i(1 + β2)η∗(−k(2)∗ )− iξ∗(η∗(−k(2)∗ ))β
]∣∣
η= k
(2)∗
µ
, s=1
τ=τ(k(2)∗ )
• σ ′(τ )|s=1τ ′(µ)|τ(µ)= βη∗(µ)+iα+µ
β21
, s=1, µ=k(2)∗
• k
(2)∗
µ
u1(z1, z2)
(
dk(2)∗ → dt
)
dz1 dz2
− α
2π
+∞∫
0
dµ
∞∫
0
e−st
∫ ∫
Ω2
(i(1 + β2)η − iξ |ξ=ξ∗(η)β)(iD4η −D2)
g(ξ |ξ=ξ∗(η), η,1)
• 1
2πi
X˜(1, σ (ξ∗(η)))
X+(σ (τ ))P1( τs ,
ξ∗(η)
s
)
∣∣∣∣
η= k
(3)∗
µ
, s=1, τ=τ(k(3)∗ )
• g(ξ∗(η∗(−k
(3)∗ )), η∗(−k(3)∗ ),1)
g(ξ∗(η∗(k(3)∗ )), η∗(k(3)∗ ),1)
[
i(1 + β2)η∗(−k(3)∗ )− iξ∗(η∗(−k(3)∗ ))β
]
• σ ′(τ )|s=1τ ′(µ)|τ(µ)= βη∗(µ)+iα+µ
β2
, s=1, µ=k(3)∗1
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(3)∗
µ
u1(z1, z2)
(
dk(3)∗ → dt
)
dz1 dz2
+ α
2π
+∞∫
0
dµ
∞∫
0
e−st
∫ ∫
Ω2
(i(1 + β2)η − iξ |ξ=ξ∗(η)β)(iD4η −D2)
g(ξ |ξ=ξ∗(η), η,1)
•
1
2πi X˜(1, σ (ξ∗(η)))
X+(σ (τ ))P1( τs ,
ξ∗(η)
s
)
[
i(1 + β2)η∗(−k(4)∗ )− iξ∗(η∗(−k(4)∗ ))β
]∣∣
η= k
(4)∗
µ
, s=1
τ=τ(k(4)∗ )
• σ ′(τ )|s=1τ ′(µ)|τ(µ)= βη∗(µ)+iα+µ
β1
, s=1, µ=k(4)∗
• k
(4)∗
µ
u1(z1, z2)
(
dk(4)∗ → dt
)
dz1 dz2. (4.17)
Here
k(2)∗ =
{
i
(
z1δ
2 − y
µ1
δ2β21
)(−tδ2β21 + z1(αβ21 (1 + β2)+ z2αββ21))
+ (βz1 + β21z2)
{
δ2
(
tδ2β21 + z1αβ21
(
1 + β2)+ z2αββ21)2
+ αβ21
(
δ2
(
βz1 + β21z2
)2 +(z1δ2 − y
µ1
δ2β21
)2)} 12}
×
{
δ2
(
βz1 + β21z2
)2 +(z1δ2 − y
µ
δ2β21
)2}−1
,
k(4),(3)∗ =
{
i
(
z1δ
2 + y
µ1
δ2β21
)(−tδ2β21 + z1(αβ21(1 + β2)+ z2αββ21))
+ (βz1 + z2)
{
δ2
(
tδ2β21 + z1αβ21
(
1 + β2)+ z2αββ21)2
+ αβ21
(
δ2
(
βz1 + β21z2
)2 +(z1δ2 + y
µ1
δ2β21
)2)} 12}
×
{
δ2
(
βz1 + β21z2
)2 +(z1δ2 + y
µ
δ2β21
)2}−1
;
Ω1:
{
δ2β21
(
z2αβ + z1
(
1 + β2)α)+ {αβ21δ2(δ2(βz1 + β21z2))2
+
(
z1δ
2 − y
µ1
δ2β21
)2} 12}{
δ4β21
}−1
< t;
Ω2:
{
δ2β21
(
z2αβ + z1
(
1 + β2)α)+ {αβ21δ2(δ2(βz1 + β21z2))2
+
(
z1δ
2 + y
µ1
δ2β21
)2} 12}{
δ4β21
}−1
< t. (4.18)
We prove that (4.18) yields
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V (t, y) = L−1s→tF−1η→y
[
−F(ξ∗(η), η, s)(iD4η −D2s)
g(ξ∗(η), η, s)
− F(ξ∗(−η),−η, s)(iD4η −D2s)((1 + β
2)iη − iξ∗(η)β)
g(ξ∗(η), η, s)(−(1 + β2)iη − iξ∗(−η)β)
]
. (4.19)
Remark 4.3. Let us suppose that is true. Then the first summand has been found at the beginning
of the section. The second one can be found by analogy.
So, V (t0, y0) is the sum of waves of two types, direct and reflected from the boundary y = 0.
Figure 3 presents interaction between these waves.
Now we turn to the proof of (4.19) and briefly remind the way of reasoning.
Under (2.24), we come to (2.17). Next, we solve the Carleman problem, obtain a presentation
for Ẑ(ξ∗(η)|η=η∗(λ1), s), and find the function V̂ (η, s) by (3.43). The next step is inversion of
V̂ (η, s) and derivation of superposition of two waves. The last remains under the question. The
answer is the following.
By the relation (2.24), the coefficient G2(Θ) (see (3.12)) is nontrivial! But V (η, s) is analytic
for Imη > 0. So, (1.17) implies
[F(ξ |ξ=ξ∗(η), η, s)+ Ẑ(ξ∗(η), s)(i(1 + β2)η − iξ |ξ=ξ∗(η)β)]
g(ξ |ξ=ξ∗(η), η, s)
(iD4η −D2s)
∣∣∣∣
η=η∗(λ1)
= [F(ξ |ξ=ξ∗(η), η, s)+ Ẑ(ξ∗(η), s)(i(1 + β
2)η − iξ |ξ=ξ∗(η)β)]
g(ξ |ξ=ξ∗(η), η, s)
(iD4η −D2s)
∣∣∣∣
η=η∗(−λ1)
,
at least on some interval for λ1. Then this relation is true everywhere for Imη > 0.
It remains to make the change ξ∗(η) = ξ , come to the real axes, and obtain the problem which
has a solution for g(ξ, η∗(ξ), s) = 0, Re s > 0, ξ ∈ R.
Using (2.40), (2.17′), one can obtain a boundary-value problem in V̂ (η, s) which is similar to
the problem in [27].
Remark 4.4. Indices, inequalities of the form (3.27) stay unchanged, relations (3.29) can be
rewritten, omitting the functions ω, ϕ, in a form, similar to that in [27].
Remark 4.5. Triviality of the solution to the homogeneous problem can be proven by analogy.
276 A.M. Blokhin et al. / J. Math. Anal. Appl. 319 (2006) 248–277Turning back to (4.19), we obtain presentation for V (y, t). Theorem 2 is proven.
Expending{(
tβ21 − αz1
)2
δ2 − α(β21 (z2 − y)+ βz1)2 − αz21β21
− 2αβ(tβ21 − αz1)(β21 (z2 − y)+ βz1)}−1/2
in orders of 1
t
for large t , we end proving Theorem 3.
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