This work provides a classification of string C-groups of order 2 m and exponent at least 2 m−3 . Prior to the classification, we complete the list of groups of exponent 2 m−3 and rank at least 3. The main result states that, aside from the cyclic and dihedral groups, only two groups of exponent at least 2 m−3 are connected string C-groups. Both have rank 3 and are quotients of the string Coxeter group W = [4, 2 m−3 ].
Introduction
A set S = {s 0 , s 1 , . . . , s n−1 }, n ≥ 1, of distinct involutions in a group G (not necessarily finite or a 2-group) can be assigned an edge-labeled graph or diagram D(S) consisting of n vertices. Each vertex of D(S) represents an involution and an edge connects the vertices representing s j and s k and is labeled p j,k = ord(s j s k ) if and only if p j,k ≥ 3. By convention, we omit the label in the diagram when p j,k = 3. If p j,k = 2 for 0 ≤ j, k ≤ n − 1 whenever j − k ≥ 2, then D(S) is a string diagram. We call this property the string condition. If, in addition to the string condition, we also have p j,j+1 > 2 for 0 ≤ j ≤ n − 2, then D(S) is a connected string diagram (see Figure 1 ). The following terms will be used to describe the pair (G, S) in the special case when G = ⟨S⟩. Definition 1.1 (String C-Group). Let G be a group generated by a set S = {s 0 , s 1 , . . . , s n−1 }, n ≥ 1, of involutions called its distinguished generators. The pair (G, S) is called a string C-group with respect to S if D(S) is a string diagram and S satisfies the property that for all J, K ⊆ {0, 1, . . . , n − 1}, ⟨s j j ∈ J⟩ ∩ ⟨s k k ∈ K⟩ = ⟨s i i ∈ J ∩ K⟩.
The latter property is called the intersection condition. A string C-group (G, S) is called a connected string C-group if D(S) is a connected string diagram.
It is important to remark that a string C-group (G, S) always involves a pair consisting of a group G and a set S of distinguished generators. If we refer simply to G as a string C-group, then it is implied that either a set S of distinguished generators for G has been specified or that we can find a suitable set S of generating involutions that satisfies the intersection condition.
The definition of a string C-group stemmed from the extension of the concept of a regular polytope from classical geometry to an abstract polytope. Whereas classical regular polytopes include, for instance, regular polyhedra and regular star polyhedra in the Euclidean space, abstract polytopes include certain abstract posets, regular maps, and even tessellations. One of the fundamental results of the theory of abstract regular polytopes is the correspondence between regular abstract polytopes and string C-groups acting as their groups of automorphisms. The book Abstract Regular Polytopes [19] by P. McMullen and E. Schulte offers a comprehensive account of the theory of abstract polytopes and string C-groups including history and recent developments in the subject.
As with most specialized groups, no known general method exists for checking if a given group is a string C-group. Consequently, most papers that deal with characterizations or classifications of string C-groups consider particular types of groups or families of groups that satisfy certain qualifications or possess interesting properties. These include, for instance, simple and almost simple groups [12, 15, 16] , symmetric and alternating groups [6, 7] , discrete groups of transformations [14, 22] , groups of a fixed rank [18] , and small groups [11] . The last reference pertains to M.I. Hartley's Atlas of Small Regular Polytopes, a web-based library of string C-groups of order at most 2000 (except 1024 and 1536) and their associated regular polytopes. The library is accessible through the link http://www.abstract-polytopes.com/atlas/. The use of computational group theory software such as GAP [9] and Magma [10] has been indispensable in these classifications. Such software are extremely helpful most especially in handling groups with a relatively large set of involutions.
In Problems on polytopes, their groups, and realizations [24] , E. Schulte and A. Weiss proposed the problem of characterizing groups of order 2 m or 2 m p, p an odd prime, which are string Cgroups or are automorphism groups of chiral polytopes. This problem arose from the difficulty encountered in the creation of the Atlas for the groups of order 2 9 = 512, 2 10 = 1024, and 2 9 ⋅3 = 1536. The numbers of groups of the said orders are huge and, without a usable characterization theorem, handling them requires an extensive use of computational resources.
We contribute to the solution of this problem for a special class of 2-groups. In particular, we are interested in classifying string C-groups of order 2 m and exponent at least 2 m−3 . The method of classification we will present takes advantage of the fact that these 2-groups have been previously enumerated, albeit incomplete for groups of exponent exactly 2 m−3 [4, 17, 23] .
We outline the paper as follows. In the next section, we discuss the fundamental concepts and results related to 2-groups and string C-groups. We also introduce the notations used throughout this paper. In Section 3, we give the complete list of groups of order 2 m and exponent 2 m−2 or 2 m−3 that are relevant to our study. Further, we compute these groups' respective sets of involutions. Finally, in Section 4, we state and prove our main result pertaining to the classification of string C-groups of order 2 m and exponent at least 2 m−3 .
Notations and preliminaries

2-groups
We assume throughout this paper, unless stated otherwise, that G is a finite 2-group of order 2 m , where m is a positive integer. We denote by exp(G) and rank(G) the exponent and rank, respectively, of G. We use ord(g) to denote the order of an element g ∈ G.
By exponent 1 of a 2-group G, we mean the maximum of the orders of all the elements in G:
Thus, Z exp(G) is the cyclic group of the largest possible order inside G.
The rank of G refers to the minimum of the cardinalities of all generating sets for G:
By Burnside's Basis Theorem [1] , any two minimal generating sets for G have the same cardinality equal to rank(G). In addition, if Φ(G) is the Frattini subgroup of G (the intersection of all maximal subgroups of G), then the quotient group G Φ(G) is isomorphic to the elementary abelian group Z rank(G) 2
, the direct product of rank(G) copies of Z 2 . Let S = {g 0 , g 1 , . . . , g n−1 } be a minimal generating set for G and define ρ ∶ G → G Φ(G) to be the canonical projection sending g i to g i = g i Φ(G). Then S = {g 0 , g 1 , . . . , g n−1 } is a minimal generating set for G Φ(G). For any non-empty X ⊆ S, define the map ψ X ∶ G Φ(G) = ⟨S⟩ → Z 2 which sends g i to
Then ψ X defines a surjective group homomorphism. Consequently, the composition ϕ X = (ψ X ○ρ) also defines a surjective homomorphism from G to Z 2 for any non-empty subset X ⊆ S. We have thus proved the following proposition.
Proposition 2.1. Let S = {g 0 , g 1 , . . . , g n−1 } be a minimal generating set for G. Then for any non-empty subset X ⊆ S, the map ϕ X ∶ G → Z 2 sending a generator g i ∈ S to
defines a surjective group homomorphism.
The next result whose proof immediately follows from Proposition 2.1 provides a necessary condition for a 2-group to be generated by its set of involutions (elements of order 2): inv(G) = {g ∈ G ∶ ord(G) = 2}. This corollary will be used later in Section 3 to show that a given 2-group is not generated by involutions. Corollary 2.2. Let G be a 2-group with minimal generating set S. If G = ⟨inv(G)⟩, then for every non-empty subset X ⊆ S, ϕ X (⟨inv(G)⟩) = {−1, 1}.
String C-groups
String C-groups of rank 2 are the dihedral groups. Hence, in any classification theorem involving string C-groups, one may work with the assumption that a string C-group (G, S) has rank at least 3. In addition, we can further assume that D(S) is connected, since any disconnected string C-group may be expressed as a direct product of subgroups corresponding to the connected components of D(S). These subgroups, which are generated by distinguished generators and which arise from the induced subdiagrams of D(S), are called distinguished subgroups of G.
Examples of string C-groups are symmetry groups of regular convex and star-polytopes, automorphism groups of regular abstract polytopes [19] , and string Coxeter groups [13] . In fact, the "C" in the term string C-group stands for "Coxeter." The connection between string C-groups and string Coxeter groups is made much deeper and precise in the following statement: a string C-group G is a smooth quotient of the string Coxeter group W = [p 0,1 , p 1,2 , . . . , p n−2,n−1 ], the Coxeter group with the same diagram as G. By smooth, we mean that ord(s j s k ) = p j,k and, thus, a group presentation for G includes all relations in the presentation for W . In this case, we say the G has (Schläfli) type {p 0,1 , p 1,2 , . . . , p n−2,n−1 }.
Between the two conditions which defines a string C-group, it is the intersection condition that significantly reduces the number of string C-groups from the large number of groups generated by involutions. It is, however, also the condition that is more difficult to verify especially for groups of high ranks. This is mainly because there is no known general method for establishing this property for an arbitrary group. In addition, the number of possible combinations for pairs of subsets of S becomes large as the rank gets larger. A method which uses induction on rank(G) provided by Conder and Oliveros in [5] reduces the number of cases to be checked when establishing the intersection condition. For example, when rank(G) = 3, there is only one case to check: Lemma 2.3. The intersection condition is satisfied by the group G = ⟨s 0 , s 1 , s 2 ⟩ of rank 3 if ⟨s 0 , s 1 ⟩ ∩ ⟨s 1 , s 2 ⟩ = ⟨s 1 ⟩.
From the SmallGroups Library of GAP, we can perform a search to list down the groups of order 2 m and exponent 2 m−2 for m = 3, 4, 5, or exponent 2 m−3 for m = 4, 5, 6. We can then check which among the groups in this list appear in the Atlas of Small Regular Polytopes and, hence, are string C-groups. We have the following classification of string C-groups for these small values of m:
• For m = 3, 4, 5, there are no connected string C-groups of exponent 2 m−2 .
• For m = 4, there are no connected string C-groups of exponent 2 m−3 .
• For m = 5, there exists only one connected string C-group of exponent 2 m−3 . This group has GAP ID [ 32, 27 ] and has type {4, 4}. It is isomorphic to (D 2 × D 2 ) ⋊ Z 2 .
• For m = 6, there exist two connected string C-groups of exponent 2 m−3 . 
Thus, for a complete classification of string C-groups of order 2 m and exponent at least 2 m−3 , it suffices to focus on the groups G of rank at least 3 that satisfy exp(G) = 2 m for m ≥ 1, exp(G) = 2 m−1 for m ≥ 2, exp(G) = 2 m−2 for m ≥ 6, or exp(G) = 2 m−3 for m ≥ 7. A complete list of the groups in the last two families is given in the next section.
3 2-groups of exponent 2 m−2 (m ≥ 6) and 2 m−3 (m ≥ 7)
The determination of groups of order 2 m containing cyclic subgroups of maximal order 2 m−1 , 2 m−2 , and 2 m−3 was (re)accomplished, respectively, by W. Burnside [4] ; S. Bai, Burnside, G. Miller, Y. Ninomiya, [2, 4, 20, 21, 23] ; and A. McKelden [17] . Q. Zhang and P. Li in [25] asserted, however, that McKelden's list is incomplete and contains some errors. A quick comparison of the number of groups in [17] and in GAP's SmallGroups Library [9] for a few values of m gives weight to this assertion. Since the method of proof that we shall employ to classify string C-groups of order 2 m and exponent at least 2 m−3 relies heavily on the completeness of the list, it becomes crucial to fill in the missing groups of exponent 2 m−3 that are relevant to our study. We run GAP to perform a brute force parameter search to identify these missing groups. In the process, we also amend the tuples of parameters defining some of the groups in McKelden's paper.
exp(G)
Assume m ≥ 6. Let p be an element of G with ord(p) = 2 m−2 . Then [G ∶ ⟨p⟩] = 4 and g 4 ∈ ⟨p⟩ for any g ∈ G. We consider two possibilities.
• Suppose there exists q ∈ G − ⟨p⟩ such that q 2 ∉ ⟨p⟩. Then q i ⟨p⟩ for 0 ≤ i ≤ 3 are the four distinct cosets of ⟨p⟩ in G. It follows immediately that G = ⟨p, q⟩ and, therefore, rank(G) = 2. We denote by N I (m) the class to which these groups belong.
• Suppose that g 2 ∈ ⟨p⟩ for any g ∈ G. Let q ∈ G − ⟨p⟩. Then ⟨p⟩ ⊴ ⟨p, q⟩, since (pq −1 ) 2 ⟨p⟩ = ⟨p⟩ implies that qpq −1 ⟨p⟩ = q 2 p −1 ⟨p⟩ = ⟨p⟩. So every element of ⟨p, q⟩ can be written uniquely as p i q j , where 0 ≤ i ≤ 2 m−2 − 1 and j = 0, 1. It follows that ⟨p, q⟩ = 2 m−1 and there exists r ∈ G − ⟨p, q⟩ such that G = ⟨p, q, r⟩. Therefore, rank(G) ≤ 3. We denote by N II (m) the class to which these groups belong. 
was omitted.
Class N II (m)
There are 9 non-isomorphic groups in class N II (m) given as group presentations below [17] . We denote these groups by N II,n (m) for 1 ≤ n ≤ 9. The 5-tuple of integral parameters e i defining each group is found in Table A.1 .
The completeness of the list of groups in this class was verified using [23] .
We concluded earlier that the groups belonging to class N II (m) have rank at most 3. Since ⟨p, q⟩ = 2 m−1 , to show that the rank of each group in this class is exactly 3, we just need to show that the orders of the subgroups ⟨p, r⟩ and ⟨q, r⟩ of N II,n (m) is less than 2 m . Based on the relations in the presentation of N II,n (m), we conclude that
• every element of ⟨p, r⟩ can be written uniquely in the form p i r k , where i ∈ Z 2 m−2 and k ∈ Z 2 and
• every element of ⟨q, r⟩ can be written uniquely in the form p i q j r k , where
Consequently, ⟨p, r⟩ , ⟨q, r⟩ < 2 m . Thus, {p, q, r} is a minimal generating set for N II,n (m).
exp(G)
Assume m ≥ 7. Let p be an element of G with ord(p) = 2 m−3 . Then [G ∶ ⟨p⟩] = 8 and g 8 ∈ ⟨p⟩ for any g ∈ G. We consider three possibilities.
• Suppose there exists q ∈ G − ⟨p⟩ such that q 4 ∉ ⟨p⟩. Then q i ⟨p⟩ for 0 ≤ i ≤ 7 are the eight distinct cosets of ⟨p⟩ in G. It follows immediately that G = ⟨p, q⟩ and, therefore, rank(G) = 2. We denote by M I (m) the class to which these groups belong.
• Suppose that g 4 ∈ ⟨p⟩ for any g ∈ G and that there exists q ∈ G − ⟨p⟩ such that q 2 ∉ ⟨p⟩. Then q i ⟨p⟩ for 0 ≤ i ≤ 3 are four distinct cosets of ⟨p⟩ in G. So the elements p i q j , where 0 ≤ i ≤ 2 m−3 − 1 and 0 ≤ j ≤ 3, make up half of the elements of G, and therefore, ⟨p, q⟩ ≥ 2 m−1 . Two cases arise. If ⟨p, q⟩ = 2 m−1 , then ⟨p, q⟩ must belong to class N I (m − 1) and there exists r ∈ G − ⟨p, q⟩ such that G = ⟨p, q, r⟩. Therefore, rank(G) ≤ 3. We denote by M II (m) the class to which these groups belong. If ⟨p, q⟩ = 2 m , on the other hand, then G = ⟨p, q⟩ and, therefore, rank(G) = 2. We denote by M II ′ (m) the class to which these groups belong.
• Suppose that g 2 ∈ ⟨p⟩ for any g ∈ G.
Using an argument similar to that used to describe the groups in class N II (m), we conclude that we can find q ∈ G − ⟨p⟩ and r ∈ G − ⟨p, q⟩ such that ⟨p, q, r⟩ = 2 m−1 and ⟨p, q, r⟩ belongs to class N II (m − 1). Thus, there exists s ∈ G − ⟨p, q, r⟩ such that G = ⟨p, q, r, s⟩ and, therefore, rank(G) ≤ 4. We denote by M III (m) the class to which these groups belong.
The presentations of groups belonging to the above three classes were constructed and tabulated by McKelden in [17] . Each group is parameterized by integers obtained by solving a system of congruence equations. Each solution to the system corresponds to powers of the generators in the group relations of the presentation. McKelden also showed that other combinations of parameters will result to groups that are isomorphic to those already in the list. She demonstrated this by giving the corresponding group isomorphisms, which were expressed in terms of a separate series of congruence equations. However, there are some combination of parameters that have been left out. In addition, the list contains a few groups of order less than 2 m . Further, some pairs of groups, which are actually isomorphic, have been listed down separately.
For classes M II (m) and M III (m) containing groups of rank 3 and 4, respectively, we shall complete the list of groups; make parameter adjustments to the groups of order less than 2 m ; and identify those groups which are isomorphic. These tasks were accomplished with the help of GAP by observing the steps below.
Step 1. For a given group presentation and a given value of m, run GAP to find all possible combinations of parameters that will give rise to non-isomorphic groups of order 2 m and exponent 2 m−3 .
Step 2. Show that those combinations of parameters that will yield isomorphic groups for the given value of m in Step 1 will indeed yield isomorphic groups for any m ≥ 7 by explicitly giving the isomorphisms. Note that a group isomorphism may be generated using GAP for particular value of m. This isomorphism may then be generalized for any m ≥ 7 by means of a substitution of generators.
Class M II (m)
Each of the 123 non-isomorphic groups in class M II (m) is classified into seven subclasses according to the subclass of N I (m − 1) to which its subgroup ⟨p, q⟩ belongs. The presentations of the groups from [17] are reproduced below. The sets of integral parameters e i defining the groups with the corrections and additions already incorporated are found in the tables of A.
As before, we can use each of the relations above to show that rank of each group in class M II (m) is exactly 3. Since ⟨p, q⟩ = 2 m−1 by assumption, it suffices to show that ⟨p, r⟩ , ⟨q, r⟩ < 2 m . We omit the details for brevity.
In [17] , 46 groups were included in subclass M II−A (m). However, the groups M II−A,21 (m) and M II−A,22 (m) are isomorphic with isomorphism given by
So are the groups M II−A,23 (m) and M II−A,24 (m) with isomorphism given by p 1 ↦ p 2 , q 1 ↦ q 2 , r 1 ↦ p 2 q 2 r 2 . This reduces the number of non-isomorphic groups in the said subclass to 44. In addition, for the group M II−A,27 (m), we change the value of e 7 from the original 1 to 2. Note that if e 7 = 1, then M II−A,27 (m) = 2 m−1 .
There are 28 non-isomorphic groups in subclass M II−B (m) including the additional groups M II−B,n (m) for n = 12, 21, 22, 23.
These are found by running a search for 7-tuples (e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 ) of parameters e 1 , e 2 , e 3 , e 4 , e 5 ∈ Z 2 , e 6 ∈ Z 4 , and e 7 ∈ {−1, 1} that will generate new groups. Lastly, for M II−B,28 (m), McKelden imposed the restriction that m > 7. We may, however, also include the case when m = 7 for this group.
There are 5, 9, and 7 non-isomorphic groups in subclass M II−C (m), M II−F (m), and M II−G (m), respectively. These counts include the additional groups M II−C,5 (m), M II−F,3 (m), M II−G,5 , and M II−G,7 belonging to their respective subclass. These are found by running a search for pairs (e 1 , e 2 ) of parameters e 1 ∈ Z 4 and e 2 ∈ Z 2 for M II−C (m); 5-tuples (e 1 , e 2 , e 3 , e 4 , e 5 ) of parameters with e 1 , e 2 , e 4 , e 5 ∈ Z 2 and e 3 ∈ Z 4 for M II−F (m); and 4-tuples (e 1 , e 2 , e 3 , e 4 ) of parameters with e 1 , e 2 , e 3 ∈ Z 2 and e 4 ∈ Z 2 for M II−G (m) that will generate groups not yet in the list.
The subclass M II−D (m) contains 22 non-isomorphic groups including the additional group M II−D,8 (m). These are found by running a search for 8-tuples (e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 ) of parameters e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 ∈ Z 2 and e 8 ∈ {−1, 1} that will generate new groups. The groups M II−D,15 (m) and M II−D,10 (m) were originally treated separately. However, they are isomorphic with isomorphism given by
Finally, the subclass M II−E (m) contains 8 non-isomorphic groups including the additional group M II−E,8 (m). This is found by running a search for 4-tuples (e 1 , e 2 , e 3 , e 4 ) of parameters e 1 ∈ {−1, 1}, e 2 , e 3 ∈ Z 4 , and e 4 ∈ Z 2 that will generate groups not yet in the list. For M II−E,4 (m), we change the value of (e 3 , e 4 ) from the original (1, 0) to (2, 1). Likewise, for M II−E,7 (m), we change the value of e 3 from the original 1 to 2. Note that given the original values of the parameters,
Class M III (m)
There are 14 non-isomorphic groups in class M III (m) including the additional groups M III,n (m) for n = 2, 12, 13, 14. The presentation of each of these groups is given below. 
⟩
We assert that each group in class M III (m) has rank exactly 4. Since ⟨p, q, r⟩ = 2 m−1 , this assertion can be verified by showing that the order of each of the subgroups ⟨p, q, s⟩, ⟨p, r, s⟩, ⟨q, r, s⟩ of M III,n (m) is less than 2 m . We omit the details for brevity.
The additional groups in the class are found by running a search for 8-tuples (e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 ) of parameters e 1 , e 2 ∈ {−1, 1} and e 3 , e 4 , e 5 , e 6 , e 7 , e 8 ∈ Z 2 that will generate groups not yet in the list.
The following result whose proof is straightforward by means of a substitution of generators gives the subgroup relations between the groups in class M III,n (m) = ⟨p, q, r, s⟩ and in class N II,n (m − 1). Proposition 3.1. The subgroup ⟨p, r, s⟩ or ⟨p, q, r⟩ of M III,n (m) is isomorphic to N II,n ′ (m) = ⟨p ′ , q ′ , r ′ ⟩ via the isomorphism
The next proposition gives the product decompositions of groups in class M III (m). 
inv(G)
Let G be a group in class N II (m), M II (m), or M III (m). As can be observed from the presentation of G, each element of the group can be expressed uniquely in the form p¯iqjrksl subject to the following restrictions onī,j,k,l:
To find the set inv(G) of involutions of G, we solve for i ∈ Z ord(p) , j ∈ Z ord(q) , k ∈ Z ord(r) , and l ∈ Z ord(s) the equation (p i q j r k s l ) 2 = 1, which can be reexpressed uniquely in the form p¯iqjrksl = 1. Solving the latter equation is then equivalent to solving the system
.
of congruence equations. From these solutions, we arrive at the set of involutions for each group in class N II (m) in Table  B .1 and each group in classes M II (m) and M III (m) in Table B. 2. In these tables, we classify each involution as central (commuting with every element of the group) or non-central (noncommuting with at least one element of the group) and provide the total count of all involutions.
To show that most groups in these classes are not generated by involutions, we use Corollary 2.2. For each group G that cannot be generated by involutions, we provided in the last column of Table B.1 or Table B .2, a homomorphism ϕ X defined in Proposition 2.1 that satisfies ϕ X (⟨inv(G)⟩) = {1}. It is easy to see that each remaining group not provided with a homomorphism is generated by involutions by noting that the generators p, q, r, and s (if the group belongs to class M III (m)) can actually be obtained as a product of involutions.
Therefore, we have the following theorem, which classifies the groups generated by involutions from the classes N II (m), M II (m), and M III (m). The prime objective of this section is to prove the following theorem, which classifies the string C-groups of order 2 m and exponent at least 2 m−3 . The corresponding diagrams of these string C-groups are provided in Figure 2 .
Theorem 4.1. Let G be a string C-group of order 2 m . 
If G is a disconnected string C-group with exp(G)
5. If G is a connected string C-group with exp(G) = 2 m−3 , then We first give a proof of the easier statements of Theorem 4.1.
Partial Proof of Theorem 4.1. Let G be a string C-group of order 2 m .
1. If exp(G) = 2 m , then m = 1 and G ≃ Z 2 . Let exp(G) = 2 m , then G is a cyclic group isomorphic to Z 2 m . Since the only cyclic group generated by an involution is Z 2 , we must have m = 1 and G ≃ Z 2 . The only disconnected string C-group of rank 2 is isomorphic to D 2 ≃ Z 2 × Z 2 , which has order 2 2 and exponent 2 2−1 . Thus, rank(G) ≠ 2. On the other hand, the only disconnected string C-group of rank 3 is isomorphic to D p 0,1 × Z 2 with p 0,1 ≥ 2. The diagram for this group is shown below.
If exp(G)
Note that the edge connecting the nodes corresponding to s 0 and s 1 must be deleted if p 0,1 = 2. If G were to have this diagram, we must have p 0,1 = 2 m−2 so that ord(G) = 2 m and exp(G) ≃ 2 m−2 . Hence, G ≃ D 2 m−2 × Z 2 .
If G is a disconnected string C-group with exp(G)
Let exp(G) = 2 m−3 with m ≥ 4 be disconnected. Then, from Section 3, we have that rank(G) = 2, 3, or 4. An argument similar to the one used earlier in the case when exp(G) = 2 m−2 can be used in this case to show that rank(G) ≠ 2. Similarly, the only disconnected group of rank 3 is isomorphic to D p 0,1 × Z 2 . If this group has exponent 2 m−3 , then p 0,1 = 2 m−3 . However, this will result to a group of order 2 m−1 only. Thus, rank(G) ≠ 3. Now, a disconnected string C-group of rank 4 is isomorphic to either
where H is a string C-group of order 2 m−1 . The diagrams for these groups are shown below.
Note that the edge connecting the nodes corresponding to s j and s j+1 must be deleted if p j,j+1 = 2. If G were to have the first diagram, we must have (up to duality) p 0,1 = 2 m−3 and p 2,3 = 2 so that ord(G) = 2 m and exp(G) ≃ 2 m−3 . If G, on the other hand, were to have the second diagram, then H must have exponent 2 m−3 . Thus, H is a group of order 2 m ′ and exponent 2 m ′ −2 , where m ′ = m − 1. As will be shown in Section 4, H must be disconnected and, hence, from the previous result,
To complete the proof of Theorem 4.1, it remains to show that only the groups M II−D,3 (m) and M II−D,19 (m) in the set Γ defined in the previous section are connected string C-groups and that both have type {4, 2 m−3 }. The proof combines the arguments in the proofs of two propositions found in the next two subsections. In the first subsection, we show that these two groups are indeed connected string C-groups of type {4, 2 m−3 }. In addition, we also give descriptions of their structures as products of proper subgroups (see Proposition 4.2). In the second subsection, we show that all the other remaining groups in the set Γ (see Proposition 3.3) are not connected string C-groups (see Proposition 4.6).
Completing the proof of Theorem 4.1, Part 1
Recall the group presentation
where e 6 = 1 if n = 3 and e 6 = 0 if n = 19, from Section 3.2.1. Using the relations in the presentation, we can prove the following. 
We have the product decompositions
3. We have the alternative presentations
where e 6 = 1 if n = 3 and e 6 = 0 if n = 19. Thus, if W = [4, 2 m−3 ] is the Coxeter group with distinguished generators w 0 , w 1 , w 2 , then
Proof. Let s 0 = r, s 1 = rq = q 3 r, and s 2 = q −1 rp = p −1 q 3 r. x 2 = q x 1 (rq) x 2 and every element of H 1,2 can be written in the form (s 1 s 2 ) x 3 s 1 x 4 = p x 3 (rq) x 4 , where 0 ≤ x 1 ≤ 3, 0 ≤ x 3 ≤ 2 m−3 − 1, and x 2 , x 4 = 0, 1. Suppose that for some
Since q 2 ∉ ⟨p⟩ and ord(q) = 4, it follows that x 1 , x 3 = 0. On the other hand, if x 2 − x 4 = 1, then q x 1 rq = q x 1 q 3 r = q x 1 +3 r = p x 3 , which is equivalent to p −x 3 q x 1 +3 = r. This cannot happen because r ∉ ⟨p, q⟩. Thus, H 0,1 ∩ H 1,2 = ⟨s 1 ⟩. Thus, ⟨s 0 , s 1 , s 2 ⟩ satisfies the intersection condition by Lemma 2.3. 
Let H
Completing the proof of Theorem 4.1, Part 2
We now show that except for M II−D,3 (m) and M II−D,19 (m) no other group in Γ is a connected string C-group. To do so, we shall appeal to the following two lemmas, which give conditions under which the intersection condition is violated.
Lemma 4.3. Let G ∈ Γ and s 0 , s 1 , s 2 ∈ G be involutions with a connected string diagram. 1 , then G is not a connected string C-group with respect to any set of distinguished generators containing s 0 , s 1 , s 2 .
Lemma 4.4. Let G ∈ Γ. If for a fixed central involution ζ ∈ G, (t 0 t 1 ) 2x = ζ is solvable in the variable x for any pair of non-commuting involutions t 0 , t 1 , then G is not a connected string C-group (with respect to any set of distinguished generators).
The proof of
1 , then ⟨s 1 ⟩ ≨ ⟨s 1 , ζ⟩ ≤ ⟨s 0 , s 1 ⟩ ∩ ⟨s 1 , s 2 ⟩. This follows from connectedness of the string diagram (that is, s 1 is not a central involution), which further implies that s 1 ≠ ζ. The hypothesis of Lemma 4.4 is a more restrictive version of that of Lemma 4.3. Consequently, the proof of the former follows from that of the latter.
It is important to mention that if the hypothesis of Lemma 4.3 (resp. Lemma 4.4) is satisfied by the involutions s 0 , s 1 , s 2 (resp. t 0 , t 1 ), then it is also satisfied by the involutions s
Thus, when using either lemma, it is enough to consider involutory coset representatives of Z(G).
The next lemma whose proof follows from the basic properties of cyclic groups, will be used as a companion result to Lemma 4.4. Lemma 4.5. Let G be a 2-group. For any non-identity element g ∈ G and integer c ≢ 0
has a solution in the variable x.
With this series of lemmas, we are now ready to prove the following proposition. Proof. The proof is computational. For brevity, we show only the computations for some groups. The rest can be done in a similar fashion. In Tables C.1 . We obtain the equations (q ⋅ p i r)
. By Lemma 4.5, these equations are solvable.
For
We obtain the equations (r ⋅ p j q) 
3. Let n = 3, 4, 5. Then, by Proposition 3.2, M III,n (m) can be decomposed as ⟨p, q, r, s⟩ ≃ ⟨p, r, s⟩×⟨q⟩, where ⟨p, r, s⟩ is isomorphic to N II,n (m−1). Thus, an involution w ∈ M III,n (m) can be written in the form w = uv, where u = 1 or is an involution in ⟨p, r, s⟩ and v = 1 or q. It follows from (1) after setting m ∶= m − 1 that if t 0 and t 1 are non-commuting involutions in M III,n (m), then (t 0 t 1 ) 2x = p 2 m−4 is solvable.
4. Consider now the group M II−E,1 (m). We look at those involutory coset representatives s 0 , s 1 , s 2 of Z(M II−E,1 (m)) with a connected string diagram for which (s 0 s 1 ) 2x 1 = (s 1 s 2 ) 2x 2 = p 2 m−4 is not solvable. These triples (up to duality or re-indexing) are listed in 
Conclusion
This work provided a classification theorem for string C-groups of order 2 m and exponent at least 2 m−3 . We have shown that except for the trivial cases (the cyclic group Z 2 and the dihedral group 
Two groups in the classification are disconnected. One is isomorphic to D 2 m−2 × Z 2 and the other is isomorphic to
The former belongs to class N II (m) with rank 3 and exponent 2 m−2 while the latter belongs to class M III (m) with rank 4 and exponent 2 m−3 .
The method of proof of the said classification theorem relied on the completeness of the list of the groups of order 2 m , exponent at least 2 m−3 , and rank at least 3. Previous literature provided the complete list of these groups except for those whose exponent is exactly 2 m−3 . Thus, the task of completing the missing groups was accomplished prior to the classification. Using the presentations of the groups provided in McKelden's paper [17] , we performed via GAP a parameter search that gave rise to groups that are not isomorphic to any of those already in the list. The search gave us a total of ten additional groups of rank 3 and four additional groups of rank 4 that were previously missing from McKelden's list.
From the original 146 groups originally considered, we have narrowed down the list of candidates for string C-groups to 22 groups generated by involutions. This significant reduction was due to the use of a result, which we established, that gave a necessary condition for a 2-group to be generated by involutions. All the groups in the shortlist, except for M II−D,3 (m) and M II−D,19 (m), were shown not to be connected string C-groups by applying a series of lemmas whose respective hypotheses violate the intersection condition.
The restriction on the exponent of a group was an important consideration in our classification. The need for this restriction is a testament to the difficulty of the general problem of characterizing string C-groups of order 2 m whose solution we primarily intended to contribute. In theory, the method presented in this work may be applied to classify string C-groups of order 2 m and exponent 2 m−4 . As an initial step, one might consult [3, 8] for a list of known groups of this given exponent. It would certainly be interesting to investigate the deeper role of exponent in the characterization of string C-groups. 
