ABSTRACT: This paper examines the potential of polysulphone film (PSF) as a dosimeter for unweighted solar ultraviolet-B radiation (UVB; 280 to 320 nm) in different seawater conditions in tropical latitudes. PSF's accuracy is determined by water type and depth range. The film may be used over a depth range of 7 m with measurement errors of less than 5 % in oceanic type waters, such as are found around coral atolls and islands. In clear but coloured continental coastal waters the range decreases to 2.2 m. Calibration functions are presented for use of the film both in air (e.g. an intertidal setting) and underwater over the UVB dose range of about 1.5 to 40 kJ m-' A comprehensive analysis of errors arising from the use of PSF, in air and underwater, is given. The film offers a cost-effective and simple technique for studying biological responses to solar UVB radiation in many tropical marine habitats, including intertidal and subtidal coral reefs.
INTRODUCTION
Accurate measurement of solar ultraviolet-B (UVB; 280 to 320 nm) radiation above and below the water surface in marine ecosystems is crucial to our understanding of the effects of this portion of the solar spectrum on living organisms.
Although UVB represents less than 1 % of the total energy of the solar spectrum reaching the earth's surface, the high energy in each quantum at these short wavelengths damages some of the most important biological processes, the principal target being the DNA molecule (Jagger 1985) , although protein damage also occurs (Hader 1997) .
Accurate measurements of UVB are technically difficult to achieve. A variety of techniques and instrumentation has been developed, each with its own advantages and drawbacks, which include considerations of complexity, cost, convenience, sensitivity, and accuracy. The methodologies give rise to a generalised separation of data into 2 types, namely instantaneous measurements and measurements integrated over 0 Inter-Research 1999 Resale of full article not permitted time (dosimetry). Instantaneous measurements of irradiance (W m-2) can only be achieved effectively using scanning or narrow-band spectroradiometry. Although such measurements may be accumulated over time to allow computation of dose, the practicality of continuous spectroradiometry is more often severely limited by the complexities of the instruments, their expense, and problems of power, portability and stability over time. Dosimetry, on the other hand, is largely undertaken using biological or chemical indicators. It is with these latter techniques that this paper is concerned.
A number of chemical and biological dosimetry techniques for measuring solar UVB radiation have been proposed over the last 20 yr. Biological methods include the use of bacterial strains of Escherichia coli (CSRO6) deficient in DNA repair mechanisms (Karentz & Lutze 1990) , dried spores of Bacillus subtilis (Quintern et al. 1992) , 14C thymidine-labelled DNA and bacteriophage (0x174 DNA (Regan et al. 1992) , nleasurements of cyclobutane pyrimidine dimers (Jeffrey et al. 1996) , and solutions containing DNA molecules (Boelen et al. 1999) . Chemical dosimetric techniques have involved polymer films such as polysulphone (PSF) (Davis et al. 1976 ), ally1 diglycol carbonate (CR-39) (Wong et al. 1989 ), a composite system of nalidixic acid, 8-methoxysaralen, phenothiazine, PSF (Parisi & Wong 1996) and o-nitrobenzaldehyde (Fleischmann 1989) .
The biological techniques almost exclusively record UVB damage to DNA and subsequent evaluation of this damage using radiochromatographic assays, plaque formation, or dye staining techniques. Since the prime target for UVB damage in biological systems is DNA (Jagger 1985) , these techniques have an advantage in that they incorporate precisely the DNA action damage spectrum into their results. Their overwhelming disadvantage is that they all involve labourintensive and complex procedures. They also do not lend themselves to studies involving other biological effects of UVB such as the erythemal response in humans (sunburn), and it is by no means certain that whole organism responses to UVB can be directly related to DNA damage alone. Consequently they tend to be used only in DNA related studies and to date there are few indications that they have been used extensively.
Chemical dosimetry techniques are invariably simpler. However, the main drawback of these techniques is that the wavelength responses of the various polymer films are neither uniform across the UVB waveband (i.e. recording unweighted UVB), nor do they mimic any known biological action spectrum. One technique proposed by Fleischmann (1989) uses a chemical whose spectral sensitivity extends well into the UVA (320 to 400 nm) portion of the spectrum, necessitating the use of cut-off filters to adjust its response to W B . In addition, a build up of the reaction product causes artifacts in the radiation measurements (Morales et al. 1993) . A better technique uses a polymer (CR-39) (Wong et al. 1989) , which has a spectral response that rapidly tails off at wavelengths above 300 nm, mimicking the human erythemal response and making it suitable for both unweighted UVB dosirnetry and biologically relevant studies; this technique suffers however from the requirement of etching the film chemically after UV exposure before determining optical density as a measure of UVB dose. More recent composite systems of Parisi & Wong (1996) probably offer greater flexibility, allowing as they do for biologically effective exposure for any biological process to be calculated with a better than 20 % accuracy; however, preparation and availability of the material at present limit the benefits of this technique.
Of all the techniques, PSF currently offers the greatest likely benefits. Its spectral sensitivity is relatively flat between 280 and 310 nm, thereafter reducing sharply to 32 % at 320 nm, 4 % at 330 nm, and ceasing to respond to wavelengths above 340 nm (Davis et al. 1976 , CIE 1992 . Its response is independent of dose rate (Bunsen-Roscoe law). The chemical constituent in the film (polysulphone) darkens following exposure to ultraviolet radiation, and its dose response can be assessed by measuring its change in absorbance at 330 nm using a spectrophotometer. Furthermore, it is robust, environmentally stable, easy to use, and commercially available at relatively low cost. It is hardly surprising, therefore, that it has been used extensively in human erythemal studies (Diffey 1989) and later in plant studies (Parisi & Wong 1994) . Apart from some work by Diffey (1989) little has been published concerning its ability to resolve small differences in dose, or to identify the full range of errors associated with its use. This is understandable in the context of its use in human erythemal studies where research is primarily concerned with relatively large differences in dose. While it can be used to record both unweighted or biologically relevant UVB, it must be calibrated appropriately. Examples of previous unweighted calibrations in air using 40 pm thick film can be found in Parisi & Wong (1994) for the waveband 280 to 340 nm, in Webb (1985) for wavelengths 300 to 316 nm, and a generalised calibration function in Diffey (1989) . Although its use underwater has been mentioned (Davis 1977) , no investigation of this application has been undertaken.
The purpose of this paper is to examine the potential for using PSF in an intertidal and underwater environment, to examine its resolving power and the range of errors involved with its use, and to present a calibration for the recording of unweighted W B (280 to 320 nm) both in air and underwater for the currently available 50 pm film thickness. Specifically, I will cover the following areas: (1) Measurement of absorbance changes in the film and the choice of spectrophotometer, (2) errors associated with changes in the solar spectrum during the course of a day, at different latitudes, weather conditions, and in different water types and at different depths, (3) calibration functions and their accuracy in dose computation.
MATERIALS AND METHODS
Commercially available PSF can be purchased from the Regional Medical Physics Department, Newcastle General Hospital, Newcastle upon Tyne NE4 6BE, United Kingdom. Film is supplied in roll form, 60 cm wide, 50 pm thick. Cut sections of film were mounted in conventional plastic 35 mm glassless slide mounts, giving an area of 23 X 35 mm for exposure to solar UVB radiation. Although sufficiently robust for most applications, the planned use of the film in a marine intertidal setting, coupled with the requirement to block W B from entering the film from the reverse side, involved the insertion of an additional polymer film in the mount during field deployment. Many types of film would prove suitable for this purpose; in this case 40 pm thick Sun-Gard window film (NRW 400 C90 PS SCR 19412, Bonwyke Ltd, 41 Redlands Lane, Fareham, Hants P014 IHL, United Kngdom) was used. The spectral transn~ission properties of this material are illustrated in Fig. 1 . It blocks all UVR below 340 nm.
UVB dose computation using PSF density (AA330) was computed from each pair of readings. All films were subjected to minimum handling (where necessary surgical gloves were used) to avoid grease and other contamination. Films deployed underwater in field conditions were cleaned before measurement, using freshwater, and air-dried; gentle brushing with a soft toothbrush during this process had no adverse effect. Measurements of post-exposure absorbance were made 12 h after exposure. In all other respects the protocols in Diffey (1989) were followed.
In order to compute UVB dose, the absorbance of the film is measured at a wavelength of 330 nm. At this Errors due to changes in the solar spectrum wavelength the film is slightly opaque and errors in the during the course of a day, at different locations, absorbance readmg due to scattering can arise. To and in different water types and depths investigate the effect of these errors, measurements of the optical density of the film were made using a typiIn order to compute the errors due to the non-linear cal laboratory spectrophotometer (Hewlett Packard spectral sensitivity of PSF and changes in the spectral HP8452A single beam, reverse optic diode array dedistribution of solar UVB, scans of global downwelling sign; for full specification see Dunne 1999 ) and comirradiance (Ed) were made using the SR9910 spectrorapared with results obtained from a Macam Photomediometer equipped with a 271 cosine corrected sensor trics SR9910 spectroradiometer (see Dunne & Brown following the procedures in Dunne & Brown (1996) . 1996) fitted with fibre optic attachments and using a
The response of the PSF (EPSF) was then computed by stabilised quartz halogen lamp source.
weighting the recorded UVR irradiance by the PSF For routine measurements of f h s deployed in the spectral sensitivity as defined by Davis et al. (1976) , so field the SR9910 spectroradiometer was used, since its that: design eliminates the need to correct readings for scattering effects. Pre-and post-absorbance measurements of optical density were made at 330 nm from the EPSF = '7Ed (h)Epsr (h)dh at Phuket, Thailand (7" 49.9' N, scans. The underwater calibration was conducted with the slides and spectroradiorneter sensor submerged 5 cm underwater in a shallow aquarium. In both the air and underwater calibrations the slides were mounted horizontally directly adjacent to the spectroradiometer input sensor. Slides were deployed for various exposure periods between 08:30 and 16:30 h. A total of 47 slides was used for the underwater calibration. For the air calibrations 48 slides were used on 21 February 1999, and a further 8 on 22 January 1998. Two replicate measurements of absorbance were taken from different areas on each slide. Use of the UVB blocking film (NRW 400) behind each slide ensured that the film received the same solar radiation field as the 2x cosine corrected input of the spectroradiometer. The spectroradiometer was set to scan at 1 min intervals between 280 and 400 nm (step length 1 nm, 200 ADC conversions, scan time 40 S); pre-calibration and wavelength checks were made against secondary lamp sources traceable to National Physical Laboratory (UK) standards. Maximum solar altitudes on the days were 62.5' (at 12:38 h) on 22 January 1998, and 71.1" and 71.5" at 12:40 h on 20 and 21 February 1999, respectively. The spectroradiometer measurements for the underwater calibration were adjusted for the 'immersion effect' (Tyler & Smith 1970) .
Statistical testing
Statistical comparisons of data were made using GraphPad InStat V 3.0 (Graph- 
Q
paid to the optical configuration or type of spectrophotometer used for these measurements. Visual inspection of PSF, however, shows a degree of opacity which will give rise to scattering of the spectrophotometer measurement beam. The A330for unexposed filrn typically gives a value of about 0.09A (Fig. 2) uslng an optical conf~guration which removes any scattering effect (SR9910 with fibre optic input). However, use of spectrophotometers which are configured for simple transmission measurements of optically clear samples may give rise to considerable errors. One such instrument (Hewlett Packard HP8452A) gave a high reading of A330 = 0.46 (Fig. 2) due to the scattering losses. Applying a simple baseline correction using the absorbance at 400 nm (0.347A) removes most of the scattering error, so that A330 becomes 0.11, a value which still contains a n error about 22% above the true absorbance. The consequence of scattering will therefore be important when the pre-and post-absorbance measurements are made with optically different instruments, or even at different points along the optical path of the same instrument. Most of the errors can be avoided if both measurements are taken with the same instrument. In the case of the example in Fig. 2 , measurements for the same sample of film gave a value of = 0.423 from the SR9910 (no scattering losses) compared with 0.452 from the HP8452A, a difference of 7 % . Although this may be acceptable in experiments Wavelength (nrn) The computation of UVB dose requires measurement of the absorbance of the where only large differences in dose are being compared and absolute units of UVB dose are not required, nonetheless it illustrates the care that should be exercised. Ideally, measurements should be made with a spectrophotometer designed to measure transmission through opaque samples (e.g. with fibre optic, preying-mantis, or integrating sphere attachments).
Changes in the solar spectrum over the course of a day
Changes take place in the spectral power distribution of UVR over the course of a solar day, due primarily to the variation in the atmospheric path length of the direct solar beam. As a result, PSF used to record UVB dose for different portions of a day would be expected to contain measurement errors. The most extreme errors are likely to arise when the variation in atmospheric path length is greatest, i.e. on days when the solar zenith is directly overhead (sun altitude 90"). In the present examination, above water spectroradiometer scans for 22 January 1998 at Phuket, ThaiT~me of day land, recorded every 5 min (n = 144) were used. Maximum sun altitude was 62.5". Fig. 3 shows the diurnal variability in the unweighted UVB irradiance and the PSF response spectral errors. Between 9:00 and 16:30 h (sun altitudes 30" and 27", respectively) the error between the UVB and the PSF response (EPSF) is less than 2%. At lower sun altitudes the error progressively increases, reaching 5 % error for a sun altitude of 20" (before 8:15 and after 17:05 h) and 10% for a n altitude of 13" (before 07:45 and after 17:35 h). Sunrise was at 6:45 h and sunset at 18:30 h. The extent of sun altitude errors on the use of PSF at different tropical latitudes can be illustrated by considering the annual variation in day length and the solar zenith. Within the tropics (N/S 23"27') the day length varies between a maximum of 13.5 h and a minimum of 10.5 h at the northern and southern extremities; in between the variation is smaller. For all tropical latitudes the length of time that the sun altitude is below 20" is largely independent of time of year and latitude, and represents 1.5 h at the beginning and end of each day. Similarly, the variation in the solar zenith within the tropics will be maximum at the extremities, from a minimum altitude of 43" to a maximum of 90" depending on the time of year. Use of the film at any tropical latitude for the major part of any day will therefore be well within an error bracket of +5 %. Where the film is only deployed for short periods at the beginning and end of daylight hours, errors will be unacceptably high. In practical terms, however, the dose of UVB and therefore the change in absorbance recorded by the film in the first and last hour and a half of daylight is so small as to be below the reliable range of the calibration curves (0.1 AA330). Where longer periods of deployment include these early and late times of day the error contribution diminishes geometrically (Table  l) , and is in any event subsumed into the overall calibration error (see 'Calibration of PSF for unweighted UVB solar radiation'). Fig. 3 also shows the potential errors which would be associated with the use of PSF to record DNA damage (based on the action spectrum of Setlow 1974) . In this particular case it can be seen that the errors are unacceptably large, because of the large disparity between the wavelength response of PSF and the DNA action damage spectrum. PSF does not therefore behave a s an accurate proxy for DNA damage.
Cloud effects
Clouds and atmospheric aerosols are known to have little effect on the spectral quality of solar UVB (Zerefos 1997) . Nonetheless, in order to determine the magnitude of any effect, the ratio of the UVB/PSF response was compared between a clear-sky day (22 January 1998) and a heavily overcast day (18 March 1994) at Phuket. To avoid effects due to changing atmospheric path length, only data between 10:26 and 1455 h were compared. Although there was a significant difference (Mann Whitney test, p < 0.0001) between the ratios under the 2 different conditions (cloudy day ratio 1.0971 k0.0082 SD, n = 10; clear-sky ratio 1.0893 *0.0022 SD, n = 54) the percentage variability only amounts to 0.72%. Fig. 4A shows the range of individual data points and the variation in the irradiance for these 2 days. Latitude, seasonal and weather condition effects
In Fig. 4 the effects of different months, latitude, and weather conditions are compared. The percentage errors shown are the extent to which the ratio of solar UVB/PSF response will vary when compared to clearsky conditions and high sun altitude (12:30 h at Phuket on 22 January 1998, sun altitude 62.5"). Although this is not a comprehensive latitude and seasonal analysis for the whole tropical region, nonetheless it might be expected to reveal whether significant differences are likely to be found. The data cover a total of 4 different months (January, February, March, July) from 2 different locations (Phuket 7" N, Maldives 4' N) and 2 different weather conditions (clear days, overcast day). As might be expected from Fig. 3B there is an exponential relationship of increasing error with decreasing sun altitude (r2 = 0.96, p < 0.0001, n = 136). The 99% confidence interval demonstrates that errors of less than *5% will be found for sun altitudes above 21°, similar to the earlier findings for a single location under clear sky conditions. Table 2 extends this comparison to a further range of years and includes a comparison to a high-latitude site (54" N) for May and January. Even the high-latitude site shows good comparison dunng the early summer, whilst a major contribution to the high error (26%) at t h s site for January is Likely to be the very low sun altitude (12.7'-the maxlmum on this day did not exceed 13") and can be compared to values of 10% obtained for similarly low sun altitudes at the tropical sites. The additional error is possibly due to differences in stratospheric ozone.
Dunne. Ultrav~olet-B doslmeter solar spectrum will be markedly different from the above water spectrum. The spectral variation is parbcularly acute in the shorter wavelength UVR bands. For the purpose of the computation of errors associated with the use of PSF as an unweighted UVB dosimeter, 3 previously studied water types are used in this paper. All 3 are fully described in an earlier paper (Dunne & Brown 1996) ; they are (1) clear oceanic water from a midocean atoll island lagoon (North Male, Maldives, Indian Ocean), (2) clear but green coloured water around a continental high island (KO Racha Yai, Phuket, Thailand, Andaman Sea), and (3) highly turbid and very green coloured water adjacent to a contmental Changes in stratospheric ozone concentration land mass (Phuket Marine Biological Center [PMBC], Thailand, Andaman Sea). At each of these sites spectroNatural seasonal variation in stratospheric ozone radiometer scans of downwelling irradiance have been concentration in the tropical belt is relatively small recorded and the attenuation coefficients computed for (240 to 280 Dobson Units [DUI) compared to that in the full solar spectrum (280 to 700 nm) over a depth high latitudes, e.g., 52" N (280 to 400 DU) (Cutchis range from the water surface to 5 m (Dunne & Brown 1982) . Webb (1985) examined the use of the film for 1996). These scans were used to compute the PSF rerecording unweighted solar UVB (300 to 316 nm) at 52" sponse in this paper. N and showed that a single calibration function would
The errors associated with the use of the PSF are hold good for any changes of ozone between the summarised in Table 3 , expressed as the percentage months of May and August (321 to 393 DU; range 72 by which the film overestimates the unweighted UVB DU), and similarly between October and January (273 due to spectral changes at each depth and in each to 366 DU; range 93 DU). This implies that the small water type compared to its use at the water surface. annual range of stratospheric ozone of only 40 DU in the tropics is unlikely to sequence of the suspended particulate
In the case of the Maldives and KO Racha Yai water radiation received. The relationship determined types, the errors increased linearly with increasing empirically by Diffey et al. (1982) for UVB at 297 nm depth (linear regression, Runs test for linearity). For takes the generalised form: the Maldives 47 % of the increase could be attributed to depth factors (r2 value), whilst at KO Racha Yai this Dose = a (AA77,,)" dependency was even more marked (87 % ) . At the where a and bare constants whose values vary accord-PMBC site the errors increased in an exponential maning to the wavelength of the irradiating UVB source. ner, probably because of the shallow bottom depth Webb (1985) extended this calibration function to poly-( 9 m) and the suspended sediment composed of very chromatic solar UVB between the wavelengths 300 to fine terrigenous clay which resulted in increased tur-316 nm for the absorbance range 0.1 to 0.4 AA3?,); above bidity closer to the sea bed. At the Maldives site, statis-0.4AA330 she found that the film response began to tical testing (ANOVA and Tukey-Kramer multiple post depart from the calibration curve. Webb (1985) also hoc tests) indicated that significant differences in the noted that the magnitude of the calibration constants a UVB recorded by the PSF start to be detectable beand b varied with changes in the thickness of the film, tween the surface and 3 m, or depth differentials of 3 m and the difference in solar spectral distribution or more.
between winter and summer for the United Kingdom. Data for the errors from KO Racha Yai and PMBC Subsequent calibrations have been made for 40 pm were heteroscedastic and could not be transformed to thick film for erythema1 radiation (Diffey 1989 , Diffey permit the use of ANOVA. Initial testing of the whole 1997), and for solar UVB between 280 and 340 nm depth range (+0 to -5 m) was therefore carried out (Parisi & Wong 1994) . In these latter cases the calibrausing a Kruskal-Wallis test, followed by Dunn's multition has involved a cubic polynomial function describple comparisons. For KO Racha Yai these results indiing the dose response to a maximum of 0.45AA330. The cated that errors are also detectable for depth ranges lack of linearity exhibited in the dose response has exceeding 3 m. However, the magnitude of the errors been attributed to the protective filtering effect of the and the associated standard deviations in Table 3 new absorption centres produced follotving the reacmake it unlikely that KO Racha Yai is similar to the tion of polysulphone with the ultraviolet radiation Maldives water type. The similar result is likely to be a (Davis et al. 1976 ). function of the red.uced power available in the nonIn this study of the newer 50 pm thick film, data from parametric test. Multiple 2-tailed t-tests between the combined air calibrations and the underwater calidepths (adjusted to maintain cx = 0.05, and using bration were plotted graphically and curves fitted Welch's correction where data was heteroscedastic) empirically using Tablecurve 2D V3.05 (Jandel Scienindicated that differences arise at a depth range of 2 m.
tific Software). The best fit in each case was deterSimilar testing for the PMBC water type gave a value mined from the r2 value, F statistic for the overall fit, of 1 m.
95% confidence intervals for the parameters, and the In most biological studies a systematic error of up to residuals of each data point. In both calibrations the + 5 % is Likely to be quite acceptable. In these circumcurve was a 2-term polynomial of the form: stances the useful depth range at each site is extended to 7 m at the Maldives, 2.2 m at KO Racha Yai, and Dose = a(AA330) + b (~L 4~3 0 )~ 1.7 m at PMBC. Similarly, it would also be feasible to Fig. 5 shows the fitting of the underwater calibration. carry out a spectroradiometer profile at the site of use The air calibration gave a similar plot. Values for the of the PSF, compute the error correction required over parameters and the quality of fits are displayed in the depth range of proposed use, and apply this to the readings from the PSF. The profile would, however, be limited to circumstances Table 4 . Calibration curve fit statistics for 50 pm PSF. All equations are in where the colour and turbidity of the water the form: Dose = a ( A A , , , ) + ~( A A , , , , ) " portional to the dose of monochromatic UVB did not change significantly over the period of use.
Calibration of PSF for unweighted
UVB solar radiation
The change in absorbance of PSF as measured at 330 nm has been shown to be pro- which prevent a 'perfect fit' for a calibration relationship, and those concerned Fig. 6 . Percentage error in the computed dose at the 95% confidence interval (solid lines with symbols) for the calibration equations (see Table 3 Diffey (1989) and Gibbs et al. (1984) . l Diffey (1989) This can be seen to be broadly in agreedotted lines: 95% confidence intervals ment with the error given by the 95% confidence interval. Gibbs et al. (1984) showed that the Table 4 . Because the absorbance/dose response is nonreliability index (0.65) for a single measurement of linear, the 95% confidence interval (expressed as a the absorbance change can be significantly improved percentage error in the computed dose) reduces with by sampling from 4 replicates (reliability 0.83), with increasing absorbance (Fig. 6) . As can be seen from the little improvement with a higher number. Most of the difference in the parameters of the air and underwater improvement is in fact achieved at the 3 replicate calibrations the same UVB dose results in a larger point (0.81). Using a standard glassless 35 mm slide change in absorbance recorded by the film in air compared to its use underwater.
of the PSF to record precisely the same 1989) computed from 2 replicates The explanation for this is that when a mount, as in the present study, allows up to 4 replicates to be sampled across the surface of a single slide for the majority of spectrophotometers, given an adequate design of 'slide carrier'. However, in the present study 2 replicate samples gave a very high reliability of 0.99. The large improvement in reliability might in this case be related to improvements in manufacture of the present film whereby variations in thickness and quality in the latest commercially produced 50 pm film have been reduced compared to the older 40 pm hand made films. Tate (1979) had reported variations in film thickness of between 0.36 and 0.44 pm for older films, and Webb (1985) noted differences in the absorbance response due to this factor. The high reliability factor and the results of the computation of the coefficient of variation both indicate that single samples of 50 pm film may be used, and that the error in the unweighted UVB dose is accurately defined by the 95 % confidence interval. Over the calibration range 0.1 to 0.?hA330 the overall error can be expected, therefore, to be less than * 10% (95 % confidence) for use both in air and underwater (Fig. 6) . Furthermore, this overall error will incorporate all errors due to changes in the solar spectrum due to variations in the sun's altitude, and arising from the variations in the properties of the film.
CONCLUSIONS
In the field of solar UVB dosimetry, polysulphone film (PSF) is a low cost, easy to use polymer film which can be deployed in all environmental settings, above and below water, to record unweighted solar UVB (280 to 320 nm).
Computation of absolute UVB dose requires the measurement of the pre-and post-absorbance of the film at 330 nm using a spectrophotometer, and a calibration conversion function. Simple precautions are required in the choice and use of the spectrophotometer to avoid errors which arise from the opacity of the film, and give erroneously high absorbance readings due to scattering effects. Ideally the instrument should be configured to measure transmission through opaque samples (e.g. fibre optic, preying-mantis, or integrating sphere attachments), but the majority of any error can be reduced either by using baseline correction or careful alignment of the film sample in the same instrument for pre-and post-absorbance measurements.
A calibration function is required to convert the absorbance reading to a UVB dose. This function is nonlinear in the form of a 2-termed polynomial. The reproduceability of measurements from replicate samples of 50 pm thick film is very high (0.99), and the errors in computation of the UVB dose over the range 1.5 to 40 kJ m-' can be expected to be < +10% (95% confidence interval), equivalent to an absorbance change of 0.1 to 0.7A at 330 nm.
Additional errors are involved where PSF is used in underwater measurements, due to changes in the spectral quality of solar UVB in different water types and at different depths. In clear oceanic waters, such as those often found around tropical coral reefs, measurements of absolute solar UVB may be made between the surface and depths of 7 m, and comparative measurements over a range of 7 m at sub-surface depths, before significant errors (>5 %) in dose computation arise. This range decreases to 2.2 m in coloured clear coastal waters. At greater depth differentials PSF systematically overestimates UVB with increasing depth. If underwater spectroradiometer scans are available, however, these errors may be computed and the dose suitably adjusted, thus extending the depth deployment range of the film.
Although these depth ranges appear to be restrictive, they should be viewed in light of the requirement for UVB dosimetry and the nature of the biological communities to which this technique might be applicable. Intertidal and shallow subtidal coral reefs cover considerable areas of the tropical oceans, often in waters of exceptional clarity. Much of the biological diversity in these communities is to be found in the shallowest depths. Many of the coral species and other reef organisms have been shown to contain UVabsorbing pigments (mycosporine like amino acids) whlch may be present to enable them to survive the high UV irradiances which are a feature of their habitat. Differences in distribution of these pigments have been demonstrated between organisms, at different depths, and on differently oriented surfaces (Shick et al. 1996 , Banaszak et al. 1998 , Muszynski et al. 1998 . Relating these variations to the UV environment has proven notoriously difficult and expensive to achieve with existing techniques and technologies. The use of a simple and cost-effective tool such as PSF holds out much potential to investigate these and other related areas of biological study.
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