In the past decade many researchers have proposed new optimal portfolio selection strategies to show that sophisticated diversification can outperform the naïve 1/N strategy in out-ofsample benchmarks. Providing an updated review of these models since DeMiguel et al. (2009b) , I test sixteen strategies across six empirical datasets to see if indeed progress has been made. However, I find that none of the recently suggested strategies consistently outperforms the 1/N or minimum-variance approach in terms of Sharpe ratio, certaintyequivalent return or turnover. This suggests that simple diversification rules are not in fact inefficient, and gains promised by optimal portfolio choice remain unattainable out-of-sample due to large estimation errors in expected returns. Therefore, further research effort should be devoted to both improving estimation of expected returns, and possibly exploring diversification rules that do not require the estimation of expected returns directly, but also use other available information about the stock characteristics.
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Introduction and research question
Ever since Markowitz (1952) published his seminal portfolio selection paper, many researchers have tried to overcome the limitations of the classical mean-variance (MV) strategy. This is because it lacks stability and insufficiently accounts for estimation errors. Thus, small changes in the input parameters due to, for example, time-varying moments can cause large changes in the optimized portfolio. Hence, weights become sub-optimal and poor out-of-sample performance is observed. The error magnifying weight optimization based on unstable and noisy estimates of the moments has become widely known as the error maximization problem (Michaud, 1989) . This is because during mean-variance optimization, securities with disproportionately large estimated returns and small variances are over-weighted, even though these may in fact be securities with large estimation errors.
Generally, as dictated by the mean-variance problem, there are two dimensions to this extensively researched issue, namely the efficient estimation (or forecasting) of the variancecovariance matrix and expected returns. This dissertation focuses on expected returns and compares recent optimal strategies to the naïve 1/N diversification and the popular minimumvariance approach. It contributes to existing literature by analysing whether any progress with newly proposed portfolio optimization strategies has been made since the study by DeMiguel et al. (2009b) .
This research is motivated by empirical findings that the simple 1/N strategy outperforms the Markowitz and other sophisticated optimization rules in out-of-sample benchmarks (DeMiguel et al., 2009b) . Moreover, it is also a commonly used heuristic by investors who tend to irrationally ignore potential diversification benefits and simply spread their funds evenly across their chosen securities (Baltussen and Post, 2011; Benartzi and Thaler, 2001) . Hence, it is especially interesting to see if the widely adopted naïve approach is in fact inefficient and whether there is any gain to adopting complex and estimation-heavy diversification rules.
Additionally, there is a vast body of literature on portfolio selection strategies and the efficient estimation of moments. As of 2013 there are about 300 papers on expected return estimation alone (Green et al., 2013) . Especially, the accurate estimation of expected returns is crucial because MV-efficient portfolio weights are extremely sensitive to it (Best and Grauer, 1991) .
Therefore, in this paper the focus is not on efficient estimators of the variance-covariance of returns. This dissertation is not only practically relevant but also a contribution to existing research by providing an updated review of the effectiveness of weight optimization strategies put forth in the past decade.
The remaining structure of this dissertation is as follows: First, I will critically review relevant literature on portfolio selection strategies (section 2). Next, I describe the empirical datasets, provide definitions for all portfolio selection models considered and outline the evaluation methodology including metrics and statistical testing procedures (section 3). Finally, I discuss my empirical findings, limitations (section 4) and conclude with a summary of my results and their implications (section 5).
Literature review
The context of this dissertation is a large body of literature on sophisticated asset allocation models that go beyond the classical Markowitz strategy. It can broadly be categorized in Bayesian and non-Bayesian approaches to reducing moment estimation errors.
Bayesian Approach
The Bayesian approach is a popular choice, since it provides a natural solution to the parameter uncertainty issue by automatically accounting for estimation errors. The literature mainly differs on two aspects: how to choose an appropriate prior, and whether to base it on statistical or economic considerations.
Diffuse priors. This category of models is purely based on a statistical approach and relies on diffuse priors (Barry, 1974) . However, their performance tends to be poor and statistically indistinguishable from the classical mean-variance strategy, since they do not use any prior information about the parameters (Tu and Zhou, 2010, p.963; DeMiguel et al., 2009b DeMiguel et al., , p.1917 .
Shrinkage. Primarily, to reduce extreme estimation errors in expected returns, shrinkage introduces a small bias in the estimates and is attributed to James and Stein (1961) . In early versions, sample means are 'shrunk' towards the common grand mean, which reduces the variance of estimates (Jobson and Korkie, 1980; James and Stein, 1961) . A popular choice is the estimator introduced by Jorion (1986), as it also accounts for covariances and has thus been widely adopted (Tu and Zhou, 2011; DeMiguel et al., 2009b) . More recently, other approaches propose to also shrink the elements of the variance-covariance (VCV) matrix towards a single-factor model (Ledoit and Wolf, 2003) or the constant correlation estimate (Ledoit and Wolf, 2004a; 2004b) . However, as shown by Jagannathan and Ma (2003) , this is equivalent to imposing short-sale constraints on the minimum-variance portfolio. On the other hand, this may not necessarily hold for non-linear shrinkage methods, which shrink each of the sample VCV-matrix eigenvalues individually and determine the optimal shrinkage intensity for each based on its magnitude (Ledoit and Wolf, 2017) .
Economic priors.
Another Bayesian approach is to form an informative prior that is based on some reasonable economic belief to reduce the arbitrariness of the statistical methods.
Under Pástor (2000) and Pástor and Stambaugh (2000) the shrinkage factor and target are based on the investor's belief in an asset-pricing model (i.e. a prior belief about the asset's mispricing ) such as the Fama-French three-factor model. More generally, priors can incorporate any economic objective of investors, who may have some ex ante idea for the range of weights to be allocated to a security, for instance (Tu and Zhou, 2010) .
Non-Bayesian Approach
A broader set of models can be summarized as non-Bayesian approaches, where not only extensions of the classical framework, but also complete departures from it, are proposed.
Moment restrictions.
To reduce estimation error a restriction on the moment estimates can be imposed. This is achieved by reducing the Markowitz problem and only focusing on a single moment, or by exploiting the restrictions implied by the factor structure of returns. For instance, one can minimize portfolio variance alone. On the other hand, one can use MacKinlay and Pástor's (2000) 'missing-factor' model, which exploits mispricings embedded in the residuals covariance-matrix to improve expected return estimates.
Robust optimization. The robust formulation of the mean-variance model focuses on an investor that chooses the best portfolio under the worst possible scenario. The worst prior is chosen from an uncertainty set, which can be related to expected returns, covariances or some prior rule, for example (Anderson and Cheng, 2016, p.1362; Goldfarb and Iyengar, 2003, p.5; Lorenzo et al., 2007, p.42-43) . This is based on the multiple-priors and ambiguity-aversion literature coined by Gilboa and Schmeidler (1989) and Epstein and Schneider (2003) .
However, the value of robust portfolio models is unclear, as their performance seems to lie between the sample MV and the minimum-variance portfolio (DeMiguel et al., 2009b (DeMiguel et al., , p.1927 .
Moments forecasting.
Using daily data DeMiguel et al. (2014) model stock returns and exploit serial correlations by fitting vector-autoregressive models, for example. However, this approach may suffer from the fact that while sampling error is reduced, it is at the cost of model specification error (Martellini and Ziemann, 2010, p.1468) . The same issue applies to forecasting covariances using constant covariance models or dynamic multivariate GARCHmodels (Engle, 2002; Chan et al., 1999) . To overcome this issue, DeMiguel et al. (2013) suggest the use of forward-looking option implied volatilities and correlations instead.
Mean-variance timing. To reduce turnover and improve over naïve diversification, Kirby and Ostdiek (2012) propose two simple timing strategies, which rebalance based on (1) estimated changes in conditional volatilities, and (2) reward-to-risk ratios. Similarly, Moreira and Muir (2017) scale returns by the inverse of their previous month's realized variance, which leads to less risk exposure when variance was recently high and vice versa. They find that their volatility-managed portfolios increase Sharpe ratios and produce utility gains for a meanvariance investor.
Portfolio constraints. Further, both Jagannathan and Ma (2003) and DeMiguel et al. (2009b) show that short-sale constraints improve performance and argue that it is as efficient as linear shrinkage. Moreover, DeMiguel et al. (2009a) suggest to impose additional norm constraints, which require the norm of the vector of portfolio weights to be smaller than a given threshold. Other researchers propose variants of the MV-portfolio, with diversification constraints on the weights of its components such as the 'equally-weighted risk contribution' or 'maximum diversification' portfolio (Maillard et al., 2010; Choueifaty and Coignard, 2008) .
Firm characteristics. Since many extensions of the MV strategy exhibit weak out-ofsample properties, Brandt et al. (2009) suggest a novel approach of forming portfolios by modelling the equity portfolio weights directly using asset characteristics as predictive variables. By maximizing average investor utility over a historic sample period given some stock characteristics, such as capitalization, book-to-market ratio and lagged return, Brandt et al. (2009) find robust out-of-sample performance.
Higher-order moments. In the presence of non-normality of returns, Martellini and Ziemann (2010) suggest to make the mean-variance problem four-dimensional including expected returns, second, third and fourth moments of asset returns. 1 By reducing the dimensionality of the higher-order moments estimation problem, they document superior outof-sample performance over simple mean-variance optimization. However, modelling higherorder moments is still challenging in practice, due to an exponential increase in parameters (Brandt et al., 2009) .
Optimal combination of portfolios. Finally, similarly to shrinkage, the combination of portfolios is used to balance the trade-off between bias and variance. For example, 1/N is a highly biased strategy with no variance, whereas sophisticated optimization schemes are often unbiased asymptotically, but exhibit high variance in small samples (Tu and Zhou, 2011, p.2) .
By Bayesian-averaging or optimizing combination weights for a mean-variance investor, past research documents out-of-sample performance gains through combining high bias with high variance strategies (Anderson and Cheng, 2016; Tu and Zhou, 2011; DeMiguel et al., 2009b; Kan and Zhou, 2007) .
To conclude, recently proposed portfolio selection models that focus on reducing the impact of estimation error of expected returns considered in this study are summarized in Table 1 .
Performance evaluation of optimal portfolio strategies
Aside from proposing new optimization strategies, researchers are also concerned with evaluating the performance of the various asset allocation strategies using simulation or empirical studies. While DeMiguel et al. (2009b) find empirically that optimal strategies fail to 1 Modelling higher-order moments is not only important in the presence of non-normally distributed returns. More generally, all risk diversification approaches adopting Markowitz preferences are subject to criticism on the basis of failing to use an appropriate measure for risk, which has traditionally been the second moment of returns. This is because research shows that investor preferences go beyond simple volatility measures as they deliberately underdiversify from a mean-variance perspective. For instance, investors derive utility from positively skewed asset return characteristics (Mitton and Vorkink, 2007) . This has also been noted by Kahneman and Tversky (1992; 1979) , in their seminal papers on prospect theory and asymmetric preferences in the domain of highly and less probable losses and gains (i.e. fourfold pattern of risk attitudes).
outperform naïve diversification consistently, other studies report the opposite result (Kirby and Ostdiek, 2012; Tu and Zhou, 2011) . These findings are largely based on rolling-window procedures to estimate out-of-sample Sharpe ratios, certainty equivalents and turnover for the investigated strategies. 
Methodology and data
The following section describes the six empirical datasets, provides definitions for all portfolio selection models and outlines the evaluation metrics and statistical testing procedures. Table 2 summarizes the datasets used in this study which is guided by previous research.
Data description and summary
However, past literature is being extended by including stock level data due to criticism of considering only portfolio data subject to high estimation risk and extreme turnover (Kirby and Ostdiek, 2012). Moreover, according to a simulation study by DeMiguel et al. (2009b DeMiguel et al. ( , p.1920 ), on the one hand, the 1/N strategy is likely to outperform optimal diversification schemes when the number of parameters is large (i.e. large number of risky assets N), but on the other hand, fails to dominate if levels of idiosyncratic volatility are high. As individual stocks exhibit a more significant idiosyncratic component in comparison to portfolio data, datasets 5 and 6 are included to investigate this trade-off empirically. Two datasets with stock level returns were included to ensure robustness and analyse performance for different levels of N. Further, it is important to note that the number of available assets may vary at each investment date t when the portfolio is being constructed, since for datasets 5 and 6 not all risky assets contain observations for the full time-period.
Moreover, even though for dataset 6 there are a total of 500 assets available at each date t, following DeMiguel et al. (2014, p.1035) , I only randomly sample 60 assets from the available security universe at each date t instead of investing in all of them to avoid small sample issues. This is because I use sample estimates of the VCV-matrix, which would become problematic if the number of stocks becomes the same order of magnitude as the number of observations per stock (Ledoit and Wolf, 2003, p.604) . I discuss further details of the estimation procedure in section 3.2 and 3.3.
As summarized in Table 4 in Appendix B, all empirical datasets contain highly leptokurtotic and (positively) skewed returns data. However, this is especially true for datasets 5 and 6
where some risky assets exhibit kurtosis and skewness values of up to 117.23 and 8.47, respectively. Moreover, according to the Ljung-Box test statistics reported in Table 5 in Appendix B, I find significant serial correlation at the 1% confidence level for some risky assets.
This is important to note as I report non-robust test statistics. I discuss further implications of this for my results in section 4.
Description of asset allocation models considered
In this section I describe the portfolio selection models summarized in Table 1 . I denote the N-vector of excess returns over the risk-free asset, where N denotes the number of risky assets available at time t. Accordingly, and Σ are the expected excess returns and the NxN variance-covariance matrix at time t with their sample counterparts ̂ and Σ , respectively. I denote M the length of the moments estimation window and T the total number of observations available. denotes a N-dimensional vector of ones. Furthermore, , is a vector of portfolio weights invested in the risky assets and 1 − ′ , invested in the risk-free asset using strategy k. Finally, , is the vector of relative weights invested in N risky assets at each investment date t.
Naïve portfolio
The 1/N benchmark strategy (ew) simply invests equal amounts across assets completely disregarding any further information about the asset's characteristics. It invests a share of , , =
1
(1) in each risky asset i.
Sample mean-variance portfolio
The classical sample-based mean-variance approach (mv) maximizes Markowitz investor utility with a coefficient of risk aversion
where the optimal solution is , = 1 Σ −1 and relative portfolio weights are given by
The sample estimates ̂ and Σ are computed by using the most recent M observations
Finally, ̂ and Σ are inserted into Eq. 3. Note that I will use the sample VCV-estimate Σ for all following models to ensure comparability, even though past research may use different estimators of second moments.
Bayes-Stein shrinkage portfolio
To deal with the error in estimating expected returns, the Bayes-Stein shrinkage (bs) portfolio uses a Bayesian estimate of based on a subjective prior. I implement the Bayes-Stein estimator introduced by Jorion (1986) of the form
̂, =̂′̂,
which 'shrinks' the sample mean toward the common 'grand mean', that is the mean of the 
Conditional mean-variance with vector autoregressive model
The conditional mean-variance approach, with a vector-autoregressive model (mv-var) proposed by DeMiguel et al. (2014) , is based on a norm-constrained mean-variance portfolio of the form
where − , represents the weights of the short-sale-constrained minimum-variance portfolio and is some threshold. Note that, unlike DeMiguel et al. (2014 DeMiguel et al. ( , p.1058 , to ensure comparability across models I do not shrink the VCV-matrix at any point and use the sample estimate Σ instead. Like DeMiguel et al. (2014 DeMiguel et al. ( , p.1057 DeMiguel et al. ( -1058 DeMiguel et al. ( & 1061 I will consider three threshold parameters: 1 = 2.5%, 2 = 5% and 3 = 10%. These imply, in the case of 1 = 2.5% for instance, that the sum of all negative weights in the norm-constrained conditional portfolios must be smaller than 2.5%. Moreover, returns follow a linear vector-autoregressive (VAR) model of the form
where and are ridge-regression estimates with a L2-regularization parameter of = 1 and an error term +1 .
Minimum-variance portfolio
The minimum-variance (min) strategy completely ignores expected returns and thus, minimizes risk
with optimal weights given by
in which the sample VCV-matrix estimate Σ is inserted.
Reward-to-risk timing portfolio
With their reward-to-risk timing (rrt) strategy Kirby and Ostdiek (2012) propose a simple long-only strategy based on the variance and factor loadings of the risky assets. Their idea is similar to Moreira and Muir (2017) , who construct volatility-managed portfolios by scaling monthly returns by the inverse of their variance. To reduce estimation risk (i.e. to lower the sampling variation) of expected returns, Kirby and Ostdiek (2012) suggest to exploit the factor structure of returns and use the factor loadings , of the ith asset with respect to the jth factor in period t from a K-factor model. In contrast to their approach, I do not assume covariances to be zero to ensure comparability to other tested strategies. Hence, portfolio weights at time t are given by
where the tuning parameter measures the timing aggressiveness. Moreover, to enforce a long-only strategy Kirby and Ostdiek (2012) eliminate any asset i with negative average beta ̅ , < 0 and therefore, ̅ , + = max (0, ̅ , ) and ̅ , = 1 ∑ , =1
. Depending on the empirical dataset the strategy is implemented using either the CAPM or the Carhart (1997) four-factormodel. Following Kirby and Ostdiek (2012) , I consider 1 = 1 and 2 = 2. Anderson and Cheng (2016, p.1349) suggest robust versions of the ̂, (ac-mv), ̂, (acbs) and ̂− , (ac-mv-min) portfolios, which allow uncertainty about future expectations.
Robust portfolios
To decide on a portfolio that does well even under the worst possible scenario, the investor assumes first that the best approximation to the distribution of future excess returns is normal
where , may vary across the three strategies. However, because the investor worries that her assumption is wrong, she solves the robust mean-variance optimization by
in which is a measure of model uncertainty aversion and larger values correspond to higher levels of aversion. As → 0, Eq. 17 approaches the (non-robust) mean-variance problem similar to Eq. 2. Following Anderson and Cheng (2016, p.1351 ) I will consider a fixed model uncertainty parameter of = 4. This is because, they show that their dynamic method is inferior to a fixed in the case of monthly data (Anderson and Cheng, 2016, p.1365 ).
Three-fund model
Mainly to improve models based on Bayes-Stein shrinkage estimators, Kan and Zhou (2007, 
in which
is the incomplete beta function. Following Anderson and Cheng (2016 , p.1346 , the expected return of this strategy is computed by
and the second moments are again estimated using the sample VCV-matrix.
Optimal combination of naïve and optimized portfolios
The following diversification strategies propose an optimal combination of three sophisticated asset allocation rules with the naïve strategy to improve performance.
Mixture with minimum-variance portfolio
DeMiguel et al. (2009b, p.1927) suggest for the most part to ignore expected returns, due to their estimation difficulty, and combine the 1/N rule with the minimum-variance portfolio (ew-min). Specifically, they propose an optimal combination with regards to a MV-investor of the form
in which the optimal combination weights are given by the Kan and Zhou (2007, p.643 ) threefund separation rule.
Mixture with sample mean-variance portfolio
Moreover, Tu and Zhou (2011, p.28 ) look at various sophisticated portfolio strategies and find especially that combining naïve diversification with the ̂− , portfolio yields consistently positive and on average the highest certainty equivalent returns among the models they considered. Moreover, combining the 1/N with the MV portfolio yields the second largest certainty equivalent returns, and both combination strategies outperform the 1/N rule more often than their competing models, which is why both are considered here. Following Tu and Zhou (2011, p.5-6) the weights for the mixture with the mean-variance (ew-mv) portfolio are computed by
in which the optimal combination is given by
(36)
where ̂2 is defined by Kan and Zhou (2007, p.637 & 639) .
Mixture with 'three-fund' model
Following the combination rule suggested by Tu and Zhou (2011, p .7) of the form
the optimal choice for the mixture with the three-fund model (ew-mv-min) is given by
in which ̂2 and ̂, are the estimators of the squared slope of the asymptote to the minimumvariance frontier, and the expected excess return of the global minimum-variance portfolio as shown by Kan and Zhou (2007, p.643 ).
Constrained portfolios
Short-sale constraints
The sample mean-variance-constrained (mv-c), Bayes-Stein-constrained (bs-c), minimumvariance-constrained (min-c) and Robust-constrained (ac-c) strategies are considered by imposing additional nonnegativity constraints on the corresponding optimization schemes of the form , ≥ 0.
Norm-constraints
Moreover, I consider norm-constrained versions of the minimum-variance (min-norm) and
Bayes-Stein (bs-norm) portfolios as DeMiguel et al. (2009a) find that this type of constraint often yields a higher Sharpe ratio than the unconstrained counterpart. Portfolio weights are computed by additionally imposing the weight constraint ∑ | , − , − , | ≤ =1 on the respective optimization problems. I consider three threshold parameters: 1 = 2.5%, 2 = 5% and 3 = 10%.
Performance evaluation and testing
For my main results I use a rolling window estimation approach with window of length = 240 months and a holding period of one month. I choose an estimation window of twenty years to avoid small sample issues for the sample VCV-matrix estimate. Moreover, I assume that at every investment date t investors with a risk aversion coefficient of = 1 can only invest in the risky assets and not the factor portfolios or the risk-free asset. Starting from = , in each month t I determine the portfolio weights for the next month for the various diversification strategies by using the most recent M observations up to month t. For instance, let , be the optimal portfolio weights for some strategy k. It follows that the realized excess return over the risk-free rate in month t+1 is given by
Finally, using , +1 I compute the average values of the − realized returns ̂ and standard deviations ̂. To study the performance of the various asset allocation models across the datasets summarized in Table 2 , I compute three widely-used metrics.
One, the out-of-sample Sharpe ratio (SR) of strategy k, which is a measure for risk-adjusted return defined by ̂=̂
To test if the SR of strategy i is statistically not different from strategy j 0 : ̂−̂= 0, I follow the approach suggested by DeMiguel et al. (2009b DeMiguel et al. ( , p.1928 DeMiguel et al. ( -1929 Two, I compute the out-of-sample certainty equivalent (CEQ) return of strategy k, which is given by
with a coefficient of risk aversion . It represents the risk-free rate that an investor is willing to accept in place of investing in a portfolio of risky assets. The difference in CEQ returns of two different strategies i and j is tested using the delta method following Greene (2012 Greene ( , p.1124 and DeMiguel et al. (2009b DeMiguel et al. ( , p.1929 Consistent with Tu and Zhou (2011, p.15) and DeMiguel et al. (2009b DeMiguel et al. ( , p.1928 ) I also report the SR and CEQ performance for an in-sample MV-optimal portfolio, where = . This is because, even though this strategy is purely hypothetical and not implementable in practice, it serves as a useful benchmark for out-of-sample forecasting and estimation error.
Three, for each strategy the portfolio turnover, defined as the average sum of the absolute weight differences across all N assets, is computed by 
Note that the test statistic ̂ is only asymptotically standard normal distributed under the assumption that returns are iid over time with a normal distribution. 5 The difference in certainty equivalent returns of two strategies i and j is given by
and its asymptotic distribution is 
where ̂, , + is the portfolio weight before rebalancing at + 1 and ̂, , +1 is the desired portfolio weight at + 1 after rebalancing. It is important to distinguish here, as for example in the case of the 1/N strategy , , = , , +1 = 1 ⁄ , but , , + may differ due to changes in asset prices between and + 1 and thus, generally , , ≠ , , + . This metric can be interpreted as the average percentage of wealth traded in each period. I report absolute turnover for the naïve strategy and for all other strategies relative turnover to that benchmark.
Additionally, return-loss per month relative to the 1/N (or minimum-variance) strategy in the presence of proportional transactions costs is reported. The measure is used to compare the additional return needed for strategy k to perform as well as the benchmark in terms of Sharpe ratio. It is computed by
where ̃ and ̃ correspond to the out-of-sample mean and volatility of net excess returns ̃, +1 , respectively. Net excess returns after transaction costs ̃, +1 of strategy k at time + 1 are given by the evolution of wealth , net of transaction costs
, +1 = , (1 + , +1 )(1 − ∑|̂, , +1 −̂, , + | =1 )
in which I choose to be 50 basis points per transaction to be consistent with DeMiguel et al.
(2009b).
Empirical results
In this section I discuss the empirical performance of the various allocation rules across all datasets. I compare them to the naïve but also the minimum-variance strategy, as it has become a popular benchmark in the literature. To assess performance, I compute Sharpe ratios (Table 3) , CEQ returns ( Table 6 in Appendix C) and turnover ( Table 7 in Appendix C).
In each of the following tables I examine the various strategies (rows) across datasets (columns).
Sharpe ratios
The first row in Table 3 reports the Sharpe ratios for the 1/N benchmark. The second and third row give the performance for the in-and out-of-sample MV-strategy, respectively. By construction, when there is no estimation or forecasting error, the in-sample MV Sharpe ratios are always the highest among all strategies. However, note that the magnitude of the difference between the in-sample and the out-of-sample SR for the MV-portfolio is substantial. For instance, for the dataset 'International', the MV out-of-sample performance ( = 0.1375) is less than half of the in-sample benchmark ( = 0.3869). Note that this difference in performance may arise due to both forecasting error caused by random shocks or moment estimation error. Therefore, a comparison of the optimal MV portfolio and the estimation-free naïve strategy helps to assess the approximate impact of estimation error on performance.
The equally-weighted portfolio achieves out-of-sample ( = 0.1563) only a quarter of the performance of the in-sample MV strategy ( = 0.5918) for the 'FF-4' dataset, for example.
However, I find that the out-of-sample performance of the MV-portfolio is generally lower than the estimation-free naïve strategy for all datasets except for the 'International' and 'FF-4' data.
Hence, estimation errors seem to eliminate the benefits of optimal diversification in most cases.
This seems to be particularly true for individual stock portfolios, since I find that the Sharpe ratio of the sample MV strategy ( = 0.0461) is significantly lower than the 1/N rule ( = 0.1985) for the 'DJIA' dataset, for instance.
Overall, I can confirm the well-known poor performance of the classical mean-variance strategy in an out-of-sample setting. My findings are largely in line with DeMiguel et al. (2009b DeMiguel et al. ( , p.1930 DeMiguel et al. ( -1932 , who also conclude that naïve diversification is generally superior to the classical approach.
Moreover, the minimum-variance portfolio has become a popular benchmark in the literature and industry due its relatively good performance and the predictability of second moments. However, I find that the restriction of moments alone in the 'min' strategy cannot outperform the naïve strategy in half of the datasets, where the performance improvement is only significant for the 'FF-4' data. 6 Hence, the empirical evidence in favour of the 'min'-portfolio is less convincing than results by DeMiguel et al. (2009b DeMiguel et al. ( , p.1932 DeMiguel et al. ( -p.1933 , who find superior performance in most of their datasets. Due to this empirical observation I only report p-values of the difference to the 1/N benchmark.
Additionally, it is important to note that the 'bs'-strategy is generally inferior to the naïve and minimum-variance portfolios in most datasets. However, it achieves larger Sharpe ratios than the sample MV-portfolio in all datasets except for 'SMB/HML/UMD'. As the Sharpe ratios are considerably larger in most scenarios, my results clearly suggest that Bayesian strategies can be effective in dealing with estimation errors and are preferable over the sample MV-portfolio.
However, the weak performance of optimal portfolios relative to the naïve strategy is a well- In general, the SR performance ranking of the optimal strategies across datasets as depicted in Figure 1 in Appendix C reveals two patterns. First, none of the recently proposed strategies can outperform the 1/N rule or the minimum-variance portfolio consistently. I find that 1/N is outperformed by sophisticated models only in 3.7 datasets on average while this number is 2.9 datasets for the minimum-variance benchmark. Second, while some strategies rank consistently low and are generally dominated by the naïve and minimum-variance strategy, others show superior performance in at least four or five of the datasets considered.
Broadly in line with results by DeMiguel et al. (2014) I find that exploiting the serial dependence of monthly stock returns in the 'mv-var'-strategy results in performance improvements. It achieves higher Sharpe ratios than the 'ew', 'mv' and 'min' portfolios in four datasets and the difference to the naïve benchmark is significant for the 'FF-4' and 'SP500'
data. This contrasts with the literature which finds that it is optimal to ignore expected returns and extends findings by DeMiguel et al. to monthly data as they only focus on modelling daily returns. But, this result is not surprising given that I also find significant serial correlation at various lags for many risky assets in the asset universes, which is apparently exploited by the VAR-model (see Table 5 in Appendix B). However, as fewer risky assets in the 'International'
and 'DJIA' datasets exhibit significant serial dependence, the 'mv-var' Sharpe ratios of = 0.0711 and = 0.1964 respectively are lower than the ones for the naïve portfolio ( = 0.0964 and = 0.1985, respectively).
Moreover, I find no support for the reward-to-risk timing strategy suggested by Kirby and Ostdiek (2012), as it performs worse than the minimum-variance approach in most datasets.
Further, the Sharpe ratio of the 'rrt'-rule is significantly lower ( = 0.1445) than the naïve strategy ( = 0.1736) for the 'Industry' dataset. Since I do not observe better performance for individual stocks that exhibit higher variation in returns than the portfolio datasets (see Table   4 in Appendix B), my results contrast with the explanation by Kirby and Ostdiek (2012, p.456) .
They argue that the 'rrt' strategy should outperform 1/N in cases where the cross-sectional variation of expected returns is large, which is not confirmed.
Among the unconstrained combination rules I find that only the 'three-fund' model by Kan and Zhou (2007) and the combination of the naïve and minimum-variance strategy by DeMiguel et al. (2009b) achieve better performance over the 1/N or minimum-variance benchmark in most datasets. The 'ew-min'-strategy outperforms the 'ew', 'mv' and 'min' portfolios in four datasets. For instance, the difference to the naïve benchmark is significant for the 'FF-4' data, where it has a Sharpe ratio ( = 0.3391) twice as large as the one for the 1/N rule ( = 0.1563). However, for the same dataset the 'mv-min'-model has an even higher and significant Sharpe ratio of = 0.4355 compared to the 1/N rule. Additionally, it outperforms the naïve strategy in all datasets except for the 'DJIA' data, where its performance is statistically indistinguishable from the benchmark.
Both the optimal combination strategies by Tu and Zhou (2011) and the unconstrained robust portfolios by Anderson and Cheng (2016) are inferior to the minimum-variance strategy in most datasets. Anderson and Cheng's robust portfolios can only improve the non-robust versions in half of the cases, which is a weaker result compared to their empirical findings (Anderson and Cheng, 2016, p.1353) . 7 Furthermore, even though the 'ew-mv' strategy by Tu and Zhou (2011) has strictly higher Sharpe ratios than the classical 'mv' rule, it fails to dominate the 'ew' and 'min'-strategy. Moreover, the 'ew-mv-min' model has lower Sharpe ratios than its 'mv-min' counterpart in all but one dataset. These findings are in sharp contrast to results documented by Tu and Zhou (2011, p.28) , who report that it performed best among all the models they considered.
Like DeMiguel et al. (2009b DeMiguel et al. ( , p.1933 ) I find that imposing short-sale constraints alone does not necessarily improve performance. Except for the short-sale constrained mean-variance portfolio, the 'min-c' and 'bs-c' strategies have lower Sharpe ratios in most scenarios than their unconstrained counterparts. However, when imposing short-sale constraints on the robust portfolios by Anderson and Cheng (2016) , I find that the 'ac-mv-c' and 'ac-bs-c' strategies achieve better performance than the 1/N rule in all but one dataset. Moreover, the 'ac-mv-min-c' model outperforms the 'ew', 'mv' and 'min' portfolios in four datasets. For instance, the difference to the naïve benchmark is significant for the 'SP500' data, where it has a Sharpe ratio of = 0.2245 compared to = 0.1608 for the 1/N rule.
Additionally, I find that both the minimum-variance and Bayes-Stein portfolios with norm constraints achieve higher Sharpe ratios in most datasets than the unconstrained and shortsale constrained versions. For instance, the 'min-norm' strategy shows superior performance compared to the 'min-c' rule in all datasets except the 'DJIA' data and also outperforms the 'min' strategy in four of them. This also suggests that the good performance of the 'mv-var' strategy is partly due to the norm-constraints on portfolio weights.
Finally, I find no empirical support for the conclusions of DeMiguel et al. (2009b DeMiguel et al. ( , p.1920 , who argue based on their simulation experiments that the 1/N strategy is likely to outperform optimal diversification schemes when the number of risky assets N is large. This is because when comparing the last two columns in Table 3 , twelve sophisticated models outperform the naïve benchmark (of which seven exhibit statistically significant difference) in the 'SP500' dataset while it is only two (though insignificant) for the 'DJIA' portfolios. 8 Moreover, I cannot empirically support their general claim that 1/N tends to underperform when levels of idiosyncratic volatility are high, as on average fewer optimal strategies are able to outperform naïve diversification with stock portfolios.
Certainty equivalent returns
The comparison of CEQ returns in Table 6 in Appendix C strengthens the general conclusions from the analysis of Sharpe ratios. The CEQ returns of the in-sample MV-portfolio are the largest among all strategies and none of the optimal asset allocation schemes can outperform the 'ew' or 'min'-portfolios consistently. In fact, as depicted in Figure 2 in Appendix C most models deteriorate in performance relative to the 1/N benchmark as they outperform it less often (only in 3.3 datasets on average). Significant superior performance is only found in the 'International' and 'FF-4' dataset. However, the 'mv-var'-strategy remains strong and achieves higher CEQ returns than the 'ew', 'mv' and 'min' portfolios in four datasets (although these are insignificant). Further, like in the previous section the 'mv-min' model outperforms 1/N in all datasets except 'DJIA'. For instance, it achieves a significantly better performance ( = 0.0188) relative to the naïve portfolio ( = 0.0064) for the 'FF-4' dataset.
Portfolio turnover
In Table 7 in Appendix C I report portfolio turnover for all strategies, where the first line reports absolute turnover for the naïve portfolio and turnover relative to the 1/N rule for all other strategies. Comparing absolute turnover of the 1/N rule across datasets, the relatively high average wealth per month traded of about 68% for the 'SP500' dataset stands out. This however, is not surprising as the sixty assets are randomly sampled at every investment date t and therefore, securities are often completely sold off and only hold for a single period.
From Figure 3 in Appendix C, it is clear that portfolio turnover of the optimal strategies is generally much higher than for the 1/N benchmark. However, it is also easy to see that turnover for the 'rrt' and constrained optimal strategies is in many scenarios only slightly higher than the naïve benchmark.
Finally, turnover for the 'mv', 'bs' and unconstrained combination strategies is generally substantially larger than for the 1/N rule, whereas it is only moderately more for the 'mv-var'
and 'min' strategy.
In Table 8 in Appendix C I report return-loss relative to the 1/N strategy, based on returns net of proportional transaction costs as defined in Eq. 52. When comparing these to the Sharpe ratios in Table 3 , note that all strategies with negative return-loss also by construction have higher Sharpe ratios than the 'ew'-portfolio. A negative return-loss implies that even in the presence of transaction costs these strategies attain a higher SR than the naïve benchmark.
In fact, only in three cases, where an optimal strategy yields a higher Sharpe ratio than 1/N, high turnover and transaction costs lead to an actual return-loss relative to 1/N. I find that in most scenarios the optimal strategies have negative return-loss (i.e. in about 58% of the scenarios).
However, this picture changes drastically when considering return-loss relative to the minimum-variance strategy, where most optimal diversification rules exhibit an actual return-loss (see Table 9 in Appendix C).
Limitations
It is important to note that my statistical testing procedures assume that returns are distributed independently and identically (iid) over time. However, this assumption is generally violated in my empirical datasets, as according to Ljung-Box test results I find significant serial correlation at the 1% significance level for many assets (see Table 5 in Appendix B). Hence, without robust testing procedures any of my significant results need to be treated with wariness. This however, is not a big issue since even the non-robust tests fail to be significant consistently.
Besides the significance of test results, other limitations include the weak sample estimate of second moments used in this thesis. This involves the consideration of small sample issues, which may occur if the number of observations M is less than one order of magnitude of the number of assets N (Ledoit and Wolf, 2003, p.604) . This applies particularly to my results for the individual stock data, where = 240 observations are likely too few for the relatively large number of assets. Moreover, considering the short-run dynamics of stock volatility, my estimate of second moments using twenty years of monthly returns is likely a weak predictor of next period risk. Instead, future research may consider using a more recent and shorter window of daily data for estimating the variance-covariance of returns, for example.
Summary and conclusions
In the past decade many researchers have tried to overcome the limitations of the classical mean-variance optimization strategy. This is because past research shows that the Markowitz and other sophisticated optimization rules cannot consistently outperform the simple equallyweighted portfolio in out-of-sample benchmarks. Hence, I test empirically if researchers have recently made progress in developing new optimal diversification rules that are able to beat not only the naïve but also the minimum-variance strategy.
To evaluate out-of-sample performance of the sixteen strategies considered across six empirical datasets, I compute optimal portfolio weights in a rolling-window procedure and report out-of-sample Sharpe ratios, certainty-equivalent returns and portfolio turnover.
Moreover, I test whether the performance of the optimal strategies is significantly different from the 1/N benchmark.
As measured by the Sharpe ratio or certainty equivalent return most recently proposed optimal diversification schemes outperform the naïve portfolio, but generally not so in a consistent or statistically significant way on conventional significance levels. Moreover, they are generally not able to achieve higher risk-adjusted returns than the minimum-variance approach, and are less attractive due to high portfolio turnover.
While these results are in line with DeMiguel et al. (2009b) , they contrast with findings by researchers who originally proposed the tested models and, therefore, weaken their claim of superior performance (Anderson and Cheng, 2016; DeMiguel et al., 2014; Kirby and Ostdiek, 2012; Tu and Zhou, 2011) . It seems that errors in estimating particularly expected returns are still eroding the benefits of portfolio optimization, and simpler diversification rules are not inefficient after all.
My results have two important implications. First, optimal portfolio selection remains a daunting task due to the difficulty of estimating expected returns particularly. Therefore, further research effort should be devoted to both improving the estimation of expected returns and exploring diversification rules that do not require the estimation of expected returns directly, but also use other available information about the stock's characteristics. Second, based on my findings, incorporating weight constraints into combination rules such as the 'three-fund' model by Kan and Zhou (2007) may be a promising research direction to pursue. This is because weight constraints are likely to reduce turnover and may also improve performance. 
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Figure 2 | Certainty-equivalent return ranking
This figure depicts the monthly certainty-equivalent (CEQ) return rankings for the various portfolio selection strategies. For each dataset (x-axis) the CEQ returns of the portfolio rules (y-axis) are ranked from best (dark green) to worst (bright yellow) performance. 
C.4 Turnover
C.5 Absolute turnover ranking
Figure 3 | Average monthly turnover ranking
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