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ABSTRACT
Depression is a common, yet serious health problem. It has significant detrimental
impacts on both physical and psychological functioning. Current diagnosis techniques
rely on physician-administered or patient self-administered interview tools, which
are burdensome and suffer from recall bias. Additionally, these techniques incur
higher medical costs. There is an urgent need for an accurate, objective and easily
accessible depression screening tool for mass usage. In this dissertation, we explore
the usage of smartphone sensing data, collected directly on smartphones or metadata collected from a WiFi infrastructure, for automatic depression screening and
depressive symptom prediction.
In the first part of the dissertation, we develop a novel approach that investigates
the feasibility of automatic large-scale depression prediction using meta-data captured
in an institution’s WiFi network, without direct data capture (i.e., running apps) on
phones. Specifically, when smartphones connect to a WiFi network, their locations
(and hence the locations of the users) can be determined by the access points that they
associate with; the location information over time provides important insights into
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the behavior of the users, which can be used for depression screening. To investigate
the feasibility of this approach, we have analyzed two datasets, each collected over
several months, involving tens of participants recruited from a university. Our results
demonstrate that WiFi meta-data is effective for passive depression screening: the F1
scores are as high as 0.85 for predicting depression, comparable to those obtained by
using sensing data collected directly from smartphones.
In the second part of the dissertation, we explore the feasibility of using smartphone sensing data for automatic prediction of all major categories of depressive
symptoms, including both cognitive (in interests, mood, concentration) and behavioral (in appetite, energy level, sleep) symptoms. Specifically, we consider two types
of smartphone data, one collected passively on smartphones and the other collected
from an institution’s WiFi infrastructure and construct a family of machine learning
based models for the prediction. Both scenarios require no efforts from the users and
can provide objective assessment of depressive symptoms. Our results demonstrate
that smartphone data can be used to predict both behavioral and cognitive symptoms effectively, with F1 score as high as 0.86. Our study makes a significant step
forward over existing studies, which only focus on predicting the overall depression
status (i.e., whether one is depressed or not).
In the third part of the dissertation, we explore the impact and influence of social
interaction related features on mental health and wellness. Specifically, using a family
of machine learning models, we have used Short Message Service (SMS) and call record
data for depression prediction. By using the social interaction data collected via an
Android phone app from college age students. Our results demonstrate that social
interaction data can be used to predict depression effectively, with F1 score as high
as 0.80. Our results show that the people with depression spend more time on the
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phone calls than the non-depressed population. We also found that majority of the
depressed individuals send and receive fewer number of messages and communicate
with a limited number of contacts.
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Chapter 1
Introduction and Background

1.1

Overview

Depression is a serious mental illness that has fatal impacts on both physical and
mental health. It incurs higher medical costs and also results in higher mortality.
The existing depression diagnosis methods are clinician administered or patient self
administered. These methods not only require higher efforts and cost but also, often
suffer from recall bias. Also, the lack of trained professionals (14.5 psychiatrists per
100,000) further result in worse consequences. In some countries, people still have the
stereotype thinking where they don’t want to talk openly about a sensitive topic like
mental health. As a result, mental health problems remain undiagnosed and often lead
to serious consequences. To effectively address depression as a public health problem,
there is an urgent need for an accurate, objective and easily-accessible depression
screening tool for mass usage.

1

1.1.1

Smartphone Data for Mental Health Applications

Figure 1.1: Overview of depressive symptoms and proxy measurements using
smartphone data.

With the emergence of mobile computing technologies, smartphone sensing data
applications are proliferating in several new directions. One of the main contributions of ubiquitous computing using smartphone data is its application for tracking
mental health and wellness. There are numerous reasons like ubiquitous adoption of
smartphones, their rich sets of embedded sensors like GPS, WiFi, SMS, phone call
records, accelerometer, gyroscope, screen etc., that make them an ideal platform for
recording and assessing the behavioral patterns of individuals. Smartphones thus
serve as “human sensor” for capturing and analyzing human behavior.
Figure 1.1 illustrates an overview of how various behavioral and cognitive depressive symptoms can be inferred using several proxy measurements that can be
calculated using smartphone data. For example, a person’s interest levels can be
2

assessed in terms of the diversity of places he/she visits over a period of time, time
spent at home and their activity levels. Similarly, if a person is feeling tired or has
little energy and concentration levels, then that person may visit less places and will
be less active. Another depressive symptom that assesses if someone is moving or
speaking slowly than usual or vice versa, then that could also be gauged by the person’s activity levels. We observe that there is a relationship between these depressive
symptoms and day-to-day behavioral patterns in terms of location visits and activities. These behavioral traits can be recorded and measured by using smartphone
sensors like GPS, WiFi, accelerometer etc. To summarize, behavioral proxy measurements recorded and calculated using smartphone sensing data can be used for
predicting the depression.
Recent studies have used smartphone sensing data for depression prediction. Existing studies require running an app in the background that passively collects smartphone sensing data (using an array of sensors like GPS, WiFi, accelerometer, phone
usage patterns via SMS, phone call records, email history etc.). After recording the
sensing data, several useful behavioral features are calculated. These features are
then fed to pre-trained machine learning models for depression prediction. These
pre-trained models are constructed during the training phase using the ground truth
data i.e. depression status from clinical assessments or user self-reports (like PHQ9
and QIDS). In what follows, we describe various high-level approaches used by the
existing studies for depression and stress prediction using smartphone data.
Using location visit information. Some studies have used location visit information as a primary source for assessing the depression and stress among individuals [31, 13, 25, 87, 49, 71, 81]. Canzian and Musolesi [13] studied the relationship
between the mobility patterns and depression, and found that individualized ma3

chine learning models outperformed general models. Farhan et al. [25] found that
the features extracted from the smartphone sensing data can predict depression with
good accuracy. Yue et al. [87] investigated fusing GPS and WiFi association data,
both collected locally on smartphones, for more complete location information for
improved depression detection. Lu et al. [49] developed a heterogeneous multi-task
learning approach for analyzing sensor data collected over multiple smartphone platforms. Suhara et al. [71] developed a deep learning based approach that forecasts
severely depressive mood based on self-reported histories.
Using social interaction information. Social interaction plays a significant
role in the day-to-day life of individuals. Social ties play a beneficial role in the
maintenance of psychological well-being [41]. Several studies have investigated the
usage of various social interaction data sources like SMS, call, email and webhistory
for mood and depression prediction [58, 59, 26, 77, 12, 47, 72, 27]. Studies [64, 46]
have demonstrated the role of interpersonal communication and social relationships
on mental health of individuals. Razavi et al. [58] have found that participants with
depression spend more time on their mobile devices to make and receive fewer and
shorter calls, and send more text messages than participants without depression.
They trained an array of machine learning classification algorithms for depression
prediction. The best model was a random forest classifier, which had an out-ofsample balanced accuracy of 0.768. The balanced accuracy increased to 0.811 when
participants’ age and gender were included. Rohani et al. [59] conducted a systematic
review to provide an overview of the correlations between objective behavioral features
and depressive mood symptoms. They used 7 categories of features, of which, social
interaction category included call duration and frequency, missed calls, number of
incoming and outgoing text messages along with the character count of messages.
4

Faurholt-Jepsen et al. [27] found that the people with severe depressive symptoms
receive more calls, makes less calls and answer less calls. Also, they found that in
case of more manic symptoms, there are more outgoing text messages per day, phone
calls per day are longer and characters in received messages are lower.
Using phone usage information. Saeb et al. [61] found significant correlation
between the phone usage and mobility patterns with respect to the self-reported
Patient Health Questionnaire-9 (PHQ-9) scores. Wang et al. [81] studied the impact
of workload on stress and day-to-day activities of students. They found significant
correlation between the behavioral traits (in terms of conversation duration, number
of locations visited, sleep) and depressive mood. Wang et al. [82] proposed depressive
symptom features (that are calculated from phone and wearable passive sensor data)
that proxy 5 out of the 9 major depressive disorder symptoms defined in the diagnostic
manual (DSM-5) for college students. They found that depressed individuals’ phone
usage is higher at study places, have irregular sleep schedules and also visit fewer
places during the day. Xu et al. [85] presented a new method based on association
rule mining for generating contextually filtered features using passive mobile and
wearable data. They used a variety of smartphone data including bluetooth, call,
screen usage, location, campus map, sleep and steps for feature extraction. They
showed that the best rules selected by their method are highly interpretable and
can capture students’ routine behaviors, and behavior pattern differences with and
without depressive symptoms. Most of the studies discussed above use location and
activity for depression and depressive symptoms prediction.

5

1.2

Topics in this Dissertation

After discussing the role of smartphone data for mental health applications followed by
the existing state-of-the-art, we now present the specific problems we address in this
dissertation. We investigate the following three problems for automatic depression
screening using smartphone data: 1) explore an approach that is available at a low cost
to a large scale population for automatic depression screening; 2) using smartphone
data for providing a detailed picture on depression conditions; 3) exploring the role
of social interaction behavior for depression prediction.

Figure 1.2: Overview of the dissertation’s problem statements.

Figure 1.2 illustrates an overview of the three problem statements discussed in this
dissertation. As shown in the figure, the first problem is to explore a novel approach
that uses meta-data from institution WiFi for large scale automatic depression screening. We extract an array of features using access point and building information. In
6

the second work, we have used smartphone sensing data, particularly location data
and WiFi meta-data collected from campus WiFi network, for predicting depressive
symptoms. We calculated features based on location coordinates recorded via an
app running on smartphones. By considering location information represented by
building IDs collected from WiFi meta-data, we calculated similar features like we
did for depression screening using WiFi meta-data. In the third problem statement,
we have used SMS and phone call logs (collected passively via an app for Android
platform) for automatic depression screening. We have calculated a comprehensive
set of features using both SMS and call logs. We mainly used the statistical information like frequency, times, number and quantity of messages and calls for feature
calculation. Out of the three works, two of them focus on depression prediction, while
the other focuses on a finer granularity prediction of depressive symptoms. Also, the
first and second works both use location information for prediction depression status
and symptoms. Whereas, in the third work, we have used social behavior information
for depression prediction.
We next discuss each of the three problem statements. In Section 1.2.1, we present
a novel approach that explores the usage of meta-data from WiFi infrastructure for
large scale automatic depression screening. Next, section 1.2.2 describes a novel
approach to predict depressive symptoms using smartphone sensing data and WiFi
meta-data. Section 1.2.3 describes the third problem statement of automatic depression screening using social interaction data particularly SMS and phone call logs.

7

1.2.1

Large-scale Automatic Depression Screening Using Metadata from WiFi Infrastructure

Depression is an acute chronic illness that has detrimental health and economic impacts. The current diagnosis methods are burdensome and rely either on physicianadministered clinical visits or patient self-administered interview tools. The existing
approaches are not only high cost incurring but at the same time also suffer from
recall bias.
The existing smartphone app based approaches require running an app in the
background continuously to collect sensing data on smartphones which may be burdensome. Additionally, such health monitoring applications that require running an
app on phone may not be applicable to large-scale population. It will be limited for
individual use as it will require app installation and maintenance. We explore a novel
approach that uses meta-data from WiFi infrastructure for large-scale automatic depression screening. The main aim is to develop a depression screening tool that is
light weight, low-cost and applicable for large-scale depression screening. Several reasons make this approach an ideal solution for public health intervention as it can be
applicable to large-scale population and is available at a lost cost. It also does not
require any manual intervention and lastly, as users prefer to connect to institution
WiFi network. Furthermore, depression is a chronic disease and analysis is based on
data collected over a period of time, so, some missing data may not be critical.
Despite the advantages of this approach, there are some associated challenges.
WiFi data is opportunistic, data can only be captured in places with WiFi coverage.
Also, WiFi data is of lower resolution than GPS locations collected on phones.

8

1.2.2

Predicting Depressive Symptoms

With the advancements and achievements in the growing research area of ubiquitous
computing, studies have investigated the usage of smartphone sensing data for automatic depression prediction [81, 13, 61, 25]. These studies used smartphone sensing
data like GPS, WiFi, activity or WiFi infrastructure meta-data for depression prediction. The main idea is that they extract meaningful features from one or combinations
of smartphone sensing data and build a family of machine learning models for depression prediction. However, all the above studies focus on binary classification i.e.
predicting whether one is depressed or not.
Depressive symptoms manifest in many aspects of our daily life. A depressive
symptom is a finer level aspect of depression status. It can be both behavioral (appetite, energy, psychomotor, sleep disturbance) and cognitive (concentration, interest,
self-criticism, feeling sad/depressed). Currently, survey instruments, such as PHQ9 [44] and Quick Inventory of Depressive Symptomatology (QIDS) [60], are commonly
used to detect depression and keep track of the development of the symptoms which
are burdensome and difficult to execute on a continuous basis.
We explore a novel approach of investigating the feasibility of using smartphone
data (smartphone sensing and WiFi meta-data) for predicting depressive symptoms.
Predicting depressive symptoms is at a much finer granular level and provides a
detailed picture of an individual’s depression conditions. This can be immensely
useful for both patients and clinicians.
However, there are challenges associated with prediction of depressive symptoms.
Firstly, prediction is at a much finer granular level. Secondly, smartphone data is
behavioral in nature e.g. location, activity, while the depressive symptoms are both

9

behavioral and cognitive.

1.2.3

Automatic Depression Screening Using Social Interaction Data

Most of the existing studies have mainly used location data for depression screening.
Some of them merely rely on participants self-reports data as ground truth. There
are other critical aspects of human behavior that should be taken into consideration
when analyzing a mental health problem like depression. One of such aspects is a
person’s social life and interaction with others. Social interaction plays an essential
role in the day-to-day life of individuals and existing researches has proved that social
interaction play a beneficial role in the maintenance of psychological well-being [41].
Researchers have found that both quality and quantity of social relationships affect
mental health and mortality risk [53]. SMS and voice calling are most dominant
modes of communication among the student population and play a central role in
maintaining their social networks [46, 35]. We aimed to explore the feasibility of
using the social interaction data using SMS and phone call records collected via an
android app from college-age students for depression prediction.
Despite the crucial role of social interaction data on mental health, there are some
associated challenges. SMS and phone call data are opportunistic i.e. data will only
be recorded if there is a message or a call event. Preference of messaging app is also
a limitation. Our analysis uses Android’s SMS app, some users might prefer to use
other apps. Lastly, this analysis use SMS and phone call data from Android phone
users only due to the operating system restrictions of iOS, so we have a comparatively
smaller set of users.

10

1.3

Contributions of This Dissertation

Despite the advantages of the existing depression screening approaches, there are several challenges and drawbacks associated with them. There are numerous directions
to explore that probe the possibility of using smartphone data in a much effective
way that address the following questions: 1) Is it possible to develop an approach
that is light weight, low cost and applicable to a large-scale population for automatic
depression screening? 2) Can we predict depression at a much finer granular level of
individual depressive symptoms instead of just the depression status i.e. whether one
is depressed or not? 3) Can we use social behavior and interaction to predict depression? This dissertation makes contributions that address these questions. Specifically,
we present LifeRhythm study that developed an automated tool that monitored human behavior through their smartphones for automatic depression screening. We
used both smartphone sensing data and meta-data from WiFi infrastructure for this
purpose. We developed a LifeRhythm app [25]. The app runs in the background, passively collecting sensing data with no need of user interaction. The Android version
of the app was developed based on an existing publicly available library, Emotion
Sense library [45]. This app records a wide array of smartphone sensing data like
GPS, Wifi, activity, SMS, phone call records and others. For iPhone, the app was
developed using Swift from scratch.
Also, the results are based on a comparatively larger data set that is collected
from a two phase study. Each study lasted for several months including tens of
participants recruited from the University of Connecticut. Larger scale of study
allowed us to construct a family of machine learning models keeping into consideration
the variations among human beings. Considering larger population helps in providing

11

results that solve depression as a public health problem. Furthermore, all the three
works discussed in this dissertation use the data that was passively collected without
any efforts from the users.
Automatic depression prediction using the collected data provides a strong foundation of keeping track of depression and depressive symptoms. Sections 1.3.1, 1.3.2
and 1.3.3 present the contributions of this dissertation for automatic depression prediction and prediction of depressive symptoms respectively.

1.3.1

Large-scale Automatic Depression Screening Using Metadata from WiFi Infrastructure

The following are the key contributions of our research when using meta-data from
WiFi infrastructure for large scale automatic depression screening:
• We present a novel approach that uses the meta-data collected from WiFi infrastructure for large-scale automatic depression screening. The main intuition
is that when a phone connects to a near-by access point (AP), the location of
the AP can be used to infer an approximate location of the users. We construct
a family of machine learning models using the Wifi association records collected
by the IT services at the University of Connecticut for predicting depression
status. This approach does not require running an app on smartphones.
• The results show that WiFi association data collected passively from the campus
WiFi network is effective for depression screening. For predicting depression
(i.e., classifying whether one is depressed or not), the F1 scores are as high
as 0.85, comparable to those obtained using data collected by instrumenting
smartphones [61, 25, 87].
12

• We find that building based features have stronger correlation with self-report
scores than AP based features, and lead to better classification results than
using AP based features. Furthermore, including building category features
further improves the classification results.
• Using behavioral data from the WiFi association records, we have constructed
multi-feature regression models to predict PHQ-9 and QIDS scores. We observe that the multi-feature models, in particular, `2 regularized non-linear
models, can significantly improve upon the models that use a single feature
for prediction. The correlation between the regressed values the ground-truth
values is in a similar range as that obtained when using data directly from
phones [61, 25, 87].
• We envision two deployment scenarios for the models constructed from this
approach. One for depression screening at the population level, and the other
for individual users. At the population level, for instance, after certain new
policies or facilities have been established in an institution (e.g., building a
gym, establishing a mental clinic), the population level statistics can be useful
to assess the effectiveness of these new policies or facilities. As another example,
for a university with multiple regional campuses, the population level statistics
can be helpful to understand which campus is better in terms of students’ mental
health and why. At an individual level, a user may elect to use the service to
automatically monitor his/her conditions, and receive the results periodically
or on-demand. Such results will be immensely helpful for clinicians to make
effective treatment decisions.
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1.3.2

Predicting Depressive Symptoms

We used smartphone sensing data particularly location data and WiFi infrastructure
meta-data for predicting depressive symptoms. The following are the contributions
of this dissertation for predicting depressive systems:
• We predict all major categories of depressive symptoms automatically using
smartphone data. For this purpose, we used smartphone sensing data collected
by running an app on smartphone and meta-data collected from the WiFi infrastructure.
• The prediction is done at a much finer granular level instead of binary classification i.e. predict if a person is depressed or not.
• The prediction of depressive symptoms provides a detailed picture on depression
conditions that could be tremendously helpful to both clinicians and patients.
• We find that sensing data collected directly on smartphones can predict a rich
set of depressive symptoms accurately, including both behavioral (appetite, energy, sleep, psychomotor) and cognitive symptoms (interests, self-criticism, feeling depressed, concentration). The predicted F1 scores can be as high as 0.83,
comparable to the F1 scores obtained for predicting the overall depression status [25, 87, 49, 89]. In addition, we observe stronger prediction results for the
depressed participants compared to the non-depressed participants.
• We find that meta-data collected from institution’s WiFi infrastructure can also
predict a variety of depressive symptoms accurately. Specifically, we explore
24-hour monitoring (for the users who spend time during both night and day
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on campus, e.g., those who live on campus), and daytime monitoring where
only the daytime information (8am-6pm) is available (e.g., for those who are
only on campus during daytime). We find that even daytime information is
sufficient to provide accurate prediction for a set of depressive symptoms. Our
results demonstrate that the meta-data collected from an institution’s WiFi
infrastructure can be used to keep track of the wellness of a large population at
very little cost.
• We further explore predicting finer-level depressive symptoms, e.g. increased
or decreased appetite/weight, feeling restless or slowed down, and sleep disturbance (time taken falling asleep, sleep during night, sleeping too much, and
waking up too early). Our results demonstrate that even finer-level depressive symptoms (particularly sleep related) can be predicted accurately using
smartphone data, with predicted F1 scores up to 0.86.
• Our results show that both behavioral and cognitive symptoms can be predicted
accurately using smartphone data (that is behavioral in nature).

1.3.3

Automatic Depression Screening Using Social Interaction Data

The following are the key contributions of our research work when we used social
interaction data particularly SMS and phone call records for depression prediction:
• Our study makes a significant contribution by using an array of features based
on different categories of SMS and call usage patterns and diversity. They are
calculated based on statistical information carried by SMS and phone call data
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for depression prediction. Our results show that each of the sources (SMS and
phone call) can independently predict depression effectively.
• Our results show that SMS data can predict depression accurately. The highest
predicted F1 score is obtained from XGBoost model and is as high as 0.80. We
also found that majority of the depressed individuals have higher number of
incoming and outgoing messages but to a specific group of contacts.
• We find that phone call records can effectively predict depression. The best
model is XGBoost and predicted F1 score is as high as 0.78. Additionally, we
also observed that individuals with depression spend more time on phone calls
as compared to the non-depressed population.

1.4

Dissertation Roadmap

The dissertation is structured as follows. The first part of the dissertation (Chapter
2) presents our novel approach on large-scale automatic depression screening using
meta-data from WiFi infrastructure. High-level approach of the system and data
analysis methodology are discussed in detail. Next, results of the analysis of WiFi
meta-data performed at three levels: Access point (AP), building level and enhanced
building level analysis are discussed in detail in this chapter. In the second part of
the dissertation (Chapter 3), prediction of depressive symptoms using smartphone
data is presented in detail. This chapter describes high-level approach followed by the
results from analysis using smartphone sensing data and WiFi infrastructure metadata. Furthermore, analysis related to prediction of finer-level depressive symptoms
is presented. In the third part of the dissertation (Chapter 4, our work on automatic
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depression prediction using social interaction data is presented. High-level approach
followed by data preprocessing methodology is discussed. Depression prediction results for various time windows used in the analysis are discussed in detail. In the final
part of the dissertation (Chapter 5), I conclude my dissertation with the insights received from the observations and results of the research works. Next, future work
is presented that discusses other future directions of the applications of smartphone
sensing for mental health and wellness that need to be unleashed and explored.
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Chapter 2
Large-scale Automatic Depression
Screening using Meta-data from
WiFi Infrastructure

2.1

Introduction

Depression is a common mental health problem that affects 350 million people worldwide [78]. It has serious consequences on both physical and psychological functioning. People with depression suffer from higher medical costs, exacerbated medical
conditions, and much higher mortality [67, 40, 20]. Suicide rate due to depression has
tremendously increased in the past several years [78]. Reports published in 2010 show
that in the United States, suicide is the 10th leading cause of death, and 70% of these
suicide victims are reported to have a mood disorder such as depression [1]. Diagnosis
of depression has been based on physician-administered or patient self-administered
interview tools [70], which are burdensome and difficult to carry out on a continuous
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basis. In addition, responses to these tools are often subjective (depending on a user’s
current mood) and limited by recall bias.
The ubiquitous adoption of smartphones has presented new opportunities for depression screening. Several recent studies (e.g., [81, 61, 13, 25], see details in Section 4.2) have proposed novel approaches that use smartphones for automatic depression screening. The intuition of these approaches is that, since smartphones are
equipped with a rich set of sensors (e.g., GPS, activity, light) and are constantly
carried by their owners, they can be used as effective “human sensors” for cataloging
many aspects of their users’ behavior. Such behaviorial features can then be fed into
machine learning algorithms (with pre-trained machine learning models) to automatically detect depression. All existing approaches, however, require running a mobile
app on users’ phones, which continuously captures various sensing information on the
phones.
In this part of the dissertation, we explore a novel alternative approach that
requires no direct data capture on a user’s phone. Instead, it uses WiFi association
meta-data that are collected passively from an institution’s WiFi network (e.g., the
campus WiFi network of a university, company or military base). The rationale is
as follows. WiFi networks have been deployed widely by institutions as a convenient
wireless communication infrastructure. Once connected to the WiFi infrastructure,
the locations of a smartphone (and hence the user) can be roughly determined by
the access points (APs) that it is associated with (a phone must associate with a
close-by AP for Internet access). Therefore, the AP association records of the WiFi
infrastructure can be used to infer the locations of the users over time; these location
transcripts can be used for depression screening.
The above approach does not require installing app or collecting data directly
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from individual smartphones. Instead, it leverages WiFi association data that can
be easily collected (and indeed are routinely collected in many institutions for network management and diagnosis), and can provide large-scale depression screening
for thousands of users simultaneously at very little cost, making it an ideal approach
for public health intervention (see discussion on usage of the data and user privacy
considerations in Section 2.3.2). On the other hand, compared with the approaches
that use sensing data collected on the phones, this approach has to contend with two
challenges: (i) the location data is of lower resolution: an AP association event only
indicates that a user is close to the AP, which is of lower resolution compared to
GPS locations collected on phones. (ii) the data collection is opportunistic, since the
locations can only be captured when a phone is connected to the WiFi infrastructure.
To explore the feasibility of the above approach, we have analyzed two datasets,
collected during Phase I and Phase II of our study, respectively. Each study lasted
for several months, including tens of participants recruited from a research university
in the US. We consider two scenarios: one for the participants who spend time during
both night and day on campus and hence yield meaningful data over the full 24 hour
period each day; the other only considers daytime (8am-6pm) data, corresponding
to the commuting scenario, where participants are only present on campus during
daytime. For both studies, we have analyzed the WiFi association meta-data collected
from the campus WiFi network, direct assessment by a clinician, and the participants’
self-reports, specifically, Patient Health Questionnaire (PHQ-9) [44] for Phase I and
Quick Inventory of Depressive Symptomatology (QIDS) [60] for Phase II, that were
collected periodically over time.
Our analysis is at three levels: AP level, building level, and enhanced building
level. In AP level analysis, we treat each AP as a unique location, while at the
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building level, we treat all the APs that are in the same building as the same location.
The enhanced building level analysis further enhances the building level analysis by
including additional building category related features to infer the activity of a user.
We make the following main contributions:
• Our results show that WiFi association data collected passively from the campus
WiFi network is effective for depression screening. For predicting depression
(i.e., classifying whether one is depressed or not), the F1 scores are as high
as 0.85, comparable to those obtained using data collected by instrumenting
smartphones [61, 25, 87].
• We find that building based features have stronger correlation with self-report
scores than AP based features, and lead to better classification results than
using AP based features. Including building category features further improves
the classification results.
• Using behavioral data from the WiFi association records, we have constructed
multi-feature regression models to predict PHQ-9 and QIDS scores. We observe that the multi-feature models, in particular, `2 regularized non-linear
models, can significantly improve upon the models that use a single feature
for prediction. The correlation between the regressed values the ground-truth
values is in a similar range as that obtained when using data directly from
phones [61, 25, 87].
The rest of the chapter is organized as follows. Section 4.2 describes related
work. Section 3.2 outlines our high-level approach and discusses deployment issues.
Section 2.4 describes data collection. Sections 2.5, 2.6 and 2.7 present our analysis
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at the AP level, building level, and enhanced building level, respectively. Finally,
Section 4.7 concludes the chapter and briefly describes future work.

2.2

Related Work

Recent studies have used sensing data collected from smartphones for detecting depression or depressive mood [28, 31, 32, 13, 81, 61, 6, 50, 91, 80, 54, 24, 25, 71, 19,
87, 49]. Wang et al. [81] studied the impact of workload on stress and day-to-day activities of students. They found significant correlation between the behavioral traits
(in terms of conversation duration, number of locations visited, sleep) and depressive mood. Saeb et al. [61] found significant correlation between the phone usage
and mobility patterns with respect to the self-reported PHQ-9 scores. Canzian and
Musolesi [13] studied the relationship between the mobility patterns and depression,
and found that individualized machine learning models outperformed general models.
Farhan et al. [25] found that the features extracted from the smartphone sensing data
can predict depression with good accuracy. Yue et al. [87] investigated fusing GPS
and WiFi association data, both collected locally on smartphones, for more complete
location information for improved depression detection. Lu et al. [49] developed a
heterogeneous multi-task learning approach for analyzing sensor data collected over
multiple smartphone platforms. Suhara et al. [71] developed a deep learning based
approach that forecasts severely depressive mood based on self-reported histories. All
the above studies use sensing data collected directly from smartphones, which requires
installing an app on the phones. Our study investigates an alternative approach that
uses large-scale data collected directly from a WiFi infrastructure. These two ap-
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proaches present different strengths and weaknesses (see Section 2.3.3). One main
contribution of this work is that we investigate the feasibility of the WiFi infrastructure based approach, and demonstrate that it can achieve comparable performance
for depression screening as the approach based on instrumenting smartphones.
There is a rich literature on analyzing WiFi data. The focus has been primarily
on the aspects of networking and data communication, with a few studies on inferring
user behaviors. For instance, the studies in [37, 38] used WiFi traffic to mine user behavior patterns (e.g., identify behavior groups). The study in [36] proposed a system
that discovers social interaction based on opportunistic probe request and null data
frames sent by mobile devices. The wellness monitoring platform proposed by [79]
used employee’s everyday devices and existing infrastructure (interconnected desktop/laptop, enterprise WiFi) for activity tracking and physiological measurements
(i.e., heart rate). Their system was proposed to reduce potential health risks associated with prolonged sitting in office environments. In addition, existing research has
leveraged WiFi access data for studying geospatial activity and user behavior [90],
mental state, including depression [6], and population-level monitoring [39]; these
studies, however, used the WiFi data collected by the phones, not by the WiFi infrastructure.
To the best of our knowledge, our study is the first that uses WiFi meta-data
collected from institution WiFi infrastructure for depression screening. Our approach
does not require instrumenting smartphones to collect data. It can be particularly
beneficial for public health intervention in an institution (e.g., university, military
base, or company).
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Figure 2.1: Illustration of our high-level approach.

2.3

2.3.1

High-level Approach and Deployment Considerations
Background

By virtue of their untethered nature, ease of setup, and mobility support, WiFi
networks have been widely deployed in institutions (e.g., universities, companies)
as a wireless communication infrastructure. To provide dense coverage, typically
multiple access points (APs) are installed on each floor of a building; a user associates
with a close-by AP for Internet access. While both cellular and WiFi networks are
commonly used for wireless Internet access, whenever available, people often prefer
to connect to the WiFi infrastructure since it is free, requires less energy, and has
high bandwidth [5, 22, 43, 56, 4]. When connected to a WiFi network, the location
of a smartphone can be roughly determined by the AP that it is associated with.
Therefore, AP association records collected from WiFi infrastructure can provide
location information of a user over time, which can be useful to infer user behaviors
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for depression screening.

2.3.2

Model Building, Deployment, and Privacy Considerations

Figure 2.1 illustrates our high-level approach. As shown in the figure, our approach
contains two stages: learning prediction models and using the models for prediction.
In the first stage, we recruit a population of study participants, and collect their
anonymized WiFi network meta-data (i.e., WiFi association records, which indicate
the locations of users) along with regular self-reports (e.g., responses to PHQ-9 or
QIDS questionnaires) and the results of clinical interviews at a secure server. Highlevel features are extracted from the data, which are then used to train a family of
models to predict the self-report scores and depression status.
In the second stage, the models learned from the first stage will be used for
predicting depression. We envision two deployment scenarios: one for depression
screening at the population level, and the other for individual users. At the population
level, anonymized WiFi network meta-data of the users need to be collected, and
fed into the pre-learned prediction algorithms to detect depression. The prediction
models can be used to estimate the rate of depression at the population level, which
can be used for multiple applications. For instance, after certain new policies or
facilities have been established in an institution (e.g., building a gym, establishing a
mental clinic), the population level statistics can be useful to assess the effectiveness
of these new policies or facilities. As another example, for a university with multiple
regional campuses, the population level statistics can be helpful to understand which
campus is better in terms of students’ mental health and why. At an individual level,
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a user may elect to use the service to automatically monitor his/her conditions, and
receive the results periodically or on-demand. In this case, while certain identity
information needs to be kept so that a user can retrieve his/her information later
on, user privacy can be preserved through cryptographic techniques. One approach
is private information retrieval [17, 18], where a server keeps track of the prediction
results for a set of users, and the information is retrieved so that the server is not
aware of what information a user retrieves. Several state-of-the-art protocols (e.g.,
[29, 3]) can be used for this purpose.
As with any work that applies machine learning to passively collected data, user
privacy and responsible usage of the data are important considerations in the system
design, implementation and deployment. For both population and individual level
deployment (as outlined above), an institution needs to carefully design and implement the mechanisms for user consent and preserving user privacy. For population
level deployment, no user identity needs to be kept; for individual level deployment,
the collected data and predicted results need to be associated with certain form of
identity information for later retrieval, and hence carries even more privacy implications. Detailed design, implementation and deployment mechanisms are beyond
the scope of this work. Instead, our focus is on exploring the feasibility of learning
accurate prediction models using WiFi meta-data.

2.3.3

Pros and Cons of the Proposed Approach

Compared to the approaches that use sensing data collected on the phones (by running
an app on a phone), our approach of using WiFi meta-data from an institution’s WiFi
infrastructure has both advantages and disadvantages. The most salient advantage
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is probably the large-scale data that can be used for depression prediction at the
population level (for an institution), which is difficult to achieve when instrumenting
individual phones. Another (arguably) advantage of the WiFi infrastructure based
approach is that the data can be easily collected through standard network protocols
(indeed many institutions routinely collect such data for network management and
diagnosis), without the need of designing, installing and running an app on individual
phones. On the other hand, collecting data using an institution’s WiFi infrastructure
for depression screening needs buy-ins from the institution. In addition, as mentioned
earlier, it needs carefully designed and executed mechanisms for data protection and
consenting process, which can be more difficult than the corresponding tasks when
collecting data on individual phones (which can simply store the data and run the
prediction models locally on the phone).
Two disadvantages/challenges of the WiFi infrastructure based approach are: (i)
the location data is of lower resolution than GPS locations collected on phones, and
(ii) the collected data is opportunistic—the locations can only be captured in places
with WiFi coverage (e.g., indoors) and when the WiFi connection of a phone is active
(a phone may duty cycle its WiFi connection to preserve energy). We anticipate
that, despite the above two limitations, the data from WiFi infrastructure can still
provide a valuable overview of a user’s behavior. This is because, as mentioned earlier,
whenever available, users prefer to connect their smartphones to WiFi networks due
to performance and cost considerations. Furthermore, after choosing a WiFi network
for Internet access, most smartphones will periodically connect to the network, so
that different background services (e.g., email or Facebook client) can get updates.
In addition, given that depression is a chronic disease, the detection can be based
on data collected over a period of time, and occasional missing data may not be a
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critical limitation.

2.3.4

Data Analysis Methodology

The rest of the chapter focuses on exploring whether the data from WiFi infrastructure can be used for effective depression screening, despite its coarse-grain and
opportunistic location data collection. We will investigate three approaches for analyzing WiFi meta-data: the first is the AP level analysis, the second is the building
level analysis, and the third enhances the second by adding more building semantics
information. Specifically, the first approach simply treats each AP as a unique location, and investigates the characteristics of the locations that a user visits during a
time period. It is simple, requiring no detailed information of the APs. The second
approach treats each building as a unique location. As such, it requires knowing
which building an AP is located in, and treating an association event to an AP as a
visit to the corresponding building. The third approach further uses the category of
a building (the category is based on the main purpose of the building, e.g., entertainment, sports, library, or classroom building) to infer potential activity of a user. It
therefore requires even more information (knowing the main purpose of the buildings
and classifying the buildings into the corresponding categories).
The first approach (AP level analysis) uses the least amount of information, and
serves as a baseline. The second approach (building level analysis) uses more information (i.e., mapping APs to the buildings). It uses coarser-grain location information
(since it does not differentiate the APs in the same building), but intuitively may
represent the locations in a more semantically meaningful way. The third approach
(enhanced building level analysis) uses the most information out of the three ap-
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proaches, and serves to investigate whether adding more semantic information of the
buildings leads to better performance.
For each of the above three approaches, we further consider two scenarios: one
using data collected over 24 hours each day, covering both daytime and nighttime
location information, and the second only uses data collected during daytime (8am6pm). The first is applicable to the scenario where a user spends significant amount
of time during both night and day on campus (e.g., a student living in a dorm on
campus), while the second corresponds to a commuting scenario, where an employee
(or student) comes to a company (university) for work (study) during daytime, and
then spends the rest of the time off campus. Clearly, 24-hour data provides much
more insights into a user’s behavior. We are also interested in the second scenario
to investigate whether daytime location information alone is sufficient to detect depression. Existing approaches that collect data directly from smartphones belongs
to 24-hour monitoring, since they collect data continuously during both daytime and
nighttime.

2.4

Data Collection

Our study was conducted in the University of Connecticut. The study was in two
phases: Phase I and Phase II, both approved by the university’s Institutional Review
Board (IRB). Phase I study was from October 2015 to May 2016; Phase II study
was from February 2017 to December 2017. For both phases, the participants were
full-time students of the university, aged 18-25. We recruited 79 participants in
Phase I study. Of them, 73.9% were female and 26.1% were male. In terms of
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ethnicity, 62.3% were white, 24.6% were Asian, 5.8% were African American, 5.8%
had more than one race and 1.5% were other or unknown. For Phase II study, we
recruited 103 participants (76.7% female and 23.3% male; 58.25% white, 25.24%
Asian, 3.88% African American, 7.77% having more than one race and 4.85% being
other or unknown). All participants met with our study clinician for informed consent
and initial screening before being enrolled in the study.
Based on the clinician assessment, in Phase I study, 19 participants were classified
as depressed and the remaining 60 participants were classified as non-depressed; in
Phase II study, 39 participants were classified as depressed and the remaining 64
participants were classified as non-depressed. In both cases, our recruitment intended
to recruit the same number of depressed and non-depressed participants, and was not
able to recruit as many depressed participants as intended.
Each participant used a smartphone to participate in the study. Their phones
were configured so that they connected to the university’s campus WiFi network as
the default method to access the Internet. We recorded the MAC addresses of their
phones, which were hashed to 16 bytes for anonymity, and used later on to identify
their corresponding records in the WiFi association data (see Section 2.4.1). In addition, each participant used an app that we developed to fill in PHQ-9 questionnaire
(for Phase I) or QIDS questionnaire (for Phase II) periodically, which was encrypted
and sent to a secure server. To ensure the privacy of participants, we assigned a
random ID to each participant, which was used to identify the participants. Three
types of data were collected: WiFi association data, questionnaire responses from the
participants, and clinician assessment. We next describe these data in more details.
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2.4.1

WiFi Association Data

The WiFi association data were collected by the university’s IT services. They were
sent to us on a regular basis. Each record corresponds to an AP association event,
represented as a tuple (ai , ui , ti , di ), where i is the row index for the event in the
dataset, ai is the MAC address of an AP, ui is the MAC address of a wireless device,
ti is the start time, and di is the duration of the association event. This tuple
indicates that the device (and hence the user) was close to the location of ai during
[ti , ti + di ]. For building level analysis, we further use additional information provided
by the university IT services to determine the building that each AP is located in,
and regard that the device (and the user) is in the corresponding building during
[ti , ti + di ]. We further classify the buildings on campus into multiple categories,
including entertainment (e.g., in theatre, performing arts center), sports (e.g., in
student recreation facilities), library, class (i.e., classroom buildings), and others.
These categories are then used to extract features related to a particular category
of buildings (see Section 2.7.1). To preserve user privacy, for each AP association
record, we hashed the MAC address of the AP to anonymize it (in the same way as
we hashed the participants’ MAC addresses), and only stored the anonymized data on
the server. The AP association data of the participants were retrieved based on their
hashed MAC addresses. Since most students were not on campus during the holidays
(Thanksgiving and Christmas) and breaks (spring, winter and summer breaks), our
data analysis below excluded those time periods.
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2.4.2

Questionnaire Responses

In Phase I study, participants were asked to fill in PHQ-9 Questionnaire [44] every two
weeks. PHQ-9 is a 9-item questionnaire that is self-reported by the users. Clinicians
use it to diagnose and monitor depression. Every question in PHQ-9 asks a person’s
mental and behavioral state in the past two weeks (which is why we asked a participant
to fill in the questionnaire every two weeks). PHQ-9 scores are calculated based on a
person’s answer for each question. The minimum score is 0 and the maximum score
is 27. A participant filled in a PHQ-9 questionnaire during the initial assessment,
and then on her (his) phone every 14 days. Reminders to users were sent three days
after their PHQ-9 filling due date if we missed their reports.
In Phase II study, following the suggestion of our study clinician, we switched from
PHQ-9 to a more comprehensive questionnaire, QIDS [60]. The reason for switching
to QIDS is two-fold. Firstly, QIDS provides more detailed information than PHQ9, and hence allows finer-grained labeling of depression symptoms. For instance,
instead of asking a single question on decreased or increased appetite as in PHQ9, it differentiates these two types of appetite changes. As another example, QIDS
asks four questions regarding sleep, instead of a single question in PHQ-9. Secondly,
the frequency of QIDS is every week (each question in QIDS asks a participant to
reflect on the past week), which allows us to obtain more frequent self-reports from
participants. As PHQ-9, QIDS is also widely used in clinical settings. It measures 16
factors across 9 different criterion domains including 1) mood, 2) concentration, 3)
self-criticism, 4) suicidal ideation, 5) interests, 6) energy/fatigue, 7) sleep disturbance
(initial, middle, and late insomnia or hypersomnia), 8) decrease or increase in appetite
or weight, and 9) psychomotor agitation or retardation. The total score ranges from
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0 to 27. A participant filled in a QIDS questionnaire during the initial assessment,
and then on her (his) phone every 7 days.
As we shall see (Sections 2.5 to 2.7), the different self-report instruments used in
Phases I and II studies lead to different correlation and regression results. On the
other hand, the classification results for Phases I and II are similar.

2.4.3

Clinical Assessment

Each participant in the study had an initial screening with our study clinician. The
clinician classified a participant as depressed or non-depressed following a Diagnostic
Statistical Manual (DSM-V) based interview and the participant’s PHQ-9 or QIDS
evaluation. A depressed participant must be in treatment to remain in the study. In
addition, depressed participants had follow-up meetings with the clinician periodically
(once or twice a month determined by the clinician). Each meeting lasted 10-20
minutes and only involved interviews to assess psychiatric symptoms. The purpose of
the interviews was to correlate and confirm their self-reported PHQ-9 or QIDS scores
with their verbal report.

2.5

AP level Analysis

In this section, we present our results on AP level analysis. Specifically, we treat
each AP as a unique location; if a WiFi association record indicates that a user is
associated with an AP a from time t to t0 , then we regard that the user is at location
a from t to t0 . In the following, we first present our data preprocessing procedure,
and then describe feature extraction and analysis results.
33

2.5.1

Data Preprocessing

As mentioned earlier, for both Phase I and Phase II studies, we consider two scenarios: 24-hour monitoring and daytime monitoring. The first scenario only considers
the users who spent time during both night and day on campus. Since all the participants were university students, they naturally spent time on campus during the
day, but they might not spend time on campus during nighttime (e.g., the commuting students). We therefore identify users for the first scenario as those who spent
at least 40% of the time (chosen empirically) on campus during 12-6am (typically
corresponding to sleeping time), as indicated by the WiFi association records. These
participants likely lived on campus (we did not collect information on whether a user
lived on campus or not, and were not able to verify whether this was indeed the case).
The second scenario considers all the users.

Figure 2.2: Illustration of PHQ-9 and QIDS intervals.

Phase I data preprocessing. In Phase I study, a user was asked to fill in a
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PHQ-9 questionnaire as a self-report every 14 days. We define a PHQ-9 interval as
a 15-day time interval, including the day when a user fills in a PHQ-9 questionnaire
and the previous 14 days, as illustrated in Figure 2.2. For each participant, we
have organized the data collected for each PHQ-9 interval, and mapped it with the
corresponding PHQ-9 score.

(a) Phase I 24-hour monitoring

(b) Phase I daytime monitoring

(c) Phase II 24-hour monitoring

(d) Phase II daytime monitoring

Figure 2.3: Day coverage of the campus WiFi meta-data for various scenarios.

Figure 2.3(A) plots the cumulative distribution function (CDF) of the day coverage
(i.e., the number of days with WiFi association data) of the PHQ-9 intervals for 24hour monitoring. The results for three cases, all participants, depressed participants
35

(a) Phase I 24-hour monitoring

(b) Phase I daytime monitoring

(c) Phase II 24-hour monitoring

(d) Phase II daytime monitoring

Figure 2.4: Time coverage of the campus WiFi meta-data for various scenarios.
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only, and non-depressed participants only, are plotted in the figure. Figure 2.3(B)
plots the corresponding results for Phase I daytime monitoring. We see that the day
coverage varies from 1 to 15 days. The reason for not capturing any WiFi association
data during a day might be due to multiple reasons, e.g., the malfunction of the
WiFi data capture equipment, a user not being on campus, a user turning off the
WiFi interface on the phone, or a phone being out of battery. To deal with the
missing data, we only include the PHQ-9 intervals that contain at least d days of
data in our analysis. We set d to 12, 13 or 14. The results below are based on the
most conservative threshold, i.e., when d = 14 (the prediction results for the other
two thresholds are similar, and are omitted in the interest of space). In addition, to
exclude the cases when a user just passed by an AP (without staying at the location),
for a PHQ-9 interval, we only consider those APs where a participant spent at least
15 minutes over the PHQ-9 interval.
After the above data preprocessing procedures, for Phase I 24-hour monitoring, we
obtained a total of 149 intervals, accounting for 31.6% of the total number of intervals
for this case (which were from a subset of 47 participants who spent time during
both daytime and nighttime on campus). Out of these, 37 belonged to depressed
participants and 112 belonged to non-depressed participants. A total of 37 users were
found, with 11 depressed and 26 non-depressed. For Phase I daytime monitoring, we
obtained a total of 109 PHQ-9 intervals, accounting for 16.4% of the total number of
intervals for this case (which were from all participants in Phase I), with 28 belonging
to depressed participants and 81 belonging to non-depressed participants; 35 users
were found, with 10 identified as depressed and 25 as non-depressed.
Figure 2.4(A) plots the CDF of the time coverage (i.e., the percentage of time
with WiFi association data during a PHQ-9 interval) for 24-hour monitoring. We see
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that the time coverage varies from 20% to 80%. As mentioned earlier, since the data
capture is opportunistic, the time coverage varies, and only around 30% of the PHQ9 intervals have time coverage above 50%. We observe similar results for daytime
monitoring, as shown in Figure 2.4(B).
Phase II data preprocessing. In Phase II study, a user was asked to fill in a
QIDS questionnaire every 7 days. We define a QIDS interval as a 8-day time interval
including the day when a user fills in a QIDS questionnaire and the previous 7 days
(illustrated in Figure 2.2). Figures 2.3(C) and (D) plot the CDF of the day coverage
for the QIDS intervals for 24-hour and daytime monitoring, respectively. We see that
the day coverage varies from 1 to 8 days; around 20-30% of the QIDS intervals have
the maximum day coverage of 8 days. We considered three scenarios, where we only
included the QIDS intervals that contain at least 6 or 7 days of data in our analysis.
The results below are based on the more conservative threshold, i.e., using the QIDS
intervals that contain at least 7 days of data. Again, to exclude the cases when a
user just passed by an AP, for a QIDS interval, we only consider those APs where a
participant spent at least 10 minutes over the QIDS interval.
After the above data filtering, for Phase II 24-hour monitoring, we extracted a
total of 215 QIDS intervals, accounting for 41.3% of the total number of intervals for
this case (which were from a subset of 66 participants who spent time during both
daytime and nighttime on campus). Among them, 64 and 151 intervals belong to depressed and non-depressed participants, respectively. These data belonged to a total
of 59 users, with 19 as depressed and 40 as non-depressed. For Phase II daytime monitoring, we extracted 211 QIDS intervals, accounting for 28.3% of the total number
of intervals (i.e., from all participants in Phase II), with 68 and 143 intervals belonging to depressed and non-depressed participants, respectively; these data belonged
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to 74 users, with 26 as depressed and 48 as non-depressed. Figures 2.4(c) and (d)
plot the CDF of the time coverage for 24-hour monitoring and daytime monitoring,
respectively. The time coverage varies from 10% to 90%.

(a) Phase I 24-hour monitoring

(b) Phase I daytime monitoring

(c) Phase II 24-hour monitoring

(d) Phase II daytime monitoring

Figure 2.5: Histogram of the number of self-report intervals contributed by a participant.

Number of self-report intervals contributed by a user. Figure 2.5(A) plots
the histogram of the number of PHQ-9 intervals contributed by a participant in Phase
I study 24-hour monitoring. It shows that most of the participants contributed 2-6
PHQ-9 intervals. Figure 2.5(B) plots the results for Phase I daytime monitoring,
showing most of the participants contributed 1-5 PHQ-9 intervals. Figures 2.5(C)
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and (D) plot the corresponding results for Phase II study, and shows that most of
the participants contributed 1-6 QIDS intervals.
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(a) Phase I 24-hour monitoring

(b) Phase I daytime monitoring
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(c) Phase II 24-hour monitoring

(d) Phase II daytime monitoring

Figure 2.6: Histogram of the average self-report scores.

Self-report scores. Since different self-report intervals are included for the analysis for different scenarios, Figure 2.6 plots the histogram of the self-report scores for
the different scenarios. In each scenario, for a participant, we plot his/her average
self-report score of all the self-report scores considered in that scenario. We see that
participants with depression indeed tend to have higher PHQ-9/QIDS scores. We
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also see that for the depressed participants, there is a general decreasing trend in
self-report scores over time, which is consistent with the fact that all depressed participants were under treatment (they were required to be under treatment to be in the
study); for the non-depressed participants, there is no clear trend. The corresponding
figures are omitted in the interest of space.

2.5.2

AP Level Features

We extract the following features based on the APs that a participant visited over a
given PHQ-9 or QIDS interval. Each AP is considered as a unique location.
Entropy. Entropy measures the variability of time that a participant spends at
different APs. Let pi denote the percentage of time that a participant spends at AP
i. The entropy is calculated as

Entropy = −

X

(pi log pi )

(2.1)

Normalized entropy. Since the number of APs that a participant visited during a
PHQ-9 or QIDS interval varies, and entropy increases as the number of APs increases,
we also adopt normalized entropy [61], which is invariant to the number of APs and
depends solely on the distribution of the visited APs. It is calculated as

EntropyN = Entropy/ log Nloc

(2.2)

where Nloc is the number of unique APs that a participant visited during a PHQ-9
or QIDS interval, as to be described below.
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Number of unique APs. This feature, denoted as Nloc , represents the number of
unique APs that a participant visited in a PHQ-9 or QIDS interval.
Time spent at home. We use the approach described in [61] to identify the “Home”
AP for a participant as the AP where the participant is most frequently found between
12am to 6am. After that, we calculate the percentage of time when a participant is
at the home AP, denoted as Home. This feature is only included in the scenario of
24-hour monitoring, which contains nighttime data.
Circadian Movement. We adopt circadian movement [61], referred to as CMove,
to capture the temporal information of the location data. This feature measures to
what extent a participant’s sequence of locations followed a 24-hour, or circadian
rhythm. To calculate circadian movement, we first use the least-squares spectral
analysis, also known as the Lomb-Scargle method [55], to obtain the spectrum of the
WiFi association data based on the APs visited. We then calculate the amount of
energy that falls into the frequency bins within a 24 ± 0.5 hour period as

E=

X

psd(fi )/ (i1 − i2 )

(2.3)

i

where i = i1 , i1 + 1, . . . , i2 , and i1 and i2 represent the frequency bins corresponding
to 24.5 and 23.5 hour periods, respectively, psd(fi ) denotes the power spectral density
at each frequency bin fi . The total circadian movement is then calculated as

CMove = log(E)

(2.4)

Number of significant locations visited. This featured, referred to as Nsig , is
adapted from [13]. Let S denote the top 10 most significant APs visited by a user
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(i.e., the 10 APs where a user spent the most time) during the period of study. The
number of significant locations in a self-report interval (i.e., PHQ-9 or QIDS interval)
is the number of unique APs visited in the interval that are in S.
Routine Index. This feature, referred to as RIndex henceforth, is adapted from [13].
It considers a self-report interval (i.e., PHQ-9 or QIDS interval), and quantifies how
different the APs visited by a user in a day differs from those visited in another day.
Specifically, consider two days d1 and d2 . Let `i1 , . . . , `in denote the APs that were
visisted in each minute on day i, i = 1, 2 (we only consider the set of intervals where
there are recorded locations in both days). Then the similarity of these two days is

sim(d1 , d2 ) =

n
X

!
g(`1j , `2j ) /n

j=1

where g(`1j , `2j ) = 1 if `1j = `2j , and is zero otherwise. We see the value of sim(d1 , d2 )
is between 0 and 1, and a larger value represents a higher degree of similarity. Then
the routine index of a self-report interval is the average of the similarities of all pairs
of days within the interval. It is a value between 0 and 1; higher values indicate that
the locations visited over the days are more similar.

2.5.3

Data Analysis

In the following, we first analyze the correlation between the various features and
the self-report scores. We then develop regression models to predict the self-report
scores, and develop classification models to predict depression status.
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Table 2.1: AP level analysis: correlation between features and self-report scores.

Phase I
24-hour
monitoring

Phase I
Daytime
monitoring

Phase II
24-hour
monitoring

Phase II
Daytime
monitoring

Features
Entropy
EntropyN
Home
Nloc
CMove
Nsig
RIndex
Entropy
EntropyN
Nloc
CMove
Nsig
RIndex
Entropy
EntropyN
Home
Nloc
CMove
Nsig
RIndex
Entropy
EntropyN
Nloc
CMove
Nsig
RIndex

All
r-value p-value
-0.36
0.00
-0.33
0.00
0.22
6 × 10−3
-0.26
9 × 10−4
0.01
0.86
-0.13
0.12
0.32
10−4
-0.37
10−4
-0.36
10−4
-0.24
0.04
-0.19
0.04
-0.12
0.21
0.46
0.00
-0.05
-0.05
0.13
0.006
-0.18
0.20
-0.08
-0.11
-0.11
-0.03
-0.09
0.09
0.13

0.30
0.30
0.04
0.90
7 × 10−3
2 × 10−3
0.24
0.10
0.09
0.60
0.10
0.10
0.04
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Depressed
r-value p-value
-0.40
0.01
-0.44
5 × 10−3
0.40
0.01
-0.22
0.10
-0.20
0.22
-0.16
0.36
0.34
0.03
-0.33
0.02
-0.41
0.02
-0.09
0.60
-0.23
0.24
-0.10
0.60
0.37
0.05
0.08
0.17
-0.13
-0.15
-0.12
0.17
-0.27
-0.10
-0.02
-0.12
-0.09
0.13
0.03

0.40
0.10
0.30
0.20
0.35
0.19
0.03
0.30
0.80
0.20
0.42
0.20
0.78

Non-depressed
r-value p-value
-0.24
0.009
-0.06
0.51
-0.20
0.03
-0.36
10−4
0.12
0.19
0.008
0.93
0.05
0.60
-0.39
3 × 10−4
-0.22
0.04
-0.41
10−4
-0.11
0.32
-0.02
0.84
0.51
0.00
-0.14
-0.16
0.22
0.02
-0.19
0.17
0.03
-0.07
-0.11
0.02
-0.05
0.02
0.16

0.09
0.04
4 × 10−3
0.80
0.01
0.04
0.73
0.30
0.18
0.81
0.50
0.70
0.05

Correlation Analysis
We calculated Pearson’s correlation coefficients between WiFi meta-data features and
self-report scores (PHQ-9 for Phase I study and QIDS for Phase II study). The first
half of Table 2.1 presents the correlation results along with p-values (using significance level α = 0.05) for Phase I study. The results for both 24-hour and daytime
monitoring are shown in the table. Specifically, the results are for three cases: one
for all participants, another for depressed participants only, and the third for nondepressed participants only. We observe that the correlation between a feature and
the self-report score tends to be higher for depressed participants than that for all
participants, and the correlation results for non-depressed participants tend to be the
lowest in the three cases (except for the number of unique locations in both 24-hour
and daytime monitoring, and routine index in daytime monitoring). This is consistent
with the observations in [49], which shows similar results when using data collected
directly on smartphones. As speculated in [49], this might be because variation in
self-report scores among non-depressed participants may be due to incidental variations in lifestyle rather than psychological changes associated with depression, and
hence the correlations between the features and self-report scores are weaker.
For Phase I 24-hour monitoring, we observe that four features, entropy, normalized
entropy, the amount of time at home, and routine index, have significant correlation
with the self-report (PHQ-9) scores. The significant negative correlation between
entropy and self-report scores indicates that participants with relatively high PHQ-9
scores tend to spend more time in a few locations (the same holds for normalized
entropy); the positive correlation between time spent at home and PHQ-9 scores suggests that they tend to spend more time at home. These observations are consistent
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with existing studies that show depression is associated with social isolation [11, 62].
They are also consistent with earlier studies [61, 25] that use data directly captured
on smartphones, indicating that the features obtained from WiFi meta-data provide
similar insights into human behavior as those directly obtained from phones. Routine index shows significant positive correlation with self-report scores for depressed
participants, maybe because depressed participants tend to be in fewer locations, and
tend to spend more time at home. The correlation results under Phase I daytime
monitoring are similar as those under 24-hour monitoring.
The second half of Table 2.1 presents the correlation results for Phase II study.
We see that the correlation results tend to be much lower compared to those in Phase
I. For 24-hour monitoring, only the number of significant locations shows moderate
correlation with self-report scores for all participants; and for depressed participants,
only routine index shows moderate correlation with self-report scores. For daytime
monitoring, none of the features show correlation beyond ±0.20. The much weaker
correlation between the features and the self-report scores in Phase II study may be
because the features are obtained from location data during a QIDS interval, which is
approximately half of the length of a PHQ-9 interval. The aggregate location features
calculated in a short time period may be more subject to noises, and hence show less
significant correlation with the self-report scores. On the other hand, as we shall see
later on, while individual features in Phase II study do not have significant correlation
with self-report scores, they collectively provide reasonably good prediction of the
self-report scores and depression status.
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Multi-Linear Regression Results
We used the multiple behavioral features to jointly predict self-report scores, and investigated whether they collectively have a stronger correlation with self-report scores.
Specifically, we applied both a linear multi-linear regression model, `2 -regularized -SV
(support vector) multivariate regression [23], and a non-linear multi-linear regression
model, radial basis function (RBF) -SV multivariate regression [14], both using the
features described above to estimate the self-report scores.
Throughout, we used leave-one-user-out cross validation (i.e., the data of one
user was either used for training or testing, but never for both, to avoid overfitting
the models since the data of a user over different PHQ-9/QIDS intervals may be
correlated) to optimize the model parameters and report the resulting correlation.
For `2 -regularized -SV regression, the parameters to be optimized include the cost
parameter C, which is varied over an exponential sequence of values 2−10 , 2−9 , ..., 210 ,
and the margin , which is varied in [0, 5]. For RBF -SV regression, the parameters
to be optimized include cost parameter C, the margin , and the parameter γ of
the radial basis function; the first two parameters are varied in the same manner
as those for `2 -regularized -SV regression, and the last parameter is selected from
2−15 , 2−9 , ..., 215 . To assess the performance for each model, we calculated Pearson’s
correlation after cross validation, which allows us to compare with the results when
using single features in Table 2.1.
Table 2.2 summarizes the regression results for four cases, Phase I and Phase II,
with 24-hour and daytime monitoring for both cases. We observe that for all the four
cases, compared to the linear model, the regressed value from the non-linear model has
a much stronger correlation with the ground-truth self-report scores, demonstrating
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Table 2.2: AP level analysis: multi-feature regression results.

24-hour
monitoring
Daytime
monitoring

Model
Multi-feature
Multi-feature
Multi-feature
Multi-feature

model
model
model
model

(linear)
(RBF)
(linear)
(RBF)

Phase I
r-value p-value
0.20
0.01
0.51
0.00
0.17
0.06
0.64
0.00

Phase II
r-value p-value
0.15
0.02
0.50
0.00
0.14
0.04
0.42
0.00

that the nonlinear model significantly outperforms the linear model. We also observe
that the prediction results in Phase I tends to be better than the corresponding
results in Phase II, particularly for daytime monitoring (0.64 vs. 0.42 under the nonlinear models). This trend is consistent with the significant lower correlation between
individual features and self-report scores in Phase II, compared to that in Phase I. On
the other hand, for all the four cases with non-linear models, the correlation of the
multi-feature regressed value with the self-report scores is significantly larger than that
under individual features, indicating that the multiple features are complementary to
each other, and combining them significantly improves upon a model that use a single
feature.
The correlations of the regressed self-report scores with the ground-truth values
as reported above (in both Phases I and II) are comparable or larger than those
in [61, 25, 87] (where the correlation range from 0.23 to 0.63), which use the data
collected by instrumenting phones. The above results indicate that data collected
from the WiFi infrastructure have similar prediction capability as those collected
directly from phones.
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Figure 2.7: Illustration of the variation of F1 score when increasing the number of
selected features.

Classification Results
We trained Support Vector Machine (SVM) models with a RBF kernel [14] for classifying whether one is depressed or not, where the assessment from the study clinician is used as the ground truth. Specifically, we considered the depressed class as
positive and the non-depressed class as negative, and used leave-one-user-out cross
validation (i.e., no data from one user was used in both training and testing to
avoid overfitting) procedure to choose parameters for the SVM model. Specifically,
the SVM model has two hyper-parameters, the cost parameter C and parameter γ
of the radial basis function. We varied the two parameters, C and γ, both from
2−15 , 2−14 , . . . , 214 , 215 , and chose the values that gave the best validation F1 score.
The F1 score, = 2(precision × recall)/(precision + recall), can be interpreted as a
weighted average of the precision and recall. It ranges from 0 to 1, and the higher,
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the better.
The above choice of parameters is performed for a given set of features. To
select features, we used SVM recursive feature elimination (SVM-RFE) [33, 57, 86],
which is a wrapper-based feature selection algorithm designed for SVM. The goal
of SVM-RFE is to find a subset of features out of all the features to maximize the
performance of the SVM predictor. For a set of n features (in our context, n is 7 and
6 for 24-hour and daytime monitoring, respectively), we used SVM-RFE for feature
selection as follows. For each pair of C and γ values, SVM-RFE provided a ranking
of the features, from the most important to the least important. After that, for each
feature, we obtained its average ranking across all the combinations of C and γ values,
leading to a complete order of the features. Let fˆ1 , . . . , fˆn represent the n features in
descending order of importance. That is, on average, fˆ1 is the most important feature,
fˆ2 is the second most important feature, . . . , and fˆn is the least important feature.
We then vary the number of features, k, from 1 to n. For a given k, the features
fˆ1 , . . . , fˆk were used to choose the parameters, C and γ, to maximize F1 score based
on the leave-one-user-out cross validation procedure as described above. Figure 2.7
shows an example (for Phase I study with daytime monitoring) when varying the
number of selected features. It plots the F1 score, along with precision, recall and
specificity, as k increases from 2 to 6. We see that k = 5 leads to the best F1 score,
and hence the corresponding five features are selected, and the corresponding F1 score
is recorded.
Table 2.3: AP level analysis: top features selected by SVM-RFE.
Phase I
Phase II

24-hour monitoring
RIndex, Entropy
CMove, EntropyN , RIndex, Nloc

Daytime monitoring
Entropy, EntropyN , Nloc , CMove, Nsig
CMove, Entropy, Nloc , EntropyN , Nsig , RIndex

50

Table 2.4: AP level analysis: classification results.

Features (Phase I)
PHQ-9 (Phase I)
Features (Phase II)
QIDS (Phase II)

F1 Score
0.66
0.68
0.78
0.72

24-hour monitoring
Precision Recall Specificity
0.63
0.70
0.58
0.61
0.75
0.53
0.86
0.72
0.85
0.68
0.76
0.70

F1 Score
0.74
0.72
0.79
0.85

Daytime monitoring
Precision Recall Specificity
0.74
0.75
0.72
0.67
0.78
0.60
0.73
0.88
0.53
0.84
0.86
0.85

We next present the classification results for the value k that provided the highest
F1 score in the four scenarios: Phase I and Phase II, with 24-hour and daytime
monitoring for both studies. Table 2.3 lists the top k features. We observe that for
Phase I study, entropy is a selected feature for both 24-hour and daytime monitoring,
consistent with its significant correlation with the self-report scores (see the first half
of Table 2.1). For Phase II study, while the correlation between a single feature and
the self-report score is generally weak, the features that are selected do have relatively
high correlation in certain cases (see the second half of Table 2.1).
Table 2.4 shows the F1 score along with three other performance metrics (precision, recall and specificity) for the four scenarios. The F1 score is 0.66-0.79. Maybe
surprisingly, the results for Phase II study is comparable (even slightly better) than
those for Phase I study, despite the weaker correlation between the features and the
self-report scores. For comparison, Table 2.4 also lists the classification results when
using self-report scores (i.e., PHQ-9 scores for Phase I and QIDS scores for Phase II),
where we chose an optimal threshold for classification. We observe that the classification results when using the features from WiFi meta-data are comparable to those
when using self-reports (as we shall see in Section 2.6, the features at the building
level can lead to even better classification results than using self-reports). Given that
WiFi meta-data are collected automatically, which does not require users to fill in
the questionnaires or direct data collection on the phones, our results demonstrate
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that using WiFi meta-data can be a promising light-weight and low-cost approach
for automatic depression screening.
Overall, the classification results are comparable to those in [61, 25, 87], which
use data collected directly from smartphones, indicating that data collected from the
WiFi infrastructure can lead to similar classification accuracy. The results for one
setting, Phase I 24-hour monitoring, are worse than other settings; as we shall see in
Section 2.6.3, it is significantly improved when using building based features.

2.6

Building Level Analysis

In this section, we present analysis results on the building level. Specifically, if a
WiFi association record indicates that a user is associated with an AP a from time t
to t0 , then we map the AP to the corresponding building b, and regard that the user
is in building b from t to t0 . In the following, we first present our data preprocessing
procedure, and then describe feature extraction and analysis results. As mentioned
earlier, the reason for using building based features is that intuitively they may represent the location more meaningfully (when a user is associated with different APs
in the same building, he/she is essentially at the same location semantically).

2.6.1

Data Preprocessing

We preprocess the data following a similar methodology as that in Section 2.5.1. For
the data collected in Phase I study, we consider PHQ-9 intervals. For each PHQ-9
interval, we only include the buildings where a participant spent at least one hour
over the PHQ-9 interval (to avoid including locations that a participant simply passed
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by). For 24-hour monitoring, the results below are for the case when we include a
PHQ-9 interval into analysis if it has at least 14 days of data; for daytime monitoring,
the threshold is 13 days (we use a lower threshold to cover more users and PHQ-9
intervals). For 24-hour monitoring, we obtained a total of 146 PHQ-9 intervals. Out
of these, 36 belonged to depressed participants and 110 belonged to the non-depressed
participants. A total of 37 users are found in this dataset, with 11 as depressed and 26
as non-depressed. For daytime setting, we extracted a total of 155 PHQ-9 intervals.
Out of these, 37 PHQ-9 intervals belonged to depressed participants and 118 PHQ-9
intervals belonged to non-depressed participants; we found 43 users in this setting,
with 13 as depressed and 30 as non-depressed.
For the data collected in Phase II study, we consider QIDS intervals. For each
QIDS interval, we only include the buildings where a participant spent at least 30
minutes over the QIDS interval. For both 24-hour and daytime monitoring, QIDS
intervals with at least 7 days of data are included for the analysis. For 24-hour monitoring, we extracted a total of 216 QIDS intervals, with 64 QIDS intervals belonging
to depressed participants and 152 belonging to non-depressed participants. These
QIDS intervals are obtained from a total of 59 users, with 19 as depressed and 40
as non-depressed. In daytime monitoring, we obtained 212 QIDS samples, with 68
belonging to depressed participants and 144 belonging to non-depressed participants.
There are 74 users, with 26 as depressed and 48 as non-depressed. Overall, the dataset
for Phase II study is larger than that of the Phase I study.
The time coverage (i.e., the percentage of time with WiFi association data) is
similar as that for AP level analysis for all the above four scenarios. The number of
intervals contributed by a participant is also similar as that in AP level analysis. The
figures are omitted for clarity.
53

2.6.2

Feature Extraction

Based on the buildings that a participant visited over a given PHQ-9 or QIDS interval, we extracted the following features: entropy, normalized entropy, the number of
unique buildings visited, the amount of time that a user spent in the “home” building
(only for 24-hour monitoring), circadian movement, the number of significant buildings visited, and routine index. These features are defined as those in Section 2.5.2,
except that they use building based locations instead of AP based locations. As noted
earlier, semantically, building based location is more meaningful. However, it requires
additional knowledge on which building an AP belongs to.

2.6.3

Data Analysis

The data analysis below proceeds in the same order as that in Section 2.5.3: we
first report the correlation between the various features and the self-report scores,
followed by the multi-feature regression results for predicting the self-report scores
and classification results for predict depression status.

Correlation Analysis
We computed the correlation results using Pearson’s correlation coefficients between
the various building-level features and self-report scores. The first half of Table 2.5
presents the correlation results along with p-values (using significance level α = 0.05)
for Phase I study. Again, we see that the correlations tend to be stronger for depressed
participants compared to those for all participants, and non-depressed participants.
For 24-hour monitoring, all the seven features show significant correlation with selfreport scores; the correlations are particularly significant for depressed participants.
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Table 2.5: Building level analysis: correlation between features and self-report scores.

Phase I
24-hour
monitoring

Phase I
Daytime
monitoring

Phase II
24-hour
monitoring

Phase II
Daytime
monitoring

Features
Entropy
EntropyN
Home
Nloc
CMove
Nsig
RIndex
Entropy
EntropyN
Nloc
CMove
Nsig
RIndex
Entropy
EntropyN
Home
Nloc
CMove
Nsig
RIndex
Entropy
EntropyN
Nloc
CMove
Nsig
RIndex

All
r-value p-value
-0.28
4 × 10−4
-0.28
5 × 10−4
0.28
6 × 10−4
-0.21
7 × 10−3
-0.21
0.01
-0.26
10−3
0.32
10−4
-0.27
7 × 10−4
-0.29
2 × 10−4
-0.13
8 × 10−3
-0.20
0.01
-0.13
0.11
0.38
0.00
-0.17
-0.20
0.24
-0.07
-0.008
0.13
0.11
-0.17
-0.20
-0.07
-0.04
-0.02
0.23

8 × 10−3
2 × 10−3
3 × 10−4
0.20
0.90
0.06
0.12
0.01
2 × 10−3
0.20
0.50
0.70
0.00
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Depressed
r-value p-value
-0.50
10−3
-0.51
10−3
0.51
10−3
-0.34
0.04
-0.47
3 × 10−3
-0.32
0.05
0.41
0.01
-0.38
0.01
-0.40
0.01
-0.12
0.40
-0.13
0.40
-0.07
0.68
0.36
0.02
-0.29
-0.31
0.46
-0.16
-0.15
-0.05
0.32
-0.24
-0.30
-0.09
-0.33
-0.12
0.30

0.01
0.01
10−4
0.10
0.20
0.60
0.01
0.04
0.01
0.40
6 × 10−3
0.30
0.01

Non-depressed
r-value p-value
-0.31
9 × 10−4
-0.26
5 × 10−3
0.26
6 × 10−3
-0.31
10−3
-0.12
0.20
-0.30
10−3
0.35
10−4
-0.31
7 × 10−4
-0.27
2 × 10−3
-0.26
4 × 10−3
-0.22
0.01
-0.26
3 × 10−3
0.47
0.00
-0.08
-0.1
0.13
-0.04
-0.02
0.21
0.01
-0.04
-0.05
-0.03
0.03
0.05
0.09

0.31
0.22
0.11
0.62
0.81
0.00
0.82
0.58
0.49
0.68
0.74
0.53
0.28

The sign of the correlation is consistent with the observations [11, 62] that the participants with higher self-report scores tend to spend time in a few places and spend
more time at home. For daytime monitoring, we observe significant correlation for
entropy, normalized entropy, and routine index, with the signs of the correlations
consistent with those of 24-hour monitoring.
The second half of Table 2.5 presents the correlation results for Phase II study.
Unlike what we observed for AP level analysis (Section 2.5.3), we observe that several
features (entropy, normalized entropy, the amount of time spent at home, and routine
index) show significant correlation in various cases. On the other hand, consistent
with AP level analysis, the correlations in Phase II are still generally lower than
the corresponding values in Phase II, which may be due to the different self-report
instruments that were used in these two phases, and particularly, different lengths of
the self-report intervals.
For both Phase I and II studies, the above results show that features extracted
at the building level show more significant correlation with self-report scores than
that at the AP level, consistent with the intuition that buildings represent the visited
locations more meaningfully than APs.

Multi-Linear Regression Results
We used multi-linear regression to predict self-report scores using building based
features. The approach is similar to what we have described in Section 2.5.3. Again
we used leave-one-user-out cross validation. The only difference is that we have
now considered the building level features, instead of AP level features. Table 2.6
summarizes the regression results. Similar to what we observed in Section 2.5.3, the

56

results from the non-linear regression models are significantly better than those from
the linear models. For the non-linear models, the r-values range from 0.30 to 0.46
across the four scenarios (i.e., Phase I and Phase II studies with 24-hour and daytime
monitoring in both cases), all with small p-values. In addition, for each scenario,
the r-values obtained from the `2 -regularized non-linear models are better than the
corresponding r-values obtained using individual features (see Table 2.5). Again, the
results for Phase I are better than those for Phase II, consistent with the stronger
correlation for individual features observed in Section 2.6.3.
The regression results under the linear models are similar as those for the AP level
(see Section 2.5.3). Somewhat surprisingly, the regression results for the non-linear
models are worse than those for the AP level, despite the stronger correlation between
the individual features and the self-report scores at the building level, which might
be due to the relative small sample size (particularly the small number of depressed
participants). On the other hand, the r values are still comparable or higher than
those in [61, 25, 87], which are obtained using data collected directly from phones. In
addition, as we shall see next, the building level features lead to better classification
results than AP level features.
Table 2.6: Building level analysis: multi-feature regression results.

24-hour
monitoring
Daytime
monitoring

Model
Multi-feature
Multi-feature
Multi-feature
Multi-feature

model
model
model
model

(linear)
(RBF)
(linear)
(RBF)
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Phase I
r-value p-value
0.22
0.00
0.46
0.00
0.20
0.01
0.46
0.00

Phase II
r-value p-value
0.13
0.05
0.37
0.00
0.10
0.10
0.30
0.00

Classification Results
Table 2.7: Building level analysis: top features selected by SVM-RFE.
24-hour monitoring

Daytime monitoring

Phase I

CMove, Nsig , Nloc , RIndex, Entropy

Nloc , EntropyN , CMove, Nsig , Entropy, RIndex

Phase II

RIndex, Nloc , Entropy

EntropyN , Entropy, Nloc , RIndex, CMove, Nsig

The classification approach is similar to what we have described in Section 2.5.3,
except for that the features are based on buildings instead of APs. We again used
leave-one-user-out cross validation to determine the two hyper-parameters, and used
SVM-RFE to select features. Table 2.7 lists the top k features selected by SVM-RFE
for various scenarios. For daytime monitoring, in both Phase I and II studies, all
the six features have been selected, which provided the best F1 score. For 24-hour
monitoring, a subset of features are selected, and the number of unique buildings, entropy and routine index have been selected for both Phase I and II studies. Table 2.8
summarizes the classification results. The F1 score is 0.73-0.84 in various scenarios.
For comparison, we again list the classification results when using self-report scores.
We see that in two cases (24-hour monitoring, Phase I and II studies), the classification results obtained using the features are substantially better than those obtained
using the self-report scores; for the other two cases, the classification results obtained
using these two approaches are similar. The above results again confirm that automatic classification using the WiFi association based features is a promising way for
automatic depression screening.
Compared to the classification results for AP level analysis (Section 2.5.3), the
results for the building level analysis are substantially better for one scenario (Phase
I 24-hour monitoring); the results for other cases are comparable. The above results
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indicate that the building level features are probably more meaningful in representing people’s behaviors for classification tasks. We further see from Table 2.8 that the
classification results under 24-hour monitoring tend to be better than daytime monitoring, which is perhaps not surprising since 24-hour monitoring uses the data from
both night and day, while only partial data (8am-6pm) is used in daytime monitoring.
Table 2.8: Building level analysis: classification results.
24-hour monitoring

Daytime monitoring

F1 Score

Precision

Recall

Specificity

F1 Score

Precision

Recall

Specificity

Features (Phase I)

0.84

0.90

0.77

0.90

0.75

0.67

0.80

0.62

PHQ-9 (Phase I)

0.68

0.55

0.88

0.53

0.70

0.63

0.78

0.57

Features (Phase II)

0.79

0.84

0.75

0.82

0.73

0.73

0.73

0.63

QIDS (Phase II)

0.67

0.57

0.81

0.50

0.85

0.86

0.85

0.87

2.7

Enhanced Building Level Analysis

In this section, we enhance the building level analysis in the previous section by considering several additional building level features, which are related to the categories
of the buildings. Our goal is to investigate whether including these additional features
can further improve the prediction results.

2.7.1

Additional Building Level Features

All the additional features are based on the categories of the buildings. Specifically,
we broadly classified the campus buildings based on their main purposes as entertainment, sports, class, library, and others. For each category of buildings, we extract
three types of features, detailed as follows.
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Number of Entertainment, Sports and Class buildings visited. The campus
has multiple entertainment, sports and class buildings. For each category of buildings,
we calculated the number of unique buildings visited by a participant in a given
PHQ-9 or QIDS interval. These features are denoted as Nentr , Nsports , and Nclass ,
respectively.
Average duration spent in Entertainment, Sports, Library and Class buildings. These features represent the average duration that a participant spent in each
category of buildings over a PHQ-9 or QIDS interval. They are denoted as Dentr ,
Dsports , Dlibrary , and Dclass , respectively.
Number of days visiting Entertainment, Sports, Library and Class buildings. These features represent the number of days that a participant visited a specific
category of buildings over a PHQ-9 or QIDS interval. They are denoted as Dayentr ,
Daysports , Daylibrary , and Dayclass , respectively.
Table 2.9 presents the correlation of these additional features with self-report
scores for Phase I data. For 24-hour monitoring, we observe one feature, the number
of days visiting Entertainment buildings, has significant correlation with the selfreport scores for both all and depressed participants. One feature (the number of
class buildings visited) shows significant correlation for all participants, but not for
the depressed participants; several other features (the duration in library, the number of days visiting sports buildings and library) show significant correlation for the
depressed participants, but not for all participants. For daytime monitoring, some
features show significant correlation for all participants, some features show significant correlation for the depressed participants, while no feature shows significant
correlation for both all and depressed participants.
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Table 2.9: Enhanced building level analysis: correlation between building-category
features and self-report scores for Phase I study.

24-hour
monitoring

Daytime
monitoring

Features
Nentr
Nsports
Nclass
Dentr
Dsports
Dlibrary
Dclass
Dayentr
Daysports
Daylibrary
Dayclass
Nentr
Nsports
Nclass
Dentr
Dsports
Dlibrary
Dclass
Dayentr
Daysports
Daylibrary
Dayclass

All
r-value p-value
-0.07
0.30
-0.06
0.40
-0.31
10−4
0.03
0.70
-0.05
0.50
0.05
0.50
-0.12
0.10
-0.21
9 × 10−3
-0.08
0.20
-0.01
0.80
-0.36
10−4
-0.09
0.02
-0.07
0.30
-0.22
5 × 10−3
-0.19
0.01
-0.04
0.50
0.09
0.20
-0.09
0.20
-0.15
6 × 10−3
-0.10
0.10
0.009
0.90
-0.28
3 × 10−4
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Depressed
r-value p-value
-0.04
0.80
-0.21
0.20
0.11
0.50
-0.18
0.20
-0.22
0.10
-0.34
0.04
0.11
0.06
-0.29
0.07
-0.32
0.05
-0.33
0.04
-0.30
0.06
0.01
0.90
-0.22
0.10
0.13
0.40
-0.17
0.20
-0.16
0.30
-0.35
0.03
0.30
0.06
-0.17
0.30
-0.30
0.07
-0.21
0.20
-0.18
0.20

Non-depressed
r-value p-value
-0.14
0.12
-0.14
0.14
-0.37
10−4
0.10
0.26
-0.08
0.37
0.34
2 × 10−4
-0.26
0.004
-0.28
0.002
-0.12
0.20
0.19
0.04
-0.42
0.00
-0.23
0.01
-0.04
0.63
-0.31
5 × 10−4
-0.24
0.007
-0.04
0.64
0.40
0.00
-0.27
0.002
-0.25
0.004
-0.07
0.44
0.15
0.08
-0.34
10−4

Table 2.10: Enhanced building level analysis: correlation between features and
self-reports for Phase II study.

24-hour
monitoring

Daytime
monitoring

Features
Nentr
Nsports
Nclass
Dentr
Dsports
Dlibrary
Dclass
Dayentr
Daysports
Daylibrary
Dayclass
Nentr
Nsports
Nclass
Dentr
Dsports
Dlibrary
Dclass
Dayentr
Daysports
Daylibrary
Dayclass

All
r-value p-value
-0.10
0.10
-0.01
0.70
-0.03
0.50
-0.11
0.10
-0.01
0.70
-0.12
0.60
0.14
0.03
0.003
0.90
-0.0004
0.90
-0.17
9 × 10−3
-0.01
0.80
-0.13
0.04
-0.03
0.60
-0.07
0.20
-0.11
0.08
-0.05
0.40
-0.12
0.07
0.09
0.10
-0.07
0.30
-0.04
0.50
-0.13
0.04
-0.05
0.30
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Depressed
r-value p-value
-0.21
0.09
-0.04
0.70
-0.04
0.70
-0.31
0.01
-0.07
0.50
-0.08
0.40
0.06
0.60
-0.12
0.30
0.05
0.60
0.10
0.30
-0.02
0.80
-0.15
0.20
-0.05
0.60
-0.10
0.30
-0.22
0.06
-0.12
0.30
-0.04
0.70
0.03
0.70
-0.14
0.20
0.02
0.80
0.01
0.80
-0.04
0.70

Non-depressed
r-value p-value
-0.07
0.33
0.02
0.75
0.09
0.26
-0.01
0.81
0.04
0.58
-0.15
0.05
0.17
0.02
0.01
0.83
-0.02
0.72
-0.22
4 × 10−3
0.09
0.25
-0.17
0.03
0.006
0.94
0.07
0.35
-0.07
0.37
-0.003
0.96
-0.12
0.12
0.14
0.08
-0.09
0.25
-0.04
0.57
-0.14
0.07
0.07
0.39

Table 2.10 presents the correlation results for Phase II study. We only observe a
few cases (the duration in entertainment buildings for depressed participants for both
24-hour and daytime monitoring) with significant correlation; the rest of the cases
have low correlation.
Again, the differences in the correlation results for Phases I and II may be caused
by the different self-report instruments, and particularly different lengths of the selfreport intervals in these two phases. Overall, the correlation of the various features
with the self-report scores is not very strong. On the other hand, as we shall see,
they are still helpful in improving classification results.

2.7.2

Multi-Linear Regression Results

The multi-linear regression approach is similar to what we have described earlier (Sections 2.5.3 and 2.6.3). Again we used leave-one-user-out cross validation. The only
difference is that we have now considered the building level features (Section 2.6.2)
together with the various building category features (Section 2.7.1). Table 2.11 summarizes the regression results. Similar to what we have observed earlier, the results
from the non-linear regression models are better than those from the linear models;
and multi-feature regression improves upon single-feature models. Compared to the
building level analysis that does not include building category features (Section 2.6.3),
we see that the performance becomes slightly worse, indicating that the additional
building category features have not helped in improving the regression results. On
the other hand, the range of the r values is still comparable to the range obtained by
using data directly from the phones [61, 25, 87].

63

Table 2.11: Enhanced building level analysis: multi-feature regression results.

24-hour
monitoring
Daytime
monitoring

2.7.3

Model
Multi-feature
Multi-feature
Multi-feature
Multi-feature

model
model
model
model

(linear)
(RBF)
(linear)
(RBF)

Phase I
r-value p-value
0.19
0.02
0.43
0.00
0.23
0.00
0.32
0.00

Phase II
r-value p-value
0.14
0.04
0.36
0.00
0.09
0.10
0.26
0.00

Classification Results

The classification procedure is as that in Section 2.6.3, except that both aggregate
building level features and building category features are used for classification. Table 2.12 lists the top k features selected by SVM-RFE for various scenarios. We see
that, despite the large number of features, only up to five features are selected in
the various scenarios. In addition, a mixture of aggregate building level features and
building category features are selected for each scenario. One feature, the number
of significant buildings visited (Nsig ), is selected as one of the top features for all
scenarios. Routine index is also selected consistently. For building category features,
certain features related to library and sports also tend to be selected.
Table 2.13 summarizes the classification results, showing that the F1 score ranges
from 0.72-0.85 in various scenarios. Compared to the results when not including
building category features (see Section 2.6.3), the results for one scenario (Phase II
24-hour monitoring) are improved (the F1 score is improved from 0.79 to 0.85), and
the results for other scenarios remain similar. The above results indicate that adding
building category features can further improve the classification performance.
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Table 2.12: Enhanced building level analysis: top features selected by SVM-RFE.
24-hour monitoring

Daytime monitoring

Phase I

RIndex, Nsig , CMove, Dlibrary , Daylibrary

Nsig , Daylibrary

Phase II

RIndex, Nsig

RIndex, Dsports , Daylibrary , Nsig

Table 2.13: Enhanced building level analysis: classification results.
24-hour monitoring

Daytime monitoring

F1 Score

Precision

Recall

Specificity

F1 Score

Precision

Recall

Specificity

Features (Phase I)

0.83

0.78

0.89

0.75

0.74

0.71

0.78

0.69

PHQ-9 (Phase I)

0.68

0.55

0.88

0.53

0.70

0.63

0.78

0.57

Features (Phase II)

0.85

0.88

0.82

0.86

0.72

0.68

0.76

0.50

QIDS (Phase II)

0.67

0.57

0.81

0.50

0.85

0.86

0.85

0.87

2.8

Conclusion and Future Work

In this part of the dissertation, we have investigated using meta-data passively collected from WiFi infrastructure for automatic depression screening. We have extracted various features at both the AP and building levels, and investigated their
correlations with self-report scores. In addition, we have constructed a family of machine learning models for predicting self-report scores and depression status. Our
analysis over two datasets demonstrated that this approach can lead to accurate depression prediction. The prediction results are comparable to those obtained using
data collected by instrumenting individual phones. Our study was conducted in a university setting, considering college students, a specific demographic group that has
heightened risk of mental health issues including depression [75]. Future directions
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include exploring the approach in other university campuses, and in other settings
(e.g., company, military base) with different demographic groups.
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Chapter 3
Predicting Depressive Symptoms
using Smartphone Data

3.1

Introduction

Depression is a common yet very serious health problem. It impacts a person physically, emotionally as well as socially, leading to higher medical costs, exacerbated
medical conditions, and higher mortality [67, 40, 20]. Depression symptoms manifest
in many aspects of daily life, including appetite, interests, energy level, mood, psychomotor behavior, sleep, and even suicidal intent. Currently, survey instruments,
such as Patient Health Questionnaire-9 (PHQ-9) [44] and Quick Inventory of Depressive Symptomatology (QIDS) [60], are commonly used to detect depression and keep
track of the development of the symptoms. Users need to fill in such questionnaires on
a regular basis (e.g., biweekly for PHQ-9 and weekly for QIDS), which is burdensome
and difficult to execute on a continuous basis.
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The emergence of smartphones as a pervasive computing platform presents a
tremendous opportunity of using smartphone data to automatically detect depression, as evidenced by existing studies (e.g., [81, 13, 61, 25]). These studies have
demonstrated that sensing data (e.g., location, activity, phone usage) collected passively from smartphones can be used for effective depression screening, since the
sensing data provides insights into various behavioral features that are highly correlated with depression. A recent study [83] explored an alternative approach that
does not require direct data capture on a user’s phone; instead, it leverages metadata collected from an institution’s WiFi network (e.g., the campus WiFi network of
a university or company). The rationale is that, when a user associates her phone
with an access point (AP) in an institution’s WiFi network for Internet access, the
location of the AP can be used to approximate the location of the phone and hence
the user (a phone needs to be close to the AP for the association). Therefore, the AP
association records from an institution’s WiFi network can be used to locate the users
dynamically over time. While the above two approaches differ in the data sources
that are being used, they share the common idea that high-level human behaviorial
features extracted from smartphone data, whether collected on the phones or from a
WiFi infrastructure, can be used to train machine learning models beforehand, and
then used for automatic depression screening.
Existing studies focus on binary classification using smartphone data, i.e., classifying whether one is depressed or not. In this part of the dissertation, we make a
significant step forward in that we predict individual depressive symptoms, including
all major aspects covered by PHQ-9 and QIDS. The predicted individual symptoms
provides a detailed picture on one’s current depression conditions (both behavioral
and cognitive), which can be tremendously helpful for both the users and clinicians.
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This approach involves no efforts from the users, and can provide an objective assessment that does not suffer from recall bias. On the other hand, predicting the status
of individual depressive symptoms is at a much finer granularity than predicting the
overall status of being depressed or not, and hence is more challenging. In addition,
smartphone data are primarily behavioral data (e.g., location, activity), while the
depressive symptoms can be cognitive in nature (e.g., interests, self-criticism, feeling
depressed). It is not clear whether behavioral data can be used to predict cognitive
characteristics accurately.
To explore the feasibility of using smartphone data to predict individual depressive symptoms, we have analyzed two categories of data collected from 182 college
students in a two-phase study. The first category is smartphone sensing data, collected directly on smartphones (by running an app on the phones), and the second
category is meta-data collected from a university campus WiFi network. Both categories include the data collected in two phases, accompanied by PHQ-9 and QIDS
questionnaires, respectively, which are reported by the participants. We explore using machine learning techniques to predict the presence or absence of each depression
symptom using features extracted from the two categories of smartphone data.
Our study makes the following main contributions.
• We find that sensing data collected directly on smartphones can predict a rich
set of depressive symptoms accurately, including both behavioral (appetite,
energy, sleep, psychomotor) and cognitive symptoms (interests, self-criticism,
feeling depressed, concentration). The predicted F1 scores can be as high as
0.83, comparable to the F1 scores obtained for predicting the overall depression
status [25, 87, 49, 89]. In addition, we observe stronger prediction results for
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depressed participants compared to non-depressed participants.
• We find that meta-data collected from an institution’s WiFi infrastructure can
also predict a variety of depressive symptoms accurately. Specifically, we explore
24-hour monitoring (for the users who spend time during both night and day
on campus, e.g., those who live on campus), and daytime monitoring where
only the daytime information (8am-6pm) is available (e.g., for those who are
only on campus during daytime). We find that even daytime information is
sufficient to provide accurate prediction for a set of depressive symptoms. Our
results demonstrate that the meta-data collected from an institution’s WiFi
infrastructure can be used to keep track of the wellness of a large population at
very little cost.
• We further explore predicting finer-level depressive symptoms, e.g., increased
or decreased appetite/weight, feeling restless or slowed down, and sleep disturbance (time taken falling asleep, sleep during night, sleeping too much, and
waking up too early). Our results demonstrate that even finer-level depressive symptoms (particularly sleep related) can be predicted accurately using
smartphone data, with predicted F1 scores up to 0.86.
The rest of the chapter is organized as follows. Section 3.2 briefly describes the
background and our high-level approach. Section 3.3 describes the data collection
methodology. Sections 3.4 and 3.5 report our analysis methodology and prediction
results of individual depressive symptoms using smartphone sensing data and WiFi
infrastructure meta-data, respectively. Section 3.6 presents the results on finer-level
depressive symptoms. Section 4.2 briefly describes related work. Last, Section 4.7
concludes the chapter and presents future work.
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3.2

Background and High-level Approach

In this section, we briefly describe depressive symptoms, particularly the symptoms
in two widely used questionnaires, PHQ-9 and QIDS, which are used in this study.
We then describe our high-level approach of using smartphone data collected directly
from smartphones, or meta-data collected from an institutions’s WiFi infrastructure,
to predict depressive symptoms.

3.2.1

Depressive Symptoms

Depressive symptoms manifest in multiple aspects. We use two types of questionnaires, PHQ-9 and QIDS, during the two phases of our study (see Section 3.3). Both
questionnaires are widely used in clinical settings for detecting depression and keeping track of the depression symptoms over time. PHQ-9 contains 9 questions, asking
about the symptoms in the past two weeks, and hence needs to be filled in by a user
every two weeks. QIDS is more comprehensive than PHQ-9. It contains 16 questions, asking about the symptoms in the past week, and hence needs to be filled in
every week. For both questionnaires, the questions are on nine broad aspects, including (1) appetite/weight, (2) interests, (3) energy/fatigue, (4) concentration, (5)
psychomotor agitation/retardation, (6) self-criticism, (7) feeling sad/depressed, (8)
sleep disturbance, and (9) suicidal ideation. The score of each question ranges from
0 to 3, corresponding to none, slight, moderate and severe symptoms, respectively.
The total score is the sum of the scores of the individual questions, and hence the
minimum score is 0 and the maximum score is 27. For certain symptoms, QIDS asks
multiple questions (instead of a single question as in PHQ-9), and the maximum score
of the responses to the multiple questions is used when calculating the total score.
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In the following, we briefly describe the nine questions in PHQ-9, and describe the
finer-level questions in QIDS when applicable.
• Appetite level. This question asks about poor appetite or overeating. In
QIDS, this question is expanded into four sub-questions: (1) increased appetite,
(2) decreased appetite, (3) increased weight, and (4) decreased weight, where
(1) and (2) are mutual exclusive (one can only choose one to answer), and (3)
and (4) are mutual exclusive.
• Interest level. This question checks if there is little interest in other people
or activities.
• Energy/fatigue level. This question asks whether one has lower energy in
doing day-to-day activities.
• Concentration level. This evaluates whether one has trouble concentrating
or making decisions.
• Psychomotor agitation/retardation. This question checks if one is feeling
more slowed down or restless than usual. In QIDS, this question is divided into
two sub-questions: (1) feeling slowed down, and (2) feeling restless.
• Self-criticism. This question evaluates whether one feels bad about herself or
that she is letting her family down.
• Feeling sad/depressed. This question records whether one is feeling down,
depressed, sad or hopeless.
• Sleep disturbance. This question checks if one is having trouble sleeping. In
QIDS, this question is expanded to four sub-questions: (1) time taken falling
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asleep, (2) sleep during night, (3) waking up too early, and (4) sleeping too
much.
• Suicidal ideation. This question checks if one has any suicidal intent.

3.2.2

High-level Approach

We predict the individual symptoms described above using machine learning models.
Specifically, we first collect data and ground truth to train machine learning models.
After that, we use testing data to evaluate the prediction accuracy of the models. We
consider two scenarios of data collection.
• Using sensing data collected on smartphones. In this scenario, the sensing
data was passively collected from smartphones, through an app that runs in
the background on the phones. A wide variety of sensing data (e.g., location,
activity, phone usage) can be collected. We primarily focus on location data in
this work. The data was collected over 24 hours each day.
• Using meta-data collected from institution infrastructure. In this scenario, meta-data was passively collected from a wireless infrastructure (e.g.,
campus WiFi network in a university). Specifically, we use WiFi association
data to provide information on user locations over time (since a phone needs to
be close to an AP for the association, the location of the AP can approximate
the location of the phone/user). We further consider two cases in this scenario: (1) using data collected over 24 hours each day, and (2) only using data
collected during daytime (8am-6pm). The first case is applicable when a user
spends significant amount of time during both night and day on campus (e.g., a
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student living on campus), while the second is applicable when a user comes to
a campus for work/study during the daytime, and spends the rest of the time
off campus. Clearly, 24-hour data provides more insights into a user’s behavior
than daytime data. We also explore the daytime case since it is common in
practice, and it is interesting to explore whether daytime location information
alone already provides substantial insights into depression symptoms.
Advantages of our approach. Our approach of using passively collected data to
automatically predict individual depressive symptoms eliminates the need for users
to manually fill in their depressive symptoms, and hence provides a convenient mechanism for continuous monitoring. In addition, the prediction can provide objective
assessment, which does not suffer from recall bias. The second scenario described
above can be used for depressive symptom assessment on a large scale. For example,
it can be used to estimate the percentage of students feeling depressed in a university.
When a university carries out activities to improve the mental health of the students
(e.g., hold events to raise the awareness of mental health or advocate best practices
to improve mental health), it can be further used to assess the effectiveness of these
activities (e.g., by comparing the percentage of students feeling depressed before and
after the activities).
Deployment issues. The focus of this study is to explore the feasibility of using
data collected in the above two scenarios in predicting depression symptoms. Clearly,
user privacy and responsible usage of the data need to be considered carefully in
any system that uses our approach, which are beyond the scope of this work; a brief
discussion of the pros and cons of using these two types of data and deployment issues
is in [83].
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3.3

Data Collection

We collected data from a two-phase study at the University of Connecticut. Phase I
study was from October 2015 to May 2016; Phase II study was from February 2017
to December 2017. The participants were full-time students of the university, aged
18-25. We recruited 79 participants in Phase I study (73.9% female and 26.1% male;
62.3% white, 24.6% Asian, 5.8% African American, 5.8% with more than one race,
and 1.5% being other or unknown), and recruited 103 participants in Phase II study
(76.7% female and 23.3% male; 58.3% white, 25.2% Asian, 3.9% African American,
7.8% with more than one race, and 4.9% being other or unknown).
All participants met with our study clinician for informed consent and initial
screening before being enrolled in the study. Based on the clinician assessment, in
Phase I study, 19 and 60 participants were classified as depressed and non-depressed,
respectively; in Phase II study, the corresponding numbers are 39 and 64. In both
phases, we intended to recruit the same number of depressed and non-depressed
participants, and were not able to recruit as many depressed participants as intended.
A subset of the data has been used in our prior works [25, 87, 49, 89]. None of them
explores predicting individual depressive symptoms as in this study. We next briefly
describe four types of data that are used in this study: smartphone sensing data,
meta-data from campus WiFi infrastruture, questionnaire responses, and clinician
assessment. For user privacy, the identities of the participants were removed and
were annotated with random IDs.
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3.3.1

Smartphone Sensing Data

The sensing data was collected using LifeRhythm [25], an app that we developed for
Android and iPhone, the two predominant smartphone platforms. The app runs in
the background, passively collecting sensing data with no need of user interaction.
The Android version of the app was developed based on an existing publicly available
library, Emotion Sense library [45]; for iPhone, the app was developed using Swift
from scratch. While a variety of sensing data is collected by the app, we focus on
location data in this work. Specifically, we collected two types of location data on
the phones: GPS locations and WiFi association events. Each GPS location sample
contains the timestamp, longitude, latitude, user ID, and error (in meters). Each AP
association log contains the timestamp, the ID of the AP, and whether the event is
association or dissociation. On Andriod phones, the GPS data were collected periodically every 10 minutes. On iPhones, there is no convenient mechanism for collecting
GPS data periodically, and therefore we designed an event-based data method. For
both platforms, the WiFi association data were logged based on events. See more
details on data collection in [25].
GPS and WiFi data are complementary to each other: GPS works well outdoors
while WiFi works better indoors; GPS provides finer-granularity location data than
WiFi but is more energy consuming. We have developed a technique to fuse the two
sources of data for more complete location coverage [87]. After fusion, the location
data is represented as longitude and latitude pairs at the granularity of one minute;
the time points with unknown locations are marked with unknown. The fused location
data is used in the analysis.
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3.3.2

Meta-data from WiFi Infrastructure

The meta-data from the WiFi infrastructure refers to the WiFi association logs that
were captured at the APs (note that it differs from the WiFi association data in
Section 4.3.1, which was collected on the phones, not from APs). Specifically, the
information collected at the APs were queried by the university’s IT services using
standard network management protocols, and then sent to us on a regular basis. Each
record corresponds to an AP association event, including the MAC address of the AP,
the MAC address of the wireless device, the start time of the association, and the
duration of the association. To preserve user privacy, for each AP association record,
we hashed the MAC addresses of both the AP and device to 16 bytes each, and
then stored the hashed values on our data collection server. Finding a participant’s
AP association records was based on the hashed MAC address of the participant’s
phone. The location information in an AP association record is represented by the
ID of the AP, instead of longitude and latitude values as in location data collected on
smartphone phones. We further leverage additional information from the IT services
to map each AP to a building on campus. After that, the location information is
represented as the building IDs.
Note that the data can only be collected when a participant is on campus and
connected to the campus WiFi infrastructure. Since most students were not on campus during the holidays (Thanksgiving and Christmas) and breaks (spring, winter
and summer breaks), our data analysis excluded those time periods.
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3.3.3

Questionnaire Responses

In Phase I study, a participant filled in a PHQ-9 questionnaire during the initial
assessment, and then every two weeks using an app that we developed. In Phase II
study, following the suggestions from our study clinician, we switched from PHQ-9 to
QIDS since it allows finer-grained labeling of depression symptoms and more frequent
self-reports from participants. A participant filled in a QIDS questionnaire initially
and every week using an app that we developed. Both the PHQ-9 and QIDS apps
sent a notification to a participant to fill in the respective questionnaire on the due
dates, and sent a reminder to the participant if a questionnaire was not filled in three
days after the due date. The filled-in questionnaires were encrypted at the phone and
then sent to our secure data collection server.

3.3.4

Clinical Assessment

Every participant was assessed by a clinician at the beginning of the study. Specifically, using an interview that was designed based on the Diagnostic and Statistical
Manual of Mental Health (DSM-5) and PHQ-9/QIDS evaluation, the clinician classified individuals as either depressed or non-depressed during the initial screening. A
participant with a diagnosis of depression must participate in treatment to remain
in the study. In addition, depressed participants had follow-up meetings with the
clinician periodically (once or twice a month determined by the clinician) to confirm
their self-reported PHQ-9/QIDS scores with their verbal report during the meetings.
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3.4

Predicting Depressive Symptoms Using Smartphone Sensing Data

In this section, we report the prediction results of individual depressive symptom
using sensing data directly collected from smartphones; the results when using metadata collected from WiFi infrastructure are deferred to Section 3.5. In the following,
we first describe data preprocessing and feature extraction. We then describe the
classification methodology and the prediction results.

3.4.1

Data Preprocessing and Feature Extraction

We preprocess the data collected in PHQ-9 or QIDS intervals for each participant.
Specifically, a PHQ-9 interval includes 15 days, the day when a PHQ-9 questionnaire
is filled in and the previous 14 days (since PHQ-9 asks depressive symptoms in the
previous two weeks). Similarly, a QIDS interval includes 8 days, the day when a
QIDS is filled in and the previous 7 days (QIDS asks depressive symptoms in the
previous week). Each PHQ-9/QIDS interval contains a questionnaire response from
a participant, and the associated sensing data collected on smartphones. We only
focus on location data, which is obtained by fusing the location data from GPS and
WiFi association data that were collected on the phones (see Section 4.3.1). Even
after data fusion, we still have substantial missing data. We therefore omit the PHQ9/QIDS intervals with low data coverage in the data analysis. Specifically, if a PHQ-9
interval has less than 13 days with data or has less than 40% of the data points in
the days with data, we omit the PHQ-9 interval in the analysis. For a QIDS interval,
the corresponding thresholds are 6 days and 50%, respectively.
Samples. We now describe the number of samples (each corresponding to a self79

(a) Android, depressed.

(b) Android, non-depressed.

(c) iPhone, depressed.

(d) iPhone, non-depressed.

Figure 3.1: Number of samples for individual depressive symptoms (Phase I study).

(a) Android, depressed.

(b) Android, non-depressed.

(c) iPhone, depressed.

(d) iPhone, non-depressed.

Figure 3.2: Number of samples for individual depressive symptoms (Phase II study).
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report interval) after the above data preprocessing procedures. We present the samples for Android and iPhone users separately because the data collection follows
significantly different methodologies (see Section 4.3.1), and hence our analysis is
conducted for these two platforms separately. For Phase I, 25 are Android users (6
depressed and 19 non-depressed) and 54 are iPhone users (13 depressed and 41 nondepressed). For Phase II, 34 are Android users (12 depressed and 22 non-depressed)
and 69 are iPhone users (27 depressed and 42 non-depressed).
Fig. 3.1 plots the histograms of the scores for each depressive symptom for Phase
I participants, where the depression status (i.e., whether one is depressed or not) is
based on clinician assessment. The score for a symptom is either 0 (no symptom) or
larger than 0 (i.e., 1, 2, or 3, corresponding to slight, moderate or severe symptom,
respectively). The reason for plotting only these two types of scores is that the
number of samples of scores 2 and 3 is low, and hence we group them together with
the samples with scores of 1. Our classification (Section 3.4.3) is therefore for two
classes: absence and presence of symptom for each individual symptom. We see from
the figure that for depressed participants, not surprisingly, a higher fraction of the
scores for a depressive symptom is greater than 0 (i.e., has the symptom), while for
non-depressed participants, a higher fraction of the scores is zero (i.e., does not have
the symptom). A symptom label is marked in red if the samples are significantly
unbalanced (specifically, the number of samples in one class is more than 4× or less
than 1/4 of the other), which will not be used in the analysis later on. The question
of suicidal ideation is omitted from the figure since the scores are predominantly 0.
Fig. 3.2 plots the histograms of the scores for each depressive symptom for Phase
II participants. We observe similar trends as those in Phase I. Again, the question of
suicidal ideation is omitted due to the reason as described earlier.
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Feature Extraction. We extract the following 10 features from the location data.
The first four features are directly based on location data, while the last six features
are based on locations clusters obtained using DBSCAN [21], a density based clustering algorithm to cluster the stationary points (i.e., those with moving speed less than
1km/h). DBSCAN requires two parameters, epsilon (the distance between points)
and the minimum number of points that can form a cluster (i.e., the minimum cluster
size). We varied the settings for these two parameters and selected the settings that
led to the best overall correlations between the features and the PHQ-9/QIDS scores.
For both Phases I and II, we set epsilon as 0.0002 (approximately 22 meters). For
Phase I, the minimum number of points is set to correspond to 2.5 hours’ stay (i.e.,
160 since two adjacent locations are one minute apart after data fusion). For Phase
II, it is set to correspond to around 3 hours’ stay.
• Location variance. This feature [61] measures the variability in a participant’s
2
2
2
2
represent the
and σlat
), where σlong
+σlat
location. It is calculated as log(σlong

variance of the longitude and latitude of the location coordinates, respectively.
• Time spent in moving. This feature represents the percentage of time that
a participant is moving. Specifically, as in [61], we estimate the moving speed
at a sensed location, and treat a speed larger than 1km/h as moving, and as
stationary otherwise.
• Total distance. Given the longitude and latitude of two consecutive location samples for a participant, we use Harversine formula [66] to calculate the
distance traveled in kilometers between these two samples. The total distance
traveled during a time period is the total distance normalized by the time period.
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• Average moving speed. This feature represents the average moving speed,
where movement and speed are identified in the same way as what is used for
the total distance feature.
• Number of unique locations. It is the number of unique clusters from the
DBSCAN algorithm.
• Entropy. It measures the variability of time that a participant spends at
different locations. Let pi denote the percentage of time that a participant
P
spends in location cluster i. The entropy and is calculated as − (pi log pi ).
• Normalized entropy. It is entropy divided by the number of unique clusters. Hence it is invariant to the number of clusters and depends solely on the
distribution of the visited location clusters [61].
• Time spent at home. This feature represents the percentage of time when
a participant is at home. Following [61], we identify “home” for a participant
as the location cluster that the participant is most frequently found between
[0, 6]am.
• Circadian Movement. This feature is calculated as in [61]. It measures to
what extent a participant’s sequence of locations followed a 24-hour or circadian
rhythm. To calculate circadian movement, we first use the least-squares spectral
analysis, also known as the Lomb-Scargle method [55], to obtain the spectrum
of the locations (represented by the cluster IDs). We then calculate the amount
of energy that falls into the frequency bins within a 24 ± 0.5 hour period as

E=

X

psd(fi )/ (i1 − i2 ) ,

i
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(3.1)

where i = i1 , i1 + 1, . . . , i2 , and i1 and i2 represent the frequency bins corresponding to 24.5 and 23.5 hour periods, respectively, psd(fi ) denotes the power
spectral density at each frequency bin fi . The total circadian movement is then
calculated as log(E).
• Routine Index. This feature is adapted from [13]. It quantifies how different
the locations (represented by the cluster IDs) visited by a user in a day differs
from those visited in another day. Specifically, it considers two days d1 and d2 in
a self-report interval (i.e., PHQ-9 or QIDS interval). Let `i1 , . . . , `in denote the
locations that were visited in each minute on day i, i = 1, 2 (we only consider
the set of intervals where there are recorded locations in both days). Then the
similarity of these two days is

sim(d1 , d2 ) =

n
X

!
g(`1j , `2j ) /n ,

(3.2)

j=1

where g(`1j , `2j ) = 1 if `1j = `2j , and is zero otherwise. We see the value of
sim(d1 , d2 ) is between 0 and 1, and a larger value represents a higher degree
of similarity. The routine index of a self-report interval is the average of the
similarities of all pairs of days within the interval. It is a value between 0 and 1;
higher values indicate that the locations visited over the days are more similar.

3.4.2

Classification Methodology

For each depressive symptom, we used Support Vector Machine (SVM) models with a
RBF kernel [14] for classifying whether one has the symptom or not. The classification
is done for each self-report interval, using the self-report from a participant as the
84

ground truth. The presence of the depressive symptom is considered as positive and
the absence of the symptom is considered as negative. The SVM model has two
hyper-parameters, the cost parameter C and the parameter γ of the radial basis
functions. We used leave-one-user-out cross validation procedure (i.e., no data from
one user was used in both training and testing to avoid overfitting) to choose these
two parameters. Specifically, we varied C and γ both in 2−15 , 2−14 , . . . , 214 , 215 , and
chose the values that gave the best validation F1 score. The F1 score, defined as
2(precision × recall)/(precision + recall), is a weighted average of the precision and
recall. It ranges from 0 to 1, and the higher, the better.
The above choice of parameters is performed for a given set of features. For each
depressive symptom, we further selected the best set of features using SVM recursive feature elimination (SVM-RFE) [33, 57, 86], which is a wrapper-based feature
selection algorithm designed for SVM. The goal of SVM-RFE is to find a subset of
features out of all the features to maximize the performance of the SVM predictor.
For a set of n features, we used SVM-RFE for feature selection as follows. For each
pair of values for C and γ, SVM-RFE provided a ranking of the features, from the
most important to the least important. After that, for each feature, we obtained its
average ranking across all the combinations of C and γ values, leading to a complete
order of the features. We then varied the number of features, k, from 1 to n. For a
given k, the top k features were used to choose the parameters, C and γ, to maximize F1 score based on the leave-one-user-out cross validation procedure as described
above. The set of top k features that provides the highest F1 score is chosen as the
best set of features.
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3.4.3

Symptom Prediction Results

We next present the prediction results of the individual depression symptoms for
Phase I and Phase II studies. The results for the Android and iOS datasets are
presented separately because of the significantly different data collection mechanisms
that were used on these two platforms. For each platform, we report the results for
three cases: all the participants, the depressed participants, and the non-depressed
participants. The first case (all the participants) is interesting since it is for the
(common) scenario when there is a mixture of depressed and non-depressed users,
and the ground truth of the depression status is unknown. The second case is interesting since it provides insights on whether smartphone sensing data can be used
by depressed users to categorize their individual depression symptoms automatically.
Similarly, the third case provides insights on whether the automatic depression symptom categorization can be used by non-depressed users. The prediction results shown
below include F1 score as well as three other important performance metrics (including precision, recall, specificity). In addition, the number of features in the best set
of features that was selected for the prediction is listed in the table. As mentioned
earlier, the suicidal intent symptom is excluded from the analysis (since the responses
are predominantly 0).
Phase I Results. Table 3.1 presents the classification results for Phase I study. For
each depressive symptom, the number of samples from Android users is 171 (54 from
depressed and 116 from non-depressed participants); the number of samples from the
iOS users is 221 (84 from depressed and 137 from non-depressed participants). A
symptom label is marked in red in Fig. 3.1 if the numbers of positive and negative
samples are very unbalanced (specifically, their ratio is over 4 or less than 1/4). The
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Android

All

Depressed

Non-depressed

All

iOS

Depressed

Non-depressed

Depressive symptom
Energy
Feeling-depressed
Interest
Self-criticism
Sleep
Energy
Feeling-depressed
Interest
Sleep
Concentration
Energy
Feeling-depressed
Interest
Sleep
Appetite
Concentration
Energy
Feeling-depressed
Interest
Self-criticism
Sleep
Appetite
Concentration
Energy
Feeling-depressed
Interest
Self-criticism
Sleep
Energy
Feeling-depressed

F1 Score
0.69
0.70
0.62
0.71
0.64
0.76
0.69
0.69
0.65
0.62
0.71
0.70
0.62
0.61
0.75
0.69
0.61
0.73
0.76
0.80
0.71
0.79
0.70
0.74
0.83
0.81
0.81
0.68
0.67
0.65

Precision
0.66
0.66
0.63
0.70
0.62
0.78
0.67
0.63
0.57
0.68
0.65
0.65
0.59
0.65
0.74
0.69
0.54
0.74
0.80
0.81
0.71
0.75
0.65
0.64
0.90
0.78
0.80
0.68
0.65
0.64

Recall
0.73
0.74
0.61
0.72
0.65
0.74
0.71
0.77
0.76
0.56
0.78
0.76
0.65
0.57
0.75
0.69
0.71
0.73
0.73
0.79
0.70
0.84
0.75
0.87
0.76
0.84
0.82
0.69
0.69
0.67

Specificity
0.50
0.53
0.55
0.73
0.63
0.76
0.54
0.60
0.52
0.70
0.56
0.66
0.52
0.78
0.70
0.65
0.50
0.78
0.79
0.78
0.69
0.67
0.50
0.57
0.88
0.82
0.78
0.70
0.51
0.56

# of features selected
10
4
2
5
5
5
4
6
5
3
9
3
5
3
7
3
5
10
7
6
8
9
4
5
5
5
4
4
2
9

Table 3.1: Prediction of individual depressive symptoms for Phase I study (using
smartphone sensing data).
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Android

All

Depressed

Non-depressed

iOS

All

Depressed
Non-depressed

Depressive symptom
Concentration
Interest
Self-criticism
Appetite
Concentration
Feeling-depressed
Interest
Feeling-depressed
Psychomotor
Concentration
Energy
Feeling-depressed
Self-criticism
Sleep
Appetite
Interest
Energy
Feeling-depressed

F1 Score
0.60
0.64
0.65
0.68
0.63
0.65
0.69
0.60
0.60
0.63
0.63
0.67
0.61
0.64
0.61
0.60
0.60
0.64

Precision
0.66
0.65
0.64
0.59
0.62
0.61
0.63
0.63
0.56
0.62
0.63
0.66
0.59
0.63
0.55
0.53
0.58
0.61

Recall
0.54
0.63
0.65
0.81
0.63
0.68
0.76
0.54
0.60
0.64
0.63
0.68
0.63
0.66
0.68
0.69
0.59
0.66

Specificity
0.66
0.63
0.62
0.53
0.61
0.58
0.60
0.72
0.56
0.50
0.52
0.52
0.50
0.62
0.53
0.50
0.52
0.50

# of features selected
5
6
2
10
3
2
2
3
2
10
2
4
10
10
5
4
8
7

Table 3.2: Prediction of individual depressive symptoms for Phase II study (using
smartphone sensing data).

results below exclude such symptoms. For the remaining symptoms, we only list the
symptoms with the resultant F1 score above 0.6 in the table.
We first describe the results for Android users. As shown in Figures 3.1 (a) and (b),
psychomotor is excluded from the analysis for both depressed and non-depressed participants, and in addition self-criticism is excluded from the analysis for non-depressed
participants. From Table 3.1 (the top part), we see that for depressed participants,
four symptoms, energy level, feeling depressed, interest and sleep disturbance, were
predicted with significant F1 scores (above 0.6). These four symptoms were also predicted with significant F1 scores for all and non-depressed participants. In addition,
another symptom, self-criticism, was predicted accurately for all participants; and
concentration was predicted accurately for non-depressed participants.
The above results show that, maybe surprisingly, location features, which are
behavioral in nature, can be used to predict cognitive symptoms such as feeling de-
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pressed, interest and concentration accurately. This may be because location characteristics are inherently correlated with cognitive symptoms. For instance, feeling
depressed or lack of interests may lead one to move less, visit less places and stay in
a smaller number of places for a longer period of time. Indeed, the features that were
selected for predicting feeling depressed include entropy, normalized entropy, number
of locations, and distance traveled. The features that were selected for predicting interests and concentration include location variance, entropy, normalized entropy, the
amount of time moving, and the distance traveled. We further observe that sleep can
be predicted accurately, consistent with existing studies that show that smartphones
data can be used for detecting sleeping patterns [51, 16, 52, 34]. We also observe that,
for the symptoms that were predicted accurately for depressed participants, their F1
scores tend to be higher than the corresponding F1 scores for the other two cases (i.e.,
all the participants and the non-depressed participants), indicating that the smartphone sensing data is more effective in keeping track of the depression symptoms for
depressed participants. This might be because, for depressed participants, their selfreport scores of the individual symptoms reflect more consistently their psychological
status. This observation is consistent with results in our prior work [49, 83], which
show that location features are more correlated with the overall self-report scores
(i.e., the sum of the scores of the individual symptoms) for depressed participants
than that for the non-depressed participants.
Table 3.1 (bottom part) shows the results for iOS users. As shown in Figures 3.1
(c) and (d), psychomotor is excluded from the analysis due to significantly unbalanced samples. We see that all seven symptoms (i.e., all the nine symptoms excluding
psychomotor and suicidal intent) that we considered were predicted accurately for depressed users. The F1 score ranges from 0.61 to 0.83. Out of the seven symptoms, four
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symptoms (concentration, feeling-depressed, interests and self-criticisms) are cognitive, confirming our earlier observation that location features can be used to predict
cognitive symptoms accurately. For non-depressed participants, two symptoms, energy level and feeling depressed, were predicted accurately. For all the participants,
all seven symptoms were predicted accurately, with the predicted F1 scores slightly
lower than those for the depressed participants, consistent with the results for the
Android users.
Phase II Results. Table 3.2 presents the classification results for Phase II dataset.
For each depressive symptom, we have 499 samples from the Android users (140 from
depressed and 359 from non-depressed participants), and 1183 samples from the iOS
users (448 from depressed and 735 from non-depressed participants). The number of
samples in each case is significantly larger than that in Phase I study because each
sample corresponds to a one-week time period (since the QIDS questionnaire used in
Phase II asks about the symptoms in the past week), instead of two-week time period
as in Phase I study. In addition, the number of participants (particularly, depressed
participants) in Phase II is larger than that in Phase I.
The top part of Table 3.2 shows the results for Android participants. For the
depressed participants, in addition to suicide intent, three symptoms (energy level,
psychomotor, and sleep) were not considered in the analysis due to significantly unbalanced samples. Of the five remaining symptoms, four symptoms, one behavioral
(appetite) and three cognitive (concentration, feeling depressed, and interest) symptoms, were predicted accurately; and only one symptom (self-criticism) was not predicted accurately. For the non-depressed participants, in addition to suicide intent,
three symptoms (concentration, interests, and self-criticism) were excluded from the
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analysis. Of the five remaining symptoms, two symptoms (feeling depressed and psychomotor) were predicted accurately. For all the participants, the symptoms that were
predicted accurately include concentration, interest and self-criticism. We again observe higher F1 scores for the depressed participants than those for the non-depressed
and all participants.
The bottom part of Table 3.2 shows the results for iOS participants. For the
depressed participants, two symptoms (suicide intent and sleep) were excluded from
the analysis. Of the remaining seven symptoms, two symptoms (appetite and interest)
were predicted with F1 scores larger than 0.6. For non-depressed participants, two
symptoms (energy and feeling depressed) were predicted with significant F1 scores.
The fewer symptoms that were predicted accurately compared to Phase I results (see
the bottom part of Table 3.1) might be due to two factors: (1) the location features
in Phase II were extracted from one-week location data (instead of two-week data as
in Phase I), and (2) the location data were collected using an event-based mechanism
on iOS platform. While the first factor also holds true for Android data, the periodic
data collection on Android leads to better location coverage than the event-based
location collection on iOS platform [89], leading to impact on the classification results
for individual symptoms. We believe that the Phase II iOS results can be improved
by better data preprocessing (e.g., using better techniques for handling the missing
data to provide more complete data coverage) and feature extraction (e.g., including
more features); further investigation is left as future work. For all the participants,
five symptoms were predicted accurately, which were predicted accurately in Phase I
study as well.
Summary. Summarizing the results in Phase I and Phase II studies, we observe that
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three symptoms, appetite, interest and feeling depressed, were predicted accurately
across multiple settings for depressed participants. For non-depressed participants,
one symptom, feeling depressed, was predicted accurately in all the settings. For all
the participants, concentration, energy, feeling-depressed, interest, self-criticism, and
sleep were predicted accurately in various settings. The predicted F1 score is up to
0.83, comparable to the F1 scores obtained for predicting the overall depression status [25, 87, 49, 89]. Given that the data was collected passively without any efforts
from the users, automatic prediction using the collected data provides an attractive
approach for keeping track of the absence and presence of depressive symptoms continuously over time. The differences in Phase I and II results, particularly for iOS
users, also point out future directions in improving data collection, preprocessing and
feature extraction to tackle the challenges of missing data.

3.5

Predicting Depressive Symptoms Using WiFi
Infrastructure Data

We now present the prediction results of individual depressive symptom when using
meta-data collected from WiFi infrastructure. In the following, we first describe data
preprocessing and feature extraction, and then the prediction results. The classification methodology is the same as that presented in Section 3.4.2.

3.5.1

Data Preprocessing and Feature Extraction

As mentioned in Section 3.3.2, the location information is represented as building
IDs (by mapping an AP that a phone is associated with to the building that the AP
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(a) 24-hour, depressed.

(b) 24-hour, non-depressed.

(c) daytime, depressed.

(d) daytime, non-depressed.

Figure 3.3: Number of samples for depressive symptoms for Phase I study (using WiFi
infrastructure data).

(a) 24-hour, depressed.

(b) 24-hour, non-depressed.

(c) daytime, depressed.

(d) daytime, non-depressed.

Figure 3.4: Number of samples for depressive symptoms for Phase II study (using WiFi
infrastructure data).
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is located in). We again filter out PHQ-9 and QIDS-intervals that do not contain
sufficient amount of data. Specifically, we exclude a PHQ-9 interval if it contains
less than 14 days of data, and exclude a QIDS interval if it contains less than 7 days
of data. Figures 3.3 and 3.4 plot the number of samples (PHQ-9/QIDS intervals)
after the above data preprocessing for Phase I and Phase II studies, respectively.
The results for the two scenarios, 24-hour and daytime monitoring, are shown in the
figures. We again plot the scores for the depressed and non-depressed participants
separately (the depression status is based on clinician assessment). As expected, for
each symptom, the fraction of the scores larger than 0 (i.e., with the symptom) is
higher for the depressed participants than that for the non-depressed participants.
We extracted the following 18 features from the data. The first six features,
including the number of unique locations, entropy, normalized entropy, time spent at
home (only applicable to 24-hour monitoring), circadian movement, routine index,
are the same as those used for smartphone sensing data (Section 3.4.1), except that
the locations are represented as building IDs instead of cluster IDs. The remaining
12 features are described below; most of them are related to the categories of the
buildings (we broadly classified the campus buildings based on their main purposes
as entertainment, sports, class, library, and others).
• Number of significant locations visited. This featured is calculated as
in [13]. Let S denote the top 10 most significant buildings visited by a user
(i.e., the 10 buildings where a user spent the most time) during the period of
study. The number of significant locations in a self-report interval (i.e., PHQ-9
or QIDS interval) is the number of unique buildings visited in the interval that
are in S.
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• Number of Entertainment, Sports and Class buildings visited. The
campus has multiple entertainment, sports and class buildings. For each category of buildings, we calculated the number of unique buildings visited by a
participant in a given PHQ-9 or QIDS interval.
• Average duration spent in Entertainment, Sports, Library and Class
buildings. These features represent the average duration that a participant
spent in each category of buildings over a PHQ-9 or QIDS interval.
• Number of days visiting Entertainment, Sports, Library and Class
buildings. These features represent the number of days that a participant
visited a specific category of buildings over a PHQ-9 or QIDS interval.

3.5.2

Symptom Prediction Results

We next present the prediction results. For both 24-hour and daytime monitoring,
we again report the results for three cases: all the participants, the depressed participants, and the non-depressed participants. Again, the suicidal intent symptom is
excluded from the analysis.
Phase I Results. Table 3.3 presents the classification results for Phase I study.
For each symptom, the number of samples from all the participants is 146 for 24hour monitoring (36 from depressed and 110 from non-depressed participants); the
number of samples from all the participants is 155 for daytime monitoring (37 from
depressed and 118 from non-depressed participants). Again, a symptom marked in
red in Fig. 3.3 is excluded from the analysis due to significantly unbalanced samples.
We first present the results for depressed participants. For both 24-hour and day95

24-hour monitoring

All

Depressed

Daytime monitoring

Non-depressed
All

Depressed

Non-depressed

Depressive symptom
Appetite
Concentration
Energy
Feeling-depressed
Interest
Self-criticism
Sleep
Appetite
Concentration
Energy
Feeling-depressed
Interest
Self-criticism
Sleep
Sleep
Appetite
Concentration
Energy
Feeling-depressed
Interest
Self-criticism
Sleep
Appetite
Concentration
Energy
Feeling-depressed
Interest
Self-criticism
Sleep
Sleep

F1 Score
0.79
0.60
0.63
0.71
0.72
0.64
0.67
0.76
0.63
0.80
0.85
0.86
0.86
0.70
0.73
0.63
0.68
0.68
0.61
0.69
0.66
0.60
0.84
0.72
0.68
0.82
0.76
0.85
0.75
0.68

Precision
0.78
0.60
0.61
0.73
0.65
0.62
0.65
0.68
0.57
0.73
0.83
0.79
0.84
0.65
0.71
0.66
0.63
0.68
0.74
0.67
0.75
0.62
0.84
0.61
0.68
0.72
0.73
0.88
0.69
0.68

Recall
0.80
0.58
0.67
0.70
0.80
0.67
0.68
0.85
0.71
0.89
0.78
0.85
0.89
0.76
0.76
0.61
0.74
0.68
0.51
0.71
0.59
0.58
0.83
0.88
0.68
0.90
0.80
0.82
0.81
0.69

Specificity
0.79
0.62
0.61
0.71
0.66
0.59
0.72
0.50
0.53
0.67
0.84
0.56
0.83
0.54
0.67
0.70
0.51
0.71
0.85
0.61
0.78
0.74
0.83
0.57
0.70
0.61
0.65
0.90
0.50
0.67

# of features selected
7
4
13
18
2
6
9
2
5
3
2
3
2
3
4
11
5
7
2
5
9
17
2
3
7
3
7
8
2
8

Table 3.3: Prediction of individual depressive symptoms for Phase I (using WiFi
infrastructure data).
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time monitoring, in addition to suicidal intent, psychomotor was excluded from the
analysis. All the seven remaining features were predicted with significant F1 scores.
Specifically, all four cognitive symptoms (concentration, interest, feeling depressed,
self-criticism) were predicted accurately using location features, consistent with earlier prediction results using smartphone sensing data (Section 3.4.3). The number
of selected features tends to be small. The selected features include (normalized)
entropy, circadian movement, routine index and various features related to building semantics (e.g., number of days of visiting sports buildings, number of days or
durations visiting library buildings).
For all the participants, we again observe that all the seven symptoms that were
analyzed were predicted accurately. The F1 scores are slightly lower than those for
depressed participants, consistent with the prediction results when using smartphone
sensing data (Section 3.4.3). The number of selected features is large for some symptoms. For non-depressed participants, four symptoms were considered in analysis (the
other five symptoms do not have sufficiently balanced samples) for both 24-hour and
day-time monitoring. Out of these four symptoms, sleep was predicted accurately.
Phase II Results. Table 3.4 presents the classification results for Phase II study.
For each symptom, the number of samples from all the participants is 216 for 24-hour
monitoring (64 from depressed and 152 from non-depressed participants); the number
of samples from all the participants is 212 for daytime monitoring (68 from depressed
and 144 from non-depressed participants).
We again first present the results for depressed participants. For both 24-hour and
daytime monitoring, sleep and suicidal intent were excluded from the analysis. All
the seven remaining symptoms were predicted accurately using 24-hour monitoring;
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24-hour monitoring

All

Depressed

Non-depressed

Daytime monitoring

All

Depressed

Non-depressed

Depressive symptom
Appetite
Concentration
Energy
Interest
Psychomotor
Sleep
Appetite
Concentration
Energy
Feeling-depressed
Interest
Psychomotor
Self-criticism
Concentration
Energy
Feeling-depressed
Psychomotor
Sleep
Appetite
Concentration
Psychomotor
Self-criticism
Sleep
Appetite
Concentration
Energy
Feeling-depressed
Interest
Psychomotor
Concentration
Energy
Psychomotor
Sleep

F1 Score
0.68
0.63
0.65
0.65
0.64
0.72
0.85
0.75
0.77
0.67
0.65
0.76
0.62
0.78
0.79
0.69
0.69
0.66
0.64
0.62
0.63
0.65
0.71
0.69
0.67
0.70
0.71
0.67
0.62
0.77
0.72
0.67
0.70

Precision
0.60
0.65
0.71
0.68
0.61
0.65
0.79
0.82
0.82
0.63
0.65
0.68
0.70
0.80
0.80
0.69
0.64
0.65
0.65
0.71
0.58
0.61
0.67
0.68
0.65
0.67
0.67
0.72
0.58
0.73
0.71
0.65
0.62

Recall
0.79
0.61
0.60
0.63
0.68
0.81
0.90
0.70
0.73
0.71
0.65
0.87
0.55
0.76
0.78
0.69
0.75
0.66
0.64
0.55
0.68
0.70
0.75
0.70
0.69
0.73
0.74
0.63
0.67
0.82
0.73
0.69
0.80

Specificity
0.56
0.78
0.84
0.70
0.64
0.51
0.65
0.84
0.84
0.53
0.76
0.53
0.80
0.80
0.78
0.63
0.55
0.74
0.70
0.84
0.58
0.55
0.62
0.61
0.67
0.66
0.51
0.68
0.50
0.62
0.68
0.60
0.58

# of features selected
2
2
7
6
16
7
7
4
4
2
11
7
3
7
7
2
2
5
12
6
3
4
7
6
3
6
7
5
3
5
5
6
4

Table 3.4: Prediction of individual depressive symptoms for Phase II (using WiFi
infrastructure data).

for daytime monitoring, all seven symptoms except for self-criticism were predicted
accurately. For all participants, six and five symptoms were predicted accurately for
24-hour and daytime monitoring, respectively. For non-depressed participants, of the
six symptoms considered in the analysis for 24-hour monitoring, five were predicted
accurately; for daytime monitoring, four out of the seven symptoms were predicted
accurately. Again, the predicted F1 scores for depressed participants tend to be higher
than those for all the participants and non-depressed participants.
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Android

All
Depressed

iOS

Non-Depressed
All

Depressed
Non-Depressed

Depressive symptom
Feeling slowed down
Sleeping too much
Falling asleep
Feeling restless
Sleep during the night
Sleeping too much
Waking up too early
Feeling restless
Falling asleep
Feeling restless
Waking up too early
Sleep during the night
Sleep during the night

F1 Score
0.67
0.60
0.68
0.68
0.72
0.66
0.68
0.60
0.66
0.64
0.63
0.68
0.62

Precision
0.71
0.59
0.61
0.63
0.69
0.66
0.65
0.58
0.65
0.61
0.60
0.67
0.62

Recall
0.64
0.58
0.77
0.73
0.76
0.66
0.71
0.61
0.67
0.67
0.67
0.69
0.63

Specificity
0.73
0.65
0.56
0.56
0.56
0.57
0.55
0.62
0.62
0.52
0.53
0.51
0.50

# of features selected
5
3
2
3
2
3
3
2
5
10
2
2
5

Table 3.5: Prediction of finer-level individual depressive symptoms (Phase II, using
smartphone sensing data).

Summary. The above results of both Phase I and Phase II studies demonstrate
that location features automatically extracted from WiFi network meta-data can be
used to predict individual depressive symptoms accurately, even in the cases where
only daytime information is available. The prediction is more effective for depressed
participants. For the overall population, a wide range of depressive symptoms can be
predicted with good accuracy. The predicted F1 score is up to 0.86, comparable to that
for predicting the overall depression status [83]. The prediction will be helpful for an
institution to keep tabs on the overall mental health status of the employees/students
in the institution at very little cost. We further found that the features related
to the building categories are particularly useful for classification, highlighting the
importance of including fine-grained location features.

3.6

Predicting Finer-level Depressive Symptoms

In QIDS questionnaire (used in Phase II study), some symptoms have multiple subquestions, presenting finer-level symptom information. Specifically, there are four sub99

(a) Android, depressed.

(b) Android, non-depressed.

(c) iPhone, depressed.

(d) iPhone, non-depressed.

Figure 3.5: Number of samples for finer-grain depressive symptoms for Phase II study
(corresponding to smartphone sensing data).

(a) 24-hour, depressed.

(b) 24-hour, non-depressed.

(c) daytime, depressed.

(d) daytime, non-depressed.

Figure 3.6: Number of samples for finer-grain depressive symptoms for Phase II study
(using WiFi infrastructure data).
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questions on sleep disturbance, four sub-questions on appetite/weight, and two subquestions on psychomotor agitation/retardation. We next explore using smartphone
sensing data and WiFi infrastructure data to predict these finer-grain depressive
symptoms (see Section 3.2.1).
Methodology. Figures 3.5 and 3.6 plot the number of samples (QIDS intervals)
for each finer-level depressive symptom. For most symptoms, the label is either 0
(no symptom, i.e., score is 0) or 1 (with symptom, i.e., the score is larger than
0). For appetite and weight, the label is 0 (no change in appetite/weight), 1 (increased appetite/weight), or 2 (decreased appetite/weight) since the sub-questions
on increased or decreased appetite/weight are mutual exclusive. Again we see that
non-depressed participants have significantly higher fraction of samples with label 0
(i.e., no symptom) than depressed participants. We used the same features as described in Sections 3.4 and 3.5 for prediction. The classification methodology for
two-label symptoms is as described in Section 3.4.2. For the symptoms with three
labels, we again used SVM models; the hyper-parameters were chosen so that the
average F1 scores of the three classes is maximized.
Prediction Results. Table 3.5 presents the classification results using smartphone
sensing data. The results for both Android and iOS users were listed in the table.
As observed in Section 3.4.3, the prediction results for Android users were (slightly)
better than those of the iOS users, which may be due to more complete data on
Android phones. The F1 scores for appetite and weight were below 0.6 and not
presented in the table. The F1 scores for some sleep related finer-level symptoms
were significant. Given the intricate relationship between sleep and depression [74,
9, 84], treating sleep disorders is an important component of treating depression.
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24-hour monitoring

All

Depressed

Daytime monitoring

Non-Depressed

All

Depressed

Non-Depressed

Depressive symptom
Falling asleep
Feeling restless
Sleep during the night
Sleeping too much
Waking up too early
Falling asleep
Feeling slowed down
Feeling restless
Sleep during the night
Sleeping too much
Waking up too early
Falling asleep
Feeling restless
Sleep during the night
Sleeping too much
Falling asleep
Sleep during the night
Sleeping too much
Waking up too early
Feeling restless
Feeling slowed down
Sleep during the night
Sleeping too much
Waking up too early
Falling asleep
Feeling restless
Sleep during the night
Sleeping too much

F1 Score
0.61
0.75
0.60
0.70
0.62
0.83
0.64
0.62
0.60
0.86
0.72
0.67
0.65
0.68
0.77
0.61
0.65
0.73
0.68
0.65
0.71
0.67
0.79
0.75
0.70
0.65
0.66
0.70

Precision
0.55
0.70
0.57
0.70
0.60
0.79
0.71
0.61
0.70
0.85
0.72
0.65
0.61
0.63
0.84
0.57
0.58
0.66
0.64
0.66
0.74
0.66
0.81
0.71
0.62
0.61
0.61
0.68

Recall
0.66
0.80
0.63
0.70
0.65
0.88
0.58
0.63
0.52
0.88
0.72
0.70
0.70
0.75
0.71
0.65
0.73
0.81
0.62
0.64
0.68
0.68
0.76
0.79
0.80
0.69
0.71
0.73

Specificity
0.56
0.56
0.61
0.76
0.50
0.73
0.80
0.52
0.84
0.79
0.77
0.65
0.56
0.62
0.86
0.60
0.55
0.52
0.64
0.55
0.82
0.70
0.87
0.78
0.54
0.56
0.62
0.63

# of features selected
2
13
7
8
2
10
6
5
4
4
3
9
10
2
8
3
4
2
2
4
3
8
5
4
2
4
3
2

Table 3.6: Prediction of finer-level individual depressive symptoms (Phase II, using
WiFi infrastructure data).
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Our results indicate that smartphone data can be used to automatically keeping
track of sleeping disorders, particularly for depressed patients during treatment, and
potentially providing objective assessment on whether the treatment is effective or
not for a patient.
Table 3.6 lists the classification results using meta-data collected from WiFi infrastructure. Again, the F1 scores for appetite and weight were insignificant (and hence
not included in the table). On the other hand, of the four sleep related finer-level
symptoms and the two psychomotor related finer-level symptoms, most were predicted with significant F1 scores, with the F1 scores for depressed participant higher
than those for the other two cases (i.e., all and non-depressed participants). Comparing the results in Tables 3.5 and Table 3.6, we see that the prediction results when
using WiFi infrastructure data are better than those using the smartphone sensing
data. The latter can be improved by further refining feature extraction and data
collection, which is left as future work.

3.7

Related Work

Recent studies have used smartphone sensing data for depression prediction [28, 31,
32, 13, 81, 61, 6, 50, 91, 80, 54, 24, 25, 71, 19, 87, 49]. Wang et al. [81] reported
a significant correlation between depressive mood and social interaction (specifically,
conversation duration and number of co-locations). Saeb et al. [61] found significant
correlation between sensing features (phone usage and mobility patterns) and the selfreported PHQ-9 scores. Canzian and Musolesi [13] studied the relationship between
the mobility patterns and depression, and found that individualized machine learning
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models outperformed general models. Farhan et al. [25] found that the features extracted from the smartphone sensing data can predict depression with good accuracy.
Suhara et al. [71] developed a deep learning based approach that forecasts severely depressive mood based on self-reported histories. Yue et al. [87, 89] investigated fusing
GPS and WiFi association data, both collected locally on smartphones, for more complete location information for improved depression detection. Lu et al. [49] developed
a heterogeneous multi-task learning approach for analyzing sensor data collected over
multiple smartphone platforms. Ware et al. [83] investigated the feasibility of using
meta-data from WiFi infrastructure for automatic depression screening. Our study
differs from the above studies in that we use smartphone data to predict individual
depressive symptoms, instead of depression status (i.e., whether one is depressed or
not). In addition to the nine broad categories of depressive symptoms, we further
develop prediction models for finer-grain depressive symptoms.
As other related work, Torous et al. [73] investigated adherence among psychiatric
outpatients diagnosed with major depressive disorder in utilizing their personal smartphones to run a custom app to monitor PHQ-9 depression symptoms. In addition,
the authors examined the correlation of these scores with traditionally administered
(paper-and-pencil) PHQ-9 scores. Simon et al. [69] found that the response to suicidal
intent question in the questionnaire identifies patients at high risk of suicide attempt
and suicide death. The studies in [51, 16, 52, 34] investigated using smartphone data
to predict sleep qualities.
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3.8

Conclusion and Future Work

In this part of the dissertation, we have investigated the feasibility of using smartphone data to predict individual depressive symptoms. We have constructed a family
of machine learning based models that use features extracted from two types of smartphone data (i.e., smartphone sensing data and WiFi infrastructure meta-data) for the
prediction. Our results, using data collected from 182 college students, demonstrated
that a rich set of depressive symptoms can be predicted accurately using smartphone
data. Furthermore, even finer-level depressive symptoms can be predicted accurately.
Our study makes an important step forward over existing studies in demonstrating
that using passively collected smartphone data is a promising direction in automatically keeping track of depressive symptoms. We primarily used location data in this
work. The participants of the study were college students. Future directions include
(1) using other types of sensing data (e.g., activity, SMS and email logs, web browsing
records), and (2) exploring in other demographic groups.
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Chapter 4
Automatic Depression Screening
Using Social Interaction Data

4.1

Introduction

Depression is a prevalent mental health problem that impacts the overall health of
an individual, and incurs higher medical costs and mortality [20, 40, 68]. According
to a recent national survey, an estimated 17.3 million adults (aged 18 or older) in
the United States had at least one major depressive episode; this number represented
7.1% of all U.S. adults, and a major depressive episode was highest among individuals
aged 18-25 (13.1%) [2].
Current diagnosis methods of depression are either clinician administered or patient self-administered. Such methods are often burdensome and not suitable for
continuous monitoring. With the emergence of mobile computing and ubiquitous
adoption of smartphones, recent studies have proposed novel approaches that use
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smartphone sensing data for automatic depression screening (see Section 4.2). The
intuition is that smartphones are equipped with a rich set of sensors (e.g., GPS, WiFi,
activity, light); sensing data captured by these sensors can be used to derive meaningful features that indicate behavioral patterns of a person, e.g., the number of places
visited, activity levels, etc. Such behavioral features can then be fed into machine
learning algorithms (with pre-trained machine learning models) to automatically detect depression.
Most existing studies, however, focus on using physical location and activity data
for depression screening, with little or no attention to social interaction data. Social
interaction plays a significant role in the day-to-day life of an individual, with the
social groups including family, friends, work place colleagues and others. Social ties
are beneficial to psychological well-being [41], and both quality and quantity of social
relationships affect mental health and mortality risk [76]. In this work, we investigate using social interaction data passively collected from smartphones for automatic
depression prediction. Specifically, we focus on SMS messages and phone calls since
they are two dominant modes of social communication, and play a central role in
maintaining one’s social networks [46, 35]. To preserve user privacy, we only consider
statistical information related to the timing, frequency, quantity and variability of
SMS and phone call activities; the content was never recorded. Both SMS and phone
call logs can be easily captured with little energy consumption, much lower than that
needed for capturing location and activity data.
While SMS and phone call logs have been used in several existing studies to correlate with or infer mental health states such as mood [47, 65], stress [63, 7], happiness [8], bipolar symptoms [27], or depression [58], these studies used SMS and phone
call data together with a large variety of other types of sensing data (e.g., location,
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activity, proximity). In contrast, we investigate using SMS or phone call logs alone,
without any other type of sensing data, for depression prediction. Our focus on using
a single type of data is advantageous in scenarios where only one type of data is available. For instance, in certain scenarios, due to energy consumption considerations,
privacy issues or missing data, only SMS or phone call logs are collected successfully.
In addition, our study quantifies the effectiveness of using SMS or phone call logs
alone as a proxy of social interaction for depression prediction; including other types
of data (when available) can further improve prediction accuracy.
Specifically, in this study, we collected SMS and phone call logs from 59 college
students, all using Android phones; the depression status of each participant is based
on clinician assessment. Using the data, we compare the characteristics of SMS and
phone call logs for depressed and non-depressed participants. Furthermore, we investigate multiple classification methods that use SMS and phone call logs separately
for depression prediction. Our study makes the following contributions:
• We extract a wide array of features from SMS and phone call logs, including
characteristics on quantity, timing, length/duration, and variability (including
standard deviation and entropy values) of these activities. Statistical analysis
indicates that depressed and non-depressed participants have different characteristics in SMS and phone call usage patterns. Specifically, their behaviors
in outgoing messages and phone calls (i.e., initiated by the users) are more
statistically distinct than incoming messages and phone calls.
• Using the extracted features, we investigate using multiple machine learning
models, including Support Vector Machine (SVM) [14], random forest [10] and
XGBoost [15], for depression prediction. Our results show that XGBoost clas108

sifier achieves the best prediction. When using SMS logs, the highest predicted
F1 score is 0.80; when using phone call logs, the highest predicted F1 score is
0.78. Both results are comparable to those achieved by using location and activity data [61, 13, 25, 89], demonstrating that SMS and phone call logs alone
can already provide accurate depression prediction.
The rest of the chapter is organized as follows. Section 4.2 describes related
work. Section 4.3 describes data collection. Section 4.4 describes feature extraction.
Section 4.5 compares the characteristics of SMS and phone call logs of depressed
and non-depressed participants. Section 4.6 presents depression prediction results
when using SMS and phone call logs, respectively. Finally, Section 4.7 concludes the
chapter, and briefly describes limitation of this study and future work.

4.2

Related Work

There are a large number of studies that use smartphone sensing data for mental
health applications [28, 31, 32, 81, 61, 6, 50, 91, 80, 54, 24, 19]. In the following, we
brief review related work in two directions, one using SMS and phone call logs, and
the other using other types of sensing data.
Using SMS and phone call logs for mental health applications. Several studies used SMS and phone call logs for mental health applications. LiKamWa
et al. [47] used a wide variety of mobile phone sensing data, including email, SMS,
phone call logs, website domains, location clusters, apps, and categories of apps, to
infer daily mood. They were able to infer a user’s daily mood with an initial accuracy
of 66% followed by improved accuracy of 93% after two months personalized training.
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Mood prediction was also studied in [65], which was in a much larger scale (involving ∼18,000 users), again using a variety of smartphone data, ranging from physical
activity, sociability, to mobility data, where sociability data included information on
SMS and phone logs. Their results showed that especially on weekends, mobile sensing can be used to predict users’ mood with an accuracy of about 70%. Bogomolov
et al. [7] showed that daily stress can be reliably recognized based on behavioral
metrics, derived from mobile phone usage patterns (including those extracted from
SMS and phone call logs, and Bluetooth proximity data), and additional indicators,
such as the weather conditions and personality traits. Their multifactorial statistical
model obtained accuracy up to 72.28% for a 2-class daily stress recognition problem.
The same types of data were used in [8] to recognize daily happiness. Sano and Picard [63] aimed to find physiological or behavioral markers for stress. They collected
a large amount of data from wearable wrist sensors (accelerometer and skin conductance) and mobile phones (phone call and SMS logs, location and screen on/off) and
various self-report surveys (stress, mood, sleep, tiredness, general health, alcohol or
caffeinated beverage intake and electronics usage). Their results showed above 75%
accuracy in a binary classification on stress using the various data. Faurholt-Jepsen et
al. [27] studied the correlation between various phone sensing data (including phone
usage such as screen on/off, changes in cellular tower, and social activities such as
the number of incoming/outgoing messages and phone calls) with symptoms during
depressive and manic periods for bipolar patients. Razavi et al. [58] examined the
possibility of depression screening using mobile phone usage patterns, including daily
mobile usage, basic characteristics of phone calls and text messages, amount of time
spent on web browsing, social media and entertainment apps, and the number of
saved contacts on device. The best model was a random forest classifier that had
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an out-of-sample balanced accuracy of 76.8%, which was improved to 81.1% when
including participants’ age and gender information.
All the above studies used SMS and phone call logs together with a range of other
sensing data (e.g., location, email, apps, websites, screen on/off), while our study only
uses SMS or phone call logs alone. In the above, only the study in [58] considered
depression, and hence is closest to our study. On the other hand, it differs from
our study in several important aspects. In [58], participants were recruited through
Amazon Mechanical Turk. The authors used Beck Depression Inventory 2nd edition
(BDI-II) to measure the depression severity and used a cut-off value (BDI-II score ≥
14) to decide whether a participant was depressed or not. In our study, depression
status is based on clinical assessment, and hence is more reliable than that based on
self-reports in [58]. Secondly, we extracted a comprehensive set of features from SMS
and phone call logs, while the study in [58] only used a few basic statistics. Last,
as mentioned above, in [58], SMS and phone call statistics were used together with
several other types of data (including average daily usage of mobile phones, amount of
time spent on web, social media apps, and entertainment apps, age, gender) to predict
depression, while our study focuses on the effectiveness of depression prediction using
a single type data (SMS or phone call).
Using other types of sensing data for mental health applications. Many
existing studies have used smartphone location and activity data for stress and depression screening. Wang et al. [81] found significant correlation between the behavioral features (in terms of conversation duration, number of locations visited, sleep)
and depressive mood in college students. Saeb et al. [61] found significant correlation between the phone usage and mobility patterns with respect to the self-reported
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depressive scores. Canzian and Musolesi [13] studied the relationship between the mobility patterns and depression, and found that individualized machine learning models
outperformed general models. Farhan et al. [25] found that location and activity related features extracted from the smartphone sensing data can predict depression with
good accuracy. Yue et al. [88] investigated fusing two types of location data, GPS and
WiFi association data, both collected locally on phones, for more complete location
information for improved depression detection. Lu et al. [49] developed a heterogeneous multi-task learning approach for analyzing sensor data collected over multiple
smartphone platforms. All the above studies use location and/or activity data, while
our study investigates using social interaction data for depression prediction.

4.3

Data Collection

We collected data from a two-phase study at the University of Connecticut. Phase I
study was from October 2015 to May 2016; Phase II study was from February 2017
to December 2017. The participants were full-time students of the university, aged
18-25, using either iPhones or Android phones. We were only able to collect SMS and
phone call logs on Android phones (the restrictions of iOS prevented us from collecting
such data on iPhones). Therefore, we only consider a subset of participants, i.e., the
Android users, in this study. We recruited a total of 59 Android users (25 and 34
users in the two phases, respectively). Based on clinician diagnosis, 18 users were
depressed and 41 users were non-depressed. We next briefly describe the two types of
data that are used in this work: in-phone communication data (i.e., SMS and phone
call logs) and clinical assessment.
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4.3.1

SMS and Phone Call Logs

We used an app that we developed, called LifeRhythm [25], to log SMS and phone
call records on Android phones. Specifically, the app queried the SMS and call logs
once a day and recorded all the data corresponding to that day. The content of
the SMS messages or phone calls was never recorded. To ensure the privacy of the
participants, we assigned a random ID to each participant, which was used to identify
the participants. The smartphone sensing data collected by the app was encrypted
and sent to a secure server when the phone was connected to a WiFi network. After
the data reached the server, the server decrypted the data, hashed the phone numbers
of the contacts in the records to preserve user privacy, and then stored the data in a
database. Only statistical information was used in the analysis (see Section 4.4).
SMS data. Each SMS record corresponds to an SMS messaging event, represented
as a tuple (si , hi , ti , wi , ci ), where i is the row index of the event, si is the sense time
of the event, hi is the hashed phone number that the participant was communicating
with, ti is the type of the message (i.e., incoming or outgoing), wi is the number of
words in the message, and ci is the number of characters in the message.
Phone call records. Each phone call record corresponds to a phone call event,
represented as a tuple (si , hi , ti , di ), where, similar as an SMS event, i is the row
index of the event, si is the sense time of the event, hi is the hashed phone number
that the participant was communicating with, ti is the type of the call (i.e., incoming,
outgoing or missed call), and di is the duration of the call.

113

4.3.2

Clinical Assessment

Every participant filled in a self-report questionnaire at the beginning of the study.
The questionnaire used in Phase I study was Patient Health Questionnaire (PHQ9) [44]. In Phase II study, it was changed to Quick Inventory of Depressive Symptomatology (QIDS) [60] because QIDS provided more detailed information on patient
symptoms than PHQ-9. A participant was screened initially by our study clinician.
Using an interview that was designed based on the Diagnostic and Statistical Manual of Mental Health (DSM-5) and self-report PHQ-9/QIDS evaluation, the clinician
classified individuals as either depressed or non-depressed during the initial screening. All participants filled in PHQ-9/QIDS at a regular basis on their phones while
in the study (a notification was sent to their phones at the due date, every 14 days
for PHQ-9 and 7 days for QIDS). A participant with a diagnosis of depression must
participate in treatment to remain in the study. In addition, depressed participants
had follow-up meetings with the clinician periodically (once or twice a month determined by the clinician) to confirm their self-reported PHQ-9/QIDS scores with their
verbal report during the meetings.

4.4

Feature Extraction

We extract a comprehensive set of features from SMS data and phone call logs. These
features characterize the quantity, timing and variability of incoming and outgoing
messages or calls. All the features represent statistical information, not related to the
content of the messages or phone calls (the content was never captured).
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4.4.1

Feature Extraction for SMS Data

We extracted the following 29 features from the SMS data. These features are broadly
in two categories that are related to (i) the basic statistics (quantity, timing and
length) of the messages, and (ii) variability of the messages (in standard deviation
and entropy, and unique contacts). We represent the features for incoming and outgoing messages separately since they represent passive and user initiated activities,
respectively. In addition, we include basic statistics for different times of the day
since depressed and non-depressed users may exhibit different temporal usage patterns. Specifically, we consider three time periods, morning (from 6 am to 12 pm),
afternoon (from 12 pm to 6 pm) and evening (from 6 pm to 6 am). The length of a
message is represented as the total number of characters in the message (we did not
find significant differences between representing the length in characters and words).
All the features are defined for a time interval of n days, n ≥ 1.
# of incoming messages. This feature represents the total number of messages
received.
# of outgoing messages. This feature represents the total number of messages
sent.
# of incoming messages (morning, afternoon, evening). These three features
represent the numbers of messages received during different time periods of a day,
i.e., morning, afternoon and evening, respectively.
# of outgoing messages (morning, afternoon, evening). These three features
represent the numbers of messages sent in different time periods of a day, i.e., morning,
afternoon and evening, respectively.
Average length of incoming messages. This feature represents the average length
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of the received messages. It is calculated by dividing the total length of the received
messages by the total number of received messages.
Average length of outgoing messages. This feature represents the average length
of the sent messages. It is calculated by dividing the total length of the sent messages
by the total number of sent messages.
Average length of incoming messages (morning, afternoon, evening). These
three features are the average lengths of the messages received in different time periods
of a day, i.e., morning, afternoon and evening, respectively.
Average length of outgoing messages (morning, afternoon, evening). These
three features are the average lengths of the messages sent in different time periods
of a day, i.e., morning, afternoon and evening, respectively.
Standard deviation of incoming message length. This feature calculates the
standard deviation of the lengths of the received messages.
Standard deviation of outgoing message length. This feature calculates the
standard deviation of the lengths of the sent messages.
# of unique contacts. This feature represents the total number of unique contacts
from whom a user received messages or to whom a user sent messages.
# of unique contacts (incoming). This feature represents the number of unique
contacts from whom a user received messages.
# of unique contacts (outgoing). This feature represents the number of unique
contacts to whom a user sent messages.
Entropy of # of incoming messages. This feature measures the variability of
the number of messages that a user received from unique contacts (only including
the contacts from whom the user received messages). Let pi be the percentage of the
116

number of messages that a user receives from contact i. Then this feature is defined
P
as i −pi log pi .
Normalized entropy of # of incoming messages. Let Nr be the number of
unique contacts from whom the user received messages. Then we further define
normalized entropy for the above feature, which is the entropy value normalized by
log Nr so that the it is invariant to Nr and depends solely on the distribution of the
number of received messages.
Entropy of length of incoming messages. We further define entropy features
related to the lengths of the messages that a user received from unique contacts. It
differs from the previous feature in that pi is the ratio of the total length of messages
that the user received from contact i over the total length of messages that the user
received.
Normalized entropy of length of incoming messages. This is the normalized
entropy of the previous feature.
Entropy and normalized entropy of outgoing messages. Similar as received
messages, we define two entropy features related to sent messages, in terms of the
number and the length of the messages, respectively. We further define normalized
entropy for each of them.

4.4.2

Feature Extraction for Phone Call Logs

We extracted 30 features from the phone call logs. Of them, 29 features are similar
as those defined for SMS messages: the features for incoming and outgoing calls are
defined separately; the “length” of a call is the duration of the call in minutes. One
additional feature that is defined for phone calls, while not defined for SMS, is the
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Table 4.1: Characteristics of SMS data for depressed and non-depressed participants.
Feature
Daily # of incoming messages
Daily # of outgoing messages
Daily # of incoming messages (morning)
Daily # of incoming messages (afternoon)
Daily # of incoming messages (evening)
Daily # of outgoing messages (morning)
Daily # of outgoing messages (afternoon)
Daily # of outgoing messages (evening)
Daily avg. incoming message length
Daily avg. outgoing message length
Daily avg. incoming message length (morning)
Daily avg. incoming message length (afternoon)
Daily avg. incoming message length (evening)
Daily avg. outgoing message length (morning)
Daily avg. outgoing message length (afternoon)
Daily avg. outgoing message length (evening)
Standard deviation of incoming message lengths (per day)
Standard deviation of outgoing message lengths (per day)
Daily # of unique contacts
Daily # of unique contacts (incoming)
Daily # of unique contacts (outgoing)
Entropy of daily # of incoming messages
Normalized entropy of daily # of incoming messages
Entropy of daily length of incoming messages
Normalized entropy of daily length of incoming messages
Entropy of daily # of outgoing messages
Normalized entropy of daily # of outgoing messages
Entropy of daily length of outgoing messages
Normalized entropy of daily length of outgoing messages

Depressed
Mean Stdev
21.36
20.84
24.22
26.56
4.22
4.16
7.60
6.47
9.55
12.57
4.21
5.20
8.61
8.58
11.40
14.72
47.42
15.28
38.98
12.60
38.00
19.31
38.11
8.54
29.92
5.78
17.28
11.68
28.72
11.22
29.94
14.13
32.87
7.66
24.64
8.75
3.88
2.40
2.81
0.76
2.43
0.96
0.63
0.13
0.19
0.05
0.64
0.16
0.19
0.04
0.24
0.15
0.09
0.05
0.22
0.14
0.08
0.05

Non-depressed
Mean Stdev
12.25
5.60
11.64
6.50
2.45
1.10
4.48
2.00
5.32
3.01
2.27
1.72
4.11
1.99
5.25
3.55
48.94
17.63
46.21
15.31
37.15
25.79
36.68
15.15
34.18
10.09
21.53
9.71
35.25
12.92
30.86
10.40
35.00
13.86
31.17
10.07
2.86
0.86
2.63
0.84
2.38
0.81
0.63
0.23
0.19
0.05
0.59
0.23
0.18
0.04
0.47
0.24
0.14
0.05
0.42
0.24
0.13
0.05

p-value
0.19
0.18
0.20
0.17
0.25
0.23
0.15
0.20
0.43
0.18
0.47
0.41
0.16
0.25
0.17
0.45
0.35
0.11
0.20
0.35
0.46
0.47
0.50
0.32
0.31
0.03
0.04
0.03
0.04

number of missed calls.

4.5

Characteristics of SMS and Phone Call Logs

In this section, we characterize the various SMS and phone call features for depressed
and non-depressed participants. Of the 59 participants, we were only able to collect
SMS logs from 15 participants (5 depressed and 10 non-depressed) during the study
period, maybe because many participants used other messaging apps (e.g., What118

sApp, Snapchat) instead of SMS. For phone calls, we were able to collect data from
46 participants (16 depressed and 30 non-depressed), maybe because most of the participants still used the standard phone-call services built in phones. Overall, for SMS,
we collected a total of 1139 days of data from the 15 users (476 from depressed users
and 663 from non-depressed users). For phone call logs, we collected a total of 2538
days of data from the 46 users (982 from depressed users and 1556 from non-depressed
users).
In the following, we consider daily feature values, i.e., the value of a feature was
obtained using one day’s data. For one user, we obtained the feature value for each
day and then obtained the average value over the days with data. For each feature, we present the mean and standard deviation across the users for depressed and
non-depressed populations separately. In addition, for each feature, we performed a
two-sample independent one-tailed t-test on the difference of the mean values of the
depressed and non-depressed users (i.e., the null hypothesis is that the means of the
two populations are the same, while the alternative hypothesis is that the attribute of
the depressed population is larger or smaller than that of the non-depressed population, where larger or smaller is selected based on individual attributes), and obtained
the p-value. The results for the SMS and phone call logs are shown in Tables 4.1
and 4.2, respectively. We next summarize the main results.
Characteristics of SMS data. We observe from Table 4.1 that five features
have significant p-values: standard deviation of outgoing message length (with pvalue of 0.11), entropy and normalized entropy of number of outgoing messages (with
p-values below 0.05), and entropy and normalized entropy of length of outgoing messages (with p-values below 0.05). All of these five features are related to the variability
of outgoing messages, and the variability for depressed participants is lower than that
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of non-depressed participants. The above observations indicate that characteristics of
outgoing messages, which were initiated by the users, are more distinguishing between
depressed and non-depressed participants than incoming messages. Considering outgoing message length, it appears that depressed participants tend to send shorter
messages, with a lower standard deviation of these messages. In addition, they tend
to send most messages to a lower number of contacts, leading to lower entropy values than non-depressed participants (although for depressed participants, the average
number of unique contacts for outgoing messages is not necessarily lower than that
for non-depressed participants).
Characteristics of phone call logs. In Table 4.2, 10 features have p-values at
significant level of 0.10: number of incoming calls, number of outgoing calls, number of outgoing calls (morning), number of outgoing calls (afternoon), duration of
outgoing calls (afternoon), standard deviation of outgoing call duration, number of
unique contacts, number of unique contacts for outgoing calls, and entropy and normalized entropy of outgoing calls. Except for two features (number of incoming calls
and number of unique contacts), the rest of the features above are for outgoing calls,
again indicating that actions initiated by the users are more differentiating between
depressed and non-depressed populations than phone calls received by the users. Interestingly, we observe that depressed users have more outgoing calls, longer outgoing
calls, higher standard deviation in outgoing calls, more unique contacts for outgoing
calls and larger entropy for outgoing calls. For the two features not related to outgoing calls, we also observe that depressed participants have more incoming calls and
unique contacts. Overall, it appears that depressed participants spent more time on
phone call related activities. This might be because social interaction of depressed
population is more confined towards indirect mode of communication, i.e., over the
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Table 4.2: Characteristics of phone call logs for depressed and non-depressed
participants. The duration of a call is in minutes.
Feature
Daily # of incoming calls
Daily # of outgoing calls
Daily # of missed calls
Daily # of incoming calls (morning)
Daily # of incoming calls (afternoon)
Daily # of incoming calls (evening)
Daily # of outgoing calls (morning)
Daily # of outgoing calls (afternoon)
Daily # of outgoing calls (evening)
Daily avg. incoming call duration
Daily avg. outgoing call duration
Daily avg. incoming call duration (morning)
Daily avg. incoming call duration (afternoon)
Daily avg. incoming call duration (evening)
Daily avg. outgoing call duration (morning)
Daily avg. outgoing call duration (afternoon)
Daily avg. outgoing call duration (evening)
Standard deviation of incoming call duration (per day)
Standard deviation of outgoing call duration (per day)
Daily # of unique contacts
Daily # of unique contacts (incoming)
Daily # of unique contacts (outgoing)
Entropy of daily # of incoming calls
Normalized entropy of daily # of incoming calls
Entropy of daily duration of incoming calls
Normalized entropy of daily duration of incoming calls
Entropy of daily # of outgoing calls
Normalized entropy of daily # of outgoing calls
Entropy of daily duration of outgoing calls
Normalized entropy of daily duration of outgoing calls
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Depressed
Mean Stdev
2.02
0.91
3.28
1.91
0.20
0.21
0.36
0.26
0.86
0.43
0.79
0.47
0.61
0.57
1.51
0.92
1.16
0.67
5.74
8.17
4.30
5.88
1.05
1.28
2.26
1.06
4.02
8.04
0.73
0.66
2.63
2.75
2.97
4.08
1.80
2.31
2.24
1.64
2.90
0.85
1.51
0.38
2.28
0.89
0.29
0.18
0.12
0.06
0.19
0.13
0.08
0.05
0.37
0.28
0.11
0.05
0.22
0.19
0.07
0.04

Non-depressed
Mean Stdev
1.65
0.36
2.51
0.88
0.17
0.17
0.26
0.14
0.75
0.21
0.65
0.25
0.38
0.20
1.12
0.54
1.00
0.47
4.47
3.20
3.36
2.21
0.62
0.62
1.87
1.23
2.75
2.66
0.81
1.12
1.42
0.76
2.00
1.83
1.05
0.91
1.50
1.05
2.60
0.47
1.40
0.20
1.94
0.51
0.24
0.11
0.10
0.04
0.15
0.08
0.06
0.03
0.27
0.16
0.09
0.04
0.16
0.12
0.05
0.03

p-value
0.07
0.07
0.29
0.08
0.16
0.14
0.07
0.07
0.21
0.28
0.27
0.11
0.13
0.27
0.38
0.05
0.19
0.11
0.06
0.10
0.15
0.08
0.15
0.13
0.13
0.13
0.09
0.07
0.12
0.14

phone calls as compared to more direct mode of in-person communication [42].
Summary. Our observations of the characteristics of SMS and phone calls differ
from those in [58], which found that participants with depression (i) sent more text
messages, and (ii) made and received fewer calls, with shorter call duration (for both
incoming and outgoing calls). For SMS, while our data shows that on average the
depressed participants indeed sent more messages than non-depressed participants,
we did not find substantial evidence to reject the null hypothesis that their mean values are the same (see Table 4.1). Instead, our main finding is that various variability
attributes of outgoing messages can differentiate depressed and non-depressed participants more significantly, which were not considered in [58]. For phone calls, we found
that depressed participants actually made and received more phone calls, the opposite of what observed in [58]. In addition, we did not find that phone call duration
for depressed participants to be shorter than that of non-depressed participants; in
fact, there is strong evidence that depressed participants had longer outgoing calls in
the afternoon than non-depressed participants. We again find that various variability
attributes of the outgoing calls can differentiate depressed and non-depressed participants, which were not considered in [58]. For the features considered in both [58]
and our study, the different observations might be due to different demographics:
participants in our study were all college students, while the participants in the study
in [58] were from much more diverse backgrounds and age groups. In addition, the
depression status in our study was based on clinician assessment, while was based on
self-report scores in [58].
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4.6

Depression Prediction

In this section, we explore using SMS and phone call features for depression prediction.
We use these two types of data separately since, as mentioned earlier, we may not be
able to obtain both types of data from a user. For instance, a user may choose to use
other messaging app (instead of SMS), while use the built-in calls directly on a phone.
Our focus is to quantify the effectiveness of depression screening using only one type
of data; when both types of data are available, the classification accuracy can be
further improved. For the classification using SMS and call data, we used fractional
values for number of incoming and outgoing messages/calls in different times of the
day i.e. morning, afternoon and evening. These values are normalized by the total
number of messages received so that their sum is 1. The normalization allows the
features to be more resilient to missing data. For each user, we consider a moving
window of n days and make a classification on a daily basis. Specifically, for each day
t, we consider the data collected during the past n days, i.e., [t − n + 1, t], to classify
the depression status (i.e., whether the user is depressed or not), as illustrated in
Fig. 4.1. The results in the rest of the chapter were obtained for n = 14 days; we also
explored using n = 7 days, and the results were not as good as using 14 days of data.
We observed missing data (i.e., no data was collected) on some days, which may
be due to various reasons, e.g., failed data collection, malfunction of the phone, or no
activity from a user. Fig. 4.2a plots cumulative distribution function (CDF) of the
number of consecutive days with missing data for the SMS dataset; the results for
three cases (all the users, the depressed users and non-depressed users) are shown in
the figure. We see that for approximately 87% of the cases, the number of consecutive
days with missing data is no more than 3 days. Fig. 4.2b plots the corresponding
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results for phone call logs, showing that for approximately 83% of the cases, the
number of consecutive days with missing data is no more than 3 days.
Based on the above observations, we consider three scenarios in the following. In
an interval of n days, let k be the maximum number of consecutive days with missing
data that is allowed in the window. The three scenarios we consider correspond to
k = 0, k = 1 and k = 3. That is, in the first scenario, we consider an interval only
if there is no missing data in that interval; in the latter two scenarios, the number
of consecutive days with missing data cannot exceed 1 and 3, respectively. The third
scenario is the least strict in the amount of missing data, and covers most of the
samples based on the observations in Figures 4.2a and 4.2b.
As mentioned earlier, we collected SMS logs from 15 participants (5 depressed and
10 non-depressed) and phone call logs from 46 participants (16 depressed and 30 nondepressed). For SMS, when k = 0, a total of 12 users (4 depressed, 8 non-depressed)
had valid samples, i.e., having at least one interval of n = 14 days with no missing
data. When k = 1 and 3, the corresponding numbers of users were 14 (5 depressed,
9 non-depressed) and 17 (5 depressed, 12 non-depressed), respectively. Figures 4.3a
to 4.3c plot the number of samples contributed by each user who had at least one
valid sample for the SMS dataset, corresponding to k = 0, 1, and 3, respectively. For
phone calls, when k = 0, a total of 30 users (13 depressed, 17 non-depressed) had
valid samples; when k = 1 and 3, the corresponding numbers of users were 34 (15
depressed, 19 non-depressed) and 46 (16 depressed, 30 non-depressed), respectively.
Figures 4.3d to 4.3f plot the per user sample distribution of the three scenarios for
the phone call dataset.
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Figure 4.1: Illustration of using data collected in a sliding window of n days for
depression prediction. Here n = 14.

(a) SMS logs.

(b) Phase I daytime monitoring

Figure 4.2: Number of consecutive days with no data sample.

(a) k = 0 (SMS data).

(d) k = 0 (phone call data).

(b) k = 1 (SMS data).

(e) k = 1 (phone call data).

(c) k = 3 (SMS data).

(f) k = 3 (phone call data).

Figure 4.3: Number of valid samples from each user for SMS and phone call datasets,
where k = 0, 1, or 3.
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4.6.1

Classification Methodology

We explored three classification algorithms: Support Vector Machine (SVM) with
radial basis function (RBF) kernel [14], random forest classifier [10] and XGBoost [15]
for depression prediction. The classification was done for an interval of n = 14
days using the various features derived in the interval as input to the classification
algorithms. The clinical ground truth served as the label for depression status (i.e.,
whether a user is depressed or not). We used leave-one-user-out cross validation
procedure (i.e., no data from one user was used in both training and testing to avoid
overfitting).
Among the three classification algorithms, we found that XGBoost led to the
best prediction results. In the following, in the interest of space, we only present
the results using XGBoost. XGBoost is an optimized distributed gradient boosting
library designed to be highly efficient, flexible and portable. It implements machine
learning algorithms under the Gradient Boosting framework. We further used ExtraTrees Classifier (ETC) [30, 48] to determine the importance of the features. With
ETC, random trees are constructed from subsamples of the training dataset. For
each feature under consideration, a random value that is selected from the feature’s
empirical range is selected for the split. ETC returns the importance scores for all
the features; the higher the values is, the better the feature is. When using XGBoost,
we chose the top m features (based on the ranking from ETC), and varied m from 1
to the total number of features. The set of m features in combination with parameter
tuning of XGBoost (see below) that provided the highest F1 score was chosen as the
best set of features. The F1 score, defined as 2(precision × recall)/(precision + recall),
is a weighted average of the precision and recall. It ranges from 0 to 1, and the higher,
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Table 4.3: Depression prediction results using XGBoost.

SMS logs

Phone call logs

Scenario
k=0
k=1
k=3
k=0
k=1
k=3

F1 Score
0.78
0.80
0.69
0.78
0.71
0.73

Precision
0.69
0.82
0.66
0.66
0.60
0.69

Recall
0.89
0.79
0.72
0.89
0.87
0.78

Specificity
0.56
0.82
0.67
0.56
0.58
0.82

# of features selected
10
12
13
14
17
5

the better.
For XGBoost, we used parameter tuning along with leave one-user-out cross validation. Specifically, we varied the following parameters and chose the values that
gave the best validation F1 score: the maximum depth of a tree was varied from 3 to
10, the minimum child weight (i.e., the minimum sum of weights of all observations
required in a child of a tree, which was used to control over-fitting) was varied from
1 to 6, the fraction of observations to be randomly sampled for each tree and the
fraction of features to be randomly sampled for each tree were both varied from 0 to
1, and the gamma value (i.e., the minimum loss reduction required to make a further
partition on a leaf node of a tree) was varied from 0 to 1. Throughout, we used a
learning rate of 0.01.

4.6.2

Depression Prediction Using SMS Data

The top half of Table 4.3 presents the classification results using SMS data in the
three scenarios of k = 0, 1 and 3. We see similar F1 scores, 0.80 and 0.78, when
k = 0 and k = 1; when allowing more consecutive days with missing data (i.e., when
k = 3), the F1 score is lower. Overall, the F1 scores are comparable to those obtained
using location and activity sensors [61, 13, 89, 25]. For each scenario, out of the 29
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(a) SMS data.

(b) Phone call logs.

Figure 4.4: Importance scores of the features calculated by ETC method when k = 0,
where ‘(m)’, ’(a)’ and ‘(e)’ represent the time periods of morning, afternoon and evening,
respectively.

Figure 4.5: Histograms of the top 4 selected features for SMS data, k = 0.
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features, the number of selected features was from 10 to 13.
In the interest of space, we only present the selected features for the scenario of k =
0. Fig. 4.4a plots the importance scores of the features calculated by the ETC method
(higher score indicates better feature). From Table 4.3, the top 10 features were
selected when k = 0. We see that both types of features, i.e., features that represent
the overall statistical information and the features for particular time periods, were
selected. The former type of features includes total number of incoming messages,
total number of outgoing messages, average length of incoming messages, number
of unique contacts considering all messages, number of unique contacts considering
only outgoing messages, and number of unique contacts considering only incoming
messages; the latter type of features include average length of incoming messages
in the morning, number of incoming messages in the morning, number of outgoing
messages in the morning, and the average length of outgoing messages in the morning.
Fig. 4.5(a)-(d) plots the histogram of the top 4 selected features for samples from
depressed and non-depressed separately. We see from Fig. 4.5(a) that the number
of incoming messages to the depressed participants tend to be low; on the other
hand, in a substantial fraction of the instances, depressed participants have a large
number of incoming messages. Similar observations hold for the number of outgoing
messages as shown in Fig. 4.5(b). In terms of average length of incoming messages,
a higher fraction of instances from depressed participants have longer messages than
that from non-depressed participants (see Fig. 4.5 (c)). Last, while the number of
unique contacts is low for most instances from the depressed participants, a noticeable
fraction of the samples from the depressed participants have large number of unique
contacts (see Fig. 4.5 (d)).

129

4.6.3

Depression Prediction Using Phone Call Logs

The bottom half of Table 4.3 presents the classification results when using phone
call logs. The F1 score ranges from 0.71 to 0.78 across various scenarios, comparable
to the F1 scores obtained using location and activity sensors [61, 13, 89, 25]. The
highest F1 score was obtained when k = 0. The F1 scores when k = 1 and k = 3 were
comparable. Out of the total 30 features, the number of selected features were from
5 to 17.
Again, in the interest of space, we only present the selected features when k = 0.
Fig. 4.4b plots the importance scores of all 30 features calculated by ETC. The top
14 features were selected, including features on the overall phone usage attributes
(e.g., number and length of calls), variability attributes (e.g., normalized entropy of
duration of incoming calls), and the information for particular time periods (average
duration of outgoing calls in the afternoon and in the evening). Fig. 4.6 plots the
histogram of the top 4 features for samples from the depressed and non-depressed
participants. Fig. 4.6(a) shows that, for the number of incoming calls, a larger fraction
of samples from the depressed participants have higher number of calls than that
from the non-depressed participants. The same observation holds for the number of
outgoing calls as well (see Fig. 4.6(b)). For all outgoing calls in the afternoon and
evening (see Fig. 4.6(b) and (d)), we observe that majority of the samples from nondepressed population were short (in a few minutes). For depressed population, while
majority of the samples also have short duration, some samples are of significantly
higher duration.
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Figure 4.6: Histogram of the top 4 selected features for phone call logs, k = 0.

4.7

Conclusion and Future Work

In this chapter, we have investigated using social interaction data, specifically SMS
and phone call logs, passively collected on smartphones for depression prediction. We
extracted a comprehensive set of features from SMS and phone call logs, and compared the features of depressed and non-depressed participants. We have constructed
a family of machine learning models using these features to predict depression and
the best models (using XGBoost) lead to F1 score up to 0.80. Overall, our results
demonstrate that the SMS and phone call logs alone can already provide useful insights into behavioral patterns of individuals, which can be used to effectively predict
depression.
Limitations of the study and future work. All participants in our study
were college students. Future work includes examining other demographics. Our
sample size, particularly for SMS, is small since many users were not using SMS
actively on their phones. On the other hand, we believe a substantial number of
users will remain using built-in phones call due to their convenience, and a natural
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future direction is validation of the results using phone call logs from a larger number
of participants. Another interesting future direction is to explore using other social
interaction data, e.g., email logs and social media data, collected on smartphones for
depression screening.
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Chapter 5
Conclusion
With the expanding research in the area of mobile computing for mental health, a
number of studies have contributed some very innovative solutions for solving the
depression as a public health problem. Each individual face this issue at some point
in life, which often leads to serious consequences on physical and mental health and
often leading to suicide. There is indeed a very genuine need to detect depression at
an early stage and prevent it from getting worse.
In the first part of the dissertation, we present a novel approach that uses metadata from WiFi infrastructure for automatic depression screening. We extracted
features at both AP and building level and calculated their correlation with the selfreport scores. We found that, our analysis over the two datasets from Phase I and
Phase II can predict depression status effectively. We also found that using the behavioral features from the WiFi association records, we could construct multi-feature
regression models to predict PHQ-9 and QIDS scores. The prediction results are comparable to those obtained using the data collected by instrumenting the individual
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phones.
In the second part of this dissertation, we have investigated the feasibility of
using the smartphone data i.e. smartphone sensing data and WiFi infrastructure
meta-data to predict individual depressive symptoms. Our results indicate that all
major categories of both behavioral and cognitive symptoms can be predicted fairly
accurately using smartphone data. We also found that the finer level of some sleep
related and psychomotor depressive symptoms could also be predicted accurately
using smartphone data. Our study makes an important step forward over existing
studies in demonstrating that using passively collected smartphone data is a promising
direction in automatically keeping track of depressive symptoms.
In the third part of the dissertation, we investigated the the possibility of using
social interaction data particularly SMS and phone call records for predicting the depression status. We calculated features across different times of the days i.e. morning,
afternoon and evening and also considered different time frames (overlapping days)
for data analysis. Our results demonstrated that the SMS and phone call records can
be effectively used for predicting the depression accurately. We also found that the
individuals with depression tend to spend more time on phone calls. On the contrary,
they use SMS less frequently. Our results are comparable to the results obtained from
studies that have only used location data for depression prediction. Our study shows
that consideration of social interaction behavior is as crucial as behavioral patterns
derived using location visits of individuals.
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5.1

Insights

This dissertation presented different novel approaches related to automatic depression
screening. We took the research platform related to smartphone sensing for mental
health to one step ahead by not just exploring the usage of smartphone sensing data
but also instrumenting the meta-data passively collected from WiFi infrastructure.
We could demonstrate that such approach can achieve comparable performance for
depression screening as the approach based on instrumenting smartphones. We envision this type of depression diagnostic tool could be deployed at both population level
like a campus like setting, for example, a university, a military camp, workplace and
others. It could also be deployed at individual level which can be immensely useful
for clinicians to make effective treatment decisions. We considered two scenarios for
data analysis i.e. 24-hour monitoring that is applicable to students living on campus
and daytime (8 am to 6 pm) monitoring that is applicable to commuting scenario.
We considered 3 levels of analysis namely at AP level, building level and enhanced
building level for both the scenarios. Significant negative correlation between entropy
and PHQ-9 scores indicates that participants tend to spend more time in few locations. Positive correlation between time at home and PHQ-9 scores indicates that
participants spend more time at home. For multi-linear regression, we found that
the non-linear model has a stronger correlation with the self-report scores than the
linear model. For classification results to predict depression status, we found better
results using building-level features than AP-level features. For AP level analysis, we
found the classification results for daytime monitoring are better than 24-hour monitoring. The top features selected by the feature selection methods included features
like average duration spent in library and sports buildings, number of days of visiting
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library building. This reflects that adding building semantics can lead to even better
results and prove more intuitive for depression prediction. Our results indicate that
using features leads to better results than using self-report scores (F1 score 0.68).
Next, this dissertation presented another novel approach for predicting individual
depressive symptoms. We used smartphone sensing data and WiFi infrastructure
meta-data for predicting depressive symptoms. We found that using behavioral data
i.e. location visits of users, both behavioral and cognitive symptoms can be predicted accurately. Using smartphone sensing data for both Phase I and Phase II,
we found that symptoms like appetite, interest and feeling depressed were predicted
accurately for depressed participants. For all the participants, concentration, energy, feeling-depressed, interest, self-criticism, and sleep were predicted accurately in
various settings. When using the WiFi infrastructure meta-data for predicting depressive symptoms, we observed that all the seven symptoms that were analyzed were
predicted accurately for both Phase I and Phase II.
In the last part of this dissertation, we analyzed SMS and phone call data for depression prediction. We used multiple classifiers i.e. SVM with SVM-RFE, random
forest classifier and XGBoost with Extra-Trees classifier feature selection methods to
select a subset of features to improve the performance. We found that the highest F1
is obtained by using XGBoost classifier. Our results show that the depressed individuals send and receive less messages than the overall average. Also, the depressed
population receives longer messages than the overall average. For phone call data,
we observe that the depressed population spends more time on phone calls (for both
incoming and outgoing).
To summarize this dissertation, we conclude that the approaches presented in
this dissertation effectively uses the smartphone data i.e. smartphone sensing data
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and WiFi infrastructure meta-data for automatic depression screening that could be
deployed at both population and individual levels. This would serve as a strong
platform to keep tabs on the mental health of individuals in campus setting as well
as resulting in effective treatment decisions by the clinicians.

5.2

Future Work

Despite the significant contributions of our research work, there are a number of ways
in which our work can be improved and extended. The following are some directions
that future studies could explore:
• Other campus settings. Our study is focused on the college-age students
from the campus at the University of Connecticut. It would be intuitive to
explore our approach in other university campuses, and in other settings (e.g.,
workplace, military base).
• Analysis in other demographics and gender specific studies. It would
be interesting to explore the approaches presented in this dissertation in other
demographic groups. Similarly, by analyzing and organizing the results specific
to gender would also provide useful insights into behavioral patterns.
• Modeling human behavior. Our data preprocessing methodologies considered several aspects of anomalies due to the stochastic nature of human behavior
while calculating the features. Some of them included time specific thresholds
to decide if a participant indeed spent time in a building or just passed by,
considering different times of the day for analysis, identifying a home cluster if
a user spent significant amount of time in a place between 12 am to 6 am. We
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also considered different thresholds (decided empirically) to include days with
data or exclude consecutive days with no data sample at all. However, there are
a lot of other behavioral lifestyles that should also be taken into consideration
like bedtime schedules, daily routine, work life if considering a workplace population etc.). This would help in constructing more precise and effective models
for depression prediction.
• Using other smartphone sensing data. Our studies used a wide array
of sensors like GPS, WiFi, activity, SMS, phone call records for depression
prediction. However, usage of other sensor information like screen, light, email
history etc. would be valuable as well.
• Handle missing data. We have organized our analysis in a reasonably effective way that handles missing data to quite some extent. However, better
techniques could be investigated to further improve the data quality and handle
the missing data.
• Feature extraction. We have calculated a wide variety of location, activity
and social interaction based features that cover different flavors of human behavior. However, more meaningful features could be included for more effective
prediction results.
• Feature selection methods. We have used SVM-RFE for selecting subset of
top features that improve the predictor performance. But, there is a limitation
to this approach as we have calculated the overall rank of features by averaging
the individual ranks returned by SVM-RFE for different cost and γ values. In
the future, we plan to explore more efficient feature selection methods that are
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independent of parameters.
• Improve F1 scores. In the future, we plan to explore more effective data
preprocessing and classification methods that would lead to better prediction
results with higher F1 scores.
• Combine different sources for depression prediction. In our current
works, we have explored the feasibility of using different types of smartphone
sensing data including GPS, WiFi, SMS and call logs for depression prediction.
While we have used each of these sources independently, it is still unclear, which
sensing information is more effective in predicting depression and depressive
symptoms. In the future, we plan to investigate the feasibility of combining
different sensing information together for effective depression prediction. There
are many challenges associated when combining them together like handling
missing data, mapping various timestamps for data points etc.
• Cryptography techniques. Our works ensured user privacy by standard
cryptographic techniques. However, there is score to develop more systematic
techniques to ensure user privacy and data security.
• Designing a clinician acceptable diagnostic system. A systematically
designed tool that could be used by the clinicians and help them understand the
results returned by the various pre-trained machine learning models is required.
Eventually, the main aim is to develop a system that would provide real time
data analytics for depression prediction which in turn, could help clinicians
observe the course of changes in the behavior of patients to identify the triggers
and make effective treatment decisions.
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