Let G be a reductive algebraic group and let Z be the stabilizer of a nilpotent element e of the Lie algebra of G. We consider the action of Z on the flag variety of G, and we focus on the case where this action has a finite number of orbits (i.e., Z is a spherical subgroup). This holds for instance if e has height 2. In this case we give a parametrization of the Z-orbits and we show that each Z-orbit has a structure of algebraic affine bundle. In particular, in type A, we deduce that each orbit has a natural cell decomposition. In the aim to study the (strong) Bruhat order of the orbits, we define an abstract partial order on certain quotients associated to a Coxeter system. In type A, we show that the Bruhat order of the Z-orbits can be described in this way.
Introduction
Let G be a connected reductive algebraic group over K, where K denotes an algebraically closed field of characteristic zero. Let B ⊂ G be a Borel subgroup. A closed subgroup H ⊂ G is said to be spherical if the homogeneous space G/H has a finite number of B-orbits, equivalently if the flag variety B := G/B has a finite number of H-orbits.
Let g be the Lie algebra of G. Let e ∈ g be a nilpotent element. The following subgroups can be attached to e: the stabilizer Z G (e) := {g ∈ G : g · e = e} and the normalizer N G (e) := {g ∈ G : g · (Ke) = Ke}.
Our concern is the action of B on the nilpotent orbit G·e = G/Z G (e) or equivalently the action of Z G (e) on G/B. We focus on the case where this action comprises a finite number of orbits, which means that the subgroup Z G (e) is spherical. In this situation, our motivation is to understand (1) the parametrization and the structure of the Z G (e)-orbits on B;
(2) the inclusion relations between the orbit closures. Beyond the fact that the Z G (e)-orbits give an interesting partition of the whole flag variety, the action of Z G (e) restricts to certain subvarieties of B (Springer varieties, Hessenberg varieties) which arise in geometric representation theory. Information on the structure and the topology of the orbits may have applications in this direction.
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The nilpotent elements e such that Z G (e) is spherical are classified by Panyushev [14, 15] as those of height at most 3. The problem of classifying the Z G (e)-orbits of G/B has been considered in certain (mostly, classical) cases in [1, 4, 5] . The problem of describing the inclusion relations between the orbit closures has been addressed in [1, 5] in certain cases. Recently, [12] associate to any nilpotent element of height 2 an involution in the affine Weyl group, and show that the orbit closures are described restricting the Bruhat order on the affine Weyl group. To the best of our knowledge, there is no general approach to these problems.
The paper is divided into three parts. In Part 1, we review the general background on nilpotent elements and nilpotent orbits, including Panyushev's classification of spherical nilpotent orbits. Then we focus on the structure of the group Z G (e) and point out the following facts. In general, Z G (e) has a "Levi decomposition" of the form Z G (e) = L Z ⋉ U Z with reductive part L Z ⊂ L and unipotent part U Z ⊂ U , respectively contained in the Levi subgroup and the unipotent radical of a suitable parabolic subgroup P = L ⋉ U attached to e. In the case where Z G (e) is spherical, it turns out that the reductive part L Z coincides with the subgroup of fixed points of an involution σ ∈ Aut(L) (possibly up to connected components). This follows from Panyushev's classification but we provide a direct argument, defining the involution as the nontrivial element of the Weyl group of a SL 2 -subgroup associated with the nilpotent element e (see Proposition 4.3) . Finally, in the more particular situation where e is a nilpotent element of height 2, the unipotent part U Z coincides with the full unipotent radical U . Hence Z G (e) is obtained through parabolic induction from a symmetric subgroup of L in this case.
Another aspect considered in Part 1 is the comparison between the Z G (e)-orbits and N G (e)-orbits of B. We show that under certain circumstances (including the case where Z G (e) is spherical), both sets of orbits actually coincide (Proposition 2.3). We however point out an example which shows that the subgroup N G (e) may be spherical whereas Z G (e) is not. We believe that the comparison of these two sets of orbits may be a problem of independent interest.
In Part 2, we focus on a spherical subgroup of the form
where P = L ⋉ U is the Levi decomposition of a parabolic subgroup and M ⊂ L is a spherical subgroup. In particular, the role of H can be played by the stabilizer Z G (e) of a nilpotent element of height 2. For H as above, we show that the H-orbits of B are naturally parametrized by the set
where W P is the Weyl group parabolic quotient associated to P (i.e., the set of representatives of minimal length of the quotient W/W P ) and B L is the flag variety of L. Moreover, in our main result (Theorem 7.2) we prove that each orbit has a structure of algebraic affine bundle over an M -orbit of B L . In type A, we deduce that each Z G (e)-orbit has a natural cell decomposition (Example 7.3).
In Part 3, we focus on the (strong) Bruhat order of the Z G (e)-orbits. We introduce a combinatorial order which reflects the geometric situation described above. Specifically, given a Coxeter system (W, S), we consider a parabolic subgroup W L ⊂ W equipped with an involution θ : W L → W L . Then, we introduce a partial order on the quotient W/W θ L , where W θ L stands for the subgroup of fixed points of θ. We mostly address the situation where W θ L is a diagonal subgroup of W L . We investigate certain properties of this order (minimal representatives, cover relations).
In type A n−1 , for a nilpotent element e of height 2, the Z G (e)-orbits of the flag variety B are parametrized by a quotient of the above-mentioned form, namely S n /(∆S r × S n−2r ), where ∆S r stands for the diagonal embedding of S r into S r × S r . Then, translating the results of [1, 5] into our framework, we show that our combinatorial order coincides with the Bruhat order of the Z G (e)-orbits.
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We are mostly concerned with the case where the corresponding orbit O e := G · e is a spherical variety, i.e., it consists of a finite number of B-orbits. Equivalently this means that Z is a spherical subgroup, i.e., the flag variety B has a finite number of orbits.
In Section 1, we introduce the basic ingredients which are useful for describing the structure of Z: we namely recall the notions of standard triple, cocharacter τ and parabolic subgroup P associated to e. In particular we recall that the stabilizer has a "Levi decomposition" Z = L Z ⋉ U Z . In general the subgroup L Z is not connected. Note that in general the group Z may be not connected even in the case where the orbit O e is spherical.
The nilpotent orbits which are spherical are classified in [14, 15] and this classification is recalled in Section 3.
In the case where the orbit O e is spherical, we obtain the following description of the group Z. In Section 4 we show that the "Levi subgroup" L Z of Z is a symmetric subgroup of a Levi subgroup L ⊂ P (possibly up to certain connected components). This fact is already known from [14, Proposition 3.3] (at the level of the Lie algebras), but our proof is somewhat different. In particular we give an explicit construction of an involution σ ∈ Aut(L) such that L Z coincides with the subgroup L σ of fixed points of σ (up to connected components of L σ ).
In Section 5, considering the special case where e is a nilpotent element of height 2, we point out that Z contains the unipotent radical of P . Thus Z is obtained by parabolic induction from a symmetric subgroup of a Levi factor of P .
We believe that Section 2 is of independent interest. In that section, we compare the Z-orbits on B with the orbits of the normalizer N := N G (e) = {g ∈ G : Ad(g)e ∈ Ke}. In particular we show that in the case where O e is spherical, both sets of orbits coincide, whereas this is not the case in general.
Parabolic subgroup associated to a nilpotent element
By the Jacobson-Morozov lemma, every nilpotent element e ∈ g is member of a standard triple, i.e., there exist h, f ∈ g such that
The semisimple element h gives rise to a Z-grading
The nonnegative part of the grading p := i≥0 g(i) is a parabolic subalgebra, the zero part of the grading l := g(0) = z g (h) is a Levi subalgebra of p, and the positive part of the grading u := i>0 g(i) is the nilpotent radical of p. Correspondingly the grading yields a parabolic subgroup P and a Levi decomposition P = L ⋉ U such that p = Lie(P ), l = Lie(L), and u = Lie(U ). By the representation theory of sl 2 (K), we have the inclusion z g (e) = Lie(Z) ⊂ i≥0 g(i) = p and the dimension formula dim z g (e) = dim g(0) + dim g (1) .
Moreover, there is a (unique) cocharacter τ : K * → G such that τ ′ (1) = h. This implies that the parabolic subgroup P ⊂ G and its Levi decomposition P = L ⋉ U can also be characterized as follows:
Then (e, g ·h, g ·f ) is a standard triple which also contains the element e. By Kostant's theorem [8, Theorem 3.4.10] , there is an element u ∈ U ∩Z such that g · h = u · h and g · f = u · f . In particular u −1 g · h = h, which means that u −1 g =: ℓ ∈ L ∩ Z. Whence g = uℓ ∈ P . This argument shows in fact that the
(c) Let S be a maximal torus of L Z and let T be a maximal torus of Z such that S ⊂ T . Thus T ⊂ Z 0 . In view of (a) there is a surjective morphism of algebraic groups π : Z 0 → L Z = Z 0 /U Z . Since S is a maximal torus of L Z , we deduce that π(T ) = S. On the other hand, since every element of U Z is unipotent, T ∩ U Z must be trivial. Therefore, the equality S = T must hold.
Relation between normalizer and stabilizer
The normalizer of e ∈ g is the subgroup
We have the following relation between Z and N ; here τ is the cocharacter associated to e as in Section 1.
example. Let us consider the situation where g = sl 3 (K) and
In this case
Let (ε 1 , ε 2 , ε 3 ) be the standard basis of K 3 . Here the flag variety B can be viewed as the set of complete flags of K 3 . Such a complete flag consists of a pair (F 1 ,
. It is easy to see that the elements F (ε 3 , ε 1 + tε 2 ), for t ∈ K, belong to pairwise distinct Z-orbits of B. Thus B has infinitely many Z-orbits. However, B has exactly seven N -orbits, whose representatives are
Only the last one of these orbits does not contain any element fixed by τ . (b) In Remark 5.3 we point out an example where Z is spherical (thus Z-orbits coincide with N -orbits by Proposition 2.3 (b)) though there is a Z-orbit of B which contains no point fixed by τ . Hence the converse of Proposition 2.3 (a) is in general not true.
Classification of spherical nilpotent orbits: a review
Before stating a list of necessary and sufficient conditions for Z = Z G (e) to be a spherical subgroup of G, we recall some notions related to nilpotent elements.
Since e is a nilpotent element, its image by the adjoint representation is a nilpotent endomorphism ad e : g → g. Then, the height of e is defined as the biggest integer k ≥ 0 such that (ad e) k = 0. Equivalently, k is maximal such that g(k) = 0, for the grading g = i∈Z g(i) of Section 1.
If we take a maximal torus S of Z, then the Lie algebra g 0 (e) := Lie(Z G (S)) = {x ∈ g : ∀s ∈ S, Ad(s)x = x} is a Levi subalgebra of g which contains e and which is maximal for this property. The Lie algebra g 0 (e) does not essentially depend on the choice of the torus S. The type of the semisimple Lie algebra [g 0 (e), g 0 (e)] is referred to as the type of the nilpotent orbit G · e. This datum arises in the classification of nilpotent orbits due to Bala and Carter; see [8, §8] for more details.
In the next statement, we also fix a root space decomposition g = t ⊕ α∈Φ g α and a system of positive roots Φ + ⊂ Φ. Every nilpotent element of g lies in the (adjoint) G-orbit of an element of the space α∈Φ + g α . There is no loss of generality in assuming that the image of the cocharacter τ associated to e is contained in the maximal torus T ⊂ G such that t = Lie(T ). Proposition 3.1 ( [14, 15] ). The following conditions are equivalent:
The height of e is at most 3; (iii) e belongs to the G-orbit of an element obtained as the sum of root vectors corresponding to pairwise orthogonal simple roots; (iv) Every simple factor of [g 0 (e), g 0 (e)] is of type A 1 .
Note that the condition in Proposition 3.1 (iii) (which corresponds to [15, Theorem 3.4]) yields a kind of normal form for spherical nilpotent orbits. We actually need a slightly different version of Proposition 3.1 (iii), which we give in the next statement.
Recall that two roots α, β ∈ Φ are said to be strongly orthogonal if α+β and α−β do not belong to Φ ∪ {0}. In particular, this implies that α and β are orthogonal. Proposition 3.2. (a) Let θ 1 , . . . , θ r ∈ Φ be a sequence of strongly orthogonal roots (not necessarily simple nor positive). For i ∈ {1, . . . , r}, let e θi ∈ g θi \ {0}. Then e = i e θi belongs to a spherical nilpotent orbit of type rA 1 .
(b) Conversely, every spherical nilpotent orbit contains an element of the form e = i e θi corresponding to a sequence θ 1 , . . . , θ r of strongly orthogonal roots, where we may assume in addition that i θ ∨ i is a dominant coweight.
Proof. (a) The element e = i e θi is nilpotent because there can be only finitely many pairs (α, (n i )) where α is a root and (n i ) = (n 1 , . . . , n r ) is a sequence of integers, such that α + i n i θ i is either 0 or a root. Note that h := i θ ∨ i (as an element of t) satisfies [h, e] = 2e, and we can find f θi ∈ g θi such that (e, h, i f θi ) is a standard triple (see [8, p. 38] ). This implies that τ := i θ ∨ i (seen this time as a cocharacter of T ) is a cocharacter associated to e in the sense of Section 1.
If α is a root, we denote sl 2 (α) := g −α ⊕ [g −α , g α ] ⊕ g α , which is a subalgebra of g isomorphic to sl 2 (K).
Note that S := i ker θ i is a torus contained in Z, actually it is also contained in the subgroup L 0 Z = Z G (τ ) ∩ Z 0 . In view of Proposition 1.1, there is a maximal torus S ′ of Z such that S ⊂ S ′ ⊂ L 0 Z . We claim that the centralizer of S · τ (K * ) is T . Indeed, for otherwise, there is a root α which is trivial on S · τ (K * ). Since α is in particular trivial on S, it is a linear combination of the roots θ i . Since α is a root and the roots θ i are strongly orthogonal by hypothesis, there is an integer i such that α = ±θ i . Finally, since α must also be trivial on τ = θ ∨ 1 + · · · + θ ∨ r , we get a contradiction. Thus, the centralizer of S · τ (K * ) is T . This implies that
Our argument also shows that
Since t + Ke ⊂ z g (S ′ ) ⊂ z g (S), we get z g (S ′ ) = z g (S), i.e., g 0 (e) = z g (S) with the notation of Proposition 3.1. Hence [g 0 (e), g 0 (e)] is of type rA 1 and, since the condition in Proposition 3.1 (iv) is satisfied, the orbit G · e is spherical. If the sum i θ ∨ i is not dominant, then there is a simple root α such that
Then, (s α (θ 1 ), . . . , s α (θ r )) is again a sequence of strongly orthogonal roots with i s α (θ i ) ∨ > i θ ∨ i . The W -orbit of i θ ∨ i being bounded, this process must terminate with some sequence (θ i ) such that i θ ∨ i is dominant.
Conversely, let e be a nilpotent element and S a maximal torus of Z contained in L 0 Z . Up to the action of an element of G, we may assume that S · τ (K * ) ⊂ T . Assuming that e is spherical, by Proposition 3.1, [z g (S), z g (S)] is a T -stable direct sum of subalgebras isomorphic to sl 2 (K). Let θ 1 , . . . , θ r be the roots corresponding to those factors. Since z g (S) is a minimal Levi subalgebra which contains e (as pointed out in the text before Proposition 3.1), e must be a regular element of [z g (S), z g (S)] = i sl 2 (θ i ), thus (up to the action of Z G (S)) we may assume that e = i e θi . Since i sl 2 (θ i ) = [z g (S), z g (S)] is a subalgebra of g, the roots θ i must be pairwise orthogonal. This proves that any spherical nilpotent element is in the orbit of an element of the form i e θi as claimed in the Proposition. (a) Assume that G = SL n (K). A nilpotent matrix e ∈ sl n (K) belongs to a spherical nilpotent orbit if and only if e 2 = 0 (see [14] ). For every r ≥ 0 such that r ≤ n 2 , the set O (r) := {e ∈ sl n (K) : e 2 = 0, rank e = r} consists of a unique SL n (K)-orbit. Let Φ = {ǫ i − ǫ j : 1 ≤ i = j ≤ n} be the usual root system. Then for every permutation σ of {1, . . . , r}, the roots
. . , r) form a sequence of strongly orthogonal roots, and for every choice of root vectors
is a representative of O (r) which is of the form described in Proposition 3.2. Thus the sequence of strongly orthogonal roots described in the statement is not unique for each orbit. Note however that the corresponding dominant coweight r i=1 (θ σ i ) ∨ is independent of σ, which agrees with Remark 3.3.
(b) As another example, we give the sequences of roots (θ i ) given by Proposition 3.2 in the case of the exceptional group of type E 7 . In view of [8, table p. 130 ], g has five nontrivial spherical nilpotent orbits in this case, whose types are respectively A 1 , 2A 1 , 3A 1 , 3A 1 , 4A 1 . We use the following numbering of the simple roots/vertices of the Dynkin diagram:
For i ∈ {1, . . . , 7}, we set s i = s αi . Note that in a simply laced case (like E 7 ), two roots are orthogonal if and only if they are strongly orthogonal. Let θ 1 be the highest root, which is equal to the fundamental weight ̟ 1 . Thus, we have θ ∨ 1 = ̟ ∨ 1 . The root vector e θ1 belongs to the orbit of type A 1 (which is the minimal nilpotent orbit of g).
Let θ 2 be the highest root which is orthogonal to θ 1 , namely α 2 + α 3 + 2α 4 + 2α 5 + 2α 6 + α 7 . It is also equal to −̟ 1 + ̟ 6 , so that θ ∨ 1 + θ ∨ 2 = ̟ ∨ 6 . The vector e θ1 + e θ2 belongs to the orbit of type 2A 1 .
The orthogonal of θ 1 and θ 2 consists of roots with no term in α 1 nor α 6 . Since this orthogonal is disconnected, we have two natural choices for θ 3 . One is θ ′′
, which is not a dominant coweight. In this case, we consider the sequence
, which is also a sequence of orthogonal roots, and which satisfies
belongs to the orbit labeled 4A 1 .
Symmetric subgroup associated to a spherical nilpotent orbit
In this section, we assume that the orbit G·e is spherical and relate the subgroups L 0 Z and L Z of Z to a symmetric subgroup of L. We use the notation introduced in Section 1.
Definition 4.1. Let e ∈ g be a nilpotent element and let s = (e, h, f ) be a standard triple. As in Section 1 we consider a cocharacter τ :
We assume that h belongs to the Lie algebra t = Lie(T ) of the standard torus T ⊂ G, so that τ (K * ) is contained in T .
We consider the Lie algebra sl 2 (s) linearly generated by e, h, and f , and we consider the subgroup SL 2 (s) ⊂ G with Lie algebra sl 2 (s). The torus τ (K * ) is a maximal torus of SL 2 (s).
We denote by n s ∈ SL 2 (s) an element in the normalizer of τ (K * ), and not in τ (K * ) (thus, a representative of the nontrivial element of the Weyl group of SL 2 (s)). By a standard calculation in SL 2 (K), we get (1) n s τ (t)n −1 s = τ (−t) for all t ∈ K * . We denote by σ : G → G the conjugation by n s and we use the same notation for the adjoint action of n s on g.
We make a first observation:
(a) The map σ preserves the subgroup L; in fact, σ :
Proof. (a) In view of (1), σ preserves the torus τ (K * ), hence σ also preserves the centralizer of τ (K * ), which is precisely L. Since the Weyl group of SL 2 (s) has only two elements, we must have n 2 s ∈ τ (K * ), hence n 2 s is contained in the center of L. This implies that σ 2 (g) = g for all g ∈ L.
(
Since n s ∈ SL 2 (s), this implies that Z ∩ L ⊂ L σ . This inclusion yields the inclusion of Lie subalgebras z g (e) ∩ l ⊂ l σ . Proposition 4.3. Let e = i e θi be as in Proposition 3.2 (a); in particular its orbit G · e is spherical. Then, we have z g (e) ∩ l = l σ and L 0
We claim that (2) σ(T ) = T, i.e., n s belongs to N G (T ).
Indeed, we have already noted that σ preserves the torus τ (K * ). Let S = i ker θ i .
which implies that σ fixes every element of S (by Lemma 4.2). Thereby σ preserves the torus Sτ (K * ) and so it also preserves its centralizer. As noted in the proof of Proposition 3.2, we have Z G (Sτ (K * )) = T . Whence (2) . Relation (2) implies that σ induces an involution on the root system Φ (that we denote by the same letter). In fact this action coincides with the action of the Weyl group element
We have the following equality:
where the first sum is over the roots α of L such that σ(α) = α, and the second sum is over the pairs {α, β} of roots of L with β = σ(α). Let α be a root of L: we consider two cases.
First, if σ(α) = α, then for all i we have α, θ ∨ i = 0. Assume first that there exists i such that α + θ i is a root. Then α − θ i = s θi (α + θ i ) is also a root. We claim that there can be only one such integer i. In fact, let us assume to the contrary that there are two integers i, j such that α + θ i and α + θ j are roots. Then, considering the (sl 2 (θ i ) × sl 2 (θ j ))-module generated by g α , we deduce that α + θ i + θ j is a root. But then, the square lengths of α, α + θ i and α + θ i + θ j are three different numbers, a contradiction.
Let i be the unique integer such that α + θ i is a root. It follows that the sl 2 (θ i )module generated by g α is isomorphic to the adjoint module sl 2 (θ i ). Thus the same holds for the corresponding SL 2 (θ i )-module. By a direct computation in SL 2 (K), we deduce that the restriction of the non-trivial element of the Weyl group of SL 2 (θ i ) to g α is −id gα . Since the elements of the Weyl group of SL 2 (θ j ) act trivially on g α for j = i, we deduce that σ acts as −id gα on g α . Therefore, g σ α = {0} in this case. If for all integers i, α + θ i is not a root, we get g α ⊂ z g (e). In both cases, we deduce from Lemma 4.2 that we have z g (e) ∩ g α = g σ α . Second, if σ(α) = α, let us set β = σ(α). First, assume that for all integers i, we have | α, θ ∨ i | ≤ 1. Then, the number of integers i such that α, θ ∨ i = 0 is 2. Indeed, it must be even since for all i, α, θ ∨ i belongs to {−1, 0, 1}. Moreover, it must be less than 4 because otherwise α and four such roots would generate an infinite root subsystem of type D 4 . Assume now that there exists an integer i such that | α, θ ∨ i | ≥ 2. Then, since j α, θ ∨ j = 0, there are two cases: either there is another integer j = i such that | α, θ ∨ j | ≥ 2. In this case, the root subsystem generated by θ i , α and θ j is infinite, which is absurd. Or there are at least two integers j such that α, θ ∨ j = 0 and, once again, this is absurd. We therefore have shown that there are exactly two integers k such that α, θ ∨ k = 0, and that for these two integers we have | α, θ ∨ k | = 1. We let i, j be the integers such that α,
Thus, it is 1-dimensional, and we get (
The last relation to be proved is that t σ = z g (e) ∩ t. In fact, t σ is the orthogonal of all the roots θ i , since σ is the product of the reflections defined by θ i . Since e θi has weight θ i , z g (e) ∩ t is also the orthogonal of the roots θ i . We thus get the desired equality z g (e) ∩ l = l σ .
This equality implies L 0
Remark 4.4. The fact that z g (e)∩l is a symmetric subalgebra of l is already shown in [14, §3.3] (with a different proof). We also refer to [6, Appendix B] where the symmetric pairs (L, L σ ) corresponding to the nilpotent elements e of height 3 are explicitly described.
Example 4.5. (a) We first consider the case of nilpotent orbits in type A l . Let e be a nilpotent element of height 2 and rank r in the Lie algebra sl l+1 : this means that the endomorphism e satisfies e 2 = 0 and that the partition giving the size of the Jordan blocks is (2 r , 1 l+1−2r ). Recall that
). The element e can be described as a sum of root vectors using the procedure described in Proposition 3.2: it is in the orbit of the sum e θ1 + · · · + e θr where θ i = α i + · · · + α l+1−i . Moreover, the involution is given by the non-trivial Weyl group element of the subgroup with Lie algebra linearly generated by (e, h, f ). This element acts on the roots as the element w = s θ1 · · · s θr of the Weyl group. Thus, we have w(α i ) = α i − θ i + θ i+1 = −α l+1−i . In this way, we recover the known fact that L is of type
We now consider the case of the nilpotent orbit labeled 3A 1 in type E 6 . Let θ 1 = α 1 + 2α 2 + 2α 3 + 3α 4 + 2α 5 + α 6 be the highest root, and let
Thus it follows as above that the involution σ acts on the roots as the element w of the Weyl group defined by
In particular, in both of these examples, we see that the pair (L, L σ ) gives rise to the combinatorial setting described in Section 8.
Focus on nilpotent elements of height 2
We again consider the decomposition Z = L Z ⋉ U Z of Proposition 1.1. In the previous section, we have shown that, whenever e belongs to a spherical nilpotent orbit (which is equivalent to saying that e is a nilpotent element of height at most 3; see Proposition 3.1), the subgroup L Z can be realized as a symmetric subgroup of the Levi subgroup L (possibly up to certain connected components). In the present section, we focus on the unipotent subgroup U Z . We point out the following fact:
Assume that e is a nilpotent element of height 2 (i.e., (ad e) 3 = 0, (ad e) 2 = 0). Then U Z = U , so that Z = L Z ⋉ U and Z 0 = L 0 Z ⋉ U in this case. Proof. We consider the grading g = i∈Z g(i) determined by h (as in Section 1). From the representation theory of sl 2 , we know that ad e restricts to a map from g(i) to g(i + 2) for every i ∈ Z, moreover this map is injective for i ≤ −1 and surjective for i ≥ −1, and we have dim g(i) = dim g(−i) for all i. The assumption that e has height 2 implies that g(i) = 0 whenever |i| > 2, and we get the inclusion Indeed, writing p = (ℓu)
(b) When e has height 3, the conclusion of Corollary 5.2 is not valid in general, as shown by the following example.
be the simple roots. Take nonzero root vectors e ǫ1 ∈ g ǫ1 and e ǫ2+ǫ3 ∈ g ǫ2+ǫ3 and let us consider the nilpotent element e = e ǫ1 + e ǫ2+ǫ3 . A cocharacter associated to e is
Thus e belongs to a spherical nilpotent orbit in view of Proposition 3.2.
We consider the orthogonal form ω on K 7 defined on the standard basis by
and we realize G as the subgroup of elements g ∈ SL 7 (K) which preserve this bilinear form. The flag variety B can be realized as the variety of isotropic flags
where ⊥ stands for the orthogonal with respect to ω. We consider the flags F := ( ε 1 + ε 2 , ε 1 + ε 2 , ε 5 , ε 1 , ε 2 , ε 5 ) and F 0 := ( ε 2 , ε 2 , ε 5 , ε 1 , ε 2 , ε 5 ). Note that
, hence F and F 0 belong to distinct Z-orbits (of distinct dimensions). In view of part (a), this implies that the Z-orbit of F contains no element fixed by τ .
Part 2. Structure of orbits on the flag variety for the action of certain spherical subgroups obtained through parabolic induction
In this part of the paper, we assume that H ⊂ G is a subgroup obtained through parabolic induction, i.e.,
This is also the situation considered in [7, Lemma 7] where the weak Bruhat order of the H-orbits of the flag variety is described.
Although it is not assumed in this part, we are mostly interested in the case where (L σ ) 0 ⊂ M ⊂ L σ , for some involution σ ∈ Aut(L). For instance, Propositions 4.3 and 5.1 tell us that the role of H can be played by the groups Z and Z 0 where Z := Z G (e) is the stabilizer of a nilpotent element of height 2.
The main goal of this part is to describe the structure of the orbits of H on the flag variety. In this respect, our main result is Theorem 7.2 which shows that each H-orbit of B has a structure of algebraic affine bundle over an M -orbit of the flag variety B L of the Levi subgroup L. This result is shown in Section 7. Before that, in Section 6, we review some facts on the structure of parabolic orbits on the flag variety.
Notation and short review on parabolic orbits
We fix a maximal torus T ⊂ G. We also fix a Borel subgroup B ⊂ G which contains T , and we consider the flag variety B = G/B. Let the Weyl group W = N G (T )/T . The choice of B determines a set of simple reflections of W . Let ℓ(w) denote the length of an element w ∈ W with respect to this set of simple reflections.
We consider a parabolic subgroup P ⊂ G and a Levi decomposition P = L ⋉ U . There is no loss of generality in assuming that T is contained in L. Then, we can find a cocharacter τ : K * → T such that P , L, U are given by
Let W P = N P (T )/T . Let W P be a set of representatives of minimal length for the quotient W P \W .
We let P act on B, and it is well known that there are finitely many orbits for this action: Proposition 6.1.
(a) B = w∈W P P w where we denote P w := P wB/B;
In particular, each P -orbit P w contains a fixed point of T (namely wB/B), which is a fortiori fixed by the subtorus τ (K * ). The next statement describes the structure of the orbits, by relying on the fixed point set of τ (K * ). Proposition 6.2. Let B τ ⊂ B be the subvariety of fixed points of τ (K * ). Let P ⊂ B be a P -orbit. Let P τ := P ∩ B τ . Take any p 0 = g 0 B ∈ P τ . Thus g 0 Bg −1 0 is a Borel subgroup of G which contains the torus τ (K * ). This guarantees that (g 0 Bg −1 0 ) ∩ L is a Borel subgroup of L.
(a) The map L → P τ , ℓ → ℓ · p 0 is surjective and induces an isomorphism of varieties L/(g 0 Bg −1 0 ) ∩ L → P τ . In particular P τ is a projective variety, hence closed in B. It is a connected component of B τ and every connected component of B τ is of this form. (b) There is a unique algebraic affine bundle φ P : P → P τ such that
It does not depend on the choice of p 0 ∈ P τ .
Proof. The fact that (g 0 Bg −1 0 ) ∩ L is a Borel subgroup of L is Corollary 22.4 in [11] . We first show (a). Let p 1 ∈ P τ . Thus p 0 , p 1 both belong to P, hence there is g ∈ P such that p 1 = g · p 0 . Moreover we can write g = ℓu with ℓ ∈ L and u ∈ U . Using (5), we have
) and the fibers of this map are the cosets of L ∩ (g 0 Bg −1 0 ). We deduce that the map L → P τ induces an isomorphism of varieties L/(g 0 Bg −1 0 ) ∩ L ∼ → P τ . Since (g 0 Bg −1 0 ) ∩ L is a Borel subgroup of L, we deduce that P τ is a projective variety. In particular it is closed is B. Since L is connected, it follows that the subsets P τ (attached to the various P -orbits P of B) are closed, connected, pairwise disjoint, and they cover B τ ; hence they are exactly the connected components of B τ . This shows (a).
Next we show (b). Consider the map
It follows from Bialynicki-Birula's theorem [2] that the restriction of the map φ over each connected component of B τ is an algebraic affine bundle, i.e., φ| φ −1 (P τ ) : φ −1 (P τ ) → P τ is an algebraic affine bundle for every P -orbit P. Let p ∈ P. We can write p = ℓu · p 0 with ℓ ∈ L and u ∈ U . Using (5) and the fact that p 0 is fixed by τ , we have
We get in particular φ(P) ⊂ P τ , and this implies φ −1 (P τ ) = P. Hence φ restricts to an algebraic affine bundle φ P : P → P τ . Moreover the previous calculation shows that this map is such that φ P (ℓu · p 0 ) = ℓ · p 0 for all (ℓ, u) ∈ L × U , whenever p 0 ∈ P τ , and φ P is necessarily unique for satisfying the latter formula, because every element of P is of the form ℓu · p 0 .
The following observation will be useful. Proof. Since wBw −1 is a Borel subgroup of G which contains T , we know that (wBw −1 ) ∩ L is a Borel subgroup of L. To show the lemma, it suffices to show that B L ⊂ wBw −1 . Assume by contradiction B L ⊂ (wBw −1 ) ∩ L. Since both subgroups are Borel subgroups of L which contain the maximal torus T , it follows that there is a simple root α in the root system of L such that g α is not contained in Lie(wBw −1 ). Hence w −1 (α) < 0. This implies ℓ(w −1 s α ) = ℓ(w −1 ) − 1, hence ℓ(s α w) < ℓ(w). Since s α ∈ W P , this contradicts the assumption that w is of minimal length among its coset W P w.
Finally, the following statement summarizes the conclusions of Propositions 6.1-6.2; it also uses Lemma 6.3.
w is an algebraic affine bundle whose typical fiber is the affine space of dimension ℓ(w).
Parametrization and structure of H-orbits
We start with a preliminary observation. Proof. Since H ⊂ P , the orbit H is contained in some P -orbit P. As recalled in the previous subsection, the subset of fixed points P τ is nonempty, so let p 0 ∈ P τ . There is g ∈ P such that g · p 0 ∈ Z. We write g = uℓ with ℓ ∈ L and u ∈ U . By assumption, U is contained in H, so u ∈ H. hence ℓ · p 0 = u −1 · (g · p 0 ) ∈ H. In addition since p 0 is fixed by the torus τ (K * ) and ℓ(∈ L) commutes with every τ (t) (t ∈ K * ), we get that ℓ · p 0 is also fixed by τ (K * ). Hence H τ = ∅. Now let p 0 , p 1 ∈ H τ . There is g ∈ H such that p 1 = g · p 0 . Writing g = ℓu with ℓ ∈ M and u ∈ U , we have for every t ∈ K *
hence, by passing to the limit as t → 0, we obtain p 1 = ℓ · p 0 .
By assumption M is a spherical subgroup of L, hence the action of M on the flag variety B L = L/B L has finitely many orbits. Let Ξ ⊂ L be a set of representatives of the orbits, i.e., giving rise to the decomposition Proof. Since H ⊂ P , we have a partition
Let w ∈ W P and let us consider the P -orbit P w and its set of H-orbits. We also consider the fixed point set P τ w and its set of M -orbits. It follows from Lemma 7.1 that the map P w /H → P τ w /M, H → H τ is well defined, in addition this map is clearly injective and surjective, hence bijective. Let us analyze the decomposition of the subvariety P τ w into M -orbits. As noted in Proposition 6.4, we have an isomorphism We summarize the obtained results about H-orbits with the following diagram:
O O Example 7.3. Let G = SL n (K) and let H = Z := Z G (e) be the stabilizer of a nilpotent matrix e ∈ sl n (K) such that e 2 = 0. Let r = rank e. As shown in Example 4.5 and Proposition 5.1, the parabolic subgroup P = L ⋉ U associated to e has a Levi factor of the form L = GL r (K) × GL r (K) × GL n−2r (K), while Z is of the form L Z ⋉ U with L Z = ∆GL r (K) × GL n−2r (K). (Here ∆GL r (K) stands for the diagonal embedding of GL r (K) into GL r (K) × GL r (K).) In this example: • W P is the set of minimal length representatives of the quotient S n /(S r × S r × S n−2r );
• the flag variety B L is a triple flag variety isomorphic to B r × B r × B n−2r , where B k stands for the flag variety GL k (K)/B k of GL k (K); • the L Z -orbits of B L are parametrized by the permutations v ∈ S r and take the form
. Therefore, in this example, the Z-orbits of B are parametrized by the pairs (w, v) ∈ W P × S r , and each orbit is an algebraic affine bundle over B r × B n−2r of fiber isomorphic to the affine space A ℓ(w) × A ℓ(v) . In particular, since the double flag variety B r × B n−2r has a natural cell decomposition (the product of the Schubert cell decompositions of B r and B n−2r ), we deduce that each Z-orbit of B has a cell decomposition, moreover the codimensions of the cells are the same for each Z-orbit.
Part 3. Bruhat order
In this part, our motivation is to understand the (strong) Bruhat order for the orbits of Z = Z G (e) on the flag variety B = G/B, or equivalently for the orbits of B on the nilpotent orbit G · e = G/Z, where e is nilpotent element of height 2. In type A, the order is described by Boos and Reineke [5] in terms of link patterns. Their approach is based on representations of quivers. See also [1] and [18] . To the best of our knowledge there is no general description of this order.
Actually, our motivation is (more generally) to have a description of the (strong) Bruhat order for the orbits of a subgroup H of the form
where P = LU is the Levi decomposition a parabolic subgroup and (L σ ) 0 ⊂ M ⊂ L σ for some involution σ ∈ Aut(L). Note that if σ = id L , then H is a parabolic subgroup and the strong order is in this case the Bruhat order on the parabolic quotient W P of the Weyl group. If P = G, then H is a symmetric subgroup of G (possibly up to certain connected components) and the strong order is described by Richardson and Springer [16, 17] . If e is a nilpotent element of height 2, then its stabilizer Z (as well as the connected subgroup Z 0 ) are of the form considered in (7) (see Propositions 4.3 and 5.1). Note also that the description of the weak Bruhat order for H as in (7) (or even more generally for H obtained through parabolic induction from a spherical subgroup of L) is given in [7] .
In this text, as a first attempt, we propose a combinatorial model which reflects the geometric situation of (7) . We first introduce a Coxeter-theoretic partial order, defined by using a parabolic subgroup of a Coxeter group W which is equipped with an involution (Section 8). In type A, this order coincides with the order given by inclusions of the Z G (e)-orbit closures (for a spherical nilpotent orbit G · e) and we give combinatorial criteria (Section 9). We also give necessary and sufficient conditions for a relation to be a cover relation; in [5] , necessary conditions for a relation to be a cover relation are given, but these conditions are not sufficient in general.
The notation used in Part 3 is independent of the notation used in Parts 1-2.
A Coxeter-theoretic partial order
Let (W, S) be a Coxeter system (with S finite, but W may be infinite). We denote by ≤ the (strong) Bruhat order on W . Recall that for u, v ∈ W , we have u ≤ v if and only if every reduced expression of v has a subword which is a reduced expression of u (see [10] ). Also recall that every subset L ⊂ S induces a decomposition
where W L ⊂ W is the subgroup generated by L and W L := {w ∈ L | ℓ(ws) > ℓ(w) ∀s ∈ L}.
Let I, J, K ⊂ S satisfying the following two conditions:
(1) There is an isomorphism σ :
It follows in particular from the first point that x → x * preserves the Bruhat order, that is, we have x ≤ y if and only if x * ≤ y * . The second point means that the subsets I, J, K are disjoint and disconnected. Note that W I → W, x → xx * is a monomorphism of groups; we denote by W I,J its image:
We have W I ∩ W I,J = {1} and
Using the decomposition W = W I∪J∪K W I∪J∪K , we get that every w ∈ W can be written uniquely as a product
We set W (I, J, K) := W I∪J∪K W I = W J∪K . Note that it gives a set of representatives of the left cosets of the subgroup W K W I,J ⊂ W . Given w ∈ W we set [w] := wW K W I,J .
In this section, our aim is study the left cosets [w], the set of representatives W (I, J, K), and the following binary relation:
Our first claim is: 
To prove this lemma, we need:
Proof of Lemma 8.3. We argue by induction on ℓ(y). If ℓ(y) = 0, then the claim holds with y ′ = e. If ℓ(y) = 1, then y = s ∈ S. If xs > x then the claim holds with y ′ = 1. Hence assume that xs < x. We choose a reduced expression s 1 s 2 · · · s k of x with s = s k . Since x ′ ≤ x we have that x ′ has a reduced expression occuring as a subword of s 1 s 2 · · · s k . If s k does not contribute to that subword, then x ′ ≤ xs = xy and we are done with y ′ = 1. Hence assume that s k = s contributes to the subword giving a reduced expression of x ′ . Deleting the last letter gives a subword of s 1 s 2 · · · s k−1 = xs = xy, hence with y ′ = s we get the claim. Now assume that ℓ(y) > 1. Let s ∈ S be such that ys < y. By induction on length, there is u ≤ ys such that x ′ u ≤ xys. By the case of length one, there is v ≤ s such that x ′ uv ≤ xy. Since ys < y, we have that y ′ := uv has a (not necessarily reduced) expression which occurs as a subword of a reduced expression of y. Since every expression for an element of a Coxeter group has a reduced expression for it as a subword, we have y ′ ≤ y, and we have already seen that x ′ y ′ ≤ xy.
Proof of Lemma 8.2. By assumption, there is u ∈ [w] such that u ≤ w 1 . Write w 2 = w 1 axx * with x ∈ W I , a ∈ W K . It suffices to show that there are y ∈ W I , b ∈ W K such that ubyy * ≤ w 1 axx * .
By assumption we have u ≤ w 1 . By Lemma 8.3 there is b ≤ a such that ub ≤ w 1 a. By Lemma 8.3 again, there is y ≤ x such that uby ≤ w 1 ax. Note that x ∈ W I , hence y ∈ W I because W I is parabolic. Now since w 1 ax ∈ W (I, J, K)W K W I , we have that ℓ(w 1 axx * ) = ℓ(w 1 ax) + ℓ(x * ). But y ≤ x implies that y * ≤ x * , hence ubyy * has a (not necessarily reduced) expression which is a subword of a reduced expression of w 1 axx * . It follows that v := ubyy * ≤ w 1 axx * = w 2 , which is what we wanted to show. We now show transitivity. In particular, the set Min(w) is in bijection with the set of elements lying below w 2 for the right weak order, and we have |Min(w)| = 1 iff w 2 = 1 iff w ∈ W I∪J∪K .
In other words, Min(w) is also characterized as being the set of elements in [w] which are minimal for the Bruhat order.
Proof. Let w = w 1 w 2 as above. Let x = w 1 w 2 axx * , with a ∈ W K , x ∈ W I . Note that w 1 w 2 xx * ≤ w 1 w 2 axx * since I, J, K are disconnected and a ∈ W K , w 1 w 2 xx * ∈ W K . Hence it suffices to show that there is u ∈ Min(w) such that u ≤ w 1 w 2 xx * . Note that w 1 w 2 xx * ∈ Min(w) if and only if ℓ(w 2 x) + ℓ(x −1 ) = ℓ(w 2 ). Assume that this is not the case: we then claim that there is y ∈ W I such that w 1 w 2 yy * < w 1 w 2 xx * , which is enough to conclude, since we can then iterate until reaching an element of minimal length.
To show the claim, let s 1 s 2 · · · s k be a reduced expression of w 2 x, and s k+1 · · · s m be a reduced expression of x −1 . We have ℓ(w 2 xx * ) = m since I and J are disconnected.
Since we assumed that ℓ(w 2 x) + ℓ(x −1 ) > ℓ(w 2 ), the expression s 1 s 2 · · · s m is not reduced. Since both s 1 s 2 · · · s k and s k+1 · · · s m are reduced, there exists a minimal i ∈ {k + 1, . . . , m} such that s 1 s 2 · · · s i is not reduced, and by the exchange Lemma we have s 1 s 2 · · · s i = s 1 s 2 · · ·ŝ j · · · s i−1 for some j ∈ {1, . . . , k}. It follows that
It is well known that the subgroup of fixed points of an automorphism θ of the Dynkin diagram of a Coxeter group such that each orbit of θ generates a finite group is again a Coxeter group (see for instance [13] ), with canonical generators obtained as follows: consider the action of θ on the simple system. For each orbit, consider the standard parabolic subgroup generated by the simple reflections in this orbit. Take the longest element in this subgroup (which is finite by assumption). Then the set of all such longest elements, for all orbits, forms the simple system of the subgroup of fixed points.
In There is a sequence u, ux 1 , ux 1 x 2 , . . . , ux 1 x 2 · · · x k = u ′ with x 1 , x 2 , · · · , x k ∈ Θ such that for all i, ux 1 x 2 · · · x i ∈ Min(w). In other words, any two elements in Min(w) can be related by multiplying on the right by a sequence of generators of W K W I,J coming only from Θ, and such that at each step, the obtained element still has minimal length in [w].
Proof. Since the elements of Θ have order two, it suffices to show the claim for u ′ = w. Let w = w 1 w 2 as above. There is x ∈ W I such that ℓ(w 2 x)+ℓ(x −1 ) = ℓ(w 2 ) and u = wxx * = w 1 w 2 xx * . Let x = s k s k−1 · · · s 2 s 1 be a reduced expression of x. Setting x i = s i s * i and using the fact that I and J are disconnected and that ℓ(w 2 x) + ℓ(x −1 ) = ℓ(w 2 ) (hence that w 2 has a reduced expression ending by x −1 ), we obtain ux 1 x 2 · · · x i = w 1 w 2 s k s k−1 · · · s i+1 s * k s * k−1 · · · s * i+1 and
which concludes the proof. Proof. First, assume that ℓ(us) = ℓ(u) − 1. Let u = s 1 s 2 · · · s k be a reduced expression of u with s k = s. Since u ′ < u, there is a subword of s 1 s 2 · · · s k which is a reduced expression for u ′ , say s i1 s i2 · · · s im , 1 ≤ i 1 < i 2 < · · · < i m ≤ k. If k = i m , then u ′ ss * = s i1 s i2 · · · s im−1 s * which is a subexpression of the expression uss * = s 1 s 2 · · · s k−1 s * , the latter being reduced since ℓ(uss * ) = ℓ(u), hence y := u ′ ss * satisfies y < uss * and ℓ(y) ≤ ℓ(u ′ ). If k = i m , then u ′ = s i1 s i2 · · · s im is a subexpression of the reduced expression uss * = s 1 s 2 · · · s k−1 s * , hence y := u ′ satisfies y < uss * . Now if ℓ(us) = ℓ(u) + 1, then since s and s * commute with each other and ℓ(uss * ) = ℓ(u), we must have ℓ(us * ) = ℓ(u) − 1, and we can argue as above replacing s by s * .
In other words, for w, w ′ ∈ W (I, J, K), the relation w ′ < O w holds if and only if there exist u ∈ Min(w) and u ′ ∈ [w ′ ] such that u ′ < u.
Proof. By Lemma 8.8, the element w can be reached from u by applying a sequence of elements of Θ at the right of u, without increasing the length. Applying Lemma 8.9 inductively, we find v ∈ [w ′ ] such that v < w, that is, we have w ′ < O w. For v, w ∈ W , we write v ≤ R w if ℓ(w) = ℓ(wv −1 ) + ℓ(v), that is, if w has a reduced expression ending with a reduced expression of v (this defines the so-called right weak order on W ).
Given a subset L ⊂ S, by the parabolic decomposition W = W L W L , every w ∈ W can be written as w = w L w L with unique w L ∈ W L and w L ∈ W L . Note that w L is also characterized as being the unique element in W L which is maximal with respect to ≤ R and such that w L ≤ R w.
Let T ⊂ W denote the set w∈W wSw −1 or reflections in W . For u, u ′ ∈ W , we write u ′ ≤ · u if u covers u ′ in the (strong) Bruhat order on W .
Proof. We choose a reduced expression u 1 u 2 · · · u ℓ s 1 s 2 · · · s k of wt such that u 1 u 2 · · · u ℓ is a reduced expression of (wt) L and s 1 s 2 · · · s k is a reduced expression of (wt) L . Since w ≤ · wt, by the strong exchange condition, we have that w = (wt)t has a reduced expression which is obtained from u 1 u 2 · · · u ℓ s 1 s 2 · · · s k by deleting one letter. If the letter which is deleted is s i for some i, then t = s k s k−1 · · · s i s i+1 · · · s k , which lies in W L (because the letters in a reduced expression of an element in a standard parabolic subgroup stay in this subgroup), a contradiction. Hence the letter which is deleted is among the u i 's. The element w has therefore a reduced expression of the form u 1 u 2 · · ·û i · · · u ℓ s 1 s 2 · · · s k , hence it has s 1 s 2 · · · s k = (wt) L as a suffix, implying that (wt) L ≤ R w. By maximality of w L with respect to ≤ R , we deduce that (wt) L ≤ R w L .
From now on, let L := I ∪ J ∪ K.
where w 0,I denotes the longest element in W I .
Proof. Both equalities follow from Lemma 8.6. The first is immediate from 8.6 (2) . For the second, let w ∈ W I = W (I, J, K) ∩ W L . Let x ∈ W I . Then, by 8.6(1), wxx * ∈ M iff (wx) · x −1 is a reduced product. This is equivalent to ℓ(w 0,I w −1 ) + ℓ(wx) = ℓ(w 0,I x), or to the fact that wx ≤ R w 0,I x. Setting u = wx and v = x * , we get the asserted condition u ≤ R w 0,I v * .
We also have the following results. Proof. Proof. Let L = I ∪ J ∪ K. Let y = y 1 y 2 y 3 be the unique decomposition of y with y 1 ∈ W L , y 2 ∈ W I , y 3 ∈ W J . By [10, Corollary 3.8] , the poset (W K , ≤) is graded and the rank function is given by the restriction of ℓ to W K . Since M ⊂ W K , there is t ∈ T such that y ≤ wt ≤ · w and wt ∈ W K . Note that since w ∈ W L , we have t / ∈ W L . We decompose wt as w 1 w 2 w 3 as we did for y above. Since y ≤ wt, there areŵ 1 ,ŵ 2 ,ŵ 2 such that y =ŵ 1ŵ2ŵ3 ,ŵ i ≤ w i and ℓ(y) = ℓ(ŵ 1 ) + ℓ(ŵ 2 ) + ℓ(ŵ 3 ): just take a reduced expression of w which is obtained by concatenating reduced expressions of w 1 , w 2 and w 3 ; it then has a subword which is a reduced expression of y. Note that sinceŵ 2ŵ3 ∈ W I∪J ⊂ W L , we have that ℓ(w 1ŵ2ŵ3 ) = ℓ(w 1 ) + ℓ(ŵ 2 ) + ℓ(ŵ 3 ). Hence y ≤ w 1ŵ2ŵ3 ≤ w ′ . We claim that w 1ŵ2ŵ3 ∈ M. To see this, note that since y =ŵ 1ŵ2ŵ3 and the lengths add, we haveŵ 2ŵ3 ≤ R y L = y 2 y 3 , hence y 2 = u 2ŵ2 , y 3 = u 3ŵ3 for some u 2 ∈ W I , u 3 ∈ W J such that ℓ(y i ) = ℓ(u i ) + ℓ(ŵ i ) (using that I and J are disconnected). But we have
, implying the claim. Since y ≤ w 1ŵ2ŵ3 < w, if y = w 1ŵ2ŵ3 , we get the claim with v = w 1ŵ2ŵ3 . Hence we can assume that y = w 1ŵ2ŵ3 . Since y has a reduced expression obtained from w 1 w 2 w 3 = wt by only deleting letters in w 2 and w 3 , It follows that wt = yt 1 t 2 · · · t i with t j ∈ W I∪J ∩ T for all j = 1, . . . , i and yt 1 t 2 · · · t j ≤ · yt 1 t 2 · · · t j+1 for all j = 1, . . . , i − 1. Hence we have
We claim that we can find t ′ ∈ T , t ′ / ∈ W L , such that y ≤ · yt ′ < w. Writing u := yt 1 t 2 · · · t i−1 , we have u ≤· ut i = wt ≤· w = ut i t. Note that t i ∈ W L , t / ∈ W L . By a property of Bruhat intervals (see [9, Proposition 2.1 and its proof]), the Bruhat interval [u, w] is isomorphic (as a poset) to a Bruhat interval in a dihedral reflection subgroup of W . Hence there is exactly one element u ′ ∈ W such that u ≤· u ′ ≤ · w, u ′ = wt. Let t ′ i ∈ T such that u ′ = ut ′ i and q ∈ T such that u ′ q = w. We have t ′ i q = t i t = 1 and by [9, Lemma 3.1], the reflection subgroup
We show that this implies that W ′ ⊂ W L , contradicting t / ∈ W L . Note that if W is of type A, which the only case for which we derive consequences on inclusions of orbit closures, this is clear as W ′ has to be either of type A 1 × A 1 or of type A 2 , and is therefore generated by any two distinct reflections, whence W ′ = t i , t ′ i ⊂ W L . The result can nevertheless be proven in general as follows: by [9, Remark 3.2] , the dihedral reflection subgroup t ′ i , t i is included in a unique maximal dihedral reflection subgroup W ′′ , defined by
where Φ denotes a generalized root system for (W, S) and α ti , α t ′ i are the roots attached to t i and t ′ i . Since t ′ i , t i ∈ W L which is standard parabolic, it follows that every root α ∈ (Rα t ′ i + Rα ti ) ∩ Φ + is a linear combination of roots in L, hence that W ′′ ⊂ W L . It follows that W ′ ⊂ W L , as W ′′ is the unique maximal dihedral reflection subgroup containing both t ′ i and t i . 
There are u ∈ Min(w) and u ′ ∈ Min(w ′ ) such that u ′ ≤ · u,
Proof. It is clear that (4) ⇒ (3) ⇒ (2). The fact that (2) ⇒ (1) follows from Corollary 8.10, noting that ℓ(w ′ ) = ℓ(u ′ ) = ℓ(u) − 1 = ℓ(w) − 1, which forces w ′ ≤ · O w. The same argument shows (3) ⇒ (4).
To show that (1) ⇒ (3), we claim that it suffices to show that if y ∈ M, w ∈ W (I, J, K) are such that y ≤ w and ℓ(y) + 2 ≤ ℓ(w), then there is v ∈ M with y < v < w (which is Lemma 8.15) . Indeed, if w ′ ≤ · O w, then by Lemma 8.7 we have that there is y ∈ Min(w ′ ) such that y ≤ w. If w covers y in Bruhat order, then (3) holds, hence one can assume that ℓ(y) 
Inclusions of orbit closures in type A
The purpose of this section is to illustrate the combinatorial results obtained in Section 8 in a situation that is related to the framework considered in Parts 1-2.
In this section, let e ∈ M n (C) be a 2-nilpotent matrix of rank r ≤ n 2 , say In the notation of Section 8, let W (I, J, K) := W J∪K ⊂ S n , with I = {s 1 , . . . , s r−1 }, J = {s n−r+1 , . . . , s n−1 }, K = {s r+1 , . . . , s n−r−1 }, and the isomorphism W I → W J ,
x → x * given by s * i = s n−r+i . We also consider the partial order ≤ O on W (I, J, K) (see Proposition 8.1).
Theorem 9.1. With the above notation, there is a one-to-one correspondence w → O w (resp. w → O w ) between the set W (I, J, K) and the set of Z-orbits on G/B (resp. the set of B-orbits on G · e). Moreover,
In particular, the cover relations for the inclusions of orbit closures are described in Theorem 8. 16 .
The orbit G · e ⊂ M n (C) is the set of 2-nilpotent matrices of rank r. The topology of the B-orbits on the set of 2-nilpotent matrices has been studied in [1, 5, 18] . In particular the parametrization of orbits and the characterization of the inclusion relations between orbit closures given in Theorem 9.1 is essentially given [1, Lemma 7.3.1]; however, we have not understood all the arguments given in [1] : see the comment after Lemma 9.3. For the sake of completeness, we give a proof of Theorem 9.1, which is mainly based on [5] . We prove Theorem 9.1 in two steps: in Section 9.1, we first define the bijective map w → O w . In Section 9.2, we prove the assertion on inclusion of orbit closures. To do this, we first recall Boos-Reineke's criterion for inclusion of orbit closures, and we then show the equivalence between this criterion and the inequality w ′ ≤ O w (Proposition 9.8), by using the version of Boos-Reineke's criterion stated in Lemma 9.6. We only prove the result claimed for the B-orbits on G · e. The analogous claim for the Z-orbits on G/B ensues, due to the correspondence between these two orbit sets.
We point out that the characterization of the cover relations obtained in Theorem 9.1 appears to be new. In [5, Theorem 4.6] , the authors give a list of elementary relations which include all the cover relations, but the characterization so obtained is only necessary and not sufficient. 9.1. Parametrization of orbits by oriented link patterns. In [5] , the B-orbits on 2-nilpotent matrices in M n (C) are parametrized by oriented link patterns. Let D n be the set of oriented link patterns on {1, 2, . . . , n}, that is, oriented graphs on the set {1, 2, . . . , n} such that every vertex is incident with at most one arrow. Let D n,r ⊂ D n denote the subset of oriented link patterns with r arrows.
Given d ∈ D n , a representative of the corresponding B-orbit O d is given by the matrix M d ∈ M n (C) defined by M d (ε i ) = ε j if there is an arrow from i to j and M d (ε i ) = 0 if there is no arrow starting from i. Hereafter, {ε 1 , . . . , ε n } denotes the standard basis of C n .
We write p d k for the number of vertices at the left of k which are not incident with an arrow, plus the number of arrows whose target vertex lies to the left of k. We write q d k,ℓ for p d ℓ plus the number of arrows whose source vertex lies to the left of ℓ and target vertex lies to the left of k (we allow k to be equal to zero). Then Boos and Reineke show: With the notation of Theorem 9.1, we get
Then, to obtain the parametrization of the B-orbits on G · e claimed in Theorem 9.1, it is sufficient to show that the sets W (I, J, K) and D n,r are in bijection.
For every w ∈ W (I, J, K), taking (8) into account, the matrix w · e is of the form M dw for a unique oriented link pattern d w ∈ D n,r . Moreover, if d w = d w ′ , then w · e = w ′ · e, hence w ′−1 w centralizes e. The latter fact implies that the permutation w ′−1 w is of the form x 3 xx * with x 3 ∈ W K and x ∈ W I . Since w, w ′ belong to W (I, J, K), this yields w = w ′ . We conclude that the map w → d w is injective. Finally, since one has |D n,r | = 
Inclusion relations between orbit closures. Let 0 =
Given a 2-nilpotent matrix y ∈ M n (C) and (i, j) ∈ {1, . . . , n} × {0, 1, . . . , n}, we write r(i, j, y) := dim(y(V i ) + V j ).
Note that the mapping y → r(i, j, y) is constant on every B-orbit. Then Bender and Perrin claim: However, if we understand the description of the B-orbit given in the proof of this Lemma 7.3.5, we do not see how to deduce the given description of the closure. The proof of [1, Lemma 7.3.5] also contains a reference to Rothbach's thesis [18] but, for the sake of completeness, we prove this lemma by using Boos and Reineke's criterion (Theorem 9.2):
Proof. Let y = w · e and y ′ = w ′ · e. Assume that d ′ ≤ d. By Theorem 9.2 we have
But dim(y(V ℓ )) + dim(V ℓ ∩ ker(y)) = ℓ, hence the inequality can be rewritten as
which implies that r(ℓ, k, y ′ ) ≤ r(ℓ, k, y) for all k ∈ {0, . . . , n}, ℓ ∈ {1, . . . , n}.
Conversely, assuming that r(ℓ, k, y ′ ) ≤ r(ℓ, k, y) for all k ∈ {0, . . . , n}, ℓ ∈ {1, . . . , n}, we can establish q d k,ℓ ≤ q d ′ k,ℓ by the same inequalities as above, going the other way around. It remains to show that p d ℓ ≤ p d ′ ℓ for all ℓ, but this corresponds to the case where k = 0 in the inequalities above.
Hence we have d ′ ≤ d if and only if r(ℓ, k, y ′ ) ≤ r(ℓ, k, y) for all k ∈ {0, . . . , n}, ℓ ∈ {1, . . . , n}. The claimed description of orbit closures by linear maps follows.
We now give an alternative combinatorial criterion to determine whether an orbit is included in the closure of another orbit. Notation 9.4. Let e be as in (8) above. Let w ∈ S n and let e w := w · e = wew −1 . Associate a sequence S w of integers to w ∈ S n as follows: the i-th number in the sequence is j if e w (ε i ) = ε j and 0 if e w (ε i ) = 0. Hence, for all i = n − r + 1, . . . , n, this sequence has the number w(i − (n − r)) in position w(i), and zero everywhere else. In particular the sequence has r nonzero entries, all distinct. Note that if S w has k as nonzero entry, then S w has 0 as k-th entry. In the following statement, for every i ∈ {1, . . . , n}, we denote by S i w the truncated sequence formed by the nonzero entries which are within the first i entries of S w . Lemma 9.6. Let w, w ′ ∈ W (I, J, K) and let d w , d w ′ be the corresponding oriented link patterns. We have d w ≤ d w ′ if and only if |{k ∈ S i w | k > j}| ≤ |{k ∈ S i w ′ | k > j}| for all i ∈ {1, . . . , n}, all j ≥ 0. Proof. This follows immediately from Lemma 9.3 and from the fact that r(i, j, w · e) = dim(e w (V i ) + V j ) = |S i w | + (j − |{k ∈ S i w | 0 < k ≤ j}|).
Example 9.7. Let w = s 2 s 1 s 3 s 2 = (1, 3)(2, 4) as in Example 9.5 and w ′ = s 2 s 1 . Both lie in W (I, J, K) (r = 2, K = ∅). We have S w ′ = 0301. We have S 1 w = 3, S 2 w = 34 = S 3 w = S 4 w . On the other hand, we have S 1 w ′ = ∅, S 2 w ′ = 3, S 3 w ′ = 3, S 4 w ′ = 31. Hence d w ′ ≤ d w . In type A 3 with r = 2, the partial order is described in Figure 2 . We aim to prove the claim on inclusion of orbit closures in Theorem 9.1 by using the above criterion. We will use extensively the tableau criterion for the strong Bruhat order on the symmetric group (see for instance [3] ): if x ∈ S n , we write x = x 1 x 2 · · · x n if x(i) = x i . This is called the line notation of x. Then given x, y ∈ S n , we have x ≤ y (here ≤ denotes the strong Bruhat order) if and only if for all 1 ≤ k ≤ i, we have x k,i ≤ y k,i , where x k,i is the k-th entry of the sequence obtained from x 1 x 2 · · · x i by reordering the entries increasingly.
Let w, w ′ ∈ W (I, J, K). We consider the partial order ≤ O of Proposition 8.1. Recal that the relation w ′ ≤ O w holds if there is u ∈ w ′ W K W I,J such that u ≤ w (here again ≤ denotes the strong Bruhat order on S n ). Note that this is not equivalent to having w ′ ≤ w as there might be several elements of minimal length in the coset w ′ W k W I,J (see Section 8) .
The proof of Theorem 9.1 is complete once we show Proof. Let w ′ ≤ O w and let u ∈ w ′ W K W I,J such that u ≤ w. Since w = w 1 w 2 · · · w n ∈ W (I, J, K) = W J∪K , we have that the last r entries in the sequence are increasing. Note that they give the positions of the nonzero entries in S w , and that these entries are w 1 , w 2 , . . . , w r . Since the sequence w n−r+1 w n−r+2 · · · w n is increasing, note that the w k with k ≥ n − r + 1 and w k ≤ i form a subsequence of the form w n−r+1 w n−r+2 · · · w n−r+ℓ . We have S i u = S i w ′ and note that since u ≤ w, for all k > n − r + ℓ we have u k > i, otherwise we would have a contradiction with the tableau criterion. Indeed, in that case the integers w j,n−r+ℓ for 1 ≤ j ≤ n−r +ℓ would contain all the integers from 1 to i, whereas for the integers u j,n−r+ℓ , the integer u k would be missing.
It follows that the entries of the sequence S i u are contributed from the subsequence u 1 u 2 · · · u ℓ (not all entries in that subsequence might be contributed, but some of them), while the entries of S i w are precisely given by w 1 , w 2 , · · · , w ℓ . Since u ≤ w, it follows from the tableau criterion that for all j, |{k ∈ {u 1 , . . . , u ℓ } | k > j}| ≤ |{k ∈ {w 1 , . . . , w ℓ } | k > j}|.
Since S i w = w 1 w 2 · · · w ℓ and S i u has entries coming from the sequence u 1 u 2 · · · u ℓ , we get that |{k ∈ S i u | k > j}| ≤ |{k ∈ S i w | k > j}|. Since i and j are arbitrary, by Lemma 9.6 we get that d w ′ ≤ d w .
To show the converse, we use [5, Theorem 4.6] , where the covering relations in the poset (D n , ≤) are described. We may and will assume that there is a covering relation between d w and d w ′ , and we have to prove that w ′ ≤ O w. According to [5, Theorem 4.6] , we have three types of relations to consider.
For the first type, we assume that a < b are natural integers, and that in d w there is an arrow a → b whereas in d w ′ there is an arrow b → a. We also assume that the other arrows are the same for d w and for d w ′ . From the definition of d w , it follows that there is an interger i such that 1 ≤ i ≤ r, w n−r+i = a and w i = b. Moreover, we have w ′ n−r+i = b and w ′ i = a. Since a < b and i < n − r + i, by the tableau criterion we get w ′ ≤ w, and so w ′ ≤ O w.
For the second type, we are given three natural integers a, b, c such that a < b < c. We consider a covering relation from the diagram d w to d w ′ . Similarly to the first case, we may choose integers i and t such that 1 ≤ i ≤ r and r + 1 ≤ t ≤ n − r, and such that the numbers w(j) and w ′ (j) are equal except for two of the values of j in the set {i, t, n − r + i}. We may moreover assume that w, w ′ ∈ W (I, J, K).
Since the second diagram in [5, Theorem 4.6 ] is exactly the same as the diagram of the Bruhat order for the elements of the Weyl group of type A 2 , we deduce that w ′ ≤ w, so in particular w ′ ≤ O w. Indeed if for example d w contains the arrow a → c and d w ′ contains the arrow a → b (which is the top-left degeneration in Boos-Reineke's diagram), then we have w n−r+i = a, w t = b and w i = c, whereas w ′ n−r+i = a, w i = b and w t = c, and we can observe that w ′ ≤ w. The third type is again similar, observing that Boos-Reineke's third diagram is the same as our diagram in Figure 2 . We illustrate the argument with the example of the degeneration between the diagram d w with arrows (a → c, b → d) and the diagram d w ′ with arrows (c → a, b → d) (here a, b, c, d are fixed integers such that a < b < c < d). The situation is drawn in Figure 3 . Since w ∈ W (I, J, K), there are integers i, j such that 1 ≤ i < j ≤ r and w n−r+i = a, w n−r+j = b, w i = c, w j = d. Then in this case we have to choose the element u ∈ w ′ W K W I,J defined by u i = a, u n−r+j = b, u n−r+i = c, u j = d and with all other entries coinciding with those of w ′ . It satisfies u ≤ w so we deduce that w ′ ≤ O w (although w ′ ≤ w). w ′ j w ′ n−r+i w ′ n−r+j w ′ i u i u n−r+j u n−r+i u j w n−r+i w n−r+j w i w j Figure 3 . Illustration for the proof of Proposition 9.8.
