In this paper we look at the deployment of web usage mining results within two key application areas of web measurement and knowledge generation for personalisation. We take a fresh look at the model of interaction between business and visitors to their web sites and the sources of data generated during these interactions. We then look at previous attempts at measuring the effectiveness of the web as a channel to customers and describe our approach, based on scenario development and measurement to gain insights into customer behaviour. We then present Concerto, a platform for deploying knowledge on customer behaviour with the aim of providing a more personalized service. We also look at approaches to measuring the effectiveness of the personalization. Various standards that are emerging in the market that can ease the integration effort of personalization and similar knowledge deployment engines within the existing IT infrastructure of an organization are also presented. Finally, current challenges in the deployment of web usage mining are presented.
Introduction
A major issue with web usage mining to date is the inability of researchers and practitioners to put forward a convincing case for Return on Investment (ROI) in this technology. Web usage mining is complex if for no other reason, because of the sheer volume of data and the pre-processing requirements due to data quality [10] . Data generated by on-line businesses ranges from tens of Megabytes to several hundred Gigabytes per day. Complexity of the web infrastructure and the focus on scalability has led to numerous data quality issues related to page view identification, visitor identification and robot activity filtering. Prior to knowledge being discovered, this data must be cleaned, requiring large processing capabilities. The processed data must then be loaded into an optimised warehouse before even the simplest of statistics can be generated based on the data collected. This in turn means that businesses need to make large investments in hardware and software before they can start gaining the benefits from analysing the data.
Analysing the data collected on-line on its own has not provided significant business benefits and more recently there is a trend towards integration of web data with non-web customer data prior to analysing it -the mythical 360 degree view of the customer. Such consolidation is evident from takeovers of web analytics companies such as Net Genesis by data mining/CRM companies such as SPSS.
In keeping with a number of data mining applications in industry, success of a web usage mining project depends on the development and application of a standard process. CRISP-DM 1 provides a generic basis for such a process that has been tried and tested in industry. It is also accepted by most practitioners that while pre-processing of the data is the most time-consuming phase of the process, planning for and executing on the deployment phase of the process is key to project success and delivery of ROI. We suggest that it is at this phase that web usage mining has failed to deliver.
In this paper we review past attempts, describe current research and develop future trends in the deployment of web usage mining results. In Section 2 we define web usage mining from a deployment perspective distinguishing between its two main applications: web measurement and knowledge generation. We elaborate on our model for customer interaction that forms the basis for data generated online, the input to analytical tools provided by web usage mining. Section 3 describes the web usage mining function of web measurement, probably the most common form of analytics associated with the web. We discuss the growth of the field of web metrics and describe a process based on business process monitoring called scenario measurement. The second key application of web usage mining is the generation of useful knowledge to be used for various business applications such as target marketing and personalisation and Section 4 describes the deployment of generated knowledge within the context of personalisation. In Section 5 we briefly describe Concerto, a scalable platform for flexible recommendation generation, highlighting the role of standards within the platform. Finally, Section 6 focuses on future trends within the development of deployment technologies for web usage mining.
Web Usage Mining
Web usage mining has been defined as the application of data mining techniques to large Web data repositories in order to extract usage patterns [5] .
From a deployment perspective, there are two key applications of web usage mining. The first is Web Measurement, encompassing the use of web mining to understand the value that the web channel is generating for the business. This includes measuring the success of various marketing efforts and promotions, understanding conversion rates and identifying bottlenecks within the conversion process.
The second key application is the generation of knowledge about visitor behaviour. The aim here is to understand visitor behaviour with the aim of servicing them better whether it is through the use of target marketing campaigns tailored to the individual needs of customers or more proactive personalisation of the interactions in real-time.
In either case, it is essential to understand the nature of the interaction of visitors with the business, the data that can be collected at each stage and the relationship between the various data items with each other. We now describe our model of online customer interactions that forms the basis for data collected for web usage mining.
A Model of On-line Customer Interaction
From a web usage mining perspective, visitor interactions can be viewed as shown in Figure 1 . A visitor visits the web site on a number of occasions (visits). During each visit, the visitor accesses a number of page impressions (also known as page views). Each page impression represents certain concepts from the business domain and each concept in turn is represented by a number of content objects (often called hits). Each content object is identified by a unique URI but also has a number of attributes that describe its content. This is especially useful for dynamic web sites where the URLs themselves do not explicitly present all content related information. The concepts themselves may be related through a domain specific ontology. For example an online movie retailer may have content objects related to films, actors, directors, producers, choreographer, etc. Using such an ontology within the web usage mining process or indeed during the deployment of web usage mining results remains a challenge.
There is also an important temporal dimension to the model. People change and so do their tastes. Previous preferences may be less relevant to current requirements. Also, within a visit, users get distracted as they navigate though a web site and get exposed to the breadth of information available, making earlier page views less relevant to the users' current needs. Other temporal effects include seasonality of purchases and the context of the visit based of life-events such as births, deaths, graduation etc.
Note that the model above is general in the sense that it encompasses interactions between a visitor and a business in non-electronic channels too, though the same depth of data is not available in non-electronic channels, where data generated is generally limited to visitor transactions only.
Data Sources from On-line Interaction
In web usage mining, the focus is generally on visitor-centred analysis of the data collected though in certain circumstances visit based analysis is more appropriate, especially given the well documented issues with visitor identification in web data [10] . From a web measurement perspective, visit-based analytics is also useful to discover visit specific process bottlenecks that result in the abandonment of the visit.
From a knowledge generation perspective, the ultimate aim is to gain insights into customer behaviour so as to improve the customer experience and profitability. Central to this analysis is the collection of data associated with customer preferences. The data used as input to the web usage mining algorithm for knowledge generation may be sourced in disparate ways. Data can be collected by explicitly asking the user for the information or implicitly by recording user behaviour (Figure 2 ).
In the context of the web, the most commonly available data is web logs 2 that document visitor navigation through the web site. This data is collected implicitly and can provide insights into user interests based on the frequency with which certain content is accessed, the time spent on the content, the order in which content is navigated or simply on the fact that certain content was accessed while other content was not accessed. Another form of implicit data collection is transactional in nature. These data represent actual purchases made by the customer. Once again the assumption made here is that the user only purchases products that are of interest to them.
There are two main forms of explicit data collection on the web. The first is the filling of forms. These may be forms filled by users to register for a service or on-line surveys and competitions. The other explicit data collection technique is content or product rating on a web site. This can involve form-filling or selecting check boxes, to provide feedback information. As explicit data collection requires additional effort from the customer, all non-essential data items are generally not reliable as customers tend to input incorrect data due to privacy concerns. Also rankings are inherently subjective in nature and may not be reliable for use in group behavioural analytics.
Web Measurement
Attempts to measure activity on a web site date back to the development of the earliest web sites. The first form of measurement was the embedding of counters on web pages that displayed the number of times that a web page was requested from the server. As web sites became more complex, the counters used by web sites became less attractive as measures of activity on web sites. Other than simply the increased complexity of the web environment, counters in themselves did not provide any useful knowledge that could be used by web site owners to enhance their services or even gain insights into site performance.
The second generation of web measurement tools used web server logs to produce more detailed statistics. These tools, often referred to as web log analysis tools, typically parsed the log files generated by the web server and produced static graphical reports showing the activity by day, time of day, top page accesses, least accessed pages, server error code distributions, most commonly used browsers used to access the web site etc. The analysis provided by these tools, was generally focussed on hits (components of pages) served by the server, and while useful for site administrators to improve site performance, were not useful from the perspective of gaining insights into user behaviour. These tools generally did not warehouse the data from which the statistics were produced and nor did they provide systematic filtering and visit/visitor identification techniques so as to provide visitor centric analysis 3 .
More recently, the focus of the analytics has shifted to visitor behaviour. Tools used for this type of analysis are often referred to as Web analytics tools. The approach taken by these tools is that a web site can be considered to be successful when the objectives of its owner are satisfied. The objectives can be to: convert site visitors into consumers, convert site users into repeat visitors, increase the sale of a product, deliver specific information, or increase the hit on an ad banner. The success metrics are established relative to the definition of success.
This approach to analysis is based on the fact that activity on a web site can be decomposed into a succession of steps [2, 9, 19] . The effectiveness of the web site is computed based on the ability to satisfy each step. If a site provides easy access to information or a service in a specific step, it means that the user can easily go through to the next step. In a similar approach Spiliopoulou et al. defines three kinds of access [18] : access to an action page (which guides to an objective), access to a target page (the objective is achieved) and access to others pages. A way to distinguish the different steps (or activity on the site) is to use additional knowledge about the content of the site. Teltzrow et al. [19] proposed associating a service concept with each page. Each concept corresponds to a specific step in the buying process. The metrics can be computed based on the access or not of the different concepts. Spiliopoulou et al. [18] used a service-based concept hierarchy to model all components of the site, where the model helps to distinguish the different kinds of pages.
Besides the classic measures that compute the ratio of site visitors who buy something on the site, some others metrics have been proposed for measuring the success of retail sites. Berthon et al. [2] provide a list of metrics aimed at evaluating different aspects of the website's effectiveness:
− Ability to make surfers aware of its Web site (awareness efficiency); − Ability to convert aware surfers into surfers who accesses the web site (locatability / attractability efficiency); − Ability to convert surfers who accesses the site into visitors (contact efficiency); − Ability to convert visitors in consumers (conversion efficiency); and the − Ability to convert consumers into loyal customers (retention efficiency).
Lee proposes micro-conversion rates [9] inspired by the online buying process. These statistics describe the websites effectiveness for each step of the buying process:
− look-to-click rate: number of product links followed / number of products impressions; − click-to-basket rate: number of products placed in basket / number of products displayed; − basket-to-buy rate: number of products purchased / number of basket placements; − look-to-buy rate: number of products purchased / number of product Impressions.
Emerging Standards in Web Measurement
A sign of maturity of a field is the development and adoption of industry standards. The ABC international standards working party (IFABC, International Federation of Audit Bureaux 4 ) has developed a set of rules and definitions that are the effective world-wide standard for Web audits 5 . Definitions and rules specific to the Internet industry in the UK and Ireland are controlled and developed by JICWEBS, the Joint Industry Committee for Web Standards. The three most important concept definitions from ABCe are:
1. Unique User, defined as "The total number of unique combinations of a valid identifier. Sites may use (i) IP+User-Agent, (ii) Cookie and/or (iii) Registration ID."
2. Session, defined as "a series of page impressions served in an unbroken sequence from within the site to the same user." 3. Page Impression, defined as "a file or a combination of files sent to a valid user as a result of that user's request being received by the server."
From a web analytics perspective there is an additional side-effect of the adoption of the ABCe standard as it provides industry standard data cleaning guidelines. These industry standards specify heuristics for visit and visitor identification, spider and other automated access identification and rules for filtering out of invalid visitor traffic (automated accesses and web server error codes). While the metrics specified by ABCe are useful from a traffic audit perspective, web analytics aims to dig deeper into web data with regards to understanding the customer behaviour. However, as the data used in web analytics is the same as that used in generating a web traffic audit, standard data cleaning processes imply that the quality of the knowledge generated will have a standard interpretation.
Scenario Development and Measurement
In this section we propose a new approach to deploying web mining for web measurement. This approach is based around the use of customer interactional scenarios and the monitoring of customer behaviour against these expected scenarios.
For most businesses, the web is just another low-cost, medium for interacting with their customers. Customer interactions on traditional channels are always aimed at providing some service, which is achieved through a business process. The completion of the process results in value for the customer as well as the business. The web is no different in this respect and thus the key processes that the customer is expected to complete are the value generators for the business and have a direct impact on the return on investment in web infrastructure. The processes and the benefits of customers completing these processes are dependent on the business model and hence the development of the processes requires interaction with business and domain experts, who describe these processes using scenarios that typical customers would be expected to follow when using the web channel.
These processes can range from registration processes on a portal, product purchasing on a retail site, mortgage applications on a financial services site, a pedagogical session of an e-learning site, job applications on a recruitment site or even searching for a dealer or booking a test drive on an automobile manufacturer's site. These key processes for the business are where ROI is generated.
The aim of the analysis is to provide abandonment rates and to identify site usability bottlenecks causing abandonment of the process. The starting point for the analysis is the definition of the process in terms of the various stages that constitute it. The most common and well understood process is that of the purchasing process in the context of a retailer. Customers enter the site, browse products (including searching for products using local search facilities), put products in the shopping basket, enter the checkout area and finally, depending on the site design go through a couple of payment and delivery stages, prior to completing the checkout and the corresponding purchase process.
The domain expert then specifies subsections of the web site that are associated with the different stages of the process to be analysed. These different stages define a process that the visitors to the web site are expected to follow during a visit or indeed across a number of visits as they progress through the customer lifecycle of engage, transact, fulfil and service. The resulting metrics provide insights into how successfully the business has converted visitors to their site from one stage to the next, the number of clicks it has taken visitors to move through the various stages of the process and transitions from one stage to another are tracked to identify process bottlenecks.
In addition to the definition of the process, the domain expert can also provide more domain knowledge in the form of taxonomies defined on the content or product pages at each stage of the process. These taxonomies can then be used to drill into high level metrics as shown in Table 1 -3, to discover actual navigational pathway at various levels of generalisation within the taxonomy using sequence discovery algorithms such Capri [3] .
Depending on the complexity of the product and indeed the process, the process may be completed within a single visit or across multiple visits. Indeed even for simple products, most customer tend to compare prices across multiple retailers prior to making a purchase, resulting in a purchasing process spanning across multiple visits. The key to analysing processes that span across visits is deciding when to treat a particular visitor as having abandoned the process as opposed to still being a valid prospect. Understanding customer behaviour within each stage is key to defining the abandonment event. Four key metrics of behaviour are used to profile visitor behaviour 6 within each stage of the process. These are the frequency of visits, recency of visit, the time spent in the visit and the average time between visits. If the recency of a visit by a visitor falls outside the confidence interval defined on the average time between visits, we can assume the prospect to have abandoned the process.
Consider a process consisting of four stages. Table 1 shows the number of visitors in each stage of the process, calculated from data collected from an online retailer site. Note that these numbers do not signify a conversion rate of 2%. Not all visitors in stages 1, 2 and 3 have as yet abandoned the process. There are still valid prospects in the process. As time goes on, these prospects will either transition to later stages in the process or abandon the process as described below. Table 2 shows the metric values characterising intra-stage visitor behaviour. We can see from the table that as the number of visits within a stage grows, so does that average time between the visits while the recency of visits is actually decreasing. Also, note that the amount of time spent in the stage increase quite dramatically when the number of visits increases to over two visits. Finally, the average recency of visitors in Stage 1 with less than five visits is much higher than the average time between visits, suggesting that a large proportion of these visitors have abandoned the process. A similar conclusion can be reached for visitors in Stages 2 and 3 who have only made one or two visits within the stage. Stage 4 denotes completion of the process. Table 3 shows metrics related to the behaviour of a visitor to get to a stage in the process. Once again we can use the confidence interval defined on average time to stage to get a measure of how likely it is that visitors that in Stage i are likely to transition to Stage i+1. As can be seen from Table 3 , the average time to stage values are quite low compared to the average time in stage values in Table 2 , suggesting that the majority of visitors that are still in Stages 1, 2 and 3, have probably abandoned the process.
Knowledge Generation for Personalisation
A number of research groups have taken a more technology oriented view of web usage mining than the definition in Section 2. Joshi et al. [6] outline three operations of interest for web mining:
− Clustering (finding grouping of users and pages, for example); − Associations (for example, which pages tend to be requested together); and − Sequential analysis (the order in which pages are accessed, for example) Perkowitz and Etzioni [14] on the other hand view web mining as principally generating knowledge for automatic personalisation, defined as the provision of recommendations that are generated by applying data mining algorithms to combined data on behavioural information on users and the structure and content of a web space.
Given our broader perspective on web usage mining, we class these applications as being knowledge generation applications that can provide the models required for various business applications. For example, we now describe the deployment of web usage mining results within the context of personalisation and later present our platform for personalisation called Concerto.
From the perspective of knowledge generation for personalisation, the decision as to whether to use visit based or visitor-based analysis is based on whether or not the recommendation engine uses user history (profiles) as input to the recommendation generation algorithm. When planning for personalisation it is not uncommon to consider two main types of visitors to the site (see Figure 3 ). These are, first time visitors and return visitors. The key distinction between these types of visitors is the nonavailability or availability of prior knowledge about the user. With on-line privacy concerns and ensuing legislation the need to opt-in to personalisation services means that even return visitors that have not opted-in could potentially have to be treated as anonymous, first-time visitors. Additionally, visitor identification in the absence of a requirement to log onto the site is based on heuristics and while the use of persistent cookies does alleviate the problem to a certain extent, it is still fraught with inaccuracies. These issues are increasing the focus on the use of visit based analytics for personalisation. A number of classifications of recommendation technologies have been provided in literature [4, 16, 17, 20] . For the purposes of this discussion we use the classification provided by [4] . Figure 3 shows this classification. Of these different approaches to personalisation, collaborative-filtering is by far the most popular approach. Scalability issues related to traditional, profile-based collaborative filtering, has led to research into model-based collaborative filtering approaches. The pros and cons of using models as opposed to individual profile based approaches are akin to those of using greedy learning algorithms in machine learning as opposed to lazy learning algorithms.
Web usage mining can be used to generate the knowledge used in model-based collaborative filtering. Web usage mining techniques commonly used for this purpose include association rule discovery, sequence rule discovery [12] and segmentation [11] . The deployment of the knowledge generated through the use of web mining for personlisation is essentially a real-time scoring application of the knowledge.
Measuring Personalisation Effectiveness
An ideal method for evaluating the benefit of personalization is to compute business metrics such as those presented in Section 3 of this paper with and without the use of personalization and to compare the results obtained in these two situations. If personalization has been effective, the results should show that, with personalisation switched on, the goals of site owner are satisfied to a greater extent.
Peyton [15] correctly points out that a comparison based on different periods of time is not the best choice, because it introduces some external factors that can distort the validity of the inference made. For example, some periods are more favourable to buyers than others or people can be influenced by fashion, etc. A more robust comparison is achieved through the creation and use of a control group as commonly done in database marketing. Users of this group get no personalized content, while other users receive personalized content. A lift in the metrics can then be attributed solely to the effect of personalization. Of course, the selection of an unbiased sample for the control group is essential for the true value of the personalization to be measured. A similar approach is also appropriate when comparing two alternatives personalisation techniques/approaches.
Yang [21] uses knowledge about expected outcomes, in their approach to evaluating personalisation. The knowledge describes the activities of users when they are influenced by a good, a bad or an irrelevant personalisation system. The knowledge allows a decision to be made on the quality of the personalisation.
Kim [8] provides empirical results on personalisation, using behavioural data as well as structural data. They use decision tree techniques to identify customers with a high propensity to purchase recommendations, and measure the uptake of these recommendations to this sub-group. Their results show that finding customers who are likely to buy recommended products and then recommending the products to them produces high-quality recommendations.
The approaches described above evaluate the effectiveness of personalisation from the site owner perspective. Some others studies evaluate the effect of personalisation from the users perspective. The success of a site can be measured by evaluating if the visitor expectations are satisfied. This kind of study is based on the collection of the opinion of visitors about the site. For instance, Alpert et al. [1] and Karat et al. [7] propose some studies to understand the value of personalisation for users (or customers) and underline which personalization features they like better. Their studies involved the participation of a sample of users (of the ibm.com web site) that accept to be observed during their interaction with the web site prototype (based on scenarios or not), and to fill in questionnaires. The down side of these types of usability studies is the difficulties in selecting a representative group of users, and the expense of the exercise.
Concerto: A Foundation for Flexible Personalization
In this section we describe a platform for deploying the results of web mining knowledge, within the context of personalisation, developed in the authors laboratory. The aim of this section is to highlight architectural issues associated with the deployment of web mining results in a highly scalable environment. Figure 3 shows the various approaches to generating recommendations. Each of these techniques has advantages and disadvantages and are more suited to certain types of context. For example, profile based recommendations can only work for visitors with a history in the form of ranked items and who are behaving in a manner predictable from their past behaviour, while utility based techniques require the user to set up a utility function etc.
Recognising the fact that no one approach to recommendation generation works well all the time, the authors have developed a foundation for using multiple recommendation engines in concert, called Concerto. The key to the development of such a foundation is the scalability of the system -as delivering personalised content at the cost of delaying delivery of content to the end user is not acceptable. Figure 4 shows the key components of Concerto. The session manager is responsible for maintaining the state of current, active visits on the web site. The session manager extracts certain contextual attributes such as the date/time and touch point of the visit and passes the user click stream (list of page views accessed by the visitor, within the current visit) along with the contextual attributes to the recommendation manager. The recommendation manager is in charge of generating useful recommendations, which it achieves by making asynchronous calls to all the live recommendation advisors. Each advisor is a separate recommendation engine, possibly using different knowledge sources, recommendation paradigms and parameter settings to generate recommendations. Communication between the recommendation manager and the recommendation engines occurs through topics/queues and a timeout is used to ensure that no single recommendation advisor delays the delivery of recommendations to the user. The administrator of Concerto sets this timeout.
The Recommendation Manager collates recommendations from multiple recommendation advisors and ranks them based on the context assembled. It has a highly pluggable architecture, making it straightforward to add new recommendation advisor components that utilise different paradigms.
A number of recommendation advisor components have been developed based on sequential knowledge and segmentation knowledge. Additional components based on content filtering and profile based collaborative filtering are also being implemented.
As a side-product of deploying Concerto on a web site, web usage data can be collected as an alternative to parsing web logs. This data is uploaded into a visitor centric star schema for future analysis using a web usage mining tool. Within the context of personalisation, the data can be used to generate models for model-based collaborative filtering as well as to evaluate the effectiveness of personalisation itself through tracking of user responses to personalised content.
Personalisation architectures needs to be scalable with respect to the number of recommendation engines used as well as the number of concurrent users that can be serviced by the system. To meet this scalability challenge, Concerto has an application server based architecture, effectively decoupling the scalability of the software from the constraints of the server machine as seen in client-server applications. Application servers provide some of the basic plumbing required to build enterprise applications, including load balancing, caching, message-queuing and management, security and session management. 
The Role of Standards in Concerto
As can be seen from Figure 4 , providing a scalable personalisation experience to site visitors requires a complex infrastructure consisting of at least a Content Management System (CMS), a knowledge base, tools for generating the knowledge and recommendation engines for generating the list of content appropriate for a visitor to the site. The complexity of the technology involved and the various modes of deployment can result in an integration nightmare. In this section we highlight some of the standards that are appearing in industry that can contribute to a reduction in the required integration effort. Note that these standards are not specifically aimed at personalisation systems, however, they lend themselves to these systems and the authors have found there use within Concerto to provide substantial benefits. This section also aims to highlight the advantages of considering the use of standards within deployment architectures for web mining in general, using the personalisation context as a use case. Note that this section does not aim to provide an exhaustive list of standards for use in personalisation. It only covers those standards that have been or planned to be used within Concerto.
The Predictive Modelling Markup Language 7 (PMML) is an XML based standard developed by the Data Mining Group with the aim of aiding model exchange between different model producers and between model producers and consumers. Most data mining vendors have their own proprietary representations for knowledge discovered using their algorithms. PMML provides the first standard representation that is adhered to by all the major data mining vendors. Being XML based, models represented in PMML can be easily parsed, manipulated and used by automated tools. Using PMML as the knowledge representation for knowledge that can be used by Concerto, decouples the software used for model generation and that for deploying the knowledge in real-time for recommendation generation.
A related standard is the Java Data Mining API 8 that provides a standard API for data mining engines. JDM supports the building, testing and applying of models as well as the management of meta-data related to these activities. JDM aims to do for data mining what JDBC did for database systems, i.e. to decouple the code that uses data mining from the provider of the data mining service. While not directly related to personalisation, model-based recommendation engines can be viewed as real-time scoring engines and hence their application can be viewed as the real-time scoring of data. Conformance of these engines to the JDM API could add value thorough the effective decoupling of the personalisation infrastructure from the recommendation engine service provision. JDM API also supports the export of knowledge to PMML.
The use of a domain ontology within the web usage mining and personalisation context provides the promise of the discovery and application of deeper domain knowledge to recommendation generation and hence improved personalisation. The representation of such ontologies in an XML standard provides the basis for the exchange and deployment of this knowledge across sectors. Web Ontology Language (OWL) 9 is a standard currently being developed for this purpose. The Simple Object Access Protocol 10 (SOAP) is an open standard for the interchange of structured data, and facilitates communication between heterogeneous systems. In Concerto, we provide a SOAP interface to the recommendation manager. The objective of this was to make Concerto easily deployable within existing web infrastructure. Organisations looking to deploy Concerto can do so through the SOAP interface without any concerns of compatibility of their existing web site infrastructure.
Finally, standards such as J2EE 11 , EJB, JNDI and JMS provide the basis for deploying personalisation components in a scalable and open manner. In the Concerto architecture, the use of queues and topics along with message driven bean technology, to communicate asynchronously makes it straightforward to add new recommendation engines, in a scalable fashion, to Concerto without affecting the rest of the Concerto architecture.
Concerto Deployment Architectures
Concerto provides two main approaches to deployment within a web infrastructure. These are the deployment as a service and the deployment as the content infrastructure. Concerto also provides a third option for deployment, as an Intermediary. This approach to deployment is a low cost mechanism for evaluating the effectiveness of the deployed web usage mining knowledge using a control group based approach, prior to actual deployment. The use of this approach for final deployment is possible but not recommended as the loose coupling with the customer web site while attractive from the speed of implementation perspective is not reliable and can lead to unreliable service with regard to the presentation of content. We now briefly present each of these approaches to deployment.
Concerto as a Service
Concerto provides a SOAP and Java interface to its Recommendation Manager. This enables Concerto to be deployed as a service to the corporate web site ( Figure 5 ). In this deployment, the current web site continues to be the touch point to the visitor. When a visitor request is received by the content management system or server side script, the CMS or script initiates a call to Concerto using either SOAP or RMI/IIOP, depending on the technology on which the content infrastructure is based. Concerto can be used as a service in two modes: Stateless and Stateful. The key difference between these modes is whether the responsibility for maintaining state within the customer interaction is on Concerto or on the web site using it as a service. The call to Concerto from the web site includes all the contextual attributes of the visitor that are available and the current request (for stateful mode) or the complete current visit (for stateless mode).
From the perspective of scalability clearly the stateless mode is more scalable. However, Concerto cannot be used for data collection when it is deployed as a stateless service.
Concerto as Content Infrastructure
This deployment is shown in Figure 4 and represents the most highly integrated deployment of Concerto. The visitor request to the web site is received by the front controller servlet in Concerto and delivery of the content is also managed by Concerto. In this mode of deployment, Concerto interacts with the content management system through an adapter to access content objects while the templating is handled by Concerto itself. Depending on the requirement of the advisors Concerto may make two calls to the CMS, one for meta-data and the other for content that needs to be delivered to the visitor based on the explicit request and the recommended objects.
This deployment of Concerto is most closely coupled with the web site of the business and is most appropriate where the web site is currently being (re)developed so that the use of Concerto is built into the design of the web site.
Concerto as an Intermediary
In this mode of deployment (Figure 6 ), Concerto receives the request directly from the visitor through a proxy server and it in turn makes an HTTP request to the business's web site for content while at the same time requesting the Recommendation Manager to generate a recommendation pack. The content returned from the web site is manipulated using embedded tags within the content to integrate the recommended content into the page prior to delivery to the visitor. Especially in cases where the current web site has been deployed in the form of a set of server side scripts rather than a content management system that orchestrates content in real-time, this mode of deploying is an attractive option as it requires minimal changes to the existing web site. However, the overhead of handling the recommendations and transforming them into content lies on Concerto which may involve the integration of meta-data about the content within the Concerto deployment.
Additionally, this deployment architecture is particularly useful for carrying out evaluation of the recommendation engines using control groups as outlined in Section 4.2 prior to deployment with a real-time environment. Here the control group continues to access the business web site as previously, getting no personalised content. The target group on the other hand is directed to the proxy server and hence receives personalised content. A comparison of metrics generated for the two groups provides empirical evidence of the expected ROI from the deployment of the recommendation engine. Table 4 below provides a comparison of the pros and cons of the three alternative deployments of Concerto. The proxy needs to be configured based on the idiosyncrasies of the current web site Existing web site loses control on interaction Concerto requires meta-data about the content infrastructure of the site to ensure the validity of recommended content on the orchestrated page
In this paper we suggested that web usage mining has to date failed to have an impact on industry due to failings at the deployment stage of web usage mining projects and hence the delivery of a return on investment in the technology. We discussed the two key application areas for web usage mining technology with specific reference to the deployment of results within the analysis of business processes and the personalisation of web interactions. The application of web usage mining to the generation of useful insights into customer behaviour and the relationship between these behaviours and the completion of key business processes that generate value for the business remains a challenge that needs to be addressed. If the use of this technology in web measurement is to have a real impact, we need to be able to use the technology in the context of key business processes and provide real solutions to business bottlenecks.
A number of challenges also remain to be addressed with regard to the deployment of web usage mining results for personalisation of web interactions. Current recommendation technologies assume that the users' context is always the same. That is, every visitor to a web site has behaviour that is predictable based on a single profile generated based on all previous visit behaviours. This of course is not the case. For example, the goal of the visit may be different based on the time of visit. A visit by the visitor during office hours may have very different characteristics to a visit during the evening or when shopping for a gift. There is a need to provide a flexible basis for recommendation generation using different paradigms and knowledge chosen based on the context of the user. This of course would require the context of the user to be specified prior to the visit beginning, a highly unlikely event.
A challenge for the web mining community is to see if they can infer the context of the visit from the visitors' behaviour. If this is possible, then the next challenge lies in the flexible deployment of knowledge discovered on context specific behaviour. The Concerto platform provides the basis for such deployment, with the multiple recommendation engines and the use of the recommendation manager to choose which recommendation engines to invoke for a particular visit or indeed part of a visit.
The use of multi-agent/hybrid recommendation engines will also be key for integration of knowledge discovered from the disparate data sources specified in Section 2.1. Current systems tend to work specifically with one of the data sources at a time. For example, most collaborative filtering systems assume the existence of product rankings and web usage mining based systems usually only work with visit click streams. Integration of this data can be achieved through the use of some heuristics. Alternatively, knowledge discovered from each of these sources can be integrated at the time of deployment, as is the case in Concerto. This of course raises its own challenges regarding the integration of recommendations generated by the individual recommendation engines.
Another challenge is the currency of knowledge deployed. How often must this knowledge be updated? The application of any changes to a web site is bound to affect user behaviour. The deployment of recommendation engines is no different in this respect and you would expect user behaviour to alter in response to the new behaviour of the web site. The key question is how these changes in behaviour can be monitored so as to identify the need for new knowledge to be discovered and deployed on the site.
All the above challenges point to another key gap in current research in web mining deployment -the systematic evaluation of the recommendation paradigms. Nakagawa et al. recently published initial results comparing the effectiveness of deploying association rule and sequence rule knowledge based recommendation engines based on certain site characteristics [13] . There is a need for more systematic evaluation based on the characteristics of visitors as well as a visit. This will help in the development of more knowledge based integration of multiple recommendation engines, ultimately leading to improved recommendation generation.
Another challenge is the incorporation of domain knowledge that may be available on the web content of the web site, such as domain ontologies. The importance of this challenge is increasing with the web content becoming more dynamic in nature and the dependence of recommendation technologies on deeper understanding of the content it is required to recommend. The use of such knowledge not only has the ability to increase the breadth of the recommendations generated but also the serendipity of recommendations generated.
No discussion on future challenges of data mining or web related technologies is complete without a discussion on issues regarding the scalability of the technology. Scalability in this context includes the knowledge generation itself but more specifically, refers to the generation of recommendations in an environment where the number of concurrent users and related behavioural knowledge is ever increasing. As more context aware recommendation platforms are developed, the complexity of the recommendation generation process is bound to increase. It is however essential that the time taken to generate the recommendations and deliver the personalised content to the visitor is not adversely affected as a visitor is not going to find slow content delivery acceptable. The use of an application server based architecture as in the case of Concerto is the type of thought that must go into the development of general deployment engines for web usage mining knowledge, whether deployed on the web or in other customer touch points such as call centres.
Integration of deployment infrastructure into an organisations existing infrastructure is the key to successful deployment. The development of standards to support this integration is also encouraging and the use of these standards and indeed the enhancement and proposing of new useful standards that aid integration remains another challenge.
