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Introduzione
Scopo di questo elaborato e` lo studio del fenomeno della magnetoresi-
stenza e lo sviluppo di un programma di simulazione che ne permetta l’analisi.
Come vedremo in dettaglio, tale fenomeno si osserva, per esempio,
all’interno di strutture realizzate a partire dai comuni materiali usati
nell’elettronica moderna quando a esse si aggiungono, in maniera opportu-
na, strati di materiale ferromagnetico. La presenza di questi ultimi ha come
diretta conseguenza la manifestazione, all’interno del dispositivo, di una re-
sistenza aggiuntiva il cui valore dipende dalle orientazioni relative dei campi
magnetici interni degli strati aggiunti.
Vedremo poi come la proprieta` dello spin elettronico sia l’anello di con-
giunzione tra la magnetoresistenza e i suddetti campi magnetici interni. Sa-
ranno inoltre illustrati gli scenari futuri che l’uso di questa nuova tecnologia
prospetta, dato che la corsa alla miniaturizzazione sta subendo un progres-
sivo rallentamento dovuto ai limiti imposti dalle caratteristiche fisiche delle
strutture componenti gli attuali dispositivi elettronici.
A tal proposito il primo capitolo trattera` gli sforzi della ricerca per spin-
gere ulteriormente la miniaturizzazione dell’elettronica moderna e il motivo
per cui la spintronica sia ritenuta una promessa in tal senso. Sara` brevemente
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ripercorsa la storia dei dispositivi spintronici, dai primi prototipi fino a quelli
utilizzati tutt’oggi e verra` dedicato ampio spazio a uno dei piu` studiati: la
spin-valve. Per quest’ultima saranno enunciati il principio di funzionamento,
le principali architetture e un accenno alla sua storia.
Nel secondo capitolo si analizzeranno in modo dettagliato i modelli fisici
utilizzati per lo studio dei dispositivi spintronici. Particolare attenzione sara`
posta al fenomeno della polarizzazione di spin che e` parte integrante di questo
elaborato.
Nel terzo capitolo verranno illustrati i codici di due programmi realizzati
per la simulazione della classe dei dispositivi spintronici in regime balistico.
Sara` sempre messo in evidenza il parallelo fra le righe di codice e il modello
fisico che intendono rappresentare.
Nel quarto e ultimo capitolo verranno presentati in dettaglio i risultati
ottentuti mantenendo sempre ben evidenti i modelli utilizzati e la fisica del
dispositivo studiato. Parte importante di questo capitolo sara` l’esposizione
delle varie incongruenze rilevate negli studi finora condotti e delle azioni
intraprese per la loro correzione.
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Capitolo 1
Spin-Valve
1.1 Necessita` di nuove tecnologie
Fin da quando e` nata l’elettronica abbiamo assistito a un progressivo
e costante miglioramento in termini di prestazioni, costi e riduzione delle
dimensioni dei circuiti elettronici. Tutto cio` e` derivato dalla possibilita` tec-
nologica di fare uno scaling dei singoli componenti e dall’utilizzo di dispositivi
particolarmente favorevoli allo scopo come per esempio quelli CMOS.
Nel 1965, dopo solo quattro anni dalla realizzazione del primo circuito
integrato, Gordon Moore, al tempo direttore dei laboratori di ricerca della
Fairchild, fece la famosa previsione, nota come ”Legge di Moore”, secondo
la quale il numero di transistori integrati su singolo chip avrebbe subito un
raddoppio circa ogni anno. Questa legge e` stata in linea di massima veri-
ficata nel corso dei decenni anche se, in tempi piu` recenti, il raddoppio e`
avvenuto circa ogni diciotto mesi piuttosto che ogni dodici e si pensa che
questo andamento verra` seguito possibilmente fino a un anno compreso nel
secondo decennio di questo secolo, quando i gate dei transistori raggiunge-
ranno una lunghezza tra 20nm e 10nm. Infatti sotto detta dimensione gli
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effetti secondari dovuti al canale troppo corto, come per esempio il proble-
ma denominato ”Drain-Induced Barrier Lowering”, e le correnti di leakage
renderebbero il dispositivo inutilizzabile.
Lo scaling dei dispositivi e` destinato a fermarsi a meno che non si trovi-
no nuove tecnologie che permettano di spingerlo oltre i limiti previsti attual-
mente. Sono state proposte diverse nuove tecnologie tutte operanti su scala
nanometrica, che pero` non sono ancora in grado di rimpiazzare la tecnologia
CMOS.
Tra queste possiamo nominare alcuni concetti di dispositivo come il
single electon transistor, i transistori molecolari, i dispositivi a interferenza
quantistica, la quantum computation e i dispositivi spintronici. Le preceden-
ti soluzioni fanno parte della piu` moderna branca dell’elettronica chiamata
nanoelettronica, che cerca di individuare idee nuove per superare i problemi
che limitano lo sviluppo della tecnologia attuale.
Richard Feyman, nel 1959 alla riunione annuale della American Physical
Society, fece un discorso molto avveneristico dal titolo ”There is plenty of
room at the bottom”, che in sostanza incoraggiava a scoprire le immense
potenzialita` di manipolazione della materia su scala atomica o molecolare
per il trattamento e l’immagazzinamento dell’informazione. Al tempo in cui
Feyman fece questo discorso tutto cio` poteva essere percepito solo come una
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sfida, ma adesso e` diventata una necessita` e l’obiettivo primario della ricerca
nel campo dell’elettronica.
1.2 Spintronica
Questa tesi si focalizza sul ramo della nanoelettronica che studia soluzio-
ni per dispositivi di nuova generazione che funzionano utilizzando la proprieta`
dello spin elettronico (piu` raramente quello nucleare).
Fig. 1.1 Lo spin e` la proiezione lungo un asse del momento angolare intrinseco di spin
dell’elettrone.
Come e` noto, lo spin e` un numero quantico che per l’elettrone assu-
me solo due valori, 1/2 e −1/2. Lo spin e` la proiezione lungo un asse del
momento angolare intrinseco di spin dell’elettrone, da non confondere con il
momento angolare orbitale che deriva dalla rotazione dell’elettrone intorno
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al nucleo di un atomo. Esiste una diretta corrispondenza tra i due momen-
ti angolari pocanzi citati e altrettanti momenti magnetici, rispettivamente
quello magnetico di spin e quello magnetico orbitale.
Le tre proprieta` elencate del momento angolare di spin e cioe` che esso e`
intrinseco, che e` direttamente legato a un momento magnetico e che il numero
quantico che gli corrisponde puo` assumere solo due valori, sono molto impor-
tanti per l’uso che ne vogliamo fare. Infatti la prima proprieta` ci garantisce
che lo spin venga conservato anche quando l’elettrone non orbita intorno a
nessun atomo ma, per esempio, partecipa ad una corrente; la seconda che
puo` interagire con un campo magnetico e che quindi e` possibile assegnare o
leggere un valore dello spin e infine la terza ci suggerisce che lo spin e` fatto
apposta per l’elaborazione digitale, dato che puo` assumere solo due valori.
Dispositivi che usano le proprieta` dello spin sono gia` largamente usati da
vari anni nella comune elettronica commerciale. Nella fattispecie quelli che
usano il fenomeno denominato GMR, magnetoresistenza gigante (dall’inglese
”giant magnetoresistence”). In generale questi dispositivi hanno una partico-
lare struttura, ottenuta alternando strati di materiale ferromagnetico a strati
di materiale non magnetico, che presenta una diversa resistenza elettrica di-
pendentemente dalla relativa orientazione della magnetizzazione degli strati
ferromagnetici: resistenza bassa per orientamento parallelo e resistenza alta
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per orientamento antiparallelo. Questo fenomeno e` da attribuirsi alla diver-
sa densita` di stati esistente in un materiale ferromagnetico per gli elettroni
con spin parallelo o antiparallelo alla direzione di magnetizzazione. Tale tec-
nologia e` comunemente usata per realizzare le testine degli hard-disk e ha
permesso la memorizzazione di centinaia di gigabyte su singolo disco e un
guadagno per le aziende che l’hanno messa a punto di miliardi di dollari
all’anno.
La ricerca nel campo della spintronica a livello mondiale ha imboccato in
linea di massima due strade. Nella prima si cerca di perfezionare la tecnologia
che fa uso del fenomeno del GMR appena descritto, sviluppando, per esem-
pio, nuovi materiali con maggiore polarizzazione di spin, oppure migliorando
il filtraggio di spin su architetture di dispositivi gia` esistenti. Nella seconda
gli sforzi dei ricercatori sono diretti verso lo sviluppo di nuovi metodi per la
generazione e l’utilizzo di correnti polarizzate di spin, con l’ulteriore intento
di esaminare il trasporto di spin nei semiconduttori al fine di individuare
dove questi ultimi possano aiutare a creare polarizzatori di spin e spin-valve.
Quest’ultimo obiettivo e` molto importante perche´, a differenza dei dispositivi
a semiconduttore, quelli esistenti basati solo sull’impiego di metalli non sono
in grado di amplificare segnali (sebbene essi fungano da ottimi interruttori).
Se i dispositivi spintronici fossero quindi composti da semiconduttori, in linea
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di principio, potrebbero fornire amplificazione e svolgere funzioni molto piu‘
complesse. Un altro motivo molto importante per l’impiego di semicondut-
tori in questo campo e` che sarebbe piu` facile integrare i nuovi dispositivi con
la tradizionale tecnologia a semiconduttore. Vedremo piu` avanti che intro-
durre i semiconduttori nell’ambito della spintronica presenta problematiche
significative.
Il primo schema di un dispositivo spintronico, basato su una struttura
simile a quella della struttura MOS, fu lo spin transistor a effetto di campo
proposto nel 1989 dai due ricercatori Supriyo Datta e Biswajit Das della
Purdue University.
Come e` noto, in un transistore a effetto di campo tradizionale le cariche
elettriche vengono introdotte nel dispositivo grazie all’elettrodo di source,
attraversano una zona di semiconduttore a bassa resistenza chiamata ”cana-
le” e infine vengono raccolte dall’elettrodo di drain. La tensione su un terzo
elettrodo chiamato Gate permette di controllare la dimensione e quindi la
resistenza del suddetto canale.
Con tale dispositivo e` possibile controllare grandi correnti con un cam-
po elettrico veramente piccolo. Similmente, nel dispositivo Datta-Das, una
struttura fatta di InAlAs e di InGaAs fornisce un canale per un trasporto
elettronico bidimensionale tra due elettrodi ferromagnetici. In questo caso
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il source introduce nel dispositivo una corrente polarizzata di spin, cioe` una
corrente in cui tutti gli elettroni (caso ideale) hanno uno spin orientato nella
stessa direzione della magnetizzazione dell’elettrodo in questione, e il drain
funge da filtro, cioe` permette il passaggio dei soli elettroni con spin parallelo
alla sua direzione di magnetizzazione.
Fig. 1.2 Schema dello spin transistor proposto dai ricercatori S. Datta e B. Das (figura
riadattata da rif. [6]).
I due ferromagneti hanno magnetizzazione fissata e parallela, percio`,
cos`ı come appena descritto, il dispositivo farebbe sempre passare la mede-
sima corrente e non servirebbe a molto. Sempre similmente al transistore
MOS, anche qui abbiamo un elettrodo di gate che, invece di cambiare la
popolazione dello strato di inversione nel semiconduttore come nel dispo-
sitivo tradizionale, attraverso l’interazione ”Rashba spin-orbit” controlla la
precessione degli spin degli elettroni che attraversano il canale. Al drain la
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probabilita` di trasmissione del singolo elettrone dipende dall’allineamento
relativo del suo spin con la magnetizzazione dell’elettrodo. Percio`, se con la
tensione di gate e` possibile controllare questo allineamento, e` anche possibile
controllare la corrente drain-source.
Il fenomeno chiamato Rashba spin-orbit interaction rende possibile il
controllo di un momento magnetico da parte di una tensione elettrica. Infatti,
se si pensa al diagramma a bande, tramite questa tensione si riescono a
muovere le due sottobande dello spin up e dello spin down relativamente al
livello di Fermi, potendo percio` ottenere il pinch-off di tutti e due i canali
di spin (nessuna corrente di drain-source), oppure il pinch off di uno dei due
(corrente polarizzata), oppure di nessun canale (corrente non polarizzata).
L’uso del composto InGaAs serve proprio per massimizzare l’interazione spin-
orbita, essendo questo effetto massimizzato nei semiconduttori con bandgap
ridotto, come nel caso del composto appena menzionato.
I ricercatori Cahay e Bandyopadhyay hanno scoperto che in realta` lo
spin-FET presenta dei grossi problemi. Infatti, elaborando un modello del
trasporto coerente di spin di tale dispositivo hanno scoperto che, in presenza
di un campo magnetico parallelo alla direzione della corrente causato dai
due ferromagneti, considerando anche i fenomeni di Rashba spin-orbit e di
scattering elastico provocato dalla presenza di impurezze nel semiconduttore,
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si manifesta una forte spin-relaxation con conseguente depolarizzazione della
corrente e perdita di controllo da parte del gate.
Fig. 1.3 Schema dello spin transistor metallico proposto dal ricercatore M. Johnson (figura
riadattata da rif. [9]).
Un altro dispositivo interessante che prende ispirazione per certi versi
dal tradizionale BJT e` lo spin transistor metallico proposto dal ricercato-
re Mark Johnson. La sua struttura consiste in tre strati metallici, di cui i
due piu` periferici ferromagnetici. Funziona grosso modo con il fenomeno del
GMR: la corrente che fluisce attraverso la struttura e` modificata dalla relativa
orientazione degli strati magnetici che possono essere orientati da un campo
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magnetico esterno applicato. In tale struttura possiamo individuare due cir-
cuiti: quello di controllo (base-emettitore) al quale e` connessa una batteria,
e quello di lavoro (base-collettore) dove la corrente puo` venire controllata
cambiando la magnetizzazione del collettore. Il vantaggio di questo dispo-
sitivo e` che, essendo fatto di solo metallo, puo` raggiungere un’integrazione
veramente spinta, lo svantaggio e` che puo` essere usato solo come interruttore
ma non come amplificatore.
Inizialmente si e` detto che lo spin elettronico e` uno stato quantico che si
adatta bene alle applicazioni digitali poiche´ puo` assumere solo due valori. Da
questa osservazione nasce l’idea di utilizzare lo spin elettronico (o nucleare)
per implementare il piu` ambizioso dispositivo di nuova concezione e cioe` il
computer quantistico. Infatti lo spin fa degli elettroni delle intrinseche e
naturali unita` binarie quantistiche o, come si usa dire in forma piu` contratta,
”qubits”.
Un qubit, a differenza del bit digitale classico, non e` limitato a rappre-
sentare solo 0 o 1. A causa della proprieta` quantistica della ”sovrapposizione
di stati” il qubit puo` essere preparato in un’arbitraria combinazione dei due
stati ”0” e ”1”. In altre parole, supponiamo di avere un computer classico e
uno quantistico che hanno entrambi a disposizione un registro di n bit (qubit
nel caso del computer quantistico): mentre il computer classico opera solo
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sul vettore di n componenti contenuto nel registro, quello quantistico opera
su uno spazio di Hilbert di 2n.
Per eseguire un calcolo, si impone uno stato sui qubit, quindi sugli spin,
si crea un ”entanglement” e poi si fa evolvere lo stato iniziale imposto verso
quello che sara` il risultato finale. Questa proprieta` da` al computer quantistico
la capacita` di operare in parallelo facendo l’equivalente di molti calcoli simul-
taneamente. Il calcolo quantistico richiede che gli stati quantici rimangano
coerenti, quindi non disturbati dalle varie interazioni che possono avvenire
con il mondo esterno per lungo tempo, e che gli stati si possano controllare
precisamente. Proprio a causa di questo requisito di lunga coerenza gli spin
elettronici e nucleari sono stati proposti come qubits, poiche´ lo spin ha intrin-
secamente un lungo tempo di coerenza dato che e` immune alla interazione
elettrostatica coulombiana tra cariche. Una buona maniera per implementare
questo dispositivo sarebbe quella di intrappolare lo spin del singolo elettrone
in una struttura isolata chiamata ”quantum dot”. Campi magnetici locali
sono usati per manipolare lo stato dei singoli spin, mentre l’interazione inter-
dot e` usata per accoppiare i qubit vicini e introdurre cos`ı l’entenglement.
In questo modo gli spin degli elettroni dovrebbero rimanere coerenti piu` a
lungo rispetto al gia` lungo tempo di coerenza che hanno nel bulk. In ogni
caso, e` assai difficile concretamente intrappolare un singolo elettrone in un
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quantum dot e influenzare un singolo spin con un campo magnetico esterno
senza disturbare gli altri spin nei dot vicini.
Attraverso gli esempi fatti e` stato possibile individuare le problematiche
piu` importanti e generali che aﬄiggono i ricercatori impegnati in questo ra-
mo dell’elettronica di nuova generazione. Tali problematiche saranno riprese
e approfondite nel prossimo paragrafo e nei prossimi capitoli quando ci avvi-
cineremo in dettaglio al dispositivo a cui e` dedicato questo elaborato e che e`
uno dei piu` promettenti nel ramo spintronico: la spin-valve.
1.3 Spin-Valve
La spin-valve ha una struttura che puo` essere piu` o meno complessa, a
seconda delle esigenze, ma presenta una parte funzionale che non cambia mai.
Tale parte e` costituita da due strati di metallo ferromagnetico separati da
uno, o piu`, materiali non magnetici (metallo, semiconduttore o isolante). E`
stato dimostrato che in una struttura siffatta si puo` individuare un’ulteriore
resistenza, detta magnetoresistenza (MR), che puo` esser modificata cambian-
do la relativa orientazione della magnetizzazione dei due ferromagneti.
E` subito possibile osservare che ci sono due modi principali per far scor-
rere corrente nel dispositivo: in maniera parallela o perpendicolare agli strati.
Nel caso parallelo si parlera` di geometria CIP (dall’inglese, current in plane),
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nel caso perpendicolare di geometria CPP( dall’inglese, current perpendicu-
lar to plane). Questa e` una differenza che sembra piccola, in effetti si tratta
di cambiare solo l’angolo tra la direzione della corrente e quella della per-
pendicolare agli strati. In realta` le due geometrie hanno caratteristiche e
problematiche fisiche relative completamente diverse. Sono cos`ı diverse che
vengono studiate addirittura da gruppi di ricerca differenti.
Fig. 1.4 Le geometrie CIP, CPP e CAP (figura estratta da rif. [5]).
In breve, possiamo dire che la geometria CIP ha una resistenza magne-
tica molto inferiore alla geometria CPP e inoltre e` leggermente piu` difficile
da analizzare perche´, per calcolarne la resistenza globale, si devono sommare
le conduttanze e poi invertire il risultato, a differenza della CPP per la quale
si sommano semplicemente le resistenze degli strati e delle interfacce in serie.
Di contro, la geometria CPP presenta un insieme di problematiche e di fe-
nomeni fisici, come l’iniezione e l’accumulazione di spin, che saranno ripresi
in dettaglio nel prossimo capitolo e che l’altra geometria non presenta. Per
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il nostro lavoro si e` scelto di usare la geometria CPP e d’ora in avanti sara`
sempre sottinteso l’uso di questa geometria.
Fig. 1.5 Resistivita` di strutture periodiche multistrato di Fe/Cr a 4.2K in funzione del
campo magnetico. In alto a sinistra, curve di magnetizzazione a 4.2K. I numeri vicini alle
curve rappresentano vari spessori dello strato di Cr usato (figura estratta da rif. [5]).
Abbiamo gia` elencato il primo dei fenomeni fisici che una spin-valve
puo` esibire e cioe` il GMR. Per esempio tutte le spin-valve realizzate con
solo metallo funzionano sfruttando questo fenomeno poiche´ siamo in assenza
di qualsiasi barriera tunnel. Una barriera tunnel puo` essere causata dalla
presenza di un semiconduttore (a seconda delle energie dei portatori che
lo attraversano) e, a maggior ragione, da un isolante. Nell’ultimo caso e`
meglio parlare di TMR (tunnel magnetoresistance) piuttosto che di GMR. Il
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principio con cui funziona il dispositivo che sfrutta il TMR e` essenzialmente
lo stesso di quello che sfrutta il GMR: cambiando l’orientazione reciproca
delle magnetizzazioni dei due ferromagneti si provoca un cambiamento di
resistenza. Quello che cambia e` il tipo di conduzione e quindi il tipo di
resistenza.
E` conveniente parlare brevemente delle prime conquiste nel campo del-
la magnetoresistenza per introdurre i fenomeni che intervengono in tale fe-
nomeno, come la magnetizzazione e la polarizzazione di spin. Nel 1988 il
ricercatore brasiliano M.N. Baibich con un’equipe dell’universita` Paris-Sud
realizzo` una struttura a multistrato di Fe/Cr. Egli osservo` che applicando
un campo magnetico esterno la resistivita` della struttura subisce un decre-
mento sostanziale (Fig. 1.5). Raggiunto il campo magnetico di saturazione,
la resistivita` diventa quasi la meta` di quella con campo magnetico nullo, un
effetto di magnetoresistenza che fu reputato inaspettatamente grande per tali
materiali metallici.
Il meccanismo del GMR allora osservato fu interpretato considerando lo
scattering spin-dipendente degli elettroni di conduzione. La probabilita` di
tale fenomeno di scattering dipende dalla relazione tra la direzione di spin
degli elettroni di conduzione, up o down, e le direzioni di magnetizzazione
degli strati ferromagnetici. Per esempio, consideriamo un elettrone con spin
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up e un altro con spin down che attraversano l’interfaccia tra Cr e Fe: il primo
non subisce scattering perche´ ha direzione di spin parallela alla direzione
di polarizzazione del ferro, mentre il secondo, che ce l’ha antiparallela, lo
subisce.
Fig. 1.6 Il GMR e` un fenomeno che deriva dallo scattering spin dipendente. Sulla de-
stra, allineamento parallelo delle magnetizzazioni dei ferromagneti, a sinistra, allineamento
antiparallelo (figura riadattata da rif. [5]).
Se le magnetizzazioni degli strati di Fe sono antiparallele, sia gli elettroni
con spin up sia quelli con spin down incontreranno prima o poi uno strato
di Fe con magnetizzazione nella direzione opposta alla loro e, in accordo a
quanto detto prima, sperimenteranno una probabilita` di subire scattering
piuttosto elevata (Fig. 1.6). Al contrario, se tutti gli strati di Fe hanno
magnetizzazione parallela, gli elettroni con spin down subiranno scattering
a ogni strato di Fe che incontrano, mentre cio` non accadra` agli elettroni
con spin up, i quali avranno invece un cammino libero medio piu` lungo.
Siccome la conduttanza totale e` data da quella legata al canale di spin down
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sommata a quella legata al canale di spin up, lo stato con magnetizzazioni
parallele ha una conduttivita` ben piu` grande dello stato con magnetizzazioni
antiparallele.
Con la scoperta del GMR e` stato capito che lo scattering spin-dipendente
puo` dare un grande contributo alla resistenza totale del dispositivo e che esi-
ste un accoppiamento tra gli strati ferromagnetici separati da uno strato non
magnetico che puo` essere anche molto grande. Supponendo che due ferro-
magneti vicini abbiano accoppiamento antiferromagnetico, si deve imporre
un campo esterno molto elevato al fine di superare tale accoppiamento e
portare le polarizzazioni l’una parallela all’altra. I campi magnetici ester-
ni che entrano in gioco arrivano fino a 1 kOe (nel sistema SI abbiamo che
1oersted = 1000/(4)A/m) o piu` nel caso citato del superlattice di Fe/Cr.
Chiaramente il suddetto campo magnetico e` tanto piu` elevato quanto piu`
stretto e` lo strato tra due Fe. E` per questo che inizialmente il fenomeno
del GMR non fu considerato promettente per applicazioni tecniche. La spin-
valve e` un sistema in cui non esiste accoppiamento tra i due ferromagneti.
Questo e` possibile ottenerlo facendo lo strato intermedio opportunamente
stretto.
Nel caso dei sistemi ”accoppiati” magneticamente la trasformazione della
struttura magnetica avviene grazie all’accoppiamento esistente tra gli strati
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ferromagnetici mentre nel caso di sistemi ”non accoppiati”, come la spin-
valve, tale trasformazione avviene grazie alla diversa coercivita` di cui sono
dotati gli strati magnetici. Per esempio, nei sistemi ”accoppiati” antifer-
romagneticamente, con un campo esterno si portano gli strati magnetici ad
avere polarizzazione parallela, quando il campo diminuisce essi ritornano nel-
la configurazione antiferromagnetica originaria.
Fig. 1.7 Magnetizzazione (a) e resistivita` (b) del sistema [NiFe/Cu/Co/Cu]x15 a tempera-
tura ambiente (figura riadattata da rif. [5]).
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Prendiamo invece un sistema ”non accoppiato” dove i ferromagneti han-
no i seguenti campi di saturazione: il ferromagnete ”1” satura a H1 e il
ferromagnete ”2” satura a H2, con H1 minore di H2 (in Fig. 1.7 H1 e` rappre-
sentato da Hc(NiFe) e H2 da Hc(Co) ). Se il campo esterno supera H1 allora
la magnetizzazione di ”1” si allinea a quella del campo esterno ma la ma-
gnetizzazione di ”2” rimane la stessa fino a che il campo esterno non supera
anche H2. Ci si aspetta percio` che le due magnetizzazioni siano antiparallele
per un campo esterno che sia compreso tra i due valori H1 e H2. Grazie
al non accoppiamento e alla bassa forza di coercivita` di uno dei due strati
ferromagnetici e` possibile passare da orientamento parallelo a antiparallelo
utilizzando un campo magnetico esterno molto debole.
La struttura precedentemente descritta apparve col nome di spin-valve
per la prima volta sull’articolo del ricercatore Dieny e i suoi collaboratori
nel 1991. Per realizzare i due strati ferromagnetici essi usarono una lega dei
due metalli Nickel e Ferro. Tali strati erano separati da uno strato di Rame,
metallo molto conduttivo e non ferromagnetico. Come abbiamo appreso
precedentemente, la spin-valve funziona con due strati ferromagnetici con
diversa forza coercitiva. Quindi, per aumentare tale forza in uno dei due
strati di NiFe si accoppio` quest’ultimo ad uno strato di FeMn che fungeva da
”ancora magnetica”. A causa dell’anisotropia di scambio tra FeMn e NiFe,
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la forza coercitiva dello strato di NiFe risulto` aumentata di piu` di 100 Oe. In
generale nei dispositivi come quello descritto si puo` individuare sempre uno
strato denominato ”pinning layer”, dotato di una grande forza coercitiva,
che costituisce il ferromagnete che non cambia mai la sua polarizzazione, e il
”free layer”, lo strato che invece allinea la sua polarizzazione parallelamente
o antiparallelamente a quella del pinning layer per consentire il cambio della
magnetoresistenza.
Fig. 1.8 Illustrazione schematica di spin-valve. (a) Struttura base, (b) struttura sofisticata
(figura riadattata da rif. [5]).
Proprio grazie alla possibilita` di controllare facilmente la forza coercitiva
e anche la resistenza della struttura che il sistema multistrato ”spin-valve”
e` stato ritenuto adatto per concrete e funzionali applicazioni come le testine
di lettura degli hard-disk dove e` tuttora usato con successo.
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Nel caso di spin-valve reali gli strati ferromagnetici devono essere piut-
tosto spessi e e` difficile ripetere una deposizione per fare una struttura mul-
tistrato. Percio` le spin-valve sono dei multistrato aventi in pratica solo due
strati ferromagnetici. Inizialmente si penso` che fosse inevitabile che l’MR
di una spin-valve fosse piu` piccolo di una struttura multistrato. Al fine di
aumentare l’MR mantenendo solo due strati ferromagnetici e` stato pensato
di implementare strutture piu` sofisticate. In strutture multistrato, gli elet-
troni di conduzione incontrano molte volte delle interfacce tra un materiale
e un altro e subiscono scattering per motivi non spin-dipendenti: il rapporto
di MR viene ridotto grandemente. Se invece queste interfacce fungono da
specchi presso cui gli elettroni sono riflessi specularmente, non ci sara` au-
mento della resistivita` globale e quindi non si assistera` a nessuna perdita di
MR. Per esempio, senza entrar troppo nel merito della questione, si inserisce
il composto Fe2O3 dentro uno strato ferromagnetico (es: FeCo) per fare da
strato riflettore e aumentare cos`ı il rapporto di MR.
Negli ultimi anni si sono ottenuti degli ottimi risultati nell’impiego di
spin-valve nello sviluppo di memorie nanomagnetiche. In queste memorie
all’incrocio tra bit line e word line si trova una spin-valve in scala nanome-
trica. Il free layer della singola spin-valve ha una magnetizzazione che puo`
essere controllata dal campo magnetico prodotto dal passaggio di corrente
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sulla bit line e sulla word line. In fase di scrittura si fanno scorrere due cor-
renti abbastanza intense sia sulla bit line che sulla word line: queste correnti
prese singolarmente non sono in grado di produrre un campo magnetico cos`ı
forte da cambiare la magnetizzazione del free layer ma, combinate insieme,
danno luogo ad un campo magnetico piu` grande che e` sufficiente per la scrit-
tura. Per la lettura si sfruttano varie strategie per la misura della resistenza
tra bit line e word line.
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Capitolo 2
Polarizzazione di spin in sistemi
diffusivi
2.1 Introduzione
In questo capitolo si fa una panoramica dei principali metodi di analisi
e di alcuni fenomeni che riguardano il trasporto di spin nei sistemi diffusivi.
Si ricorda che i sistemi diffusivi si distinguono da quelli balistici perche´ nei
primi la lunghezza del dispositivo e` molto piu` grande del cammino libero
medio degli elettroni. Vedremo piu` avanti in questo elaborato che esistono
molte similitudini tra il caso diffusivo e quello balistico nonostante che la
fisica e i modelli applicati a ciascuna delle due tipologie siano intrinsecamen-
te diversi. Dopo una breve descrizione del modello standard per studiare
il trasporto di spin, si passera` a descrivere a grandi linee come avviene la
polarizzazione di spin in un ferromagnete e poi i meccanismi che partecipano
alla depolarizzazione.
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2.2 Modello standard per il trasporto di spin nei
sistemi diffusivi
La descrizione del trasporto elettrico in un ferromagnete utilizzando un
modello a due correnti (una di spin-down e l’altra di spin-up) risale ai due
ricercatori Fert e Campbell (anno 1971) e fu esteso da Van Son nel 1987
per descrivere il trasporto di spin all’interfaccia tra un ferromagnete e un
metallo normale. Nel 1993 Valet e Fert trovarono una rigorosa base teorica
incentrata sulle equazioni del trasporto di Boltzmann. Essi applicarono il
modello risultante per descrivere gli effetti dell’accumulazione di spin e dello
scattering spin-dipendente sul GMR nei multistrato magnetici. Tale modello
si adatta molto bene a una dettagliata analisi quantitativa dei risultati speri-
mentali. Un modello alternativo, basato su considerazioni termodinamiche,
fu proposto da Johnson. In via di principio entrambi gli ultimi due modelli
nominati descrivono la stessa fisica e dovrebbero percio` essere equivalenti.
Comunque, il modello fatto da Johnson ha l’inconveniente di non permettere
un calcolo diretto della polarizzazione di spin della corrente, mentre il mo-
dello standard, che verra` brevemente descritto, pone in relazione diretta le
quantita` misurabili con i parametri del sistema.
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Nel modello standard il trasporto nel ferromagnete e` descritto dalle due
conduttivita` spin-dipendenti:
σ↑ = N↑e
2D↑ with D↑ =
1
3
vF↑l↑ (2.1a)
σ↓ = N↓e
2D↓ with D↓ =
1
3
vF↓l↓ (2.1b)
Nelle precedenti definizioni N↑,↓ indica la densita` spin-dipendente degli stati
al livello di Fermi, D↑,↓ la costante di diffusione spin-dipendente espressa con
le velocita` di Fermi v↑ e v↓ e con i cammini liberi medi per lo spin-up e per
lo spin-down l↑ e l↓. Si noti che la dipendenza di spin delle conduttivita` e`
dovuta sia alla densita` degli stati che alle costanti di diffusione. L’ultima
asserzione non e` valida nelle giunzioni tunnel magnetiche F/F o F/N do-
ve la polarizzazione di spin degli elettroni che passano per effetto tunnel e`
determinata solo dalla densita` spin-dipendente degli stati.
In accordo a quanto precedentemente affermato, la corrente e` polarizzata
nel bulk del ferromagnete con una polarizzazione α definita da:
α = (σ↑ − σ↓)/(σ↑ + σ↓) (2.2)
Il prossimo passo e` quello di introdurre i processi di spin-flip che pos-
sono essere descritti da un tempo di spin-flip τ↑,↓, il tempo medio per far
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commutare lo spin da up a down, e dal tempo τ↓,↑, il tempo medio per la
commutazione inversa. Il principio di simmetria impone che:
N↑/τ↑,↓ = N↓/τ↓,↑ (2.3)
La precedente relazione e` importante (come vedremo anche piu` avanti) per-
che´ impone che solo fuori dall’equilibrio si possa avere nel ferromagnete una
quantita` netta di scattering di spin ( in notazione simbolica: τ↑,↓ 6= τ↓,↑).
In generale il tempo di spin-flip e` piu` lungo del tempo di scattering
per la quantita` di moto, definito come τ = l/vF . Percio` nel ferromagnete
il trasporto puo` essere descritto tramite una diffusione parallela delle due
specie di spin, dove i processi di spin-flip si accoppiano con le densita` di
portatori nelle due reservoir di spin.
L’effetto dello scattering di spin puo` essere descritto dalla seguente equa-
zione (assumendo che la diffusione avvenga in una dimensione soltanto):
D
∂2(µ↑ − µ↓)
∂x2
=
µ↑ − µ↓
τsf
(2.4)
dove D = D↑D↓(N↑ + N↓)/(N↑D↑ + N↓D↓) e` la costante di diffusione di
spin mediata e dove τsf rappresenta il tempo di rilassamento di spin definito
come segue: 1/τsf = 1/τ↑,↓ + 1/τ↓,↑.
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La soluzione generale delle equazioni (2.1) e (2.2) per un ferromagnete
uniforme e unidimensionale oppure per un filo non magnetico e` la seguente:
µ↑ = a + bx +
c
σ↑
exp
(
−
x
λsf
)
+
d
σ↑
exp
(
x
λsf
)
(2.5a)
µ↓ = a + bx−
c
σ↓
exp
(
−
x
λsf
)
−
d
σ↓
exp
(
x
λsf
)
(2.5b)
dove λsf =
√
Dτsf e` la lunghezza di diffusione di spin. I coefficienti a, b, c e d
sono determinati dalle condizioni al contorno alle interfacce dove i vari canali
di conduzione si accoppiano tra loro.
In assenza di spin-flip scattering all’interfaccia, le condizioni al contor-
no sono: 1) continuita` dei µ↑, µ↓ all’interfaccia e 2)conservazione a cavallo
dell’interfaccia delle correnti di spin up e di spin down j↑ e j↓.
Bisogna precisare che la fisica dell’iniezione e del rilevamento nelle giun-
zioni F/N tunnel e` molto diversa da quella riguardante le giunzioni F/N
Ohmiche. La differenza piu` importante risiede nel fatto che, per i contatti
tunnel, la polarizzazione di spin della corrente e` determinata dalla compo-
sizione e dalle proprieta` dei primi strati atomici del ferromagnete piu` vicini
alla barriera tunnel. Infatti e` sufficiente una regione non-magnetica (come
si usa dire in inglese: “magnetically dead”) spessa pochi strati atomici per
cancellare completamente qualsiasi polarizzazione nella corrente trasmessa.
E` possibile completare la precedente affermazione dicendo che, per contatti
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F/N ideali, la polarizzazione di spin e` determinata da una regione di spessore
λF adiacente all’interfaccia (come verra` mostrato nei prossimi paragrafi).
2.3 Polarizzazione di spin
Si ribadisce che lo scopo di questo paragrafo e` mostrare brevemente i
meccanismi che portano alla polarizzazione di spin nel ferromagnete dando
uno sguardo piu` specifico ai fenomeni fisici che intervengono all’interno del
ferromagnete stesso.
Come si e` detto nel capitolo 1, il momento angolare di spin e il mo-
mento angolare orbitale di un elettrone hanno associato un dipolo magnetico
µ. Per iniziare, prendiamo in considerazione il dipolo magnetico associato
al momento angolare orbitale che indicheremo con L. Investiamo questo di-
polo con un campo magnetico di induzione B. Si puo` scrivere che l’energia
potenziale del dipolo considerato e`:
E = +
e
2m
LzB (2.6)
dove e e` la carica dell’elettrone, m la massa dell’elettrone, Lz la componente
in direzione zˆ e B l’induzione magnetica che e` stata scelta collineare con zˆ.
Il coefficiente e/2m cambiato di segno e` chiamato “rapporto giromagnetico”
e mette in relazione il dipolo magnetico µm con il momento angolare orbitale
L. Si ricorda che, in accordo alla meccanica quantistica, la componente Lz
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e` quantizzata e puo` assumere solo valori multipli di h¯: Lz = mlh¯ (ml e` un
intero che puo` assumere i valori −l,−l + 1, · · · , l − 1, l, dove l e` il numero
quantico orbitale per il momento angolare dell’elettrone). L’equazione (2.6)
puo` essere percio` modificata come segue:
E =
(
eh¯
2m
)
Bml
Il rapporto µ ≡ (eh¯/2m) e` chiamato “magnetone di Bohr” (µB) che e` pari a
9.3× 10−24Jm2/W .
Fig. 2.1 Splitting di un livello energetico atomico a causa della presenza di un campo
magnetico (effetto Zeeman) per l=1 (figura estratta da rif. [8]).
Possiamo riscrivere la (2.6) includendo la notazione simbolica per il ma-
gnetone di Bohr:
E = µBBml
Se siamo in presenza di un campo magnetico, l’unico livello energetico che
avremmo nel caso di campo magnetico nullo si scinde in tanti livelli quanti
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sono i numeri che puo` assumere ml. Per l = 1, ml assume i valori −1, 0, e 1
e si creano altrettanti livelli energetici (Fig. 2.1). Questo “splitting” di un
livello energetico atomico provocato dalla presenza di un campo magnetico
nella maniera appena descritta e` conosciuto col nome di “Zeeman splitting ′′.
La differenza energetica tra due livelli adiacenti e` sempre la stessa e uguale
a:
∆E = µBB (2.7)
Si noti che il livello piu` basso, ml = −1, corrisponde all’orientazione per la
quale L e` opposta a B e quindi µ e` parallelo a B. Similmente, il livello piu`
alto, ml = 1, corrisponde all’orientazione per la quale µ e` opposto al campo.
Adesso che si e` mostrato, anche matematicamente, che cosa sia lo split-
ting di Zeeman, andiamo a introdurlo anche nel caso dello spin. In questo
caso l’energia di Zeeman e` data da:
E = 2µBBms (2.8)
dove il fattore 2 nasce dal fatto che il rapporto giromagnetico di spin e` due
volte il valore classico. Poiche´ il numero quantico di spin s = 1
2
, i numeri
permessi sono m = − 1
2
e + 1
2
. Percio` e` uno splitting di Zeeman a solo due
livelli. La differenza energetica tra i due livelli e`:
∆E = 2µBB (2.9)
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che e` il doppio della differenza tra i livelli adiacenti del caso orbitale.
Per poter continuare nella spiegazione abbiamo bisogno di definire bre-
vemente due quantita` che sono “la magnetizzazione” M e “la suscettibilita`
magnetica” χ. La magnetizzazione M e` definita come il momento di dipolo
magnetico per unita` di volume ed e` un vettore. La suscettibilita` magnetica
χ e` uno scalare e rappresenta la costante di proporzionalita` tra la magnetiz-
zazione M e l’intensita` di campo magnetico H:
~M = χ ~H (2.10)
Ci sono tre principali fenomeni magnetici in natura e questi sono: para-
magnetismo, diamagnetismo e ferromagnetismo. I materiali possono essere
classificati come paramagnetici e diamagnetici a seconda del segno della loro
suscettibilita` magnetica. Se quest’ultima e` positiva allora si parla di materia-
le “paramagnetico” e M e` parallelo a H, se e` negativa si parlera` di matariale
“diamagnetico” con M antiparallelo a H. Non entreremo nel merito delle
differenze dettagliate tra l’una e l’altra tipologia perche´ lo scopo di questo
paragrafo non e` spiegare il magnetismo nei materiali. Ci concentreremo inve-
ce solo sul paramagnetismo e sul ferromagnetismo che sono quelli piu` legati
alla polarizzazione di spin. Restiamo sempre nell’ambito atomico.
Un atomo i cui orbitali esterni non sono completamente riempiti pre-
senta un momento magnetico permanente che nasce dalla combinazione dei
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movimenti orbitali e di spin degli elettroni. Conviene accettare il suddetto
momento magnetico atomico come qualita` intrinseca del dato atomo e discu-
tere l’effetto di un campo magnetico esterno su tale momento magnetico.
Possiamo esprimere il momento magnetico µ di un atomo in termini del
momento angolare totale J come:
~µ = g
(
−
e
2m
)
~J (2.11)
dove g e` una costante conosciuta come “Fattore di Lande´”.
Fig. 2.2 Descrizione quantistica della scuscettibilita` paramagnetica. Le frecce sotto µ indi-
cano l’orientazione del momento dei vari livelli. (figura estratta da rif. [8]).
Il valore di tale costante dipende dalle orientazioni relative dei momenti
angolari orbitali e di spin. Quando si colloca l’atomo in un campo magnetico
abbiamo, come si e` gia` spiegato, uno splitting di Zeeman dei livelli energetici.
In questo caso possiamo esprimere l’energia potenziale come segue:
E = −~µ • ~B = gµBBmj (2.12)
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Se il numero quantico del momento angolare totale j e` 1
2
, la componente mj
puo` prendere i valori − 1
2
o + 1
2
cos`ı che lo splitting risulti a 2 livelli energetici.
La differenza energetica tra i due livelli e`:
∆E = gµBB (2.13)
si noti anche questa volta che il livello piu` basso, mj = −
1
2
, corrisponde alla
situazione in cui il momento angolare e` parallelo al campo magnetico mentre
il livello piu` alto alla situazione contraria (Fig. 2.2). Considerando adesso
una situazione con piu` atomi si ha che la magnetizzazione totale e` data da:
M = gµB(N1 −N2) (2.14)
dove gµB e` il modulo del momento magnetico che e` considerato essere per-
fettamente allineato con il campo, e N1 e N2 sono le concentrazioni degli
atomi sul livello piu` alto e sul livello piu` basso rispettivamente. Le pre-
cedenti concentrazioni sono relazionate al salto energetico tra i livelli come
segue:
N2
N1
= e−∆E/kT (2.15)
dove il termine all’esponente e` il ben conosciuto fattore di Boltzmann. Que-
ste concentrazioni devono soddisfare la ovvia relazione N1 + N2 = N che
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possiamo utilizzare insieme alle altre per ottenere un’altra equazione priva
N1 e N2. Si ottiene cos`ı :
M = NgµB
ex − e−x
ex + e−x
= NgµB tanh(x) (2.16)
dove x = gµBB/kT .
Per campi magnetici di bassa intensita`, M e` proporzionale a B, ma per
intensita` maggiori M comincia a saturare e si stabilizza su un valore massimo
pari a NgµB quando tutti i dipoli sono in esatto allineamento con il campo
(Fig. 2.3).
Fig. 2.3 Magnetizzazione M in funzione di x = gµB B/kT per un sistema con j =
1
2
(figura
estratta da rif. [8]).
Adesso andiamo ad avvicinarci alla categoria di materiali che ci interessa
di piu` in questa fase dell’elaborato: i metalli. In questa categoria gli elettroni
di conduzione danno due contributi alla magnetizzazione: un contributo pa-
ramagnetico dovuto al loro spin e un contributo diamagnetico dovuto al loro
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movimento orbitale. Come si e` gia` annunciato ci occuperemo solo dell’aspetto
paramagnetico dei metalli.
In sostanza il paramagnetismo di spin nasce dal fatto che ogni elettro-
ne di conduzione ha un momento magnetico di spin che tende ad allinearsi
col campo magnetico (piu` tardi vedremo che questo campo puo` essere sia
applicato esternamente al metallo oppure prodotto internamente al metallo
stesso). In assenza di tale campo magnetico meta` degli elettroni ha spin di-
retto parallelamente al versore zˆ (scelto come riferimento per gli spin) mentre
l’altra meta` ha spin diretto nella direzione opposta. Quando si applica un
campo in direzione zˆ, l’energia degli elettroni con spin parallelo al campo vie-
ne diminuita di una quantita` µBB, mentre l’energia degli elettroni con spin
antiparallelo al campo subisce un aumento della stessa quantita`. Cio` avviene
per lo splitting di Zeeman. In altre parole possiamo asserire, se vogliamo dare
una definizione piu` “termodinamica”, che gli elettroni piu` vicini all’equilibrio
e cioe` quelli con spin parallelo al campo hanno un’energia potenziale minore,
mentre quelli con spin antiparallelo, essendo in una situazione di non equi-
librio con l’ambiente, hanno un’energia potenziale maggiore. E` proprio a
causa di questa situazione energetica instabile che alcuni degli elettroni con
spin antiparallelo vicini al livello di Fermi cambiano direzione di spin e si tra-
sferiscono nella “sottobanda” degli elettroni con spin parallelo. Si noti che
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solo pochi elettroni vicini al livello di Fermi possono cambiare la direzione
del loro spin e allinearsi al campo. Gli altri elettroni, trovandosi molto piu`
in basso del livello di Fermi, non trovano stati liberi da poter occupare.
Fig. 2.4 (a) Quando B = 0, le due sottobande sono uguali e cos`ı M = 0; (b) Quando un
campo B e` applicato, una parte degli spin con direzione antiparallela al campo si trasferisce
nella sottobanda degli spin con direzione parallela: questo sbilanciamento delle popolazioni
delle rispettive sottobande fa nascere una magnetizzazione (figura estratta da rif. [8]).
La Fig. 2.4 rende evidente lo sbilanciamento che si crea tra le due popola-
zioni di elettroni spin-up e spin-down, quando si applica un campo magnetico.
Si noti anche la differenza di densita` di stati al livello di Fermi, la (2.3) ci
suggerisce che questa situazione e` resa possibile e mantenuta tale perche´ i
tempi di spin-flip τ↑,↓ e τ↓,↑ sono stati diversificati.
Abbiamo appena visto come si magnetizza un metallo e come cio` influisce
sulle popolazioni di spin up e down. Si sono create le basi per poter parlare
della categoria di metalli usati per la polarizzazione di spin: i ferromagneti.
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Il ferromagnetismo e` il fenomeno della magnetizzazione spontanea. I piu`
conosciuti esempi di ferromagneti sono i metalli di transizione come Fe,Co e
Ni. Il ferromagnetismo coinvolge una frazione apprezzabile di momenti ma-
gnetici molecolari nell’allineamento in una qualche direzione favorevole nel
cristallo. Il fatto che questo fenomeno sia ristretto ai metalli di transizione
significa che deve essere evidentemente riferito agli orbitali 3d e 4f che in
tali metalli risultano esser vuoti. Un’altra caratteristica del ferromagnetismo
e` che esso appare solo sotto una certa temperatura che e` conosciuta come
“temperatura di transizione del ferromagnete” o semplicemente come “tem-
peratura di Curie” Tf . Tale temperatura dipende ovviamente dal materiale
considerato e si aggira come ordine di grandezza intorno ai 1000◦K.
Sopra la temperatura di Curie i momenti sono orientati casualmente
e la magnetizzazione totale risultante e` zero. In questa regione il metallo
risulta paramagnetico. Nell’intervallo energetico T < Tf , la magnetizzazione
spontanea e` riferita alla “magnetizzazione di saturazione” cioe` lo stato in cui
tutti i dipoli sono allineati nella medesima direzione (Fig. 2.5).
Il ferromagnetismo non e` molto dissimile dal paramagnetismo per quanto
riguarda i singoli dipoli, siano essi di spin o orbitali. Infatti questi non fanno
altro che allinearsi al campo magnetico presente per rendere piu` stabile la loro
situazione energetica. Quello che differenzia notevolmente il paramagnetismo
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Fig. 2.5 Magnetizzazione di saturazione MS(T) in funzione della temperatura T per Fe, Co
e Ni. La magnetizzazione di saturazione e la temperatura sono state normalizzate rispettiva-
mente per la magnetizzazione di saturazione allo zero assoluto, MS(0), e per la temperatura
di Curie Tf (figura estratta da rif. [8]).
dal ferromagnetismo e` da dove proviene il campo magnetico che allinea i
dipoli: nel ferromagnetismo e` generato internamente, nel paramagnetismo e`
generato esternamente (da correnti o da materiali ferromagnetici).
L’origine di questo enorme campo sara` discussa tra breve, per il momento lo
tratteremo come una proprieta` intrinseca della materia che agisce allineando
i dipoli molecolari. Si anticipa solo che nasce da un’interazione tra molecole
adiacenti e proprio per questa qualita` sara` chiamato “campo molecolare”.
La magnetizzazione e il campo molecolare sono messi in relazione secondo la
seguente proporzione:
Hw = λM (2.17)
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dove λ e` la costante di Weiss.
La presenza del campo molecolare indica che i momenti vicini intera-
giscono tra di loro e che questa interazione e` spin-dipendente. L’energia di
interazione tra due momenti puo` essere scritta come:
Vex = −J
′~s1 • ~s2 (2.18)
dove ~s1 e ~s2 sono i due spin in questione e J
′ e` la “costante di exchange”. I
vettori ~s1 e ~s2 sono legati al momento angolare di spin tramite le relazioni
~S1 = ~s1h¯ e ~S2 = ~s2h¯. J
′ ha le dimensioni di un’energia. La quantita`
denominata con Vex e` chiamata “Energia di Exchange”. Perche´ la (2.18)
abbia significato di ferromagnetismo, la costante J ′ deve essere positiva per
far risultare la situazione a spin paralleli come stabile (decremento di energia)
e la situazione a spin antiparalleli come instabile (incremento di energia).
Infatti, con J ′ > 0 con spin paralleli abbiamo che Vex = −J
′s2, quindi
negativa, e con spin antiparalleli Vex = J
′s2, quindi positiva. La costante
di exchange e` connessa con quella di Weiss λ. Se si assume che il dipolo
sperimenti interazione di exchange solo con i dipoli piu` prossimi (la costante
J ′ diminuisce molto rapidamente con la distanza tra i dipoli), l’energia totale
per il singolo dipolo sara` −zJ ′s2, dove z e` il numero di dipoli piu` vicini. La
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precedente quantita` e` equivalente a un campo molecolare Hw con intensita`
data dalla seguente equazione:
zJ ′s2 = (gsµB)(µ0Hw) (2.19)
dove gsµB e` il valore del momento magnetico. Il massimo valore di Hw,
secondo la (2.17), e` uguale a λM(0) = λNgsµB che inserito nella (2.19) ci d
la relazione di proporzionalita` tra J ′ e λ:
J ′ =
µoN(gµB)
2
z
λ (2.20)
Adesso cercheremo di spiegare in maniera qualitativa l’origine di questa
energia di interazione. L’ipotesi piu` naturale che ci viene da fare e` che tale
interazione possa essere quella “dipolo-dipolo”, che possiede un’energia pari
a:
V12 ' µ0
µ2
B
r3
(2.21)
dove r e` la distanza tra i dipoli. Se si sostituisce un valore tipico per r si
trova che V12 ' 10
−4 che e` circa tre ordini di grandezza piu` piccola del valore
osservato. Percio` l’interazione dipolo-dipolo non puo` spiegare il fenomeno del
ferromagnetismo e si deve cercare un tipo di interazione piu` forte.
Il corretto approccio al problema fu pensato per la prima volta da Hei-
senberg. Il requisito derivato dal principio di esclusione di Pauli introduce
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forze che sono spin-dipendenti a causa del fatto il principio stesso coinvol-
ge gli spin. Queste forze di exchange sono intense quanto lo e` la forza di
interazione elettrostatica di Coulomb. La ragione per cui si usi la parola
exchange riguardo a questo tipo di forze e` che queste ultime seguono il prin-
cipio quantistico per cui gli elettroni sono indistinguibili l’uno dall’altro. In
altre parole possiamo dire che, grazie al suddetto principio, se permutiamo
o appunto scambiamo due elettroni le proprieta` osservabili del sistema non
cambiano.
Consideriamo per esempio una molecola di idrogeno H2. Ci sono due
elettroni che si muovono nel campo elettrostatico dei due nuclei e si possono
disporre seguendo due possibili disposizioni: con spin parallelo o con spin an-
tiparallelo. Se hanno spin paralleli, il principio di esclusione impone che tali
elettroni si tengano lontani l’uno dall’altro. Se invece hanno spin antiparalleli
possono tenersi molto piu` vicini e le loro funzioni d’onda si sovrapporran-
no considerevolmente. Le due suddette disposizioni hanno differenti energie
perche´, quando gli elettroni stanno vicini, l’energia del sistema sale a causa
della grande repulsione coulombiana. Questo fatto favorisce l’orientamento
parallelo ma ci sono altri fattori che compensano e favoriscono quello antipa-
rallelo: la configurazione finale che avremo dipendera` da quali dei suddetti
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fattori prevarra`. Nel caso della molecola di idrogeno lo stato fondamenta-
le corrisponde alla configurazione antiparallela. Al contrario, nei materiali
ferromagnetici prevale la configurazione parallela che ha percio` la piu` bassa
energia.
Fig. 2.6 Costante di Exchange J’ in funzione della distanza interatomica per gli elementi
di transizione (figura estratta da rif. [8]).
Cio` che perviene dal precedente esempio e` quindi che il principio di
esclusione fa nascere un’interazione spin-dipendente tra i momenti la cui
forza deriva da quella Coulombiana:
V12 '
e2
4pi0r
(2.22)
che risulta molto piu` grande dell’interazione dipolo-dipolo.
Slater ideo` un criterio per definire le circostanze idonee al manifestarsi del
ferromagnetismo. Egli defin`ı un fattore critico: il rapporto r/2ra, dove r e`
la distanza interatomica e ra e` il raggio atomico. La Fig. 2.6 rappresenta
il grafico di J ′ in funzione del rapporto appena citato per vari metalli di
transizione. E` solo quando il suddetto rapporto supera il valore di 1.5 che
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J ′ diventa positivo e il materiale presenta ferromagnetismo. I metalli come
Fe, Ni, Co soddisfano tale criterio, ma Cr e Mn no e infatti questi ultimi non
sono ferromagnetici.
Fig. 2.7 Processo di magnetizzazione nel modello itinerante (figura estratta da rif. [8]).
Fino ad ora abbiamo elencanto e spiegato le piu` importanti proprieta`
dei materiali ferromagnetici senza pero` soffermarci sul modello utilizzato per
rappresentare un metallo ferromagnetico in un diagramma a bande. Il mo-
dello che andiamo a introdurre tiene conto del fatto che gli elettroni in un
metallo sono delocalizzati: il metallo puo` essere pensato infatti come una
nuvola elettronica dentro un reticolo di ioni. Tale modello fu messo a punto
da Stoner e prende il nome di “modello dell’elettrone itinerante”.
Come si e` gia` accennato, gli orbitali che partecipano al ferromagnetismo
sono il 3d e per altri metalli il 4f . In Fig. 2.7 viene mostrata la banda 3d
divisa in due sottobande che rappresentano le due possibili orientazioni up
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e down. Nello stato non magnetizzato mostrato in figura, le due sottobande
sono ugualmente popolate facendo risultare una magnetizzazione nulla.
Supponiamo adesso che sia presente una interazione di exchange. Co-
me gia` abbondantemente spiegato, questa interazione fa in modo di allineare
i momenti in una direzione preferenziale: si suppongo che sia la direzione
up. Al fine di diminuire la loro energia, alcuni elettroni si trasferiscono dalla
sottobanda down a quella up. Quando questo accade si sviluppa una ma-
gnetizzazione netta e le energie delle due sottobande non sono piu` uguali.
La magnetizzazione risultante e` quella di saturazione osservata nel ferroma-
gnetismo. L’intensita` di questa magnetizzazione dipende dal relativo spo-
stamento delle due sottobande che, a sua volta, e` determinato dalla forza
dell’interazione di exchange e dalla forma della banda.
Quando un elettrone cambia il suo momento perde una quantita` di ener-
gia di exchange pari a 1
2
BM = 1
2
(µHw)M =
1
2
µ0λM
2 (il fattore 1
2
deriva
dal fatto che si sta calcolando l’energia per il singolo elettrone). Per il salto
di un solo elettrone tra una sottobanda e l’altra vale che M = 2µB : infatti
l’elettrone in esame ha cambiato il suo momento da −µB a +µB . In questa
maniera la perdita di energia per elettrone e` 1
2
µ0λ(2µB)
2 = 2µ0λµ
2
B
.
Potrebbe sembrare in prima analisi che il sistema ottenesse cos`ı la piu`
bassa energia quando tutti gli elettroni con spin down cambiassero i loro mo-
46
menti, cos`ı che il sistema si magnetizzerebbe completamente nella direzione
up. Questa e` una situazione che non potra` mai avvenire perche´, come mo-
stra la figura, gli elettroni trasferiti guadagnano in energia cinetica (l’energia
cinetica e` rappresentata nella figura con la distanza dal fondo della banda):
essi infatti sono piu` “lontani” dal fondo della banda. Perche´ sia possibile
il trasferimento e quindi che l’elettrone abbia il vantaggio di diminuire la
sua energia portandosi in una situazione energeticamente piu` stabile, deve
accadere che la perdita in energia di exchange superi in valore assoluto il gua-
dagno in energia cinetica. Abbiamo poc’anzi stimato la perdita di energia di
exchange, adesso andiamo a stimare la perdita di energia cinetica.
Si supponga che n elettroni vicini al livello di Fermi si trasferiscano dalla
sottobanda down a quella up. Il nuovo intervallo energetico ∆E occupato
sopra il livello di Fermi nella sottobanda up e` dato da n = 1
2
g(EF )∆E, dove
g(EF ) e` la densita` di stati al livello di Fermi (il fattore
1
2
serve per considerare
una sola direzione di spin perche´ g(EF ) tiene conto di entrambe le direzioni).
Per il trasferimento di un elettrone n = 1 e il guadagno di energia cinetica
e` ∆E = 2/g(EF ). Di conseguenza, la condizione per avere trasferimento di
elettroni da una sottobanda all’altra e quindi ferromagnetismo e`:
2µ0λµ
2
B
>
2
g(EF )
(2.23)
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che per esser soddisfatta si richiede un valore elevato della costante di exchan-
ge (fare riferimento alla (2.20)), il che richiede un guscio atomico di raggio
piccolo (Slater nel suo formalismo indicava detta quantita` con ra). Un altro
requisito per la verifica delle (2.23) e` che g(EF ) debba essere grande che si-
gnifica avere una bande strette nel metallo. Le due precedenti esigenze sono
in effetti correlate poiche´ piu` piccolo e` il raggio del guscio esterno meno ci
sara` sovrapposizione delle funzioni d’onda e piu` stretta sara` la banda. I pre-
cedenti requisiti sono soddisfatti dalla banda 3d del Fe, Co e Ni e dalla 4f
del Gd e Dy.
Il fatto che una grande g(EF ) provochi un aumento del ferromagnetismo,
e` evidente dal seguente ragionamento. Quando g(EF ) e` elevata, la banda puo`
accogliere un vasto numero di elettroni in un un range veramente piccolo di
energia e cos`ı il guadagno di energia cinetica da parte di un elettrone che
passa da una sottobanda all’altra diventa veramente piccolo. Al contrario,
se g(EF ) e` piccola, la banda e` essenzialmente larga (come lo e` la banda 4s)
e il guadagno in energia cinetica risulta elevato. La seguente figura mostra il
concetto appena spiegato.
La polarizzazione di una corrente che attraversa un ferromangete av-
viene proprio grazie alla differenza tra numero di stati up e numero di stati
down che essa trova nel ferromagnete. Infatti il maggior numero di elettroni
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Fig. 2.8 Occupazione delle bande 3d e 4s nel nickel. In media, 0.54 elettroni per atomo si
trasferiscono dalla banda 3d↓ verso la 4s (figura estratta da rif. [8]).
di tale corrente usera` per la conduzione la sottobanda con il numero maggiore
di stati occupabili. Tale sottobanda sara` quella allineata al campo molecola-
re del ferromagnete:gli elettroni suddetti modificheranno la direzione di spin
secondo quella del campo molecolare e la corrente risultera` cos`ı polarizza-
ta. Ovviamente il fenomeno dello scattering sara` il catalizzatore di questa
ridistribuzione.
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2.4 Decoerenza di spin
L’interfaccia F/N
van Son applico` le formule del “modello standard” per descrive-
re l’accumulazione di spin e la resistenza spin-dipendente nell’intorno di
un’interfaccia ideale F/N.
Adesso si mostrera` come una corrente polarizzata di spin nel bulk
del ferromagnete e` convertita in una corrente non polarizzata nella regio-
ne paramagnetica (metallo non ferromagnetico o semiconduttore) lontano
dall’interfaccia. C’e` la partecipazione di due fenomeni che sono tra loro con-
nessi.
Il primo e` la comparsa di una resistenza di interfaccia spin-dipendente
che e` data da:
RI =
∆µ
eI
=
α2
F
(σ−1
N
λN )(σ
−1
F
λF )
(σ−1
F
λF ) + (1− α2F )(σ
−1
N
λN )
(2.24)
Il secondo fenomeno che partecipa e` la divergenza all’interfaccia dei potenziali
elettrochimici degli elettroni con spin-up e spin-down, µ↑, µ↓. Cio` implica
che siamo in presenza di un’accumulazione di spin che ha il suo massimo
all’interfaccia:
µ↓ − µ↑ =
2∆µ
αF
(2.6)
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con il ∆µ dato dalla (2.24). La polarizzazione della corrente all’interfaccia e`
definita come segue:
P =
I↑ − I↓
I↑ + I↓
=
αF σNλF
σNλF + (1− α2F )σF λN
(2.25)
Fig. 2.9 Potenziali elettrochimici relativi agli elettroni con spin-up e spin-down quando una
corrente I scorre attraverso l’interfaccia F/N. Sono visibili in figura sia l’accumulazione di
spin sia la resistenza spin-dipendente. Questo grafico e` stato ottenuto per λN = 5 λF (figura
riadattata da rif. [8]).
Per ferromagneti convenzionali di solito si ha che 0.1 < αF < 0.7. Ne
consegue che, come ci dicono le espressioni precedenti, la grandezza della
resistenza spin-dipendente, l’accumulazione di spin e la polarizzazione del-
la corrente sono essenzialmente limitate dal piu` grande dei fattori σ−1
N
λN
e σ−1
F
λF . Poiche´ la condizione λF  λN e` verificata quasi sempre per i
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sistemi metallici, questa implica che la lunghezza di diffusione di spin nel fer-
romagnete e` il fattore limitante. Questo problema diventa progressivamente
piu` critico quando metalli ferromagnetici (sistemi ad alta conduttivita`) sono
usati per iniettare elettroni polarizzati di spin nei semiconduttori (sistemi a
bassa conduttivita`). Si discutera` questo aspetto del problema dell’iniezione
nel prossimo paragrafo.
Differenza di conduttivita`
Si consideri il sistema unidimensionale nel quale un ferromagnete (indice
i = 1), che si estende da x = −∞ a x = 0, e` in contatto con un semicondut-
tore compreso tra x = 0 e x = x0 (indice i = 2) che e` a sua volta in contatto
con un altro ferromagnete (indice i = 3) che si estende da x = x0 e x = +∞.
Questo sistema, che non e` altro che una semplice spin-valve, corrisponde al
circuito composto dai resistori R1↑,↓, R2↑,↓ e R3↑,↓ che rappresentano i due
canali di spin nelle tre regioni in cui e` diviso il suddetto sistema (Fig. 2.10). Si
ricorda che nella formula (2.2) abbiamo chiamato α la polarizzazione di spin.
Definiamo β1,3 ≡ α1,3(
+
−∞) la polarizzazione di spin nel bulk dei due ferro-
magneti. Assumiamo che le proprieta` dei due ferromagneti siano identiche e
facciamo in modo che le magnetizzazioni di questi ultimi possano assumere
orientamento parallelo (β1 = β3 e R1↑,↓=R3↑,↓) o antiparallelo (β1 = −β3
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e R1↑,↓=R3↓,↑). Per la magnetizzazione parallela (antiparallela) abbiamo
percio` che R1↑ + R3↑ 6= R1↓ + R3↓ (R1↑ + R3↑ = R1↓ + R3↓).
Fig. 2.10 (a) Modello semplificato a resistori di un dispositivo costituito da uno strato
di semiconduttore (SC) ai cui capi si trovano due contatti ferromagnetici (FM) 1 e 3. I
due canali spin indipendenti sono rappresentati dai resistori R1↑,↓, RSC↑,↓ e R3↑,↓. (b)
e (c) mostrano i potenziali elettrochimici nelle tre differenti regioni per la magnetizzazione
parallela (b) e antiparallela (c) dei ferromagneti (figura estratta da rif. [8]).
Poiche´ la tensione ai capi del dispositivo completo e` identica per tutti
e due i canali di spin ne risulta una tensione differente (caso parallelo) o
uguale (caso antiparallelo) ai capi dei resistori RSC↑ e RSC↓ (si ricorda che
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vale sempre RSC↑ = RSC↓ poiche´ nel semiconduttore le conduttivita` per i
due spin sono uguali).
Applichiamo la teoria del ”modello standard” al sistema appena descrit-
to per calcolare la differenza tra la resistenza nel caso di magnetizzazioni an-
tiparallele (Rant) e la resistenza nel caso di magnetizzazioni parallele (Rpar).
Si vedra` nel prossimo capitolo che al progettista di spin-valve non interessa
tanto la precedente quantita`, quanto il rapporto di tali resistenze relativamen-
te all’unita` (che in altre parole e` la precedente differenza ∆R = Rant−Rpar
divisa per Rpar):
∆R
Rpar
=
β2
1− β2
λ2
F
σ2
F
σ2
SC
x2
0
4(
2λF σSC
x0 σF
+ 1
)2
− β2
(2.26)
Si e` omessa la dimostrazione poiche´ non rientra negli obiettivi di questo ela-
borato (se il lettore fosse interessato a questa si riferisca a rif. [10]). Nel
prossimo capitolo tale quantia` verra` chiamata MMR. In poche parole que-
st’ultimo rappresenta l’entita` del segnale di spin.
L’aspetto piu` importante da notare e` che, a differenza del caso metallo-
metallo, il contatto metallo-semiconduttore ha un rapporto delle conduttivita`
di circa 103: σF /σSC ≈ 10
3. Come si puo` vedere dalla (2.26), cio` porta a una
grande attenuazione del segnale di spin, anche quando si considera che non
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avvenga nessun evento di spin-flip nel semiconduttore (infatti per ottenere la
(2.26) si e` considerato τsf = ∞).
Sebbene non si possa escludere che ci siano altre ragioni che concorro-
no alla soppressione del segnale di spin in dispositivi metallo-semiconduttore
(come per esempio una casuale precessione di spin indotta da un’interazione
spin-orbita oppure un trasferimento non ideale attraverso l’interfaccia), e`
evidente e provato sperimentalmente che la “differenza di conduttivita`” (in
inglese “conductivity mismatch”) tra semiconduttore e metallo ha la respon-
sabilita` maggiore.
Il problema della differenza di conduttivita` e` stato studiato in dettaglio
da Schmidt (rif. [10]). Il motivo per cui un mismatch di conduttivita` porta a
una cancellazione del segnale di spin e` facilmente sintetizzabile. Si e` scoperto
che il rapporto tra le correnti di spin up e di spin-down e` determinato dalla
resistenza totale incontrata nella regione [−λF ; +λN ] dove l’origine e` presa
all’interfaccia tra metallo e semiconduttore. Il fatto e` che realizzando un
contatto ohmico tra metallo e semiconduttore la resistenza spin-indipendente
del semiconduttore e` quella prevalente e cio` porta all’equivalenza delle due
correnti di spin. Dalla figura seguente (Fig. 2.11) e` evidente che, eccettuato
il caso in cui β e` molto vicino all’unita`, l’attenuazione del segnale di spin
dovuta al mismatching di conduttivita` e` sostanziale.
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Fig. 2.11 α2 in funzione di β per tre valori del rapporto σF /σsc. Notare come la pola-
rizzazione nel semiconduttore diminuisce al crescere del valore di suddetto rapporto (figura
estratta da rif. [8]).
Per risolvere il precedente problema si affacciano due soluzioni possibili.
La prima agisce sul matching delle conduttivita`, la seconda sulla natura del
contatto tra metallo e semiconduttore.
La prima soluzione consiste nell’usare al posto del ferromagnete un semi-
conduttore magnetico, cioe` un semiconduttore drogato con ioni magnetici. In
questa maniera essendo i due mezzi dello stesso tipo, entrambi semicondutto-
ri, il mismatch delle conduttivita` e` estremamente ridotto. Il lato negativo di
questa soluzione e` che i semiconduttori magnetici hanno una temperatura di
Curie molto bassa e quindi a temperatura ambiente e` difficile che conservino
proprieta` ferromagnetiche.
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La seconda soluzione invece si basa sull’interporre all’interfaccia tra me-
tallo e semiconduttore una barriera tunnel, per esempio utilizzando uno stra-
to di ossido di silicio SiO2. La barriera fornisce una resistenza tunnel che
e` spin-dipendente e impedisce che le due correnti di spin up e di spin do-
wn diventino paragonabili. Fert ha proprio calcolato l’intervallo in cui si
deve trovare il valore della suddetta resistenza tunnel (r∗
b
) per preservare
la polarizzazione di spin nel passaggio tra metallo e semiconduttore (per la
dimostrazione guardare rif. [11] ):
rSC
x0
λSC
< r∗
b
< rSC
λSC
x0
(2.27)
dove rN = ρN × λSC , cioe` il prodotto tra la resistivita` del semiconduttore e
la lunghezza di diffuzione di spin. Tutte le altre quantita` presenti nella (2.2)
sono gia` state definite in precedenza. Per controllare il valore della resistenza
tunnel possiamo scegliere opportunamente il materiale con cui realizzare la
barriera (questo aspetto naturalmente dipende molto dalla tecnologia che si
usa) e lo spessore dello strato di suddetto materiale.
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Capitolo 3
Programmi per simulazioni 1D
di Spin-Valve
3.1 Introduzione
In questo capitolo viene fornita una descrizione approfondita del disposi-
tivo che verra` simulato, dei programmi usati per la simulazione e della teoria
su cui questi si basano. Verrano in effetti presentate due tipologie di pro-
grammi: una che valuta semplicemente delle equazioni analitiche e un’altra
che sfrutta il metodo ricorsivo della matrice di scattering. Si ipotizza che
le interfacce di contatto dei vari materiali che formano la struttura abbiano
estensione trasversale infinita, in modo che il problema diventa effettivamante
unidimensionale, come specificato nel titolo del presente capitolo.
Come gia` anticipato brevemente in uno dei precedenti capitoli, i dispo-
sitivi simulati sono caratterizzati da trasporto balistico all’interno di ciascun
materiale, cioe` senza la presenza di eventi di scattering.
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3.2 Modelli fisici e primo programma
Il dispositivo principale a cui e` dedicato questo elaborato e` una spin-
valve a nanowire in silicio. Abbiamo gia` spiegato in breve che cosa sia una
spin-valve, adesso andiamo ad analizzarla da vicino e a spiegare i modelli fisici
usati per la sua descrizione. Si e` scelto il silicio perche´ permette un’ ottima
integrazione con i dispositivi elettronici esistenti e perche´ se ne conoscono
in maniera eccellente le proprieta` e la natura, essendo questo materiale il
principe indiscusso dell’elettronica odierna.
Una spin-valve a nanowire in silicio e` una struttura che, come suggerisce
il nome, e` costituita da un prisma di dimensioni nanometriche composto
generalmente da tre strati (o come vedremo in seguito anche piu` di tre): due
strati ferromagnetici separati da uno strato di silicio. Una corrente viene fatta
passare attraverso tale dispositivo. Il primo ferromagnete serve per effettuare
una polarizzazione di spin degli elettroni della corrente, mentre il secondo
funge da analizzatore, cioe` ostacola il passaggio degli spin con orientazione
contraria a quella del suo campo molecolare con le modalita` spiegate nel
precedente capitolo. Ricordando queste modalita` per cui la polarizzazione e
la rilevazione di spin avvengono solo in presenza di scattering spin-dipendente
nel ferromagnete, si capisce che il preannunciato regime balistico puo` avvenire
solo nel semiconduttore.
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Lo spessore del semiconduttore deve essere calcolato in modo tale che sia
abbastanza corto da rendere il trasporto balistico, ma abbastanza lungo da
permettere il disaccoppiamento magnetico dei ferromagneti necessario per il
funzionamento della spin-valve. Inoltre, se intendiamo far funzionare la spin-
valve tramite il fenomeno della tunnel magnetoresistance (TMR), bisogna
calibrare lo spessore del semiconduttore per avere una conduttanza rilevante.
Fissiamo un sistema di assi cartesiani per rendere piu` facile la visualiz-
zazione dei vari fenomeni nella struttura da parte del lettore. Chiamiamo
zˆ l’asse che attraversa perpendicolarmente i vari strati della struttura e yˆ
l’asse perpendicolare a zˆ e parallelo alle direzioni di magnetizzazione e di
spin. L’asse zˆ sara` quello su cui si concentrera` la nostra modellizzazione.
In tale modello cio` che cambia da uno strato all’altro sono le proprieta` del
conduttore stesso rappresentate dalla massa efficace delle particelle e la con-
figurazione delle bande energetiche.
Si puo` dedurre dal paragrafo precedente che tutta la struttura viene mo-
dellizzata come una sequenza di barriere e buche di potenziale. Quello che
vogliamo ottenere e` una quantita` opportunamente definita rappresentativa
della capacita` del singolo elettrone di passare l’intero multistrato supponen-
do inizialmente che i due ferromagneti siano polarizzati nel medesimo verso.
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Quello che fa al caso nostro e` il Coefficiente di Trasmissione, una quan-
tita` definita attraverso la risoluzione dell’equazione di Schro¨dinger per un
certo profilo di potenziale. In particolare ci interessera` il modulo quadro del
coefficiente di trasmissione, che non dipende dalla posizione lungo i terminali.
Si indichi con ψ la funzione d’onda che descrive uno stato propagante
nel dispositivo. Per definire il coefficiente di tramissione occorre introdurre
la Densita` di corrente di probabilita`:
~j(z) = −
h¯i
2m
[
ψ∗~∇ψ − ψ~∇ψ∗
]
(3.1)
La quantita` definita dalla (3.1) ci indica come la densita` di probabilita` nel
volume racchiuso dalla suddetta superficie vari nel tempo. Si fa presente che
con m si intende la massa efficace della particella nel mezzo e questa conven-
zione verra` mantenuta per tutto il resto dell’elaborato salvo dove specificato.
Il coefficiente di trasmissione T (z) e` definito come l’inverso del rap-
porto fra il modulo della densita` di corrente che entra in un certo volume e il
modulo della densita` di corrente che ne esce. Tale rapporto e` sempre uguale
o minore di 1:
T =
|jout|
|jin|
≤ 1 (3.2)
Il complementare del coefficiente di trasmissione appena definito e` il “coeffi-
ciente di riflessione” che e` definito in maniera simile al primo con la differenza
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che al numeratore abbiamo la densita` di corrente di probabilita` che viene ri-
flessa dalla superficie che racchiude il volume considerato anziche´ la corrente
trasmessa. La somma dei due coefficienti appena menzionati deve risultare
unitaria.
Quello che ci rimane da fare prima di risolvere il sistema di equazio-
ni che descrivono fisicamente la struttura e` definire un profilo di potenziale
nello strato ferromagnetico. Infatti il profilo di potenziale in tale strato e`
spin-dipendente: si ricordi che in un ferromagnete i livelli di energia degli
elettroni subiscono lo splitting di Zeeman con conseguente separazione delle
sottobande di spin up e di spin down. Percio`, come si e` visto nel preceden-
te capitolo, il fondo della sottobanda con orientamento di spin parallelo al
campo molecolare del ferromagnete subira` un abbassamento di una quantita`
energetica pari a meta` dell’energia di exchange di quel particolare ferroma-
gnete, mentre il fondo dell’altra sottobanda subira` un incremento della stessa
quantita`. Il vettore d’onda per il generico ferromagnete per ciascuna dire-
zione di spin e`:
k↑ =
√
2m
h¯2
(E − U0 + h) (3.3)
k↓ =
√
2m
h¯2
(E − U0 − h) (3.4)
dove h e` per l’appunto l’aliquota di energia di exchange di cui viene incre-
mentata o diminuita l’energia di ciascuna sottobanda. Ovviamente il vettore
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d’onda generico puo` essere reale o immaginario puro, a seconda che la parti-
cella abbia o no energia E maggiore della quantita` U+−h (la cosa e` natural-
mente valida anche nel caso in cui il mezzo non sia ferromagnetico cioe` per
h = 0).
La prima cosa che e` stata affrontata e` lo studio analitico della struttura,
ricavando un programma capace di studiare un profilo di potenziale a tre
strati come per esempio Fe-SiO2-Si oppure un semplice spin-valve come Fe-
Si-Fe.
La forma generale dell’equazione di Schro¨dinger indipendente dal tempo
e`:
Hˆzψ(z) = Eψ(z) (3.5)
dove Hˆz e` l’operatore Hamiltoniano monodimensionale, che puo` esser scritto,
tenendo conto della degenerazione di spin, nella seguente maniera:
Hˆz = −
h¯2
2m
(∂/∂z)2 + U(z)− h(z) σ (3.6)
dove troviamo il termine dell’energia cinetica − 1
2
(∂/∂z), di quella potenziale
U(z) e di quella di exchange −h σ dove −h(z) e` il campo molecolare e σ e`
l’operatore di spin di Pauli convenzionale. L’operatore di Pauli vale +1 per
la direzione di spin concorde a quella del campo molecolare e vale −1 per la
direzione contraria a quest’ultima.
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L’equazione di Schro¨dinger e` un equazione agli autovalori, la cui solu-
zione generale (riferita sempre al caso monodimensionale e a tempo fissato)
e`:
ψ(z) = Aeikz (3.7)
dove i e` il numero immaginario e A e` una costante da determinare imponendo
le condizioni al contorno. Nello studio di problemi di scattering in dispositivi
nanoelettronici e` buona norma normalizzare le costanti come quella appena
presentata in modo tale da associare a ciascuna funzione d’onda un flusso di
probabilita` unitario. Se sviluppiamo l’espressione della corrente di probabi-
lita` utilizzando la (3.7) e la imponiamo uguale a 1, si trova che il coefficiente
di normalizzazione risulta essere:
Cnorm =
√
m∗
√
h¯
1
√
k
(3.8)
Spesso si utilizza una normalizzazione leggermente diversa , con Cnorm =
1/
√
k, poiche´ la costante
√
m∗/
√
h¯ viene considerata un fattore comune a
tutte le funzioni d’onda coinvolte nel calcolo. Nel nostro caso il fattore di
normalizzazione e` comprensivo della quantita`
√
m poiche´ i dispositivi come la
spin-valve sono costituiti da piu` di un materiale e quindi abbiamo a che fare
con piu` di una massa efficace. Invece di scrivere le equazioni normalizzate
e portarsi dietro nel calcolo coefficienti simili a Cnorm, possiamo utilizzare
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le semplici funzioni d’onda non normalizzate e inserire tale normalizzazione
alla fine del calcolo come illustreremo tra breve.
In una dimensione la funzione d’onda generica che descrive il moto di
una particella in un mezzo puo` esser scritta come segue:
ψ(z) = Aeikz +Be−ikz (3.9)
Si noti che la funzione d’onda e` scritta come la sovrapposizione di due onde
monocromatiche che si propagano in direzione opposta. Supponendo che il
moto della particella sia originariamente verso le z positive, l’esistenza di
un’onda regressiva (progressiva nel caso che il moto originario fosse verso
le z negative) deriva dall’eventuale presenza di una o piu` discontinuita` (di
potenziale o di massa efficace) che provoca riflessione nel mezzo.
Per descrivere un multistrato dobbiamo mettere a sistema tante equa-
zioni come la (3.9) quanti sono gli strati attraversati dagli elettroni. Nel caso
rappresentato in Fig. 3.1 il sistema di equazioni sara`:
ψ(z) = Aeik1z +Be−ik1z (3.10a)
ψ(z) = Geik2z + Fe−ik2z (3.10b)
ψ(z) = Ceik3z (3.10c)
65
Fig. 3.1 Struttura a tre strati studiata dal programma analitico. Possiamo osservare che
gli strati piu` esterni sono ferromagnetici mentre lo strato intermedio non lo e` (energia di
exchange nulla: h=0).
Ovviamente, se l’energia della particella considerata e` minore di U2, la
seconda equazione avra` esponenziali con argomenti reali poiche´ il numero
d’onda corrispondente, come detto prima, sara` immaginario puro. La terza
equazione delle (3.10) manca dell’onda riflessa perche´, se supponiamo che
l’onda che investe la struttura venga da sinistra, non c’e` nessuna interfaccia
nel mezzo 3 che provochi la riflessione dell’onda che penetra in tale strato.
Le interfacce tra i tre mezzi provocano trasmissioni e riflessioni multiple nei
mezzi 1 e 2 e le prime due equazioni rappresentano la sovrapposizione di
tutti questi contributi. I cinque coefficienti da trovare sono in genere tutti
complessi.
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Se usiamo le (3.10) per trovare le densita` di corrente di probabilita` op-
portune richieste dalla definizione (3.2), otteniamo la seguente espressione
per il coefficiente di trasmissione della struttura in figura:
T =
jT
jI
=
k3 ∗m1
k1 ∗m3
|C|2
|A|2
(3.11)
In questo caso non abbiamo adottato la corretta normalizzazione della fun-
zione d’onda (come faremo anche in seguito) e, come abbiamo detto poc’anzi,
dobbiamo aggiungere un opportuno fattore di normalizzazione al risultato fi-
nale. Tale quantita` e` rappresentata dal rapporto (k3 ∗m1/k1 ∗m3) (mx e` la
massa efficace del mezzo x).
I coefficienti A e C che compaiono nel coefficiente di trasmissione si
trovano imponendo le condizioni al contorno delle funzioni d’onda (3.10) ad
ogni interfaccia. Di solito, avendo a che fare con regioni caratterizzate dalla
stessa massa efficace, queste condizioni al contorno sono rappresentate dalla
continuita` della funzione d’onda e della sua derivata nel punto di discon-
tinuita`. Nel nostro caso pero` la discontinuita` non e` solo di potenziale ma
anche di massa efficace. Questo fa s`ı che la condizione imposta sulla derivata
della funzione d’onda debba essere variata in modo da garantire la continuita`
della corrente di probabilita` in ogni punto del mezzo: invece di imporre la
continuita` di ∂ψ(z)/∂x dobbiamo imporre la continuita` di (1/m)∂ψ(z)/∂x.
Si sono trovate due espressioni per il coefficiente di trasmissione: una per il
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caso in cui l’energia E della particella sia sempre maggiore del potenziale e
un’altra nel caso che si abbia tunneling attraverso la barriera nel mezzo 2.
T(E>U2) = 4 nk1 nk
2
2
nk3
[(
nk3 nk2 + nk2 nk1
)
cos2(k2d)+
+
(
nk2
2
+ nk1 nk3
)
sin2(k2d)
]−1
(3.12a)
T(E<U2) = 4 nk1 nk
2
2
nk3
[(
nk3 nk2 + nk2 nk1
)
cosh2(k2d)+
+
(
nk2
2
− nk1 nk3
)
sinh2(k2d)
]−1
(3.12b)
dove i numeri d’onda k1 k2 e k3 sono, rispettivamente, associati ai mezzi 1
2 e 3. I k preceduti dalla lettera “n” sono normalizzati rispetto alla massa
efficace propria del particolare mezzo: cio` deriva sempre dall’imposizione
della condizione al contorno sulla derivata della funzione d’onda comprensiva
del termine 1/m.
Come si puo` notare, la seconda equazione, che e` legata al passaggio per
effetto tunnel, differisce dalla prima, a meno di qualche segno diverso, per
il fatto di avere seni e coseni iperbolici al posto di seni e coseni. Questo
deriva dal fatto che i seni e coseni iperbolici si adattano bene a descrivere i
modi evanescenti che nascono nel trasporto tunnel. Al contrario, le funzioni
oscillanti come seno e coseno sono legate ai modi propaganti, quelli cioe` riferiti
al trasporto al di sopra delle barriere. Non abbiamo riportato i dettagli della
trattazione algebrica perche´ non sono particolarmente significativi.
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Come anticipato all’inizio del capitolo, utilizzeremo il silicio come com-
ponente principale per le nostre strutture. Questo materiale non ha una
massa efficace unica, come per esempio ha il GaAs, ma ha tre masse efficaci
differenti: una per la direzione del trasporto e due per le direzioni ortogonali.
Percio` possiamo definire una massa longitudinale e due masse trasversali (in
realta` le due masse trasversali hanno valori identici e nel seguito distingue-
remo solo tra massa longitudinale e trasversale, anche se quest’ultima dara`
sempre un contributo doppio nei conti). Per il silicio abbiamo che la massa
longitudinale e` ml = 0.97m0 e la massa trasversale e` mt = 0.19m0, dove m0
e` la massa dell’elettrone libero.
Adesso emerge il problema di come tenere conto nei calcoli di questi due
valori di massa efficace. La soluzione che sembra essere quella piu` vicina al
caso reale e` quella di valutare per l’intera struttura il risultato con ciascuna
delle masse efficaci e poi sommare questi risultati parziali. Per esempio,
se il nostro scopo e` quello di calcolare il coefficiente di tramissione di una
certa struttura nella quale vi sono alcuni strati di silicio intervallati con
strati di materiali con massa efficace unica, si deve calcolare il suddetto
coefficiente considerando la massa longitudinale, ricalcolarlo con le due masse
trasversali (che come si e` detto sono uguali) e fare la somma dei risultati
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trovati ottenendo cos`ı il coefficiente di trasmissione totale:
Ttot = Tl + 2 ∗ Tr (3.13)
dove Tl e` il coefficiente di trasmissione calcolato tenendo conto della sola
massa efficace longitudinale, Tr quello con la massa efficace trasversale.
Nell’analisi dei dispositivi spintronici come la spin-valve e` utile trovare
un fattore di bonta` che quantifichi la capacita` del dispositivo di funzionare
come interruttore. Infatti, come abbiamo gia` spiegato precedentemente, una
buona spin-valve deve cambiare la sua conduttanza in modo significativo a
seconda della direzione di magnetizzazione relativa dei due ferromagneti ai
suoi estremi. In questo elaborato tale fattore di bonta` prende il nome di
MRR, che sta per “magnetoresistance ratio”, la cui definizione matematica
e` la seguente:
MRR =
GP −GA
GA
(3.14)
Questa definizione coincide con quella data da Slonczewski per la TMR
(tunnel magnetoresistance) e proprio per il fatto che tale fattore, a differenza
del nostro, e` specifico per il solo caso tunnel, abbiamo cambiato nome per
non creare equivoci. Le quantita` che compaiono nella (3.14) sono la condut-
tanza per unita` di superficie della struttura nello stato “parallelo” (GP ) e la
conduttanza per unita` di superficie in quello “antiparallelo” (GA). La con-
duttanza e` proporzionale al coefficiente di trasmissione tramite la quantita`
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che e` anche conosciuta col nome di “quanto di conduttanza”: 2e2/h e al nu-
mero dei modi propaganti. Il coefficiente 2 tiene conto della degenerazione di
spin. Per maggiore correttezza e` meglio aggiungere che tale proporzionalita`
diretta tra t e g si ha solo nel caso che si stia considerando una temperatura
pari allo zero assoluto. Vedremo piu` tardi come tale relazione deve essere
modificata nel caso di temperatura maggiore.
Con la teoria mostrata e` possibile creare un codice che calcoli in maniera
piuttosto accurata il coefficiente di trasmissione di una struttura a 3 strati
utilizzando le espressioni (3.12): per esempio una struttura costituita da Fe-
SiO2-Si. Possiamo adattare semplicemente tale codice al calcolo dell’MRR di
una struttura come Fe-Si-Fe oppure Fe-SiO2-Fe. Si fa presente che d’ora in
poi considereremo la polarizzazione del primo ferromagnete sempre parallela
a quella dello spin up. Di seguito viene riportato il corpo del suddetto codice
nella versione che calcola l’MRR.
implicit double precision (a-h,o-z)
real*8 k1u, k1d, k2, k3u, k3d, Tup, Tdown,Ga,Gp
real*8 nk1u, nk1d, nk2, nk3u, nk3d
real*8 msit, msil, msi, mox, mfe
real*8 Gpt, Gpl, Gat, Gal, Gpf, Gaf
write(6,*) ’Enter elow’
read(5,*) elow
elow=elow*1.602e-19
write(6,*) ’Enter ehigh’
read(5,*) ehigh
fermi=0.85*1.602e-19
ehigh=ehigh*1.602e-19
acca=0.75*1.602e-19
hbar=105.4571682e-36
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msit=0.19*9.1e-31
msil=0.92*9.1e-31
mox=0.42*9.1e-31
mfe=9.1e-31
rmh1=2.*9.1e-31/hbar**2
rmh2=2.*9.1e-31*0.42/hbar**2
write(6,*) ’Enter the number of points’
read(5,*) npoin
deltaen=(ehigh-elow)/(npoin-1)
u2=1.4*1.602e-19
C
C barrier Width
d=10e-9
C
open(unit=10,file=’nano.dat’,status=’unknown’)
La precedente parte e` quella dedicata alla dichiarazione delle variabili
e costanti utilizzate nel resto del programma, all’inizializzazione di parte
di esse, alla lettura di dati da tastiera e all’apertura del file di appoggio
“nano.dat”. Nello specifico: Elow, Ehigh e npoin sono, rispettivamente,
l’energia minore e maggiore di iniezione e il numero di punti utilizzati per
la discretizzazione di tale intervallo energetico, msil, msit, mox e mfe sono
rispettivamente i valori delle masse per il silicio (longitudinale e trasversa), la
massa usata per l’ossido e quella per il ferro, fermi e acca, rispettivamente,
le energie di Fermi e di exchange scelte. L’energia di exchange per uno strato
di ferro, seguendo il lavoro sperimentale del 1979 di Eastman (rif.[3]), e` di
0.75 eV per ciascuna sottobanda. Questa parte di codice provvede anche a
convertire le quantita` energetiche passate da tastiera da eV a Joul.
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La parte di codice che segue e` quella che implementa il calcolo dei coef-
ficienti di trasmissione e dell’MRR.
do i=1,npoin
e=elow+deltaen*(i-1)
if(e.LT.fermi) then
Ga=0
Gp=0
go to 1
else
do n=1,2
if(n.EQ.1) then
msi=msit
else
msi=msil
end if
rmh3=2.*msi/hbar**2
do j=1,2
k1u=dsqrt(rmh1*(e+acca))
k1d=dsqrt(rmh1*(e-acca))
nk1u=k1u/mfe
nk1d=k1d/mfe
if(j.EQ.1) then
k3u=dsqrt(rmh1*(e+acca))
k3d=dsqrt(rmh1*(e-acca))
else
k3u=dsqrt(rmh1*(e-acca))
k3d=dsqrt(rmh1*(e+acca))
end if
nk3u=k3u/mfe
nk3d=k3d/mfe
C
if(e.LT.u2) then
k2=dsqrt(rmh3*(u2-e))
nk2=k2/msi
part1u=(nk3u*nk2+nk2*nk1u)*cosh(k2*d)
part2u=(nk2**2-nk1u*nk3u)*sinh(k2*d)
C
Tup=4*(nk3u/nk1u)*(nk1u**2)*(nk2**2)/
# (part1u**2+part2u**2)
C
part1d=(nk3d*nk2+nk2*nk1d)*cosh(k2*d)
part2d=(nk2**2-nk1d*nk3d)*sinh(k2*d)
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Tdown=4*(nk3d/nk1d)*(nk1d**2)*(nk2**2)/
# (part1d**2+part2d**2)
if(j.EQ.1) then
Gp=Tup+Tdown
else
Ga=Tup+Tdown
end if
C
else
k2=dsqrt(rmh3*(e-u2))
nk2=k2/msi
part1u=(nk2*nk3u+nk1u*nk2)*cos(k2*d)
part2u=(nk1u*nk3u+nk2**2)*sin(k2*d)
C
Tup=4*(nk3u/nk1u)*(nk1u**2)*(nk2**2)/
# (part1u**2+part2u**2)
C
part1d=(nk2*nk3d+nk1d*nk2)*cos(k2*d)
part2d=(nk1d*nk3d+nk2**2)*sin(k2*d)
C
Tdown=4*(nk3d/nk1d)*(nk1d**2)*(nk2**2)/
# (part1d**2+part2d**2)
if(j.EQ.1) then
Gp=Tup+Tdown
else
Ga=Tup+Tdown
end if
end if
end do
if(n.EQ.1) then
Gpt=Gp
Gat=Ga
else
Gpl=Gp
Gal=Ga
end if
end do
Gpf=Gpl+2*Gpt
Gaf=Gal+2*Gat
end if
1 write(10,*) (e/1.602e-19), ((Gpf-Gaf)/Gaf), Gpf, Gaf
end do
close(10)
stop
end
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Fig. 3.2 (a) e (b) i profili di potenziale che “vedono” rispettivamente gli elettroni con spin
up e con spin down quando i ferromagneti hanno polarizzazioni orientate parallelamente. (c)
e (d) i profili di potenziale per la configurazione antiparallela (figura riadattata da ref. [5])
Come e` ben evidente, la struttura del precedente codice si articola su
tre cicli annidati: quello piu` esterno incrementa l’energia di iniezione, quello
intermedio controlla il valore della massa efficace nel silicio e quello piu` inter-
no controlla il relativo orientamento delle magnetizzazioni nei ferromagneti.
Nel codice si possono individuare le seguenti variabili: km e` il numero d’onda
dell’m-simo strato, nkm e` il numero d’onda dell’m-simo strato diviso per il
valore della massa efficace scelta per lo strato medesimo, e e` l’energia di inie-
zione e Tup e Tdown sono i coefficienti di trasmissione per lo spin up e per lo
spin down, rispettivamente. Essendo gli strati 1 e 3 ferromagnetici, il numero
d’onda relativo e` diverso per le due direzioni di spin e per distinguere i due
casi vengono poste le etichette “u” e “d” sulla destra del numero d’onda.
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Questa nomenclatura viene adottata per tutte le quantita` dipendenti dallo
spin nel programma.
Per ogni energia di iniezione si fanno due cicli per ognuno dei valori
che puo` assumere la massa efficace nel silicio, valutando, dentro ciascuno di
essi, Tup e Tdown per le due possibili orientazioni della magnetizzazione del
secondo ferromagnete (ossia lo strato etichettato con il numero 3) e si effet-
tua cio` cambiando segno all’energia di exchange all’interno dei k up e down
relativi al suddetto strato: si ricorda che nella spin-valve un ferromagnete
ha orientazione fissata ed e` solo per l’altro che questa puo` variare. Appena
ricavati Tup e Tdown si sommano per trovare la conduttanza a 0 K. Alla fine
del ciclo intermedio si otterranno quattro valori di conduttanza: due valori
con massa efficace trasversa, di cui uno valutato con ferromagneti polarizzati
parallelamente e l’altro con ferromagneti polarizzati antiparallelamente (Gpt
e Gat), e due valori valutati per il caso di massa efficace longitudinale consi-
derando sempre orientamento parallelo e antiparallelo dei ferromagneti (Gpl
e Gal). Per ottenere, per esempio, la conduttanza in regime di magnetiz-
zazioni parallele dobbiamo sommare i contributi parziali calcolati per masse
efficaci differenti e cioe` Gpl e Gpt: le masse efficaci trasversali sono due e
con valori identici e quindi si moltiplica per due il contributo relativo, Gpt
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(esattamente come prevedere la (3.13)). Si agisce similmente per il calcolo
della conduttanza in regime di magnetizzazioni antiparallele.
Per quanto riguarda poi il corpo del ciclo interno e` evidente che non e`
altro che l’implementazione delle relazioni (3.12) trovate: attraverso un salto
condizionale usiamo la relazione per il regime termoionico o quella per il regi-
me tunnel a seconda del valore che assume l’energia di iniezione relativamente
al potenziale della barriera. Per consentire il trasporto di cariche attraverso il
dispositivo, abbiamo optato per l’ipotesi di conferire agli elettroni un’energia
maggiore di quella del livello di Fermi (ottenuti con un apposito iniettore
di elettroni “caldi” e selezionati in energia con una distribuzione termica in-
torno all’energia di iniezione), supponendo peraltro applicata tra i terminali
della struttura una differenza di potenziale infinitesima: cio` verra` usato per
tutto il corso dell’elaborato.
3.3 Secondo programma
Il problema del programma “analitico” e` che diventa difficile scriverlo
per una struttura con piu` di tre strati: bisognerebbe infatti risolvere un
sistema a piu` di cinque incognite e imporre le condizioni al contorno per la
funzione d’onda e per la sua derivata per piu` di due interfacce. Si preferisce,
per studiare strutture piu` complesse, passare all’uso di un metodo che per
l’utente risulti piu` comodo, sfruttando la potenza di calcolo del computer per
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trovare una soluzione numerica. Ci si basa percio` sul metodo della S-matrix
dove S sta per “scattering”.
Fig. 3.3 Barriera di potenziale che separa due regioni a potenziale costante ma non neces-
sariamente uguale. I piani x1 e x2 sono posti dove l’energia potenziale e` costante e quella
cinetica positiva.
Useremo tale metodo per risolvere problemi sempre monodimensionali e
senza mixing dei modi di spin, cioe` senza fenomeni come lo spin-flip o come
l’accoppiamento spin-orbita che fanno passare un elettrone con un certo spin
da una sottobanda all’altra. Di conseguenza non useremo a fondo tutte le
possibilita` di questo metodo. A tal proposito scriveremo espressioni molto
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simili alle (3.10) con la differenza che stavolta le normalizzeremo per derivare
la S-matrix in maniera piu` diretta, senza dover passare da matrici intermedie
che complicano la trattazione.
Consideriamo una barriera di potenziale di forma qualsiasi che separa
due regioni a potenziale costante ma non necessariamente uguale (Fig. 3.3).
Si definiscano due piani di riferimento in x = x1 e in x = x2: il primo da
una parte della barriera e l’altro dall’altra, entrambi posti dove il potenziale
e` costante e l’energia cinetica risulta positiva.
Nelle due regioni a potenziale costante, che possono essere arbitraria-
mente corte, le funzioni d’onda possono essere scritte nella maniera gia` de-
scritta:
ψ1(z) =
√
m1
√
K1
[
AeiK1(z−z1) +Be−iK1(z−z1)
]
(3.15a)
ψ2(z) =
√
m2
√
K2
[
CeiK2(z−z2) +De−iK2(z−z2)
]
(3.15b)
I fattori
√
m1/
√
K1 e
√
m2/
√
K2 sono stati appunto inseriti per la norma-
lizzazione. Le densita` di corrente di probabilita`, avendo normalizzato le
espressioni delle funzioni d’onda, risultano cos`ı :
j+
1
= +
h¯
m
|A|2 , j+
2
= +
h¯
m
|C|2 (3.16a)
j−
1
= −
h¯
m
|B|2 , j+
2
= +
h¯
m
|D|2 (3.16b)
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dove gli apici + o − stanno a indicare la direzione di propagazione della
corrente parziale: il + e` similmente a prima il segno dell’onda che viaggia
da sinistra a destra, il − il segno dell’onda che viagga nella direzione oppo-
sta. In questa maniera il modulo quadrato del coefficiente di trasmissione
di un sistema come quello gia` studiato col programma analitico risulterebbe
semplicemente T = |C|2/|A|2.
Si osservi che le fasi delle funzioni d’onda a sinistra della barriera di
potenziale sono state riferite al piano in x = x1 e quelle a destra della barriera
al piano x = x2. Immaginiamo di avere, oltre alla sezione delimitata dai
piani 1 e 2, altre sezioni delimitate da altrettanti piani posizionati all’ascissa
generica x = xi e che tali sezioni abbiano una discontinuita` di potenziale
come per esempio la suddetta barriera. Per ogni sezione e` possibile scrivere
un sistema a due equazioni come quelle appena indicate. In tale maniera
le funzioni d’onda a destra (sinistra) della discontinuita` in una certa sezione
saranno uguali a quelle sulla sinistra (destra) della discontinuita` della sezione
immediatamente sulla destra (sinistra): l’uguaglianza suddetta deriva da un
accorgimento che va sempre fatto operando con le S-matrix e cioe` quello
di non porre nessuna discontinuita` (di potenziale o massa efficace) tra una
sezione e quelle vicine. Questa convenzione risulta molto vantaggiosa quando
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si deve trovare la matrice di scattering complessiva di una serie di sezioni
adiacenti partendo dalle matrici di scattering di ciascuna sezione.
Le ampiezze A eD delle due onde che viaggiano verso la barriera possono
esser viste come le variabili “fisicamente” indipendenti del sistema descritto
dalle (3.15). L’onda la cui ampiezza e` B puo` essere considerata la sovrappo-
sizione lineare della porzione riflessa dell’onda rappresentata dal coefficiente
A e dalla porzione trasmessa rappresentata da D. Si puo` scrivere percio`
B = ρ+A+ τ−D (3.17a)
dove ρ+ e` il coefficiente di riflessione per l’onda incidente in direzione zˆ, e τ−
quello di trasmissione dell’onda incidente in direzione −zˆ. Possiamo scrivere
il coefficiente C in maniera similare:
C = τ+A+ ρ−D (3.17b)
dove i termini τ+ e ρ− hanno un significato deducibile facilmente dal lettore
in quanto l’espressione (3.17b) e` la duale della (3.17a).
Le equazioni (3.17) possono essere poste in forma matriciale:
(
B
C
)
=
(
ρ+ τ−
τ+ ρ−
) (
A
D
)
= Sˆ
(
A
D
)
(3.18)
dove
Sˆ =
(
ρ+ τ−
τ+ ρ−
)
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e` la Matrice di Scattering, spesso chiamata semplicemente S-matrix. Si e`
posto il simbolo “hat” sulla S per indicare che Sˆ non e` un valore numerico ma
un operatore che agisce sul vettore colonna di ampiezze A e D. I coefficienti
di riflessione e di trasmissione sono tutti delle matrici n × m (dove n e` il
numero dei modi di ingresso della singola sezione e m il numero di quelli in
uscita).
Se abbiamo una struttura estesa con un profilo di potenziale variabile,
per applicare il formalismo della S-matrix, dobbiamo dividerlo in tante sezioni
ciascuna delle quali e` composta da una parte a potenziale costante, una
discontinuita` e un altro intervallo a potenziale costante. Questi intervalli a
potenziale costante possono essere piccoli a piacere. In pratica si divide il
profilo di potenziale in tante situazioni come quella studiata poc’anzi. Come
gia` anticipato, per trovare la matrice di scattering e quindi i coefficienti di
trasmissione e riflessione globali della struttura dobbiamo “comporre” le varie
matrici di scattering delle singole sezioni. Vediamo in breve queste regole di
composizione.
Scriviamo la (3.18) per due sezioni adiacenti della struttura (Fig. 3.4):
(
B
C ′
)
=
(
ρ+
1
τ−
1
τ+
1
ρ−
1
)(
A
D′
)
(3.19a)
(
D′
C
)
=
(
ρ+
2
τ−
2
τ+
2
ρ−
2
)(
C ′
D
)
(3.19b)
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Al fine di ottenere la matrice di scattering della sezione globale avente gli
ingressi della prima sezione e le uscite della seconda si devono eliminare C ′
e D′ dalle equazioni precedenti.
Fig. 3.4 Combinazione di matrici di scattering relative a due sezioni in sequenza (figura
estratta da rif. [7])
Non viene riportato il lungo procedimento algebrico che porta allo scopo
appena enunciato e ci limitiamo a scrivere esclusivamente i quattro termini
della matrice di scattering finale in funzione degli otto termini delle due
matrici di partenza.
ρ+ = ρ+
1
+ τ−
1
ρ+
2
(I − ρ−
1
ρ+
2
)−1τ+
1
(3.20a)
τ− = τ−
1
(I − ρ+
2
ρ−
1
)−1τ−
2
(3.20b)
ρ− = τ+
2
(I − ρ−
1
ρ+
2
)−1ρ−
1
τ−
2
+ ρ−
2
(3.20c)
τ+ = τ+
2
(I − ρ−
1
ρ+
2
)−1τ+
1
(3.20d)
dove la I e` la matrice identica.
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Tutte le precedenti matrici hanno uno schema fondamentale che le ac-
comuna tutte. Prendiamo, per esempio, la matrice di un coefficiente di tra-
smissione. Sopponiamo di avere n modi in ingresso sulla parte destra di una
sezione che vengono trasmessi verso la parte sinistra in altrettanti n modi (in
questo esempio si sta facendo un caso semplificato in cui si suppone per sem-
plicita` di non avere modi entranti da destra e quindi i modi uscenti da destra
sono solo il risultato della trasmissione di quelli entranti da sinistra). L’n-
simo modo sulla sinistra potra` esser trasmesso nell’n-simo modo sulla destra
oppure nel modo j-simo (con n 6= j) appartenente agli n− 1 modi. Per quel
modo ci saranno n coefficienti di trasmissione e questo sara` vero per tutti
gli n modi provenienti da sinistra. Percio` la matrice di trasmissione e` una
matrice n×n dove su ogni riga troviamo gli n coefficienti di trasmissione per
il singolo degli n modi sulla sinistra. In particolare, essa ha sulla diagonale
principale i coefficienti di trasmissione per ognuno degli n modi iniettati da
sinistra che viene trasmesso nell’n-simo modo sulla destra, mentre fuori dalla
diagonale principale ha i coefficienti di trasmissione derivanti dal mixing dei
modi di ingresso e di uscita dalla sezione. In generale il mixing dei modi av-
viene quando abbiamo un confinamento laterale della struttura che cambia
dimensioni tra una sezione e l’altra. Nel caso specifico dello spin, il mixing
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dei due modi di spin avviene in presenza di uno dei fenomeni enunciati sopra
come lo spin-flip scattering o come l’accoppiamento spin-orbita.
Nel caso di cui si occupa questo capitolo non abbiamo confinamento
laterale quindi i modi di propagazione sono solo due: uno con spin up e
uno con spin down. Inoltre non abbiamo il mixing dei canali di spin. Di
conseguenza ogni matrice di riflessione e trasmissione avra` questa forma:
(
a↑ 0
0 a↓
)
(3.21)
dove a sta al posto di ρ o τ .
Adesso andremo a descrivere il programma principale di questo elabo-
rato, che e` in grado di calcolare il coefficiente di trasmissione dello spin up
e dello spin down e l’MMR per una struttura composta da un numero di
strati a scelta dell’utente, con valori di potenziali e masse efficaci sempre a
scelta dell’utente. Esso si basa sulla matrice di scattering appena spiegata
e essenzialmente fa tre cose fondamentali: divide il profilo di potenziale in
sezioni come spiegato precedentemente, calcola la matrice di scattering per
ogni sezione e compone le matrici di scattering di sezioni adiacenti.
Prima di tutto illustriamo e spieghiamo come funziona la routine per
comporre le matrici di scattering. Deve essere intanto una routine che trat-
ta matrici 4 × 4; infatti, essendo le singole matrici dei coefficienti 2 × 2, la
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matrice di scattering di una sezione avra` dimensione doppia. Questo sot-
toprogramma e` concepito per eseguire alla lettera le regole di composizione
(3.20). Come si puo` notare, nelle (3.20) ci sono somme, moltiplicazioni,
sottrazioni e inversioni di matrici 2 × 2, percio` la routine di composizione
si dovra` avvalere di ulteriori sottoprogrammi che permettano di fare queste
operazioni tra matrici. Si riportano di seguito queste semplici routine:
Somma:
subroutine somma(A,B,n)
complex*16 A(n,n),B(n,n)
do i=1,n
do j=1,n
B(i,j)=A(i,j)+B(i,j)
end do
end do
return
end
Moltiplicazione
subroutine mult(A,B)
complex*16 A(2,2),B(2,2),C(2,2),sp
do i=1,2
do j=1,2
sp=(0,0)
do n=1,2
sp=sp+A(i,n)*B(n,j)
end do
C(i,j)=sp
end do
end do
do i=1,2
do j=1,2
B(i,j)=C(i,j)
end do
end do
return
end
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Inversione matrici
subroutine det(A, d)
complex*16 A(2,2),d
d=A(1,1)*A(2,2)-A(1,2)*A(2,1)
return
end
C
subroutine matrns(A, AT)
complex*16 A(2,2),AT(2,2)
do j=1,2
do i=1,2
AT(i,j)=A(j,i)
end do
end do
return
end
C
subroutine compl(A,Acomp)
complex*16 A(2,2), Acomp(2,2), At(2,2)
call matrns(A,At)
Acomp(1,1)=At(2,2)
Acomp(2,2)=At(1,1)
Acomp(1,2)=-At(2,1)
Acomp(2,1)=-At(1,2)
return
end
C
subroutine inv(A)
complex*16 A(2,2), Acomp(2,2), dt
call compl(A,Acomp)
call det(A,dt)
do i=1,2
do j=1,2
A(i,j)=Acomp(i,j)/dt
end do
end do
return
end
Si puo` osservare che tutte e tre le routine hanno una particolarita`: riscri-
vono il risultato ottenuto su una delle matrici di ingresso. Questo espediente
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e` stato usato per permettere una facile scrittura delle regole di composizione
cos`ı come sono state riportate nelle (3.20). Infatti in questa maniera si pos-
sono fare delle chiamate ricorsive a routine senza dover dichiarare per ogni
operazione una nuova matrice per memorizzare il risultato. Ovviamente cio`
viene permesso perche´ nella maggior parte dei casi il singolo coefficiente di
trasmissione o riflessione non compare una seconda volta nell’espressione di
composizione. Si fa notare che la routine di inversione di matrici e` composta
a sua volta dai sottoprogrammi necessari a calcolare la matrice invertita fina-
le: nello specifico la routine det calcola il determinante, matrns la trasposta,
compl il complemento algebrico e infine inv mette insieme i risultati per il
calcolo della matrice d’uscita che memorizzera` su quella di ingresso prima
di restituire il controllo al main. Non vengono riportate solo due subrouti-
ne di calcolo: quella che fa la differenza tra matrici, chiamata sott, che e`
esattamente uguale alla routine di somma tranne per il fatto che ha il segno
− invece del + e un’altra routine di moltiplicazione tra matrici chiamata
multT, uguale nella logica a quella riportata, con la sola differenza che salva
il risultato su una terza matrice. La routine multT e` stata creata per es-
sere invocata una sola volta in tutto il programma laddove non e` possibile
riscrivere il risultato della moltiplicazione su una delle matrici di ingresso,
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poiche´ una di esse verra` poi ulteriormente utilizzata nella stessa espressione
di composizione.
Il main invochera` la subroutine di composizione varie volte, sempre pas-
sandole matrici di scattering complete 4 × 4. La routine di composizione
dovra` poi estrarre dalla due matrici di scattering passate dal main le sot-
tomatrici 2 × 2 dei vari coefficienti di riflessione e trasmissione, calcolare i
nuovi quattro coefficienti e ricomporli per ottenere la matrice di scattering
4×4 d’uscita. L’operazione di scomposizione viene effettuata da un’apposita
subroutine col nome di Settore:
subroutine settore(A,B,C,D,E)
complex*16 A(4,4),B(2,2),C(2,2),D(2,2),E(2,2)
do i=1,2
do j=1,2
B(i,j)=A(i,j)
C(i,j)=A(i,j+2)
D(i,j)=A(i+2,j)
E(i,j)=A(i+2,j+2)
end do
end do
return
end
Adesso abbiamo spiegato tutto il necessario per poter comprendere come
funziona la routine di composizione Composition (troncato nel codice del
programma in “cpsition”):
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subroutine cpsition(A,B)
complex*16 A(4,4),B(4,4),S(4,4)
complex*16 I(2,2),t1p(2,2),t1l(2,2),r1p(2,2),r1l(2,2)
complex*16 t2p(2,2),t2l(2,2),r2p(2,2),r2l(2,2),C(2,2)
I(1,1)=(1,0)
I(2,2)=(1,0)
I(2,1)=(0,0)
I(1,2)=(0,0)
call settore(A,r1p,t1l,t1p,r1l)
call settore(B,r2p,t2l,t2p,r2l)
C
C coefficiente di trasmissione progressivo
C della nuova matrice di scattering (t+)
C
call mult(r1l,r2p)
call sott(I,r2p)
call inv(r2p)
call mult(r2p,t1p)
call mult(t2p,t1p)
do k=1,2
do j=1,2
S(k+2,j)=t1p(k,j)
end do
end do
C
C si rigenerano i coefficienti originali
C
call settore(A,r1p,t1l,t1p,r1l)
call settore(B,r2p,t2l,t2p,r2l)
C
C coefficiente di trasmissione regressivo (t-)
C
call mult(r2p,r1l)
call sott(I,r1l)
call inv(r1l)
call mult(r1l,t2l)
call mult(t1l,t2l)
do k=1,2
do j=1,2
S(k,j+2)=t2l(k,j)
end do
end do
C
C si rigenerano i coefficienti originali
C
call settore(A,r1p,t1l,t1p,r1l)
call settore(B,r2p,t2l,t2p,r2l)
C
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C coefficiente di riflessione progressivo(r+)
C
call multT(r1l,r2p,C)
call sott(I,C)
call inv(C)
call mult(C,t1p)
call mult(r2p,t1p)
call mult(t1l,t1p)
call somma(r1p,t1p,2)
do k=1,2
do j=1,2
S(k,j)=t1p(k,j)
end do
end do
C
C si rigenerano i coefficienti originali
C
call settore(A,r1p,t1l,t1p,r1l)
call settore(B,r2p,t2l,t2p,r2l)
C
C coefficiente di riflessione regressivo(r-)
C
call mult(r1l,r2p)
call sott(I,r2p)
call inv(r2p)
call mult(r1l,t2l)
call mult(r2p,t2l)
call mult(t2p,t2l)
call somma(t2l,r2l,2)
do k=1,2
do j=1,2
S(k+2,j+2)=r2l(k,j)
end do
end do
C
C ricopiamo il risultato sulla matrice B
C
do k=1,4
do j=1,4
A(k,j)=S(k,j)
end do
end do
return
end
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Abbiamo lasciato i commenti per una migliore comprensione del codice.
Si puo` notare nel precedente sottoprogamma che anch’esso salva il risultato su
una delle matrici di ingresso. Abbiamo visto nelle (3.20) che i vari coefficienti
vengono usati ripetutamente nelle quattro espressioni di composizione e si e`
detto che le varie routine di calcolo matriciale “sporcano” i dati che hanno
in ingresso per riscriverci sopra i risultati del calcolo che effettuano: le due
cose entrano evidentemente in conflitto poiche` dopo la prima espressione
di composizione useremmo dati sbagliati. Questo problema viene risolto
chiamando dopo ogni espressione di composizione la routine “settore” che
recupera dalle matrici originarie 4 × 4 i coefficienti corretti. E` evidente che
la routine “cpsition” usi alla lettera le (3.20).
Adesso si procede a descrivere in linea generale la struttura del main.
A parte il segmento di codice che si occupa del calcolo delle S-matrix per
la verie sezioni, il resto della struttura e` molto simile a quella del program-
ma “analitico” visto nel precedente paragrafo. In particolare ritroviamo gli
esatti tre cicli annidati che si occupano rispettivamente dell’incremento delle
energie di iniezione, del controllo del valore della massa efficace dei vari strati
e della relativa orientazione della magnetizzazione dei ferromagneti. Rispet-
to al programma analitico, abbiamo un ulteriore ciclo che si occupa di fare
una scansione delle sezioni dell’intera struttura per il calcolo della S-matrix
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globale. Tale ciclo sara` quello piu` interno. Vogliamo che questo programma,
sfruttando al massimo la sequenzialita` conferitagli dal calcolo tramite la ma-
trice di scattering, non sia limitato a trattare un potenziale con un numero
fissato di sezioni, ma che possa trattare una struttura con una complessita`
variabile.
Per rendere piu` facile la gestione dei dati in ingresso al programma
abbiamo limitato quelli inseriti da tastiera alle sole energie che delimitano il
range per la scansione (Einf e Esup), mentre quelli relativi alla struttura da
studiare vengono scritti in un file di ingresso nominato “qfermitoread.dat”. I
dati di tale file si trasferiranno all’inizio del codice in una matrice d’appoggio
che chiameremo M e contemporaneamente verranno portati nell’unita` di
misura opportuna prevista nel codice. Nella prima riga della matrice M
troviamo dei numeri interi che identificano i materiali usati nella struttura e
cio` lascia la possibilita` poter cambiare materiale semplicemente cambiando
la corrispondenza nel codice: infatti il tipo di materiale fa cambiare la massa
efficace usata per rappresentarlo nei calcoli. Nella seconda riga della matrice
M troviamo la distanza in eV dal livello di Fermi della banda dove avviene
la conduzione per ogni materiale. Per esempio, il silicio ha la banda di
conduzione a 0.55 eV dal livello di Fermi, mentre in generale in un metallo
la conduzione avviene al livello di Fermi quindi il numero cercato per il
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metallo sara` 0 eV. Nella terza e ultima riga della matrice M troviamo lo
spessore in nm di ogni strato della struttura. Ovviamente per permettere al
programma di caricare nella matrice la quantita` giusta di colonne, all’inizio
del file viene scritto un numero intero che ci informa del numero di strati
che ha la struttura. Nel file di lettura troviamo anche il numero di punti
da usare per la discretizzazione dell’intervallo energetico inserito da tastiera,
npoin, e la temperatura alla quale andiamo a valutare la conduttanza della
struttura, Temp (illustreremo in seguito che questo codice, a differenza di
quello analitico, e` in grado di calcolare la conduttanza per una temperatura
diversa dagli 0 K).
open(unit=12,file=’qfermitoread.dat’,status=’old’)
read(12,*) ir,ic
do i=1,ir
read(12,*) (M(i,j), j=1,ic)
end do
read(12,*) npoin
delta=(Esup-Einf)/(npoin-1)
read(12,*) Temp
close(12)
C
C si portano i dati nelle unit di misura opportune
C
do i=1,ir
do j=1,ic
if(i.EQ.2) then
M(i,j)=M(i,j)*1.602e-19
if(M(1,j).NE.1) M(i,j)=M(i,j)+Ef
end if
if(i.EQ.3) M(i,j)=M(i,j)*1e-9
end do
end do
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Mostriamo brevemente le parti preliminari di ciascun ciclo che non sono
comuni agli altri cicli. A ogni ciclo del do piu` esterno si incrementa l’energia
di iniezione salvandola in un vettore E(n) , si impone a zero l’ascissa xc che
indica per ogni sezione la posizione della discontinuita` e si forzano a zero
due variabili di controllo iu e id (di cui vedremo l’utilizzo tra breve). Nel
do loop subito piu` interno si assegna alla variabile che rappresenta la massa
efficace nel silicio, msi, il valore msit o msil a seconda che si stia eseguendo il
primo o il secondo ciclo del loop. Gli indici del ciclo adibito al controllo delle
direzioni di magnetizzazione sono le variabili jb e je che possono assumere
solo i valori 1 e 2: questo espediente e` usato per snellire i cancoli nel caso
si volesse sapere solo la conduttanza in regime parallelo (jb = 1 e je = 1)
o in regime antiparallelo (jb = 2 e je = 2). Nel caso standard del calcolo
del MRR le variabili assumono i valori jb = 1 e j2 = 2. A ogni ciclo del
precedente loop si forza a zero la matrice complessa di appoggio Sapp di
cui spiegheremo l’utilizzo tra breve. Infine, nel ciclo piu` interno si individua
la sezione in esame etichettandola con lo stesso indice che regola il ciclo e
vengono calcolate l’ascissa di ingresso della sezione xl, l’ascissa del punto di
discontinuita` xc e l’ascissa di uscita xr.
do n=1,npoin
E(n)=Einf+(n-1)*delta
xc=0
iu=0
id=0
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CC Si pone un ciclo per il calcolo del T
C tenendo conto che nel silicio
C abbiamo due valori di massa efficace
C
do jj=1,2
if(jj.EQ.1) then
msi=msit
else
msi=msil
end if
rmh3=2.*msi/hbar**2
C
C Si pone un ciclo per il calcolo di T in configurazione
C parallela e antiparallela
C
do ipar=jb,je
C
C si forza a zero la Sapp ad ogni ciclo di E
C
do k=1,4
do j=1,4
Sapp(k,j)=(0,0)
end do
end do
C
do i=1,(ic-1)
C
C si definiscono le variabili per il calcolo di ciascuna
s-matrix
C
xc=xc+M(3,i)
xl=xc-M(3,i)/2
xr=xc+M(3,i+1)/2
Di seguito si riporta la parte di codice che calcola energia di exchange e
massa efficace per il materiale di ingresso e per quello di uscita della sezione
i, etichettati rispettivamente con i e i+1.
if(M(1,i).EQ.1) then
hl=acca
rmhl=rmh1
ml=mfe
else
hl=0
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if(M(1,i).EQ.3) then
rmhl=rmh3
ml=msi
else
rmhl=rmh2
ml=mox
end if
end if
C
if(M(1,i+1).EQ.1) then
if(ipar.EQ.1) then
hr=acca
else
hr=-acca
end if
rmhr=rmh1
mr=mfe
else
hr=0
if(M(1,i+1).EQ.3) then
rmhr=rmh3
mr=msi
else
rmhr=rmh2
mr=mox
end if
end if
Nel pensare il codice si e` immaginato di mettere in fila tutti gli strati del
dispositivo a cominciare da x = 0 e procedendo verso le x positive. Avendo
necessariamente il dispositivo due strati ferromagnetici ai suoi capi, abbiamo
scelto che il primo che si incontra (procedendo sempre da 0 verso i valori
positivi della coordinata) sia quello a polarizzazione fissata, mentre l’altro
sia quello a polarizzazione variabile. In questa maniera lo strato i puo` essere
il primo ferromagnete oppure un semiconduttore o isolante (nella fattispe-
cie si sono scelti rispettivamente il silicio e l’ossido di silicio, ma vedremo
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presto che possiamo inserirne anche altri a piacere), lo strato i+1 il secon-
do ferromagnete o isolante o semicondutttore. E` per questo che la seconda
istruzione if e` piu` articolata, infatti, oltre ad assegnare le masse efficaci e le
energie di exchange, a seconda che si incontri il secondo ferromagnete, si deve
cambiarne la polarizzazione coordinatamente con il secondo ciclo globale piu`
interno. Le quantita` h, m, rmh sono rispettivamente l’aliquota di energia di
exchange dello strato in esame, la massa e il termine 2∗m/h¯2 che si incontra
nell’espressione del numero d’onda k. Le lettere “l” e “r” che si pongono
alla destra del nome delle precedenti variabili stanno per “left” e “right” per
indicare se sono relative allo strato di ingresso i della sezione o a quello di
uscita i+1.
Prima di procedere nella descrizione delle parti salienti del programma
bisogna mettere in chiaro alcuni aspetti teorici. Le quantita` che vengono
inserite nella matrice di scattering sono i coefficienti di trasmissione e rifles-
sione e non i loro quadrati come abbiamo fatto nel programma “analitico”.
Per trovare una espressione di queste quantita` conviene cambiare il modo in
cui abbiamo scritto le (3.10). In Fig. 3.5 e` disegnata l’interfaccia tra due
mezzi chiamati semplicemente 1 e 2. L’interfaccia e` situata alla coordinata
xr e i piani per il riferimento della fase (gia` visti nelle equazioni (3.15) sono
alle coordinate x1 e x2.
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Fig. 3.5 Interfaccia tra due mezzi con proprieta` differenti.
Immaginiamo un’onda che va dal mezzo 1 verso il mezzo 2: quando arriva
a incidere sull’interfaccia da` luogo a un’onda riflessa e a un’onda trasmessa.
Supponendo di studiare il caso propagante (k reali), possiamo descrivere
questa situzione in formule:
ψ1 = e
ik1(x−x1) + r1e
−ik1(x−x1) (3.22a)
ψ2 = t1e
ik2(x−x2) (3.22b)
come vediamo, l’onda nel mezzo 1 e` composta da quella incidente con am-
piezza unitaria e da quella riflessa che e` uguale a quella incidente sfasata di
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pi e moltiplicata per il coefficiente di riflessione. L’onda trasmessa e` un’onda
della stessa forma di quella incidente moltiplicata per il coefficiente di tra-
smissione. Se imponiamo la continuita` all’interfaccia della funzione d’onda
e della sua derivata divisa per il il termine di massa efficace come abbiamo
fatto in precedenza, troviamo il coefficiente di trasmissione e di riflessione
in funzione dei riferimenti spaziali e dei vari k e nk (abbiamo gia` usato i k
normalizzati nk nel programma analitico):
t1 =
2nk1
nk1 + nk2
ei[k1(xr−x1)+k2(x2−xr)] (3.23a)
r1 =
nk1 − nk2
nk1 + nk2
e2ik1(xr−x1) (3.23b)
Supponendo una situazione perfettamente analoga ma con onda proveniente
dal mezzo 2 verso il mezzo 1, si trovano i coefficienti speculari:
t2 =
2nk2
nk2 + nk1
ei[k2(x2−xr)+k1(xr−x1)] (3.23c)
r2 =
nk2 − nk1
nk2 + nk1
e2ik2(x2−xr) (3.23d)
Le espressioni che abbiamo usato per le funzioni d’onda non sono normaliz-
zate, cio` e` stato fatto per non dover fare i conti algebrici portandosi dietro
termini come
√
m/
√
k. Possiamo normalizzare alla fine dei calcoli, come ab-
biamo fatto in precedenza. Ponendo i risultati in forma matriciale, la matrice
di scattering per la sezione mostrata risulta:
S =
(
r1 t2
t1 r2
)
100
La matrice normalizzata risulta essere:
S =

 r1 t2
√
|v1|
|v2|
t1
√
|v2|
|v1|
r2

 (3.24)
Dove v1,2 = h¯k1,2/m1,2 e` la velocita` di gruppo del modo 1 o 2. Nel caso
di trasmissione tunnel le espressioni sono perfettamente le stesse, ma alcuni
k saranno, come gia` spiegato, immaginari puri. Nella (3.24) i coefficienti
“correttivi” sotto radice quadrata compaiono con il modulo per consentire
il calcolo della radice nel caso in cui alcuni di essi fossero immaginari puri.
Tali coefficienti “correttivi” provengono da questa semplice uguaglianza (per
esempio effettuata su t1):
t∗
1
=
B
A
=
b
√
m2√
|k2|
a
√
m1√
|k1|
=
b
a
√
|k1|m2
|k2|m1
= t1
√
|k1|m2
|k2|m1
dove abbiamo sostituito i coefficienti A e B con i loro normalizzati a
√
m1/k1
e b
√
m2/k2.
Adesso possiamo ritornare a descrivere il programma. Di seguito viene
riportata la parte decisionale riguardante i k per lo spin up e per lo spin
down relativa al solo strato i (infatti la parte relativa allo strato adiacente
i+1 e` esattamente uguale, tranne che ha hr al posto di hl e i+1 al posto di
i):
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if(E(n).GT.(M(2,i)-hl)) then
klu=dcmplx(dsqrt(rmhl*(E(n)-(M(2,i)-hl))),0)
else
klu=dcmplx(0,dsqrt(rmhl*((M(2,i)-hl)-E(n))))
if(i.EQ.1) iu=iu+1
end if
C
if(E(n).GT.(M(2,i)+hl)) then
kld=dcmplx(dsqrt(rmhl*(E(n)-(M(2,i)+hl))),0)
else
kld=dcmplx(0,dsqrt(rmhl*((M(2,i)+hl)-E(n))))
if(i.EQ.1) id=id+1
end if
C
mklu=dsqrt((dimag(klu))**2+(dreal(klu))**2)
mkld=dsqrt((dimag(kld))**2+(dreal(kld))**2)
Come e` evidente, a seconda che l’energia sia maggiore o minore del
potenziale in una certa regione, si sceglie il regime evanescente o propagante
(k reale o immaginario). Questa porzione di codice calcola anche i valori
assoluti dei k, mklu e mkld per lo spin down e per lo spin up. Potrebbe
presentarsi il caso in cui l’energia della particella fosse minore del fondo della
banda dei ferromagneti. In tal caso ovviamente non ci sarebbe propagazione.
E` per questo che abbiamo creato le variabili di controllo iu e id che verificano
la presenza di tale condizione: se restano 0 si procede con il calcolo per tutta
la struttura, altrimenti, se subiscono un incremento, si pone a 0 il coefficiente
di trasmissione corrispondente e si ritorna al ciclo esterno incrementando
l’energia.
Si osservino gli argomenti degli esponenziali delle (3.23): alcuni di essi
contengono sia il k del mezzo i sia il k del mezzo i+1. E` necessario controllare
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ogni addendo di ciascun esponente, cambiarlo di segno se il k al suo interno
e` immaginario puro e scriverlo nella parte corretta della rappresentazione
dell’esponente:
if(dimag(klu).EQ.0) then
esp1=dcmplx(0,2*mklu*(xc-xl))
if(dimag(kru).EQ.0) then
esp2=dcmplx(0,mklu*(xc-xl)+mkru*(xr-xc))
esp3=dcmplx(0,2*mkru*(xr-xc))
else
esp2=dcmplx(-mkru*(xr-xc),mklu*(xc-xl))
esp3=dcmplx(-2*mkru*(xr-xc),0)
end if
else
esp1=dcmplx(-2*mklu*(xc-xl),0)
if(dimag(kru).EQ.0) then
esp2=dcmplx(-mklu*(xc-xl),mkru*(xr-xc))
esp3=dcmplx(0,2*mkru*(xr-xc))
else
esp2=dcmplx(-mkru*(xr-xc)-mklu*(xc-xl),0)
esp3=dcmplx(-2*mkru*(xr-xc),0)
end if
end if
Abbiamo riportato il ciclo decisionale solo per lo spin up poiche´ quello
per lo spin down non differisce solo altro che per i k. Abbiamo un annida-
mento delle istruzioni decisionali perche´ il k dello strato i puo` essere reale o
immaginario puro e per ciascuno dei suddetti eventi puo` succedere che il k
dello strato i+1 sia indifferentemente reale o immaginario puro a sua volta:
sono in tutto quattro casi diversi che vanno trattati separatamente.
Una volta calcolati gli esponziali si puo` passare al calcolo delle (3.23) e
assemblare cos`ı la matrice di scattering per la sezione in esame. Per lo spin
up:
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Sric(1,1)=((mr*klu-kru*ml)/(klu*mr+kru*ml))*cdexp(esp1)
Sric(3,3)=((kru*ml-klu*mr)/(klu*mr+kru*ml))*cdexp(esp3)
Sric(1,3)=(2*kru*ml/(klu*mr+kru*ml))*
# dsqrt((mklu*mr)/(mkru*ml))*cdexp(esp2)
Sric(3,1)=(2*klu*mr/(klu*mr+kru*ml))*
# dsqrt((mkru*ml)/(mklu*mr))*cdexp(esp2)
Per lo spin down:
Sric(2,2)=((kld*mr-krd*ml)/(kld*mr+krd*ml))*cdexp(esp1)
Sric(4,4)=((krd*ml-kld*mr)/(kld*mr+krd*ml))*cdexp(esp3)
Sric(2,4)=(2*krd*ml/(kld*mr+krd*ml))*
# dsqrt((mkld*mr)/(mkrd*ml))*cdexp(esp2)
Sric(4,2)=(2*kld*mr/(kld*mr+krd*ml))*
# dsqrt((mkrd*ml)/(mkld*mr))*cdexp(esp2)
Una volta calcolati i coefficienti dobbiamo forzare a 0 tutti i termini
della matrice di scattering relativi al mixing dei modi come mostrato nella
(3.21):
do k=1,4
do j=1,4
if(k.NE.j.AND.abs(k-j).NE.2) Sric(k,j)=(0,0)
end do
end do
Spendiamo le ultime parole per chiarire un aspetto della gestione del
programma per quanto riguarda la composizione delle matrici di scattering.
Abbiamo gia` detto che il programma scansiona la struttura sezione dopo
sezione componendo le varie matrici di scattering fino a trovare la matrice
di scattering globale. In questo processo esso usa due matrici Sapp e Sric:
nella prima (matrice di appoggio) memorizza la matrice di scattering della
struttura parziale fino alla sezione che sta valutando a un certo istante e
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nella seconda (matrice ricorsiva) scrive la matrice di scattering calcolata per
la suddetta sezione. Quando si esce dai quattro cicli detti, la matrice di
scattering complessiva si trova nella matrice Sapp.
Ottenuta la matrice finale, se ne estraggono i coefficienti e se ne fa il
modulo quadro. Per ogni energia, cioe` uscendo dai tre cicli piu` interni, si
ottengono 8 quantita`: i coefficienti di trasmissione per lo spin up e per lo spin
down, calcolati sia con la massa efficace longitudinale sia con la massa efficace
trasversale, che vengono a loro volta calcolati per orientamento parallelo e
antiparallelo dei ferromagneti. Alla fine del ciclo sulle energie si sommano i
contributi di massa longitudinale e massa trasversale per i quattro casi di Tup
e Tdown in configurazione parallela e antiparallela (sempre moltiplicando per
2 il contributo della massa trasversale come mostrato dalla 3.13). Il Tup e il
Tdown in configurazione parallela vengono posti su righe diverse della matrice
chiamata Tparal che ha due righe e tante colonne quante sono le energie che
iniettiamo. I coefficienti in configurazione antiparallela vengono inseriti in
una matrice analoga alla precedente dal nome Tanti.
Quello che abbiamo ottenuto e` un risultato proporzionale all’MMR allo
zero assoluto (per trovare un risultato esattamente uguale bisognerebbe mol-
tiplicare per il gia` menzionato quanto di conduttanza e per il numero di modi
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propaganti nella sezione considerata). Per una temperatura maggiore dello
zero assoluto vale l’espressione di Landauer-Bu¨ttiker per la conduttanza:
G =
2e2
h
∫
Σ
Np
i,j=1
Tij(E)
(
−
∂f
∂E
)
dE (3.25)
Dentro le parentesi tonde abbiamo l’inverso della derivata della funzione
Fermi-Dirac e la sommatoria sui Tij altro non e` che la somma di tutti gli
elementi della matrice di trasmissione (i e j sono come gia` spiegato rispet-
tivamente i modi che si propagano in uscita dalla sezione e i modi che si
propagano in ingresso). Nel nostro caso per ogni energia iniettata del siste-
ma abbiamo solo due modi e non abbiamo mixing tra loro. Percio` la suddetta
quantita` si riduce a:
ΣTij(E) = Tup(E) + Tdown(E)
Il programma deve effettuare il suddetto integrale con Tup e Tdown che cam-
biano a ogni energia. La derivata della Fermi-Dirac viene centrata sul valore
di energia che supponiamo di iniettare di volta in volta. Per ogni valore
del “quasi livello di Fermi” facciamo l’integrale suddetto e troviamo il valore
dell’MMR per quel particolare valore di energia. Facciamo un esempio. Per
un determinato valore di energia di iniezione si deve calcolare l’integrale di
tutti i coefficienti di trasmissione con la derivata della Fermi-Dirac centrata
sul valore di energia iniettato. Si capisce bene che si devono anche avere i
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coefficienti di trasmissione corrispondenti a energie maggiori di quella iniet-
tata: questo impedisce il calcolo dell’integrale in tempo reale cioe` dentro il
ciclo responsabile dell’incremento energetico. Adesso si capisce come mai
abbiamo salvato i vari coefficienti nelle matrici Tparal e Tanti e le energie
di iniezione corrispondenti nel vettore E. Fatto cio`, si puo` passare al calcolo
dell’integrale. Di seguito riportiamo il frammento di codice adibito al calcolo
dell’integrale.
nextr=int((0.15*1.602e-19)/delta)
do mp=(nextr+1),(npoin-nextr)
qEf=E(mp)
mediaup1=0
mediadown1=0
mediaup2=0
mediadown2=0
do n=(mp-nextr),(mp+nextr)
espf=exp((E(n)-qEf)/(kbol*temp))
devf=-espf/(kbol*temp*(1+espf)**2)
mediaup1=mediaup1+Tparal(1,n)*(-devf)*delta
mediadown1=mediadown1+Tparal(2,n)*(-devf)*delta
mediaup2=mediaup2+Tanti(1,n)*(-devf)*delta
mediadown2=mediadown2+Tanti(2,n)*(-devf)*delta
end do
Gpar=mediaup1+mediadown1
Gant=mediaup2+mediadown2
if(MMRdec.EQ.1) then
write(13,*) (qEf/1.602e-19),Gpar
else
if(MMRdec.EQ.2) then
write(13,*) (qEf/1.602e-19),Gant
else
write(13,*) (qEf/1.602e-19),((Gpar-Gant)/Gant)
end if
end if
end do
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dove qEf e` il valore del “quasi livello di Fermi”. Si osservi che ci sono
due cicli annidati: quello piu` esterno che cambia l’energia di iniezione, e di
conseguenza trasla il centro della derivata della funzione di Fermi-Dirac, e
quello piu` interno che calcola il singolo integrale. mediaup e mediadown sono
gli integrali parziali che andranno a contenere il valore dell’integrale finale
alla fine del ciclo interno. Una volta concluso il ciclo piu` interno si somma-
no l’integrale per lo spin up e per lo spin down ottenendo i due valori di
conduttanza in regime parallelo e antiparallelo Gpar e Gant. L’istruzione de-
cisionale alla fine del segmento serve solo per impostare da tastiera se si vuole
in uscita Gpar, Gant oppure MMR (la variabile che viene controllata MMR-
dec e` la stessa che cambia gli indici del loop responsabile dell’orientamento
delle magnetizzazioni dei ferromagneti). Si osservi che la scansione del vet-
tore di energie non e` fatta per tutta la sua lunghezza ma parte da un valore
nextr+1 e arriva a un valore npoin-nextr (si ricorda che npoin e` il numero
massimo di energie di scansione del vettore E). La parte utile della derivata
della Fermi Dirac, quella sensibilmente diversa da zero, sta in un inervallo
di ampiezza 10kT intorno al suo centro (k e` la costante di Boltzmann e T la
temperatura assoluta). nextr e` esattamente il numero di intervalli energetici
che serve per ottenere il valore suddetto arrotondato per difetto (la lunghezza
dell’intervallo energetico e` pari alla differenza tra due valori vicini di energie
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di iniezione). Il fatto e` che se centrassimo la derivata della funzione di Fermi-
Dirac in uno dei valori del “quasi livello di Ferm” che distano dagli estremi
dell’intervallo di scansione di una quantita` minore di 5kT l’integrale per quel
valore di energia sarebbe errato poiche´ la derivata della Fermi-Dirac avreb-
be una coda non nulla lasciata fuori dall’integrazione. Percio` il programma
e` stato fatto in modo che la derivata della Fermi-Dirac abbia la sua parte
significativa sempre compresa nell’intervallo di scansione.
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Capitolo 4
Analisi e spiegazione
dei risultati
4.1 Introduzione
Verranno presentati di seguito i risultati ottenuti con i programmi de-
scritti nel precedente capitolo. Naturalmente, anche se tali codici sono stati
sviluppati sulla base di un modello fisico ben preciso, e` bene accertarsi che
abbiano la capacita` di produrre risultati consistenti con la realta`. Percio`
verra` mostrato a tal proposito un lavoro sperimentale, trovato in letteratu-
ra, il cui risultato viene riprodotto fedelmente dal nostro programma. Infine
ci dedicheremo alle strutture di spin-valve che abbiamo deciso di studiare
mettendo in risalto i pregi e i difetti di ciascuna tipologia.
110
4.2 Verifica programma
Nel 1998 Tezuka e Miyazaki (ref. [2]) studiarono accuratamente la di-
pendenza dell’MMR in relazione all’altezza di barriera, al fine di chiarire il
meccanismo del fenomeno di tunneling magnetico. Essi usarono una semplice
spin-valve a tre strati molto simile a quella vista nel capitolo precedente: due
elettrodi di ferro (Fe) separati da uno strato di ossido di alluminio (Al2O3).
E` ovvio che per eseguire la simulazione suddetta si deve calcolare l’MMR per
varie altezze della barriera e sperimentalmente cio` significa cambiare fisica-
mente la barriera di potenziale.
Fig. 4.1 Confronto tra dati sperimentali e analitici per la struttura Fe/Al2O3 a 4.2 K(figura
riadattata da ref. [2]).
111
Cambiando il tempo e la temperatura di ossidazione si riesce a controllare
l’altezza di tale barriera (almeno cos`i sostengono gli autori del lavoro citato).
Per ottenere un valore dell’MMR meno affetto da errore si puo` sfruttare il
metodo di misura a “4 contatti”. Ottenuto un sufficiente numero di risultati e`
possibile costruire un grafico che abbia sulle ascisse l’altezza Φ della barriera
(in eV) e sulle ordinate l’MMR (in percentuale). I ricercatori giapponesi
hanno scoperto che l’andamento delle curve ottenute simulando le equazioni
del modello dell’elettrone libero di Slonczewski approssimava molto bene
quello dei dati sperimentali (Fig 4.1)
Il nostro programma analitico e` una mera implementazione delle equa-
zioni fondamentali trovate applicando il modello dell’elettrone libero e quindi
siamo piuttosto sicuri che dia risultati corretti. Al contrario, il programma
che si basa sulla S-matrix (che da qui in avanti chiameremo “programma ma-
triciale” per abbreviare) e` molto complesso, ha molte variabili e costanti e
molti salti condizionali. Si capisce che e` facile commettere errori. Per questo
motivo abbiamo utilizzato il risultato dei ricercatori giapponesi e quello del
programma analitico per cercare conferme sulla validita` del suddetto codice.
Si ricorda che il programma matriciale e` adatto a studiare la situazione
in cui l’energia potenziale delle barriere sia definita in un file e rimanga
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inalterata per tutta l’esecuzione del programma, mentre l’energia di iniezione
della particella viene variata.
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Fig. 4.2 Grafico che riproduce le curve calcolate dai ricercatori Tezuka e Miyazaki. Sulle
ascisse si ha l’altezza di barriera e sulle ordinate si ha il valore dell’MMR.
E` ovvio che bisogna invertire il problema se vogliamo riprodurre il grafico
dei giapponesi dove e` variata l’energia potenziale di barriera mentre l’energia
di iniezione e` unica e pari a quella di Fermi. La modifica e` assai veloce. Da ta-
stiera inseriamo l’energia di Fermi (quella di iniezione) e l’energia potenziale
massima che deve avere la barriera in questione.
Si riportano le caratteristiche della struttura in un file come nella ver-
sione del codice che abbiamo descritto, solo che l’altezza della barriera ivi
specificata e` quella minima che tale barriera puo` assumere. Si caricano i dati
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del file sulla matrice M come veniva fatto prima. Nel ciclo piu` esterno verra`
incrementata l’energia di barriera e, per non cambiare il codice precedente-
mente scritto, tale valore verra` rinnovato nella stessa matrice M che possiede
i dati iniziali della struttura. Tutto il corpo del programma non e` influen-
zato dalla modifica, tratta sempre le stesse quantita`: l’energia E e` sempre la
stessa solo che rimane costante e la posizione M(2,2) che contiene l’altezza
di barriera e` sempre uguale tranne per il fatto che sara` essa a variare. In
tutto questo bisogna stare attenti che l’energia di Fermi inserita sia sempre
minore del minimo valore che puo` assumere l’altezza della barriera di poten-
ziale: si ricorda che le prove sperimentali a cui la Fig.(4.1) si riferisce sono
inerenti al solo caso di attraversamento tunnel della barriera. Come ultima
cosa bisogna aggiungere che i dati sperimentali mostrati in Fig. 4.1 sono stati
ottenuti a una temperatura di 4 K, molto vicina allo zero assoluto per que-
sto tipo di problema e quindi abbiamo tolto la parte relativa all’integrazione
della conduttanza. In Fig 4.2 si puo` vedere il risultato ottenuto da noi con il
programma matriciale. Si puo` notare che l’andamento del grafico e` veramen-
te molto simile a quello ottenuto dai ricercatori giapponesi: crediamo che si
possa affermare che la prima delle due verifiche proposte sia andata a buon
fine.
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Fig. 4.3 Grafico dell’MMR ottenuto con il programma analitico per la struttura a tre strati
Fe-Si-Fe.
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Fig. 4.4 Grafico dell’MMR ottenuto con il programma matriciale per la struttura a tre
strati Fe-Si-Fe.
La seconda verifica riguarda, come si e` detto, il confronto con il program-
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ma analitico. Quest’ultimo calcola la conduttanza allo zero assoluto come
fa l’ideatore del “modello dell’elettrone libero” Slonczewski nel suo paper.
Percio` ancora una volta dobbiamo saltare la parte relativa all’integrazione
della conduttanza nel codice matriciale. La struttura per la verifica e` una
semplice struttura a tre strati (l’unica che il semplice codice analitico puo`
trattare): Fe-Si-Fe oppure Fe-SiO2-Fe. Nelle figure 4.3 e 4.4 sono riportati
i grafici prodotti dai due programmi per le strutture a tre strati suddette:
sovrapponendoli coincidono perfettamente.
Si precisa che in Fig. 4.3 e in Fig. 4.4 sulle ascisse abbiamo l’energia
di iniezione e sulle ordinate il valore dell’MMR. Questa scelta sara` tenuta
per tutte le prossime figure, eccettuati eventuali casi in cui venga specificato
diversamente.
4.3 Simulazioni
Nei grafici precedenti (Fig. 4.3 e Fig. 4.4) sono ben visibili gli intervalli
di energia corrispondenti alla conduzione tunnel e alla conduzione termoio-
nica. Nel caso della spin-valve con silicio, il valore di ascissa E = 1.4 eV
corrisponde all’energia di iniezione sufficiente a eguagliare quella potenziale
di barriera. Si ricorda che tutte le energie sono riferite al fondo della ban-
da del ferro (percio` agli 0.85 eV del livello di Fermi dobbiamo sommare gli
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0.55 eV della barriera di silicio ottenendo appunto 1.4 eV). Si osservi co-
me sia ben visibile il cambiamento di regime nel punto di energia suddetto:
per energie inferiori si ha un grafico che prima scende o poi sale in manie-
ra uniforme mentre per energie superiori si ha una curva che oscilla. Cio`
accade perche` i coefficienti di trasmissione, e quindi l’MMR, sono descritti
da funzioni iperboliche nel regime tunnel e da funzioni oscillanti nel regime
termoionico (si ricordino le formule (3.12) del capitolo 3).
Il regime tunnel, vuoi che sia l’energia di iniezione a variare vuoi che
sia quella potenziale della barriera, e` sempre caratterizzato da un partciolare
andamento. Cercheremo di derivare tale profilo matematicamente avvalen-
dosi di qualche lecita approssimazione. Si inizia considerando la relazione
(3.12b) (quella valevole per il regime tunnel) che riscriviamo per comodita`
del lettore.
T(E<U2) = 4 nk1 nk
2
2
nk3
[(
nk3 nk2 + nk2 nk1
)
cosh2(k2d)+
+
(
nk2
2
− nk1 nk3
)
sinh2(k2d)
]−1
(3.12b)
Trasformiamo ciascuna funzione iperbolica con la somma di due esponenziali,
ottenendo:
T(E<U2) = 16 nk1 nk
2
2
nk3 ·
·
[(
nk3 nk2e
−k2d + nk2 nk1e
−k2d + nk3 nk2e
k2d + nk2 nk1e
k2d
)2
+
117
+
(
nk1 nk3e
−k2d − nk2
2
e−k2d − nk3 nk1e
k2d + nk2
2
ek2d
)2]−1
(4.1)
Adesso facciamo l’ipotesi che e−k2d  1 poiche´ siamo interessati solo al
caso di trasmissione debole (T  1) essendo in regime tunnel. Con questa
posizione otteniamo:
T(E<U2) = 16 nk1 nk
2
2
nk3
[(
nk3 nk2e
k2d + nk2 nk1e
k2d
)2
+
+
(
−nk3 nk1e
k2d + nk2
2
ek2d
)2]−1
(4.2)
E` possibile mettere in evidenza ek2d e portarlo fuori dal denominatore dopo
di che sviluppiamo i quadrati al denominatore. Mettendo in evidenza nk2
1
nei termini nk2
3
nk2
1
, nk2
2
nk2
1
e nk2
2
nei termini nK2
3
nk2
2
, nk4
2
si giunge alla
seguente espressione del coefficiente di trasmissione:
T(E<U2) ≈
16 nk1nk
2
2
nk3
(nk2
1
+ nk2
2
)(nk2
3
+ nk2
2
)
e−2k2d (4.3)
In effetti e` possibile semplificare ulteriormente la precedente espressione se
notiamo che, essendo simmetrica la struttura in esame, le quantita` nk1 e nk3
assumono solo due valori possibili in base all’orientazione relativa dello spin
e del campo molecolare che stiamo considerando: nk minoritario nkm e nk
maggioritario nkM . Supponiamo (come in realta` faremo e abbiamo gia` fatto)
che il primo ferromagnete abbia polarizzazione allineata allo spin up e che
il secondo ferromagnete abbia invece una polarizzazione variabile. E` ovvio
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che in configurazione parallela nk1 = nk3 = nkM mentre in configurazione
antiparallela distingueremo i due casi nk1 = nkM e nk3 = nkm. Per lo spin
down avremo l’esatta situazione contraria. Essendo il k di barriera (nk2)
sempre uguale in tutte le situazioni poiche´ spin-indipendente, lo ridefiniamo
semplicemente k (nk se utilizziamo la versione divisa per la massa efficace
del mezzo).
Sostituendo opportunamente i valori appena mostrati nella (4.3) si ot-
tengono le seguenti espressioni per la conduttanza in configurazione parallela
GP e antiparallela GA a temperatura pari allo zero assoluto (sempre a meno
del fattore 2e2/h):
GP = TP↑ + T
P
↓ = 16
[
nk2
M
nk2
(nk2
M
+ nk2)2
+
nk2
m
nk2
(nk2
m
+ nk2)2
]
e−2kd (4.4a)
GA = TA↑ + T
A
↓ = 16
2nkm nk
2 nkM
(nk2
m
+ nk2)(nk2
M
+ nk2)
e−kd (4.4b)
Inserendo le (4.4) dentro l’espressione (3.14) dell’MMR si ha:
MMR =
GP −GA
GA
=
=
(
nkM nk
2
m
+ nkM nk
2 − nkm nk
2
M
− nkm nk
2
)2
2nkm nkM (nk2M + nk
2)(nk2
m
+ nk2)
(4.5)
mettendo in evidenza al numeratore nkM nkm nei termini nkM nk
2
m
,
−nkm nk
2
m
e nk2 nei restanti due termini, otteniamo l’espressione che cerca-
vamo:
MMR =
(nkM − nkm)
2(nk2 − nkM nkm)
2
2nkm nkM (nk2M + nk
2)(nk2
m
+ nk2)
(4.6)
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La (4.6) e` un risultato interessante perche` ci informa che l’MMR si annulla
quando vale la condizione nk =
√
nkM nkm. Si puo` annullare anche nel caso
in cui abbiamo nkm = nkM , che e` una condizione verificata solo in assenza
di campo molecolare nel ferromagnete, e anche quando nk = −
√
nkM nkm,
condizione impossibile perche´ il k non puo` mai assumere valori negativi.
Dunque, come si puo` vedere nei grafici precedenti, l’MMR si annulla quando
l’energia di iniezione oppure l’energia potenziale della barriera, nei rispettivi
casi in cui si vari la prima o la seconda, sono tali che sia soddisfatta la
condizione suddetta.
Per quanto riguarda l’andamento del grafico nell’intervallo di trasmis-
sione termoionica si puo` solo dire che il numero e la forma delle oscillazioni
dipendono molto dallo spessore degli strati usati poiche´, se cambia questo,
cambia l’entita` dell’interferenza delle onde piane nella struttura. Si noti che
le oscillazioni presenti in tale range energetico sconfinano, in certi tratti, nel
semipiano negativo dell’MMR. Ovviamente questo e` dovuto al fatto che, in
quelle zone del grafico, la conduttanza antiparallela e` maggiore di quella pa-
rallela. Regolando opportunamente lo spessore degli strati e` possibile fare in
modo che la conduttanza parallela sia quella dominante tra le due.
Nelle precedenti considerazioni abbiamo preso come esempio la spin-
valve con il silicio poiche´ i range di interesse sono piu` piccoli e i fenomeni
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sono meglio visibili. Ad ogni modo vediamo come per alte energie di iniezione,
sia nel caso del silicio sia nel caso dell’ossido di silicio, l’MMR (o l’inviluppo
di quest’ultimo nel caso ci si riferisca al solo regime termoionico) decresca
fino a zero. Questo e` facilmente spiegabile se pensiamo in che cosa differisce
la conduttanza parallela da quella antiparallela: il segno che assume l’energia
di exchange per lo spin up e per lo spin down nel secondo ferromagnete. Ri-
cordiamo brevemente il k relativo allo spin up per la configurazione parallela
e antiparallela in tale strato ferromagnetico:
KP↑ =
√
2m
h¯2
(E + h) (4.7a)
KA↑ =
√
2m
h¯2
(E − h) (4.7b)
e per lo spin down:
KP↓ =
√
2m
h¯2
(E − h) (4.7c)
KA↓ =
√
2m
h¯2
(E + h) (4.7d)
Adesso e` ben visibile la ragione per cui l’MMR si comporta cos`ı : per alte
energie il contributo dell’energia di exchange h diventa trascurabile nei con-
fronti di quello dell’energia di iniezione E. Ne segue che le espressioni dei vari
k per la configurazione parallela tendono a quelli della configurazione anti-
parallela e quelli relativi allo spin up si avvicinano a quelli dello spin down:
il comportamento della generica particella diventa indipendente dalla sua
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polarizzazione e la spin-valve cessa di funzionare. Essendo l’MMR definito
come nella (3.14) il suo numeratore tende a zero all’aumentare dell’energia.
Si osservi come la definizione di questo fattore di qualita` della spin-valve sia
perfettamente coerente descrivendo questa situazione.
Adesso mostriamo (Fig. 4.5) il grafico dell’MMR in funzione dell’energia
per le stesse semplici spin-valve gia` esaminate, considerando una temperatura
pari a quella ambiente (300 K).
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Fig. 4.5 MMR relativo alla struttura a tre strati Fe-Si-Fe a temperatura ambiente.
Esaminiamo il grafico relativo al silicio. Quello che notiamo rispetto
al caso a temperatura ambiente e`, oltre allo smorzamento delle oscillazioni
nell’intervallo pertinente al regime termoionico, lo spostamento verso energie
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minori del picco che segna il confine tra regime termoionico e regime tun-
nel. Nel precedente capitolo abbiamo detto che la derivata della funzione di
Fermi-Dirac con cui facciamo l’integrale ha la forma di una campana se la si
rappresenta in funzione dell’energia. A causa del fatto che questa “campana”
viene traslata verso energie maggiori progredendo nell’integrazione, avviene
che il bordo di tale campana che si affaccia verso l’intervallo di regime termo-
ionico raggiunga l’energia di confine tra i due regimi prima del centro della
campana. In questa maniera all’integrale relativo a un’energia ancora appar-
tenente all’intervallo tunnel contribuiscono valori di quello termoionico. Cio`
in parte spiega come mai il picco che separa il regime tunnel da quello ter-
moionico si sposti verso energie minori: progredendo verso le energie positive
si entra in contatto con il regime termoionico prima che l’energia di iniezione
arrivi a eguagliare l’energia potenziale della barriera della spin-valve. Que-
sta teoria e` sostenuta dal fatto che il picco si sposta indietro di una quantia`
pari a meta` della larghezza che abbiamo scelto per la derivata della Fermi-
Dirac. Abbiamo detto nel precedente capitolo che la parte significativa di
tale funzione derivata e` compresa tra −5kT e 5kT dal punto di massimo che
considerando una temperatura di 300 K tale intervallo si traduce a −0.129 eV
e 0.129 eV (approssimando per difetto). Noi abbiamo scelto un numero un
po` piu` grande, 0.15 eV, ed e` circa la misura di quanto si sposta il picco.
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Fig. 4.6 Confronto tra MMR ottenuti per due diversi valori della finestra di integrazione
per la struttura Fe-Si-Fe. La curva con il picco a sinistra e` stata calcolata con una finestra
di integrazione di 0.2 eV, quella con il picco a destra con una finestra di 0.15 eV.
Per esser certi del precedente risultato abbiamo provato a cambiare
l’intervallo che si considera della derivata della Fermi-Dirac. Quello che
succede e` che il grafico cambia (Fig. 4.6): la parte di grafico compre-
sa nell’intervallo termoionico resta circa la medesima ma la parte relativa
all’intervallo tunnel trasla verso destra se si considera una finestra di inte-
grazione piu` stretta e verso sinistra se si considera una finestra piu` larga.
Questo tornerebbe ancora con la teoria appena enunciata: con una campana
piu` larga infatti si entra in contatto con il regime termoionico per energie
minori e quindi il picco si sposta a sinistra, a destra nel caso contrario.
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Il precedente risultato anche se viene puo` venire spiegato con la prece-
dente motivazione entra in contrasto con un altro fatto di cui abbiamo gia`
parlato: la parte significativa della derivata della Fermi-Dirac si trova tra i
valori −0.129 eV e 0.129 eV. Percio` considerando una finestra di integrazione
piu` grande di tale intervallo dovremmo sommare contributi pressoche` nulli
e comunque irrilevanti al calcolo dell’MMR. Cos`ı pero` non pare perche´ au-
mentando tale finestra partendo da un valore gia` piu` grande del necessario
(0.15 eV) l’MMR cambia grandemente.
Allora si e` pensato che questa variazione potesse dipendere da un’ in-
sufficiente precisione del programma. Infatti, quando si calcola un integrale,
se la funzione integranda varia velocemente e il numero di punti usato non
e` sufficiente a poterla rappresentare correttamente, il risultato dell’integrale
puo` venire molto diverso dal valore atteso. La precisione, ossia il numero di
punti che utilizza il programma per descretizzare l’intervallo di energia in cui
vogliamo calcolare i vari risultati, e` precisata nel file contenente tutti i dati di
ingresso “qfermitoread.dat”. Il valore che e` sempre stato usato, ossia 10000,
e` un compromesso tra la buona (supposta) precisione e il tempo massimo per
calcolare i risultati: con tale valore il calcolo dura qualche decina di secondi.
Per aumentare la precisione si potrebbe ovviamente moltiplicare tale nume-
ro per 10, per 100 e cos`ı via. L’inconveniente di questo metodo e` che, per
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ottenere una precisione sufficiente, dobbiamo aspettare qualche ora perche´
la macchina finisca il calcolo. In piu` abbiamo gia` detto che in certe zone il
grafico non muta al cambiare della larghezza della finestra di integrazione e
quindi non e` necessaria in tali parti un’alta precisione. La soluzione sem-
bra essere quella di optare per una griglia di discretizzazione non uniforme:
punti piu` ravvicinati dove serve un’alta precisione e punti meno fitti dove ne
serve meno. In questa maniera si ottimizza il problema poiche´ si concentra
lo sforzo della macchina esclusivamente in alcune zone risparmiando tempo.
Ovviamente abbiamo dovuto modificare leggermente il programma per
consentire questa strategia. E` chiaro che volendo regolare la larghezza della
zona a piu` alta precisione e l’intervallo energetico da esaminare a ogni ese-
cuzione del programma e` impossibile decidere il numero di punti da usare
a priori come si e` fatto in precedenza. Ne segue che il do-loop piu` esterno,
quello in cui veniva incrementata l’energia di iniezione, deve avere un in-
dice superiore variabile poiche´ il numero di valori energetici usati non e` piu`
conosciuto. Si dichiarano due variabili, linf e lsup, che contengono rispetti-
vamente il limite inferiore e quello superiore dell’intervallo di alta precisione.
Inoltre, si dichiara un array (ardelta) che contiene per ogni valore di ener-
gia la distanza tra quest’ultimo e il valore di energia immediatamente piu`
piccolo: i vari ∆E non sono uguali come nel caso del capitolo 3 ma sono piu`
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piccoli nell’intervallo ad alta precisione rispetto a quelli al di fuori e dobbia-
mo tenere memoria di questi incrementi per accordare i do-loop della parte
di programma dedicata all’integrazione.
Per scegliere il passo di discretizzazione fuori e dentro l’intervallo ad al-
ta precisione avremmo potuto dichiararlo esplicitamente ma abbiamo voluto
usare un altro metodo. Si calcola il “vecchio” delta, cioe` la distanza tra un
valore energetico e quello vicino dividendo l’intervallo energetico da esamina-
re con un numero scritto nel file di ingresso proprio come si e` fatto fino ad ora
(si ricordi il valore 10000). Si dichiara un’altra variabile, mesh, che e` la quan-
tita` per cui dividere il “vecchio” delta per ottenere il delta che verra` usato
dentro l’intervallo ad alta precisione. In fin dei conti, fuori dell’intervallo ad
alta risoluzione si usa il delta calcolato nel modo che abbiamo sempre usato,
fuori si usa un suo sottomultiplo.
1 n=n+1
if(n.EQ.1) then
E(n)=Einf+(n-1)*delta
ardelta(n)=0
else
if(((E(n-1).GT.linf)).AND.(E(n-1).LT.lsup)) then
E(n)=E(n-1)+(delta/mesh)
ardelta(n)=delta/mesh
else
E(n)=E(n-1)+delta
ardelta(n)=delta
end if
end if
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Si noti come il do-loop esterno sia stato rimpiazzato da un “go to”
(istruzione presente alla fine del ciclo e non visibile nel precedente frammento
di codice) che fa capo al label 1.
Adesso passiamo alla parte di programma adibita all’integrazione. Pri-
ma di uscire dal ciclo delle energie si salva il numero di punti finale della
griglia in una variabile che si chiama numbpoin. La larghezza della finestra
di integrazione oppure se vogliamo chiamarla altrimenti, larghezza del taglio
della derivata della funzione di Fermi-Dirac, viene memorizzata in una varia-
bile di nome extr. Si ricorda che l’integrazione viene fatta con due do-loop
annidati di cui quello piu` esterno che si occupa di traslare le finestra di in-
tegrazione per tutta la lunghezza dell’intervallo energetico in esame e quello
piu` interno che si occupa dell’integrazione in se stessa. Anche in questo nuo-
vo caso la struttura di tale frammento di codice non cambia pero` si complica
la parte adibita ad accordare i suddetti do-loop annidati. Dobbiamo infatti
esser sempre sicuri che la finestra di integrazione non esca dall’intervallo ener-
getico e che l’integrazione venga effettuata sulla finestra scelta. Il do-loop si
accorda impostando opportunamente i sui limiti inferiori e superiori che come
sappiamo sono sempre degli interi. Quindi come abbiamo fatto nel capitolo
3 dobbiamo trovare l’equivalente in termini di numero intero della larghezza
della finestra di integrazione per poter accordare i due do-loop. Naturalmente
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la finestra di integrazione e` una costante ma, non avendo una griglia unifor-
me, l’equivalente in punti di tale finestra varia in continuazione. Per non far
uscire la finestra di integrazione dall’intervallo energetico dobbiamo calcolare
i limiti che sono i punti piu` estremi dove possiamo centrare tale finestra di
modo che uno dei suoi due bordi tocchi il confine dell’intervallo energetico.
Di tali limiti va trovato l’quivalente in punti. Tali limiti vengono chiamati
limite1 e limite2. Ovviamente una cosa simile va fatta anche per accorda-
re il do-loop interno poiche` ad ogni traslazione della finestra di integrazione
l’equivalente in punti della larghezza di quest’ultima cambia. Gli equivalenti
in punti di tali estremi (nextrinf e nextrsup) vengono calcolati in maniera
uguale a quella con cui abbiamo calcolato i “limiti” dell’integrazione. Per il
resto poi e` tutto uguale al caso con griglia uniforme.
limite1=limite1+1
alimite=alimite+ardelta(limite1)
if(alimite.GE.extr) then
go to 4
else
go to 3
end if
4 limite2=limite2+1
blimite=blimite+ardelta(numbpoin-limite2)
if(blimite.GE.extr) then
go to 5
else
go to 4
end if
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5 do mp=(limite1+1),(numbpoin-limite2)
qEf=E(mp)
mediaup1=0
mediadown1=0
mediaup2=0
mediadown2=0
nextrsup=0
nextrinf=0
extrsup=0
extrinf=0
6 nextrsup=nextrsup+1
extrsup=extrsup+ardelta(nextrsup)
if(extrsup.GE.extr) then
go to 7
else
go to 6
end if
7 nextrinf=nextrinf+1
extrinf=extrinf+ardelta(mp-nextrinf)
if(extrinf.GE.extr) then
go to 8
else
go to 7
end if
8 do n=(mp-nextrinf),(mp+nextrsup)
espf=exp((E(n)-qEf)/(kbol*temp))
devf=-espf/(kbol*temp*(1+espf)**2)
mediaup1=mediaup1+Tparal(1,n)*(-devf)*delta
mediadown1=mediadown1+Tparal(2,n)*(-devf)*delta
mediaup2=mediaup2+Tanti(1,n)*(-devf)*delta
5 mediadown2=mediadown2+Tanti(2,n)*(-devf)*delta
end do
Gpar=mediaup1+mediadown1
Gant=mediaup2+mediadown2
if(TMRdec.EQ.1) then
write(13,*) (qEf/1.602e-19),Gpar
else
if(TMRdec.EQ.2) then
write(13,*) (qEf/1.602e-19),Gant
else
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write(13,*) (qEf/1.602e-19),((Gpar-Gant)/Gant)
end if
end if
end do
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Fig. 4.7 Confronto tra MMR ottenuti per due diversi valori della finestra di integrazione
usando il programma aggiornato. La curva con il picco a sinistra e` stata calcolata con una
finestra di integrazione di 0.2 eV, quella con il picco a destra con una finestra di 0.15 eV.
Adesso, con il programma aggiornato, andiamo a fare la simulazione della
stessa semplice spin-valve a silicio considerando prima una larghezza di fi-
nestra di integrazione di 0.15 eV e successivamente di 0.2 eV, esattamente
come abbiamo fatto prima. Fissiamo l’intervallo ad alta precisione a caval-
lo del picco che segna il confine tra regime tunnel e regime termoionico, in
particolare a cominciare dal valore di ascissa 1.2 eV fino al valore 1.5 eV.
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Si osserva che le cose sono notevolmente migliorate infatti il picco e`
ritornato nella posizione di confine (1.4 eV) e non si sposta piu` cambiando
la larghezza della finestra di integrazione (Fig. 4.7).
Che il picco resti posizionato nella posizione di confine e` logico poiche´
era piuttosto esagerato ammettere che si spostasse di cos`ı tanto quando la
parte significativa della derivata della Fermi-Dirac restava all’interno del re-
gime tunnel. Notiamo pero` che nell’intervallo appartenente al regime tunnel
che non e` incluso nella zona ad alta precisione i due grafici fatti per i due di-
versi valori di larghezza della finestra di integrazione si diversificano sempre.
Allora, facciamo un intervallo di alta precisione che vada dal livello di Fermi
fino ad un punto appartenente al regime termoionico (scegliamo ancora il
valore di ascissa 1.5 eV).
E` ben visibile che le curve sono coincidenti praticamente dovunque
(Fig. 4.8): si puo` affermare che abbiamo risolto con successo il problema
di precisione.
Andiamo ad analizzare i grafici corretti. Quello che si nota subito e` che
nel regime tunnel l’MMR e` molto piu` grande che nel regime termoionico e
inoltre, in tale intervallo energetico, resta sempre positivo indipendentemente
dalla temperatura, cosa che non e` vera nell’intervallo termoionico.
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Fig. 4.8 Confronto di MMR corrispondenti sempre alle due finestre di integrazione di 0.15
eV e 0.2 eV. Stavolta non e` visibile nessuna discrepanza tra le due curve poiche´ l’intervallo
ad alta precisione comprende tutto l’intervallo relativo al regime tunnel.
Infatti anche se a temperatura ambiente e` meno visibile, le oscillazioni del
grafico nell’intervallo relativo al regime termoionico diventano negative. Inol-
tre a noi interesserebbe un grande valore dell’MMR nelle vicinanze del livello
di Fermi dove la conduzione avviene all’equilibrio termico senza bisogno di
utilizzare elettroni caldi. Cio` evidentemente e` possibile solo nel regime tun-
nel. Vediamo che nell’intorno del livello di Fermi, 0.85 eV, l’MMR assume
valori molto alti che sono anche superiori al 50% (usiamo la percentuale per-
che´, come fa il ricercatore giapponese Tezuka, da` una migliore idea del valore
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assunto dalla grandezza in questione rispetto al suo valore massimo). Si ri-
corda che maggiore e` il valore del fattore di qualita` e piu` il comportamento
della spin-valve si avvicina a quello dell’interruttore ideale.
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Fig. 4.9 MMR di una struttura Fe-Si(tipo n)-Fe allo zero assoluto.
Abbiamo dimostrato che all’aumentare dell’energia di iniezione, l’MMR tende
naturalmente a zero. Percio` viene da chiedersi se il successo della trasmissione
tunnel nella valutazione del fattore di qualita` non sia dovuto al fatto che
quest’ultima avviene per energie di iniezione piu` basse rispetto a quelle a
cui avviene la trasmissione termoionica. In Fig. 4.9 si puo` vedere il grafico
dell’MMR per una struttura a tre strati molto simile a quella che abbiamo
gia` studiato in cui lo strato intermedio e` costituito da silicio molto drogato
di tipo n. Se si trascurano gli effetti di non idealita` si capisce bene che
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in questa struttura la trasmissione avviene quasi esclusivamente per effetto
termoionico.
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Fig. 4.10 MMR di una struttura Fe-Si(tipo n)-Fe a temperatura ambiente.
La Fig. 4.9 e` stata ottenuta a temperatura prossima allo zero assoluto, men-
tre la Fig. 4.10 e` stata ottenuta a temperatura ambiente. Si nota che a bassa
temperatura l’MMR e` molto alto (fino anche al 40%) pero`, a differenza del
grafico ottenuto con la barriera, quest’ultimo oscilla grandemente (e diventa
anche negativo) e cio` ovviamente preclude la possibilita` di usare una strut-
tura siffatta per realizzare una spin-valve che funzioni ad una temperatura
vicina agli 0 K. A temperatura ambiente la cosa viene parzialmente risol-
ta perche` almeno nel range vicino al livello di Fermi le oscillazioni vengono
molto ridotte e il grafico acquista un andamento monotono. Ad ogni modo
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anche a temperatura ambiente risulta svantaggiato rispetto al grafico fatto
nel regime tunnel poiche` in prossimita` del livello di Fermi abbiamo un valo-
re dell’MMR del 15% circa contro il 50% del caso tunnel. Adesso e` chiaro
che il tipo di funzioni partecipanti al calcolo dell’MMR e` fondamentale per
raggiungere un alto valore di quest’ultimo nel range energetico voluto.
Fig. 4.11 Struttura di un nanowire in silicio che sfrutta la conduzione tunnel per aumentare
l’MMR. Questa architettura sfrutta una sola barriera tunnel.
In effetti noi vorremmo realizzare, come abbiamo detto nel capitolo 3, delle
spin-valve a nanowire che ovviamente non sono realizzabili con le semplici
strutture a 3 strati appena studiate. Infatti il buon funzionamento di queste
ultime e` vincolato alla sola conduzione tunnel che a sua volta e` inversamente
proporzionale allo spessore dello strato che separa i due ferromagneti. In altre
parole, piu` questo spessore e` grande e meno corrente passera`. Siamo costretti
quindi ad usare inevitabilmente strati di pochi nanometri che rendono il
dispositivo lungo quanto largo o addirittura piu` largo che lungo. Dobbiamo
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percio` trovare il modo di non perdere le buone qualita`, in termini di MMR,
facendo dispositivi piu` lunghi.
Fig. 4.12 Struttura di un nanowire in silicio che sfrutta la conduzione tunnel per aumentare
l’MMR. Questa architettura sfrutta due barriere tunnel.
Infatti la lunghezza in un dispositivo spintronico e` necessaria se vogliamo
attuare trasformazioni di spin sulle particelle polarizzate. Abbiamo gia` visto
nel capitolo 1 una delle suddette trasformazioni: l’interazione spin-orbita di
Rashba nel transistor di Datta e Das. Si capisce bene che se il dispositivo
non ha una lunghezza sufficiente non possiamo agire con un campo magne-
tico o con un fenomeno come quello di Rashba per ottenere, per esempio,
precessione di spin: tali fenomeni non sono istantanei e gli spin, per esser
modificati, devono subire l’influenza di tali interazioni per un certo tempo.
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Fig. 4.13 MMR della struttura in Fig. 4.11 valutato allo zero assoluto.
L’idea allora e` quella di usare sottili barriere, dove la corrente passi per effeto
tunnel, intervallate da lunghi strati dove la conduzione avviene esclusivamen-
te per effetto termoionico. In questa maniera ci si aspetta che il passaggio
attraverso le barriere innalzi l’MMR consentendo una conduzione termoio-
nica con alti valori del fattore di qualita`. In effetti siamo giunti alla stessa
soluzione adottata nei dispositivi diffusivi descritti nel capitolo 2 per evitare
che la polarizzazione di spin decadesse nel passare da un ferromagnete a un
semiconduttore.
Potremmo agire in due modi: aggiungere semplicemente uno strato mol-
to spesso di silicio molto drogato di tipo n alla semplice spin-valve a tre strati
appena studiata inserendolo tra uno dei due ferromagneti e la barriera (Fig.
4.11), oppure inserire questo strato di silicio insieme a un’ulteriore barriera in
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modo che il silicio sia separato da entrambi gli elettrodi di ferro (Fig. 4.12).
Considerando un’energia di iniezione minore della barriera tunnel si ha che
nel primo caso si hanno tre interfacce (quattro strati) e una trasmissione tun-
nel su due delle tre, nel secondo si hanno quattro interfacce (cinque mezzi) e
una trasmissione tunnel su tutte e quattro.
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Fig. 4.14 MMR della struttura in Fig. 4.11 valutato a temperatura ambiente.
Nel primo caso si hanno due possibilita` di mettere la barriera: tra il primo
ferromagnete e il silicio oppure tra il secondo ferromagnete e il silicio. Ovvia-
mente queste due situazioni sono esattamente speculari e poiche` il coefficiente
di trasmissione non dipende dalla direzione nella quale si inietta, il grafico
dell’MMR deve risultare il medesimo, come in effetti risulta. In Fig. 4.13 e
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in Fig. 4.14 possiamo osservare i grafici ottenuti con questo tipo di struttura
rispettivamente per temperatura zero e per temperatura ambiente.
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Fig. 4.15 MMR della struttura in Fig. 4.12 valutato allo zero assoluto.
Vediamo che nonostante si abbia una barriera il grafico dell’MMR ci ricorda
la conduzione termoionica. Questo accade perche´, come si e` spiegato prima,
non su tutte le interfacce avviene la conduzione tunnel (anche per energie di
iniezione inferiori a quella potenziale di barriera) e quando si va a comporre
la matrice di scattering per l’intera struttura il regime termoionico domina su
quello tunnel perche` i coefficienti di trasmissione del primo sono per forza di
cose maggiori di quelli del secondo. Vediamo che il valore dell’MMR oscilla
sempre e per di piu` a temperatura ambiente acquista anche valori molto
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piccoli: per le ragioni citate prima non possiamo utilizzare questa struttura
come spin-valve.
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Fig. 4.16 MMR della struttura in Fig. 4.12 valutato a temperatura ambiente nel caso si
utilizzi il silicio di tipo p come materiale per realizzare le barriere.
Passiamo ad analizzare il secondo caso. In Fig (4.15) possiamo vedere il
grafico dell’MMR della struttura in esame, allo zero assoluto, nel caso si
utilizzi silicio (oppure ossido) per fabbricare le barriere tunnel. Vediamo che
con due barriere la situazione e` tornata a essere molto simile a quella della
struttura a solo tre strati.
A parte che il confine tra l’intervallo relativo al regime tunnel e quello relativo
al regime termoionico si e` spostato verso energie maggiori a causa di una piu`
energia potenziale di barriera usata, i grafici si assomigliano molto. Si osservi
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Fig. 4.17 MMR della struttura in Fig. 4.12 valutato a temperatura ambiente nel caso si
utilizzi l’ossido di silicio come materiale per realizzare le barriere. Si ricorda che nel caso
dell’ossido di silicio il regime tunnel raggiunge una piu` alta energia rispetto al caso del
silicio (5.35 eV contro 1.75 eV del silicio), poiche` il primo materiale costituisce una barriera
di potenziale piu` alta rispetto al secondo.
che a il valore dell’MMR nelle vicinanze del livello di Fermi e` circa del 50%.
Inoltre il grafico e` monotono nella zona vicina al livello di Fermi e questa
cosa ci garantisce, a differenza di quello che succede nei casi senza barriere
e con una barriera sola, un valore di MMR stabile e alto e la possibilita` di
realizzare una spin-valve efficiente che lavori in questa zona energetica. In
Fig. 4.16 e Fig. 4.17 e` possibile vedere il grafico dell’MMR a temperatura
ambiente, relativo alla struttura in Fig. 4.12, rispettivamente nel caso si
utilizzi barriere di silicio di tipo p e nel caso si utilizzi barriere di ossido di
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silicio: e` evidente che valgono le medesime considerazioni fatte per il caso a
temperatura nulla.
In conclusione, si puo` dire che l’idea di realizzare un dispositivo a nano-
wire utilizzando barriere tunnel per innalzare l’MMR funzioni bene.
143
Conclusioni
Oggetto dello studio di questo elaborato sono, in sintesi, i fenomeni fisici
relativi al funzionamento dei dispositivi spintronici.
In particolare abbiamo esaminato che cosa avviene in un materiale fer-
romagnetico che permetta la polarizzazione di spin e quali sono i principali
fenomeni che portano alla depolarizzazione della corrente, soprattutto nel
caso di regime diffusivo in dispositivi costituiti da strati metallici separati da
strati di materiale semiconduttore.
Proprio nello studio del regime diffusivo abbiamo sottolineato le cause e
le migliori soluzioni adottate, quali vengono citate in letteratura, in relazione
al problema delliniezione di spin da metallo a semiconduttore, nel senso che,
per ottenere unefficiente iniezione di spin, le resistivita` degli strati che si
interfacciano devono essere paragonabili; diversamente e` necessario mettere
una barriera tunnel tra i due.
Abbiamo poi introdotto il “modello dell’ elettrone libero” di J.C. Slonc-
zewski, che si adatta molto bene alla descrizione di situazioni fisiche quasi
del tutto prive di effetti di non idealita`, come i dispositivi balistici e abbiamo
messo a punto un codice basato proprio su tale modello fisico, in grado di
calcolare il coefficiente di trasmissione e il fattore di qualit, MMR, di una
qualsiasi struttura unidimensionale.
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Abbiamo usato questo programma per analizzare, prima, strutture sem-
plici e passare, poi, a studiare architetture pi complicate al fine di creare
una spin valve a nanowire, cioe` con un fattore di qualit (MMR) vicino piu`
possibile allunita`.
Siamo riusciti a ottenere valori di tale fattore maggiori del 50%, a tem-
peratura ambiente, per energie di iniezione prossime al livello di Fermi.
Nella nostra modellizzazione abbiamo usato uniniezione di particelle con
una distribuzione termica centrata intorno a un valore di energia superiore
(o anche inferiore) al livello di Fermi del sistema. Nel procedimento da noi
seguito per ottenere una buona polarizzazione di spin siamo pervenuti ai
medesimi accorgimenti che sono stati usati nel regime diffusivo: lo strato di
silicio del nanowire viene a essere separato dai due elettrodi ferromagnetici
tramite due barriere tunnel.
Risultato questo di particolare rilievo, assolutamente non scontato, poi-
che´ , come si e` visto nel secondo capitolo, nel regime diffusivo i ricercatori
fanno appello a quantita` come la resistivita` degli strati per spiegare i feno-
meni di depolarizzazione di spin e come intervenire per evitarla. Il nostro
modello fisico e` strutturalmente diverso, come dimostrato dal fatto che pre-
scinde da una quantita` come la resistivita`.
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Il risultato e` interessante ove si consideri che si giunge alla stessa solu-
zione impiegando un modello completamente elastico. Il modello qui usato
puo` essere arricchito, tenendo conto di tutti gli effetti di non idealita` esisten-
ti. Resta comunque il fatto che i risultati ottenuti in questo nostro studio
provano che la realizzazione di dispositivi spintronici basati su silicio, come la
spin valve a nanowire, appaiono essere, almeno in via teorica, delle possibilita`
aperte per lelettronica del prossimo futuro.
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