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We show theoretically the possibility of quantum synchronization of Josephson and Bloch oscilla-
tions in a superconducting device. One needs an LC oscillator to achieve exponentially small rate
of synchronization errors. The synchronization leads to quantization of transresistance similar to
that in (Fractional) Quantum Hall Effect.
One of the most interesting discoveries of XX cen-
tury was the perfect (fractional) quantization of Hall
transresistance in rather imperfect 2DEG semiconduct-
ing samples[1]. The resistance as a function of electron
density and magnetic field tends to be close to plateaus
with values
R =
V
I
=
2pi~
e2
m
n
(1)
n, m being integer numbers. The accuracy is so good as
to enable numerous metrological applications [2, 3]. The
physical explanation of the effect is the commensurabil-
ity of electron density and density of the magnetic flux
penetrating the sample, this taking place any time the
ratio of numbers of elementary charges and flux quanta
in the structure is a rational fraction n/m.
Quantum Hall samples are macroscopic involving in-
finitely many degrees of freedom. Shortly after the dis-
covery, Likharev and Zorin [4] hypothesized that sim-
ilar resistance quantization may occur in a Josephson-
junction superconducting device encompassing only few
quantum degrees of freedom. They foresaw it as a result
of quantum synchronization of Bloch [5] and Josephson
[6] oscillations in two junctions. The Josephson frequency
ωJ = 2eVO/~ is proportional to the average voltage drop-
ping at one of the junctions while the Bloch frequency
ωB = piIO/e is proportional to the average current in an-
other junction. A synchronization condition of the two
oscillations, nωJ = mωB results in
R =
VO
IO
=
pi~
2e2
m
n
. (2)
The resistance quantum is modified in comparison with
Eq. 1 manifesting the double charge 2e of Cooper pairs
in superconductors. Unfortunately, the original device
suggestion [4] does not work. The reason of the failure
seems fundamental. The quantities to be synchronized,
the charge and flux in the device are canonically con-
jugated variables. Quantum mechanics forbids them to
be simultaneously certain, and the synchronization is ex-
pected to be destroyed by quantum fluctuations.
A recent outburst of theoretical and experimental ac-
tivities concerns quantum-coherent phase slips in thin
nanowires [7]. On theoretical side, a concept of phase-slip
(PS) junction has emerged [8, 9]. Such junction is ex-
actly dual to a common Josephson junction with respect
to charge-flux conjugation. This inspired the proposals
of novel superconducting devices [10–12]. Very recently,
a PS qubit on InO nanowires has been realized [13]. Rel-
evant experimental developments include observation of
the predicted phenomena: phase-slips in Josephson junc-
tion chains [14, 15], Bloch oscillations [16], and charge
sensitivity [17].
In this Letter, we demonstrate that combining PS and
Josephson junctions in a single device solves the prob-
lem of quantum synchronization. A necessary element
of the device appears to be an LC oscillator with high
quality factor Q. With this, one can make the rate Γ of
synchronization errors exponentially small, − ln Γ ' Q
thereby achieving exponential accuracy of the resistance
quantization. Importantly, the device suggested can be
also used as both voltage and current standard, thereby
closing the metrological triangle [18].
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FIG. 1. A PS (marked with diamond) and Josephson (cross)
junction embedded into a general linear circuit. The circuit
parts in dashed boxes generate Bloch and Josephson oscil-
lations while the (frequency-dependent) resistors Z1 and Z2
provide the coupling between the parts. The circuit is con-
trolled with voltage and current sources Vb, Ib. The d. c. out-
put voltage and current VO, IO manifest the quantized tran-
sresistance R = VO/IO.
To appreciate the difficulty of quantum synchroniza-
tion, we consider first a PS and a Josephson junction
embedded in a general linear circuit that can be rep-
resented with four (frequency-dependent) resistors(Fig.
1). The circuit parts in the dashed boxes represent the
Bloch and Josephson oscillators. Let us first consider
them separately by setting two coupling resistors Z1,2 to
Z1 = ∞, Z2 = 0. The Josephson part is then a com-
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2mon [19] Josephson current-biased junction shunted by
the conductor GJ . If the bias current exceeds the criti-
cal one, Ib > IC ≡ 2eEJ/~, the circuit produces voltage
oscillations with frequency ωJ =
2eVO
~ =
2e
~GJ
√
I2b − I2C ,
VO being the time-averaged voltage across the junction.
The energy accumulated in the oscillation is of the order
of Josephson energy EJ . To have a well-defined semi-
classical oscillation, we shall require that the energy ac-
cumulated by far exceeds the quantum frequency scale
~ωJ . The latter can be regarded as an effective noise
temperature T ∗J characterizing the quantum fluctuations
in the circuit (we neglect the thermal fluctuations as-
suming sufficiently small temperature). The condition
EJ  T ∗J amounts to GJ  e2/~, the conductance must
be high at quantum scale.
The Bloch oscillator is understood with using the du-
ality transformation between the phase and charge [9].
Upon such a transformation, the Josephson junction is
replaced by a PS junction, the current bias by the voltage
bias, and the parallel conductor becomes a series resistor
RS . Bloch oscillations occur provided the bias voltage
exceeds the critical voltage of the junction, Vb > VC =
piES/e. Their frequency ωB =
piIO
e =
pi
eRS
√
V 2b − V 2C , is
related to IO, the average current in the junction. To
have a well-defined semiclassical oscillation, we shall re-
quire that the energy accumulated ' ES by far exceeds
the effective noise temperature T ∗B ' ~ωB . This gives
RS  ~/e2: for a PS junction, it is the resistance that
must be high at quantum scale.
Let us now couple the circuits. The main effect of
the coupling is the transfer of oscillating voltage/current
from Josephson/Bloch to Bloch/Josephson part, whereby
the voltage/current is multiplied with the amplification
coefficient K(ω) ≡ Z2/(Z1 + Z2). Besides, the effective
resistance/conductance of Bloch/Josephson part is mod-
ified, δRS = Z2Z1/(Z2 + Z1), δGJ = 1/(Z2 + Z1). In
order to preserve well-defined oscillations, we require this
modification to be small, δRS  RS , δGJ  GJ .
We estimate the energy scale Esp associated with the
coupling and synchronization of the oscillations as a
product of oscillating voltage and current in each de-
vice times oscillation period, assuming ωB ' ωJ ' ω,
Esp ' I˜OK(ω)V˜O/ω. It is important to recall that
the oscillating quantities are fundamentally related to
frequency, I˜O ' eω, V˜O ' ~omega/e. With this,
Ecp ' K~ω. A generic estimation for K is K . 1.
Indeed, for real impedances Z1,2 K < 1. In this case
Ecp . T ∗B,J and the envisaged synchronization in a gen-
eral circuit is destroyed by quantum fluctuations.
To overcome this, we need large K. An active amplify-
ing circuit could provide this but brings extra noise that
increases the fluctuations. The main idea of this Letter
is to use a passive amplifying circuit, an LC-oscillator,
replacing Z1 with a capacitor C and Z2 with an inductor
L (Fig. 2). With this, K(ω)  1 near the resonant fre-
quency Ω ≡ (LC)1/2. Assuming that a small real part of
Z2 gives rise to a finite quality factor Q of the oscillator,
K = (2(ω/Ω−1)+ iQ)−1 at ω ≈ Ω. The maximum value
of K is thus limited by Q, leading to Ecp ' Q~ω  T ∗J,B .
We expect the synchronization errors to be related to ac-
tivation over this energy barrier and thus to occur at ex-
ponentially small rate ' exp(−Ecp/T ∗) ' exp(−αQ), α
being a coefficient of the order of 1. We stress and prove
further that the synchronization takes place in a rather
broad interval of frequencies near Ω: the Josephson and
Bloch oscillations are thus synchronized with each other
rather than with the LC oscillations.
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FIG. 2. Coupling the Josephson and Bloch parts with an LC
oscillator results in K  1 close to the resonant frequency Ω
and thus enables quantum synchronization.
The effective quality factor in our circuit is in fact lim-
ited by dissipation in RS , GJ . The conditions of non-
obtrusive coupling δGJ  GJ , δRS  RS imply that
Q  min(GJz0, RS/z0). In fact, the corresponding
equality estimates the maximum effective quality factor
Q−1m = 1/GJz0 + z0/RS . A simple optimization of Qm is
to chose the oscillator impedance z0 =
√
RS/GJ , so that
Qm =
√
RSGJ/2.
Synchronization persists in a finite interval of frequen-
cies ωB(Vb), ωJ(Ib) near the line where those satisfy
a given fractional ratio ωB/ωJ = n/m. To estimate
the width of the interval, we compare Ecp with an en-
ergy scale characterizing the frequency deviation, which
is either (∆ωB/ωB)ES or (∆ωJ/ωJ)ES , this leads to
(∆ωB/ωB) ' K/(RSe2/~), (∆ωJ/ωJ) ' K/(GJ~/e2)
We see that for the limiting Q and at frequencies close to
Ω the width of these intervals may become comparable
with the frequency itself, ∆ωJ/ωJ ,∆ωB/ωB ' 1.
In the remainder of the Letter, we support these qual-
itative estimations with quantitative illustrations.
The adequate quantum description of the circuit in-
volves two variables: superconducting phase drop at the
Josephson junction φˆ and dimensionless charge qˆ = pie Qˆ
flown in the PS junction. It is obtained in the framework
of Keldysh action formalism [20] where variables are dou-
bled φˆ→ φ±(t), qˆ → q±(t) corresponding to two parts of
the Keldysh contour. It is convenient to use ”classical”
and ”quantum” variables defined as 2φ, φd = (φ
+ ± φ−),
2q, qd = (q
+ ± q−). The total Keldysh action
S = SB + SJ + Scp + SN
3is contributed by the Bloch and Josephson parts,
SJ =
∫
dt
(
2EJ sinφ sin
φd
2
− Ib
2e
φd + φ˙φd
GJ
4e2
)
(3)
SB =
∫
dt
(
2ES sin q sin
qd
2
− eVb
pi
qd + q˙qd
e2RS
pi2
)
(4)
the coupling part
Scp =
∫
dω
2pi
(
φd−ω
δG
4e2
(
φ˙
)
ω
+ qd−ω
e2δR
pi2
(q˙)ω + (5)
K(ω)
2pi
(
qd−ω
(
φ˙
)
ω
− φd−ω (q˙)ω
))
and the noise part that is quadratic in qd, φd and satisfies
fluctuation-dissipation theorem (see [21] for concrete ex-
pressions). The resulting action is non-local in time and
therefore cannot be treated exactly.
To start with, we study the resulting saddle-point clas-
sical equations [21] neglecting the noise. This approxima-
tion gives a good estimation of the positions and widths
of the synchronization domains while disregarding round-
ing of large and vanishing of small domains. Typical re-
sults are presented in Fig. 3. For this plot, we made
(mostly for esthetic reasons) a symmetric choice of pa-
rameters ES = EJ , GJ~pi/4e2 = e2RS/pi~, so that out-
put current and voltage, and correspondingly the oscil-
lation frequencies are symmetric in the plane of Vb and
Ib, ωB(Ib/IC , Vb/VC) = ωJ(Vb/VC , Ib/IC). In average,
these frequencies are close to those of uncoupled oscil-
lators, ω¯B(Vb), ω¯J(Ib), the deviations are mostly due to
synchronization. We observe the domains corresponding
to the fractions n/m. They are centred at the curves
where mω¯B(Vb) = nω¯J(Ib). The widest domain is that
with n = 1,m = 1 and is centered at the diagonal. The
domains with higher n,m are increasingly more narrow,
as it is also the case in QHE. The parameters are cho-
sen such that the resonant frequency Ω is achieved at
Ib/IC = Vb/VC =
√
2, were the domains are widest.
RS = 10pi~/e2 and the oscillator impedance is optimized,
z0 =
√
RS/GJ , so that Qm =
√
RS/GJ/2 = 10. In ac-
cordance with above estimations, the widest synchroniza-
tion domain spreads at the scale of Ω itself. The widths of
the domains decrease at much higher and much lower fre-
quencies ω¯B , ω¯J owing to decrease of K(ω). More details
and finer steps can be seen in the right pane where the
transresistance is plotted along the cut in Vb − Ib plane
showing a typical devil’s staircase curve. As a side note,
the domains are not precisely single-connected, there is
a fine structure of small ”islands” of the same n,m near
each domain. This structure is however too fine to be
resolved at the scale of the plots.
To address the quantum effects, we restrict ourselves
to narrow synchronization domains where a new long
time scale ' (∆ωB,J)−1  (ωB,J)−1 emerges. At this
time scale, one can disregard the dispersion of quantum
FIG. 3. Left: Synchronization domains (n/m) in the plane of
normalized bias voltage and bias current. Right: Quantized
plateaus of transresistance R = VO/IO along the cut given
by the line in the left figure. Dashed curve: continuous tran-
sresistance as set by uncoupled Bloch and Josephson parts,
R = (pi~/2e2)ω¯J(Ib)/ω¯B(Vb).
noise and amplification coefficient and end up with a
local-in-time action which is formally equivalent to that
of a classical system subject to a white noise. Simi-
lar approach has been applied to narrow Shapiro steps
[19]. The slow variables in our case are the phases
θ(t),Ψ(t) of Bloch and Josephson oscillations, respec-
tively. With those, the time-dependent current (volt-
age) is represented as IO(t) = IO + I˜O(ω¯Bt + θ(t))
(VO(t) = VO + I˜O(ω¯J t + Ψ(t))), I˜O, V˜O . We derive
the effective action in the vicinity of the point in Ib − Vb
plane where nω¯J = mω¯B = ω aiming to describing the
(n,m) domain (In formulas for the action, ~ = 1 for com-
pactness).
S = SB + SJ + Scp; (6)
SB = r
∫
dt
(
θ˙θd − iT ∗Bθ2d − (δωB)θd
)
, (7)
SJ = g
∫
dt
(
Ψ˙Ψd − iT ∗JΨ2d − (δωJ)Ψd
)
, (8)
Scp = ω |K|
2pi
∫
dt
(
−AB cos(mθ − nΨ + κ) · θd (9)
+AJ cos(mθ − nΨ− κ) ·Ψd
)
. (10)
Here, SB,J describe Brownian motion of the phases
in the absence of the coupling, g(r)  1 being di-
mensionless differential conductance (resistance), g ≡
(~/4e2)(dIb/dVO) (r ≡ (e2/pi2~)dVb/dIO), T ∗J,B ' ~ω
being effective noise temperatures that depend on bias
current and voltage. Ssp gives energy (' ~|K|)gained by
synchronization, κ ≡ arg(K). The coefficients AB,J de-
pend on Ib, Vb as well as on n,m. We concentrate on the
relevant variable γ = mθ − nΨ to reduce the action to
the form
S =
∫
dt
(
a(γ˙γd − iT ∗γ2d − δω)− Ecp sin γγd
)
. (11)
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FIG. 4. Left: Washboard potential for the phase difference γ.
The hops over the barriers are synchronization errors. Right:
The logarithm of the error rate across the synchronization
domain.
Here, the susceptibility a = gr/(gm2 + rn2), noise tem-
perature T ∗ = (T ∗Bm
2g+T ∗Jn
2r)/(gm2+rn2), the energy
barrier Ecp = ~ω|ABnrK +AJmgK∗|/(gm2 + rn2), and
δω = mδω¯B − nδω¯J . This action is formally equivalent
to that of an overdamped particle moving in a trapping
washboard potential U(γ) = −Ecp cos γ−γ~aδω (Fig. 4)
and being subject to the thermal noise. If we neglect the
noise, the motion obeys aγ˙+∂U(γ)/∂γ = 0. The station-
ary solutions to this equation where γ in trapped in one of
the minima correspond to the synchronization of the os-
cillations. They occur within a strip |δω|∆ω ≡ Ecp/~a,
in accordance with the estimations made. Beyond the
strip, γ increases with time corresponding to two unsyn-
chronized frequencies.
The synchronization errors are thermally-activated
hops between the neighboring minima. Their rate de-
termines the accuracy of the resistance quantization. It
is clear that this rate is exponentially small, ln Γ =
−Ecp/T ∗, in the center of the synchronization domain,
this guarantees the high quality of the resistance quanti-
zation. The rate increases towards the strip edge owing
to the lowering of the barrier in the washboard potential,
ln Γ = −(Ecp/T ∗)((1 − y2) + y arccos(y)), y ≡ |δω|/∆ω.
The coefficient Ecp/T
∗ ' K depends on bias current and
voltage as well as on n,m. We provide extensive illustra-
tions of this dependence[21].
In FQHE, the excitation bear fractional charge/flux.
The synchronization errors may also be considered as ex-
citations at the background of a synchronization domain.
One might conjecture that extra charge/flux induced by
a hop over the barrier is fractional: this would be the case
if the 2pi change in γ is equally split between the phases
θ,Ψ. In fact, the situation is more complex since the hop
takes a relatively long time ' a~/Ecp during which the
charge and flux (related to the superconducting phase
difference φ) may fluctuate. Owing to this, the average
extra charge and flux transferred in course of a hop do
not exhibit a strict quantization,
δq
2e
=
mg
gm2 + rn2
;
δφ
2pi
=
−nr
gm2 + rn2
(12)
However, in the limit g  r the extra charge approaches
fractional value 2e/m, while the extra flux approaches
−1/n in the opposite limit.
In conclusion, we have proven the feasibility of syn-
chronization of Bloch and Josephson oscillations in super-
conducting devices that is manifested as a (fractionally)
quantized transresistance like in QH devices. High ampli-
fication coefficient is required for the stable synchroniza-
tion, this is readily achieved by using an LC-resonator
with high quality factor Q. The minimum synchroniza-
tion error rate is exponential in Q.
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“Quantum synchronization and transresistance quantization in superconducting
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A. M. Hriscu, Yu. V. Nazarov
Kavli Institute of NanoScience, Delft University of Technology, 2628 CJ Delft, The Netherlands
Here we present supplementary material for our article ”Quantum synchronization and transresistance quantization
in superconducting devices”. We give here details of the original Keldysh action that describes a general coupling
circuit, specify classical saddle-point equations and details of their analysis. We present the derivation of simple
action for narrow strips and complex formulas for the coefficients involved. We illustrate the dependences of the
synchronization error rate for various synchronization domains on the parameters of the device proposed.
DETAILS OF THE GENERAL ACTION
The action for a general circuit where Bloch and Josephson junctions are present consists of a non-linear part
Snl =
∫
dt
(
2EJ sinφ sin
φd
2
+ 2ES sin q sin
qd
2
)
the part describing the bias current and voltage
Sbias = −
∫
dt
(
eVb
pi
qd +
Ib
2e
φd
)
and the part describing the linear circuit. To get this part of the action , we use general expressions for Keldysh
action of a linear system. Given a vector xi of generalized coordinates, corresponding generalized forces fi, and the
susceptibility matrix χˆ(ω) that relates the coordinates and forces,
xi(ω) =
∑
ij
χij(ω)fij
the action can be written as (Aˆ ≡ χˆ−1):
S =
∫
dω
2pi
(
xd−ωAˆωxω −
i
2
xd−ωSˆωx
d
ω
)
− fxd
The terms ∝ xxd describe the response as well as dynamics of x. The terms ∝ x2d describe the quantum and thermal
noise. The quantity Sˆ is a correlator of random forces. By virtue of fluctuation-dissipation theorem it is expressed in
terms of susceptibility as
Sˆω =
i
2
(
Aˆ− Aˆ†
)
coth
( ω
2T
)
.
This matrix is positively defined (eventually, ImA is negatively defined at positive frequency)
In our case, the generalized forces are the voltage source connected to the Bloch terminal and the current source
connected to the Josephson terminal, such that the generalized coordinates are related to the charge and flux at the
junctions. We use a common convention where positive currents are out of the terminals. We compute matrix Uˆ
that relates sources and responses, those are current j in Bloch terminal and voltage v at Josephson terminal. The
susceptibility matrix χˆ = Uˆ/(−iω). The explicit answer for Uˆ reads [
j
v
]
= Uˆ
[
V
I
]
; (13)
Uˆ =
1
RSZ2 + (RS + Z2)(Z1 +G
−1
J )
[
Z2 + Z1 +G
−1
J −Z2G−1J
Z2Z1 Z1(RSZ2 + Z1(RS + Z2))
]
. (14)
Inverting the matrix, we obtain
Aˆ = −iω
[
RS +
Z2Z1
Z1+Z2
Z2
Z2+Z1
− Z2Z2+Z1 GJ + 1Z2+Z1
]
≡ −iω
[
RS + δRS K
−K GJ + δGJ
]
.
6Here, like in the main text, we have introduced the amplification coefficient K ≡ Z2/(Z1 +Z2) and coupling-induced
modifications δRS = Z2Z1/(Z2 + Z1), δGJ = 1/(Z2 + Z1).
The variables φ,q differ by factors from the generalized displacements Φ and Q, φ = 2eΦ, Q = (e/pi)q. With this,
the part of the action representing the linear circuit reads:
S = S1 + S2 + S3 + S4 (15)
S1 =
∫
dω
2pi
(
φd−ω
G˜
4e2
(
φ˙
)
ω
+ qd−ω
e2R˜
pi2
(q˙)ω
)
(16)
S2 =
∫
dω
2pi
K(ω)
2pi
(
qd−ω
(
φ˙
)
ω
− φd−ω (q˙)ω
)
(17)
S3 =
∫
dω
2pi
ω
2
coth
( ω
2T
)(
φd−ω
ReG˜
4e2
φdω + q
d
−ω
e2ReR˜
pi2
qdω
)
(18)
S4 =
∫
dω
2pi
ω
2
coth
( ω
2T
)
i
ImK(ω)
2pi
(
qd−ωφω − qdωφ−ω
)
(19)
with G˜ = GJ + δGJ , R˜ = RS + δRS .
CLASSICAL EQUATIONS
The classical equations for the circuit can be obtained either by varying the action with respect to φd, qd and
setting φd, qd = 0 or by applying Kirchoff equations to the circuit. The latter will allow us to keep the equations in
the differential form
The classical equations for q and φ are separate in the absence of the coupling,
I + IC sinφ+
~
2eRJ
dφ
dt
= 0 (20)
V + VC sin q +
e
pi
RS
dq
dt
= 0 (21)
and are obtained by applying current conservation in Josephson branch and summing up the voltage drops along the
Bloch branch. With the coupling elements, these equations include the current in the capacitor Icap and voltage drop
VL over the inductor,
I + IC sinφ+
~
2eRJ
dφ
dt
− Icap = 0 (22)
V + VC sin q +
e
pi
RS
dq
dt
+ VL = 0 (23)
that are related to the corresponding current and voltage by Icap = CV˙ , VL = LI˙L. Two extra equations are obtained
by applying current conservation in the node connected to the capacitor and the inductance, and summing up the
voltage drops across the Josephson junction, capacitor, and inductance,
e
pi
q˙ = Icap + IL;
φ˙
2e
= −Vcap + VL. (24)
We reduce these 6 equations to 4 equations that express time derivatives of q, φ, VL, IL in terms of these 4 variables.
We solve these evolution equations numerically by a rk4 solver. A typical computer run is as follows. We fix the
device parameters EJ , ES , RS , GJ , L, C for the whole run. We vary changeable parameters Ib, Vb with small steps,
either along a line in the Ib − Vb plane or scanning a square in the plane. For each point in the Ib − Vb space we start
with an arbitrary initial condition and ”wait” (typically, 30− 40 Qm/Ω) for equilibration of the resulting oscillations.
Then we check whether the resulting orbit is a periodic one in the space of q, φ, VL, IL that is, if initially at the point
(q, φ, VL, IL), it arrives to the point (q + 2pin, φ + 2pim, VL, IL) with some integer n,m after a time interval. If the
periodicity is found, the program outputs the numbers n and m and the point in the Ib − Vb plane is marked as to
belong to the synchronization domain n,m. Otherwise, the point is regarded as to belong to the chaotic domain. In
a faster version of the simulation, Ib,Vb are continuously and very slowly updated with time, and the periodicity of
the orbits is monitored constantly.
7In this way, we have obtained the plots given in the main text. Those are made with relative resolution 10−4 in
Ib, Vb and show single-connected synchronization domains at the chaotic background with widths quickly decreasing
with increasing max(n,m).
If we concentrate at a domain boundary, say, of the (1, 1) domain and increase resolution, we find more structure. We
are able to see the ”paddles” of the chaotic domain within (1, 1) domain, the small ”islands” of (1, 1) synchronization
in the chaotic region and even smaller synchronization domains with large n,m. The structure exhibit fractal self-
similarity upon scaling the resolution and the size of the region scanned. This is what is generally expected from the
transition between commensurability and chaos and should not surprise. Since the structure is seen at high relative
resolutions only, we expect it , in distinction from wider domains, to vanish at any realistic noise level and therefore
did not investigate it in detail.
DERIVATION OF THE SIMPLIFIED ACTION
Our goal is to derive a simplified action for slow variables that are the phases Ψ, θ of the Josephson and Bloch
oscillations, correspondingly. One can draw a similarity with a well-known phenomenon of Shapiro steps in Josephson
junction whereby Josephson oscillations are synchronized with an external a.c. current signal. Our case can be
regarded as a sort of spontaneous emergence of such signal whereby the synchronizing signal for Josephson part is
produced by the Bloch part, and vice versa. To this end, we start with deriving the action for Shapiro steps in the
resistively shunted Josephson junction.
Simplified action for Shapiro steps
Our starting point is the full action for the resistively shunted Josephson junction,
S =
∫
dt
(
2EJ sinφ sin
φd
2
− I + I˜(t)
2e
φd + φ˙φd
G
4e2
)
+ Sn (25)
where the noise term Sn we write at the moment as
Sn = −i1
2
∫
dtdt′φd(t)s(t− t′)φd(t′) (26)
without specifying the kernel s.
We assume G  e2/~, (effective) noise temperature  EJ , and small a.c. amplitude I˜  IC . Under these
conditions, the realizations of φ, φd are close to solutions of the stationary saddle-point equation, that is, one without
noise, and φd is typically small. The specifics of the situation that these solutions are time-dependent periodic
oscillations and therefore are not unique: For each solution φ(t) there is a phase-shifted solution φ(t+ Ψ/ω), ω being
the oscillation frequency. The field Ψ can therefore be regarded as a Goldstone mode. To come to the effective action
for Ψ, one allows for slow time-dependence of this field, expresses φ(t), φd(t) in terms of Φ(t),Φd(t), and substitutes
these expressions into the action. This rather straightforward program has some less trivial implementation details
outlined below.
The classical equation without noise is obtained by varying the general action with respect to φd. It reads
EJ sinφ− I
2e
+
G
4e2
φ˙ = 0 (27)
To solve it, we first make it dimensionless by introducing IC = 2eEJ , dimensionless current j ≡ I/IC , and dimen-
sionless time τ such that
d
dτ
=
G
4e2EJ
d
dt
. (28)
With this, the equation reads
φ˙+ sinφ− j = 0 (29)
8To solve it, let us change the variable to Z ≡ eiφ, Z˙ = iφ˙Z, so the equation becomes
Z˙ +
1
2
(
Z2 − 1− 2ijZ) = 0→ dZ
Z2 − 1− 2ijZ = −dτ/2 (30)
Let us substitute j = 12 (y + y
−1), thus defining a convenient parameter y > 1. With this, we can factorize the
denominator,
Z2 − 1− 2ijZ = (Z − iy) (Z − iy−1) (31)
Integrating both parts we get
ln
(
Z − iy
Z − iy−1
)
1
i(y − y−1) = −τ/2 + C (32)
We choose the constant C in such a way that Z = 1 at τ = 0 and exponentiate to obtain
Z − iy
Z − iy−1
1− iy−1
1− iy = exp (−iτωj) (33)
with the dimensionless Josephson frequency νJ =
1
2 (y − y−1) =
√
j2 − 1. The frequency of correct dimension is then
ωJ =
4e2EJ
G νJ .
We can now rewrite the equation for Z as
Z − iy
Z − iy−1 = y exp(−iτωJ − iχ) ≡ yX (34)
introducing a phase factor
exp(iχ) ≡ −i1 + iy
1− iy
to obtain
Z = i
X − y
yX − 1 = iy + i
1− y2
y − 1/X =
i
y
− i 2ωJ
yX − 1
That we can expand in 1/X, that is, in harmonics:
Z =
i
y
− i2ωJ
∑
n=1
1
Xnyn
There are only harmonics with negative and zero frequency.
Let us compute the voltage dφ/dτ . It is given by
Z˙
iZ
= −iX˙ ∂Z
∂X
Z−1 = −νJX ∂Z
∂X
Z−1 = −2ν2J
yX
(X − y)(yX − 1) = 2ν
2
J
y
y2 + 1− y(X + 1/X)
It is a less expected property of this equation that the inverse voltage has only zero and first harmonics not involving
any higher Fourier components.
(dφ/dτ)−1 = ω−2J (j − cos(ωJτ + χ)) . (35)
Derivation of slow-variable action
Let us use the solutions found. We can express the classical field φ(t) as
φ(t) = F (t+ Ψ(t)/ωJ). (36)
F (t) being the solution found above. It is important to notice that a change of the field Ψ amounts to a slow part of
the change of the superconducting phase φ, since the change of φ per period of Josephson oscillations is 2pi.
9To write a similar expression for the quantum field φd is less trivial. One might conjecture that Eq. 36 is valid for
both parts of the Keldysh contour, that is, for φ±(t), and get the expression for φd in this way. This conjecture is
however wrong not satisfying the saddle-point equations. To find the true dependence of φd at the time scale of the
oscillation period, we need to inspect the ”quantum” saddle-point equation obtained by varying the full action with
respect to φ. Assuming small φd, the equation in terms of dimensionless time τ reads
φd cosφ− φ˙d = 0
To solve this equation, we notice that
d
dτ
ln(φd) = cos(φ).
From the other hand,
φ˙+ sinφ− j = 0 → φ¨+ φ˙ cosφ→ cosφ = − d
dτ
ln
(
φ˙
)
(37)
We conclude that φd = C(dφ/dτ)
−1. We fix the normalization constant C from the condition that the slow variations
of φd correspond to variations of Ψd, so that the average of φd over the oscillation period φ¯d ≡ Ψd. Using the explicit
formula for dφ/dτ , we obtain
φd(t) = Ψd(1− j−1 cos(ωJ t+ χ+ Ψ)) = Ψd (dφ/dτ)−1 ν
2
J
j
(38)
Now it is time to substitute φ(t), φd to the action and average it over the period. In zeroth order, this cancels the
action: indeed, this is generally expected from Goldstone fields. We deal with the residual terms one-by-one. The
conductance term where we differentiate Ψ when taking the derivative with respect to time, reads as follows
G
4e2
φ˙φd =
G
4e2
Ψ˙Ψd
νJ
j
(dφ/dτ)(dφ/dτ)−1 =
G∗
4e2
Ψ˙Ψd (39)
where G∗ = GνJ/j is, logically enough, is the differential conductance (dV/dIb)−1. Next we look at the terms that
come with the external current. We expand the current in harmonics of frequency ω ≈ ωJ ,
I(t) = I +
∑
n=1
Re
(
I˜ne
inωt
)
With this, the action should become
Ψd
2e
(
(∆I) +
1
2
∑
n
Re (In(φd)
∗
n)
)
where ∆I = I − I(ω) is the external current minus the current corresponding to the frequency ω and (φd)n are
the normalized harmonics of φd. It is a rather peculiar property of the model in use that (φd)n = 0 except n = 1,
(φd)1 = −j−1 exp(i(Ψ +χ)). Owing to this, the model predicts Shapiro steps only if the external frequency equals to
Josephson frequency.
By no means this is a general situation. Generally, one expects the Shapiro steps at all multiples of Josephson
frequency. In fact, this drawback of purely resistive shunting is well-known in the field of Josephson dynamics and
arises from the absence of frequency dependence in GJ . If a shunting capacitor is added to the model to provide the
frequency dependence, such Shapiro steps readily emerge. We see that also in our simulations, where the frequency
dependence is provided by the coupling LC circuit. To simulate the generic situation without a complication of the
model in use, we will force the presence of actual harmonics in φd at all frequencies
(φd)n = −αnj−n exp(in(Ψ + χ)). (40)
The values of αn ' 1 at n 6= 1are subject of choice and can be regarded as extra model parameters.
The noise part of the action after the substitution takes the form
Ψ2d
2
(
S(0) +
1
2
∑
n
s(nωJ)|(φd)n|2
)
. (41)
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So we need the noise kernel at multiples of the Josephson frequency. In accordance with the fluctuation-dissipation
theorem, s(ω) = G4e2ωcoth(ω/2T ). We assume quantum limit ωJ  T , so that S(ωJ) = G4e2 |ωJ |.
We can rewrite this contribution to the action as
Ψ2d
2
G∗
4e2 2T
∗, introducing the effective temperature of the Josephson
oscillations,
T ∗J =
ωJ
4j
√
j2 − 1 ,
Collecting all terms, we obtain the effective action in the following form
S =
∫
dt
(
−∂U
∂Ψ
Ψd + Ψ˙Ψd
G∗
4e2
− i2T ∗J
G∗
4e2
Ψ2d
2
)
(42)
where the effective potential U(Ψ) gives the interaction with the a.c. current,
∂U
∂Ψ
=
1
2e
(
(∆I) +
1
2
∑
n=1
Re
(
Inαnj
−n exp(−in(Ψ + χ)))) .
In distinction from the original action, this action is local in time. It can be solved by integration over subsequent
time slices. The resulting evolution equation is a Fokker-Planck equation for distribution of Ψ, P (Ψ). For us, it is
sufficient to note that the action is equivalent to that of an overdamped classical particle subject to white noise with
effective temperature T ∗. The synchronization errors correspond to thermally activated hops over the barriers in the
potential U(Φ) and the estimation of their rate is given by Boltzmann factor exp(−∆U/T ∗).
Action for the Bloch part
We proceed in a similar way to obtain the action for the slow variables θ, θd of the Bloch oscillations.
The starting point is the action in terms of Q,Qd
S =
∫
dt
(
2ES sinQ sin
Qd
2
− e
pi
V (t)Qd + Q˙Qd
e2RS
pi2
)
+ Sn (43)
with the noise term that we write at the moment as
Sn = −i1
2
∫
dtdt′Qd(t)s(t− t′)Qd(t′) (44)
The classical part of Q is expressed as
Q(t) = F (t+ θ(t)/ωB),
where ωB is now the Bloch frequency. The slow field θ that adds to the phase of the oscillations. The quantum part
is obtained as
Qd(τ) = θd(1− 1
v
cos(ωBτ + χ+ θd)) = θd (dQ/dτ)
−1 ν2B
v
where we introduce dimensionless bias voltage v = Vb/VC and dimensionless Bloch frequency νB =
√
v2 − 1.
Again we need to substitute the above expressions Q(t), Qd to the action and average it over the period. We
proceed as in the case of Josephson junction. Let us explicitly concentrate on the dissipative part. According to
fluctuation-dissipation theorem, S(ω) = e
2RS
pi2 ωcoth(ω/2T ). Assuming ωB  T , we can rewrite the action as
θ2d
2
S∗ =
θ2d
2
2T ∗
e2R∗S
pi2
(45)
introducing effective temperature
T ∗B =
ωB
4v
√
v2 − 1 .
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With this, the effective action reads
S =
∫
dt
(
−∂U
∂θ
θd + θ˙θd
e2R∗S
pi2
− i2T ∗ e
2R∗S
pi2
θ2d
2
)
(46)
where the effective potential U(θ) describes the synchronization with the a.c. voltage signal,
∂U
∂θ
=
e
pi
(
(∆V ) +
1
2
∑
n=1
Re
(
Vnβnv
−n exp(−in(θ + χ)))) .
Here, we add βn that are the harmonics of Qd at n 6= 1 describe the synchronization at multiples of Bloch frequency.
The differential conductance and effective temperature read
R∗S = RS
νB
v
; T ∗ =
ωB
4v
√
v2 − 1 .
Coupling the parts
Now we can combine the previously derived slow-variable actions for Bloch and Josephson parts. The only remaining
work to substitute the harmonics of Qd, φd, Q˙, φ˙ into the coupling part of the full action (Eq. 17). We concentrate on
the vicinity of a curve in the Ib−Vb plane where nωJ(Ib) = mωB(Vb) = ω. In the vicinity, we can disregard the details
of frequency dependence of K(ω) replacing it with a (big) complex number K. In principle, the synchronization can
be achieved at all multiples of the frequency ω. This would however involve K(ω) at multiples of ω. Since we assume
that K is big only in the vicinity of the resonant frequency, we can safely disregard these terms.
The harmonics we need are
φd(t) = − αn
2jn
Ψd
[
ein(ωJ t+Ψ+χJ ) + e−in(ωJ t+Ψ+χJ )
]
, (47)
Qd(t) = − βm
2vm
θd
[
eim(ωBt+θ+χB) + e−im(ωBt+θ+χB)
]
. (48)
(φ˙) =
ωdJ
(j + νJ)n
(
ein(ωJ t+Ψ+χJ ) + e−in(ωJ t+Ψ+χJ )
)
, (49)
(Q˙) =
ωdB
(v + νB)n
(
eim(ωBt+θ+χB) + e−im(ωBt+θ+χB)
)
. (50)
With this, we arrive at
Scp = ω |K|
2pi
∫
dt(−AB cos(mθ − nΨ + κ)θd +AJ cos(mθ − nΨ− κ)Ψd) (51)
with
AJ =
αn
mjn(v + νB)m
; AB =
βm
nvm(j + νJ)n
. (52)
The phases χJ,B are irrelevant and can be canceled by corresponding shifts of Ψ, θ. This does not apply to the phase
κ of the amplification coefficient.
When deriving the action, we have disregarded S4 that describes the correlation of the noises induced by coupling.
This term is small in comparison with the noise produced by RS , GJ provided δRS , δGJ  RS , GJ : this is what we
assume.
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Reduction to the single variable
The resulting action
S = SB + SJ + Scp; (53)
SB = r
∫
dt
(
θ˙θd − iT ∗Bθ2d − (δωB)θd
)
, (54)
SB = g
∫
dt
(
Ψ˙Ψd − iT ∗JΨ2d − (δωJ)Ψd
)
, (55)
Scp = ω |K|
2pi
∫
dt(−AB cos(mθ − nΨ + κ)θd +AJ cos(mθ − nΨ− κ)Ψd). (56)
depends on two pairs of variables while the only variable that enters the action in a non-linear fashion is γ ≡ mθ−nΨ.
To reduce the action to that of this relevant variable, we substitute
Ψ = − γ
2n
− σ
n
; θ = +
γ
2m
− σ
m
; (57)
Ψd = − γd
2n
− σd
n
; θ =
γd
2m
− σd
m
; (58)
introducing the fields γ, γd, σ, σd. The resulting action is quadratic in σ, σd so that this field can be integrated out.
Since the integral is Gaussian, the integration is equivalent to finding an optimum in σ, σd and substituting the optimal
values σ, σd found back into the action.
In this way, we arrive at
S =
∫
dt
(
a(γ˙γd − iT ∗γ2d − δω)− Ecp sin γγd
)
. (59)
Here, the susceptibility a = gr/(gm2 + rn2), noise temperature T ∗ = (T ∗Bm
2g + T ∗Jn
2r)/(gm2 + rn2), the energy
barrier Ecp = ~ω|ABnrK +AJmgK∗|/(gm2 + rn2), and δω = mδω¯B −nδω¯J . Expressing changes of the fields Ψ, θ in
terms of γ we arrive at the relations
δq
2e
=
mg
gm2 + rn2
;
δφ
2pi
=
−nr
gm2 + rn2
(60)
that give the change of the charge and flux passed in the output circuits upon hopping over the potential barrier.
NUMERICAL ILLUSTRATIONS
In the main text, we have argued that high quality factors Q, or, equivalently, large amplification coefficients K are
required for exponentially good synchronization, ln Γ ∝ |K| < Q. The effective quality factor is limited by √RSGJ/2
and can therefore be sufficiently large under assumption of well-defined oscillations RS  ~/e2, GJ  e2/~. It is
important to find numerical estimates on proportionality coefficient in the above relation. Apparently, the coefficient
depends very much on the parameters of the model and tend to be very small for exotic synchronization plateaus
with high n,m. Here, we present these numerical estimates.
We concentrate on evaluating a dimensionless coefficient A defined by
Γ ' exp
(
−A|K|
2pi
)
,
Γ estimating the synchronization error rate in the middle of a synchronization domain. Thus defined A does not
depend on the characteristics of LC resonator. It follows from the formulas given that
A = Ecp
T ∗
2pi
|K| =
√
A2Bn
2r2 +A2Bn
2r2 + 2AJABnmgr cos(2κ)
T∗B
~ωm
2g +
T∗J
~ωn
2r
(61)
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χ being the phase of the amplification coefficient. All coefficients AB,J , T
∗
B,J , r, g depend on n,m and dimensionless
voltage and current biases j = Ib/Ic, v = Vb/VC ,
AJ =
αn
mjn(v +
√
v2 − 1)m ; AB =
βm
nvm(j +
√
j2 − 1)n ; (62)
r = r¯
√
v2 − 1
v
; g = g¯
√
j2 − 1
j
; where r¯ ≡ (e2/pi2~)RS ; g¯ = (~/4e2)GJ (63)
T ∗B
~ω
=
1
4mv
√
v2 − 1 ;
T ∗J
~ω
=
1
4nj
√
j2 − 1 . (64)
We introduce two dimensionless parameters that characterize asymmetry of the Bloch and Josephson parts,
X = r¯/g¯, Y = EJ/ES .
The symmetry is achieved at X = Y = 1.
The biases are related by synchronization condition nωJ = mωB that in dimensionless notations reads√
v2 − 1 = XY n
m
√
j2 − 1.
Main synchronization domain n = m = 1
Let us concentrate first on the main synchronization domain n = m = 1. We plot in Fig. 1 the coefficient A versus
the dimensionless bias current j.
Upper left plot shows the coefficient for different cos(2κ) = 1, 0.5, 0,−0.5,−1.0 under symmetry conditions X =
Y = 1. At any j, the coefficient reaches the maximum for purely real K(cos(2κ) = 1) and vanishes for purely
imaginary K, this being an artifact of the symmetry of the setup. For all cos(2κ) A is zero at the threshold j = 1 and
monotonically increases saturating at big j. This is explained by a rather peculiar dependence of T ∗/~ω on the bias.
This quantity diverges near the threshold and quickly drops with increasing the bias. This drop compensates decrease
of Ecp at big biases. We note that the strip width that does not depend on T
∗ becomes smaller upon increasing j.
Upper left and lower right plots show the influence of asymmetry on the coefficient, for different Y and X, respec-
tively. In all cases, asymmetry decreases the coefficient, and A vanishes in the limit of either big or small X as well
as in the limit of either small or big Y . The reason for this is that at big asymmetries the synchronization condition
implies that one of the parts is biased close to the threshold where the effective temperature is high.
Asymmetry improves A in the case of purely imaginary impedance when it vanishes in the symmetric case. This
is illustrated in the lower right plot where it is shown that A attains a relatively big value ' 0.5 for not so big
asymmetries.
The maximum A = 2 is achieved in the case of real impedance, symmetric conditions and large bias.
Domains n = 1, m 6= 1 or m = 1, m 6= 1
Let us consider synchronization domains with higher n,m. Among those, the case with either n = 1 or m = 1 is
rather special. In this case, we also expect steps in our high-damping limit model without adjusting α, β, so we set
αp = βp = 0 except p = 1. In this case, either AJ or AB equals zero, and the coefficient A does not depend on the
phase of the amplification coefficient. We plot in Fig. 2 A versus j for a variety of n,m (note log scale of the vertical
axis). We consider only symmetric setup X = Y = 1. The behavior of the coefficient in n = 1,m and m = 1, n
domains is rather similar so for concreteness we concentrate on m = 1, n. As in the previous case, the coefficient
vanishes at the threshold. Unlike the previous case, it drops upon increasing the bias current. The reason for this
is that Ecp is proportional to the n-th harmonics of the oscillation that scales as j
n at large bias. The coefficient A
therefore reaches the maximum at some jn. With increasing n jn approaches the threshold, while the value of the
maximum quickly drops. Roughly, it is decreased by a factor of 3 if n is increased by 1.
The maximum A found is ≈ 0.1 for n = 1,m = 2 and m = 1, n = 2 domains.
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FIG. 5. The coefficient A for main synchronization domain n = m = 1 versus the dimensionless current bias j. Upper left:
symmetric setup X = Y = 1. The phase of the amplification coefficient takes values cos(2κ) = 1, 0.5, 0,−0.5,−1.0 from the
upper to the lower curve. Upper right: real K, X = 1 and asymmetry parameter Y takes values 1, 2, 0.5, 3, 0.33 from upper to
lower curve at large j. Lower left: real K, Y = 1 and asymmetry parameter X takes values 1, 2, 0.5, 3, 0.33 from upper to lower
curve at large j. Lower right: Purely imaginary K, Y = 1, X takes values 0.5, 2, 0.33, 3 from upper to lower curve at large bias.
Domains n 6= 1,m 6= 1
For completeness, we illustrate A for two general domains: n/m = 2/5 and n/m = 3/4. We set α = β = 1 for all
harmonics.
The coefficient A approaches zero at the threshold and peaks rather close to it dropping down at larger bias currents.
The dependence on the phase of the amplification coefficient is bigger for n/m = 3/4 step since this ratio is close to
1 where in symmetric case the cancellation of A takes place at purely imaginary amplification coefficient. In both
domains, maximum value of A ≈ 0.15.
15
1e-005
0.0001
0.001
0.01
0.1
1
1 1.5 2 2.5 3 3.5 41e-005
0.0001
0.001
0.01
0.1
1
1 1.2 1.4 1.6 1.8 2
FIG. 6. The coefficient A for synchronization domains n = 1,m 6= 1 and m = 1, n 6= 1 versus the dimensionless current bias j.
The coefficient does not depend on the phase of the amplification coefficient, and we assume symmetric case X = Y = 1. Left:
m = 1, n changes from 2 to 6 from upper to lower curve. Right: n = 1, m changes from 2 to 6 from upper to lower curve.
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FIG. 7. The coefficient A for synchronization domains n/m = 2/5 (left) and n/m = 3/4 (right) versus the dimensionless
current bias j. We assume symmetric case X = Y = 1. cos(2κ) takes values 1, 0.5, 0,−0.5,−1 from upper to lower curve.
