A Statistical Model for Assessing the Need for Medical Care in a Health Screening Program Stuart C. Hartz
This is a statisticalmodel (the "multiple logistic model") for pooling data from many variables into a single probability estimate that a person examined in a health screening system requires medical care. Because discrete variables are frequently studied in health screening programs, the required assumption of multivariate normality of the predictor variables related to many statistical techniques is seldom fulfilled.
A computing method is given that avoids this assumption by directly assuming the appropriateness of logistic function and obtains the corresponding maximum likelihood estimates (MLE) of the unknown parameters.
Fisher's linear discriminant function (LDF) may be used to provide the initial estimates of these parameters, which are necessary for the application of the MLE computing procedure. The algorithms to estimate these coefficients are discussed for both the LDF and MLE models, and an application of these methods to a set of data is presented and other applications of this procedure are proposed.
The development of administrative guidelines for detecting persons requiring further medical attention is a major task confronting those who conduct health screening programs. A typical screening plan for a given health problem is organized into at least two decision-making stages. Initially, on the basis of a typical screening test, an individual is either dismissed from further consideration or referred for additional examinations and/or therapy. At this first decision stage, a critical element is the probability that the dismissal of the individual is the correct action to take. If the decision "not to dismiss" is made, the person enters the next stage involving additional tests, where a decision on whether or not to proceed with some form of treatment is ultimately made. Again, a crucial factor is the probability that the action is the appropriate one; i.e., the probability that the individual is in fact in need of medical care.
Although more data are usually available at the second stage, the methodology used to estimate both probabilities can be based on all the data recorded on personal charac- This formulation is represented in Table  1 by Equation [1] , in which the summation in the exponent is composed of a linear combination of the coefficients to be estimated (i.e., the betas) while the X's denote the "independent" (predictor) variables.
Here P is the probability of being a case in need of further medical attention; the predicator variables may be scaled as discrete, continuous, or a mixture of these two scales-as illustrated in Table 1 . 
This model was first discussed within an epidemiologic context, by Cornfield et al. (1) , who developed it on the assumption that the predictor variables in the model, in both the "diseased" and "healthy" populations, are distributed in a multivariate normal fashion with differing means, and that the variance-covariance matrices related to the K variables in the two populations are equal. Following these conditions, Cornfield showed that the coefficients in Equation [1] are those of Fisher's linear discriminant function (LDF). Although the assumption of multivariatenormality is unrealistic in the situationwhere qualitative variables are being studied, a later work by Truett et al. (2) showed that the model behaves fairly well as long as the linear combination in Equation [1] approaches normality.
Walker and Duncan (3), however, avoid the normality assumption by directly assuming the appropriateness of Equation [1] .They obtain estimates of the coefficients by applying a least squares solution-which, in this case, is comparable to a maximum likelihood solution. Recently, Halperin et al. (4) have compared these two estimating procedures (of the multiple logistic model) and generally prefer the Walker and Duncan or maximum likelihood (MLE) approach-particularly when confronted with discrete data. In the latter case, the assumption of multivariate normality is completely without basis.
The purpose of the present work is not to compare these two computing approaches, but to present a system that makes use of both methods to arrive at the estimated multiple logistic probabilities. The LDF model uses the algorithms shown in Table 2 ; the assumption is made that measurements have already been taken on the N1 individuals who have been judged as being "correctly treated" and on the N0 individuals who have been judged as being "correctly not-treated". Thus, the estimates, i.e., the vector , are based on the mean differences between the two populations for the ith variable and the corresponding elements in the variance-covariance matrix referring to this variable.
The element 9o is the estimated intercept or overall mean effect-similar to the intercept in standard regression theory.
The corresponding algorithms of the MLE approach are given in Table 3 variables, have been selectedfor study; namely, X1 = protein-bound iodine ( 8 zg/100 ml, <8 ig/100 ml), X2 = finger tremors (present or absent), X3 = nervousness (present or absent), and X4 = excessive sweating (present or absent). For purposes of illustration, the model involving only the individual effects of the four variables will be constructed.
The introduction of selected functions of the four variables (e.g., interaction effects) does not require any modification of the methods. The estimates of the logistic coefficients based on the data in Table 4 are given in Table 5A . The estimated multiple logistic probabilities are shown in Table 5B , and are computed by first applying the algorithms of the LDF technique and then using these results as initial estimates to the MLE procedure.
In the present example the estimated risks derived via the multiple logistic function agree with the observed proportions of hyperthyroid persons. One may thus conclude that the MLE formulation of these probabilities is a reasonable parametric representation of the risk of being hyperthyroid, given information on the above study characteristics.
In Table 4 , the proportion of individuals observed with a high screening value of PBI (i.e., PBI 8 tg/100 ml) is 15.7%, and within this group the probability of hyperthyroidism is 9.6% (i.e., 160/1660). Note, however, that in tJie class with high PBI values, the multiple logistic probability of hyperthyroidism ranges from a low of 0.5% to a high of 81.0%, depending on the presence or absence of the additional signs and symptoms. Thus, the multiple lo- aObserved frequency of hyperthyroidism in relation to protein bound iodine, finger tremors, nervousness, and excessive sweating (observed probabilities listed in Table 5B ). The decrease in NADH is measured by the decrease in absorbance at 340 nm.
