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Abstract
This work describes diﬀerent methods that are useful in the analysis of
multivariate single and multiset data. The thesis covers selected aspects
of relevant data analysis techniques in this context. Methods dedicated to
handling data of a spatial nature are of primary interest with focus on data
driven exploratory methods for i) clustering, and for both ii) linear and
iii) nonlinear decompositioning. New extensions are presented in all three
ﬁelds.
Chapter 1 contains the motivation and objectives of the thesis.
Chapter 2 introduces the notion of fuzzy clustering. To overcome some of
the problems of initialization, a simulated annealing controlled stochastic
diﬀusion optimization inspired extension is presented. Spectral clustering is
extended to include spatial information into the partitioning of multivariate
image data. The spatial awareness is introduced by the construction of two
new memberships: the spatial membership and the parental membership.
The ﬁrst of the new memberships is inspired and developed from Markov
random ﬁeld modelling, and the second is obtained from analyses performed
on diﬀerent scales of the image data. A case study on simulated data
illustrates the improved robustness of the algorithm and thus the usefulness
of the new extensions when handling noise and outlier data and when classes
are overlapping in the spectral space. Two additional case studies are
presented on unsupervised segmentation of multispectral remotely sensed
data and of multichannel x-ray mapping imagery.
Chapter 3 describes the linear decomposition of single and multiple sets. A
new extension to the maximum autocorrelation factors (MAF) transform is
proposed. The new transform restricts MAF to generate components such
that the covariance structure of the noise becomes the identity matrix. This
viii
involves scaling the individual components such that the variance becomes
linearly dependent to the signal-to-noise ratio in each component. The new
transform is termed the signal MAF (SMAF) transform. The stretching of
MAF components, favouring the subspaces rich on autocorrelated signal,
gives improved results when used as a preprocessor to the spectral-spatial
clustering algorithm presented in Chapter 2 on the simulated data. A case
study is presented in which a new application of exploratory methods for
single set analysis is presented. The combination of methods provides a
decompositioning of multispectral satellite images with suppression of un-
desired spectra and noise. The presented data driven approach is expected
to be useful in obtaining a better spatial and temporal sampling of the
ocean colour in the North Sea and adjacent waters. The theory for linear
multiset canonical correlations analysis is presented and applied to both
a bivariate multitemporal problem, and a two-dimensional multiset shape
alignment problem. A relation between the canonical correlations analysis
and Procrustes alignment is found.
In Chapter 4 the focus is on nonlinear decompositioning of multiset data.
The alternating conditional expectations (ACE) algorithm has previously
been extended to perform canonical correlations analysis on two sets. Here
ACE is generalized to handle multiple sets. The new algorithm ﬁnds esti-
mates of the optimal transformations of the involved variables that maxi-
mize the sum of the pair-wise correlations over all sets. The new algorithm
is termed multiset ACE (MACE) and can ﬁnd multiple orthogonal eigen-
solutions. MACE is a generalization of the linear multiset correlations
analysis. It handles multivariate multiset of arbitrary mixtures of both
continuous and categorical variables. MACE is applied to maximize the
autocorrelation in multispectral remote sensed imagery and to irregularly
sampled data of geochemical data collected in South Greenland. MACE is
expected to be a useful tool in providing insight in the underlying data dis-
tributions of multiset problems. It applies bivariate scatterplot smoothers
for which the data analyst may specify appropriate restrictions when per-
forming an exploratory analysis of the data.ix
Resum´ e
Dette arbejde beskriver metoder som er nyttige i analysen af multivariate
enkelt sæt og multisæt data. Afhandlingen dækker kun udvalgte aspek-
ter med fokus p˚ a data drevne eksplorative metoder til i) clusterering, og
b˚ ade ii) lineær og iii) ikke-linær dekomposition. Nye udvidelser præsenteres
inden for alle tre felter.
Kapitel 1 omhandler motivationen og m˚ alsætningerne for afhandlingen.
Kapitel 2 introducerer fuzzy clustering. For at kompensere for initialis-
eringsproblemer præsenteres en udvidelse, der er inspireret af simulated
annealing kontrolleret stokastisk diﬀusion optimering. Spektral clustering
udvides til at inkludere spatial information i behandlingen af multivariate
billeddata. Den spatialle udvidelse introduceres ved to nye medlemsskaber:
et spatielt og et forældre-medlemskab. Det første af disse medlemskaber er
inspireret af Markov random ﬁeld modellering, og det andet ﬁndes ved anal-
yser af data p˚ a forskellige skalaniveauer. Et eksempel med simulerede data
præsenteres som demonstrerer den udvidede algoritmes robuste egenskaber
til h˚ andteringen af støj, outliers og klasseoverlap i det spektrale rum. To
yderligere eksempler demonstrere metoden anvendt p˚ a multispektral satel-
litdata og p˚ a multikanal røntgendata.
Kapitel 3 beskriver lineær dekomposition af enkelt- og multisæt data. En
udvidelse af maksimum autokorrelationsfaktor (MAF) transformationen
præsenteres. Den nye transformation producerer MAF komponenter for
hvilken kovariansstrukturen er enhedsmatricen. De enkelte komponenter
skaleres s˚ a variansen er linært afhængig af signal-støj-forholdet i hver kom-
ponent. Transformation kaldes for signal MAF (SMAF) transformatio-
nen. SMAF favoriserer underrum med meget signal og er nyttig som en
preprocessor. SMAF transformationen forbedrer resultaterne af en clus-
x
ter analyse af simulerede data. Et eksempel p˚ a en ny applikation af ek-
splorative metoder for enkeltsæt præsenteres. Kombinationen af metoder
giver en dekomponering af multispektral satellitdata med undertrykkelse
af uønskede spektra og støj. Metoden forventes nyttig til at opn˚ a en bedre
sampling af havets spektrelle reﬂektans i Nordsøen og de omkringliggende
farvande. Teorien for linær kanonisk korrelationsanalyse præsenteres og
anvendes p˚ a et bivariat multitemporalt problem og et multisæt alignment
problem for todimensionale punktfordelings modeller. En relation mellem
kanonisk korrelationsanalyse og Procrustes analyse gives.
I kapitel 4 fokuseres p˚ a ikke-linær dekomposition. Alternating condi-
tional expectations (ACE) algoritmen er tidligere udvidet til brug ved
kanonisk korrelationsanalyse for tosæts problemer. ACE generaliseres til
h˚ andteringen af multisæt data. Den nye algoritme maksimerer summen af
parvise korrelationer over alle sæt og kaldes for multisæt ACE (MACE).
Den ﬁnder ortogonale løsninger og er en generalisering af linear multi-
sæt kanonisk korrelationsanalyse. MACE kan h˚ andtere arbitrære kom-
binationer af kontinuerte og kategoriske variable. Et eksempel præsen-
teres hvor MACE benyttes til at maksimere autokorrelationen i multispek-
trale satellitbilleder og til analyse af irregulært opsamlede geokemisk data
fra Sydgrønland. MACE forventes at være et nyttigt værktøj, n˚ ar man
laver eksplorative analyser og leder efter indsigt i korrelationerne mellem
de involverede variable og sæt. Algoritmen anvender bivariate scatterplot
smoothers for hvilke speciﬁkke restriktioner kan angives.xi
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Chapter 1
Introduction
This work is expected to be of particular interest to researchers
who need methods to apply in the ﬁrst exploratory probing of
multivariate data trying to investigate the joint density func-
tion with no preconceived notions or precise questions in mind.
This chapter contains a section on the motivation and objec-
tives of this work. It presents a thesis overview along with the
applied mathematical notation and a list of the publications
made during the Ph.D. study. The last section contains a short
introduction to data complexity and dimensionality.
2 Chapter 1. Introduction
1.1 Motivation and Objectives
Exploratory analysis is an extensive ﬁeld in modern applied statistics and
involves the handling and initial processing of large data sets. The term
was ﬁrst introduced by J. Tukey in 1977 to describe the use of primar-
ily graphical techniques when studying a data set, see [119]. In general,
exploratory tools are data driven methods which aim to assist the data
analyst in discovering important structures or hidden correlations in the
data. In high dimensions it becomes diﬃcult to estimate the joint density
function of a multivariate data set, and only the most coarse properties of
the density function can be revealed. If the data lumps together in dif-
ferent parts of the vast space, we talk about a clustering eﬀect. Methods
for cluster analysis are methods that attempt to discover if clustering is
present and how many natural groups exist. In this work we are especially
interested in handling data of spatial nature. Motivated by the success of
spectral clustering algorithms we wish to extend these methods for han-
dling multivariate image data. Some objectives are therefore to develop
and implement methods for unsupervised image segmentation based not
only on the spectral characteristics of each pixel but also on the spatial
information present in the data. The aim is to improve robustness (and
speed) when handling noise and overlapping classes in the spectral space.
Although the data are represented in a high dimensional space, important
structures can often be revealed by projecting the observations onto a lower
dimensional manifold. Exploratory tools which try to transform the data
onto interesting manifolds are known as methods for linear and nonlinear
decomposition. Decompositioning is useful when trying to understand the
structure of a data set and methods for dimensionality reduction and re-
dundancy analysis are therefore important. Thus, other objectives are the
investigation, further development and implementation of data driven me-
thods that can handle both single and multiset scenarios. In particular,
methods for maximizing correlations between transformed groups of vari-
ables in multisets are of interest. In the literature the methods found for
multiset canonical correlations analysis are all linear techniques. One aim
is therefore to develop the means of performing nonlinear multiset correla-
tions analysis. A data driven method is proposed for ﬁnding the best ﬁtting
additive model which maximizes the sum of the pair-wise correlation over
all sets. Information on the structure of these models is important and aid
in the interpretation and understanding of the relationship between the1.2 Thesis Overview 3
underlying variables and the organization of the data.
The amount of literature on exploratory analysis is large. Good approaches
to the subject are books on pattern recognition and on applied modern
regression and classiﬁcation techniques, [107, 46, 124, 55]. For classical
methods in multivariate statistics see [2]. For a survey paper on statistical
pattern recognition see e.g. [71].
1.2 Thesis Overview
The thesis is divided into four chapters:
² Chapter 1 introduces the motivation for and objectives of the work.
² Chapter 2 addresses the problem of performing unsupervised classi-
ﬁcation. A purely data driven extended fuzzy clustering algorithm is
developed for handling image data, and case studies are presented in
which the new algorithm is applied.
² Chapter 3 addresses the task of linear decompositioning of single set
and multiset data. Relevant theory is presented and new extensions
are introduced followed by their application to case studies.
² In Chapter 4 a more general approach is taken. The linear decompo-
sition methods are relaxed to allow for nonlinear transformations of
multivariate single and multisets. A new algorithm is developed for
decomposing multiset data into new variates that maximize the sum
of the pair-wise correlations over all sets. The algorithm can handle
arbitrary mixtures of continuous and categorical variables. Relevant
theory and additional case studies are presented.
The three main chapters (2-4) have been written as independently as possi-
ble allowing parts of the work to be used without requiring an understand-
ing of the whole thesis.
1.3 Mathematical Notation
Vectors are column vectors and typeset in italic lower-case boldface using
spaces to separate the elements:
x = [ a b c ]T: (1.1)
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Matrices are typeset in italic boldface capitals:
A =
·
a b
c d
¸
: (1.2)
Sets are typeset using curly braces:
fxigN
i=1: (1.3)
Note, both capital and lower-case non-boldface italic letters may be applied
to represent the number of elements in a set or scalar variables.
The expectation values of a stochastic variable is typeset as Efxg with the
dispersion Dfxg, and in the univariate case the variance Varfxg. Covari-
ance is represented by Covfx;yg and correlation by Corrfx;yg.
Inner-products are typeset as
< xjy >; (1.4)
and the inner-product induced norm is (in squared form) represented by
kxk2 =< xjx > : (1.5)
1.4 Publications
Some of the work in this thesis is reported in the following papers:
Proceedings
² Klaus Baggesen Hilger, Allan Aasbjerg Nielsen, Ole B. Andersen and
Per Knudsen. An ACE-based Nonlinear Extension to Traditional
Empirical Orthogonal Function Analysis. MultiTemp2001, Trento,
Italy, 13-14 September 2001.
² Allan Aasbjerg Nielsen, Klaus Baggesen Hilger, Ole B. Andersen and
Per Knudsen. A Bivariate Extension to Traditional Empirical Or-
thogonal Function Analysis. MultiTemp2001, Trento, Italy, 13-14
September 2001.
² Allan Aasbjerg Nielsen, Klaus Baggesen Hilger, Ole B. Andersen and
Per Knudsen. A Temporal Extension to Traditional Empirical Or-
thogonal Function Analysis. MultiTemp2001, Trento, Italy, 13-14
September 2001.1.4 Publications 5
² Klaus Baggesen Hilger, Mikkel B. Stegmann, MADCam - The Multi-
spectral Active Decomposition Camera. Proceedings of the 10th Dan-
ish Conference on Pattern Recognition and Image Analysis, Copen-
hagen, Denmark, 2001.
² Klaus Baggesen Hilger, Allan Aasbjerg Nielsen and Rasmus Larsen.
A Scheme for Initial Exploratory Data Analysis of Multivariate Im-
age Data. Proceedings of 12th Scandinavian Conference on Image
Analysis (SCIA), pp. 717-724. Bergen, Norway, 11-14 June 2001.
² Klaus Baggesen Hilger, Allan Aasbjerg Nielsen, Per Knudsen and
Ole B. Andersen. Enhancement of Ocean Related Signal by Suppres-
sion of Undesired Spectra in Remotely Sensed Multivariate SeaWiFS
Images in the GEOSONAR Project. American Geophysical Union
(AGU) Fall Meeting, San Francisco, California, USA, 15-19 Decem-
ber 2000.
² Klaus Baggesen Hilger and Allan Aasbjerg Nielsen. Targeting input
data for change detection studies by suppression of undesired spectra.
In Proceedings of Seminar on Remote sensing and image analysis
techniques for revision of topographic databases, KMS, The National
Survey and Cadastre, Copenhagen, Denmark. 29 February 2000.
² Klaus Baggesen Hilger, Allan Aasbjerg Nielsen and Jens Michael
Carstensen. Unsupervised classiﬁcation of x-ray mapping images of
polished sections. Proceedings of MVA2000, IAPR Workshop on Ma-
chine Vision Applications, pp. 44-47, Tokyo, Japan, 28-30 November
2000.
² Allan Aasbjerg Nielsen and Klaus Baggesen Hilger. Spectral-spatial
decomposition of multivariate SeaWiFS images with suppression of
undesired spectra and noise. Abstracts from Oceans from Space,
Venice 2000, p. 205, Venice, Italy, 9-13 October 2000.
² Klaus Baggesen Hilger and Allan Aasbjerg Nielsen. Unsupervised
Fuzzy Clustering of Multivariate Image Data. 11. Havforskermøde
(Danish ocean researchers’ meeting), Roskilde University Center,
Denmark, 26-28 January 2000.
² Klaus Baggesen Hilger, Allan Aasbjerg Nielsen and Per Knudsen.
Aspects of remote sensing of the GEOid and Sea level Of the North
Atlantic Region (GEOSONAR) project. 11. Havforskermøde (Danish
ocean researchers’ meeting), Roskilde University Center, Denmark,
26-28 January 2000.
² Per Knudsen, Ole B. Andersen, Thomas Knudsen, Olwijn Leeuwen-
burgh, Jacob Lorentzen Høyer, Niels Flemming Carlsen, Allan Aas-
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bjerg Nielsen, Klaus Baggesen Hilger, C. Christian Tscherning, Niels
Kristian Højerslev, Guilhem Moreaux, Erik Buch og Vibeke Huess.
The GEOSONAR Project. 11. Havforskermøde (Danish ocean re-
searchers’ meeting), Roskilde University Center, Denmark, 26-28 Jan-
uary 2000.
² Klaus Baggesen Hilger, Allan Aasbjerg Nielsen and Per Knudsen.
Aspects of remote sensing of the GEOid and Sea level Of the North
Atlantic Region (GEOSONAR) project. In Bjarne Kjær Ersbøll and
Peter Johansen (editors) Proceedings of the Scandinavian Image Ana-
lysis Conference (SCIA), vol. 2, pp. 881-888, Kangerlussuaq, Green-
land, 7-11 June 1999.
² Allan Aasbjerg Nielsen, Klaus Baggesen Hilger Ole B. Andersen, Niels
F. Carlsen and Per Knudsen. Remote sensing of the GEOid and Sea
level Of the North Atlantic Region (GEOSONAR) project. In Geo-
physical Research Abstracts, volume 1, number 1, p. 221, European
Geophysical Society (EGS), XXIV General Assembly, The Hague,
The Netherlands, 19-23 April 1999. Invited contribution.
Technical Reports
² Allan Aasbjerg Nielsen and Klaus Baggesen Hilger (2000). COMB
Data Report on Unsupervised Classiﬁcation of X-Ray Mapping Ima-
ges of Thin Sections.
² Klaus Baggesen Hilger and Allan Aasbjerg Nielsen (1999). Statis-
tical Transformations of SeaWiFS data: GEOSONAR Data Report
1. Department of Mathematical Modelling, Technical University of
Denmark.
1.5 The Curse of Dimensionality
When working with multivariate multiset data problems, it pays to have an
intuitive understanding of the character of high-dimensional spaces. This
section is an attempt to provide this intuitive understanding by brieﬂy
conveying the basics of working in high dimensions in which we ﬁnd many
manifestations of what is known as “the curse of dimensionality.”
Bellman, [5], ﬁrst introduced the term in 1961 and used it to describe the
complexity of computations when the number of computations exceeds the1.5 The Curse of Dimensionality 7
available computing power. Shortly hereafter, in 1966 Elsasser, [29, 111],
coined the term “immense” to describe numbers larger than
I = 10110; (1.6)
a number which equals the atomic mass of the universe measured in units
of the mass of a hydrogen atom (1080) multiplied by the age of the universe
measured in picoseconds (1030). Generally, one assumes that any number
of items can be put on a list and examined one by one. For an immense
number of items, however, this is not possible. First of all, there would not
be enough mass in the universe to represent the list, even if only a single
atom were used to remember each item on the list. Secondly, if such a list
existed, we would not have the time to read through it by any conceivable
means.
Another use of the term “curse of dimensionality” relates to the problems
associated with the feasibility of density estimation in many dimensions.
Samples quickly become lost in the vast space when the dimensionality
becomes too large. Local neighbourhoods in a high-dimensional space are
likely to be void of observations. When neighbourhoods are extended to
include a suﬃcient number of observations, they become so large that they
eﬀectively provide global, rather than local, density estimates. To relieve
the problem by ﬁlling the space with observations would soon require in-
feasibly large sample sizes.
The character of high-dimensional spaces can run counter to one’s intuition,
which tends to be based on low-dimensional Euclidean spaces. Consider
a p dimensional hyper-cubic space with edge length r. The proportion of
the volume that is contained between the surface of the hypercube and a
smaller one with edges of length r ¡ ² is
rp ¡ (r ¡ ²)p
rp = 1 ¡ (1 ¡
²
r
)p ! 1 for p ! 1: (1.7)
Thus, in a high-dimensional hyper-cubic region most of the available space
is spread around the surface of the region. The same is true of regions with
other shapes, e.g. spheres.
Consider a p dimensional unit sphere with N uniformly distributed data,
fxigN
i=1, centered at the origin. The distance from each observation to the
origin is represented by the set fdigN
i=1. The distribution function for the
minimum distance dmin of the closest point to the origin in one dimension
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is given by
G(d) = Pfdmin · dg
= 1 ¡ Pfdmin > dg
= 1 ¡ Pfd1 > d;¢¢¢ ;dN > dg
= 1 ¡ (1 ¡ F(d))n: (1.8)
where F(d) is the distribution function of d. Then in higher dimensions
the median distance from the origin to the closest data point becomes
dmedian = (1 ¡ (1=2)1=N)1=p: (1.9)
In Figure 1.1 a contour plot of the median distance from the origin to
the nearest point is plotted as a function of observations and dimensions.
Notice how rapidly the distance increases with the dimensions and how
quickly the sample size must grow in order to preserve the notion of local
nearest-point neighbourhoods. In, say, 10 dimensions with 1000 observa-
tions we must travel almost half-way to the boundary to ﬁnd the median
distance of the nearest point.
Consider uniformly distributed observations in an unit hypercube. Given a
target point from which we wish to capture a fraction f of the neighbouring
observations, the edge length of the required hypercube centered at the
target point becomes ˜ rp(f) = f1=p. In a multivariate case of e.g. ten
dimensions we therefore need to cover 63% of the entire range of each
variable to capture only 1% of the data. Notice also that the sampling
density is proportional to N1=p. If we have a density of 1000 observations
in a one dimensional space, we need 100010 = 1030 observations in a ten
dimensional space to preserve the sample density. In a 37 dimensional space
the required number of observations would already be immense. Therefore,
in high dimensions all feasible training samples will sparsely populate the
input space.
In summary, the curse of dimensionality must be taken into account when
considering the feasibility of performing density estimation in many dimen-
sions. Sometimes multidimensional smoothers can work with a moderate
number of inputs, but the curse hinders them in higher dimensions. The
manifestations of the curse are that
² local neighbourhoods are empty, or
² nearest-point neighbourhoods are not local,1.5 The Curse of Dimensionality 9
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Figure 1.1: A contour plot of the median distance from the origin to the
nearest point in a hyper-ball with uniform sample density.
² all points are close to the boundary, and
² the sample size needs to grow exponentially with the dimensions in
order to preserve the sampling density.
In addition, high-dimensional functions are diﬃcult to represent and in-
terpret, and high-dimensional procedures should assume some regularizing
structure.
In high dimensions the curse of dimensionality makes it impossible to detect
all but the very coarsest structure of the joint probability function, and the
most one can hope for is to be able to get a general idea of the density
function. Cluster analysis is one approach for doing this. The goal is
to discover if the density is small everywhere, except for a small number
of isolated regions (where it is large). This eﬀect is known as clustering
and clustering algorithms attempt to determine when this condition exists
and to identify the isolated regions. Dimensionality reducing methods are
very useful tools as they can be applied to remove redundancy and to
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ﬁnd subspaces in high-dimensions where interesting correlation structures
are present. Linear and nonlinear decomposition methods can thus be
applied to locate manifolds onto which the projected data reveal important,
otherwise occluded, information.
The performance of an algorithm depends on the interrelationship between
both the sample size, the number of features/dimensions, and the com-
plexity of the algorithm. In exploratory analysis the methods for cluster
analysis and for decomposition can be useful when applied individually, but
they may also be beneﬁcial when used in a pre- or post-processing of each
other.11
Chapter 2
Unsupervised
Classiﬁcation
This chapter introduces the notion of unsupervised classiﬁca-
tion. Spectral fuzzy clustering algorithms are presented, and in
addition, new fuzzy memberships are introduced such that spa-
tial awareness is included into the partitioning algorithm when
handling image data. The new memberships have a regularizing
eﬀect and can be advantageous to apply when the traditional
spectral clustering approach produces less useful results. Case
studies are presented on i) a toy image to evaluate performance,
ii) a multispectral satellite image, and iii) a multichannel scan-
ning electron microscope x-ray mapping image.
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2.1 Density Estimation and Cluster Analysis
In many applications of pattern recognition it is extremely diﬃcult or even
impossible to reliably label a training sample with its true category. Un-
supervised classiﬁcation refers to situations in which the objective is to
construct decision boundaries based on unlabeled data. Unsupervised clas-
siﬁcation is also known as data clustering which is a generic label for a
variety of procedures designed to discover natural groupings in multidi-
mensional data based on similarity measures.
Clustering is a diﬃcult problem because data can reveal clusters with dif-
ferent shapes and sizes. Furthermore, the number of clusters in the data
often depends on the resolution with which we view the data. A number
of functional deﬁnitions of a cluster have been proposed which include i)
patterns within a cluster are more similar to each other than patterns be-
longing to diﬀerent clusters, and ii) a cluster consists of a relatively high
density of points separated from other clusters by a relatively low density of
points. Even with these functional deﬁnitions of a cluster, it is not easy to
come up with an operational deﬁnition of clusters. One of the challenges is
to select an appropriate measure of similarity to deﬁne clusters which often
is both data and context dependent.
Measures used to quantify clustering algorithms are often related to speed,
reliability and consistency. Application of unsupervised classiﬁers are found
in a wide range of ﬁelds from data mining, machine learning, and image
segmentation, see [71] for selected references. Consequently, several clus-
tering algorithms have been proposed in the literature and new clustering
algorithms continue to appear.
Most of the clustering methods can be organized into two types i.e. hierar-
chical methods and objective function methods.
Hierarchical techniques organize data in tree structures known as dendo-
grams. Often the methods are computationally and conceptually simple,
but may produce nice results that are easy to interpret. Graph based me-
thods can be included into the group of hierarchical methods. In these
methods each observation is considered as a node in a graph, and the edge
weights between pairs of nodes are proportional to the measure of similar-
ity between the observations. Graph theoretic methods are then applied in
the clustering strategy breaking edges to form subgraphs.2.1 Density Estimation and Cluster Analysis 13
Objective function methods are often iterative square-error partitioning
clustering algorithms which attempt to obtain the partition that minimize
the within-cluster scatter or maximize the between-cluster scatter. These
methods are often also referred to as partitional clustering techniques. See
[9] for an introduction to clustering using objective function algorithms.
When clustering image data a typical approach is to include the spatial
information in the feature extraction before proceeding with the feature se-
lection. One can subsequently perform the clustering in the feature space,
and in order to further exploit the knowledge of the spatial structure of the
data, one may post-process the clustering results with a spatial relaxation
algorithm. An example hereof is to do hard clustering (e.g. by the tradi-
tional k-means algorithm, [83, 1]) on features found e.g. by using diﬀerent
spatial convolution ﬁlters and post-process the result by means of a Potts
model, [131, 43, 44].
In this work we will incorporate the spatial element into a spectral cluster-
ing algorithm which assumes that the class densities can be described by
multidimensional Gaussians. When nothing is known, the Central Limit
Theorem tells us that the most reasonable choice for the distribution of a
random variable is Gaussian. Furthermore we will use a fuzzy approach
assigning every observation memberships to the diﬀerent classes thus al-
lowing for overlapping classes in the spectral space. The spatial element is
introduced by i) applying spatial cliques potentials, known from the Markov
random ﬁeld (MRF) theory, together with ii) information extracted from an
analysis of the data scale-space. Including the spatial information into the
clustering algorithm has a regularizing eﬀect and enhances the robustness
for handling overlapping and non-Gaussian clusters. Naturally, in order
for the new algorithm to be successful, the notion of cluster centers must
apply to the data across scales.
Users of a clustering algorithm should keep the following issues in mind:
i) every clustering algorithm will ﬁnd clusters in a given data set, whether
they exist or not, and ii) there is no “best” clustering algorithm. Therefore,
a user is adviced to try several clustering algorithms on a given data set.
Issues such as data representation and normalization are as important as
the choice of clustering strategy.
References to clustering algorithms and surveys of existing methods can be
found in [8, 34, 4], introductory books recommended in the literature are
[72, 73]. Finally, the interaction between a data analyst and the applied
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algorithms is often an integral part of a full clustering analysis. A user
looks at the results of an initial clustering and, as a result, changes the
parameters of the clustering algorithm or chooses a new clustering algo-
rithm. Numerous iterations may be required before a suitable partitioning
is obtained.
2.2 Fuzzy Partitioning
Given N P-dimensional observations that we wish to classify into C classes,
the fuzzy c-means (FCM) clustering algorithm applies. Let U be an N £C
matrix with the elements uic = uc(x) that describe the membership for
observation i at grid point x to class c, and let R be a P £ C matrix that
contains the cluster centers, f˜ rcgC
c=1, i.e. the centroids of the classes. The
spectral FCM algorithm minimizes the within class sum of squared errors
functional J(U;R) under the conditions
uic 2 [0;1] 8 i = 1;:::;N;c = 1;:::;C (2.1)
C X
c=1
uic = 1 8 i = 1;:::;N (2.2)
N X
i=1
uic > 0 8 c = 1;:::;C: (2.3)
The condition 2.2 is sometimes referred to as the probabilistic constraint,
and FCM as probabilistic clustering.
The functional proposed by Bezdek, [9], is given by
J(U;R) =
N X
i=1
C X
c=1
um
icd2
ic: (2.4)
Here m > 1 is a ﬁxed parameter that determines the degree of fuzziness of
the ﬁnal solution, that is the degree of overlap between groups. The degree
of fuzziness increases with m. The higher the value of m, the lower the
membership degrees of observations which are far from all cluster centers.
As m approaches inﬁnity, the solution approaches its highest degree of
fuzziness, with uic = 1=C for every pair of i and c. The squared distance
between the ith observation and the cth cluster center is used as diﬀerence2.2 Fuzzy Partitioning 15
(inverse similarity) measure and denoted d2
ic = kri ¡ ˜ rck2, where k ¢ k is
any inner product induced norm on IR
P.
Minimization of the spectral functional
We assume that the minimization can be done by applying a Pichart it-
eration scheme, [9]. Convergence is thus expected by iteratively keeping
i) the memberships ﬁxed while updating the cluster centers, and ii) the
centers ﬁxed while updating the memberships. The updating formulas for
the memberships and the cluster centers are derived from 2.4 using the
Lagrangian multiplier technique.
Assuming ﬁxed cluster centers, f˜ rcgC
c=1, we deﬁne jR(U) = J(U;R) which
we wish to minimize with respect to U under the constraint in 2.2. Thus,
min
U
[jR(U)] = min
U
[
N X
i=1
C X
c=1
um
icd2
ic] (2.5)
=
N X
i=1
min
ui
[
C X
c=1
um
icd2
ic]; (2.6)
where ui is the ith row of U. In the above we have used that for ﬁxed
cluster centers the membership for an observation is independent of the
memberships of all other observations. For each inner term in 2.6 let
gi(ui) =
C X
c=1
um
icd2
ic; (2.7)
the corresponding Lagrangian can then be constructed as
Li(ui;¸) =
C X
c=1
um
icd2
ic ¡ ¸(
C X
c=1
uic ¡ 1); (2.8)
for which stationarity is found iif rui;¸Li(ui;¸) = 0. Setting the gradient
equal to zero produces
@Li(ui;¸)
@¸
= 1 ¡
C X
c=1
uic = 0 (2.9)
@Li(ui;¸)
@uic
= mu
m¡1
ic d2
ic ¡ ¸ = 0: (2.10)
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From 2.10 we obtain
uic = [¸=md2
ic]1=(m¡1) (2.11)
using 2.9 we get
(¸=m)1=(m¡1) = 1=
C X
c=1
(1=d2
ic)1=(m¡1) (2.12)
and returning to 2.11 we obtain the update formula for the memberships
of observation i to cluster c for ﬁxed cluster centers:
uic =
1=d
2=(m¡1)
ic PC
j=1 1=d
2=(m¡1)
ij
: (2.13)
For robustness, if one or more observations and a cluster center are iden-
tical, the memberships for the observations to the corresponding class will
be assigned to one, and zero memberships to the remaining classes. Cases
of coinciding observations and class centers hardly ever occur in practice
due to machine roundoﬀ.
Assuming ﬁxed memberships, ffuicgN
i=1gC
c=1, we deﬁne jU(R) = J(U;R)
which we wish to minimize with respect to R
min
R
[jU(R)] = min
R
[
N X
i=1
C X
c=1
um
icd2
ic] (2.14)
=
C X
c=1
min
˜ rc
[
N X
i=1
um
ic < ri ¡ ˜ rcjri ¡ ˜ rc >]: (2.15)
where < ¢j¢ > is the norm-inducing inner product. We have used the fact
that, for ﬁxed memberships, the location of each cluster center is indepen-
dent of the centers of the other clusters. For each c we deﬁne
gc(t) =
N X
i=1
um
ic < ri ¡ ˜ rc ¡ tr0jri ¡ ˜ rc ¡ tr0 > (2.16)
where r0 2 IR
P and t 2 IR. The minimization is unconstrained, so the
directional derivatives dgc(t)=dtjt=0 must vanish for all r0. Thus,
d
dt
[
N X
i=1
um
ic < ri ¡ ˜ rc ¡ tr0jri ¡ ˜ rc ¡ tr0 >]jt=0 = 0 8 r0 (2.17)2.2 Fuzzy Partitioning 17
or
¡2
N X
i=1
um
ic < ri ¡ ˜ rcjr0 > = 0 8 r0 (2.18)
,
N X
i=1
um
ic(ri ¡ ˜ rc) = 0: (2.19)
We are now able to write the update formula for each cluster center c for
ﬁxed memberships:
˜ rc =
PN
i=1 um
icri
PN
i=1 um
ic
: (2.20)
Spectral Fuzzy Clustering
A general form for a spectral fuzzy algorithm is presented in Algorithm 1.
Applying the Equations 2.13 and 2.20 as update formulas for the member-
ships and the cluster centers respectively results in the traditional c-means
algorithm. The spectral distance dic from the running observation ri to
each cluster center ˜ rc is typically calculated from
d2
ic = (ri ¡ ˜ rc)TF
¡1
c (ri ¡ ˜ rc): (2.21)
With F c = I the Euclidean distance measure is applied. Using the Maha-
lanobis distance F c can be calculated from
F c =
PN
i=1 um
ic(ri ¡ ˜ rc)(ri ¡ ˜ rc)T
PN
j=1 um
ic
: (2.22)
The Mahalanobis distance seems the most sensible intuitive choice. How-
ever, since all observations in the fuzzy framework contribute in all the class
covariance structurs, the application of the Mahalanobis distance measure
slows the FCM algorithm down considerably. It also increases the sensitiv-
ity to good initialization, and furthermore introduces the risk of encoun-
tering numerical problems due to singular matrix inversions.
Cluster Validation
The methods described in this section all share the problem that the algo-
rithms have to be provided with the initial number of classes. Determining
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Algorithm 1 Spectral Fuzzy Clustering
1: Initialize cluster centers in the spectral space
2: repeat
3: Estimate spectral memberships, ffuicgN
i=1gC
c=1, from the spectral dis-
tances to the cluster centers
4: Estimate cluster centers, f˜ rcgC
c=1, using the cluster memberships as
spectral weights
5: until Convergence
the right number of classes to apply is a diﬃcult problem and often involves
a data analyst. However, some success has been achieved applying the spec-
tral FCM for diﬀerent numbers of classes and evaluating each partitioning
by the so called fuzzy partition density.
We assume that good partitioning consists of i) clear separation between
the resulting clusters, ii) minimal volume of the clusters, and iii) maximum
number of data points concentrated in the vicinity of the cluster center.
Introducing the fuzzy hyper-volume
FHV =
C X
i=1
[det(F i)]1=2; (2.23)
where F i is deﬁned in Equation 2.22, and summing the memberships of
the observations within one standard deviation of each cluster center
S =
N X
i=1
C X
c=1
uic (2.24)
8 ri 2 fri : (ri ¡ ˜ rc)TF
¡1
c (ri ¡ ˜ rc) < 1g;
the partition density, [41], is deﬁned by
PD = S=FHV : (2.25)
Local maxima in the partition density are expected where good partition-
ings of the data are obtained. Other measures of cluster validation can be
found in [106]. Application of the fuzzy partition density can be found in
[41, 57].2.2 Fuzzy Partitioning 19
Hard k-Means
Discarding the fuzzy framework hard clustering (HCM), which does not
allow for overlapping clusters, can be obtained when 2.1 is restricted to
uic 2 f0;1g 8 i = 1;:::;N;c = 1;:::;C: (2.26)
In HCM minimization is based on the sum-of-squared-errors function
JHCM(U;R) =
N X
i=1
C X
c=1
uicd2
ic: (2.27)
The update formulas for the memberships and the cluster centers are now
uic =
(
1 dic < dik 8 k 6= c
0 otherwise
(2.28)
˜ rc =
PN
i=1 uicri
PN
i=1 uic
: (2.29)
In 2.28 ties are resolved arbitrarily.
Noise Clustering
The HCM and the FCM clustering methods have a common disadvantage
since they are both sensitive to outliers. The membership of a feature
vector across classes always sums to one for both clean and noisy data. It
would be more sensible if outliers had memberships that where as small as
possible, i.e. the sum should be smaller than one. The idea of a noise cluster
has been considered in [27, 26, 118] to deal with noisy data or outliers for
fuzzy clustering methods. The noise is considered to be a separate class
and is represented by a pseudo cluster center with constant distance dnoise
from all feature vectors. The membership of an observation i in the noise
cluster is deﬁned to be
ui;noise = 1 ¡
C X
c=1
uic 8 i = 1;:::;N: (2.30)
Therefore, the probabilistic constraint is relaxed to
C X
c=1
uic < 1 8 i = 1;:::;N: (2.31)
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Outliers and noisy data are now allowed to have arbitrarily small member-
ships in good clusters. The objective function follows as
JNoise(U;R) =
N X
i=1
C X
c=1
um
icd2
ic +
N X
i=1
C X
c=1
(1 ¡ um
ic)d2
noise: (2.32)
Minimizing the functional under the constraint in Equation 2.30 with re-
spect to uic given the update formula
uic = 1=(
C X
j=1
(dic=dij)2=(m¡1) + (dic=dnoise)2=(m¡1)): (2.33)
The update formula for the cluster centers for the noise clustering algorithm
(NCM) remains unchanged as in 2.20. How to choose dnoise relies on the
user and must often be based on prior analysis of the data. Other types
of “robust” clustering approaches have been proposed; in general they all
include the notion of an extra membership class representing noise, see e.g.
[18, 78]. A recent approach, [31], tries to avoid the problem of choosing
dnoise by relaxing the probabilistic constraint to
C X
c=1
u
p
ic = 1 8 i = 1;:::;N (2.34)
and uses Equation 2.4 as fuzzy functional. The resulting update formula
for the memberships now becomes
uic = [
1=d
2=(m¡1)
ic PC
j=1 1=d
2=(m¡1)
ij
]p (2.35)
and the formula for the cluster centers remains unchanged as in the FCM
case. Ad-hoc noise clustering algorithms have also been presented in which
the memberships are reduced when more than one class is competing to
dominate the same observation.
Expectation Maximization
The fuzzy c-means is closely related to the application of the Expectation
Maximization (EM) algorithm applied to Gaussian mixture problems. EM2.2 Fuzzy Partitioning 21
is a general method for carrying out maximum likelihood estimation. Di-
rect maximization is often diﬃcult but made easier by the EM approach
through the introduction of so called latent data. In the FCM case the
class memberships correspond to the latent data, which is computed in the
Expectation step of an EM algorithm. The density parameters are then
estimated in the Maximization step, that is the class means and covariance
structures, in eﬀect resulting in the previously presented FCM algorithm.
The continued re-estimation of the class dispersions is a computational
burden for high-dimensional large sample size problems and makes the
algorithm less attractive since demands of speed of the segmentation come
into play. Moreover, it is well known that the EM algorithm needs good
initialization in order to converge to the optimal solution and may easily
get caught in local minima. Thus, this also becomes the case for the FCM
approach, and a fast more rough data-driven segmentation is needed for
initialization. Rough methods, e.g. using the same metric for all classes, are
typically applied to provide such initializations, but even then initialization
of the cluster centers is an important issue.
2.2.1 Initialization
Often a priori knowledge can be applied e.g. including information on the
expected relative sizes of the classes, their class means and dispersions.
However, data driven initialization schemes are still needed, and these can
be organized into random or deterministic methods. Note that one ap-
proach is to do repeated segmentation using a carpet bombing brute force
approach with diﬀerent initializations and to evaluate the fuzzy functional
from each partitioning in order to ﬁnd the optimal segmentation.
Typically, a random initialization would consist of the selection of C ran-
dom diﬀerent observations as initial class means. A deterministic initializa-
tion could be to make equidistant distribution of the class centers in e.g. the
subspace with the maximal variation. An interesting initialization is the
one proposed in [66] for the SAS fastclus algorithm, in which clusters are
added in a heuristic manner such that each cluster center is chosen as an
existing observation from the data while trying to obtain maximum separa-
tion between the initial clusters. Other approaches include cluster adding
methods where one ﬁrst evolves two clusters and while iterating adds ad-
ditional cluster centers in a heuristic manner. Methods which apply both
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cluster adding and cluster merging can also be found. This it typically done
by eliminating relatively small clusters with few observations, and splitting
large clusters with a large number of observations.
Simulated Annealing Optimization
Even the clever initialization algorithms can get caught in local minima.
Our approach to overcome this problem is to include the clustering algo-
rithm into a scheme inspired by Stochastic Diﬀusion (SD) optimization
controlled by a Simulated Annealing (SA) temperature schedule. The idea
is to gradually let the calculated class memberships have more inﬂuence on
the estimation of the class centers. Such a scheme is presented in Algo-
rithm 2.
A typical Simulated Annealing (SA) scheme, [121, 19], is a successive sam-
pling, using e.g. Gibbs sampling or the Metropolis algorithm, from the
density
PTfxjyg / [PfyjxgPfxg]1=T; (2.36)
which comes from Bayes theorem relating the posterior distribution to the
observation model and the prior distribution. The temperature T is ini-
tialized by T0 > 0 and drops towards zero in an SA scheme. In the limit
Equation 2.36 assigns unit probability to the Maximum A Posteriori (MAP)
estimate, if the temperature is reduced suﬃciently slowly, [43]. One task
is to choose the optimal cooling scheme deﬁned by Tt+1 = f(Tt;t;c) where
Tt is the temperature at time t, and c is a parameter vector for the partic-
ular SA scheme involved. Popular cooling schedules are fGeometric = cTt,
fLundy = Tt=(1 + cTt), and fLogarithmic = c1=log(c2 + c3t).
Stochastic diﬀusion, [47, 45], is a method for ﬁnding the global minimum
energy state of some objective function with many local minima. Its be-
haviour in the potential ﬁeld is controlled by a model in which the ﬂow is
determined as the direction of steepest decent corrupted by some additive
noise term. We want the noise to have decreasing inﬂuence on the direction
of the ﬂow as the iterations proceed and may therefore use the tempera-
ture from the SA schedule as a parameter for controlling the strength of
the noise.
For each observation i to each cluster c a noise membership is assigned,
urand;ic. By default the noise membership is sampled from a uniform dis-2.2 Fuzzy Partitioning 23
Algorithm 2 Spectral Fuzzy Clustering with Simulated Annealing
1: Set initial temperature T0, the SA parameters c and t = 0.
2: Initialize cluster centers
3: repeat
4: Set t = t + 1 and update Tt = f(Tt;t)
5: Estimate spectral memberships
6: Estimate random memberships ffurand;icgN
i=1gC
c=1
7: Merge the spectral and the random memberships depending on the
temperature
8: Estimate cluster centers from the merged memberships
9: until Convergence
tribution from zero to one, U(0;1). Depending on the temperature the
noise membership is merged with the spectral membership producing a
joint membership for each observation to each cluster. This joint member-
ship is calculated from
uic =
uspec;icf(urand;ic;Tt)
PC
j=1 uspec;ijf(urand;ic;Tt)
(2.37)
where
f(urand;ic;Tt) = 1 ¡ u
1=Tt
rand;ic: (2.38)
The noise memberships are transformed using a temperature dependent
transformation f = f(urand;ic;Tt). With the transform proposed in Equa-
tion 2.38, the inﬂuence of the noise memberships in the joint member-
ship becomes negligible as the number of iterations increases and the tem-
perature is decreased. The default temperature schedule is the geometric
scheme using T0 = 1 and c = 0:8. An example of the decay of the trans-
formed noise memberships is shown in Figure 2.1. At each time step 100
simulated transformed noise memberships are shown. Notice that as the
number of iterations increases, the variance of the transformed noise mem-
berships decreases and the memberships approach one.
2.2.2 Extended Spectral-Spatial Fuzzy Clustering
Two additional memberships, the spatial and the parental, are introduced
that include spatial context information. Before calculating the new cluster
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The spatial membership
Applying the Hammersley-Cliﬀord theorem (the Markov random ﬁeld
(MRF) - Gibbs random ﬁeld (GRF) equivalence theorem, [7]), the pos-
terior probability in Equation 2.36 is related to an MRF energy function,
V , deﬁned with respect to a neighbourhood system. A random ﬁeld x
is an MRF with respect to a neighbourhood system N iif the probability
of observing a given outcome of x is a Gibbs distribution with respect to
N. Thus the probability of an observation can be determined as a con-
ditional probability given the conﬁguration of the local neighbours. The
Gibbs measure is induced by the energy function V
Pfxg =
1
Z
exp[¡
1
T
V (x)] (2.39)2.2 Fuzzy Partitioning 25
where T is a control parameter usually referred to as temperature and
Z =
P
exp[¡ 1
T V (x)] is the partition function which sums over all possi-
ble outcomes of x. Geman and Geman, [43], use coupled MRFs for image
reconstruction by applying an energy function deﬁned by a sum of clique
potentials relating the energy contribution of diﬀerent pixel conﬁgurations.
Favouring homogeneous conﬁgurations, the MRF can be used as a regular-
izing factor in, say, noise degraded image reconstruction.
Note, that any random ﬁeld with a positive probability of all posible conﬁg-
urations is a Markov ﬁeld, if we can specify a neighbourhood large enough
to encompass the conditional dependencies. The structure of the neigh-
bourhood system determines the order of the MRF. For a ﬁrst order MRF,
the four nearest neighbours are included and for a second order MRF the
eight nearest neighbours. In Figure 2.2 the order coding of the neighbour-
hoods up to order ﬁve are illustrated. The nth-order neighbourhood of the
center pixel contains the pixels with numbers less than or equal to n.
5 4 3 4 5
4 2 1 2 4
3 1 ¢ 1 3
4 2 1 2 4
5 4 3 4 5
Figure 2.2: Order coding of the neighbourhood structure.
Based on the same idea as applied in the MRF theory, we want to include
spatial awareness into the clustering algorithm such that the membership
of each pixel is estimated not only on its spectral characteristics but also on
the spectral characteristics of neighbouring pixels. This will improve the
robustness when handling noise and outliers, and it will improve the algo-
rithm’s ability to handle overlapping classes in the spectral space. In [126]
MRFs energy potentials are also applied to introduce spatial awareness into
a clustering algorithm in a similar manner.
We deﬁne the spatial membership for a pixel i to a cluster c by
uspat;ic =
1
Z
exp(¡¯EN); (2.40)
where
EN =
X
Nk2N
E(Nk) (2.41)
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corresponds to a MRF energy function, ¯ ¸ 0 is a weight parameter, and
Z is a normalizing constant. EN is the energy function which is a sum of
potentials depending only on the conﬁgurations of the respective cliques Nk
in the neighbourhood N of an observation. For clique potential we apply
E(Nk) = ¯k
X
j2Nk
(1 ¡ ujc): (2.42)
One could argue that the clique potentials should be chosen such that a
corresponding MRF would be in a supercritical state to an isotropic phase
transition at which MRF clustering occurs. However, the spectral part of
the extended FCM algorithm preserves multiple clusters in the partitioning
and one need not worry about eliminating entire classes when applying high
spatial weights.
The choice of clique potentials controls which conﬁgurations the resulting
spatial membership will favour. The default energy function is a ﬁrst order
neighbourhood system with equal weights for all the cliques, but zero weight
for the single node clique. The energy function thus becomes
EN =
1
jNj
X
j2N
(1 ¡ ujc): (2.43)
The sum over N indicates a sum over the surrounding neighbourhood sys-
tem of an observation, and jNj is the number of neighbours in N.
When applying the Equations 2.40 and 2.43, the spatial membership to a
class is large, if the observations in the neighbourhood have large mem-
berships to the same class and small, if the neighbours tend to belong to
other classes. Homogeneous regions are thus favoured in the segmentation.
With ¯ = 0 no spatial context information is included. In each iteration we
estimate the spatial membership degrees from the spectral memberships.
The parental membership
If the image data are very noise corrupted and the clustering algorithm
has problems obtaining enough discriminating power even when applying
the spatial memberships, we suggest to utilize information drawn from an
analysis of the data scale-space.
Using a combination of blurring and subsampling a multiresolution scale-
space pyramid is constructed from the input data. Default action is to2.2 Fuzzy Partitioning 27
apply a nearly Gaussian blurring kernel (a 5-tap ﬁlter with values 0.05,
0.25, 0.4, 0.25, and 0.05) and perform subsampling such that a parent pixel
at level j has four children at level j¡1. We use reﬂection in order to handle
border eﬀects. A j level pyramid has j+1 levels with level 0 corresponding
to the level of highest resolution. The convolution with a Gaussian kernel
can be considered as a low-pass ﬁltering of the image removing noise and is
separable in the row/column coordinate system of the image. An individual
scale-space pyramid is constructed for each variable in the data.
Applying the FCM algorithm, the scale-pyramid is processed top-down.
The resulting cluster centers from one level are passed down to the next
level as initial cluster centers. This can help avoid local minima and can
be applied as a means of initialization by itself.
Passing down through the pyramid the memberships found at a higher
level introduces additional spatial awareness into the segmentation algo-
rithm. We introduce the additional membership as an external ﬁeld that
corresponds to an a priori knowledge of the memberships of the given ob-
servation to the diﬀerent classes. The membership of a parent of an obser-
vation i to a class c is denoted uparent;ic. The default action is to apply
linear interpolation among the nearest neighbours of the converged fuzzy
ﬁeld at level j + 1 when calculating the parental memberships applied at
level j.
Including the parental membership into the algorithm should not be con-
sidered as a form of feature addition, as the dimensionality of the problem
does not increase. The segmentation analysis should rather be viewed as
processes on diﬀerent scales, utilizing information drawn from the coarse
levels at the more detailed scale levels. Including the parental memberships
aims at further improving the robustness of the algorithm when handling
noise and outlier pixels, but may also be applied solely for reasons of in-
creased segmentation speed.
There are several limitations that follow from working in ordinary Gaussian
scale-space. Gaussian smoothing ﬁrst of all not only reduces noise, but
also blurs important features such as edges. Ordinary Gaussian scale-space
is designed to be completely uncommitted and cannot take any a priori
information on which structures are worth preserving. Existing classes can
be destroyed and “new” classes created in the image as we travel through
scale-space. This brings us to the correspondence problem. When moving
from ﬁner to coarser scales, structures which are identiﬁed at a coarse scale
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do not give the right location in the image and have to be traced back to
the original scale. In practice this makes it diﬃcult to carry information
over large scales as the passing bifurcations give rise to instabilities.
If a user of the extended FCM algorithm wants to apply the parental
membership over a large scale it might be worth considering alternative
scale-pyramids i.e. other than the default Gaussian. When applying e.g.
inhomogeneous linear diﬀusion, one can control the diﬀusion process by
the geometry of the image itself. It is then possible only to allow diﬀusion
inside edges of the image, see e.g. [102]. However, the computations are
more burdensome and there are several parameters to be chosen before a
useful scale-pyramid is available. An important motivation for utilizing the
scale-space setup is to increase the speed of the algorithm which is primar-
ily obtained from processing subsampled images at the higher levels. The
subsampling and resampling between ﬁne and coarse scales can by itself
cause problems similar to the correspondence problem. A detailed treat-
ment of the various aspects of Gaussian scale-space theory can be found in
[82, 125]. In [11, 127] multi-resolution aspects are applied to MRF image
segmentation.
Merging Memberships
The joint spectral-spatial-parental membership can be calculated as
uic =
uspec;icuspat;icuparent;ic
PC
j=1 uspec;ijuspat;ijuparent;ij
: (2.44)
These joint memberships are then applied as weights in the next step of
the clustering procedure when calculating new cluster centers.
Implementation of the Extended Clustering Algorithm for Spa-
tially Sampled Data
In Algorithm 3 the extended fuzzy clustering algorithm for spatially sam-
pled data is presented.
Numerous functionals have been proposed for calculating spectral mem-
bership apart from those presented in this chapter, however, almost all are
related to Bezdek’s original formulation. Other functionals than 2.4 can be2.3 Case Studies 29
Algorithm 3 Extended Fuzzy Clustering for Spatially Sampled Data
1: Blur and subsample the data to an appropriate scale, say level j.
2: Initialize cluster centers
3: Set Temperature
4: repeat
5: Estimate spectral memberships
6: Estimate spatial memberships
7: Generate a random membership ﬁeld
8: Merge the memberships depending on the temperature
9: Estimate cluster centers from the joint memberships
10: until Convergence at level j
11: repeat
12: Resample the resulting memberships from level j to a higher resolu-
tion corresponding to the next lower level j ¡ 1.
13: Blur and subsample the original data to the level j ¡ 1.
14: Initialize cluster centers from the resulting centers found at level j
15: Set j = j ¡ 1
16: repeat
17: Estimate spectral memberships
18: Estimate spatial memberships
19: Estimate parental memberships
20: Estimate the joint memberships
21: Estimate cluster centers from the joint memberships
22: until Convergence at level j
23: until Convergence at level j = 0
implemented by replacing the spectral membership part of the extended
clustering algorithm to meet the necessary criteria.
2.3 Case Studies
Three case studies are presented to evaluate the extended FCM algorithm
i) synthetic data are analysed for a performance evaluation of the eﬀect of
adding the new memberships, ii) a multispectral satellite image is parti-
tioned, and iii) a multichannel scanning electron microscope x-ray map is
analysed.
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2.3.1 Performance Evaluation
A toy image is analysed using the extended FCM algorithm. The image
consists of two bands (1002 pixels in each) and contains three classes. There
is a diﬀerent number of pixels in each class as the image consists of 72% a
background class (c = 1), 24% a cross (c = 2), and 4% the center of the
cross (c = 3). Consider a multivariate data set of P variables with gray
levels ri(x);i = 1;¢¢¢ ;P, where x is the coordinate vector denoting the
grid point of the sample. The two-band (P = 2) test image is generated
using
r1(x) = s(x) + n1(x)=2 + n(x)
r2(x) = s(x) + n2(x)=2 + 2n(x) (2.45)
where the signal s(x) = c(x) ¡ 1, with the grid point dependent class
index c(x) 2 f1;2;3g. Choosing n1, n2 and n as i.i.d. zero mean Gaussians
with unit variance, the covariance matrix for the total noise is given by
[1:25 2; 2 4:25] (using semicolon separated rows). In Figure 2.3 one
instance of a toy image generated using Equation 2.45 is presented. The
image scale-pyramid has been constructed and level two to zero are shown
top down. Both bands are shown for the test image.
Results and Discussion
Segmentation of 100 toy images is performed using Euclidean metric with
the spectral memberships derived from ordinary c-means clustering, a rel-
atively high ¯ = 4, and a 3-level scale-pyramid. Results of the analyses on
the diﬀerent levels of the scale-pyramid of the toy image in Figure 2.3 are
shown in the Figures 2.4 to 2.6. Hard results are found by selecting the class
to which a pixel has the highest membership uic;max. If uic;max < ureject,
the observation is assigned to a reject class. We use ureject = 0:9 in this
study. In order to be able to compare results, deterministic (heuristic
based) initialization is applied. Initial cluster centers are chosen from the
observations in the data by favouring those that gives maximum separation.
Although only hard results are presented, it should be noted that the mem-
berships could also be inspected and that they sometimes reveal additional
information concerning the structure of the clusters. However, for the pur-
pose of performance testing the hard results will suﬃce.2.3 Case Studies 31
Figure 2.3: Level 2, 1 and 0 (top-down) of the scale pyramid.
Figure 2.4: Segmentation at level 2. Left: Using spectral membership.
Right: Using spectral-spatial memberships. Black=reject class, greyscale
/ class index.
Inspecting Figure 2.4 the segmentation at level two fails for purely spec-
tral driven clustering. Spatial post-relaxation of the spectral clustering
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Figure 2.5: Segmentation at level 1. Row-wise) 1) Purely spectral.
2) Spectral-spatial. 3) Spectral-parental. 4) Spectral-spatial-parental.
Black=reject class, greyscale / class index.
Figure 2.6: Segmentation at level 0. Same ordering as in Figure 2.5.
would be meaningless in cases like this. Including the spatial memberships
into the FCM algorithm, however, appears to have the desired eﬀect. It2.3 Case Studies 33
helps regularize the algorithm and makes the algorithm able to detect the
three classes present in the image. Both Figures 2.5 and 2.6 also illustrate
that purely spectral clustering does not suﬃce when handling highly over-
lapping classes in the spectral space. In both cases the addition of the
spatial membership alone does not provide an useful segmentation. Ap-
plying spectral and parental memberships does not provide the algorithm
with suﬃcient discriminatory power either. However, when applying both
the spectral, the spatial, and the parental memberships the segmentation
succeeds. When looking at the bottom right components of the ﬁgures, we
notice that the reject class is primarily dominated by class border regions
which is satisfying. Looking at the results in Table 2.1 we see the average
of correctly classiﬁed pixels and the standard deviations in the performance
of the extended FCM algorithm. Results for applying diﬀerent combina-
tions of the presented memberships are given for all three levels of the scale
pyramid. At level two the spectral-spatial clustering succeeds in producing
meaningful results with a performance of 91 § 9% (mean § one standard
deviation) correctly classiﬁed pixels. At level one the spatial membership is
not suﬃcient to provide enough spatial awareness in the algorithm, and the
performance decreases to 52 § 13%. When adding the parental member-
ship, the performance increases to 93 § 8%. At level zero the performance
of the spectral-spatial-parental clustering algorithm slightly decreases to
91 § 9%.
Summary
The segmentation results for the simulated image data are improved when
applying the additional memberships. Not only the robustness of the clus-
tering algorithm is enhanced by the new memberships but also the speed of
convergence is increased (results not shown). In addition to the traditional
spectral membership, the spatial and the parental memberships enhance
the textural awareness of the algorithm. The extensions are easily incorpo-
rated into other spectral fuzzy clustering algorithms than the FCM applied
in this study. The best segmentation results for the simulated image data
are obtained by applying a joint spectral-spatial-parental membership.
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uspec uspec;spat
Level 2 mean % std % mean % std %
Class 1 48.4 16.3 91.4 8.5
Class 2 18.0 19.8 77.1 13.0
Class 3 29.6 21.9 80.7 8.2
The whole image 40.4 17.1 87.5 9.0
Rejected pixels 46.9 8.4 10.1 3.2
Misclassiﬁed pixel 12.8 9.2 2.3 5.9
Level 1 mean % std % mean % std %
Class 1 21.8 3.6 52.3 12.9
Class 2 2.8 2.4 37.8 18.2
Class 3 18.5 4.5 91.7 6.7
The whole image 17.1 3.0 50.4 13.3
Rejected pixels 61.5 1.2 32.8 4.3
Misclassiﬁed pixels 21.4 3.2 16.9 9.4
Level 0 mean % std % mean % std %
Class 1 15.1 0.4 20.8 1.0
Class 2 5.1 0.5 3.0 0.5
Class 3 17.0 2.0 42.3 4.1
The whole image 12.8 0.3 17.4 0.7
Rejected pixels 65.1 0.5 61.3 0.8
Misclassiﬁed pixels 22.1 0.3 21.4 0.5
uspec;parental uspec;spat;parental
Level 1 mean % std % mean % std %
Class 1 57.7 17.0 93.1 7.9
Class 2 30.0 26.2 82.8 13.6
Class 3 91.0 5.6 86.2 6.3
The whole image 52.4 18.3 90.4 8.8
Rejected pixels 30.0 6.6 7.0 3.0
Misclassiﬁed pixels 17.7 12.1 2.6 5.9
Level 0 mean % std % mean % std %
Class 1 49.0 16.0 90.8 8.5
Class 2 22.4 21.6 71.6 12.3
Class 3 80.2 9.8 79.2 6.8
The whole image 43.9 16.2 85.7 8.8
Rejected pixels 39.2 5.8 11.7 3.8
Misclassiﬁed pixels 16.9 11.0 2.6 5.0
Table 2.1: Summary of 100 segmentation results using the diﬀerent exten-
sions to the spectral FCM.2.3 Case Studies 35
2.3.2 Unsupervised Segmentation of Multispectral
Image Data
The Sea-viewing Wide Field-of-view Sensor (SeaWiFS) is an eight channel
optical scanner on the SeaStar spacecraft which orbits sun-synchronously
at 705 km altitude. On a daily basis SeaWiFS provides 10 bit data in six
visual and two near infrared (NIR) bands, see Table 2.2 The pixel size is
SeaWiFS band Wavelengths [nm] Spectral ref.
1 402-422 Violet
2 433-453 Blue
3 480-500 Blue-Green
4 500-520 Blue-Green
5 545-565 Green
6 660-680 Red
7 745-785 Near-Infrared
8 845-885 Near-Infrared
Table 2.2: The spectral range of the SeaWiFS sensor bands 1 through 8.
1.1 km £ 1.1 km. See also [112]. This case study provides an example of
an initial exploratory clustering of the data applying the default extended
FCM algorithm. A 1000 by 1000 SeaWiFS image acquired on the 14th of
May 1998 is presented in Figure 2.7. The bands are stretched to mean §
three standard deviations (std).
Results and Discussion
In Figure 2.8 the results of clustering using two to ten classes are presented
for level zero. The analyses are performed using the joint membership of
default parental and spatial memberships in combination with the spectral
FCM membership. Since this is the initial analysis of the data, the spectral
membership applies the Euclidean metric resulting in a fast segmentation
of the large multivariate data set. Hard results are generated by select-
ing the class with the highest membership above a given reject threshold,
here 0.75. If the assignment fails, the pixel is assigned to a reject class.
The partitioning of the data seems to produce meaningful results. When
applying two classes, the data are partitioned into either primarily ocean
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Figure 2.7: The SeaWiFS bands 1-8 (row-wise) stretched to mean §3 std.
or primarily cloud/vegetated land related signal. Adding additional clus-
ters creates new cloud/ice related classes. When applying six classes, the2.3 Case Studies 37
Figure 2.8: Hard clustering results from applying the extended fuzzy
algorithm, applying three levels and the default spatial membership.
Black=reject class, greyscale / class index. Results of applying two to
ten clusters are presented (row-wise ordering).
vegetated land related signal is partitioned into two diﬀerent classes likely
related to cultivated farmland and Boreal forest vegetation. The Boreal
forest vegetation dominates the Northern part of Scandinavia. The addi-
tion of clusters continues to provide meaningful results primarily producing
a more detailed partitioning of the cloud and vegetated land related Sea-
WiFS signal. Notice, that for all the image segmentations the reject class
is primarily dominated by the boundaries between classes.
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the ﬁgure the top curve is the PD for level zero. It has a strong maximum
at six classes. The same is the case for the PD at level one. At level two
the global maximum is still at the partitioning applying six classes, but
there is also a local maximum at eight classes. In Figure 2.10 the resulting
cluster centers are shown for the analysis applying six classes. The centers
can be interpreted as class signatures and provide the data analyst with
information on the nature of the individual classes. Empirically cluster 1 is
recognized as a water class, 2 and 3 as cloud classes, 4 and 5 as vegetated
land classes and 6 as a cloud/ice class. In Figure 2.11 the memberships for
the six classes at level zero are shown.2.3 Case Studies 39
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Figure 2.10: The spectral signature of the cluster centers 1 through 6.
Conclusion
The extended FCM algorithm successfully provides a data analyst with an
initial analysis of the multivariate image data in terms of data partition-
ing. The further analysis would include the application of the Mahalanobis
distance measure and perhaps relaxation of the regularizing spatial con-
straints in the fuzzy clustering algorithm. However, the results presented
in this study may already be suﬃcient for generating masks under which
more detailed analyses can be performed regarding the nature of the data
and the interdependencies of the involved variables.
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Figure 2.11: The spectral-spatial-parental membership degrees for the six
classes at level zero.
2.3.3 Exploration of X-Ray Mapping Images of
Polished Sections
This case study deals with unsupervised classiﬁcation of multichannel scan-
ning electron microscope (SEM) energy dispersive spectroscopy (EDS) im-
age data from polished sections, also known as x-ray mapping imagery. A
multivariate image containing 176 rows and 256 columns is segmented. The
image consists of ten channels which represent the elements Al, C, Fe, Mg,
Na, O, P, S, Si, and Ca, see Figure 2.12. As the data represent counts and2.3 Case Studies 41
Figure 2.12: The channels 1-10 (row-wise) representing Al, C, Fe, Mg, Na,
O, P, S, Si, and Ca. Dark regions represent high counts. Each image is
stretched linearly between its mean §3 standard deviations.
thus ideally follow a Poisson distribution as a variance-stabilising measure,
all numbers are square-rooted before the analysis. A priori knowledge is
available and we expect the data to be dominated by six major classes.
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Figure 2.13: Segmentation based on spectral, spatial, and parental mem-
berships. The six cluster membership-degrees (row-wise). Dark regions
represent high memberships.
Results
The x-ray mapping images of the polished sections are classiﬁed using two
unsupervised clustering algorithms. The methods applied are the k-means
algorithm and the extended spectral fuzzy c-means (FCM) algorithm.
Applying the c-means algorithm to the data with spectral information only
reveals that although the hard classiﬁcation looks sensible, the membership
degrees are all very low (not shown). Hence, the confusion concerning the
segmentation is relatively high. Adding spatial and parental context leads
to more distinct membership degrees, i.e. membership degrees closer to 0
and 1 indicating a better classiﬁcation. The algorithm is applied using
m = 2, ¯ = 1 in a scale pyramid consisting of four levels. The parental
membership is introduced from level two and down, see Figures 2.13 and
2.14.
The k-means algorithm is performed by applying the SAS fastclus proce-2.3 Case Studies 43
Figure 2.14: Hard results obtained from the membership-degrees. White
pixels correspond to the reject class. The image to the left is obtained based
on k-means with spectral features. The image to the right is obtained based
on c-means using additional spatial and parental features.
dure, [66]. The hard k-means and FCM results are shown in the left and
right images of Figure 2.14. Comparing the hard result for the k-means and
the extended c-means algorithms, for the latter we notice that the noise-like
structures have been avoided. The memberships have been thresholded at
0.5 introducing a reject class (the white regions in the right image of Fig-
ure 2.14). The reject class dominates boundary regions between classes and
a few smaller regions. Comparing these regions with Figure 2.12 we ﬁnd
that the reject class is dominated by a single element, Ca.
In Figures 2.15 and 2.16 descriptors are calculated for the diﬀerent classes.
The images contain the class centres determined by the k-means and the ex-
tended c-means algorithms. The ﬁgures are to be compared to Figures 2.12
and 2.14. The spectra in Figure 2.16 are calculated using the memberships
from Figure 2.13 without thresholding.
Conclusion
Two types of unsupervised classiﬁcation have been applied to SEM/EDS
or x-ray mapping images, namely k-means and (fuzzy) c-means classiﬁca-
tion. The FCM algorithm has been extended by incorporating a multi-scale
representation of the image data, partially for speed up and partially for
carrying spatial information across scale levels. Also, a spatial element
at each scale level has been included. Simultaneous inspection of plots of
class means (Figure 2.16) and Figures 2.12 and 2.13 provide support for the
applications expert in interpreting the contents of the classes found. Com-
parisons between results from k-means and c-means analyses show that
although the class means exhibit some similarities, the visual impression of
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Figure 2.15: Class descriptors obtained applying the k-means algorithm.
The class signatures ˜ rc;c = 1;:::;6 row-wise.
the c-means result when using the multi-scale approach with spatial infor-
mation being carried across scale levels, is more pleasing indicating large
same-class regions. Also, the degrees of membership are much closer to 0
and 1 when compared to a purely spectral c-means classiﬁcation indicat-
ing a better segmentation result. In spite of the problem with classifying
the regions rich in Ca, this type of analysis seems a good exploratory tool
for obtaining knowledge of the discriminatory power of the data. It thus
constitutes a good preprocessor for a more thoroughly supervised analysis
(in which one could explicitly introduce the Ca-rich regions as a separate
class).
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Figure 2.16: Class descriptors obtained applying the c-means algorithm.
The class signatures ˜ rc;c = 1;:::;6 row-wise.
2.4 Summary
² Spectral clustering algorithms are presented including the fuzzy c-
means (FCM) and the hard k-means (HCM) algorithms. Both me-
thods can have problems handling outliers in the data. The HCM
can only handle non-overlapping clusters.
² Noise Clustering (NCM) is presented resulting in an algorithm which
is more robust to noise and outliers in the data. Noise clustering is
obtained by relaxing the probabilistic constraint in FCM.
² The FCM algorithm is related to the Expectation Maximization (EM)
algorithm applied to density estimation for a Gaussian mixture prob-
lem. Good initialization of the EM algorithm is generally needed.
This also applies to the clustering algorithms.
² Diﬀerent types of initialization approaches are brieﬂy presented in-
cluding both random and deterministic methods.
² A scheme inspired by stochastic diﬀusion and simulated annealing
(SA) is presented, which can be applied to help avoid local minima
when optimizing the clustering functional.
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² An extended spectral-spatial fuzzy clustering algorithm is presented.
Two new types of memberships are introduced i.e. the spatial and the
parental memberships. The spatial memberships are calculated using
a Markov Random Field (MRF) energy functional, and the parental
memberships from a fuzzy cluster analysis of the data scale-space.
² Including the new memberships into the clustering algorithm has a
regularizing eﬀect on the partitioning. It enhances the robustness
when handling noisy data with outliers and data with overlapping
clusters in the spectral space.
² Three case studies are included performing an analysis of i) simulated
data with overlapping Gaussian clusters, ii) a multispectral satellite
image, and iii) a multichannel scanning electron microscope x-ray
mapping.47
Chapter 3
Linear Decomposition
Linear transforms for spectral-spatial decompositioning of sin-
gle set data are presented in this chapter. The decomposition of
multispectral images is motivated by extracting important, oth-
erwise occluded information on e.g. the correlation structures
in the data. The transforms are thus designed to maximize dif-
ferent criteria such as the variance or the signal-to-noise ratio
(SNR). A scaling of the latter group of transforms is proposed
producing a new representation in which the covariance struc-
ture of the noise equals the identity matrix. The variance of
the resulting components depends on the signal-to-noise ratio
contained in each component. Mixtures and hybrids of single
set analyses are also proposed. Two- and multiset scenarios are
considered in which transforms are applied to ﬁnd maximum
correlation. A relation between the linear multiset canonical
correlations analysis and Procrustes shape alignment is found.
Case studies are presented including i) a linear decomposition
of an eight-band satellite image, ii) two-set canonical correla-
tions analysis of temporal sea surface height and temperature,
and iii) a multiset canonical correlations analysis of a collection
of landmark registered metacapal II bones.
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3.1 Single Sets
Linear statistical transformations are useful tools for the enhancement of
remotely sensed multispectral data. Measurements at diﬀerent wavelengths
induce a degree of redundancy in the multivariate data. The redundancy
can be explained by the covariation between variables, which can be used
for noise reduction and data compression.
The transformations of the image data are constructed to optimize some
design criterion producing new variates. The choice of an appropriate trans-
formation is dependent on its application. One criterion is to preserve as
much variance as possible. This is done by projecting the data onto the
subspace of maximum data variation, thus obtaining the traditional Prin-
cipal Components (PCs), [64]. The PC transformation performs pixel-wise
operations that do not take the spatial nature of image data into account,
and it does not necessarily separate important information from noise.
As opposed to the PC transform the Minimum Noise Fraction (MNF) trans-
form can take the spatial nature of the image into account. The MNF trans-
form was proposed as a transformation for ordering multispectral data in
terms of image quality with implications for noise removal. It was intro-
duced by Green et al. in 1988, [51], inspired by earlier work on the Maximum
Autocorrelation Factors (MAF) transform by Switzer and Green in 1984,
[114]. The MNF/MAF transform is further described in [20, 115, 30, 89].
Whereas the PC transform only requires knowledge or an estimate of the
dispersion matrix, the MNF transform requires the dispersion matrix of the
noise structure as additional information. The MNF/MAF transformation
can be considered as a spatial extension of PC analysis. For MAF the
design criterion is to produce new variates with maximum autocorrelation
between neighbouring pixels. Hence the transformation takes the spatial
nature of the image data into account and new variates are constructed by
projecting the data onto the linear subspace containing maximum autocor-
relation.
Most of the methods considered in this section are linear transformations
for which the solutions can be written in closed form as a generalized eigen-
problem. If more complex measures are speciﬁed Exploratory Projection
Pursuit (EPP), see [38, 128, 21], can be applied to obtain the linear com-
binations that maximize the desired criteria. EPP is based on the idea
of determining the optimal projection by gradient descent, followed by a3.1 Single Sets 49
transformation that deﬂates the previous maximum, such that successive
solutions may be found.
Consider the following generalized eigenproblem:
Av = ¸Bv or B
¡1Av = ¸v: (3.1)
Here A and B are matrices consisting of components which are expectation
values from stochastic processes. Furthermore, both matrices are symmet-
ric and B is positive deﬁnite. ¸ is the eigenvalue and v the corresponding
eigenvector.
Solving the eigenproblem is related to locating extremum points of a ratio
of quadratic forms:
¸ =
vTAv
vTBv
: (3.2)
This ratio is also known as the Rayleigh quotient. The critical points
correspond to the solutions of the generalized eigenproblem. Thus, the
eigenvalues of B
¡1A are the extremum values of the quotient, and the
eigenvectors are the corresponding vectors of the quotient.
The Power Method
There are many methods for solving an eigenproblem. Later in this thesis,
when dealing with nonlinear transformations, we shall make use of one
method in particular known as the Power Method (PM).
The PM is a classical method for computing the eigenvector associated
with the eigenvalue of the largest magnitude. Assume A is an N £ N
matrix with real eigenvalues ¸1 > ¸2 ¸ ¸3 ¸ ¢¢¢ ¸ ¸N and associated
eigenvectors fvigN
i=1. The power method is given in Algorithm 4 for ﬁnding
the right-eigenvector with the largest eigenvalue and consists of repeated
application of the matrix A as an operator on a state vector z followed by
normalization.
The state vector becomes an increasingly better estimate of the eigenvector
corresponding to the largest eigenvalue as the iterations proceed. One
condition is that the initial choice of z must not be orthogonal to the
eigenvector we wish to ﬁnd. In practice this hardly never happens due
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Algorithm 4 The Power Method
1: Initialize z0;jjz0jj = 1
2: repeat
3: Calculate zk+1 = Azk
4: Normalize zk+1 = zk+1=jjzk+1jj
5: until Convergence
to machine precession and round-oﬀ error. Let the initial state (z0) be
represented by a linear combination of the eigenvectors of A
z0 =
N X
i=1
civi: (3.3)
Then
zk = A
kz0=jjA
kz0jj; (3.4)
and
A
kz0 =
N X
i=1
ci¸k
i vi (3.5)
= ¸k
1(c1v1 +
N X
i=2
ci(
¸i
¸1
)kvi): (3.6)
Thus, as k ! 1, then (¸i=¸1)k ! 0 and zk approximate the true eigen-
vector v1 with an error of O(j¸2=¸1jk). The estimate of the eigenvalue can
e.g. be found from (zk)TAzk=(zk)Tzk.
If the power method is applied to ˜ A = (A ¡ ®I), where ® is a real
number, the eigenvectors will remain unchanged. However the eigenval-
ues will be shifted by ®, and the method will ﬁnd the eigensolution of A
that maximizes ±¸ = j¸j ¡ ®j. Moreover, applying the power method to
˜ A = (A¡®I)¡1 will ﬁnd the eigensolution that minimizes ±¸. If you wish
to avoid the matrix inversion, the Inverse Power Method can be applied
to approximate the eigenvalue closest to ®, [105]. This is done by repeat-
edly solving for zk from (A ¡ ®I)zk = zk¡1 followed by normalization.
The eigenvalues found by the inverse power method are shifted by ® and
should also be corrected. The Subspace Iteration Method, [122] can be3.1 Single Sets 51
applied to ﬁnd the M largest eigenvalues and eigenvectors using the power
method and is good to apply, if the gaps between the target eigenvalues are
relatively small. Finally, if A is symmetric, the task simpliﬁes and succes-
sive eigenvalues and eigenvectors can be found by e.g. applying the power
method to ˜ A = A ¡
PM
i=1 ¸ivivT
i to ﬁnd the M + 1 largest eigensolution.
The power method can also be extented to handle eigenproblems involving
complex eigenvalues. This involves registrating the rotation and rate of
divergence of the state vector, as the operator A is applied.
3.1.1 Principal Components Transformation
Consider a multivariate data set of P variables with grey levels ri(x);i =
1;¢¢¢ ;P, where x is the coordinate vector denoting the grid point of the
sample.
Let
r(x) =
2
6
4
r1(x)
. . .
rP(x)
3
7
5 (3.7)
and assume ﬁrst and second order stationarity such that
Efr(x)g = 0 (3.8)
Dfr(x)g = Σ: (3.9)
Determining the direction of maximum variation means ﬁnding the direc-
tion a, subject to aTa = 1, such that the linear combination z(x) = aTr(x)
possesses maximum variance.
Applying the Lagrangian technique we deﬁne L(a;¸) = aTΣa¡¸(aTa¡1).
When looking for stationarity of L(a;¸) we ﬁnd Σa ¡ ¸a = 0. The PC
transformation thus chooses P linear transformations
zi(x) = aT
i r(x); i = 1;¢¢¢ ;P (3.10)
such that the variance for zi(x) is maximum among all linear transforms
orthogonal to zj(x);j = 1;¢¢¢ ;i ¡ 1. The variance is given by
¸i = aT
i Σai: (3.11)
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We see that the basis for the PCs is identiﬁed as the conjugate eigenvectors
of the dispersion matrix. Let ¸1 ¸ ¢¢¢ ¸ ¸P ¸ 0 be the eigenvalues with
the corresponding conjugate eigenvectors a1;¢¢¢ ;aP. Then zi(x) is the ith
PC (PCi) with variance ¸i.
The amount of variance explained by the ith PC is determined by
aT
i Σai
PP
j=1 aT
j Σaj
=
¸i
PP
j=1 ¸j
: (3.12)
By construction the PC transform depends on the unit of measurement of
the original variables. This problem can be circumvented by considering
the correlation matrix instead of the covariance matrix when solving the
eigenvalue problem and in eﬀect applying standardized variables.
The most numerically stable method for determining the PCs of a data
set is not to solve the eigenvalue problem in Equation 3.11. If enough
memory is available one can calculate the principal components by applying
Singular Value Decomposition (SVD). We deﬁne R = [r1 r2 ¢¢¢ rN],
where ri;i = 1;¢¢¢ ;N is the spectrum for the ith observation. When
solving the SVD of R = UDV
T, U will be an orthogonal matrix which
includes the PC eigenvectors. The corresponding eigenvalues can be found
by squaring the diagonal elements of the matrix D and dividing it by N¡1.
SVD is more robust as the the condition number of the covariance matrix
Σ = RR
T=(N ¡ 1) is the squared condition number of R.
3.1.2 Minimum Noise Fractions Transformation
Let us again consider the random signal variable r(x) and assume ﬁrst
and second order stationarity by imposing Equation 3.8 and 3.9. When we
assume that an additive noise structure applies
r(x) = s(x) + n(x); (3.13)
the dispersion structure can be separated into
Dfr(x)g = Σ = Σs + Σn: (3.14)
The Minimum Noise Fractions (MNF) transformation chooses P linear
transformations
zi(x) = aT
i r(x); i = 1;¢¢¢ ;P (3.15)3.1 Single Sets 53
which maximize the signal-to-noise ratio (SNR) for the ith component de-
ﬁned by
SNRi =
VfaT
i s(x)g
VfaT
i n(x)g
: (3.16)
Combining Equation 3.14 and 3.16 we ﬁnd
SNRi =
aT
i Σai
aT
i Σnai
¡ 1; (3.17)
and the problem is reduced to solving a generalized eigenproblem, say
Σnai = ¸iΣai: (3.18)
Let ¸1 · ¢¢¢ · ¸P be the eigenvalues of Σn with respect to Σ with the
corresponding conjugate eigenvectors a1;¢¢¢ ;aP. Then zi(x) is the ith
MNF (MNFi). A high order component has a high noise fraction and thus
little signal. A low order component has a high SNR, hence the name
Minimum Noise Fraction transform.
The central issue in obtaining good MNF components is the estimation
of the dispersion matrix for the noise. In [80, 101, 90] several models are
presented for estimating noise in images based on spatial characteristics.
Using the diﬀerence between the current pixel and its neighbours, the MNF
reduces to the MAF transform which is presented in the following section.
When the covariance structure for the noise is proportional to the identity
matrix, the MNF transform reduces to the PC transform. The traditional
MNF utilizes the spatial information in the image for estimating the noise
structure. In [58] we handle real time decomposition of streaming three
band colour images and propose methods for utilizing the temporal dimen-
sion when estimating the correlation structure of the noise.
When the structure of the noise is estimated in each pixel, the most nu-
merically stable method for calculating the MNF transform is to apply the
Quotient Singular Value Decomposition. See [87].
By applying the logarithm transform to the signal r(x), the MNF transform
is able to handle a multiplicative noise structure.
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3.1.3 Maximum Autocorrelation Factors Transforma-
tion
Let us again consider the random signal variable r(x) and assume ﬁrst and
second order stationarity, imposing 3.8 and 3.9. The MAF transformation
chooses P linear transformations
zi(x) = aT
i r(x); i = 1;¢¢¢ ;P (3.19)
such that the spatial autocorrelation for zi(x) is maximum among all linear
transforms orthogonal to zj(x);j = 1;¢¢¢ ; i ¡ 1.
Let ∆
T = [∆1 ∆2] represent a spatial shift. Then the spatial covariance
function is deﬁned by
Covfr(x);r(x + ∆)g = Γ(∆): (3.20)
Γ has the following properties Γ(0) = Σ and Γ(∆)T = Γ(¡∆).
Looking at the correlations between projections of the variables and the
shifted variables we ﬁnd
CovfaT
i r(x);aT
i r(x + ∆)g
=
1
2
aT
i (Γ(∆) + Γ(¡∆))ai: (3.21)
Introducing Σ∆ gives
Σ∆ = Dfr(x) ¡ r(x + ∆)g
= 2 Σ ¡ (Γ(∆) + Γ(¡∆)) (3.22)
which, when considered as a function of ∆, is a multivariate variogram.
Combining 3.21 and 3.22 we obtain
CovfaT
i r(x);aT
i r(x + ∆)g = aT
i (Σ ¡
1
2
Σ∆)ai: (3.23)
Dividing this by the variance of the data projected on the subspace corre-
sponding to ai, the expression for the correlation is given by
CorrfaT
i r(x);aT
i r(x + ∆)g = 1 ¡
1
2
aT
i Σ∆ai
aT
i Σai
: (3.24)3.1 Single Sets 55
If we want to maximize the correlation, we must minimize the Rayleigh
coeﬃcient
¸ =
aTΣ∆a
aTΣa
: (3.25)
Consider solving the equivalent generalized eigenproblem
Σ∆ai = ¸iΣai: (3.26)
Let ¸1 · ¢¢¢ · ¸P be the eigenvalues of Σ∆ with respect to Σ with the
a1;¢¢¢ ;aP corresponding conjugate eigenvectors. Then zi(x) is the ith
MAF.
It is possible to calculate MAFs using two-set canonical correlations ana-
lysis (CCA), see Section 3.2.1, comparing the original data to a spatially
shifted set. In CCA the resulting components are conditioned to have unit
variance, [2], and the MAFs have traditionally been imposed the same re-
striction.
In order to obtain an estimate of Σ∆, Switzer and Green, [114], recommend
the formation of two sets of diﬀerence images. The two sets are r(x+∆h)
and r(x+∆v), where ∆h is an unit horizontal shift and ∆v is an unit
vertical shift. Calculate the dispersion matrices for both sets of images and
pool them as an estimate of Σ∆. One important condition in choosing a
reasonable shift is that we must not exceed the range-of-inﬂuence of the
signal. Often the noise can be split into several parts, and one may try
to apply additional shifts before pooling them in a combined estimate of
the noise structure. Strategies may even be applied when looking for the
optimal combination of shifts that maximize e.g. i) the gap between the
ﬁrst two eigenvalues or ii) the number of components with very large or
small eigenvalues.
A comparative study of the PC and the MNF/MAF transforms applied to
high dimensional data can be found in [89]. The MAF transform does a
much better job of separating signal from noise than the PC transform.
It produces a nice ordering of the new components, which can often be
perceived as a decomposition of spatial frequency.
A recent result is that the MAF transform qualiﬁes as an Independent
Components Analysis (ICA) transform. In fact MAF is identical to the
Molgedy-Schuster ICA decomposition proposed later in 1994 by [86]. A
proof of correspondence is given in [81].
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3.1.4 SMAF/SMNF Transformations
Unlike the PC, the MAF transform is invariant to linear rank preserving
transformations of the original data. Consider a linear transformation of
the original data, R = [r1 r2 ¢¢¢ rN], by a non-singular transformation
matrix T 2 IR
P£P producing ˜ R = TR = [˜ r1 ˜ r2 ¢¢¢ ˜ rN]. The dispersion
structures are now transformed to
Df˜ r(x)g = TΣT
T; (3.27)
and
Df˜ r(x) ¡ ˜ r(x + ∆)g = TΣ∆T
T (3.28)
for the transformed data and the transformed noise respectively. The gen-
eralized eigenproblem to solve is now
TΣ∆T
T ˜ a = ¸TΣT
T ˜ a; (3.29)
reducing to
Σ∆T
T ˜ a = ¸ΣT
T ˜ a: (3.30)
Comparing the generalized eigenvalue problems in the Equations 3.26 and
3.30, we see that the eigenvalues remain unchanged and that the relation
between the eigenvectors for the original and the transformed data fulﬁll
ai = T
T ˜ ai. The MAFs of the transformed problem becomes ˜ a
T
i ˜ R =
aT
i R;i = 1;¢¢¢ ;P. Hence, the MAF transformation is invariant to linear
transformations. The same is true for the MNF transforms iif the estimate
of the noise structure is transformed by TΣnT
T.
In principal components analysis the new variates are scaled according to
the amount of variance they explain. Why not apply a similar property to
the MNF/MAF transforms? In the above we showed that the eigenvalues
from the MAF problem are invariant to linear transformations. Further-
more, we ﬁnd a relation of the SNR as a function of the eigenvalues, namely
SNRi =
2
¸i
¡ 1; i = 1;¢¢¢ ;P (3.31)
where we have used that
Σn = Σ∆=2: (3.32)3.1 Single Sets 57
The variance in each MAF component can now be scaled relative to the
amount of signal in each component. A natural choice is to scale the
new components such that the covariance structure of the noise becomes
the indentity matrix. Thus, we impose the condition VfaT
i n(x)g = 1
and obtain new components with variance SNRi + 1. We call the new
components signal-MAFs (SMAFs). In order to discard components that
have little signal and to reduce the dimensionality of the data, we suggest
to eliminate SMAFs that have negative SNRs that can occur due to model
breakdown.
The SMAF transformation works as a feature selector. It preserves the
MAF components rich on signal and discards those corrupted by noise. It
simultaneously stretches the subspaces rich in autocorrelated signal and
low in noise.
A similar scaling of the MNF transformation can be done. However for the
new components to qualify as SMNFs, the underlying MNF transformation
must be invariant to linear transformation.
Both the MAF and the MNF transformations may encounter problems
when handling matrices that are not of full rank. Singular problems can be
handled by ﬁrst performing a principal components analysis and discard-
ing the null space before proceeding with the MNF/MAF analysis. This
approach is possible due to the invariance to linear transformations.
Case study 1.1 revisited
The PC and the SMAF transformations are applied to a toy image gen-
erated as described in Section 2.3.1. The image and the resulting PC
and MAF components are shown in Figure 3.1. In Figure 3.2 (top-left)
is presented a scatter plot of the test image. With the test image being
two-dimensional the scatter plot can also serve to illustrate the spectral
space of the calculated PCs.
Comparing the MAFs to the PCs, we notice that they do a much better
job of separating the signal from noise. The reason why MAF performs so
much better than the PC is related to the fact, that the noise is constructed
to be highly correlated in the two bands of the test image. The signal
contained in MAF1 has an autocorrelation of 0:26 and in MAF2 of ¡0:01.
In Figure 3.2 (top-right) is included a scatter plot of the traditional MAFs
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shown in Figure 3.1. Using Equation 3.32 the estimate of the covariance
structure for the noise of the test image is found as [1:24 1:98; 1:98 4:23]
which can be compared to the one presented in Section 2.3.1.
One hundred realizations of the toy image are analysed together with the
corresponding SMAFs by means of the extended FCM algorithm. A pa-
rameter setting similar to the one in Section 2.3.1 is applied using spectral-
spatial-parental memberships. The results are shown in Table 3.1. Using
Region of Original data/PCs SMAFs
interest mean % std % mean % std %
Class 1 91.7 5.4 96.3 0.5
Class 2 71.8 7.9 84.7 1.5
Class 3 78.9 6.6 85.1 3.5
The whole image 86.4 5.5 93.0 0.4
Rejected pixels 11.4 2.4 5.4 0.5
Table 3.1: Summary of 100 segmentation results using the original data
and using SMAFs as input. The percentage (mean and std) of correctly
classiﬁed pixels in the diﬀerent class regions and of rejected pixels are in-
cluded. Spectral-spatial-parental memberships are applied and hard results
are obtained using a reject threshold of 0:9. Using the SMAF transform as
a preprocessor improves the performance of the clustering algorithm.
the SMAF transformation as a preprocessor improves the classiﬁcations.
The segmentations improve from an average of 86% to 93% correctly clas-
siﬁed pixels, and the percentage of rejected pixels is reduced from 11%
to 5%. Evidence can be found of improved reliability of the algorithm’s
performance by inspecting the standard deviations in the table. Apply-
ing the PC transformation as a preprocessor does not alter the similarity
measures used in the clustering algorithm, and the segmentations do thus
not beneﬁt from the preprocessing apart from the fact that redundancy
and the null space can be removed. Merely applying MAF as a prepro-
cessor will produce degraded results, since the components with noise will
have as much inﬂuence as the components containing the signal. In Figure
3.3 segmentations of a toy image using the SMAF transform are shown.
See [57] for application of the SMAF transform on a multivariate remote
sensed image prior to an initial cluster analysis. Note, segmentation of the
individual components of MAF may also be useful when trying to label an
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Figure 3.1: The top row contains the test image. The middle row contains
the calculated PCs and the bottom row contains the MAFs. All images
are scaled to mean §3 std. Notice that the MAF transform performs a
much better job in separating signal from noise when compared to the PC
transform.
3.1.5 Combined Spatial and Temporal Autocorrela-
tion Analysis
When working with multitemporal image data it can be desirable not to
maximize the spatial autocorrelation but rather the temporal autocorrela-
tion. Let one observation in a multitemporal image data set be represented
by r = r(x;t) where x denotes a grid point and t is time, and let r(t) rep-
resent one image at time t. Consider estimating Σ and Σ±t as the disper-
sion matrices of the original variables r(t) and, the diﬀerence between the
original and the temporally shifted variables r(t) ¡ r(t + ±t) respectively.
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Figure 3.2: Scatterplots 1-3 and the histogram of SMAF1, row-wise order-
ing. The scatterplots are calculated from 1) the original data, and MAFs
constrained to 2) aTΣa = 1, and 3) aTa = 1. Notice that classes are not
necessarily well separated in the SMAF space.
The temporal maximum autocorrelation factors (TMAFs) of r are then
given by aT
i r where the ai’s are determined from the eigenvalue problem
Σ±tai = ¸iΣai. See [94] for a TMAF analysis of remote-sensed multitem-
poral image data. As for the ordinary MAF analysis, several shifts may
be pooled together. One may even merge the spatially and the temporally
estimated covariance structures thus maximizing the autocorrelation with
respect to both space and time. The covariance structure of the noise is
thus estimated from
Σn =
Ns X
i=1
®iΣ∆i +
Nt X
j=1
¯jΣ±tj; (3.33)
where Ns and Nt represent the number of spatial and temporal shifts re-
spectively and the ®is and the ¯js are weights for the noise matrices. Ex-
actly how to combine the temporal and the spatial dimension can involve
prior analysis of the data, before reasonable arguments on how to pool
the covariance structures are found. Optimization schemes can also be ap-
plied maximizing e.g. the largest eigenvalue. See the previous discussion in
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Figure 3.3: Image segmentation 1-4 (row-wise, using SMAF as a prepro-
cessor. The results are based on the memberships: 1) spectral, 2) spectral-
parental, 3) spectral-spatial, 4) spectral-spatial-parental. Black=reject
class, greyscale / class index.
3.1.6 Orthogonal Subspace Projection
Orthogonal subspace projection (OSP) provides the means of projecting
high-dimensional data onto a basis which is orthogonal to speciﬁc undesired
spectra which are often speciﬁed by the data analyst, see [85, 53, 95, 96, 98].
OSP is more related to multiple regression, than to the methods of linear
decompositioning described in the previous sections, and can be applied in
linear mixing problems for e.g. partial unmixing.
If we want to predict the running P £1 vector observation r by means of a
set of variables written as columns in a matrix M, the linear mixing model
applies
r = M° + ²: (3.34)
The signal measured at each pixel is thus assumed to consist of a linear
combination (determined by the weight vector °) of so-called end-members
(the columns of M) plus some noise term ², i.e. the variation in r that is
not explained by the model.
62 Chapter 3. Linear Decomposition
We split the end-members into two groups of desired and undesired end-
members. Thus
M = [D U] (3.35)
and write
r = D®d + U® + ² (3.36)
where the vectors ®d and ® contains the desired and undesired spectral
weights respectively. In partial unmixing we assume that only one group of
end-members are known. Say that the undesired end-members are given,
then the term representing the desired end-members can be merged with
the noise term thus introducing n = D®d + ².
When describing the data by means of the undesired spectra only we arrive
at the model
r = U® + n: (3.37)
We want to minimize n2 = nTΣ
¡1n = (r ¡U®)TΣ
¡1(r ¡U®). Σ is the
dispersion of the residuals n.
Setting the partial derivative @n2=@® = 0 we get
® = (U
TΣ
¡1U)¡1U
TΣ
¡1r: (3.38)
For the residual we now obtain
n = (I ¡ U(U
TΣ
¡1U)¡1U
TΣ
¡1)r: (3.39)
Applying the transformation matrix
T = I ¡ U(U
TΣ
¡1U)¡1U
TΣ
¡1 (3.40)
on r results in the orthogonal subspace projection of the data. By nature
OSP is a rank reducing transformation. Performing OSP on K spectra
reduces the dimensionality of the data from P to P ¡ K, assuming full
rank of the original data. As serious problem is how to estimate Σ which
is often assumed proportional to the identity matrix.3.2 Multiple Sets 63
3.2 Multiple Sets
Two-set canonical correlations analysis is presented followed by multiset
canonical correlations analysis. Both methods can be regarded as ex-
ploratory data driven tools which can be applied when looking for linear
combinations of the input variables with maximum correlation.
3.2.1 Two-Set Canonical Correlations Analysis
Two-set canonical correlations analysis maximizes the correlation between
linear combination of two multivariate groups of variables, see [65, 22].
Consider two sets of variables x and y. Let the dimensions of the variables
be respectively p and q, with p · q. Let the variables be described by the
the p + q dimensional variable z = [xT yT]T and assume
Efzg = 0 (3.41)
Dfzg = Σ =
·
Σ11 Σ12
Σ21 Σ22
¸
(3.42)
with Σ11 and Σ22 non-singular and Σ12 = Σ
T
21.
We wish to determine the transforms
u = aTx (3.43)
v = b
Ty (3.44)
under the constraints
Varfug = aTΣ11a = 1 (3.45)
Varfvg = b
TΣ22b = 1 (3.46)
such that the correlation
½ = Corrfu;vg =
Covfu;vg
p
VarfugVarfvg
= Covfu;vg = aTΣ12b (3.47)
is maximized.
We introduce the Lagrange multipliers ¸=2 and ¹=2 and maximize
Ã = aTΣ12b ¡
¸
2
(aTΣ11a ¡ 1) ¡
¹
2
(b
TΣ22b ¡ 1) (3.48)
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with respect to a and b.
We ﬁnd the partial derivatives of Ã as
@Ã
@a
= Σ12b ¡ ¸Σ11a (3.49)
@Ã
@b
= Σ21a ¡ ¹Σ22b: (3.50)
Setting the partial derivatives equal zero and multiplying by respectively
aT and b
T, we obtain
aTΣ12b ¡ ¸aTΣ11a = 0 (3.51)
b
TΣ21a ¡ ¹b
TΣ22b = 0: (3.52)
Using the constraints in Equation 3.45 and 3.46, and the fact that
aTΣ12b = (aTΣ12b)T = b
TΣ
T
12a = b
TΣ21a, we ﬁnd that
¸ = ¹ = aTΣ12b = ½ (3.53)
which is the correlation between the transformed variables.
We can now solve for the extrema of the function Ã. Writing the partial
derivatives as
Σ12b ¡ ½Σ11a = 0 (3.54)
Σ21a ¡ ½Σ22b = 0 (3.55)
then multiplying Equation 3.54 by ½ and Equation 3.55 by Σ
¡1
22 gives
½Σ12b ¡ ½2Σ11a = 0 (3.56)
Σ
¡1
22 Σ21a ¡ ½b = 0: (3.57)
Substituting Equation 3.57 in 3.56 we obtain for a
Σ12Σ
¡1
22 Σ21a = ½2Σ11a (3.58)
which is recognized as an eigenvalue problem. Similarly, we obtain for b
Σ21Σ
¡1
11 Σ12b = ½2Σ22b: (3.59)
Determining the u and the v with maximum correlation is done by
projecting x respectively y onto the subspaces spanned by the eigenvectors3.2 Multiple Sets 65
a respectively b with the corresponding largest eigenvalue equal to the
squared correlation.
If p = q we obtain ui; i = 1;¢¢¢ ;p, by projecting x onto the subspaces
spanned by the eigenvectors a1;¢¢¢ ;ap corresponding to the eigenvalues
½2
1 ¸ ¢¢¢ ¸ ½2
p of Σ12Σ
¡1
22 Σ21. Projecting y onto the subspaces spanned
by the eigenvectors b1;¢¢¢ ;bp of Σ21Σ
¡1
11 Σ12 corresponding to the same
eigenvalues we obtain vi; i = 1;¢¢¢ ;p. If p < q the eigenvalue problem
in Equation 3.59 degenerates since the last eigenvalue will equal zero with
(q ¡ p)th multiplicity.
The CCA transformation chooses p+q linear transforms
ui = aT
i x; i = 1;¢¢¢ ;p (3.60)
vi = b
T
i y; i = 1;¢¢¢ ;q; (3.61)
such that the variates are uncorrelated within groups expressed by
CorrfaT
i x;aT
j xg = ±ij (3.62)
Corrfb
T
i y;b
T
j yg = ±ij (3.63)
and between groups expressed by
CorrfaT
i x;b
T
j yg = ½j±ij (3.64)
where ± is the Kronecker delta.
CCA thus jointly analyses two sets of variables. It ﬁnds two sets of lin-
ear combinations (called canonical variates, CVs) of the zero mean original
variables that maximize correlation between the two. The two CV1s are
linear combinations of the original data (one from each set) that are max-
imally correlated. Higher order CVs are maximally correlated subject to
orthogonality or uncorrelatedness with lower order CVs. The correlations
obtained between corresponding CVs are termed canonical correlations.
Consider linear transformations of the x and the y data sets by the matrices
A and B respectively. The eigenvalue problem in e.g. 3.58 thus becomes
AΣ12B
T(BΣ22B
T)¡1BΣ21A
T ˜ a = ½2AΣ11A
T ˜ a (3.65)
) Σ12Σ22
¡1Σ21A
T ˜ a = ½2Σ11A
T ˜ a: (3.66)
We see that the canonical correlations remain unchanged and that A
T ˜ a =
a. Thus the CVs remain unchanged, and CCA is therefore invariant to
linear transformations of the individual data sets.
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Partial Least Squares
CCA is closely related to the method of partial least squares (PLS) in which
R = CovfaTx;b
Tyg = aTΣ12b (often with y as a scalar response variable)
is maximized with another choice of constraints, namely aTa = b
Tb = 1
leading to
R2 =
aTΣ12Σ21a
aTa
=
b
TΣ21Σ12b
b
Tb
; (3.67)
[10]. We see that in this case matrix inversion is not needed which is
good if we have many variables and few observations. Only the ﬁrst pair
of canonical variates (or latent variables) are calculated and the response
CV is regressed on the predictor CV. If more information is present in
the residuals these are subtracted from the original response variables, the
predictor variables are projected into a subspace orthogonal to the solution
found, and more iterations are performed, see also [129, 42, 63, 35].
3.2.2 Multiset Canonical Correlations Analysis
The linear multiset canonical correlations analysis (MCCA) is a technique
which maximizes the sum of the pair-wise correlations over all linear com-
binations of the multivariate sets. Work done applying the MCCA can be
found in [74, 89, 97].
Let x be an m = m1 + m2 + ¢¢¢ + mn dimensional variable, and without
loss of generality assume Efxg = 0. We furthermore assume that the sets
are ordered according to rank and that the minimum rank is mmin.
The signal variable is represented by
x =
2
6
4
x1
. . .
xn
3
7
5; (3.68)
containing the n sets of variables
x1 =
2
6
4
x11
. . .
x1m1
3
7
5; x2 =
2
6
4
x21
. . .
x2m2
3
7
5;:::;xn =
2
6
4
xn1
. . .
xnmn
3
7
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where each xi is the mi dimensional signal variable from set i. We assume
that the covariance functions can be represented by the covariance matrices
Covfxi;xjg = Σij 2 IR
mi£mj and may thus write
Dfxg = Σx =
2
6 6
6
4
Σ11 Σ12 ¢¢¢ Σ1n
Σ21 Σ22 ¢¢¢ Σ2n
. . .
. . .
...
. . .
Σn1 Σn2 ¢¢¢ Σnn
3
7 7
7
5
: (3.70)
We are looking for nmmin linear combinations
zij = aT
ijxi; i = 1;¢¢¢ ;n;j = 1;¢¢¢ ;mmin (3.71)
such that the sum of the correlation
R =
n X
k=1
n X
l=1
½(zkj;zlj) (3.72)
=
n X
k=1
n X
l=1
aT
kjΣklalj
p
(aT
kjΣkkakj aT
ljΣllalj)
(3.73)
is maximum among all linear transforms orthogonal to zpq; p =
1;¢¢¢ ;n;q = 1;¢¢¢ ;j ¡ 1.
The dispersion structure of the transformed variables with maximal cor-
relations, say z = [z1 z2 ¢¢¢ zn]T determined by the weight vector
a = [aT
1 aT
2 ¢¢¢ aT
n]T can be written
Dfzg = Σz =
2
6 6
6
4
aT
1 Σ11a1 aT
1 Σ12a2 ¢¢¢ aT
1 Σ1nan
aT
2 Σ21a1 aT
2 Σ22a2 ¢¢¢ aT
2 Σ2nan
. . .
. . .
...
. . .
aT
nΣn1a1 aT
nΣn2a2 ¢¢¢ aT
nΣnnan
3
7 7
7
5
: (3.74)
Maximizing the sum of the elements in Σz under diﬀerent constraints will
maximize the sum of the pair-wise correlations. [74] and [89] list measures
to maximize, including the one just presented, when looking for maximal
correlations are given i) maximize the sum of elements, ii) maximize the
sum of squared elements, iii) maximize the largest eigenvalue, iv) minimize
the smallest eigenvalue, and v) minimize the determinant of Σz.
Natural constraints are also given and include
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1) aTa = 1
2) aT
i ai = 1 8 i
3) aT
i Σiiai = 1 8 i
4) tracefΣzg =
Pn
i=1 aT
i Σiiai = 1 8 i.
In [62] maximizing the sum of elements is examined, and [74] examines all
the above measures using the constraint of unit-variance of the new compo-
nents. In [89] the measures are examined under the remaining constraints
and other natural constraints are proposed.
We shall limit this presentation to maximizing the sum of the elements of
Σz under constraints 2, 3 and 4. Under constraint 1 the problem reduces
to principal components analysis of x. We use the Lagrange multiplier
technique and for the three constraints deﬁne the following functions
L2 =
n X
i=1
n X
j=1
aT
i Σijaj ¡
n X
i=1
¸i(aT
i ai ¡ 1) (3.75)
L3 =
n X
i=1
n X
j=1
aT
i Σijaj ¡
n X
i=1
¸i(aT
i Σiiai ¡ 1) (3.76)
L4 =
n X
i=1
n X
j=1
aT
i Σijaj ¡ ¸(
n X
i=1
aT
i Σiiai ¡ 1): (3.77)
Solving @Lc=@¸ = 0;c = 2;3;4 produce the expressions for the correspond-
ing constraints. Furthermore we have that
@
@ai
n X
i=1
n X
j=1
aT
i Σijaj = 2
n X
j=1
Σijaj (3.78)
and by solving @Lc=@ai = 0;c = 2;3;4 respectively produces the following
systems
n X
j=1
Σijaj = ¸iai; c = 2;i = 1;¢¢¢ ;n (3.79)
n X
j=1
Σijaj = ¸iΣiiai; c = 3;i = 1;¢¢¢ ;n (3.80)
n X
j=1
Σijaj = ¸Σiiai; c = 4;i = 1;¢¢¢ ;n (3.81)3.2 Multiple Sets 69
of which only the latter is a generalized eigensystem. The ﬁrst two sys-
tems of equations can be solved using an iterative approach which we shall
account for in the following section. Note, solutions to generalized eigen-
systems are also iterative. When written in matrix form Equations 3.79
and 3.80 become
2
6 6
6
4
Σ11 Σ12 ¢¢¢ Σ1n
Σ21 Σ22 ¢¢¢ Σ2n
. . .
. . .
...
. . .
Σn1 Σn2 ¢¢¢ Σnn
3
7 7
7
5
2
6 6
6
4
a1
a2
. . .
an
3
7 7
7
5
=
2
6 6
6
4
¸1a1
¸2a2
. . .
¸nan
3
7 7
7
5
; (3.82)
and
2
6
6 6
4
Σ11 Σ12 ¢¢¢ Σ1n
Σ21 Σ22 ¢¢¢ Σ2n
. . .
. . .
...
. . .
Σn1 Σn2 ¢¢¢ Σnn
3
7
7 7
5
2
6
6 6
4
a1
a2
. . .
an
3
7
7 7
5
=
2
6
6 6
4
¸1Σ11 0 ¢¢¢ 0
0 ¸2Σ22 ¢¢¢ 0
. . .
. . .
...
. . .
0 0 ¢¢¢ ¸nΣnn
3
7
7 7
5
2
6
6 6
4
a1
a2
. . .
an
3
7
7 7
5
: (3.83)
Once mmin orthogonal solutions have been found, the corresponding sets
can be removed from the analysis, and additional canonical variates can
be found between the remaining sets by applying a restricted search until
only the null space is left.
Multiset canonical correlations analysis can be applied to simultaneously
maximize several criteria. Maximum autocorrelation factors may be gener-
ated applying MCCA to sets generated using diﬀerent spatial shifts. Shift-
ing the sets in the spatial domain provides analyses similar to applying the
traditional MAF transform, but also provides the means to simultaneously
maximize the similarity between all groups of variables.
Multiset Partial Least Squares
Multiset or multiblock partial least squares (PLS) can be based on Equation
3.82 with Σii;i = 1;¢¢¢ ;n replaced by the null matrix. In multiblock
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PLS we want to maximize covariance and thus do not want to include the
diagonal terms of Σz in 3.74 in the maximization. See also [97].
3.2.3 Procrustes Alignment
In shape analysis, where estimates of the similarity between shapes, their
average shape and variability is of interest, Procrustes analysis is an useful
tool, [50, 6, 49, 28].
Alignment is done to remove all Euclidean eﬀects i.e. translation, rota-
tion, and isotropic scale. When using the L2-norm, the term Generalized
Procrustes Analysis (GPA) is applied when handling multiset scenarios of
landmark registered shapes with known correspondences. The alignment
of only two such shapes is called Ordinary Procrustes Analysis (OPA).
Ordinary Procrustes Analysis
Consider the case of aligning two landmark registered shapes in a two-
dimensional space. Thus each landmark in set i consists of a coordinate
vector xi = [xi1 xi2]T. Assuming Efxig = 0;i = 1;2 all translation has
been removed and only rotation and scale must be determined. Ordinary
Procrustes analysis minimizes
e2
OPA = Ef(kx1 ¡ z2k)2g = Ef(kx1 ¡ Ax2k)2g (3.84)
where k ¢ k is the L2-norm. Set 1 is considered as a reference set and OPA
typically estimates the transformation, z2 = Ax2, of set 2 in an orthogonal
multiple regression setting minimizing the mean of the squared residuals.
Notice that A = [a ¡b ; b a] can be split into two parts A = A1A2 both
Euclidean rotation and scaling matrices. Minimizing
Ef(kx1 ¡ A1A2x2k)2g (3.85)
corresponds to minimizing
Ef(kA
¡1
1 x1 ¡ A2x2k)2g; (3.86)
where A
¡1
1 = A
T
1 is a rotation and scaling matrix as well. We are looking
for the transformations of both sets that minimize the mean of the squared3.2 Multiple Sets 71
residuals thus maximizing correlation. The alignment can thus be obtained
by solving a canonical correlations problem.
Consider constructing the sets
˜ xi1 = ffxk1gN
k=1;f¡xl2gN
l=1g (3.87)
˜ xi2 = ffxk2gN
k=1;fxl1gN
l=1g (3.88)
and deﬁne
˜ xi = [˜ xi1 ˜ xi2]T; i = 1;2: (3.89)
When solving the canonical correlations problem of minimizing the variance
of the resisuals
Ef(pT
1 ˜ x1 ¡ pT
2 ˜ x2)2g; (3.90)
then the basis (the eigenvectors) for the ﬁrst pair of canonical variates will
contain estimates of a1;b1;a2, and b2 that deﬁnes A1 and A2. In addition to
the ﬁrst solution which maximize the correlation of the two shapes a second
canonical pair is also obtained providing an alignment solution which OPA
does not ﬁnd.
Performing the CCA analysis on the sets xi;i = 1;2 will minimize the
squared residual of the two shapes when projected onto one-dimensional
subspaces. In shape analysis in higher than two dimensions complications
arise due to nonlinearities in the rotation and scaling matrices. This applies
to both the OPA and the CCA approach. To solve the problem one may
apply iterative strategy maximizing correlation in alternating subspaces,
but no clear solution appears yet to exist.
Generalized Procrustes Analysis
Often we wish to align a multiset of shapes for which the Generalized Pro-
crustes Analysis (GPA) is developed. Assuming n sets with N landmarks
and Efxig = 0;i = 1;¢¢¢ ;n, GPA minimizes
e2
GPA =
n X
ij
Ef(kzi ¡ zjk)2g =
n X
ij
Ef(kAixj ¡ Aixjk)2g (3.91)
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by applying an iterative scheme. Deﬁning the mean shape by
¯ z =
1
n
n X
i=1
zi (3.92)
the scheme iteratively i) applies OPA on each shape using the mean shape
as a reference, and ii) re-estimate the mean shape while preserving its
variance. The procedure is presented in Algorithm 5. Normalization of
mean shape is important to prevent the algorithm from drifting towards
null transformations.
Algorithm 5 Generalized Procrustes Alignment
1: Initialize ¯ zk=0 = 1=n
Pn
i=1 xi and w0
j = 1=N;j = 1;¢¢¢ ;N
2: Normalize ¯ z0 = ¯ z0=k¯ z0k
3: repeat
4: Using weighted OPA align each element in the set fxign
i=1 to ¯ zk¡1
producing fzign
i=1
5: Calculate new weights wj = 1=Varfzi(j)g, j = 1;¢¢¢ ;N, where
Varfzi(j)g is the variance of the jth landmark over all aligned shapes.
6: Estimate mean shape from the aligned set ¯ zk = 1=n
Pn
i=1 zi
7: Normalize ¯ zk = ¯ zk=k¯ zkk
8: until Convergence
Generally GPA is very robust and converges in few (less than ﬁve, often only
two to three) iterations. Extensions have been proposed including landmark
weights that are re-estimated in each iteration. A weighting scheme is
included in Algorithm 5. Typically, weights are chosen proportional to
the inverse variance of position of the landmark over all sets. The weight
selection scheme is a variant of the Boosting schemes, [55, 36], applied in
classiﬁcation problems.
MCCA revisited
The measure minimized by generalized Procrustes ﬁtting corresponds to
maximizing the sum of the pair-wise correlations, that is the elements in
Σz from 3.74, under variance preserving constraints for the mean shape,
typically normalized such that Varf1=n
Pn
i=1 aT
i xig = 1. Alignments can
thus also be obtained by applying the MCCA system of equations given in3.2 Multiple Sets 73
3.79 and 3.80. The only diﬀerence to ordinary GPA is that the variance
preserving restrictions on the mean shape is replaced by the appropriate
constraint. A Generalized Multiset Canonical Correlations Analysis scheme
is presented in Algorithm 6 under MCCA constraints 2 and 3 for ﬁnding
the canonical variate set with maximal correlation. Under these constraints
the scale of each transformed set is determined within sets by the variance
perserving conditions.
Algorithm 6 Generalized Multiset Canonical Correlations Algorithm
1: Initialize ai = 1;i = 1;¢¢¢ ;n
2: Normalize ai =
(
ai=
p
(aT
i ai); Preserving aT
i ai = 1 8 i
ai=
p
(aT
i Σiiai); Preserving aT
i Σiiai = 1 8 i
3: Calculate zk=0
i = aT
i xi, ¯ z0 = 1=n
Pn
i=1 z0
i and set wj = 1=N;j =
1;¢¢¢ ;N
4: repeat
5: Apply weighted multiple regression on fz
k¡1
i gn
i=1 to ¯ zk¡1 updating
the set faign
i=1
6: Normalize ai =
(
ai=
p
(aT
i ai); Preserving aT
i ai = 1 8 i
ai=
p
(aT
i Σiiai); Preserving aT
i Σiiai = 1 8 i
7: Calculate zk=0
i = aT
i xi
8: Calculate new weights wj = 1=Varfzi(j)g, j = 1;¢¢¢ ;N, where
Varfzi(j)g is the variance of the jth landmark over all aligned shapes.
9: Estimate mean shape from the aligned set ¯ zk = 1=n
Pn
i=1 zk
i
10: until Convergence
Successive solutions may be found by constraining the “eigenvectors” to
the subspace orthogonal to the previously determined solutions. There are
several possible extensions to MCCA that could be introduced, especially
on how to choose the weights for the observations. Moreover, one could
construct alternative algorithms applying diﬀerent reference shapes other
than the mean shape e.g. the median shape across sets.
3.2.4 Change Detection
In change detection often only two sets are involved. For handling mul-
tivariate sets there are several approaches. If we are working with well
calibrated and noise free data, the diﬀerence between each variable in the
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sets is often suﬃcient for change detection, and the redundancy in the data
may be removed by principal components analysis. However, based on the
previous discussion it should be clear, that when handling image data e.g.
the MAF transform is a better approach. It all depends on whether the
change one is interested in detecting is characterized by spatial homoge-
neous regions in the data or not. Applying MAF on the diﬀerence data
makes good sense when the sets are well calibrated and removes uninter-
esting change characterized by speckled noise. In [115] case studies are
presented applying both the PC and the MAF transform on bitemporal
multivariate data. In cases where the data are not well calibrated or even
measured from diﬀerent sources, two-set CCA may be a better approach.
It is invariant to linear transformations and thus qualiﬁes as a good tool
for data fusion in change detection studies. Diﬀerences of the CCA pairs
can be applied resulting in the so-called Maximum Alteration Detection
(MAD) transformation, [99]. The MAD transform is a CCA analysis of the
two sets involved followed by taking the diﬀerences of the CV pairs and
reversing the ordering of the resulting components. The ﬁrst MAD compo-
nent thus corresponds to the diﬀerence between the last CV pair that has
minimal correlation, hence containing maximum diﬀerence between the CV
pairs. The MAF transform can of course be applied as a post-processing
step of the MAD transform, [92]. For change detection in a multiset case,
MCCA is applied in [89].
3.3 Case Studies
Three case studies are presented in this section. First the SeaWiFS exam-
ple from Section 2.3.2 is revisited performing linear decomposition of the
data under the FCM obtained water mask. The second case study contains
a linear two-set CCA analysis of multitemporal global sea surface temper-
ature and height data. Finally, a short example is included performing
linear MCCA on a multiset of landmark registered shapes.
3.3.1 Linear Decomposition of Multispectral Image
Data
The acquisition and analysis of the ocean colour is important in many
environmental studies. The concentration of substances and particles in3.3 Case Studies 75
the lighted zone of the upper ocean inﬂuences the apparent colour of the
ocean. The colour can range from deep blue to varying shades of green
and ruddy brown. Living phytoplankton (which contains chlorophyll and
associated photosynthetic pigments), inorganic sediments, and dissolved
organic matter all contribute to the colour of the ocean. Remote sensing
in ocean studies can provide information on the large-scale ocean conﬁg-
uration. However, both the temporal and the spatial sampling is limited
by e.g. cloud coverage. In the study of the North Sea, the data coverage is
particularly poor and the sampling of useful optical remote sensed images
sparse.
In this case study linear decomposition is performed on the SeaWiFS scene,
previously presented in Section 2.3.2, in an attempt to enhance the ocean
related signal in the data. The SeaWiFS images are shown in Figure 3.4
and are stretched to mean § three standard deviations (std) under the
water mask obtained from the cluster analysis when using six classes (see
Figure 2.8). Notice that all the images seem to include very little dynamics.
Results and Dicussion
The previous initial cluster analysis partitioned the SeaWiFS image into
six classes of which two are recognized as related to signals dominated by
clouds. This allows us to perform partial unmixing of signals by means of
othogonal subspace projection. The cloud spectra for the cluster classes
(no. 2 and 3) are applied as undesired spectra, see Figure 2.10. The results
of the OSP analysis is shown in Figure 3.5 stretching the images to mean
§ three std. Notice that the dynamics in the images increase. Thus, there
is ocean related signal contained in the SeaWiFS signal, but it has very
little variance and is hard to identify primarily due to the corrupting and
dominating cloud signal in the data.
Post-processing of the OSP cloud reduced signal is done by a PC and a
MAF analysis. The results are shown in the Figures 3.6 and 3.7 and re-
sult in six components since OSP is a rank reducing transformation. The
transformations are calculated on the basis of the observations under the
water mask but are applied to the whole image. Both the PC and the
MAF transforms seem successful in separating part of the signal from salt-
and-pepper-noise. Comparing the PCs and the MAFs we notice that MAF
seems to produce a nicer ordering of the components in terms of image qual-
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Figure 3.4: The original SeaWiFS bands 1-8 row-wise. The data are
stretched to mean §3 std under the water mask. Notice that there is
little dynamics in the individual components.3.3 Case Studies 77
Figure 3.5: The SeaWiFS bands 1-8 row-wise after OSP cloud signal re-
duction. The data are stretched to mean §3 std under the water mask.
Notice the increase in the dynamics under the ocean water mask.
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Figure 3.6: Principal components of the SeaWiFS bands 1-8 row-wise after
OSP cloud signal reduction. The data are stretched to mean §3 std under
the water mask.
ity. Correlations, weigths and loading for the calculated PCs and MAFs
can form the basis for a further, more supervised analysis and interpreta-
tion of the individual components. Concentrating on the MAFs the ﬁrst
four components seem to collect most of the signal remaining in the data
after the OSP analysis. The last two MAFs seem related primarily to noise
and contains little autocorrelation. In Figure 3.8 the correlations between
the MAF components and the original SeaWiFS bands are shown. Con-
centrating on the ﬁrst three OSPMAF components, we see that they all
have a maximum in the absolute value of the correlation to wavelengths3.3 Case Studies 79
Figure 3.7: Maximum autocorrelations factors of the SeaWiFS bands 1-8
row-wise after OSP cloud signal reduction. The data are stretched under
the water mask.
related to visible light (SeaWiFS bands 1-6). The ﬁrst component has a
maximum for violet (412 nm) light with monotone decreasing correlations
for higher wavelengths. The second OSPMAF has a maximum at green
(555 nm) combined with low absolute correlations to the wavelengths in
the NIR range. The third componet has a maximum at blue-green (490
nm) combined with increased correlations in the NIR range. The spectra
for the components 1-3 are similar to the reﬂectance spectra one can ob-
tain for the general water classes known as i) open-ocean water (Atlantic
Ocean Water), ii) coastal-water (Baltic Sea/German Bight Water) with
80 Chapter 3. Linear Decomposition
500 600 700 800
−0.2
0
0.2
0.4
0.6
0.8
Wavelength [nm]
C
o
r
r
e
l
a
t
i
o
n
500 600 700 800
−0.7
−0.6
−0.5
−0.4
−0.3
−0.2
Wavelength [nm]
C
o
r
r
e
l
a
t
i
o
n
500 600 700 800
0
0.05
0.1
0.15
0.2
Wavelength [nm]
C
o
r
r
e
l
a
t
i
o
n
500 600 700 800
0.15
0.2
0.25
0.3
0.35
0.4
0.45
Wavelength [nm]
C
o
r
r
e
l
a
t
i
o
n
500 600 700 800
−0.45
−0.4
−0.35
−0.3
−0.25
−0.2
−0.15
Wavelength [nm]
C
o
r
r
e
l
a
t
i
o
n
500 600 700 800
0.02
0.04
0.06
0.08
0.1
Wavelength [nm]
C
o
r
r
e
l
a
t
i
o
n
F
i
g
u
r
e
3
.
8
:
C
o
r
r
e
l
a
t
i
o
n
s
o
f
t
h
e
O
S
P
M
A
F
s
1
-
6
(
r
o
w
-
w
i
s
e
)
a
n
d
t
h
e
o
r
i
g
i
n
a
l
S
e
a
W
i
F
S
d
a
t
a
.
T
h
e
s
t
a
r
s
i
n
d
i
c
a
t
e
t
h
e
c
e
n
t
e
r
w
a
v
e
l
e
n
g
t
h
s
o
f
t
h
e
i
n
d
i
v
i
d
u
a
l
S
e
a
W
i
F
S
b
a
n
d
s
1
-
8
.
p
l
a
n
k
t
o
n
a
n
d
c
h
l
o
r
o
p
h
y
l
l
,
a
n
d
i
i
i
)
c
o
s
t
a
l
-
w
a
t
e
r
w
i
t
h
h
i
g
h
e
r
c
o
n
c
e
n
t
r
a
t
i
o
n
o
f
s
u
s
p
e
n
d
e
d
m
a
t
t
e
r
p
r
o
d
u
c
i
n
g
h
i
g
h
e
r
r
e
ﬂ
e
c
t
a
n
c
e
o
f
h
i
g
h
w
a
v
e
l
e
n
g
t
h
s
.3.3 Case Studies 81
Figure 3.9: OSPMAFs 1-3 as RGB for 13th of May 1998.
Conclusion
In general the combined cluster analysis and OSPMAF transformation suc-
ceed in decomposing the signal into few components that are rich on ocean
related signal with reduced undesired cloud and noise signal. The structures
and dynamics contained in the ﬁrst components of both the PCs and the
MAFs are identiﬁable in similar analysis of neighbouring days [59, 60, 100].
The ﬁrst three OSPMAFs from these analyses are shown in the Figures 3.9
and 3.10 as RGB images. Concentrating on Figure 3.10 it depicts the large
scale conﬁguration of the water masses in the North Sea. Atlantic Ocean
Water arrives from the South through the English Channel. It mixes pri-
marily with the continental coastal water, consisting of ocean water and
river run-oﬀ, and is represented by its own characteristic purple colour. A
diﬀerent type of Atlantic Ocean Water, the primarily yellow/green coloured
water masses, arrives from the North-West and dominates the central and
Northern part of the North Sea. Baltic brackish water, red coloured water
masses, is transported towards the North Sea primarily in the surface lay-
ers. It becomes gradually mixed with diﬀerent ocean waters encountered
in the Skagerak. From here it continues up the west coast of Norway as
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Figure 3.10: OSPMAFs 1-3 as RGB for 15th of May 1998.
the rather permanent Norwegian Coastal Current.
The exploratory analysis presented produces components that are in good
agreement with the expected ocean conﬁguration during summer in the
North Sea. When comparing the OSPMAFs and the RGB images to the
class-map containing the general summer water class conﬁguration, Figure
3.11, and the generalized near-surface patterns of water movements, Figure
3.12, we see noteworthy good agreement. Oceanographer N. K. Højerslev
(pers. comm.) conﬁrms the promising potential of the data driven ap-
proach. The sampling of applicable optical remotely sensed images is known
to be very sparse for the North Sea and the adjacent waters. On average
only 15 to 17 days a year give full spatial data coverage. Moreover, the
inter-annual variation is very high and some years may not contain any
such large-scale samples. By utilizing the temporal dimension composite
images can be constructed to compensate for the poor spatial resolution.
However, the composite technique cannot be applied when a combined tem-
poral and large-scale spatial analysis is needed. Thus, the development of
new tools for extracting information on the ocean conﬁguration is impor-
tant. The presented spectral-spatial decomposition of the remotely sensed3.3 Case Studies 83
optical data, with suppression of undesired spectra and noise, can help ob-
tain a better temporal and spatial sampling of the ocean. The application
and new combination of the exploratory methods is thus expected to be
useful in the future analysis and understanding of the ocean dynamics and
mixing, (pers. comm. N. K. Højerslev).
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Figure 3.11: Water masses of the North Sea in the summer, [48].3.3 Case Studies 85
Figure 3.12: Generalized near-surface pattern of water movement, [61].
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3.3.2 Canonical Correlations Analysis of Multitempo-
ral Global Sea Surface Height and Temperature
This case study describes the application of canonical correlations analysis
to the joint analysis of global monthly mean values of 1996-1997 sea surface
temperature (SST) and height anomaly (SSH) data. The SST data are con-
sidered as one set and the SSH anomaly data as another set of multivariate
observations, both with 24 variables. This type of analysis can be consid-
ered as an extension of traditional empirical orthogonal function (EOF)
analysis that provides a marginal analysis of one variable over time. The
motivation for using a bivariate extention stems from the fact that the two
ﬁelds are interrelated as i.e. an increase in the SST will lead to an increase
in the SSH. An extension of the method of empirical orthogonal functions
(EOF) is presented, [104, 75]. EOF analysis is often used in oceanogra-
phy and other geophysical sciences to analyse temporal sequences of scalar
(image) data. In this study we extend this type of analysis by applying
canonical correlations analysis to two temporal sequences of scalar image
data, namely global sea surface temperature (SST) and global sea surface
height (SSH). This type of analysis can be extended further to more than
two sets of data. The data used to illustrate the analysis carried out comes
from the Ocean Pathﬁnder programmes set up by NASA/NOAA, [67, 69].
The data chosen represent relevant oceangraphic properties related to one
of the largest El Ni˜ no events ever recorded, [32]. El Ni˜ no is a large-scale
warm ocean event in the Paciﬁc oﬀ the coast of Peru and Ecuador caused
by eastward drifting toward the west coast of South America of the pool
of warm waters normally residing in the western part of the Paciﬁc. This
event is not local but may inﬂuence weather conditions worldwide.
EOF analysis is a name often used in geophysical data processing for princi-
pal component (PC) analysis, [64, 2]. Often the usual PCA assumption on
variables with mean zero is replaced by an assumption of temporal means
of zero.
Results and Discussion
The data used are global monthly mean values of 1996-1997 SST data from
the NOAA/NASA Oceans Pathﬁnder AVHRR SST database, [69], and
global monthly mean values of 1996-1997 SSH data from the NASA/GSFC
Ocean Altimeter Pathﬁnder database, [67]. The SSH data are interpo-3.3 Case Studies 87
Figure 3.13: SST CVs 1-6 row-wise.
lated point observations from the TOPEX/Poseidon radar altimeter mis-
sion. The SST come as 360 rows by 720 columns half degree data starting
at 180o longitude, the SSH come as 179 rows by 360 columns one degree
data starting at 0o longitude. Consequently, the SST data have been re-
sampled to the SSH grid. The AVHRR instrument is inﬂuenced by cloud
coverage whereas the radar altimeter provides uninterrupted data.
Figure 3.13 shows the ﬁrst six SST CVs resulting from an CCA analysis
where the 24 months of SST data are considered as one set and the 24
months of SSH data are considered as the other set. The CVs are stretched
linearly from mean three standard deviations, the pseudo-colour scale goes
from blue (minimum) over cyan, green, yellow to red (maximum). Figure
3.14 shows the ﬁrst six SSH CVs (same analysis, stretch and colouring).
Statistics for the CCA are calculated only where both variables have non-
missing values for all 24 months.
The ﬁrst pair of CVs has a correlation coeﬃcient of 0.7587 and accordingly
the two exhibit very similar spatial patterns. Generally speaking, we see
highs in the Southern Hemisphere and lows in the Northern Hemisphere.
This is in accordance with the observed maximally negative correlations
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Figure 3.14: SSH CVs 1-6 row-wise.
between both SST and SSH and both CV1s in the winter months. A high
in SSH CV1 and a strong high in SST CV1 oﬀ the Equatorial west coast
of South America is seen. This is in accordance with the El Ni˜ no phe-
nomenon. The apparent oscillation is clearly at an annual period, but for
the correlation between the CV1 and the SST remains negative and does
not alternate around zero, which should be expected. The highest correla-
tions occur in month 9 and 21 for both the SST and the SSH. Normally the
highest correlation for the SST would occur one month earlier, but because
of the joint analysis of the SST and SSH, this get dominated by the SSH.
This consequently answers the previous negative correlations between the
CV1 and the SST. In Figure 3.15 the canonical correlations (black-curve),
and correlations between original SST (left of the dashed vertical line, in-
dex 1-24) and SSH variables (right of the dashed vertical line, index 25-48),
and SST CVs 1-3 (red, green and blue curves, left ﬁgure) and SSH CVs
1-3 (RGB curves, right ﬁgure). The second pair of CVs has a correlation
coeﬃcient of 0.7179 and again the two exhibit similar spatial patterns. For
this CV pair we see strong lows in both SSH CV2 and SST CV2 oﬀ the
Equatorial west coast of South America which again is in accordance with
the El Ni˜ no event. Also, a high in SST CV2 and a very strong high in3.3 Case Studies 89
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Figure 3.15: Correlations between the canonical CVs and the original
monthly data.
SSH CV2 east of Indonesia and the Philippines is seen. The correlations
between the original data and the CVs indicate that both CVs 1 and CVs
2 reﬂect strong annual oscillations [75]. Especially for SSH and CVs 2 but
also for SSH and CVs1 and to a lesser degree for SST and CVs2 these
oscillations seem to be disturbed in the second half of 1997. This is in
agreement with the spatial patterns observed in especially CVs 2 and the
El Ni˜ no build-up during the last eight months of 1997. The third canonical
correlation is 0.5061, and the fourth is 0.4148. This is still relatively high,
but the fact that the ﬁrst two canonical correlations are much higher than
the remaining ones shows that the joint variation of the two geophysical
ﬁelds over the two-year period is well explained by only two CVs. On
the other hand the two highest canonical correlations are only 0.7587 and
0.7179, and therefore there are also variations in the two ﬁelds that are not
well explained by a joint (linear) analysis. For a temporal analysis of the
same data see [94]. For a nonlinear analysis of the same data, see [56].
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Conclusion
In spite of the very short time span of the data and the associated risk of
over-interpreting the results, simultaneous inspection of spatial patterns of
the CVs and the correlations between the original and transformed vari-
ables from the analysis gives good indications of an anomaly oﬀ the South
American west coast taking place in the second half of 1997. This is in
good agreement with established oceanographic knowledge on the build-up
of one of the largest El Ni˜ no events on record.
Future analysis should include longer time series in order to establish
whether 1997 (and 1998) really represent anomalous events in terms of
global SST and SSH. Investigations should also be made in which the SST
ﬁeld is shifted temporally to the SSH ﬁeld in order to investigate, if the
correlations between the CV and the individual SST and SSH ﬁelds could
be increased. The apparent phase lag of one month between the highs of
the SST and the SSH is explained by the fact that the SST represents the
instant temperature of the sea surface, whereas the steric expansion causing
the sea level to rise is more of an integrated eﬀect.
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3.3.3 Two-Dimensional Multiset Shape Alignment
This is a short case study which is included to illustrate the eﬀect of ap-
plying MCCA to problems related to multiset shape alignment. A general
accepted deﬁnition of shape is “all that remains after Euclidean transfor-
mations have been removed”. Shape alignment and representation are im-
portant tasks that come before performing e.g. linear decomposition of the
variability in the shape space. The data are 24 sets of 50 two-dimensional
landmark registered metacarpal II bones, see the Figure 3.16. The un-3.3 Case Studies 91
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Figure 3.16: A radiograph of the human hand. The metacarpal II has been
marked.
aligned data are presented in Figure 3.17.
Results and Discussion
The results of alignment using diﬀerent methods are shown in the Figure
3.18. The MCCA analysis provides two diﬀerent alignments, whereas the
GPA only provides one. Two diﬀerent weight schemes have been applied
in the GPA analyses i.e. using equal weights and using weights that are
inversely proportional to the variance of the corresponding landmark over
all sets. Notice that the MCCA CV1s and both the GPA results are very
similar. MCCA is performed under the constraint of unit variance within
each set and thus diﬀeres from GPA in which the variance of the mean
shape is restricted. This explains why the ﬁrst MCCA solution diﬀers
slightly from the GPA result using equal weights. Thus, to include scale
into each transformation matrix of the individual shapes MCCA should
be applied under e.g. the constraint of constant sum of variance over all
sets. The pair-wise correlation for the second MCCA alignment is very
high and the solution is orthogonal to the ﬁst MCCA alignment. The
average pair-wise correlations are 0.999 and 0.991 for the ﬁrst and the
second MCCA solutions respectively. For the second alignment it appears
as if the algorithm manages to produce a high correlation mainly based on
the observation related to landmarks on the mid-section of the bone at the
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Figure 3.17: A set of 24 unaligned bones. Notice the position outlier to the
right.
expense of increased variance at the ends of the bone. It is clear that the
alignment of the second MCCA solution does not remove rotation and thus
does not qualify as a traditional shape alignment.
The aligned shapes are analysed using the PC transform. This is done in
order to obtain a model that spans most of the variation in the high dimen-
sional shape space with only few components. In Figure 3.19 the dynamics
included in the ﬁrst three PCs is illustrated for the ﬁrst and the second
MCCA solutions. Notice, that the PCs for the second MCCA solution
diﬀer from solutions found for the ﬁrst MCCA alignment. The ﬁrst com-
ponent in the second MCCA set appears to have separated the rotational
residue eﬀect in its alignment. The higher order PCs for the second MCCA
solution may therefore be interesting to study for important features con-
cerning the dynamics in the traditional shape space. In Figure 3.20 the
fraction of variance explained by each eigenmode of the PC components is
given. For the ﬁrst MCCA solution the ﬁrst 10 eigenmodes explain 93%
of the shape variation and for the second MCCA the ﬁrst 10 eigenmodes
explain 99%. Decomposition could also be obtained using e.g. the MAF
transform which would be more robust to annotation noise, [81].3.3 Case Studies 93
(a) (b)
(c) (d)
Figure 3.18: Alignment using (a) The ﬁrst MCCA alignment solution, (b)
the second MCCA alignment solution, (c) Procrustes ﬁt with equal weights,
(d) Procrustes ﬁt with weights with variable weights.
Conclusion
The multiset of 24 two-dimensional shapes is aligned using GPA and MCCA
alignment. The MCCA alignment produces two solutions, both invariant
to linear transformations of the individual unaligned data sets. The ﬁrst
MCCA solution is similar to the traditional alignments obtained through
GPA. The second MCCA alignment clearly includes some rotational eﬀects,
and one can therefore argue against applying it in a further analysis. How-
ever, if more complex shapes are processed, it is expected that the subopti-
mal alignments of MCCA may reveal additional information concerning the
structures and correlations in the data. The presented decompositioning
corresponds to the model building phase in Active Shape Models (ASM),
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(a) (b)
(c) (d)
(e) (f)
Figure 3.19: Shape dynamics from a PC analysis using (1st column) the
ﬁrst MCCA alignment, and (2nd column) the second MCCA alignment
solution. The ith row contains the ith eigensolution. Blue is the mean
shape, red/green is the mean shape deformation using § 3 std.3.4 Summary 95
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Figure 3.20: Fraction of variance explained by each eigenmode for (a) the
ﬁrst MCCA alignment solution, (b) the second MCCA alignment solution,
here the ﬁrst eigenmode explains 92.3% of the total variation (not shown
in the bar plot).
[25, 113]. The models in ASM can be generalized in a straightforward
manner to include textural information as proposed in Active Appearance
Models (AAM), [23, 24, 113].
Acknowledgements
The data set was supplied by M.D. Lars Hyldstrup, Dept. of Endocrinology,
H:S Hvidovre University Hospital, Copenhagen, Denmark, and annotated
by Hans Henrik Thodberg, Ph.D., Pronosco A/S, Denmark.
3.4 Summary
² Methods for linear decomposition of single and multisets are pre-
sented.
² For single sets the methods include the principal components
(PC) transform, the minimum noise fractions (MNF) transform,
the maximum autocorrelation factors (MAF) analysis, a new sig-
nal minimum/maximum noise/autocorrelation factors transform
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(SMNF/SMAF), and the orthogonal subspace projection (OSP)
transform for partial unmixing.
² The new SMNF/SMAF transform scales the components depending
on the signal-to-noise ratio contained in each subspace. The mo-
tivation for the stretching/compression is to increase the distance
between natural clusters in the data. Improved unsupervised seg-
mentation results for simulated image data are obtained using the
SMAF as a preprocessor.
² An approach for maximizing both the spatial and the temporal auto-
correlation in multitemporal image data is described.
² Two-set canonical correlations analysis (CCA) and multiset linear
canonical correlations analysis (MCCA) are presented.
² The ordinary (OPA) and generalized Procrustes alignment (GPA)
methods are presented. A relation to the canonical correlations trans-
formation is found.
² A case study of multispectral image data is presented. Both the PC
and the MAF transform are applied on OSP could signal reduced
data. The data driven analysis succeeds in extracting components
rich in ocean related signal, which can form the basis for a further
supervised investigation on the ocean dynamics and conﬁguration.
² Two-set CCA is performed on multitemporal global sea surface height
and temperature data. The analysis ﬁnds components highly corre-
lated to the El Ni˜ no build-up in the last part of 1997.
² Two-dimensional multiset shape alignment is performed on 24 meta-
carpal II bones each registered by 50 landmarks. MCCA analysis and
GPA analyses are performed for aligning the shapes. Decomposition
of the MCCA alignments is performed by PC analysis and results in
a compact low dimensional model, which includes most of the data
variation of the high dimensional shape space.97
Chapter 4
Nonlinear Decomposition
This chapter addresses the problem of nonlinear decomposition
of multivariate data. Traditional approaches containing explicit
and implicit methods are brieﬂy described and followed by a sec-
tion on nonlinear additive models. In the latter section several
methods are presented including the general additive models
and the alternating conditional expectations algorithm. These
models provide the foundation for a new algorithm which ﬁnds
the optimal transformations that maximize correlation for mul-
tivariate multiset problems. The transformations can be non-
linear even non-monotone mappings. The new algorithm can
handle multisets of mixed types of categorical and continuous
variables. Case studies are presented including i) a decompo-
sition of bivariate multitemporal sea surface height and tem-
perature data, ii) a multiset analysis of the autocorrelation in
Landsat TM multivariate image data, iii) a multiset nonlinear
principal components analysis of MSS data, and iii) an analysis
of irregularly sampled multivariate stream sediment geochem-
istry data treated as a multiset problem.
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4.1 Traditional Approaches
Projecting the data into a higher-dimensional nonlinear space may reveal
important information less evident in the original representation. In the
following explicit and implicit methods are presented. Both approaches ap-
ply the traditional linear techniques for decomposition. Other noteworthy
nonlinear methods of representing the data in a lower dimensional tar-
get space are e.g. Multi-Dimensional Scaling (MDS), [117, 79, 108], and
the Self-Organizing Maps by Kohonen, [76, 77]. These shall not be dealt
with here but should be mentioned as useful tools in exploratory analy-
sis. MDS aims at minimizing a stress coeﬃcient which measures how much
the distances between the observation in the target space diﬀers from the
original data representation. SOM is related to artiﬁcial neural networks
and clustering. It assigns the observations to the nodes of the applied net
and attempts to preserve the topography of the input data letting similar
observations dominate neighbourning parts of the net. In contrast to the
SOM algorithm the MDS method provides a measure of the quality of the
representation of the data in the target space.
4.1.1 Explicit Methods
For performing nonlinear decomposition of multivariate data the most sim-
ple approach is ﬁrst explicitly to represent the data on a new basis generated
by nonlinear transformations of the original variables. Secondly, ordinary
linear transformations can be applied to perform the decomposition. The
explicit approach may thus be interpreted as a feature generation, combi-
nation and selection procedure. Polynomial regression is one method that
may apply the explicit approach. The predictors are expanded onto a poly-
nomial basis, and the prediction problem is solved by means of ordinary
linear multiple regression. Similar approaches can be applied when per-
forming the principal component analysis or the maximum autocorrelation
factor analysis on multivariate data. An obvious problem faced by the ex-
plicit approach is the curse of dimensionality which limits the number of
terms we can include in the new basis. The general aim is to ﬁnd a new
basis onto which the projected data reveal interesting, otherwise occluded
structures. Construction of the new space is therefore very critical, since we
run the risk of destroying, say, true clustering in the data and may risk im-
posing artiﬁcial correlation structures between variables. When restricted4.2 Nonlinear Additive Models 99
transformations such as nonlinear rank mapping transforms are applied,
more robust analyses are often obtained.
4.1.2 Implicit Methods
Implicit methods also attempt to analyze the data in a higher nonlinear
dimension. The methods apply the “kernel idea” which is also used in e.g.
Support Vector Machines [123] and other kernel based algorithms. Most
linear decomposition problems (and some clustering algorithms) can be for-
mulated solely by the inner-product of the involved features. Exploiting this
fact nonlinear decomposition can be performed by implicitly performing the
analysis in the so-called “kernel”-space calculating all the inner products
by the corresponding kernel function < xjy >= k(x;y). Examples of ker-
nels are Gaussian Radial Basis Functions k(x;y) = exp(¡kx ¡ yk2=c) or
polynomial kernels k(x;y) = (xTy)d, for some positive constants c and d
respectively. In [84] ordinary Fisher discriminant analysis with kernels is
successfully performed and found to be competitive to e.g. support vector
machines on a wide range of two-class problems. In [110] the conditions
which the class of functions must satisfy are presented for them to qualify
as appropriate kernels. Performing an implicit PC analysis is also referred
to as kernel PC analysis, [109]. To the best of the author’s knowledge, the
implicit approach has yet to be applied to MNF/MAF and CCA problems
in image analysis.
4.2 Nonlinear Additive Models
Methods belonging to the class of nonlinear additive models are described
in this section. The models are commonly applied in regression prob-
lems, and we will brieﬂy introduce the most common ones before arriv-
ing at a new method for decomposition of multiset multivariate problems
in which the optimal transformations that maximize the sum of the pair-
wise correlations are estimated. For a given response and predictor data
set fyi;xigN
i=1;x 2 IR
m a common formulation of the regression prob-
lem involves ﬁnding the optimal target function f(x) which minimizes
Ef(y¡f(x))2g. With the model y = f(x)+² the optimal transformation of
the predictors is f(x) = Efyjxg, and estimating this target function solves
the regression problem.
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4.2.1 Generalized Additive Models
Due to their ﬂexibility, the generalized additive models (GAM) by Hastie
and Tibshirani are often applied to identify and characterize nonlinear re-
gression eﬀects. See [54, 52]. In the regression setting, a generalized addi-
tive model has the form
f(x) = ® + f1(x1) + f2(x2) + ¢¢¢fm(xm): (4.1)
The set fxigm
i=1 represents the predictors and y the response variable, the
fi’s are unspeciﬁed “non-parametric” functions.
In GAMs the individual transformation of the predictor variables are found
by applying scatterplot smoothers. The choice of smoother depends on the
data type, and if a priori knowledge is available appropriate restrictions on
the individual transformations may be imposed. GAM can be implemented
to handle mixtures of continuous variables and categorical variables. For a
well posed problem, regularizing smoothness restrictions are often imposed
on the predictor functions.
The optimal transformation for each predictor is the conditional expecta-
tion
fi(xi) = Efy ¡ ® ¡
X
j6=i
fj(xj)jxig: (4.2)
Notice that the target in the conditional expectation expression is a resid-
ual, ±i = y ¡ (® +
P
j6=i fj(xj)). Thus, for each predictor xi we try to
estimate a transformation to explain the part of variance in the response
variable not explained by the other predictor functions fj(xj);j 6= i.
Mixed models can be constructed by including linear and other parametric
forms in combination with nonlinear terms. When both non-parametric
and parametric terms are included the model is often referred to as a
semi-parametric GAM. For continuous predictors the transforms may in-
clude e.g. splines, kernel methods, polynomial regression, and nonlinear
non-parametric estimators. For categorical variables the conditional ex-
pectation estimates are straightforward
ˆ Ef±ijxi = zg =
X
xi=z
±i=
X
xi=z
1: (4.3)4.2 Nonlinear Additive Models 101
The general GAM has the form (assuming that the responce has been
transformed by its canonical link function)
y = ® +
m X
j=1
fj(xj) + ² (4.4)
where ² is a residual error with mean zero. The constant ® is not identi-
ﬁable, since we can add or subtract an arbitrary constant to each of the
functions fi(xi), and adjust ® accordingly. Therefore, the standard conven-
tion is to assume that Effi(xi)g = 0;i = 1;¢¢¢ ;m and to choose ® = Efyg.
An iterative procedure exists for ﬁnding the solution. The appropriate
conditional expectation is calculated for each target, ±i, generating a new
estimate for the ith transformation fi(xi). The process is continued un-
til the estimates stabilize. The procedure is known as “backﬁtting.” The
procedure is given in Algorithm 7.
Algorithm 7 The Backﬁtting Algorithm
1: Set ® = Efyg and fi(xi) = 0 8 i
2: repeat f8 ig
3: fi(xi) = Efy ¡ ® ¡
P
j6=i fj(xj)jxig
4: fi(xi) = fi(xi) ¡ Effi(xi)g
5: until Convergence
The second step (step 4) in the loop of the backﬁtting algorithm is included
to avoid problems due to machine round oﬀ which may cause slippage.
The backﬁtting algorithm is known under several other names including
iterative residual ﬁtting and the restricted alternating conditional expec-
tations algorithm. The latter was introduced by Breiman and Friedman
some time before GAMs and is the inner loop of their alternating condi-
tional expectations algorithm which will be described later. Analytic proofs
of convergence of GAMs is conditioned on which scatterplot smoothers are
applied. Known proofs include e.g. cubic splines, and nearest neighbours
smoothers, [13, 54].
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4.2.2 Projection Pursuit Regression
Projection Pursuit Regression (PPR), [39], has the form
y = ® +
m X
j=1
fj(wT
j x) + ²: (4.5)
By applying linear combinations of the input variables, PPR may com-
pensate for the problems GAMs can have in higher-dimensions, and when
interaction eﬀects are present between the input variables. The weight vec-
tors wj, ® and the dimension m are chosen by the user or may be the
tuning parameters in a model building setting where we are looking for
“good” projections of the data. The f-functions can be chosen as condi-
tional expectations using e.g. nonlinear scatterplot smoothers and handled
in a similar manner as in GAMs.
4.2.3 Artiﬁcial Neural Networks
Artiﬁcial Neural Networks (ANN), [130, 107], can be considered a spe-
cial kind of repeated and coupled layers of PPR schemes in which the
f-functions are imposed certain restrictions. If Efyg = 0, an ANN with
one hidden layer can be expressed in the form
y = f2(b
Th) + ² (4.6)
where
h =
2
6
4
f11(aT
1 x)
. . .
f1m(aT
mx)
3
7
5 (4.7)
with x 2 IR
n, ai 2 IR
n;i = 1;¢¢¢ ;m, and b 2 IR
m. In ANN the f-
functions are often called activation functions and are used as “squashing”
functions to keep the response bounded. A common choice is the logistic
function. With identical activation functions, the expression for the output
in Equation 4.6 can be written
y = f(
m X
j=1
bjf(
n X
k=1
ajkxk)) + ²: (4.8)4.2 Nonlinear Additive Models 103
Naturally, ANN can have more than one layer, and the “connections” in
the net may even skip layers. Training of ANN consists of determining the
network weights and possibly the parameters for the activation functions.
4.2.4 The Alternating Conditional Expectations Algo-
rithm
If the task is regression and we want to predict y, it may be better to
transform y as well. This is exactly what is proposed in the Alternating
Conditional Expectations (ACE) algorithm using the model
f0(y) =
m X
j=1
fj(xj) + ²: (4.9)
The ACE algorithm aims at minimizing the fraction of variance not ex-
plained by a regression of f0(y) on
Pm
j=1 fj(xj). ACE thus minimizes
e2(f0;f1;¢¢¢ ;fm) =
Ef[f0(y) ¡
Pm
j=1 fj(xj)]2g
Eff0(y)2g
: (4.10)
Without loss of generality, let Eff0(y)2g = kEff0(y)gk2 = 1 and assume
that all functions have expectation zero. ACE then amounts to minimizing
e2(f0;f1;¢¢¢ ;fm) = Ef[f0(y) ¡
m X
j=1
fj(xj)]2g: (4.11)
It can be shown that optimal transformations exist, and that they satisfy
a complex system of integral equations, [13]. The name ACE arises from
the fact that an iterative algorithm can be applied to ﬁnd estimates of the
optimal transformations using only bivariate conditional expectations.
Univariate response setting
To illustrate we ﬁrst look at the bivariate case. To minimize
e2(f0(y);f1(x)) = Ef[f0(y) ¡ f1(x)]2g (4.12)
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the basic ACE algorithm iterates until convergence:
f1(x) = Eff0(y)jxg and (4.13)
f0(y) = Eff1(x)jyg=kEff1(x)jygk: (4.14)
The ﬁrst step minimizes e2 with respect to f1(x) for a given transforma-
tion f0(y). The second step minimizes e2 with respect to f0(y) for a given
transformation f1(x) and preserves Eff0(y)2g = 1. This basic ACE algo-
rithm for the bivariate case thus decreases e2 in Equation 4.12 at each step
by alternatingly minimizing with respect to one function and holding the
other ﬁxed at its previous evaluation. There are various ways of initializing
the procedure. One possible initialization is with f0(y) = y=kEfygk and
f1(x) = 0. The necessary convergence critia are examined in [13].
In direct analogue to the basic ACE algorithm the method can be expanded
to include several predictors such that Equation 4.10 is minimized. First
say we have a given set of transforms for the predictors, then the optimal
transformation for the response will be
f0(y) = Ef
m X
j=1
fj(xj)jyg=kEf
m X
j=1
fj(xj)jygk: (4.15)
Similarly we ﬁnd that for a given set of transforms f0;f1;f2;f3
¢¢¢ ;fi¡1;fi+1;¢¢¢ ;fm, the optimal function for transforming the xi vari-
able is
fi(xi) = Eff0(y) ¡
X
j6=i
fj(xj)jxig: (4.16)
Now that there are several predictors we need to repeat the estimation of
the individual transforms of the xi’s. This step is called the restricted ACE
algorithm and corresponds to the backﬁtting algorithm. The full ACE
algorithm thus includes a repeated loop over all the predictors applying
Equation 4.16 until convergence.
Multivariate response setting
The ACE method can be further generalized to handle multiple response
variables as indicated in [12, 128]. Extending the algorithm to handle
such scenarios makes it useful for two-set nonlinear canonical correlations4.2 Nonlinear Additive Models 105
analysis. Say we have mx variables and my variables in the two sets. The
generalized ACE algorithm will maximize the correlation between the sums
of the transformations within each set by estimating the transformations
ffxjg
mx
j=1;fxj = fxj(xj) and ffyig
my
i=1;fyi = fyi(yi) that minimize
Ef[
my X
i=1
fyi(yi) ¡
mx X
j=1
fxj(xj)]2g (4.17)
under variance preserving constraints for the sum of the transformations
of the variables in either the x or the y set. In fact, constraints on the
variance could be introduced on both sets, but this is not really necessary
in order to maximize correlation. The constraint prevents the algorithm
from converging to null transformations.
In analogue to the extension of the basic ACE algorithm the restricted
ACE is modiﬁed to handle multivariate response scenarios by introducing
an additional inner backﬁtting loop over the y-set. It thus applies
fyi(yi) = Ef
mx X
l=1
fxl(xl) ¡
X
j6=i
fyj(yj)jyig (4.18)
while iterating over all the variables in the y-set until convergence, similar
to backﬁtting in GAMs. Equation 4.16 is generalized to
fxi(xi) = Ef
my X
l=1
fyl(yl) ¡
X
j6=i
fxj(xj)jxig: (4.19)
It should be stressed that ACE in this form, including several response vari-
ables, is more related to canonical correlations analysis than to regression
problems.
In Algorithm 8 the generalized ACE algorithm is presented. It includes
the extensions of ﬁnding suboptimal solutions to the maximum correlation
problem. That is solutions that posses maximum correlations subject to
the constraint that they must be orthogonal to the previously determined
solutions. First the transformations are initialized. After initialization the
algorithm ﬁnds N solutions by iterating the outer loop and the inner loops
of the ACE algorithm until convergence. By applying multiple regression
and subtracting previously determined solutions, the algorithm is able to
ﬁnd suboptimal solutions that maximize correlation. This approach was
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Algorithm 8 The Generalized Alternating Conditional Expectations Al-
gorithm
1: initialize fyi(yi) = yi=kEf
Pmy
j=1 yjgk; i = 1;¢¢¢ ;my and fxj(xj) =
0; j = 1;¢¢¢ ;mx.
2: for n = 1 to N do
3: repeat fOuter loopg
4: repeat f1st inner loopg
5: Set fxi(xi) = Ef
Pmy
l=1 fyl(yl)¡
P
j6=i fxj(xj)jxig; i = 1;¢¢¢ ;mx
6: until Convergence
7: repeat f2nd inner loopg
8: Set fyi(yi) = Ef
Pmx
l=1 fxl(xl) ¡
P
j6=i fyj(yj)jyig; i = 1;¢¢¢ ;my
9: until Convergence
10: for k = 1 to n ¡ 1 do
11: Solve for weights, f¯jg
my
j=1, in multiple regression of
Pmy
i=1 fyi(yi)
on ffkijg
my
j=1, =
Pmy
j=1 ¯jgkj(yj)
12: Subtract previous solution by fyi(yi) = fyi(yi) ¡ ¯igki(yi); i =
1;¢¢¢ ;my
13: end for
14: normalization fyi(yi) = fyi(yi)=kEf
Pmy
j=1 fyj(yj)gk; i =
1;¢¢¢ ;my
15: until Convergence
16: Store gni(yi) = fyi(yi); i = 1;¢¢¢ ;my and hni(xi) = fxi(xi); i =
1;¢¢¢ ;mx
17: end for
ﬁrst suggested by [17] for handling univariate response settings and by
[128] for handling multivariate response settings. The latter is adopted
here. The algorithm stores the resulting transformations in the functions
gni(yi) and hni(xi), and on exit contains the components Gn =
Pmy
i=1 gni
and Hn =
Pmx
i=1 hni for n = 1;¢¢¢ ;N the canonical variates for the nth
solution that maximizes correlation and satisﬁes the following equations
CorrfGi;Gjg = ±ij; 8 i;j = 1;¢¢¢ ;N (4.20)
CorrfHi;Hjg = ±ij; 8 i;j = 1;¢¢¢ ;N (4.21)
CorrfGi;Hjg = ½j±ij; 8 i;j = 1;¢¢¢ ;N (4.22)
(4.23)
where ±ij is the Kronecker delta.4.2 Nonlinear Additive Models 107
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A case study
To illustrate the ACE algorithm we here reproduce a case study ﬁrst given
in [14]. Consider the problem
y = x1x2 exp(a²); (4.24)
where a > 0 is a constant and ² 2 N(0;1) and kx1k;x2 2 LN(0;1). The
full ACE algorithm is applied to a data set consisting of 1000 samples
generated using a = 0:5. The results of the ﬁrst two eigensolutions are
shown in Figure 4.1.
Inspecting the ﬁrst eigensolution we notice that ACE ﬁrst focuses on the
fact that the sign of variable y is equal to the sign of variable x1. The
correlations for this solution, i.e. sign(y) = sign(x1) + 0 ¢ x2, is 1 and for
the solution numerically determined by ACE we obtain a correlation of
0.99. The second solution found by ACE indicates the relation log(kyk) =
log(kx1k) + log(x2) with the transforms f0(y);f1(x1), and f2(x2) having
normal distributions (not shown). Since noise is present, the expected
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correlation for the second solutions is expected to be less than one, and
ACE ﬁnds a correlation of 0.94. The two ﬁrst solutions found by ACE pin
down the structure of the data quite well. They are both informative since
they give the sign and the absolute value of y respectively. Note that ACE
is able to ﬁnd additional suboptimal solutions (not shown) to the problem,
but they appear to be trivial solutions that do not contribute with any
additional information on the structure of the data.
Characteristics of ACE
ACE can handle arbitrary mixtures of continuous and categorical variables.
The method is data-driven and non-parametric with minimal assumptions
concerning the data distribution and the form of the optimal transforma-
tions. Finding the best ﬁtting additive model can often aid in the interpre-
tation and understanding of the relationship between the variables in the
data sets. An alternative to ACE is AVAS (additivity and variance stabi-
lizing transformation), [116]. In AVAS the transformations of the response
set are restricted to monotone transformations, and the method aims to
achieve constant variance of the residuals. The additional restrictions can
make AVAS appear more reliable than ACE, [107]. For further comments
on the ACE see the discussion of [13] in [103, 17, 33, 14], see also [16, 3].
4.2.5 The Multiset Alternating Conditional Expecta-
tions Algorithm
Let x be an m = m1 + m2 + ¢¢¢ + mn dimensional variable,
x =
2
6
4
x1
. . .
xn
3
7
5 (4.25)
containing the n sets of variables
x1 =
2
6
4
x11
. . .
x1m1
3
7
5; x2 =
2
6
4
x21
. . .
x2m2
3
7
5;:::;xn =
2
6
4
xn1
. . .
xnmn
3
7
5: (4.26)4.2 Nonlinear Additive Models 109
Deﬁne the set of mappings, ' = ff'ij(xij)g
mi
j=1gn
i=1, that determines the
transformations
Ψi =
mi X
j=1
'ij(xij); i = 1;:::;n (4.27)
constrained such that
Ef'ij(xij)g = 0 8 i;j (4.28)
EfΨ2
ig = 1 8 i: (4.29)
The mappings that minimize
e2 =
n X
i=1
n X
j=1
Ef[Ψi ¡ Ψj]2g =
n X
i=1
n X
j=1
2(1 ¡ ½ij) (4.30)
maximize the sum of the pair-wise correlations over all combinations.
Let the transformations have the following properties
'ij(xij) : 'ij is measurable; Ef'ij(xij)g = 0;Ef'2
ij(xij)g < 1 (4.31)
and deﬁne the following Hilbert space
H = spanf'11;::;'1m1;'21;::;'2m2;::;'nmng; (4.32)
consisting of the following subspaces
H1 = spanf'11;::;'1m1g (4.33)
H2 = spanf'21;::;'2m2g (4.34)
. . . (4.35)
Hn = spanf'n1;::;'nmng (4.36)
with inner product and norm
< gjf >= Efgfg; kfk2 = Eff2g; f;g 2 H: (4.37)
Looking for maximum correlation in the simple bivariate case, that is two
sets with one variable in each, we wish to maximize
½12 =
< '1j'2 >
p
(k'1k2k'2k2)
(4.38)
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under the constraints that k'1k2 = k'2k2 = 1. Constructing the La-
grangian we get
L('1;'2) =< '1j'2 > ¡
¸1
2
(< '1j'1 > ¡1) ¡
¸2
2
(< '2j'2 > ¡1): (4.39)
For a given '2 we want to ﬁnd the optimal '1. Thus, we deﬁne
H1(t) = L('1 + t'¤
1;'2) (4.40)
= < '1 + t'¤
1j'2 > ¡
¸1
2
(< '1 + t'¤
1j'1 + t'¤
1 > ¡1)
¡
¸2
2
(< '2j'2 > ¡1) (4.41)
where '¤
1 2 H1 and t 2 IR. For stationarity of H1(t) the directional deriva-
tives with respect to t must vanish for all '¤
1. Thus,
[dH1(t)=dt]jt=0 = 0 8 '¤
1 (4.42)
such that
< '¤
1j'2 > ¡¸1 < '¤
1j'1 >= 0 8 '¤
1 (4.43)
which can also be written as
< '2 ¡ ¸1'1j'¤
1 >= 0 8 '¤
1: (4.44)
Similarly for a ﬁxed '1 we want to ﬁnd the optimal '2 and deﬁne H2(t) =
L('1;'2 + t'¤
2) with '¤
2 2 H2 and t 2 IR. Evaluating
[dH2(t)=dt]jt=0 = 0 8 '¤
2 (4.45)
we ﬁnd
< '1j'¤
2 > ¡¸2 < '2j'¤
2 >= 0 8 '¤
2 (4.46)
or
< '1 ¡ ¸2'2j'¤
2 >= 0 8 '¤
2: (4.47)
Using the constraints of unit variance and choosing '¤
1 = '1 and '¤
2 = '2
we ﬁnd from Equations 4.43 and 4.46 that the Lagrange multipliers are
¸1 = ¸2 = ½: (4.48)4.2 Nonlinear Additive Models 111
Equations 4.44 and 4.47 can now be written as
< '2 ¡ ½'1j'¤
1 >= 0 8 '¤
1 (4.49)
< '1 ¡ ½'2j'¤
2 >= 0 8 '¤
2: (4.50)
The solution with maximal correlation is when '2 = ½'1 in H1, that is
when ½'1 is the projection of '2 onto H1. Similarly, we get that ½'2 must
be the projection of '1 onto H2. Introducing the projection operators
P1;P2 the Equations 4.49 and 4.50 become
P1'2 = ½'1 (4.51)
P2'1 = ½'2 (4.52)
which may be decoupled into the eigenvalue problems
P1P2'1 = ½2'1 (4.53)
P2P1'2 = ½2'2: (4.54)
When the combined operators U = P1P2 and V = P2P1 are compact,
self-adjoint and non-negative deﬁnite, they have the same eigenvalues and
eigenspaces. For an elaborate analysis of ﬁnding optimal transformations
in the function space see [13, 3], in which the convergence conditions are
analysed as well. See [16] for remarks on functional canonical variates and
on the relation between the alternating least squares methods and ACE.
The analysis presented here was inspired by [128] who presents an analysis
of the maximization of the squared correlation in the Hilbert space.
In ACE the projection operators are the conditional expectations
P1 = Ef¢jx1g (4.55)
P2 = Ef¢jx2g (4.56)
and the alternating algorithm is essentially the power method applied to
either U or V . Thus the successive application of the projection operators
followed by normalization of the transforms on the data will minimize the
variance of the residuals i.e. Ef('1(x1) ¡ '2(x2))2g.
For completeness we present the projection operators in the linear case for
multivariate two-set cases:
P1 = Σ
¡1
11 Σ12 (4.57)
P2 = Σ
¡1
22 Σ21: (4.58)
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In two-set ACE problems with more than one variable in each set, we are
aiming to maximize
½12 = Corrf
m1 X
j=1
'1j;
m2 X
j=1
'2jg; (4.59)
and the backﬁtting algorithm can be applied to ﬁnd each individual trans-
formation 'ij (see the previous section). With n sets we are aiming to
maximize
R =
X
kl
½kl =
X
kl
Corrf
mk X
i=1
'ki;
ml X
j=1
'ljg; (4.60)
and applying the backﬁtting algorithm the projection operator for e.g. the
ijth variable we propose to operate on the residual
±'ij =
X
k6=i
mk X
l=1
'kl ¡
mi X
m6=j
'im: (4.61)
Notice that the residual is a sum of functions in the closed subspaces of the
Hilbert space and thus ±'ij 2 H.
The residual can be written as
±'ij =
X
k6=i
Ψk ¡
mi X
m6=j
'im: (4.62)
Thus, in the multiset case, when applying the backﬁtting algorithm to ﬁnd
the optimal transformations for ith set, we can deﬁne a reference set Ψ0ni
and consider it as the response in a regression setting with the variables in
the ith set being the predictors. We deﬁne
Ψ0ni =
X
k6=i
Ψk=k
X
k6=i
Ψkk (4.63)
=
X
k6=i
mk X
j=1
'kj=k
X
k6=i
mk X
j=1
'kjk: (4.64)
In practice when looking for optimal transformations that maximize the
sum of the pair-wise correlations, the normalization of the reference set4.2 Nonlinear Additive Models 113
is not really necessary since after application of the backﬁtting algorithm
we will constrain the transformations to preserve condition 4.29 such that
VarfΨig = 1. The normalization is thus only motivated for speeding up
the convergence of the backﬁtting algorithm by preserving and restricting
the variance.
Minimizing e2 from Equation 4.30 under VarfΨig = 1 and Ef'ijg = 0
corresponds to minimizing
˜ e2 =
n X
i=1
Ef(Ψ0ni ¡ Ψi)2g (4.65)
=
n X
i=1
[VarfΨ0nig + 1 ¡ 2CovfΨ0ni;Ψig]: (4.66)
When writing
CovfΨ0ni;Ψig =
X
j6=i
CovfΨj;Ψig (4.67)
=
X
j6=i
p
(VarfΨjg)CorrfΨj;Ψig (4.68)
and constructing Ψ0ni using Ψj;j 6= i with equal variance ¾2, we obtain
˜ e2 =
n X
i=1
[VarfΨ0nig + 1 ¡ 2¾
X
j6=i
CorrfΨj;Ψig]; (4.69)
and thus ﬁnding the optimal transformation for the ith set that minimize
˜ e2 will maximize the correlation to Ψ0ni and the sum of the pair-wise cor-
relations over all the transformed sets.
The new algorithm is called the multiset ACE algorithm (MACE). The
eigensolutions found by MACE are called canonical variates, and they have
the following properties
< ΨkijΨlj >= EfΨkiΨljg = ½ijk±kl 8 i;j;k;l (4.70)
where i;j = 1;::;n are set indexes, and k;l are indexes to the eigensolu-
tions to 4.53. Thus Ψki is the canonical variate for the ith set in the kth
eigensolution, ½ijk is the canonical correlation between the ith and the jth
set in the kth eigensolution, and ± is the Kronecker delta.
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Minimizing correlation
Consider again the two-set case of ﬁnding optimal transformations that
maximize the correlation, ½. Since ½2 is the eigenvalue of the eigenproblem
solved by ACE, the range is between zero and one. Knowing the range of the
eigenvalues to the eigenproblem allows us to look for solutions with minimal
correlation. Returning to the Power Algorithm presented in Algorithm 4,
we apply the trick of shifting the eigenvalues. Instead of applying e.g. the
operator U = P1P2, we apply ˜ U = U ¡ ®, where ® = 1 is chosen as the
largest possible eigenvalue. Iterating
Ψk = ˜ UΨk¡1 = P1P2Ψk¡1 ¡ Ψk¡1 (4.71)
and normalizing the transforms at each step will produce the eigensolution
with the eigenvalue closest to zero thus maximizing ±¸ = j¸j ¡ 1j.
In [128] the same operator for estimating the optimal transformations with
minimal correlation is proposed. In this case the operator is found by trying
to transform set 1 to maximize the correlation to a residual consisting of
the diﬀerence of the transformed set 1 and the tranformed set 2 projected
on H1.
When minimizing correlation one is actually looking for the noise in the
data. This raises the question of how meaningful is minimum correlation?
It can be interesting to look for minimal similarity, but for it to be mean-
ingful, one must probably introduce a relatively high degree of regularizing
restrictions on the applied scatterplot smoothers.
Looking for eigensolutions close to a speciﬁc expected eigenvalue
In theory a variant of the Inverse Power Method could be applied when
looking for an eigensolution close to a speciﬁc expected eigenvalue. How-
ever, it would require that we ﬁnd the solution of Ψk at the kth iteration
to
˜ UΨk = P1P2Ψk ¡ ®Ψk = Ψk¡1; (4.72)
which we currently do not know how to obtain.4.2 Nonlinear Additive Models 115
Algorithm 9 The Multiset Alternating Conditional Expectations Algo-
rithm
1: initialize 'ij(xij) = xij=kEf
Pmi
j=1 xijgk; i = 1;¢¢¢ ;n; j = 1;¢¢¢ ;mi
2: Set Ψi =
Pmi
j=1 'ij(xij); i = 1;:::;n
3: for m = 1 to M do
4: repeat fOuter loopg
5: for i = 1 to n do
6: Set Ψ0ni =
P
k6=i Ψk=k
P
k6=i Ψkk
7: repeat fInner loopg
8: Set 'ij(xij) = EfΨ0ni ¡
P
k6=j 'ik(xik)jxikg; j = 1;¢¢¢ ;mx
9: until Convergence
10: for k = 1 to m ¡ 1 do
11: Solve for weights, f¯jg
mi
j=1, in multiple regression of Ψi on
ffkijg
mi
j=1, =
Pmi
j=1 ¯jfkij(xij)
12: Subtract previous solution by
'ij(xij) = 'ij(xij) ¡ ¯jfkij(xij); j = 1;¢¢¢ ;mi
13: end for
14: normalization 'ij(xij) = 'ij(xij)=kEf
Pmi
j=1 'ij(xij)gk; j =
1;¢¢¢ ;mi
15: Update Ψi =
Pmi
j=1 'ij(xij)
16: end for
17: until Convergence
18: Store fmij(xij) = 'ij(xij); i = 1;:::;n; j = 1;¢¢¢ ;mi
19: end for
Implementation of MACE
In algorithm 9 the Multiset Alternating Conditional Expectations algo-
rithm is implemented. In step 1 the transformations are initialized. This is
a default initialization and could possibly be performed otherwise. Notice
that the initialization transforms constrain all the sets to unit variance.
In step 2 we sum over the transforms in each set and store the result in
the Ψi’s. When solving for M eigensolutions, the algorithm iterates an
outer loop (steps 4-17) inside which each set is processed by an inner loop.
Before applying the inner loop, Ψ0ni is constructed when handling the ith
set. The inner loop (steps 7-9) consists of performing backﬁtting to ﬁnd
the optimal transformation to the variable in the ith set. In steps 10-13
orthogonality to previously determined eigensolutions is preserved. This
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is done by performing multiple regression and substituting the individual
transformations with the residual from the regression. The remaining part
of the outer loop consists of normalization and updating of the ith set (steps
14-15). Upon convergence of the outer loop the mth eigensolution is stored
in the components fmij(xij).
On exit we may construct Ψki =
Pmi
j=1 fkij; k = 1;¢¢¢ ;M; i = 1;¢¢¢ ;n
which will be estimates of the canonical variates that maximize the sum of
pair-wise correlations and satisfy Equation 4.70.
Extensions to MACE
One natural extension to MACE would be to include weights on the obser-
vations. The weights could be controlled in a similar fashion to the proposed
generalized linear MCCA algorithm letting it depend on the variance of the
transformed observations over all sets.
MACE can be applied to generate a type of nonlinear principal compo-
nents. Consider the case of a n-dimensional multivariate single set and
think of the data as an univariate multiset scenario. Principal components
are generated by looking for the optimal transformation of each set or vari-
able 'i(xi);i = 1;¢¢¢ ;n such that the sum of the transformed sets have
maximum variance. We are thus trying to ﬁnd the set of transforms ' that
produces
max
' [Ef('1(x1) + '2(x2) + ¢¢¢ + 'n(xn))2g]: (4.73)
If the functions are restricted to the group of linear regression transforma-
tions i.e. '(x) = constant¢x, the problem reduces to ordinary PC analysis.
When looking for nonlinear principal components we will require that there
is some dynamics in each transformation. We thus impose the MACE re-
striction Ef'i(xi)2g = 1 8 i and maximizing the variance thus reduces to
a problem of maximizing the sum of the pair-wise correlations over all sets
max
' [Ef(
n X
i
'i(xi))2g] = max
' [
n X
i
n X
j
Corrf'i(xi);'j(xj)g]: (4.74)
The nonlinear principal component with maximum variance is then found
as the sum of the MACE CVs over all sets. Nonlinear principal component
with minimum variance can also be generated. This is done by applying a4.3 Case Studies 117
modiﬁed version of MACE in which the sign of the reference set is changed
before entering the inner loop. Similarly to the linear PC analysis MACE
will attempt to group the variables or sets together to cancle each other
in order to obtain minimum variance. The analysis of nonlinear principal
components with minimum variance may help a data analyst in determing
which sets or variables naturally group together when appling nonlinear
transformations.
We stress that the choice of how to calculate the conditional expectations is
crucial in MACE. Friedman’s supersmoother, see [37], provides the means
of repeately estimating the required bivariate conditional expectations in
an eﬀective data driven manner. Without any a priori knowledge it is
chosen as the default smoother since it is fast and can adapt to nonlin-
earities in the data. There are many other kinds of relevant smoothers
which could be reasonable to include into the MACE algorithm. One im-
portant eﬀect of applying unrestricted smoothers is that they often result in
non-monotone transformations. The MACE transform then becomes non-
invertible and hard to return to the original space of data representation
making interpretation diﬃcult. For monotone restrictions on scatterplot
smoothers see e.g. [40]. See [15] for a comparative study of popular auto-
matic smoother techniques i.e. smoothing splines, kernel smooths, running
linear smoothers with adaptive window size, and regression splines. The
smoothers presented here can all automatically adapt their internal param-
eters to the data. Thus they can all be applied in MACE preserving the
data driven aspect of the algorithm.
4.3 Case Studies
Four case studies are presented. The generalized ACE algorithm is applied
to maximize the correlation in a bivariate multitemporal data set. The data
are the global ocean temperature and height of 1996 and 1997 previously
analysed using linear CCA in Section 3.3.1. The second case study consists
of applying MACE in a nonlinear maximum autocorrelation factors analysis
of six band multispectral satellite image data. In the third case study
nonlinear principal components that maximize and minimize variance are
generated of four band satellite image data. The last case study is an
analysis of irregularly sampled stream sediments geochemistry data.
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4.3.1 An ACE-Based Nonlinear Extension to Tradi-
tional Empirical Orthogonal Function Analysis
The aim of this case study is to present an extension to the traditional em-
pirical orthogonal functions (EOF) analysis [75, 104]. EOF is often applied
in geophysical sciences to analyze temporal sequences. The EOF analy-
sis is closely related to the principal components analysis (PCA) [64, 2].
Often the usual PCA assumption on variables with mean zero is replaced
by an assumption of temporal means of zero. In the two-set case the tra-
ditional EOF analysis can be extended by the means of linear canonical
correlations analysis (CCA) [65, 22, 93]. This study presents a nonlinear
correlations analysis of two-set data using the alternating conditional ex-
pectations (ACE) transform. ACE was originally proposed for nonlinear
multiple regression [13]. Traditionally ACE is used to handle data which
naturally separates into two sets often with only one variable in one of the
sets. The algorithm can, however, be generalized to handle several vari-
ables in both sets and even multiset scenarios. By allowing for nonlinear
transformations, it is possible to determine CVs with higher correlations
than in the linear CCA analysis. However, it becomes more challenging to
interpret the CV sets, since the degree of freedom for the transformations is
very high. The ACE transform is applied using Friedman’s local nonlinear
supersmoother [37] and applying the EOF analysis as a preprocessor. Two
temporal sequences of scalar image data representing global sea surface
temperature (SST) and sea surface height (SSH) are analysed, since these
quantities are physically related. The data period covers 1996 and 1997 on
a monthly basis. This particular period was chosen, because the build-up
of one of the largest El Ni˜ no events [32] ever recorded occurred during the
last half of 1997.
Data and Results
The data used are global monthly mean values of 1996-1997 SST data
from the NOAA/NASA Oceans Pathﬁnder AVHRR SST database [69] and
global monthly mean values of 1996-1997 SSH data from the NASA/GSFC
Ocean Altimeter Pathﬁnder database [67, 69]. The SSH data are interpo-
lated point observations from the TOPEX/Poseidon radar altimeter mis-
sion. The SST data comes as 360 rows by 720 columns half degree data
starting at 180o longitude, the SSH data comes as 179 rows by 360 columns4.3 Case Studies 119
Figure 4.2: First column (top-down): The ﬁrst three principal components
of the SST data, the percentage of variance explained by each componet is
95%, 4% and 0.2%. Second column: The ﬁrst three principal components
of the SSH data. The percentage of variance explained by each component
is 29%, 23%, and 7%. The images are stretched linearly from mean § three
standard deviations and shown in pseudocolour, blue is minimum and red
is maximum.
one degree data starting at 0o longitude. The SST data have been resam-
pled to the SSH grid. The AVHRR instrument is inﬂuenced by cloud
coverage, whereas the radar altimeter provides uninterrupted data. For a
temporal analysis of the same data see [94]. Statistics for the SST analy-
sis are calculated where SST and the SSH have non-missing values for all
24 months. In Figure 4.2 the ﬁrst three principal components (PCs) are
shown for both the SST and the SSH data. The ﬁrst three SST-PCs ex-
plain approximately 99% of the total variation of the data. The ﬁrst three
SSH-PCs explain 59% of the variation in the data. By studying the princi-
pal components, one can obtain valuable information about the dynamics
of the ocean. In Figure 4.3 is included the correlations between the origi-
nal SST and the SSH variables and the PCs. The PC transformed SST
and SSH data are used as input to ACE. The orthogonal transformation
is helpful when we wish to evaluate the results of the nonlinear correla-
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Figure 4.3: Top: The correlations between original SST (labeled 1-24) and
SSH variables (labeled 25-48) and SST-PCs 1 through 3 (shown as red,
green, and blue). Bottom: The correlations between original SST (labeled
1-24) and SSH variables (labeled 25-48) and SSH-PCs 1 through 3 (shown
as red, green, and blue).
tions analysis. Inference problems are avoided, which can occur when the
original data are cross-correlated. The ACE algorithm applied generates
nonlinear mappings of each input variable. The sum of all the transformed
variables in each set determines the ﬁrst ACE CV pair. In Figure 4.4 the
ﬁrst two ACE CV pairs are shown. The correlation for the ﬁrst pair is
0.88 and for the second pair 0.63. The two highest correlations found using
a linear approach are 0.76 and 0.72 [93]. In the ﬁgure is also shown the
squared diﬀerences for each CV pair. The ACE analysis is performed on
a complete set using all PCs for both SST and SSH. In Figure 4.5, for the
ﬁrst ACE pair, is shown the ﬁrst three ACE transformations of the PCs
together with a bar plot of the variances of all the ACE transforms. The
bar plot may be useful when determining which transforms dominate each
ACE CV.
Conclusion
Inspecting the correlations between the SST-PCs and the sea surface tem-
perature in Figure 4.3 reveals that the annual cycle is very dominant. SST-
PC1 represents a temporal mean signal of the SST and has high positive
semi-annually oscillating correlation with all of the SST months. The com-4.3 Case Studies 121
Figure 4.4: The columns contain the ﬁrst respectively the second ACE CV
pairs and their squared diﬀerences. Each column (top-down): The ACE CV
of the SST-PCs, the ACE CV of the SSH-PCs, and the squared diﬀerences.
The images are stretched linearly from mean § three standard deviations
and shown in pseudocolour, blue is minimum and red is maximum.
ponent represents the fact that it is warm at the Equator and colder near
the poles. There is no apparent correlation with the SSH ﬁeld because
the mean of this ﬁeld has been removed prior to the analysis. In SST-
PC2 we see highs in the Southern Hemisphere and lows in the Northern
Hemisphere. In the correlations the annual cycle is clearly present with
positive correlations in the months from December to May and negative
correlations from June to November. In SST-PC3 a strong signal oﬀ the
Equatorial west coast of South America is present. The component does
contain some annual signal but has correlations very close to zero to the
SST data. Near the end of 1997, where the El Ni˜ no is starting to build
up, we see a slight divergence from the zero into negative correlations. The
negative correlations indicate that during the El Ni˜ no the temperature of
the west coast of South America is high. Focusing on the El Ni˜ no event
we see that especially the signal in SSH-PC2 is related to the phenomenon
with high correlations to SSH in the last half of 1997. SSH-PC1 appears
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Figure 4.5: Top row: The ﬁrst three ACE transformations of the SST-
PCs - transformed value vs. input value. The last column contains a bar
plot of the variances of all the ACE transformations for the SST PC1-
24. Bottom row: The ﬁrst three ACE transformations of the SSH-PCs -
transformed value vs. input value, and a bar plot of the variances of the
ACE transformations for the SSH PC1-24.
to be the mean height signal and is highly correlated with the SSH ex-
cept during the El Ni˜ no where it has negative correlations closer to zero.
SSH-PC3 seems related to the same annual cycle as found for SST-PC2.
In Figure 4.4, for the ﬁrst ACE CV pair, we see that the variance of the ﬁrst
two to three ACE-PCs dominate the SST and the SSH data. The remaining
ACE transforms are all very close to zero. Inspecting SST-PC3 and SSH-
PC2 in Figure 4.2, we would expect ACE to change the sign of one of the
components when looking for maximum correlation. This is exactly what
is happening with SST ACE-PC3 being transformed using a monotonely
decreasing function and transforming SSH ACE-PC2 with a function that
is monotonely increasing. Thus the ACE CVs focus on the El Ni˜ no event as
part of the signal containing the highest correlation between SST and SSH.
The nonlinear transformations of the SST-PC1 and 2 and the SSH-PC1
and 3 appear to be included in the ACE CVs to explain additional spatial
patterns present primarily within the Paciﬁc Ocean. In the CVs in Figure
4.4 the pattern can be seen as a low signal in the western and southern parts
of the Paciﬁc Ocean. Inspecting the ACE CVs for the ﬁrst ACE pair, the El
Ni˜ no appears very strong. Highs in the squared diﬀerence image show where
the global model is less successful in correlating sea surface temperature to
the sea surface height. This is particularly conspicuous near the west coast4.3 Case Studies 123
of Central and South America. There are also contributing regions in the
Atlantic and Indian Oceans. Looking at the second ACE CV pair we notice
an interesting signal in the western part of the Paciﬁc Ocean. The signal
is recognized as being related to the usual ocean temperature and height
conﬁguration. A full interpretation of the lower order ACE pairs is beyond
the scope of this study. The ACE analysis seems to be able to separate
relevant ocean conﬁgurations from the temporal data. It looks for high
correlations between the involved variables through nonlinear mappings
and ﬁnds components with higher correlations in comparison to those found
by a linear analysis. Furthermore, the ACE analysis is purely data-driven
and thus constitutes an useful exploratory tool for a data analyst when
looking for insight into the structure of data. The analysis presented in this
study is in good agreement with the established oceanographic knowledge
on the build-up of one of the largest El Ni˜ no events on record.
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4.3.2 Nonlinear Maximum Autocorrelation Factors
Analysis of TM Data, Ymer Ø.
A Landsat-5 Thematic Mapper (TM) scene has an instantaneous ﬁeld of
view of 30 meters by 30 meters in bands 1 through 5 and band 7. See Ta-
ble 4.1 for the spectral range the individual TM bands. Figure 4.6 presents
a raw TM (220x220) image (bands 1-5, and 7 row-wise ordering). The
image has not yet been processed with the forward transformation that
removes geometric distortions. For the raw TM data we expect a diﬀer-
ence in the row-wise vs. column-wise noise structure due to the row-wise
method of data collection. Each variable in the set is standardized and
saturated between § three standard deviations before any further analy-
sis is performed. The scene reveals a part of Ymer Ø in Greenland. The
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Figure 4.6: The raw TM data bands 1-5, and 7.
Danish Chief Geologist John L. Pedersen, Mountain Resources ApS, gives
the following description of the TM scene: “The test ground at Ymer Ø
comprises an area where the upper half of the sedimentary, Neoproterozoic
Eleonore Bay Supergroup makes up the bedrock. The area is intersected
by E-W trending faults, along which the northern block has moved down.
The area is partly covered by a thin veneer of basal till, locally talus cones
and ﬂuviatile deposits, and also a few lakes. A meagre but persistent cover
of vegetation comprising grass, ﬂowers and low level scrubs is developed.
The spectral signature for each pixel is thus an aggregate of contributions
from various sources.”4.3 Case Studies 125
Figure 4.7: Linear MAF decomposition of the TM data.
In Figure 4.8 a geological map of Ymer Ø is presented. The colours indicate
the following geological structures: blue-dotted regions are undiﬀerentiated
quaternary deposits, bright-purple regions are orange shale and sandstone
and white dolomite, mid-purple regions are dark limestone and red and yel-
low dolomitic shale, dark-purple regions are red and yellow dolomitic shale,
bright-red/brown regions are sandstone and siltstone, dark-red/brown re-
gions are dark shale and siltstone, bright-blue regions are ice, mid-blue
regions are white dolomite and dark limestone, dark-blue regions are dark
limestone, bright-brown regions are light sandstone, and dark-brown are
light sandstone and dark shale.
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TM Band Wavelengths [¹m] Spectral ref.
1 0.45-0.52 Blue
2 0.52-0.60 Green
3 0.63-0.69 Red
4 0.76-0.90 Near-Infrared
5 1.55-1.75 Near-Infrared
7 2.08-2.35 Mid-Infrared
Table 4.1: The spectral range of the Thematic Mapper sensor bands 1
through 5, and 7.
Figure 4.8: A map of the geological features of Ymer Ø. A black box
indicates the location of TM scene under study.4.3 Case Studies 127
Figure 4.9: MACE decomposition using two shifts i.e. a three set nonlinear
canonical correlations analysis (column-wise). The ﬁrst column represents
a center pixel set, the second a horizontally shifted set, and the third column
a vertically shifted set. The ﬁrst eight MACE CV triplets are shown. The
images are scaled between mean §3 std.
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Figure 4.10: Nonlinear MACE decomposition of the TM center pixel set.
The ﬁrst eight MACE CVs are shown in a row-wise ordering. The images
are scaled between mean §3 std.4.3 Case Studies 129
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Figure 4.11: Correlations between the individual MACE CVs.
Results and Discussion
In Figure 4.7 the linear MAFs have been calculated using the standard
spatial shifts. Again the MAFs appear successful in decomposing signal
from noise, and we see salt-and-pepper-noise and some sensor row-wise
striping in the high order MAFs. Nonlinear MAFs can be generated ap-
plying MACE. This is done using a north and east shift around each pixel
generating three sets on which a nonlinear multiset correlations analysis
is performed. The ﬁrst eight CVs are presented in Figure 4.9 of all three
sets. The ﬁrst column contains the center pixel set, the second a horizon-
tal neighbour set, and the third a vertical neighbour set. Notice that the
CVs are very similar between sets. In Figure 4.10 the CV solutions for
the ﬁrst set are shown in a higher resolution. The canonical correlations
of the MACE CV triplets are presented in Figure 4.11. Notice that they
are uncorrelated between eigensolutions. The sum of the pair-wise cor-
relations for the three sets decreases along the 3x3 block diagonal in the
correlations matrix. The autocorrelation in the MACE CVs thus decreases
for higher order components. Comparing MACE to MAF it manages to
decompose the data into a large number of components before the image
quality becomes degraded by speckled noise and striping.
Focusing on the high order MACE components and looking at the pair-wise
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correlations, we notice that the method weights the horizontal neighbouring
sets more when trying to obtain maximal pair-wise correlation. In the
Figures 4.12 through 4.17 RGB colour combinations of the CVs for the
ﬁrst set are presented. Looking at the high order components some striping
is present, but it seems as if MACE favours the sets which are horizontal
neighbours. This reﬂects the means of collecting of the data, namely by a
Thematic Mapper which scans the images row-wise.
From studying the MACE CVs with high correlations Geologist John L.
Pedersen makes the following observations: “The RGB plot of the MACE
CVs 1-3, return a distinct segmentation (see Figure 4.12). Talus cones
and ﬂuviatile fans are identiﬁed as discrete features, each with it own
colour code. The remaining area can be divided into blue-red segments
and yellow-white-red segments. The blue-red segment corresponds reason-
ably well with a distinctive stratigraphic sequence within the Eleonore Bay
Supergroup consisting of alternating shales and massive, quartzite beds -
named bedgroups 4 through 7 in the old stratigraphic terminology.
Due to the aggregate signature of the spectral signal, it is surprising that the
method can create a diﬀuse segmentation with similarity to the bed-rock
lithology. However, borders between the segments are not deﬁnitive, and
the applicability of the methods with respect to classiﬁcation of lithological
units requires extensive additional testing.”
Conclusion
MACE generates a diﬀerent decomposition of the data in comparison to
the traditional MAFs. In comparison to the linear analysis the high or-
der MACE-CVs have less striping due to sensor noise. It appears as if
the MACE analysis manages to compensate for the noise structures not
modelled by pooling the default spatial shifts in the MAF analysis.
The MACE CVs are uncorrelated between the eigensolutions but corre-
lated within. MACE maximizes the sum of the pair-wise correlations and
attempts to make the relation between the resulting CVs as linear as pos-
sible. In Figures 4.18 and 4.19 scatterplots are presented for the ﬁrst two
MACE CV triplets. Notice that they indicate a linear relation between the
individual CVs for each eigensolution. In Figures 4.20 and 4.21 the trans-
formations for the original six TM bands are shown for the ﬁrst and second
MACE solutions for the ﬁrst set. Such plots can help a data analyst decide4.3 Case Studies 131
how to proceed with the analysis when applying MACE. The data analyst
controls e.g. the amount of smoothness constraints for the non-parametric
scatterplot smoothers and may even choose to parameterize some of the
transformations. This example works to illustrate that MACE can ﬁnd
multiple orthogonal eigensolutions to the correlation problem. Here MACE
is applied to maximize autocorrelation, and it appears to have a potential
ability to automatically compensate for anisotropic noise in the data.
Figure 4.12: Colour combination of MACE CVs 1-3 of set 1.
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Figure 4.13: Colour combination of MACE CVs 2-4 of set 1.
Figure 4.14: Colour combination of MACE CVs 3-5 of set 1.4.3 Case Studies 133
Figure 4.15: Colour combination of MACE CVs 4-6 of set 1.
Figure 4.16: Colour combination of MACE CVs 5-7 of set 1.
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Figure 4.17: Colour combination of MACE CVs 6-8 of set 1.4.3 Case Studies 135
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Figure 4.18: Scatterplots of the ﬁrst MACE solution.
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Figure 4.19: Scatterplots of the second MACE solution.4.3 Case Studies 137
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Figure 4.20: Transformations of the variables of the ﬁrst set for the ﬁrst
MACE solutions.
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Figure 4.21: Transformations of the variables of the ﬁrst set for the second
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4.3.3 Nonlinear Principal Components of MSS Data,
Ymer Ø.
An analysis of raw image data from the four spectral bands of the Mul-
tiSpectral Scanner (MSS) is performed. The raw data are show in Figure
4.22 stretched to mean § three standard deviations and depict parts of
the same geographical region of Ymer Ø as in the previous case study. A
histogram of the original data is shown in Figure 4.23. In Figures 4.24 and
4.25 are the linear PC and MAF decomposition presented. The spectral
characteristics for the four MSS bands are shown in Table 4.2. The spatial
resolution for the MSS scanner is 80 meters by 80 meters and the images
shown in Figure 4.22 contain 100 by 100 pixels. A nonlinear correlations
analysis is performed considering each band to be a single set containing
one variable. Thus a four set canonical correlations analysis is performed.
When applying only one variable in each set the resulting sum of CVs,
each constrained to zero mean and unit variance, can be interpreted as a
nonlinear principal component. MACE is applied to either maximize or
minimize the variance of the sum of the CVs.
MSS Band Wavelengths [¹m] Spectral ref.
1 0.5-0.6 Green
2 0.6-0.7 Red
3 0.7-0.8 Near-Infrared
4 0.8-1.1 Near-Infrared
Table 4.2: The spectral range of the Multispectral Scanner sensor bands 1
through 4.
The results of the linear principal components analysis and the maximum
autocorrelations factors analysis are summarized in Table 4.3.
PC of MAF component index 1 2 3 4
Variance (in %) explained by the ith PC 89.67 9.24 0.58 0.51
Signal-to-noise ratio in the ith MAF 8.07 7.02 1.29 0.40
Table 4.3: Summary of the PC and the MAF analysis of the four MSS
bands.
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Figure 4.22: The raw MSS data bands 1-4.
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Figure 4.23: The histograms of the raw MSS data bands 1-4.4.3 Case Studies 141
Figure 4.24: Linear PC decomposition of the MSS data.
Figure 4.25: Linear MAF decomposition of the MSS data.
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Figure 4.26: The nonlinear principal components with maximum variance.
Results
Nonlinear Principal Components with Maximum Variance
MACE is applied on the four spectral bands of the MSS data using the
operator which maximizes correlation. The results are shown as nonlinear
principal components with maximum variance in Figure 4.26. The ﬁrst six
nonlinear principal components are shown. Each component is the sum
of the MACE CVs within each eigensolution. In Figures 4.27, 4.29, and
4.31 we show the MACE CVs of all four sets. In Figures 4.28, 4.30, and
4.32 we show transformations that produce the individual MACE CVs.4.3 Case Studies 143
Figure 4.27: Images of the individually transformed variables in the 1st
maximum nonlinear principal component.
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Figure 4.28: The transformations of the 1st maximum nonlinear principal
component.
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Figure 4.29: Images of the individually transformed variables in the 2nd
maximum nonlinear principal component.
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Figure 4.30: The transformations of the 2nd maximum nonlinear principal
component.4.3 Case Studies 145
Figure 4.31: Images of the individually transformed variables in the 3rd
maximum nonlinear principal component.
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Figure 4.32: The transformations of the 3rd maximum nonlinear principal
component.
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Figure 4.33: The transformations of the 4th maximum nonlinear principal
component.
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Figure 4.34: The transformations of the 5th maximum nonlinear principal
component.
In Figures 4.33 through 4.35 the remaining transformations for the higher
order MACE CVs are shown. In Table 4.4 the variance contained in the ﬁrst
six orthogonal nonlinear principal components which maximize variance are
presented.4.3 Case Studies 147
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Figure 4.35: The transformations of the 6th maximum nonlinear principal
component.
Nonlinear Principal Components with Minimum Variance
MACE is applied to look for minimum variation in the sum of the CVs
when applied to the four MSS bands. The results of determining nonlinear
principal components with minimum variance are shown in Figure 4.36.
The ﬁrst six nonlinear principal components are presented. Each compo-
nent is the sum of the MACE CVs within each eigensolution. Notice that
they are all highly noise corrupted. This is expected since noise is often
characterized by low variance. In Figures 4.37, 4.39, and 4.41 we show the
MACE CVs of all four sets. In Figures 4.38, 4.40, and 4.42 we show the
transformations that produce the individual MACE CVs. In Figures 4.43
through 4.45 the remaining transformations for the higher order MACE
CVs are shown. The variance contained in each nonlinear principal com-
ponent which minimizes variance is presented in Table 4.4.
Component 1 2 3 4 5 6
Max-NPCA 14.718 13.636 13.113 11.686 10.854 9.522
Min-NPCA 0.188 0.195 0.514 0.785 1.085 1.608
Table 4.4: The variance explained by ﬁrst six nonlinear principal compo-
nents (NPCA) that maximize and minimize variance respectively of the
four spectral MSS bands.
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Figure 4.36: The nonlinear principal components with minimum variance.
Conclusion
This case study illustrates that MACE can be applied when trying to ei-
ther maximize or minimize the sum over all the pair-wise correlations in a
multiset scenario. When the sets consist of only one variable in each set,
the sum of the MACE CVs can be interpreted as nonlinear principal com-
ponents. We ﬁnd multiple orthogonal eigensolutions in both ends of the
variance spectrum. When maximizing variance, MACE generates compo-
nents of the individual sets that are as similar as possible. A data analyst
can study the resulting transformation curves and the resulting CVs when4.3 Case Studies 149
Figure 4.37: Images of the individually transformed variables in the 1st
minimum nonlinear principal component.
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Figure 4.38: The transformations of the 1st minimum nonlinear principal
component.
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Figure 4.39: Images of the individually transformed variables in the 2nd
minimum nonlinear principal component.
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Figure 4.40: The transformations of the 2nd minimum nonlinear principal
component.4.3 Case Studies 151
Figure 4.41: Images of the individually transformed variables in the 3rd
minimum nonlinear principal component.
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Figure 4.42: The transformations of the 3rd minimum nonlinear principal
component.
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Figure 4.43: The transformations of the 4th minimum nonlinear principal
component.
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Figure 4.44: The transformations of the 5th minimum nonlinear principal
component.
interpreting the analysis. In the presented case study the curves indicate
how the pixel values in each band of the MSS data must be transformed to
maximize correlation. Looking at the CVs which determine the ﬁrst non-
linear principal component, we see the individual mappings for the MSS4.3 Case Studies 153
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Figure 4.45: The transformations of the 6th minimum nonlinear principal
component.
bands. The transformation curves are all diﬀerent, but there seems to be a
general agreement on how to transform the data between groups. Looking
at the transformations within each eigensolution, there is a good agreement
on how many strong local extrema exist for each individual mapping. How-
ever, when interpreting solutions found by MACE, one must be careful not
to interpret trivial suboptimal solutions. In the trivial solutions the form
of the resulting mapping is more dependent on the previously determined
solutions through the orthogonal preserving criteria in MACE than on the
remaining structures in the data.
Minimizing the variance of the nonlinear principal components produces
CVs that minimize the sum of the pair-wise correlations over all sets. Sim-
ilarly to linear principal components, the algorithm tries to determine the
transformations of the individual components such that they cancel each
other in the resulting principal variate i.e. the sum of the transformed in-
dividual bands. The nonlinear principal component decompositioning of
the data can be applied to study, if some sets naturally group together
when attempting to compensate for each other. It can thus assist a data
analyst in obtaining information on the correlation structure of the in-
volved variables through nonlinear transformations. Similarly to the case
of maximum nonlinear principal components trivial, suboptimal solutions
can occur when looking for minimum variance, which must be taken into
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Figure 4.46: The ﬁrst three CCA CVs as RGB. Neighbouring observation
have been applied in a two-set linear CCA analysis.
consideration when interpreting the results. One way to avoid the trivial
eigensolutions is to discard the orthogonalizing steps in MACE and replace
them with some transformation that deﬂates the previous optimal correla-
tions solution in the Hilbert space. This approach is inspired by the means
of locating multiple solutions in projection pursuit described in [38, 128, 21].
Developing such a transformation for structure removal is not trivial, and
it is not obvious whether this is at all possible.
4.3.4 Nonlinear Canonical Correlations Analysis of
Stream Sediments Geochemistry Data, South
Greenland
Under the Syduran project stream sediments geochemistry samples were
collected and analysed for the content of 41 elements. The elements are:
Au, Ag, As, Ba, Br, Ca, Co, Cr, Cs, Cu, Fe, Ga, Hf, K, Mn, Mo, Na, Ni,
Pb, Rb, Sb, Sc, Se, Sr, Nb, Ta, Th, Ti, U, W, Y, Zn, Zr, La, Ce, Nd, Sm,
Eu, Tb, Yb, and Lu. The data set consists of 2097 samples. The results
shown in this section are kriged images using the same ﬁrst order spherical
semivariogram with nugget eﬀect of 0.1, a sill of 1, and the search radius
equal to the range of inﬂuence of 40 km.4.3 Case Studies 155
Figure 4.47: A geological map of South Greenland.
Results and Discussion
Linear decomposition is performed by analyzing the data in a two-set CCA.
The two sets involved are constructed from neighbouring observations. The
results of the ﬁrst three CVs are shown as RGB in Figure 4.46.
The linear CCA CVs produce a decompositioning that distinguishes the
major lithotectonic units of South Greenland: the Border Zone, the Granite
Zone and the Migmatite Complex, see Figure 4.47 in which a geological
map of South Greenland is presented. A more thorough analysis is done
by applying the MAF transform on the irregular data set, see [89, 91].
MACE is applied, performing nonlinear decomposition of the data, to gen-
erate maximum autocorrelations factors. We analyze both a two, three and
four set scenario of neighbouring observations. The results are shown in
the Figures 4.48 through 4.50.
When visually comparing the results of the diﬀerent MACE analyses to each
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Figure 4.48: The ﬁrst three MACE maximum autocorrelation factors as
RGB. Neighbouring observations are applied in a two-set MACE analysis.
Figure 4.49: The ﬁrst three MACE maximum autocorrelation factors as
RGB. Neighbouring observations are applied in a three-set MACE analysis.
other, they appear to be in relatively good correspondence. In paticular
the Garder intrusion appears very conspicuous as bright red regions.
Geologist John L. Pedersen proposes to divide the data into three groups:
² Rock-forming elements: Ba, Ca, Co, Fe, Ga, K , Mn, Na, Rb, Sc, Sr,4.3 Case Studies 157
Figure 4.50: The ﬁrst three MACE maximum autocorrelation factors as
RGB. Neighbouring observations are applied in a four-set MACE analysis.
and Ti.
² Mineralization related elements: Au, Ag, As, Cr, Cs, Cu, Mo, Ni, Sb,
Se, U, W, and Zn.
² Elements with strong correlations to factor one in a factor analysis of
all elements ([88]): Ga, Hf, Nb, Ta, Th, Y, Zn, Zr, La, Ce, Nd, Sm,
Eu, Tb, Yb and Lu.
When applying MACE to the three groups and inspecting the results, the
decompositioning is hard to interpret from a geological perspective. The
ﬁrst three MACE CVs of each set are shown in Figure 4.51 through 4.53
as RGB images. If the data are highly interdependent, MACE is expected
to encounter problems when looking for maximum correlation. For data
compression we therefore perform principal component analysis of each
group and discard the high order components which explain a little fraction
(less than 5%) of the total variation of each set. The three groups are thus
compressed into 8, 10 and 8 principal components respectively.
The truncated PC basis of the three sets is analysed using MACE. The ﬁrst
three canonical correlations eigensolutions are shown for the three groups in
the Figures 4.54 through 4.56. The CVs are shown as RGB colour images.
Focusing on the CVs for the group of mineralization elements we see some
interesting eﬀects. The strong red regions are relatively young geological
158 Chapter 4. Nonlinear Decomposition
Figure 4.51: The ﬁrst three MACE CVs of group 1 as RGB.
Figure 4.52: The ﬁrst three MACE CVs of group 2 as RGB.
structures. The areas indicated in the RGB component are in good corre-
spondence with the a priori knowledge on the individual regions. Moreover,
the blue region, located in the boundary between the Granite Zone and the
Migmatite Complex, is interesting from a geological perspective. In par-
ticular the angle at which the blue region intersects the boundary of the
two zones is relevant and interesting when trying to obtain insight on the
geological conﬁguration (John L. Pedersen, pers. comm.).4.3 Case Studies 159
Figure 4.53: The ﬁrst three MACE CVs of group 3 as RGB.
Figure 4.54: The ﬁrst three MACE CVs of the truncated PCs of group 1
as RGB.
Conclusion
Analyses of irregularly sampled stream sediments geochemistry data from
South Greenland are presented. The concluding comments of Geologist
John L. Pedersen are the following: “Linear correlations analyses of geo-
chemical data from regional stream sediments samples give geologically
meaningful results. RGB plots of the variables with the largest autocorre-
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Figure 4.55: The ﬁrst three MACE CVs of the truncated PCs of group 2
as RGB.
Figure 4.56: The ﬁrst three MACE CVs of the truncated PCs of Group 3
as RGB.
lation structure reveal a segmentation of the area which reﬂects the various
Archean and Proterozoic components. The ability of the method to create
such segmentation is seen as the key advantage from a geological perspec-
tive.
Various methods for nonlinear analyses have been tested. RGB plot of4.4 Summary 161
variables obtained from such analyses are, on a visual basis, compared
with results from linear analyses. Even the best results are less eﬃcient
in yielding a geological meaningful segmentation. Geological units with
distinct characteristics e.g. the Meso-Proterozoic alkaline intrusions are well
identiﬁed, but the discrimination between various Archean and Proterozoic
terrain is less distinct.”
From a geological perspective the linear CCA analysis thus appears to de-
compose the data into meaningful components. Furthermore, the CCA
decompositioning diﬀers from a linear non-spatial PC analysis (results not
shown). The presented nonlinear components seem to produce less useful
results. However, it would be interesting to slowly relax the linear transfor-
mations to more nonlinear transforms using MACE. A data analyst would
then have the possibility of better controlling and interpreting the nonlinear
decomposition when looking for revealing projection of the data.
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4.4 Summary
² Nonlinear methods for decomposition of multivariate single and mul-
tiset problems are presented.
² The explicit and the implicit approaches are brieﬂy described.
² Nonlinear additive models are presented. This includes the general-
ized additive model (GAM), the projection pursuit regression (PPR)
model, artiﬁcial neural networks (ANN) models, and ﬁnally the al-
ternating conditional expectations (ACE) model.
² Non-parametric GAM (on canonical link transformed responce data)
is in eﬀect identical to the restricted ACE which is the inner loop of
the ACE algorithm.
² PPR is an extension of GAM which simply applies linear combina-
tions of the input variables to the non-parametric transformations.
² ANN can be perceived as coupled layers of PPR schemes in which
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the nonlinear transformations are restricted to activation functions
which are primarily constrained to provide bounded responses.
² ACE is similar to GAM but is more related to canonical correlations
analysis than multiple regression. The ACE algorithm estimates the
transformations of two sets of variables, which maximize the corre-
lation. It thus attempts to produce new canonical variates between
which the relation is as linear as possible.
² ACE is generalized to handle multiple sets. The new algorithm is
termed multiset ACE (MACE).
² MACE can handle arbitrary mixtures of multivariate sets, including
both continuous and categorical variables.
² MACE can be considered as a generalization of the linear MCCA.
When the transformations are restricted to linear combinations,
MACE reduces to MCCA.
² MACE is non-parametric and applies minimal assumptions concern-
ing the underlying data structures.
² The only requirements on the transformations applied in MACE are
i) they have zero mean, and ii) the sum of the transformations within
each set has a variance of one. These restrictions originate from ACE
and are meant to prevent the algorithm from drifting and to ensure
that there is dynamics in the resulting canonical variates i.e. to avoid
null transformations.
² The user may introduce additional restrictions on the transformations
applied in MACE. This could be monotone restrictions or the appli-
cation of parametric or even linear transformations thus resulting in
semi-parametric MACE.
² Case studies are presented applying the non-parametric MACE on a
bivariate multitemporal data set, multispectral remotely sensed data,
and on irregularly sampled data of geochemical variables collected in
South Greenland.
² In the analysis of bivariate ocean temperature and height, ACE ob-
tained an additive model in which the El Ni˜ no shows up as a strong
component and ACE is able to obtain a solution with a higher corre-
lation in comparison with a linear decomposition.
² When applied in a nonlinear maximum autocorrelation factor analy-
sis, MACE produced a diﬀerent decompositioning in comparison to
the linear MAF analysis. It produced a large number of components
before degrading due to the inﬂuence of the noise in the data.
² MACE is applied to generate nonlinear principal components of a4.4 Summary 163
multispectral four band image. Components are found which maxi-
mize and minimize variance.
² A case study of irregularly sampled geochemical data is given apply-
ing MACE. MACE appears to encounter problems due to the high
dimensionality of the problem. Examples are given maximizing auto-
correlation in a combined analysis of all elements in the data and of
a canonical correlations analysis between the data partitioned into
three groups.
² MACE provides the means of performing nonlinear decomposition of
multiset problems and is expected to be useful when applied by a data
analyst, who controls how to regularize the algorithm while looking
for interesting correlation structures in the data.
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Chapter 5
Conclusion
This thesis presents exploratory methods which all originate in traditional
data analysis. Some of the methods belong to the group of well-established
multivariate statistical methods and others to the more modern applied
statistical group of methods. An attempt is made to describe the relation
between the individual approaches and to present the ideas and objectives
behind the algorithms.
This work can be organized into three major parts concerning methods for
data driven exploratory analysis
² Cluster analysis of regular spatially sampled multivariate image data.
² Linear decomposition of single and multiple multivariate data sets.
² Nonlinear decomposition and generalization of the classical multiset
canonical correlations analysis.
The methods are meant to be applied in the initial probing of the data
when trying to reveal interdependencies between the involved variables. In
high dimensions the curse of dimensionality makes it impossible to detect
all but the very coarsest structure of the joint probability function, and
the most one can hope for is to be able to get a general idea of the density
function. In exploratory analysis the methods for cluster analysis and for
decomposition can be useful when applied individually, but they may also
be beneﬁcial when used in a pre- or post-processing of each other.
Based on the success of the established spectral fuzzy c-means (FCM) algo-
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rithm, the method is chosen for unsupervised classiﬁcation purposes. The
algorithm is extended to provide better segmentation of multivariate im-
age data. The FCM algorithm applies memberships and diﬀers from hard
clustering in allowing for overlapping classes. Hard k-means (HCM) and
spectral noise clustering (NCM) are also presented. The FCM algorithm is
extended by spatially related memberships which enhance the robustness
of the algorithm to outliers and noise and the situations where ordinary
FCM fails due to the degree of overlap of the clusters in the spectral space.
The new memberships include a spatial membership and a parental mem-
bership. The spatial membership is constructed from Markov random ﬁeld
energy potentials. It favours segmentation into homogeneous regions. The
parental membership is obtained by analyzing the data at more coarse
scales. The ordinary, uncommitted, Gaussian scale-space is applied as de-
fault. The parental membership passes down information through the data
scale-space, and one must be careful not to travel over “to large scales” due
to the correspondence problem. Results on simulated data show that the
use of a joint spectral-spatial-parental membership gives the best segmen-
tation result. Applying the spatial membership introduces additional cal-
culations within each iteration of the clustering algorithm, but it improves
the robustness and often leads to fewer overall iterations and thus faster
convergence. Applying the scale-space framework is also an eﬀective way
to speed up the performance of the clustering algorithm. Results on speed
and convergence of the new algorithm are not included in this presentation.
It should be stressed that the new fuzzy clustering algorithm assumes that
the data naturally partition into homogeneous same class regions. The data
analyst controls the degree of spatial regularization applied. Case studies
are presented on i) simulated image data for evaluation, ii) a multispec-
tral eight band Sea-viewing Wide Field-of-view Sensor (SeaWiFS) image
of Northern Europe, and iii) a multichannel scanning electron microscope
x-ray mapping image of ten elements. In the presented case studies, the
use of Euclidean distance seems to be compensated for by the application
of the new memberships, and the algorithm provides useful segmentations
for further analysis of the data.
For linear decomposition of multivariate single sets, the principal compo-
nents (PC), the minimum noise fractions (MNF), the maximum autocorre-
lation factors (MAF) transformations are presented. The latter two trans-
forms are more dedicated in decomposing multivariate image data, since
they can take the spatial nature af image data into account. An exten-
sion of the MNF/MAF transforms is proposed restricting the covariance167
structure of the noise in the new representation to the identity matrix.
The variance of the resulting components depends on the signal-to-noise
ratio contained in each component. The new transformation is termed
the signal-MNF/MAF transformation (SMNF/SMAF) and is restricted to
the group of transforms that are invariant to linear transformations of the
data. When the SMAF is applied as a preprocessor to the simulated image
data, the extended FCM algorithm produces enhanced results. The new
transformation works as a feature selector. It stretches the data in the
subspaces rich on autocorrelated signal and compresses (or even discards)
those corrupted by noise. For linear decomposition of multiple sets, the
canonical correlations analysis (CCA) of two sets is presented. It is gener-
alized to handle multiple sets (MCCA), and a relation to Procrustes shape
alignment of point distribution models is found. CCA and MCCA produce
so-called canonical variates that are uncorrelated between but correlated
within eigensolutions. Case studies are presented including an application
and new combination of the methods for decomposing the multispectral
SeaWiFS scene previously evaluated by the clustering algorithm. The ana-
lysis presented produces a decomposition by suppression of undesired cloud
spectra and speckled noise The decomposition is obtained by means of the
rank reducing orthogonal subspace projection (OSP) for performing the
partial unmixing, followed by the MAF transformation. The suggested ap-
proach appears to be able to collect interesting ocean related signal from
the data into few components and is expected to be useful in analyzing the
ocean colour. Two-set canonical correlations analysis is performed on a
bivariate multitemporal data set. The data describe the global sea surface
height and temperature of 1996 and 1997. The two ﬁelds are interrelated,
i.e. an increase in the temperature will lead to an increase in the sea height.
The analysis gives good indications of an anomaly oﬀ the South American
west coast taking place in the second half of 1997. This is in good agreement
with established knowledge on the build-up of one of the largest El Ni˜ no
events on record. Multiset canonical correlations analysis is performed on
24 metacarpal II two-dimensional registered bones. The analysis consists
of alignment of the shapes. A decomposition of the shape dynamics in the
shape space of the two eigensolutions found by the canonical analysis is also
presented. In the presented case study the second eigensolution does not
remove all rotation, which is a conventional requirement when estimating
pose.
Methods for nonlinear decomposition are presented. The explicit and the
implicit approaches are brieﬂy described. The ﬁrst of these explicitly ex-
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pands the variables onto a new basis and then applies the ordinary linear
methods for decomposition. The second approach accomplishes the task
by implicitly expanding the data onto a new basis. This is possible for
methods that can be formulated such that only inner products occur in the
calculations. Kernels are applied to calculate the inner-products implicitly
in the large high-dimensional space. Both methods have several shortcom-
ings. The primary problem is how to choose the new basis representation.
This is entirely up to the user and there seems to be no clear data driven
approach for model selection in this regard. Nonlinear additive models are
presented. This includes the generalized additive models (GAM), the pro-
jection pursuit regression (PPR) model, artiﬁcial neural networks (ANN),
and ﬁnally the alternating conditional expectations (ACE) model. Non-
parametric GAM is closely related to ACE and in fact corresponds to the
inner loop of the ACE algorithm. GAM applies the backﬁtting algorithm
when estimating the optimal transformations of the input variables. PPR
is an extension of GAM, and includes the introduction of linear trans-
formation of the input variables before applying the nonlinear mappings.
PPR thus attempts to compensate for the problems that are encountered
in higher-dimensions. How to choose the number and weights for the linear
combinations can be incorporated into a model building process. ANN can
be perceived as coupled layers of PPR schemes. The linear combination de-
termines the weights in the neural net, and the nonlinear transformations
are the activation functions. ANN typically applies the logistic function
as activation function. The net can consist of several PPR layers, and
connections may even skip layers, allowing for a wide range of nonlinear
models. The restricted ACE algorithm is similar to GAM, but the full
ACE algorithm also allows transformation on the “response” set and is re-
lated to two-set canonical correlations analysis. It can be generalized to
handle two sets of multivariate data and can ﬁnd several eigensolutions.
We generalize ACE to handle multiset problems. The new algorithm is
termed multiset-ACE (MACE). MACE is non-parametric and applies min-
imal assumptions concerning the underlying data structures. It is a data
driven algorithm, which estimates the optimal transformations of the in-
put variables such that the sum of the pair-wise correlations over all sets
is maximized. It handles arbitrary numbers and mixtures of continuous
and categorical variables within each set. The user may specify restrictions
on the involved transformations that may even take parametric forms, re-
sulting in semi-parametric MACE when mixtures are applied. MACE can
ﬁnd suboptimal eigensolutions that are orthogonal. The non-parametric169
MACE algorithm using Friedman’s supersmoother is applied in case stud-
ies on multispectral remotely sensed data and on irregularly sampled geo-
chemical data. Two-set nonlinear canonical correlations analysis is per-
formed on ocean temperature and height multitemporal data. Inspecting
the ACE CVs for the ﬁrst ACE pair the El Ni˜ no appears very strongly, and
the algorithm seems to be able to separate relevant ocean conﬁgurations
from the temporal data. When MACE is applied on spatially shifted data
sets, it maximizes the spatial autocorrelation and thus provides the means
for obtaining nonlinear MAFs. A case study, comparing the linear MAF
and MACE, shows that MACE gives a diﬀerent decomposition in which a
higher number of components can be generated. For the high order com-
ponents, MACE favours the sets which are horizontal neighbours reﬂecting
the construction of the instrument collecting the data, namely the Landsat
Thematic Mapper (TM) that scans the images row-wise. Nonlinear princi-
pal components are generated using MACE on a four dimensional spectral
(MultiSpectral Scanner, MSS) remotely sensed image. The data are par-
titioned into four sets with one variable in each set. When maximizing
correlation over all sets the variance of the sum of the MACE canonical
variates is maximized. MACE can also be applied to minimize the vari-
ance. The sum of the canonical variates can be interpreted as nonlinear
principal components. Multiple orthogonal nonlinear principal components
are found in both ends of the variance spectrum. The components which
minimize variance are useful when studying whether sets naturally group
together when trying to cancel each other. MACE can thus assist a data
analyst in obtaining information on the structure and correlations of the in-
volved variables by including nonlinear eﬀects. Various nonlinear analyses
of irregularly sampled stream sediment data are applied. From a geologi-
cal perspective it seems as if a linear CCA that maximizes autocorrelation
provides a better decomposition of the data. MACE may have problems
due to the interdependencies of the involved variables or because the data
density is to sparse. However, MACE is expected to be useful in (future)
analyses in which the linear decompositioning is slowly relaxed to nonlinear
transformations by means of decreasing the degree of regularization on the
scatterplot smoothers applied by the algorithm.
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