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STOCHASTIC MODELING AND REGULARITY OF THE
NONLINEAR ELLIPTIC CURL–CURL EQUATION
ULRICH RO¨MER†§ , SEBASTIAN SCHO¨PS†‡¶, AND THOMAS WEILAND†
Abstract. This paper addresses the nonlinear elliptic curl–curl equation with uncertainties in
the material law. It is frequently employed in the numerical evaluation of magnetostatic fields, where
the uncertainty is ascribed to the so–called B–H curve. A truncated Karhunen–Loe`ve approxima-
tion of the stochastic B–H curve is presented and analyzed with regard to monotonicity constraints.
A stochastic nonlinear curl–curl formulation is introduced and numerically approximated by a fi-
nite element and collocation method in the deterministic and stochastic variable, respectively. The
stochastic regularity is analyzed by a higher order sensitivity analysis. It is shown that, unlike to
linear and several nonlinear elliptic problems, the solution is not analytic with respect to the random
variables and an algebraic decay of the stochastic error is obtained. Numerical results for both the
Karhunen–Loe`ve expansion and the stochastic curl–curl equation are given for illustration.
Key words. nonlinear, uncertainties, Karhunen–Loe`ve, regularity, stochastic collocation
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1. Introduction. Today, it is increasingly acknowledged that uncertainty quan-
tification is an important part within simulation based design. It allows to control the
risk of failure as technical devices are designed and operated closer to their physical
limits. When the underlying physics are modelled by partial differential equations,
uncertain inputs are typically identified with the material’s constitutive relation, ge-
ometries, initial data or boundary values. In particular the case of random material
coefficients for linear equations has received considerable attention in recent years,
see [26, 52, 9, 6] among others. In electromagnetics the coefficients are frequently
modeled to be piecewise constant on subdomains. In a stochastic setting, which is
adapted here, neglecting anisotropy, on each subdomain the material coefficient can
be represented by a single random variable. An important exception is the magnetic
properties of ferromagnetic materials, that, in the anhysteretic case, are expressed
through a map
(1.1) |H (x) | = f (x, |B (x) |) ,
where H and B are the magnetic field and flux density, respectively. Magnetic satu-
ration effects, incorporated through the nonlinear dependency on the field magnitude,
cannot be neglected in many situations and have been found to be sensitive to uncer-
tainties. In this setting the input randomness is modelled by an infinite–dimensional
random field and its discretization must be accomplished. This is complicated by
the fact, that each trajectory of the material law has to fulfill smoothness and shape
requirements. An example of a material law is given in Figure 1 on the left, showing
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clearly a monotonic behavior of f . An important aspect of this work is the shape–
aware modelling of uncertainties in view of a constraint for the derivative
(1.2) 0 < α ≤ ∂f (·, s)
∂s
≤ β <∞, s ≥ 0.
To this end, in the literature, closed–form parametric material models have been em-
ployed. Among others, we mention different forms of the Brillouin model, see, e.g.,
[48, 45] or the Brauer model [12]. These models are appealing due to their simplicity
and a physical interpretation of the parameters can often be given. Finite dimen-
sional random fields are readily obtained by using random- instead of deterministic
parameters. However, there is a lack of flexibility due to the a priori fixed dimen-
sionality and specific shape of the analytical functions used. Moreover, the model
parameters have been found to be correlated [45] and the model might not be used
directly in stochastic simulations. The (linear) truncated Karhunen–Loe`ve expansion
[35, 29] is known to be a flexible and efficient tool to approximate random fields with
high accuracy and to separate stochastic and deterministic variables. It is applied in
this paper in view of a stochastic material law with regularity and shape constraints
(1.2). The regularity can be controlled by the smoothness of the covariance function
whereas the shape constraints imply restrictions on the truncation order, or alterna-
tively, on the uncertainty magnitude. It is observed that this magnitude is dependent
on the correlation length of the process, in accordance with [8, pp. 1281-1283] in the
context of uniform coercivity constraints. Numerical examples with data supported
from measurements given in [45] support the findings.
Given random material input data, we discuss a stochastic nonlinear magneto-
static formulation. For related work see [48, 12] and [18] for the full set of (linear)
Maxwell’s equations in a stochastic setting. Following a frequently used procedure in
the literature [8, 39], we first analyze the modelling error arising in magnetic fields
through the truncation of the Karhunen–Loe`ve expansion. Then the problem is re-
formulated as a high dimensional deterministic one and an approximation scheme is
presented. The scheme involves linearization, as well as a finite element and collo-
cation approximation in the deterministic and stochastic variable, respectively. We
analyze the stochastic regularity to establish the convergence rate of the numerical
procedure. A complication arises here due to the specific type of the nonlinearity.
In particular the implicit function theorem cannot be applied and no analytic depen-
dency of the solution with respect to the random variables is obtained. Instead, finite
differentiability is established using the chain rule and the deterministic regularity of
the solution. Numerical examples will complement the findings. Let us also mention,
that the problem considered here is related to many other physical problems, e.g.,
nonlinear heat conduction. In two dimensions the equations reduce to a nonlinear
version of the Poisson equation.
The paper is structured as follows. After a brief description of the magnetostatic
model problem in Section 2, we introduce randomness in the material law, present the
truncated Karhunen–Loe`ve expansion and analyze the respective truncation error in
the stochastic problem in Section 3. In Section 4 we will outline the stochastic collo-
cation method and establish its convergence. This involves a higher order sensitivity
analysis w.r.t. the stochastic variables. Finally, in Section 5 convergence results will
be illustrated by numerical examples.
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Fig. 1. Left: example of a nonlinear magnetic material law based on real data. Right: associated
magnetic reluctivity, satisfying limx→∞ ν (x) = ν0.
1.1. Notation. Boldface type is used for vectors u = (u1, u2, u3) and vector-
functions. Important function spaces are
(1.3) V := H0 (curl;D) = {u ∈ L2(D)3 | curl u ∈ L2(D)3 and u×n = 0, on ∂D},
and for s > 0
(1.4) Hs (curl, D) := {u ∈ Hs (D)3 | curl u ∈ Hs (D)3},
see [37]. We write (·, ·)2 for the L2 (D)3-inner product and ‖ · ‖2 for the associated
norm.
The Euclidean norm is denoted by | · |. Also, we introduce the notation g(i) :=
∂ixg (x) for the i-th derivative of a function. For I ⊂ Rn, open and bounded, Ck
(
I¯
)
denotes the space of k-times differentiable functions with bounded and uniformly
continuous derivatives up to order k, endowed with the norm
(1.5) ‖g‖Ck(I¯) := max0≤i≤k supx∈I |g
(i) (x) |.
The sets of real non-negative and positive numbers are denoted R+0 and R+, whereas
N0,N refer to the sets of natural numbers with and without zero, respectively.
We also need a multi–index notation: for γ ∈ NM0 , let ∂γy := ∂
|γ|1
∂y
γ1
1 ...∂y
γM
M
, for
|γ|1 :=
∑
i γi > 0 and ∂
0
y be the identity operator. For two multi–indices, γ1 < γ2
holds true if γ1 ≤ γ2 holds true component-wise and if γ1 6= γ2. Also, to a multi–
index γ with |γ|1 = n, we associate a set γ with n entries, such that ∂n/
∏
i∈γ ∂yi = ∂
γ
y
see [38, p.518].
2. The Model Problem. We consider the magnetostatic problem on a domain
D,
curl H = J, in D,(2.1a)
div B = 0, in D,(2.1b)
B · n = 0, on ∂D,(2.1c)
with outer unit normal n and divergence free electric current density div J = 0. We
introduce the magnetic vector potential A, such that curl A = B. Then using the
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material law (1.1), equations (2.1) are transformed into a second order curl–curl
problem
curl (ν (| curl A|) curl A) = J, in D,(2.2a)
A× n = 0, on ∂D,(2.2b)
supplemented with the Coulomb gauge
div A = 0, in D.(2.2c)
In (2.2a), ν refers to the magnetic reluctivity, defined by
(2.3) ν (·, s) := f (·, s)
s
, s > 0.
Although ν is the coefficient appearing in the differential equations measurement re-
sults are typically given directly for f and thus both will be included in the discussion.
Note that, in contrast to f , ν is not necessarily monotonic. From now on we simplify
the situation and neglect the spatial dependency in f , i.e., f (x, ·) = f (·), by abuse of
notation. An adaption to the important case of piecewise constant material properties
is achieved by minor modifications, see also Remark 1. In absence of hysteresis and
anisotropy, the nonlinear magnetic material law can be described, following [47, 44],
by a bijective function
(2.4) f : R+0 → R+0 : |B| 7→ |H| = f (|B|) .
Following [44], properties of the deterministic material law f are summarized in the
following assumption.
Assumption 1. It holds for the deterministic material law that
f is continuously differentiable,(2.5a)
0 < α ≤ f (1) (s) ≤ β <∞,(2.5b)
f (0) = 0,(2.5c)
lim
s→∞ f
(1) (s) = β.(2.5d)
As f might have increased differentiability properties, we refer to (2.5a) as minimal
regularity assumption. Note, that β can be identified with the reluctivity of vacuum
ν0. Depending on the problem formulation it might be more convenient to work with
the inverse law f−1. However, in this case similar assumptions can be made.
Lemma 2.1. Let Assumption 1 be satisfied, then the magnetic reluctivity satisfies
for all s ∈ R+0
ν is continuous and α ≤ ν (s) ≤ β,(2.6a)
s 7→ ν (s) s is strongly monotone,(2.6b)
s 7→ ν (s) s is Lipschitz continuous,(2.6c)
with monotonicity and Lipschitz constants α, β, respectively.
Proof. See, e.g., [43].
Stochastic curl–curl Equation 5
2.1. The Nonlinear curl–curl Formulation. We proceed with the derivation
of a weak formulation of the model problem and a result on existence and unique-
ness of a solution. Throughout the paper, we consider a bounded, simply connected
polyhedral Lipschitz domain D. A weak formulation of (2.2) relies on
(2.7) Vˆ = {u ∈ V | (u,gradϕ)2 = 0, ∀ϕ ∈ H10(D)},
the space of functions in V with weak zero divergence. We recall from [32, Corollary
4.4] that the Poincare´–Friedrichs–type inequality
(2.8) ‖u‖2 ≤ CF‖ curl u‖2
holds, for all u ∈ Vˆ and Vˆ can be endowed with the norm ‖u‖Vˆ := ‖ curl u‖2, see
also [3] for the more general case of multiply connected D. Then for J ∈ L2 (D)3 the
weak formulation reads, find A ∈ Vˆ , such that
(2.9)
∫
D
ν (| curl A|) curl A · curl v dx =
∫
D
J · v dx, ∀v ∈ Vˆ .
Equation (2.9) can be written more compactly, by introducing the vector function
h : R3 → R3, h (r) := ν (|r|) r, as
(2.10)
∫
D
h (curl A) · curl v dx =
∫
D
J · v dx, ∀v ∈ Vˆ .
Also, let Vˆ ∗ denote the dual space of Vˆ , by introducing the operator K : Vˆ → Vˆ ∗ as
(2.11) 〈Ku,v〉 :=
∫
D
h (curl u) · curl v dx,
we obtain A ∈ Vˆ as the solution of
(2.12) 〈KA,v〉 = (J,v)2 , ∀v ∈ Vˆ .
Existence and uniqueness is guaranteed by the Zarantonello Lemma [54] as (2.6)
implies
〈Ku,u− v〉 − 〈Kv,u− v〉 ≥ α‖u− v‖2
Vˆ
,(2.13a)
|〈Ku,w〉 − 〈Kv,w〉| ≤ 3β‖u− v‖Vˆ ‖w‖Vˆ ,(2.13b)
see [34], i.e., the strong monotonicity and Lipschitz continuity of the nonlinear oper-
ator K. Moreover, we have the estimate
(2.14) ‖A‖Vˆ ≤
CF
α
‖J‖2.
Remark 1. Typically, for the accurate modelling of magnetic devices an inter-
face problem with several materials, e.g., iron and air, has to be studied. Then, the
piecewise defined magnetic reluctivity also satisfies (2.6) and the problem is still found
to be well–posed, see [10, 31]. Also the extension to multiply connected domains would
mainly require a modification of the divergence free condition to ensure the norm equiv-
alence [10]. In the more general case of f (x, ·) with arbitrary x–dependence, f (·, s)
must additionally be measurable [53] for all s and consequently 3 + 1–dimensional
random fields would occur. However, as our focus lies on the nonlinearity in the
stochastic setting, for simplicity, we restrict ourselves to simply connected domains
with only one homogeneous nonlinear material.
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3. Uncertainties in the Nonlinear Material Law and Stochastic For-
mulation. Randomness is incorporated, as usual, by introducing a probability space
(Ω,F ,P) and modeling the material law f as a random field f : Ω × R+0 → R+0 . A
stochastic formulation is based on the following assumption.
Assumption 2. The stochastic material law f(ω, ·) satisfies Assumption 1 almost
surely (a.s.) with constants α and β independent of ω.
According to Lemma 2.1 this implies, that the stochastic reluctivity ν : Ω×R+0 → R+,
defined as ν (ω, s) := f (ω, s) /s, for all s ∈ R+ satisfies (2.6) a.s., with constants α, β
independent of ω.
Setting for r ∈ R3, h (ω, r) = ν (ω, |r|) r, the stochastic curl–curl problem reads
a.s. as
(3.1)
∫
D
h (·, curl A) · curl v dx =
∫
D
J · v dx, ∀v ∈ Vˆ .
By Assumption 2 we have a unique solution A ∈ Lp(Ω, Vˆ ) for all p ∈ N by means of
(2.14).
3.1. Random Input Discretization by the Truncated Karhunen–Loe`ve
Expansion. In the following we restrict ourselves to an open interval I ⊂ R+ and
define for f (resp. ν), f˜ := f |I¯ . Restricting the uncertainty of the material law to a
specific interval is a reasonable assumption in practice and in particular suitable to
satisfy the constraints (2.5c) and (2.5d) in the presence of randomness. A globally
defined f can be obtained by a differentiable prolongation from I to R+0 .
To be used in computer simulations the input random field f˜ : Ω × I¯ → R+
has to be discretized. This is achieved here by introducing the (linear) truncated
Karhunen–Loe`ve expansion
(3.2) f˜M (ω, s) = Ef˜ (s) +
M∑
n=1
√
λnbn (s)Yn (ω) .
A stronger dependency of f˜M w.r.t. Yn might be obtained by performing a Karhunen–
Loe`ve expansion for log(f˜), rather than f [6]. However, a linear expansion as (3.2)
with a moderate number M , might be beneficial in numerical approximations.
We recall the definition of the expected value and covariance function
Ef˜ (s) :=
∫
Ω
f˜ (ω, s) dP(ω),(3.3)
Covf˜ (s, t) :=
∫
Ω
(
f˜ (ω, s)− Ef˜ (s)
)(
f˜ (ω, t)− Ef˜ (t)
)
dP(ω),(3.4)
for s, t ∈ I¯. Based on the following assumption, some important properties of (3.2)
are briefly recalled here, see, e.g., [35, 26, 8, 49].
Assumption 3. The image of Yn, n = 1, . . . ,M is uniformly bounded. Addition-
ally, the covariance satisfies Covf˜ ∈ Cl
(
I × I), with l > 2.
Consider the self–adjoint and compact operator Tf˜ : L
2 (I)→ L2 (I), given by
(3.5)
(
Tf˜ u
)
(s1) :=
∫
I
Covf˜ (s1, s2)u (s2) ds2.
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Then (λn, bn)
∞
n=1 are eigenpairs of
(3.6) Tf˜ u = λu,
where the (bn)
∞
n=1 are orthonormal in L
2 (I) and λ1 ≥ λ2 ≥ · · · ≥ 0. In (3.2), the
random variables (Yn)
∞
n=1 subject to
(3.7) Yn =
1√
λn
∫
I
(
f˜(ω, s)− Ef˜ (s)
)
bn(s)ds,
for λn > 0, are centered and uncorrelated with unit variance. We assume that they
are independent and denote their image with Γn and set Γ :=
∏M
n=1 Γn.
Approximation properties of (3.2) are well studied, in particular the L2–error
(3.8) ‖f˜ − f˜M‖2L2(Ω×I) =
∞∑
n=M+1
λn,
is optimal among all M–term approximations, see [49]. The remainder in (3.8) can
be bounded, investigating the decay rate of the eigenvalues [26, 49]. We obtain
(3.9) 0 ≤ λn ≤ Cn−l,
with C > 0, see [26, Proposition 2.5] and hence,
(3.10) ‖f˜ − f˜M‖2L2(Ω×I) ≤ ClM1−l.
An analytic covariance yields an exponential decay.
Except for several simple covariance functions, e.g., the exponential kernel, the
eigenvalue problem (3.6) has to be solved numerically. This has been addressed, e.g.,
in [49, 42]. To assure global differentiability, we employ a Galerkin approximation
based on a B–spline space. This leads to a generalized discrete eigenvalue problem.
Let Imin := min
(
I¯
)
, Imax := max
(
I¯
)
, and q,N ∈ N and consider a (quasi-uniform)
sequence
(3.11) Imin = s0 < s1 < · · · < sN = Imax,
referred to as mesh τN . To τN we associate the B–spline space Sq,kN of polynomials of
degree q on each sub–interval of τN with global continuity k ∈ N. For the standard
iterative construction procedure of B–splines, see, e.g., [24]. The Galerkin approxi-
mation of (3.6) reads, following [49, p.111], find (λN,n, bN,n)
∞
n≥1 ⊂ R × Sq,kN subject
to
(3.12)
∫
I
∫
I
bN,n (s1) Covf˜ (s1, s2) vN (s2) ds1ds2 = λN,n
∫
I
bN,n (s) vN (s) ds,
for all vN ∈ Sq,kN . By means of the numerically computed eigenpairs, the discrete
Karhunen–Loe`ve expansion reads
(3.13) f˜M,N (ω, s) = Ef˜ (s) +
M∑
n=1
√
λN,nbN,n (s)YN,n (ω) .
Based on the approximation properties of B-splines, see, e.g., [30], the Galerkin error
contribution can be bounded, following [49], as
(3.14) ‖f˜M − f˜M,N‖2L2(Ω×I) ≤ CMN−2(q+1),
with CM > 0 and q + 1 < l.
8 U. Ro¨mer and S. Scho¨ps and T. Weiland
3.2. Application to the Nonlinear Magnetic Material Law. In the fol-
lowing we employ a Karhunen–Loe`ve expansion to discretize the stochastic magnetic
material law. We thereby focus on the truncation error, i.e., assume that N is suf-
ficiently large. As in the deterministic case we set f˜ (i) := ∂isf˜ (·, s). To ensure the
solvability of the PDE the L2 (Ω× I)–convergence of f˜ to f˜M is not sufficient and we
additionally require that f˜
(i)
M satisfies (1.2).
Lemma 3.1. Let Assumption 3 hold true, then there exists M0 ∈ N, such that for
M > M0
(3.15) α0 ≤ f˜ (1)M (ω, s) ≤ β0,
holds with positive constants α0, β0.
Proof. Based on Assumption 3 it follows by [49, Theorem 2.24] and (3.9), that
for λn 6= 0,
(3.16) ‖f˜ (1) (ω, ·)− f˜ (1)M (ω, ·) ‖L∞(I) ≤ Cδ
∞∑
n=M+1
λ1/2−δn ≤ Cδ,lM1−l/2+δl︸ ︷︷ ︸
=:rM
,
a.s., with 0 < δ < 1/2 − 1/l and a positive constant Cδ additionally depending on
the covariance and |Γ|. Hence, the sum on the right–hand–side converges for all M .
Moreover, we can choose M ≥M0 large enough such that for almost all ω ∈ Ω, s ∈ I,
(3.17) α− rM0︸ ︷︷ ︸
=:α0
≤ f˜ (1)M (ω, s) ≤ β + rM0︸ ︷︷ ︸
=:β0
,
with rM0 ∈ (0, α).
Let fM be a continuously differentiable prolongation of f˜M from I to R+0 , such that
Assumption 2 is satisfied. This can be achieved, e.g., by the construction given in [31].
Then νM (ω, s) := fM (ω, s) /s can be used as material coefficient for the stochastic
problem. Complementary to this result, formulas assuring that the shape constraint
(3.17) is verified, will be derived in the next section for a concrete setting.
Remark 2. We observe that we cannot model f or ν, as normal (or log–normal)
random field, as their derivatives would not be bounded uniformly. In particular the
trajectories of f would be non–monotonic with a probability greater than zero.
3.2.1. Practical Realization and Numerical Example. In this section a
practical realization under minimal assumptions on f is discussed. Measured data is
supposed to be available at equidistant points Imin ≤ sˆ1 < sˆ2 < · · · < sˆR ≤ Imax .
We introduce the table
(3.18)
{(
sˆi, fˆij
)
, i = 1, · · · , R, j = 1, · · · , Q
}
and assume that the data is monotonic, i.e., fˆi1j ≤ fˆi2j , for i1 ≤ i2 and j = 1, . . . , Q.
The data is interpolated using C1 monotonicity-preserving cubic splines, see [27].
For data with increased oscillations due to measurements a procedure as outlined in
[44, 47] should be used.
The situation Q = 1 is very common in practice, and additional assumptions
on the covariance are needed in this case. To solve the Karhunen–Loe`ve eigenvalue
problem, as outlined in Section 3.1, the correlation function
(3.19) kf˜ (s, t) =
Covf˜ (s, t)√
Covf˜ (s, s)
√
Covf˜ (t, t)
,
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Fig. 2. Expected value Ef and correlation function kf for the data given in [45].
is chosen to be approximated by the Gaussian kernel
(3.20) kG (s, t) = δ
2 e−(
s−t
L )
2
,
where L denotes the correlation length and δ > 0 a parameter. By rescaling with the
interpolated sample variance
(
Varfˆi
)R
i=1
we obtain the covariance. The associated
discrete eigenpairs (λn, bn)
N
n=1 are obtained by discretization with S3,1N . Then, the
random material relation is approximated by
(3.21) f˜M (ω, s) = Ef˜ (s) + δ
M∑
n=1
√
λnbn (s)Yn (ω) .
In (3.21) Ef˜ is obtained by projecting the interpolated sample mean
(
Efˆi
)R
i=1
on S3,1N .
Here, we determine M such that the relative information content satisfies
(3.22)
∑M
n=1 λn∑M ′
n=1 λn
> 0.95,
where M ′  M . For a more rigorous approach to the recovery of the Karhunen–
Loe`ve approximation from measured data by means of an a posteriori error analysis,
we refer to [5]. Sample realizations of the Yn can be determined by (3.7), however
here, we model them to be distributed uniformly as U
(−√3,√3). The parameter δ
is used to assure that (3.21) satisfies the shape constraints (3.17), see also [8, p. 1282]
for a related discussion in the context of a linear material coefficient. In particular
we only need to assure that f˜M is monotonic. If Ef˜ can be represented by a spline
function, as is the case in the present setting, a simple condition for δ can be derived
to this end. To simplify notation let ηM (s) =
∑M
n=1
√
λnbn(s) and ηM,i be obtained
by substituting bn in the previous relation by its i–th spline coefficients. Let
(
Ef˜ ,i
)N
i=1
denote the coefficient vector of Ef˜ ∈ S3,1N . Then from [24] we recall that a sufficient
condition for a B–spline to be monotonic is that its coefficients are increasing and
hence, monotonicity can be assured by
(3.23) δ < min
i=2,...,N
Ef˜ ,i − Ef˜ ,i−1√
3|ηM,i − ηM,i−1|
,
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Fig. 3. Ten sample discretizations for M = 3, with correlation lengths L = 1/20, L = 1/10 and
L = 1/2, respectively. The perturbation amplitudes are δ = 0.89, δ = 2.10 and δ = 2.85, respectively.
where we minimize only over those i with nonzero denominator. In a more general
setting one could derive a similar expression by minimizing δs given by
(3.24) E(1)
f˜
(s) > δs
√
3|η(1)M (s) |,
over all s ∈ I¯.
Let us consider the material uncertainty of an electrical machine. In [45], mea-
sured data1, representing the material properties from twenty–eight machine stator
samples (Q = 28) from the same production chain was presented. The interval of
interest is given by I¯ = [1, 1.55] and measurements were taken at R = 14 equidis-
tant points. For the given criteria we truncate the Karhunen–Loe`ve expansion with
M = 3. Figure 2 depicts both the expected value and the correlation function. For
illustration we compare the setting for three different correlation lengths L = 1/20,
L = 1/10 and L = 1/2, respectively. Figure 3 depicts ten sample realizations for each
correlation length, where the coefficient δ is chosen according to (3.23) and a uniform
mesh with N = 60 spline basis functions is used. It can be readily observed, that a
smaller correlation length, corresponding to trajectories with increased oscillations,
demands for a smaller δ, i.e., a smaller perturbation magnitude. Also, the largest
correlation length L = 1/2 gives the best agreement with the measured data and will
be chosen in what follows.
3.3. Truncation Error and High–Dimensional Deterministic Problem.
We are now going to investigate the modelling error arising from a finite dimensional
noise approximation, i.e., when ν is replaced by νM . So far we have explained how this
approximation can be achieved by means of the Karhunen–Loe`ve expansion, however,
hereafter, we do not restrict ourselves to this specific case anymore. For given νM , for
r ∈ R3, let hM (·, r) := νM (·, |r|) r denote the associated vector function. Then AM
is defined a.s. as the solution of
(3.25)
∫
D
hM (·, curl AM ) · curl v dx =
∫
D
J · v dx, ∀v ∈ Vˆ .
Proposition 3.2. Let A and AM be the solution of (3.1) and (3.25), respectively.
Moreover, let f as well as fM satisfy Assumption 2, with constants α, α0, respectively.
Then we have a.s.
(3.26) ‖A−AM‖Vˆ ≤ ‖ν − νM‖L∞(R+)
CF‖J‖2
αα0
.
1The simulation is based on the original data kindly provided by Ste´phane Cle´net.
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Proof. As f satisfies Assumption 2, we have a uniform strong monotonicity prop-
erty, i.e., a.s.
(3.27) α‖A−AM‖2Vˆ ≤
∫
D
(h (·, curl A)− h (·, curl AM )) · curl (A−AM ) dx
and because of equations (3.1) and (3.25) and the Cauchy–Schwarz inequality
(3.28) α‖A−AM‖Vˆ ≤ ‖hM (·, curl AM )− h (·, curl AM ) ‖2.
For the right–hand–side we further obtain
‖hM (·, curl AM )− h (·, curl AM ) ‖2(3.29)
≤
∫
D
((νM (·, | curl AM |)− ν (·, | curl AM |)) curl AM )2 dx
1/2(3.30)
≤ ‖νM − ν‖L∞(R+)‖AM‖Vˆ .(3.31)
The result follows from ‖AM‖Vˆ ≤ CF‖J‖2α0 .
Due to (3.26) we have control of the truncation error. For simplicity, this error
is omitted in the following, i.e., we assume that the uncertain input has a finite
dimensional noise representation:
Assumption 4. The random field ν, resp. f , depends (continuously) on M
independent random variables solely, i.e., a.s.
(3.32) ν (Y (ω) , s) = ν (ω, s) ,
where Y = (Y1, Y2, . . . , YM ).
We recall that Y may also refer to random variables in closed–form representations
of ν or coefficients in spline models, among others. Based on Proposition 3.2 and
Assumption 4 it follows from the Doob–Dynkin Lemma [46] (cf. [4]) that we can
write
(3.33) A (Y (ω) ,x) = A (ω,x) .
We recall that the Yn have a bounded image and a joint probability density function
(3.34) ρ : Γ→ R+,
such that ρ (Y) = ρ1 (Y1) ρ2 (Y2) . . . ρM (YM ). For all random variables X ∈ L1ρ (Γ),
such that X (ω) = X (Y (ω)) we introduce
(3.35) E [X] =
∫
Γ
X (y) ρ (y) dy.
We now introduce the following assumption for f : Γ× R+0 → R+0 .
Assumption 5. The stochastic material law f(y, ·) satisfies Assumption 1 for
ρ–almost all y ∈ Γ, with constants α and β independent of y.
The stochastic problem can be recast into a deterministic one with 3+M dimensions.
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To this end, let Vˆ := L2ρ (Γ)⊗ Vˆ be the closure of formal sums u =
∑n
i=1 viwi, where
{vi}i=1,n ⊂ L2ρ (Γ) and {wi}i=1,n ⊂ Vˆ , with respect to the inner product
(3.36) (u,u)Vˆ = E
[
(u,u)Vˆ
]
,
cf. [8]. Let h : Γ× R3 → R3. We seek A ∈ Vˆ such that
(3.37)
∫
D
h (y, curl A (y)) · curl v dx =
∫
D
J · v dx, ∀v ∈ Vˆ ,
where A (y) := A (y, ·).
4. A Stochastic Collocation Method for the Nonlinear curl–curl For-
mulation. In the following, the variables x ∈ D and y ∈ Γ will be referred to as
deterministic and stochastic variable, respectively. The solution of (3.37) requires
discretization in both variables as well as a linearization procedure. To this end, we
carry out:
(i) deterministic discretization based on lowest order H (curl)–conforming fi-
nite elements with maximum stepsize h,
(ii) stochastic discretization based on a collocation procedure on a tensor grid
or sparse grid of level q,
(iii) l–times iteration of the linearized system of equations by means of the
Kac˘anov or Newton–Raphson method.
As we will see in Section 4.4, the use of global, higher order polynomials over Γ
is justified by the regularity of the solution, whereas the collocation procedure is
particularly attractive for nonlinear problems due to the ease of implementation. We
will then proceed by analyzing the approximation error originating from finite element
discretization εh, stochastic collocation εq and linearization εl, respectively. By the
triangle inequality these errors can be decomposed as
(4.1) ‖A−Ah,q,l‖Vˆ ≤ ‖A−Ah‖Vˆ︸ ︷︷ ︸
=:εh
+ ‖Ah −Ah,q‖Vˆ︸ ︷︷ ︸
=:εq
+ ‖Ah,q −Ah,q,l‖Vˆ︸ ︷︷ ︸
=:εl
.
Additional sources of error can be identified, in particular quadrature errors and the
error from numerically solving linear systems of equations. However, these errors
will be omitted here. We also claim that all three steps of the proposed scheme
commute. This has been shown for the deterministic case in [51] and generalizing to
the stochastic collocation method is straightforward.
4.1. Galerkin Finite Element Approximation. Equation (3.37) is approx-
imated in the deterministic variable by the Galerkin finite element method. Higher
order schemes are well established and could be employed, however, as our focus lies
on the stochastic part, we restrict ourselves to lowest order schemes. We consider dis-
cretizations of the Lipschitz polyhedron D with a simplicial mesh Th, with maximum
size h > 0. The mesh is assumed to be quasi–uniform in the sense of [14, Definition
4.4.13], in particular
(4.2) min
T∈Th
diam (BT ) ≥ CDh,
where BT denotes the largest ball contained in T . We then introduce the discrete
spaces
Vh :={u ∈ V | u|T = aT + bT × x, aT ,bT ∈ R3, ∀T ∈ Th},(4.3)
Wh :={v ∈ H10 (D) | v|T = aT · x + bT , aT ∈ R3, bT ∈ R, ∀T ∈ Th},(4.4)
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i.e., Vh and Wh are spanned by lowest order Ne´de´lec and Lagrange elements, respec-
tively. As in the continuous case, the space of (discrete) divergence free functions, is
introduced as
(4.5) Vˆh := {uh ∈ Vh | (uh,grad vh)2 = 0, ∀vh ∈Wh}.
We observe that Vˆh is not a subspace of Vˆ , as (weak) discrete divergence free functions
are not (weak) divergence free in general. The deterministic finite element approxi-
mation consists in computing Ah : Γ→ Vˆh such that for ρ–almost all y ∈ Γ,
(4.6)
∫
D
h (y, curl Ah (y)) · curl vh dx =
∫
D
J · vh dx, ∀vh ∈ Vˆh,
holds. Existence and uniqueness can be established based on a discrete Poincare´–
Friedrichs inequality [32, Theorem 4.7], see, e.g., [53].
4.2. Stochastic Collocation Method. Stochastic discretization is based on a
collocation approach using either a tensor or a sparse grid, see, e.g., [52, 6, 7, 38].
Starting with the (isotropic) tensor grid, following [38], the collocation points are
given as
(4.7) HTq,M := {y11 , y21 , . . . , yn(q)1 } × {y12 , y22 , . . . , yn(q)2 } × · · · × {y1M , y2M , . . . , yn(q)M },
where in each dimension m = 1, . . . ,M , we have n(q) = p(q)+1 collocation points and
Nq = n(q)
M in total. Note that p refers to the underlying polynomial degree, which
we identify with the level for the tensor grid case as p(q) = q. Also, a global index
k is associated to the local indices in the usual way [7]. The collocation points are
chosen as the roots of the orthogonal polynomials associated to the probability density
function ρ. As commonly done [39, 7] we introduce the notation y = (ym, yˆm) , yˆm =
(y1, . . . , ym−1, ym+1, . . . , yM ). Let Qp (Γm) be the space of polynomials of degree at
most p in Γm. Then we introduce in each dimension the one–dimensional Lagrange
interpolation operator Imp : C (Γm;V )→ Qp (Γm)⊗ V such that
(4.8) Imp u (y) =
p+1∑
i=1
u
(
yim, yˆm
)
lim (ym) ,
where lim (ym) is the Lagrange polynomial of degree p associated to the point y
i
m. The
tensor grid interpolation formula reads as
(4.9) Iq,Mu (y) = I1p(q) ⊗ · · · ⊗ IMp(q)u (y) =
Nq∑
k=1
u (yk) lk (y) ,
where lk (y) is the global Lagrange polynomial associated to the point yk ∈ HTq,M .
An isotropic tensor grid, with n points in each direction, can only be used for
moderate dimensions M , as the total number of collocation points grows as nM .
Therefore, collocation in higher dimensions is based on sparse grids [13, 41]. For
simplicity we consider isotropic Smolyak grids, solely. Anisotropic sparse grids are
discussed, e.g., in [40]. Following [38], let j ∈ NM0 be a multi-index and
(4.10) Ij,Mu (y) =
p(j1)+1∑
i1=1
· · ·
p(jM )+1∑
iM=1
u
((
yi11,j1 , . . . , y
iM
M,jM
)) M∏
m=1
limm,jm (ym) ,
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the associated multi-dimensional Lagrange interpolation operator, where the Gauß
knots {yimm,jm}
p(jm)+1
im=1
and the Lagrange polynomials {limm,jm}
p(jm)+1
im=1
now also depend
on the multi-index j. For the choice p(j) = 2j for j > 0 and p(0) = 0, the Smolyak
formula is given by
(4.11) Aq,Mu (y) =
∑
q−M+1≤|j|1≤q
(−1)q−|j|1
(
M − 1
q − |j|1
)
Ij,Mu (y) .
The associated sparse grid is denoted HSq,M . Evaluating (4.9) and (4.11) requires
solving
(4.12)
∫
D
h (yk, curl Ah (yk)) · curl vh dx =
∫
D
J · vh dx, ∀vh ∈ Vˆh,
for all collocation points yk in H
T
q,M and H
S
q,M , respectively.
4.3. Linearization. At each collocation point, iterative linearization is carried
out until the linearization error is found to be sufficiently small. The l–th iterate,
l ∈ N, consists in computing Ah,q,l ∈ Qq (Γ)⊗ Vˆh such that for k = 1, . . . , Nq
(4.13)
∫
D
hL (yk, curl Ah,q,l(yk)) · curl vh dx =
∫
D
J · vh dx, ∀vh ∈ Vˆh,
where Qq (Γ) refers to the polynomial space associated either to tensor or to Smolyak
interpolation. For a precise definition of these spaces, see, e.g., [7]. The representation
(4.13) follows [25, 16] and in particular we consider the linearization,
(4.14) hL (·, r) = ν (·, |rl−1|) r,
for r, rl−1 ∈ R3. This is usually referred to as Kac˘anov method or successive substi-
tution in the literature. Note that the case of the Newton–Raphson method, i.e.,
(4.15) hL (·, r) = ν (·, |rl−1|) r + ν
(1) (·, |rl−1|)
|rl−1| rl−1 ⊗ rl−1 (r− rl−1) ,
is also covered. Under restrictions on the starting point Ah,q,0 and damping, if nec-
essary, Ah,q,l converges to Ah,q. At each step equation (4.13) is well–posed by the
Lax–Milgram Lemma for both choices. For the Kac˘anov method, this follows by
observing that
ν (y, | curl Al−1|) ∈ [α, β].
For the Newton–Raphson method we refer to Lemma 4.1 below.
4.4. Stochastic Regularity and Convergence Analysis. Convergence of the
stochastic collocation method introduced above, can be established once the regularity
of the solution is known. Whereas for the present nonlinear elliptic problem, the
regularity w.r.t. the deterministic variable x is well known, to our knowledge, the
stochastic regularity of the solution A w.r.t. y has not been investigated. In the
case of a linear elliptic PDE it is well known, that under some mild assumptions the
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solution is an analytic function of the stochastic variable [7, 39, 23]. Similar results
hold true for several types of nonlinear problems, see [19, 20]. Here, the mapping
(4.16) y 7→ ν (·, | curl A (y) |)
is real, but not complex differentiable, see [33, 10], and this impedes a complex anal-
ysis. Moreover, the techniques presented in [19], based on the implicit function
theorem, cannot be applied as a norm gap arises. More precisely, the nonlinearity
h : Lp(D)3 → Lq(D)3 can be differentiated only for q < p, see [50]. Higher order
differentiability even requires a larger difference between p and q. Therefore, we con-
duct an explicit higher order sensitivity analysis to precisely determine the stochastic
regularity.
We define νγ (y, |r|) := ∂γyν (y, |r|), hγ(y, r) := ∂γyh(y, r) and Aγ := ∂γyA (y),
respectively. We will encounter derivatives of the function h (·, r) = ν (·, |r|) r with
respect to r, i.e., multi–linear maps Dkr h (·, r) : R3k → R3. Of particular interest is
the Jacobian D1r h, identified with the differential reluctivity tensor as
(4.17) νd (y, r) :=
 ν (y, |r|) +
ν(1) (y, |r|)
|r| r⊗ r, r 6= 0,
ν(y, 0), r = 0.
An important property is stated in the following Lemma.
Lemma 4.1. Let Assumption 5 hold true. Then the differential reluctivity tensor
satisfies
|νd (y, s) | ≤ βd,(4.18a)
r>νd (y, s) r ≥ αd|r|2,(4.18b)
for αd, βd > 0 and all y ∈ RM , r, s ∈ R3.
Proof. This result has been established, e.g., in [34, Lemma 3.1].
In particular this implies, that the bilinear form bd (u; ·, ·), defined by
(4.19) bd (u; v,w) :=
∫
D
νd (·, curl u) curl v · curl wdx,
is continuous and coercive on Vˆ . We recall that Vˆh is not a subspace of Vˆ . However, bd
is continuous and coercive on Vˆh, too. The form bd arises naturally when sensitivities
are computed and also in the linearized system obtained by the Newton–Raphson
method, which is well–posed at each iteration step by the properties just established.
Provided that f is k–times differentiable, the question arises whether higher order
derivatives of the solution exist as well. In a first step, we consider the case k ≤ 3.
We impose the following assumption on the material law.
Assumption 6. For the parametric material law there holds
(4.20) f ∈ C3(Γ× R+)
with bounded and uniformly continuous derivatives, and additionally
f (2)(·, 0) = f (3)(·, 0) = 0.
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The vanishing higher order derivatives of f around the origin are used here to en-
sure differentiability in presence of the absolute value. Under the previous assumption
we infer that Dkr h is bounded.
Lemma 4.2. Let Assumption 6 hold true. Then for |α|1 ≤ k ≤ 3, ∂αr hj is
continuous and |∂αr hj | ≤ Ck.
Proof. For r 6= 0, as hj(·, r) = f(·, |r|)rj/|r| we see that hj is k-times continuously
differentiable. Hence, if ∂αr hj(·, r) is bounded for r→∞ and r→ 0 the result follows.
For r → ∞ we observe that f (k) is bounded (by Assumption 6) and that the same
holds true for ∂αr (r/|r|).
For r→ 0 we first observe that by the rule of l’Hoˆpital
(4.21) ν(k−1)(·, 0) = f (k)(·, 0)/k
and hence ν(1)(·, 0) = ν(2)(·, 0) = 0 by Assumption 6. Hence, using the expressions for
Dkr h given in Appendix A we infer that D
1
r h(·, 0)(s1) = ν(·, 0)s1 and that D2r h(·, 0) =
D3r h(·, 0) = 0.
By examining the proof of Lemma 4.2 we observe that if |β|1 ≤ k, Dk−|β|1r hβ is
bounded, too.
In the continuous case, formally differentiating the strong form of the boundary
value problem, we obtain for the derivative Aγ
curl (νd (·, curl A) curl Aγ) = curl Fk
(
(Aα)α<γ
)
,(4.22a)
div Aγ = 0,(4.22b)
Aγ × n = 0,(4.22c)
where, as shown in the Appendix, Fk is given by
(4.23) Fk = −
∑
0≤α≤γ
(
γ
α
)∑
pi∈Π∗
Dca(pi)r hα (·, curl A)
(
curl Api1 , . . . , curl Apica(pi)
)
.
With Π∗ we denote the set of partitions of γ − α, such that ca (pi) > 1 if α = 0,
where ca (pi) refers to the cardinality of pi. We refer to Appendix B for a more
detailed definition of the underlying sets of Fk. We observe, that pii < γ for i =
1, . . . , ca (pi) and hence the derivatives contained in the right–hand–side are of lower
order. Equation (4.22) is the basis for establishing the regularity of the solution with
respect to the stochastic variable. This in turn determines the convergence rate of the
corresponding discretization error. Before bounding the collocation error, we discuss
the finite element error. To this end, we assume the following:
Assumption 7. The solution of (3.37) has the additional regularity A ∈ L∞ (Γ,Hs (curl;D)),
with s ∈ (1/2, 1], and the same holds true for the weak solution of (4.22), if it exists.
Based on this regularity assumption, we can establish the following result:
Lemma 4.3. Let Assumptions 5 and 7 hold true, then the deterministic error is
bounded as
(4.24) εh ≤ Chs,
where C depends on A and on s but is independent of y.
Proof. For the deterministic error εh, also in the present nonlinear case, Ce´a’s
Lemma
(4.25) ‖A (y)−Ah (y) ‖Vˆ ≤ C1 inf
vh∈Vˆh
‖A (y)− vh‖Vˆ ,
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holds for ρ–almost all y ∈ Γ, see [10]. Then from [37, Theorem 5.41] we obtain
(4.26) ‖A (y)−ΠhA (y) ‖Vˆ ≤ C2hs‖A (y) ‖Hs(curl;D),
where Πh is the canonical interpolation operator [37, p. 134] and the constant C2
depends on s, but is independent of y. As A ∈ L∞ (Γ,Hs (curl;D)), we conclude
that εh ≤ C3hs. Based on the sensitivity analysis carried out in this section, we
can now use Theorems 4 and 5 of [38] to establish the main result.
Theorem 4.4. Let Assumptions 5, 6 and 7 hold true. There holds
(4.27) ‖A−Ah,q‖Vˆ ≤ Chs + εq,
where C is the constant from Lemma 4.3. Moreover, let is be an integer 1 ≤ is ≤ k,
such that is = 1 for s ∈ (1/2, 3/4), is = 2 for s ∈ [3/4, 1) and is = 3 for s = 1,
respectively. For the isotropic tensor grid collocation method we have
(4.28) εq ≤
CTq
−is ,
CT
2
N−is/Mq ,
with respect to the level (polynomial degree) q and the number of collocation points
Nq, respectively. For the sparse grid collocation method and M ≤ is, there holds
(4.29) εq ≤

CS(q + 1)
2M2−bis/Mc(q+1),
CS
(
1 + log2
(
Nq
M
))2M
N
−bis/Mc log 2ξ+logM
q ,
with respect to the level q and the number of collocation points Nq in the sparse grid,
respectively. The constants CT, CS depend on s,A, ν, ρ and ξ ≈ 2.1.
Proof. The deterministic error estimate has been established in Lemma 4.3. In a
first step, we bound the stochastic collocation error for the isotropic tensor grid. In
this case, the collocation error can be recast as an interpolation error
(4.30) Ah −Ah,q = Ah − IqAh.
We will consider the case M = 1, solely, as the result for M > 1 follows by induction,
see, e.g., [15, Lemma 7.1] or [38, Theorem 4]. The collocation error is related to the
best–approximation error in Qq (Γ)⊗ Vˆh, following [7], as
(4.31) ‖Ah − IqAh‖L2ρ(Γ)⊗Vˆ ≤ C1 infv∈Qq(Γ)⊗Vˆh
‖Ah − v‖L∞(Γ,Vˆ ).
The error decay then depends on the smoothness of A (and hence Ah) with respect
to the stochastic variable. We note that, as M = 1, ∂γyA simplifies to ∂
is
y A. Using
(4.22) and the coercivity of bd we can formally bound
(4.32) ‖∂isy A‖Vˆ ≤ C2‖Fis‖2.
Applying the generalized Ho¨lder inequality and Lemma 4.2 yields
‖Fis‖2 ≤ C3 max
pi
‖ |∂pi1y curl A| · · · |∂pica(pi)y curl A| ‖2
≤ C3 max
pi
‖∂pi1y curl A‖Lp(D)3 · · · ‖∂pica(pi)y curl A‖Lp(D)3 ,
where p/2 = ca(pi) ≤ is and C3 depends on ν and s. Hence, we have to choose is such
that ∂jy curl A(y) ∈ L2is(D)3, for j = 0, . . . , is − 1 and ρ-almost all y ∈ Γ:
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(i) For s ∈ (1/2, 3/4) we obtain is = 1 as we only have curl A(y) ∈ L2(D)3.
(ii) For s ∈ [3/4, 1) we can set is = 2 as ∂jy curl A(y) ∈ L4(D)3 holds, for
j = 0, 1.
This follows from the Sobolev embedding theorem, see, e.g. [37, Theorem
3.7],
as we have ∂jy curl A(y) ∈ Hs(D)3.
(iii) For s = 1 we obtain is = 3, as we can show that ∂
j
y curl A(y) ∈ L6(D)3, for
j = 0, 1, 2
using again the Sobolev embedding theorem.
Hence, the results of Jackson quoted from [38] yield
(4.33) ‖Ah − IqAh‖L2ρ(Γ)⊗Vˆ ≤ C4q
−is max
j=0,...,is
‖∂jyAh‖L∞(Γ,Vˆ )
with C4 depending on s and by induction for M > 1
(4.34) εq ≤ C5q−is
M∑
m=1
max
j=0,...,is
‖∂jymAh‖L∞(Γ,Vˆ ) ≤ C6q−is .
The results for the sparse grid collocation error can be inferred from [38] or [13]
once bounds on mixed derivatives of order k, i.e., ∂γyA with γj ≤ k for j = 1, . . . ,M
have been established. Using the same arguments as above we obtain
(4.35) ‖∂γyA‖Vˆ ≤ C7‖F|γ|1‖2
for |γ|1 ≤ is. This in turn ensures bounded mixed derivatives of order k = bis/Mc
for the case M ≤ is, solely. Then the results follow from Theorem 5 of [38].
Remark 3. Concerning the stochastic discretization error, in the two–dimensional
case we can choose is = 2 for s ∈ [1/2, 2/3) and is = 3 for s ∈ [2/3, 1], respectively.
Remark 4. The linearization error could be included into this convergence es-
timate: provided that the initial values Ah,q,0 (yk) are sufficiently close to Ah,q (yk),
there exists r ∈ (0, 1), such that
(4.36) εl ≤ Crl
for the linearization error of the solution Ah,q,l of (4.13) obtained by the Kac˘anov
method. An improved estimate could be obtained for the Newton–Raphson method.
Remark 5. The sparse grid convergence rate of O(N−γbis/Mcq ), with γ ∈ (0, 1), is
smaller than the tensor grid convergence rate of O(N−is/Mq ). This reduction, due to a
lack of mixed regularity of the solution, is also observed in the numerical experiments
in Section 5. However, for smooth solutions the sparse grid approach is expected to
be more efficient for large M .
We now address the question whether a fast convergence, e.g., a rate of q−k
for the tensor grid and arbitrary k ∈ N, can be obtained under suitable regularity
assumptions on the material input data. This is true if curl A is bounded uniformly,
e.g., for smooth domains and data, as can be seen by the preceding arguments. Also,
if we accept a non–uniform constant with respect to the mesh size h, the decay of the
stochastic discretization error can be improved, as stated in the following.
Proposition 4.5. Let Assumption 5 hold true and let ∂αr ∂
β
yh be continuous and
bounded, for |α|1 + |β|1 ≤ k ∈ N. Then we have
(4.37) εq ≤ CT,h,k q−k,
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for a tensor grid and
(4.38) εq ≤ CS,h,k(q + 1)2M2−bk/Mc(q+1),
if M ≤ k, for a sparse grid, respectively. The constants additionally depends on
A, ν, ρ.
Proof. As in the proof of Theorem 4.4 we bound Fk as
‖Fk‖2 ≤ Ck maxpi
∥∥ | curl ∂pi1y Ah| · · · | curl ∂pica(pi)y Ah| ∥∥2(4.39)
≤ C˜kh−k/2 max
pi
‖∂pi1y Ah‖Vˆ · · · ‖∂
pica(pi)
y Ah‖Vˆ ,(4.40)
where we have used
(4.41) ‖ curl ∂piiy Ah‖L∞(D)3 ≤ h−1/2‖ curl Ah‖2,
by the shape–uniformity of the mesh (4.2). This yields
(4.42) ‖∂γyAh‖Vˆ ≤ Ck,h‖Ah‖Vˆ ,
with |γ|1 = k, for the solution Ah (y) of (4.6). The result can now be established
along the lines of the proof of Theorem 4.4 by observing that (4.33) holds true for k
arbitrary.
A similar idea was applied in [43] in a two–dimensional setting to establish the Lips-
chitz continuity of the Newton operator.
5. Numerical Examples. Several numerical examples are presented here to
illustrate the findings. In 2D we consider a stochastic version of the p–Laplacian,
where the solution is known exactly, and the L–shaped domain, respectively. In
3D the magnetostatic TEAM benchmark problem 13 [2] will be discussed with the
stochastic material law of Section 3.2.1. Here, numerical results are obtained using
FEniCS [51], and all non–uniform meshes are generated by Gmsh [28]. Tensor and
sparse grids are generated using the Sparse grids Matlab kit [11, 1].
In 2D, the curl operator reduces to curl (u e3) = (∂x2u,−∂x1u, 0), where e3
denotes the unit vector in the third dimension. The 2D equivalent of (2.9) then reads,
find u ∈ H10 (D) subject to
(5.1) (ν (|gradu|) gradu,grad v)2 = (J, v)2 ∀v ∈ H10 (D) .
Equation (5.1) is approximated by means of Wh, i.e., lowest order nodal finite ele-
ments.
5.1. p–Laplace. We consider D = (0, 1)× (0, 1), a constant current J = 2 and
for s ∈ R+
(5.2) ν (s) = sp−2,
giving rise to the p–Laplace problem considered in [25]. The solution is given by
(5.3) u (p, (x1, x2)) = −p− 1
p
| (x1, x2)− (0.5, 0.5) |
p
p−1 +
p− 1
p
0.5
p
p−1 ,
as we use the inhomogeneous Dirichlet boundary condition u|∂D. Modeling Y = p
as a single random parameter, with Y > 1 a.s., we obtain a stochastic problem. For
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Fig. 4. p–Laplace example. Left: Eu(x1, x2) of analytic solution. Right: Varu(x1, x2) of
analytic solution.
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Fig. 5. p–Laplace example. Discretization error, i.e., H1–error of the expected value for differ-
ent levels of spatial discretization and small linearization error. A fast error convergence is observed
until the spatial discretization error level is attained. As a reference, E[u] is approximated with Eq [u],
q = 10.
each Y we have u(Y, ·) ∈ H1(D) and even gradu(Y, ·) ∈ L∞(D)2. Hence, we expect
a fast spectral stochastic convergence. Note that (5.2) violates the assumptions on
the reluctivity for s → {0,∞}. However, monotonicity and continuity results can
be obtained as outlined in [17]. We model Y as uniformly distributed on (3, 5), i.e.,
Y ∼ U (3, 5). Using a uniform triangulation, (5.1) is iteratively solved by means of
the Kac˘anov method (with damping) until the solution increment is below 10−12 in
the discrete L∞–norm, which yields a negligible linearization error compared to the
other sources of error. In Figure 4 we depict the expected value and variance of the
solution, respectively. In Figure 5 the error ‖E[u−uq,h]‖H10(D) is depicted for different
values of h. As we are not aware of a closed form solution of E[u], we approximate
it by Eq[u], with q = 10. From Figure 5 an exponential decay of the stochastic error
can be observed until the corresponding discretization error level is attained.
5.2. L–Shaped Domain. Another two–dimensional example is the L–shaped
domain, given by [−1, 1]2\[0, 1]2. Homogeneous Dirichlet boundary conditions are
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Fig. 6. L–shaped domain. Left: solution evaluated with unperturbed material law and constant
source current density J = 105 on the coarsest grid FE grid. Right: random realizations of stochastic
material model (5.4).
applied together with the constant excitation J = 105. We adopt the material model
(5.4) ν(s) = d+
cs2b
ab + s2b
from [21]. Given initial values a0 = 1.78, b0 = 14, c0 = 6000 and d0 = 245, we set
a = a0(1 + 0.2Y1), b = b0, c = c(1 + 0.2Y2), and d = d0 to introduce randomness,
where Y1,2 ∼ U
(−√3,√3). In Figure 6 on the left and right we depict the solution for
Y1 = Y2 = 0 and random realizations of the reluctivity, respectively. Linearization is
carried out as in the previous example. A coarse finite element (FE) grid as depicted
in Figure 6 on the left, referred to as FE grid 1, is uniformly refined two (FE grid 2)
and four times (FE grid 3), respectively. The stochastic error for a tensor grid HTq,2,
w.r.t. both the polynomial degree and the number of grid points, is shown in Figure
7. As a reference, a higher order polynomial approximation (q = 9) in the stochastic
variable is used on each grid. For this example there holds gradu ∈ Hs(D)2, with
s = 2/3 − , with  > 0. According to Theorem 4.4 in 2D, see Remark 3, at least
a decay of q−2 is expected as s ∈ [1/2, 2/3). For the finest FE grid we numerically
observe a decay of even q−2.987. Hence, the convergence rate seems to be insensitive
to the small  parameter and the result could possibly be slightly improved. For grids
1 and 2 the decay is also faster than predicted. In Figure 8 the errors for a sparse HSq,2
are depicted. As bis/Mc = 1 in this case, the convergence is assured. We observe an
algebraic decay w.r.t. to the number of grid points. Also the tensor grid approach is
more efficient in this case as, e.g., for Nq = 49 and FE grid 3, the error using H
S
q,2 is
4.12× 10−4, whereas the error using HTq,2 is 1.77× 10−5.
5.3. TEAM Benchmark. TEAM benchmarks are setup to validate electro-
magnetic codes and in particular magnetic field simulations. Here, we investigate the
nonlinear magnetostatic TEAM 13 problem. A magnetic field in three thin iron sheets
is generated by a rectangular coil, with blended corners, as depicted in Figure 9 on
the right. Due to symmetry, only the upper half of the iron sheets is visualized. In a
pre–processing step, an electrokinetic problem is solved to obtain the source current
distribution J with a total imposed current of 3000A per cross section. Gauging is
enforced through a Lagrange multiplier and a mixed formulation see, e.g., [36]. The
computational domain is truncated, applying homogeneous Dirichlet boundary con-
ditions at a boundary, sufficiently far away from the problem setup. Strictly speaking
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Fig. 7. L–shaped domain. Estimated stochastic error for tensor grid HTq,2 on three different
FE grids. The reference solution is computed with polynomial degree q = 9. Left: error w.r.t.
underlying polynomial degree. Right: error w.r.t. number of grid points.
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Fig. 8. L–shaped domain. Estimated stochastic error for sparse Smolyak grid HSq,2 on three
different FE grids. The reference solution is computed on a dense grid with polynomial degree q = 9.
Left: error w.r.t. sparse grid level. Right: error w.r.t. number of grid points.
this iron–air interface problem would require minor modifications of the analysis pre-
sented in this paper, as mentioned in Remark 1. We replaced the material properties
of the original benchmark and employed the stochastic B–H curve presented in Sec-
tion 3.2.1, with L = 1/2 and δ = 2 instead. Extrapolation beyond the data range
is carried out as described in [47]. Note that for this case we are concerned with
C1 trajectories, solely. A tetrahedral mesh, see also Figure 9, is generated using the
software Gmsh [28] and two steps of uniform refinement are carried out. We refer to
the different FE grids with 7388, 41958 and 261196 total degrees of freedom as grid
1, 2 and 3, respectively. In Figure 9 on the left the magnetic flux density distribu-
tion is depicted for the expected value of the B–H curve. The nonlinear problem is
linearized and iterated as explained in the p–Laplace example with a linearization in-
crement below 10−5 in the discrete L∞–norm. In view of the expected low regularity
of the solution and the small number of random inputs a tensor grid HTq,3 is used.
The stochastic convergence is depicted in Figure 10 for all three FE grids. Here, the
stochastic error is estimated as H(curl)–norm of E[Ah,q,l] − E[Ah,q+1,l], as we do
not have an analytical solution. The initially rapid convergence deteriorates until the
linearization error level is attained. We also observe that the convergence is algebraic.
However, the convergence is faster than the predicted rate q−1 in view of the limited
differentiability of the reluctivity.
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Fig. 9. TEAM 13 problem. Left: magnetic flux density distribution in nonlinear material
region for expected value of stochastic B–H curve. Right: source current distribution within coil
and coarsest mesh of nonlinear material region.
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Fig. 10. TEAM 13 problem. Estimated stochastic discretization error using HTq,3, i.e.,
H(curl)–error of the expected value for different FE grids. Convergence is limited to the lineariza-
tion error level.
6. Conclusions. In this work, we have addressed the stochastic nonlinear elliptic
curl–curl equation with uncertainties in the material law. Assumptions on the input
have been formulated in order to obtain a well–posed stochastic formulation and it was
shown that they can be fulfilled when a suitable discretization of the random input is
carried out by the truncated Karhunen–Loe`ve expansion. As monotonicity is required
for the trajectories of the material law, oscillations can only occur with a rather small
magnitude. A stability result for approximations of the random input was also derived.
In the second part of the paper, a stochastic collocation method for the nonlinear curl–
curl equation was analyzed. Under moderate differentiability assumptions on the
material law, a convergence rate of q−k was obtained for the stochastic collocation
error using tensor grids, where 1 ≤ k ≤ 3. For smooth boundaries and data this
estimate holds true for all k ∈ N. These estimates were shown to be in good agreement
with numerical results for academic and benchmark examples. Convergence results
for sparse grids were also obtained. However, in this case convergence can be expected
only for a limited number of random input parameters.
Appendix A. Tensors. The tensors Dkr h for 1 ≤ k ≤ 3, s1, s2, s3 ∈ R3 and
r 6= 0 read as
(A.1) D1r h(·, r)(s1) =
ν(1) (·, |r|)
|r| r(r · s1) + ν (·, |r|) s1,
24 U. Ro¨mer and S. Scho¨ps and T. Weiland
(A.2) D2r h(·, r)(s1, s2) =
(
ν(2) (·, |r|)
|r|2 −
ν(1) (·, |r|)
|r|3
)
r(r · s1)(r · s2)
+
ν(1) (·, |r|)
|r| ((r · s1)s2 + (r · s2)s1 + r(s1 · s2)) ,
and
(A.3)
D3r h(·, r)(s1, s2, s3) =
(
ν(3) (·, |r|)
|r|3 − 3
ν(2) (·, |r|)
|r|4 + 3
ν(1) (·, |r|)
|r|5
)
r(r·s1)(r·s2)(r·s3)
+
(
ν(2) (·, |r|)
|r|2 −
ν(1) (·, |r|)
|r|3
)
(s3(r · s1)(r · s2) + r(s3 · s1)(r · s2) + r(r · s1)(s3 · s2))
+
(
ν(2) (·, |r|)
|r|2 −
ν(1) (·, |r|)
|r|3
)
((r · s1)s2 + (r · s2)s1 + r(s1 · s2)) (r · s3)
+
ν(1) (·, |r|)
|r| ((s3 · s1)s2 + (s3 · s2)s1 + s3(s1 · s2)) ,
respectively.
Appendix B. Sensitivity Analysis. Applying ∂γy , where |γ|1 = k to
(B.1) curl (h (y, curl A (y))) = J,
we obtain
(B.2) curl
∑
0≤α≤γ
(
γ
α
)(
∂γ−αy hα (·, curl A (y))
)
= 0.
Using Faa` di Bruno’s formula we expand
(B.3) ∂βyhα (·, curl A (y)) =∑
pi∈Π(β)
Dca(pi)r hα (·, curl A (y))
(
curl ∂pi1y A (y) , . . . , curl ∂
pica(pi)
y A (y)
)
,
where Π (β) represents the set of partitions of β, ca (pi) the cardinality of pi ={
pi1, . . . , pica(pi)
}
and pii ⊆ β for i = 1, . . . , ca (pi), see [22, Theorem 2]. Then, equation
(B.2) can be rewritten as
(B.4) curl (νd(·, curl A) curl Aγ) =
−curl
∑
0≤α≤γ
(
γ
α
) ∑
pi∈Π∗(γ−α)
Dca(pi)r hα (·, curl A)
(
curl Api1 , . . . , curl Apica(pi)
) ,
where Π∗ (γ − α) is the defined as the set Π (γ − α), with ca (pi) > 1 if α = 0. We
observe, that pii < γ for i = 1, . . . , ca (pi) and the summation carried out in the
previous equation and hence the derivatives contained in the right–hand–side are of
lower order.
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