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1. INTRODUCTION
Observers for bilinear infinite dimensional systems
with bounded control and observation operator has
been studied a decade ago, see Xu et al. (1995); Bounit
and Hammouri (1997), and are governed by,
˙ˆw(t) = Awˆ(t) + u(t)Bwˆ(t) + L(yˆ(t)− y(t))
yˆ(t) = Cwˆ(t), wˆ(0) = wˆ0(t) ∈ H, t ≥ 0
(1)
where A is an infinitesimal generator of a C0-
semigroup,B andC bounded linear operators, (w, wˆ) ∈
H , a real Hilbert space, (y, yˆ) ∈ Y and Y another real
Hilbert space. Xu et al. (1995) have shown that for a
sufficiently rich input, the observation error converges
weakly to zero in the Hilbert space H . Bounit and
Hammouri (1997) strengthen the observer results by
arriving at sufficient conditions on (A, B, C) for con-
struction of a strong asymptotic observer. Moreover, in
1 This work is supported by the Technology Foundation STW
(grant WWI.6345), applied science division of NWO and the tech-
nology programme of the Dutch Ministry of Economic Affairs.
Bounit and Hammouri (2003), a separation principle is
deduced for this class of distributed systems.
Interestingly, in many (control) applications where
(bio)chemical reactions and transport phenomena oc-
cur, measurement and control actions take place at the
boundaries. While a theoretical framework already ex-
ist (Curtain and Zwart (1995) and references therein),
there is ample attention to apply this theory in practice,
as far as we know. Note that Bounit and Idrissi (2005)
take a different approach by handling the ‘unbounded-
ness’ of the observation and/or control operators based
on the notion of ‘admissible’ operators and appropri-
ate regularity assumptions.
In this paper, we analyze a bilinear system where
an observer is formulated at the boundary along the
lines of Curtain and Zwart (1995). We show some
stability and convergence results on the observer. In
the upcoming sections, we will not work out the
dynamical output feedback problem under bilinear
control but instead consider the case with given u(t).
In the example we consider a bilinear distributed pa-
rameter system description with one Dirichlet and one
Neumann boundary condition. We write the bilinear
system into abstract boundary control form as fol-
lows:
z˙(t) = Az(t) +B1u1(t)z(t)
Bz(t) = u2(t)
Cz(t) = y(t), z(x, 0) = z0
(2)
where A : D(A) ⊂ Z 7→ Z with domain D(A) =
D(A) ∩ ker(B) and Az = Az, for z ∈ D(A). Fur-
thermore, we have scalar controls ui ∈ U , i = {1, 2},
with U a separable Hilbert space. The boundary op-
erators B and C should be interpreted in the sense of
definition 3.3.2 in Curtain and Zwart (1995), where
B : D(B) ⊂ Z 7→ U satisfies D(A) ⊂ D(B) and
C : D(C) ⊂ Z 7→ Y .
We propose the following Luenberger observer with
decreasing error ǫ = zˆ − z as t→∞,
˙ˆz(t) = Azˆ(t) +B1u1(t)zˆ(t)
B
obszˆ(t) =
(
u2(t)
L (yˆ(t)− y(t))
)
C
obszˆ(t) = yˆ(t), zˆ(x, 0) = zˆ0
(3)
where the same conditions hold such that (3) is a
boundary control system too. Note that, in this case,
U is replaced by
(
U, Y
)⊤
and u2 by
(
u2, (yˆ − y)
)⊤
.
In figure 1, a schematic overview is depicted.
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Fig. 1. Schematic overview process (ΣM )–observer
In the following section, we recall the definition for
a boundary control system for a specific example,
namely, a UV disinfection process. We show that the
differential equation (2) is well posed and show stabil-
ity properties of an observer as in (3). Furthermore, we
will investigate the eigenvalues of the observer–model
system. Numerical results are shown in section 4. Fi-
nally, section 5 covers some conclusions.
Let us first explore the UV disinfection example.
2. STUDY OF A UV DISINFECTION PROCESS
To have some grip on the matter discussed until
now, we study a case where we are inspired by a
fluid (water/juice) treatment process where pathogenic
biomass is disinfected by UV light. In the steriliza-
tion of food, (waste)water treatment and greenhouse
technology industries (see some examples in Duse
et al. (2003); Guerrero-Beltran and Barbosa-Canovas
(2004); Lazarova et al. (1999); Mavrov et al. (1997)),
alternative treatment technologies like UV disinfec-
tion have gained more attention since they do not leave
traces of chemical reagents, such as occurring after
chlorination in water treatment processes.
Typically, lamp intensity is merely controlled by the
turbidity of the to be treated fluid. This is a rather
conservative and indirect approach since the actual
active pathogenic biomass may differ from the a priori
assumed amount. In order to efficiently cut lamp en-
ergy costs, we would like to implement an observer to
use direct biomass measurements for the reconstruc-
tion of the pathogen concentration. The disinfection
process in an annular reactor—mostly used in green-
house drain water infestation and disinfection of fluid
food products—is an interesting case with respect to
this aim. Since we want to control the process by the
UV lamp and the biomass deactivation is described by
first order kinetics, the active biomass state inherits a
bilinear relation.
2.1 Modeling assumptions
We take UV treatment in an annular reactor as our
model system, with boundary measurements y(t) of
the active biomass concentration z(1, t) (by the aid of
a ‘smart’ sensor 2 ), as input the fluence rate intensity
of the lamp, u1(t) and a measured boundary distur-
bance u2(t) = z(0, t).
More specifically, we assume the following:
(a) in the axial direction, dispersion is modeled by
forced plug flow advection plus diffusion. Ideal
mixing is assumed in the radial direction.
(b) deactivation of pathogenic organisms is assumed
to obey first order reaction kinetics, with constant
reaction constant. See Hijnen et al. (2006) and
Keesman et al. (2007).
(c) at the end point of the reactor a Neumann bound-
ary is assumed, i.e. no dispersion nor inactivation
takes place.
Notice that assumption (c) originates from the as-
sumption that the fluid is considered ideally mixed at
the outlet (tube) of the reactor and we add to this, that
UV irradiation will not penetrate through the reactor
walls or reactor outlet.
2.2 UV disinfection process as boundary system
The above assumptions lead to:
∂
∂t
z(x, t) =α
∂2
∂x2
z(x, t)− v
∂
∂x
z(x, t) . . .
− κ(x)u1(t)z(x, t), z(x, 0) = z0(x)
z(0, t) =u2(t), z(1, t) = y(t),
∂z
∂x
∣∣∣
(1,t)
= 0 (4)
2 Currently, on-line measuring of the metabolic status of cells is
still in development, see e.g. Schuster (2000).
where α is the diffusion constant, v the flow velocity
and κ a lumped parameter consisting of a susceptibil-
ity constant of the micro-organisms w.r.t. the UV-light
and the deactivation constant.
We write (4) as an abstract boundary disturbance
system (2) where the differential operator is defined
as:
Az =
1
w
(
d
dx
(p
d
dx
z)
)
(5)
with,
p = αe−Pex, w(x) = e−Pex (6)
where p(x), w(x) are real-valued positive continuous
functions on [0, 1] with ‘Pe’ the so-called Pe´clet-
number which defines the ratio between convection
velocity and diffusion: Pe = v/α. Furthermore, the
domain of A is given as,
D(A) =
{
h ∈ Z | h,
d
dx
h absolutely continuous,
d2h
dx2
∈ Z and h(0) = 0 = dh
dx
(1)
} (7)
and the boundary operator,
Bz = z(0, t) = u2(t) (8)
It is straightforward to see that −A is a Sturm-
Liouville operator, self-adjoint in a weighted inner
product 〈·, ·〉w and closed on Z . Furthermore, we de-
fine B1 = −κ(x) = −1(x) for x ∈ [0, 1]. In the fol-
lowing we show that (4) permits a mild solution.
2.3 Mild solution
Theorem 1. For (2), where A as in (5), there ex-
ists a mild solution, with mild solution operator
U(t, s)z0=T (t−s)e
∫
t
s
Bu(τ)dτ
z0, where T is the C0-
semigroup generated by (A, D(A)).
Proof. The proof originates from the work of Jean
Bernoulli on ordinary differential equations. Write
z = vw, then with v = T (t − s)v0, we get vw˙ =
B1u1vw with z subject to z˙−Az = B1u1z. It follows
that w = w0(exp
∫ t
s
B1u1(τ)dτ ). Substituting z0 =
v0w0 gives the result. Further, according to Definition
3.2.4 (Curtain and Zwart (1995)), U(t, s) : ∆(τ) →
L(Z) is a mild evolution operator since (B1(x)u1(τ)
is replaced by a central dot):
a. U(s, s) = I , s ∈ [0, τ ] holds
b. A generates T (t), which can be written with
Riesz bases:
T (t, s)z0 =
∞∑
n=1
eµntφn〈z0, ψn〉
Therefore,
U(t, r)U(r, s) =T (t− r)e
∫
t
r
·dτ
·
T (r − s)e
∫
r
s
·dτ
=T (t, s)e
∫
t
r
·dτ+
∫
t
s
·dτ
which equals U(t, s), 0 ≤ s ≤ t ≤ τ .
c. It is standard to obtain,U(·, s) is strongly contin-
uous on [s, τ ] and U(t, ·) is strongly continuous
on [0, t]
2
Remark 1. Notice that the above is a general result
that apparantly also holds for system (2) if z =
L2(a, b) and u = L2(a, b).
The aim now is to design an observer for the disinfec-
tion process with differential operator A as in (5)-(6)
and schematically depicted in figure 1.
3. BOUNDARY OBSERVER DESIGN
3.1 System eigenvalue analysis
For the eigenvalues calculation, we apply the separa-
tion of variables principle. Therefore, we write h(x) =
c1e
λ1x + c2e
λ2x and substitute h in Ah = µh,
For (5)–(6), λi becomes
λ1(µ) =
Pe
2
+ ρ(µ), λ2(µ) =
Pe
2
− ρ(µ) (9)
with,
ρ(µ) =
√
Pe2
4
+
µ
α
(10)
By using the boundary conditions in D(A), we find
c1 = −c2 and the following relationship between λi
and µ:[Pe
2
+ ρ(µ)
]
eρ(µ) −
[Pe
2
− ρ(µ)
]
e−ρ(µ) = 0
Since A is self-adjoint in the inner product 〈·, ·〉w and
negative, µ < 0. Further, we see that ρ(µ) can only be
an imaginary number, ρ(µ) = iω, ω ∈ (0,∞]. Notice
also that µ is always a real number. Thus with Euler’s
formula we get iPe sinω + iω cosω = 0, hence, we
have to find ω at the intersections of
tanω = −2ω/Pe (11)
Consequently, ρ = ±iπk for k →∞, and for k finite,
we have to obtain ωk numerically. If there is only
diffusion (Pe = 0), notice that the eigenvalues indeed
reduce to µ = −π2k2, k = {1, . . . }.
3.2 Observer possibilities and eigenvalues
For what will follow, let us first define the weighted
inner product:
〈z1, z2〉w =
1∫
0
z1(x)z2(x)w(x)dx (12)
with w(x) defined in (6).
Since we measure at x = 1 we have two possibilities
to design our observer, i.e.,
(i) A Neumann boundary observer, i.e. let (3) be
given with D(A)obs = D(A) ∩ ker(Bobs), as
D(A)obs =
{
h ∈ Z | h,
dh
dx
absolutely cont.,
d2h
dx2
∈ Z and h(0) = 0 = dh
dx
(1)− Lh(1)
}
and,
B
obszˆ =
(
zˆ(0, t)
zˆ(1, t)
)
= L
(
u2(t)
yˆ(t)− y(t)
)
,
C
obszˆ = zˆ(1, t) = yˆ(t)
(ii) A Dirichlet boundary observer, i.e. let (3) be
given with D(A)obs = D(A) ∩ ker(Bobs) as in
the Neumann boundary observer (i), except that
the boundary conditions in D(A)obs are replaced
by h(0) = 0 = h(1) − Lh(1). Furthermore,
Bobs and Cobs are as in the Neumann boundary
observer (i).
Let us inspect the eigenvalues of the error dynamics,
i.e. Aǫ = µkǫ for both observer possibilities (i) and
(ii). Possibility (ii) leads to a Luenberger gain L = 1,
independent of the outcome for µ. As a consequence,
in order to have control on our error dynamics, our
choice reduces to the Neumann boundary observer (i).
Again, we get for (5)–(6), λi as in (9). With the
boundary conditions of D(Aobs) we get the following
relation between ρ(µ) (10) and the observer gain L,[Pe
2
+ ρ− L
]
eρ −
[Pe
2
− ρ− L
]
e−ρ = 0
Aobs is self-adjoint in the inner product 〈·, ·〉w. We
check if it is negative.
Theorem 2. (Negativity of operator). A in (5)–(6) gen-
erates a C0-semigroup and for u ∈ R+, the operator
Aobs is negative ∀z0 ∈ Z , L < 0. The error ǫ = zˆ −
z → 0 as t→∞.
Proof. It is sufficient to check the time derivative of
the norm of the observer error, ddt
√
‖ǫ‖ = 〈ǫ,Aǫ +
B1u1ǫ〉 ≤ 0 using the inner product (12). It follows
that
d
dt
ǫ(x, t) = 2
[
ǫ(x, t)p(x)
∂ǫ(x, t)
∂x
∣∣∣x=1
x=0
. . .
−
∫ 1
0
p(x)
∂
∂x
ǫ(x, t)2dx . . .
+
∫ 1
0
w(x)B(x)u1(t)ǫ(x, t)
2dx
]
Assume now u1 ≡ 0. It follows that the first right
term is smaller than zero for all L ∈ [−∞, 0), hence
Aobs is negative. The second and third right term are
both smaller than zero since B(x)u1(t) < 0 and
p(x) > 0. 2
Since for L ≤ 0, Aobs is negative and thus µ < 0.
Again, ρ = iω, ω ∈ (0,∞] and µ ∈ R−. With the aid
of Euler’s formula we get,
tanω =
ω
L− Pe/2
(13)
where the intersections ωk with k = {0, 1, . . . ,∞}
of (13) can be calculated numerically. We can already
deduce from (13) or figure 2, that
• for fixed k,
lim
L→−∞
ωk = kπ
• for fixed L ∈ [−∞, 0),
ωk ∈
[
(k −
1
2
)π, kπ
]
, ⇔
lim
k→∞
ωk
(k − 12 )π
= 1
3.3 Mild solution in Riesz bases
The mild solution of (4) with or without the Neu-
mann boundary observer can be directly written in
orthogonal Riesz bases. By Theorem 1 and given that
B1 = −1(x),
z(·, t) = U(t, 0)z0(·, t)
=
∞∑
k=1
eµktφk〈z0, φk〉e
−
∫
t
0
1(·)u1(t)dτ
with µk the (numerical) solutions of (11) and (13), re-
spectively, and associated eigenvectorsφk = sin ρ(µk)x,
where ρ(µk) is given by (10).
3.4 More on eigenvalues: the LTI/LTV case
Suppose we have a constant lamp strength, let u1 = 1.
Then, the eigenvalues of the system and the observer
are directly influenced by the magnitude of B1(x) =
−κ(x). If we assume furthermore that κ is space
invariant, then ρ˜(µ˜) in (10) is now given as,
ρ˜(µ) =
√
Pe2
4
+
µ˜+ κ
α
which clearly effects µ˜, since now
µ˜k = α
(
−ω2k − Pe
2/4− κ
)
and equation (13) still applies (for the system without
observer, set L = 0). In the time-variant case, we
specify a known input signal s(t) , u1(t) ∈ [0, smax].
The eigenvalues will then vary between,
−ω2k −
Pe2
4
− κsmax <
µ˜k
α
< −ω2k −
Pe2
4
3.5 What is the performance increase if we changeL?
From the above it follows that for L < 0, k 6= 0
(since Aobs is negative), the growth bound (maxi-
mal eigenvalue) becomes µ◦/α = Pe2/4 − ω2◦ with
π/2 < ω◦ < π. For decreasingL, the system becomes
more stable, but not spectacular since the nominal
(L = 0) frequency ω◦ can be shifted by at most π/2
for some L and fixed k. Consequently, we can also say
something about the maximal performance increase if
we push the eigenvalues by L. Let the (performance)
margin be defined as the difference between the nom-
inal growth bound and the new growth bound µ∗, i.e.
∆µ := µ◦ − µ
∗
. Let the shift in the smallest frequency
be defined as ∆ω := ω◦ − ω∗. Then, by rewriting
ρ = iω in µ(ρ) we get,
∆µ = µ◦ − µ
∗ ⇔substitute ρ in (10)
= ω2∗ − ω
2
◦ ⇔
substitute ω∗=ω◦−∆ω
= −2∆ωω◦ +∆
2
ω
Since π/2 < ω◦ < π and 0 < ∆ω < π/2, it follows
that 0 < ∆µ < 34π
2
.
4. NUMERICAL RESULTS
4.1 Numerical eigenvalue and observer gain analysis
With the aid of a Nelder-Mead direct search method,
ωk for k = {1, 2} at the intersections of (13) are found
by solving
min
ωk∈[(k−
1
2 )π,kπ]
∣∣tanωk − ωk/(L− Pe/2)∣∣
from which µ◦ is obtained for some fixed L and Pe-
number. Figure 2 gives us a first impression where
these intersections will be for different values ofL and
fixed Pe = 1/2. Figure 3 and 4 show the behavior of
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Fig. 2. Graph of y1 = tanω [ ] and y2=ω/(L− 14 )
vs. ω for L = −2 [ ], L = −1 [ ], L = 0 [•],
L = 1 [ ] and L = 2 [ ·]
the growth bound for Pe ∈ [0, 5] and L ∈ [−20, 5]
with equidistant spacing such that singularities at
2L = Pe do not occur. Indeed, the larger Pe-numbers,
the larger the growth bound and the lesser the effect
of the observer gain. Notice also that for L > 0, the
growth bound tends to zero and the observer–system
becomes less stable.
To find out the size of L for a given performance
increase ∆µ, we have calculated L∗ for which Pe´clet-
numbers the performance measure is obtained. The
results are depicted in figure 5, where −L is shown
for reasons of eligibility. We see that for increasing
Pe, −L∗ increases rapidly.
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Fig. 3. Growth bound (µ◦) vs. Pe and L
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Fig. 4. Growth bound vs. L with fixed Pe, i.e. for
Pe/2 = 0 [ ], 1.67 [ ·], 3.33 [ ] and 5 [•]
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Fig. 5. Left y-axis (blue): calculated L∗ for different
growth margins ∆µ, i.e. for ∆µ = 0.25 [•], 0.92
[ ·], 1.58 [ ] and 2.25 [ ]. Right y -axis (red),
i.e. calculated µ◦ [ ] (L∗ = 0) vs. Pe.
4.2 Finite difference simulation
To check whether the above analysis is a good indi-
cation for practical simulation and/or experiments, we
simulate the system with the aid of centralized finite
differences and a stiff ODE solver (ode15s). We sim-
ulate the time variant case, i.e. the input u1 is known
and is generated as a positive oscillating signal around
1: u1(t) = 1+(cos 4πt)/2. Further, we let the bound-
ary disturbance u2 oscillate too: u2(t) = sin2 3πt.
Parameters are set as α = 1, v = .1, κ = −1, z0 = 0
and a spatial grid of 81 points. Furthermore we start
the simulation with a wrong estimate of z0, that is, we
let it believe to be zˆ0 = 0.3. The state variable z and
output (at x = 1) are depicted in figure 6. Figure 7
clearly shows that the error converges rapidly to zero
for L = −5, faster than the ‘no–observer’ case (for
eligibility, t ∈ [0, 4]).
The smallest eigenvalue of the process without inacti-
vation is µfd◦ = −2.51 (fd stands for finite difference
system). The eigenvalue of the observer LTV system
is estimated as µ˜fd∗ ≈ −3.51 (we assumeB1u1 ≈ −1).
For the process we calculate µfd◦ = −2.51 which
corresponds to ωfd◦ = 1.58, and comes indeed close
to the solution of (13): ω◦ = 1.632. With observer,
where L = −5, we get an almost identical result:
µfd∗ = −6.91 cf. µ∗ = −7.089.
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Fig. 6. State z(x, t) (biomass concentration)
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Fig. 7. Error responses, where ǫ1(t) , yˆ(t) − ym(t)
[ ] and ǫ2(t) := z(1, t)− ym(t) [ ]
5. CONCLUSIONS
Inspired by a UV disinfection processes in food and
water treatment industry, we designed a Luenberger
observer which works at the boundary of the infinite
dimensional bilinear system. We worked out the ex-
ample in a boundary control setting and gave results
on the solution and stability, and extensively explored
eigenvalues of the system.
From the analysis it follows that for mild Pe´clet-
numbers (Pe ≪ 1, hence a low convection–diffusion
ratio), there is more room to obtain a performance
gain with a suitable observer gain L. For large Pe´clet
numbers, fast process dynamics already push the es-
timation error to zero. In this case one may decide to
choose a small positive (destabilizing)L to smooth the
error.
Furthermore, analyzing the system in the infinite di-
mensional setting gives a good impression how the
system will behave, independent of some choice of
discretization or other finite approximation method.
Note that in this paper, we have not provided control-
lability and observability results due to lack of space.
However, we can state that our example is not control-
lable, but is detectable and approximately observable.
Moreover, if we assume some smoothness on u2(t)
and ǫ(t) and rewrite our example into an extended
state space system to arrive at (1), the separation prin-
ciple (Bounit and Hammouri (2003)) may certainly be
applied.
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