Abstract. Given any polytope P and any generic linear functional c, one obtains a directed graph G(P, c) by taking the 1-skeleton of P and orienting each edge e(u, v) from u to v for c(u) < c(v). This paper raises the question of finding sufficient conditions on a polytope P and generic cost vector c so that the graph G(P, c) will not have any directed paths which revisit any face of P after departing from that face. This is equivalent to the question of finding conditions on P and c under which the simplex method for linear programming will be efficient under all choices of pivot rules. Conditions on P and c are given which provably yield a corollary of the desired face nonrevisiting property and which could perhaps suffice to give the desired property itself. One of the conditions proposed is that G(P, c) be the Hasse diagram of a partially ordered set, which is equivalent to requiring nonrevisiting of 1-dimensional faces. This opens the door to the usage of poset-theoretic techniques.
Introduction
The focus of this paper is to show how poset-theoretic ideas may be applied to give new insights into important, elusive questions regarding polytopes. In particular, we consider questions motivated by linear programming whose solution could yield strong upper bounds on the diameter of polytopes. Throughout this paper, we assume that we have a simple polytope P ⊆ R d and a "generic" cost vector c ∈ R d , by which we mean that c · u = c · v for u, v distinct vertices of P . Given such a vector c, we obtain an acyclic directed graph G(P, c), namely a directed graph not having any directed cycles, on the 1-skeleton of P by orienting each edge e u,v from u to v for c · u < c · v.
The starting point for our work is the following observation. Requiring G(P, c) to be the Hasse diagram (see Section 2 for a review of the definition) of a partially ordered set (poset) is equivalent to requiring that the directed paths in G(P, c) may never revisit any 1-dimensional face after leaving it. Indeed, we will restrict attention throughout this paper to situations in which G(P, c) is a Hasse diagram.
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A main theme of this paper is first to raise the question of finding sufficient conditions on a polytope P and cost vector c under which directed paths in G(P, c) may never revisit any face of P after departing from it, namely to poset Question 2.4, and then also to make progress towards answering this question. This sort of nonrevisiting would give a useful upper bound on the length of the longest directed path in G(P, c), namely a bound of n − d where d is the dimension of P and n is the number of facets (maximal boundary faces) in P . We observe that such nonrevisiting to hold for P and c directly implies that G(P, c) will be a Hasse diagram, so that this Hasse diagram requirement we make does not limit the level of generality in which we work.
Given a polytope P and generic cost vector c, each face F of P will have a unique "source" in the restriction of G(P, c) to that face, namely a vertex v whose directed edges to other vertices of F all point outward from v, and also will have a unique "sink", namely a vertex w whose edges to other vertices of F all point inward to w. Given an i-dimensional face F (usually called an i-face) of a simple polytope P such that G(P, c) is a Hasse diagram of a poset L, then for u the source vertex of F , and elements a 1 , . . . , a i ∈ F all covering u in L, define the "pseudo-join" of a 1 , a 2 , . . . , a i to be the unique sink of F .
This notion of pseudo-join is a geometric construct that one might expect to equal the join a 1 ∨ a 2 ∨ · · · ∨ a i (namely the unique least upper bound) of this same collection {a 1 , . . . , a i } of atoms in the event that L is a lattice (see Section 2 for background, including the notions of join, atom and lattice). This equality would indeed hold provided that directed paths do not revisit faces after departing from them. Our first main result confirms this expectation of join equalling pseudo-join under the hypotheses used throughout much of this paper (though some of our upcoming results will hold in more generality by omittng the requirement that L be a lattice). [u, v] in L. Theorem 1.1, proven later in the paper as Theorem 4.7, might perhaps sound like something that should obviously be true. However, the result of Santos in [33] that the nonrevisiting path conjecture (see Conjecture 2) is false demonstrates how statements that would be very useful for proving Theorem 1.1 that one might at first expect to be obvious are in fact false. Even the very special case of Theorem 1.1 with just two atoms in an arbitrary interval [u, v] seemed rather challenging to prove.
Theorem 1.1. If P is a simple polytope and c is a generic cost vector such that G(P, c) is the Hasse diagram of a lattice L, then the pseudo-join of any collection of atoms equals the join of this same collection of atoms. Moreover, this also holds for each interval
Recall that the aim of linear programming is to maximize (or to minimize) c · x over all choices of x ∈ P for P a polytope, in other words for P a bounded subset of R d given by a system of (weak) linear inequalities. One particularly famous example of a linear programming problem is the traveling salesman problem (see e.g. [11] ). The simplex method solves a linear program, finding the vertex of P where this maximum (or minimum) is achieved, by greedily following directed edges of G(P, c) until reaching the unique sink (or source) of the directed graph G(P, c). A pivot rule is a method of choosing for any given vertex v of G(P, c) which outward (resp. inward) oriented edge from v to traverse in choosing this directed path to the sink (resp. source) in applying the simplex method. We will henceforth focus on finding sinks, since the problem of finding sources is completely equivalent.
Given this linear programming viewpoint, it seems natural to ask for conditions on P and c that would ensure that no directed path can revisit any face it has left, since such conditions would guarantee for P a d-polytope with n facets that all pivot rules would be efficient in the sense that every directed path of G(P, c) would reach the vertex x where c · x is maximized in at most n − d steps. Remark 1.2. Theorem 1.1 gives some evidence that the hypotheses of Theorem 1.1 might conceivably suffice to imply our desired directed graph face non-revisiting property.
As further motivation and evidence for our chosen hypotheses, specifically for the Hasse diagram requirement on our polytopes, we note that the famous Klee-Minty cubes (introduced in [22] ) violate our requirement that G(P, c) be the Hasse diagram of a poset. Recall that the Klee-Minty cubes are polytopes P and cost vectors c with P a realization of a d-dimensional cube such that a directed path exists in G(P, c) that visits all 2 d vertices of P . These were historically the first examples demonstrating that the simplex method is not always efficient. The failure of the Hasse diagram property even within 2-dimensional faces in Klee-Minty cubes seems to be at the heart of what allows there to be such long directed paths in these polytopes. See for instance [14] for further background and properties of Klee-Minty cubes along with a helpful illustration of a 3-dimensional Klee-Minty cube.
One might also argue that our focus on simple polytopes is not such a severe restriction in our effort to better understand which polytopes will satisfy strong upper bounds on their diameters, at least in the following sense. Klee and Walkup did prove in [23] that the Hirsch Conjecture for simple polytopes would have implied it for all polytopes. It is possible that some or all of our results could hold (or have useful analogues) more polytopes that need not be simple, but the proofs that we give throughout this paper do heavily utilize this hypothesis. Remark 1.3. Our results later in this paper seem to suggest at least the possibility (for simple polytopes with G(P, c) the Hasse diagram of a lattice, but perhaps also more generally) that directed path nonrevisiting of the low dimensional faces of a polytope might force directed path nonrevisiting for all of the higher dimensional faces as well.
Our next main result, proven as Theorem 4.9 in Section 4, suggests that perhaps situations where not all pivot rules are efficient could in some cases be detectable using poset topology. The posets being considered in Theorem 1.4 typically are not shellable, necessitating other methods to determine topological structure. Remark 1.5. As a different sort of motivation for our work, we note that people sometimes ask whether the Hasse diagram of a given poset can be realized as the 1-skeleton of a polytope; for instance this was asked and later answered for the Tamari lattice. Our work might also give a new perspective on potential necessary conditions for this to be possible, particularly if Theorem 1.4 could be generalized beyond simple polytopes.
In Section 2, we review background, including the Hirsch Conjecture, the Nonrevisiting Path Conjecture, and the Strict Monotone Hirsch Conjecture, three famous conjectures related to the diameter of polytopes. Section 3 introduces some seemingly new notions (or at least not widely known notions) to be used later. Section 4 gives the proofs of our main general results -the two mentioned above as well as a number of other related results. Section 5.1 gives examples of well-known polytopes that will fit into our framework, as justified in the remainder of Section 5, namely applications to permutahedra, associahedra and generalized associahedra. Subsection 5.3 focuses on the case of zonotopes, where especially clean results are possible. Section 6 generalizes our results from orientations on the 1-skeleton of a simple polytope induced by a generic cost vector to more general acyclic orientations derived from shellings of the dual simplicial polytope. In the process, we also give results regarding an interesting seeming class of posets derived from shellings. We conclude with further questions and remarks in Section 7.
Background
A cover relation u ≺ v occurs in a finite partially ordered set (poset) P exactly when u ≤ v in P with the further requirement that u ≤ z ≤ v implies either u = z or z = v. The Hasse diagram of a finite partially ordered set (poset) is the directed graph of cover relations u ≺ v, namely the directed graph with an edge from u to v if and only if u ≺ v. If a poset has a unique minimal element, denote this element by0, and whenever a poset has a unique maximal element, denote this by1. Any poset element a satisfying0 ≺ a is called an atom, and any element c satisfying c ≺1 is called a coatom.
A poset L is a lattice if for each pair of elements x, y ∈ L there is a unique least upper bound for x and y which is itself contained in L, denoted x ∨ y and called the join of x and y, and there is also a unique greatest lower bound for x and y that is contained in L, denoted x ∧ y and called the meet of x and y. Any poset P has a dual poset, denoted P * with u ≤ v in P * if and only if v ≤ u in P . Denote by (u, v) the subposet of P comprised of those z ∈ P satisfying u < z < v. This is known as the open interval from u to v. Likewise, we define the closed interval from u to v, denoted [u, v] , to be the suposet of elements z ∈ P satisfying u ≤ z ≤ v. Define the Möbius function of P , denoted µ P , recursively by setting µ P (u, u) = 1 for each u ∈ P and µ P (u, v) = − u≤z<v µ P (u, z).
The order complex of a finite poset P , denoted ∆(P ), is the simplicial complex whose i-faces are the chains v 0 < · · · < v i of i + 1 comparable poset elements. We let ∆(u, v) (or ∆ P (u, v)) denote the order complex of the open interval (u, v) . By definition, a poset and its dual poset have the same order complex. It is well-known that
for f i (∆) the number of i-dimensional faces in ∆. Sometimes we will speak of the homotopy type of a poset or of a poset interval, by which we mean the homotopy type of the order complex of that poset or that poset interval. See e.g. [34] for further background on posets.
A polytope is any set arising as the convex hull of a finite set of vertices in R d for some d; equivalently, a polytope is any bounded set given by a system of weak linear inequalities, or in other words any bounded set expressible as {x ∈ R d |Ax ≤ b} for some choice of constant n × d real matrix A and some choice of constant vector b ∈ R n . We call a polytope a dpolytope if there is a d-dimensional affine space containing the polytope but there is not a (d − 1)-dimensional affine space containing this same polytope.
Any hyperplane H that intersects a polytope P nontrivially but has all points of P either contained in H or on one side of H is called a bounding hyperplane of P . The intersection of a bounding hyperplane with a polytope is called a face of the polytope. A maximal face in the boundary of a polytope is called a facet.
A polytope is simplicial if each face in its boundary is a simplex. A polytope is simple if for each vertex v ∈ P and each collection of i edges emanating outward from v, there is an i-dimensional face of P containing v as well as containing all these edges; while this is not the traditional way simple polytopes are typically defined, it is equivalent and will be a very useful working definition for proofs in this paper.
The face poset, denoted F (P ), of a polytope P is the partial order on faces with σ < τ for each σ in the boundary of τ . We make the convention throughout this paper of excluding the empty face. For K a polyhedral complex, the order complex of the face poset of K is the first barycentric subdivision of K, and in particular is homeomorphic to K. Each polytope P has a dual polytope, denoted P * , obtained by taking the convex hull of the barycenters of the facets of P (and rescaling as needed so that P * * = P ). Notice that F (P * ) has the same elements as F (P ) with u ≤ v in P if and only if v ≤ u in F (P * ). Another way to define what it means for a polytope P to be simple is that its dual polytope is a simplicial polytope.
A zonotope is a polytope arising as a linear projection of a cube of some dimension, or in other words a zonotope is a Minkowski sum of line segments. See e.g. [35] for further background on polytopes.
A map f :
See [28] for the proof of the result about poset maps given next. Theorem 2.1 (Quillen Fiber Lemma). Given a poset map f : P → Q such that for each q ∈ Q the order complex of f
Recall that a dual closure map is a poset map f : P → P with f (u) ≤ u such that f 2 (u) = f (u). Notice that any such f meets the contractibility requirement of the Quillen Fiber Lemma, by virtue of each u ∈ im(f ) being a cone point in the order complex of f −1 ≥u . Remark 2.2. The poset map f sending each element u in a finite lattice to the join of those atoms a satisfying a ≤ u is a dual closure map which has the property that f −1 (0) = {0}. Thus, the Quillen Fiber Lemma yields ∆(P \ {0}) ≃ ∆(im(f ) \ {0}).
Next we recall the Hirsch Conjecture, the Nonrevisiting Path Conjecture, and the Strict Monotone Hirsch Conjecture. We refer readers to [35] for a more in-depth discussion of all of these conjectures. One may still ask for sufficient conditions on a polytope for these conjectures to hold. We believe the Hasse diagram property would be a useful possibility as one such condition to consider, with some evidence for this provided by our upcoming results. Question 2.4. What are sufficient conditions on a polytope P and cost vector c so that directed paths in G(P, c) may never revisit any face they have left? Notice that this is equivalent to asking for conditions under which directed paths may never revisit any facet they have left, by virtue of each face being an intersection of facets. To see the connection, notice that any set of conditions on a polytope P and cost vector c that would guarantee that no directed path in G(P, c) revisits any face after leaving it would imply that G(P, c) has diameter at most n − d, by the same reasoning (recalled above) showing that the Nonrevisiting Path Conjecture implies the Hirsch Conjecture.
Pseudo-joins, the non-revisiting property, and the Hasse diagram property
In this section, we introduce some potentially new notions which will be quite useful later in the paper. First we recall for a polytope P and generic cost vector c, that the source of a face F is the vertex v ∈ F minimizing c · v while the sink of F is the vertex w ∈ F maximizing c · w. Equivalently, the source of F will be the unique vertex of G(P, c) in F only having outward oriented edges to other vertices of F while the sink will the unique vertex of G(P, c) in F only having inward oriented edges to it from other vertices of F . The implicit uniqueness assumption in these notions is justified as follows:
Remark 3.1. It is well known (cf. Theorem 3.7 in [35] ) and straight-forward to see that the directed graph structure induced on the 1-skeleton of any face of a polytope by a generic linear functional always has a unique source and unique sink.
For polytopes which are simple, we introduce the following related notions that will figure prominently throughout this paper: Definition 3.2. Consider any simple polytope P and any generic cost vector c which induces a partial order L on the 1-skeleton of P by letting x ≺ y for each edge e x,y in P with c(x) < c(y). Define the pseudo-join of any collection S of atoms of an interval [u, v] to be the unique sink of the unique smallest face F S that contains u and all of the elements of S. Denote this sink by psj(S). Define the pseudo-meet of any collection T of coatoms in [u, v] to be the unique source of the smallest face containing v and all these coatoms. Denote this source as psm(T ).
The existence of pseudo-joins (and likewise pseudo-meets) is justified by the facts (1) that any vertex v and any collection of edges e 1 , . . . , e i emanating outward from v in a simple polytope implies the existence of an i-face containing this vertex and all these edges, which will always be the smallest face containing the vertex and edges, and (2) that whenever two faces both contain a collection of atoms, then their intersection will be another face containing all these atoms. Remark 3.3. Remark 3.1 implies for each 2-dimensional face that the directed graph G(P, c) restricted to this 2-face consists of two directed paths from the unique source of the face to the unique sink of the face, an easy fact that we collect here because we will use it repeatedly. Definition 3.4. A directed graph G(P, c) on the 1-skeleton of a polytope P satisfies the non-revisiting property if for each facet F and each directed path p F that starts and ends in F , this implies that p F must stay entirely within F . Proof. The point is that acyclicity of G(P, c) ensures a directed path cannot revisit a vertex it has left, while the Hasse diagram property ensures a directed path cannot visit the sink of an edge after departing the source of the edge in a way that departs from the edge itself.
Example 3.8. An especially interesting and important example of a family of simple polytopes failing the Hasse diagram property is the family of Klee-Minty cubes (cf. [22] ). These were the first polytopes constructed to show that the simplex method from optimization is not always efficient. A nice illustration of one of these polytopes appears in [14] .
These polytopes are realizations of standard cubes, but with carefully chosen (non-standard) locations for the vertices. They are designed so that there exists a cost vector c with respect to which the directed graph G(P, c) on the 1-skeleton of P will have a directed path that visits all of the other vertices before reaching the sink. Thus, these are d-polytopes with directed paths in G(P, c) visiting 2 d vertices, exhibiting that a pivot rule exists which makes the simplex method highly non-efficient.
Poset theoretic results regarding 1-skeleta of simple polytopes
In this section, we develop a series of general results about directed paths in posets derived from 1-skeleta of simple polytopes together with the choice of a generic cost vector and about the topological structure of associated poset order complexes.
Lemma 4.1. Suppose that a simple polytope P has faces F ⊆ G with dim(G) = dim(F ) + 1. Suppose there is a cost vector c so that the directed graph that c induces on the 1-skeleton of P is the Hasse diagram of a poset. Then there cannot be vertices v, w ∈ F such that there is a directed path p F from v to w fully contained in F , an outward oriented edge from v to a vertex v ′ ∈ G \ F , and an inward-oriented edge from a vertex w ′ ∈ G \ F to w.
Proof. Suppose there is a directed path p F of the type we aim to exclude. Since P is simple, each vertex u in p F has exactly one edge incident to it whose other endpoint is in G \ F . If this edge is oriented outward from u, let us say o(u) = +1, whereas we say o(u) = −1 otherwise. The fact that the first vertex v in p F has o(v) = +1 while the last vertex w in p F has o(w) = −1 allows us to apply the discrete intermediate value theorem to deduce the existence of two consecutive vertices
has an edge e v 1 ,x 1 directed outward from it to some x 1 ∈ G \ F while v 2 has an edge e x 2 ,v 2 directed inward to it from some vertex x 2 ∈ G \ F . The remainder of the proof will show that these two edges e v 1 ,x 1 and e v 2 ,x 2 must both be contained in a single 2-dimensional face of the polytope on which the Hasse diagram property will fail. The fact that P is simple means that for any vertex and any pair of edges incident to it, there is a unique 2-dimensional face containing both edges. We thereby obtain from the pair of edges e v 1 ,v 2 and e v 1 ,x 1 a 2-face F (v 1 , v 2 , x 1 ) that is not contained in F , and we likewise obtain from the pair of edges e v 1 ,v 2 and e v 2 ,x 2 a 2-face F (v 1 , v 2 , x 2 ) that is also not contained in F . But the fact that P is simple implies that each edge in F is contained in a unique 2-face in G that is not contained in F , since each upper interval in the face poset is a Boolean algebra. Applying this to the edge e v 1 ,v 2 yields that F (v 1 , v 2 , x 1 ) and F (v 1 , v 2 , x 2 ) must both be this same 2-face. Thus, we have found a 2-face which contains all of the edges e x 1 ,x 2 , e v 1 ,x 1 , and e v 2 ,x 2 . But applying Remark 3.3 to this 2-face, we see that x 1 must be its unique source x 2 must be its unique sink, and that the directed edge from x 1 to x 2 is one of the two directed paths in the boundary of this 2-face from its source to its sink. In particular, this contradicts our hypothesis that the directed graph induced on the 1-skeleton is a Hasse diagram.
Lemma 4.1 together with reasoning as in its proof also will yield the following result. Proof. Given a face F containing0, suppose there were an edge e w,v oriented from w ∈ P \ F S to v ∈ F S . Since0 is the unique source in P , there must be a directed path0
Since P is simple, there must be a unique 2-dimensional face H in P which contains both of the edges e w,v and e v k ,v . But e w,v ∈ F S implies we also have H ⊆ F S . Again using that P is simple, we must have a unique edge e v k ,w k contained in H which is not contained in F S . Now we use Lemma 4.1 to deduce that this edge e v k ,w k is oriented from w k ∈ F S towards v k ∈ F S , by virtue of there being a unique polytope Q k of dimension one more than F S which contains both H and F S (as well as containing e v k ,v and e w,v with their orientations as already described). Now we repeatedly apply this same argument progressively farther and farther down the saturated chain0
For instance, at the next iteration of the argument, we use that there is an edge e w k ,v k oriented from w k towards v k to deduce the existence of a 2-dimensional face H k containing e w k ,v k as well as e v k−1 ,v k and from that deducing an edge e w k−1 ,v k−1 from w k−1 ∈ F S towards v k−1 ∈ F S . Continuing in this fashion, proceeding from v i to v i−1 for progressively smaller and smaller i, the end result is that we may deduce the existence of a directed edge from P \ F S towardŝ 0 ∈ F S . This yields the desired contradiction, ensuring there cannot be an edge oriented from
This directly implies the following statement about nonrevisiting of faces: Proof. The point is to note that there is a directed path from each atom in S to the join of the atoms in S, and there is also a directed path from this join to psj(S) by virtue of psj(S) being an upper bound for the elements of S.
One might be tempted to generalize Lemma 4.2 and this series of corollaries following it by replacing0 and a set of atoms by another element u in the poset and a set of elements all covering u, but our above proof of Lemma 4.2 is not valid in that level of generality, due to edges from u to vertices outside F potentially being directed towards u. Nonetheless, with a lot more effort we do now obtain (somewhat weaker) results regarding general intervals [u, v] .
Next is a result regarding the pseudo-join of elements x, y, denoted psj(x, y), and a dual result regarding the pseudo-meet of elements x ′ , y ′ , denoted psm(x ′ , y ′ ). This will give the base case for a more general result, Theorem 4.7, in which the 2-faces below are replaced more generally with r-faces for any r ≥ 2. Theorem 4.6. Given a simple polytope P with generic cost vector c such that G(P, c) is the Hasse diagram of a finite lattice, and given any 2-face F with u as the source in F , elements x, y ∈ F both covering u , and psj(x, y) the sink of F , then this implies that psj(x, y) = x ∨ y. Likewise, given any 2-face F ′ with sink v and elements
Proof. Suppose there is either a 2-face F with source u having x, y ∈ F both covering u such that psj(x, y) = x ∨ y or that there is a 2-face F
, with the further property that x l+1 ∨ y m = psj(x, y) = x l ∨ y m+1 . Notice also for such x ′ , y ′ that we must either have (a) x ′ ∨ y ′ ∈ F or (b) a directed path from either x ′ or y ′ to x ′ ∨ y ′ ∈ F that includes at least one element outside of F . We will focus on situation (a), though our method of proof will also work equally well in situation (b), since the critical ingredient to the proof in either case is having a directed path that exits F and re-enters it. Now to the proof for (a). Since psj(x, y) is an upper bound for x ′ and y ′ , there must be a directed path from x ′ ∨ y ′ to psj(x, y) in P . By definition of join, there is also a directed path from x ′ to x ′ ∨ y ′ . Since x ′ ∨ y ′ ∈ F , there exists a directed path from y ′ to psj(x, y) that departs F and later revisits F . Suppose there is such a path that exits from F along an edge from y i ∈ F to some z ∈ F and which re-enters F along an edge from some z ′ ∈ F to y k ∈ F , choosing y i and y k in a way that minimizes k − i among all such directed paths. Since y k is an upper bound for y i+1 and z, we must have y i+1 ∨ z ≤ y k . But now our inductive hypothesis regarding the length of the longest path from0 to the source of our 2-face F ensures that y i+1 ∨ z = psj(y i+1 , z), since y i , y i+1 , z cannot give rise to another such F . But this implies that y i , y i+1 , z and y i+1 ∨ z all live in the same 2-dimensional face having y i+1 ∨ z as its sink. But this 2-dimensional face G cannot be F , since z ∈ F . This implies y i+1 ∨ z = y k since otherwise G and F would share 3 distinct vertices, namely y i , y i+1 and y k , forcing G and F to be the same 2-face as each other. Thus, y i+1 ∨ z < y k and y i+1 ∨ z ∈ F . But then we will have a directed path from y i+1 to y i+1 ∨ z departing from F at y i+1 or above and a directed path from y i+1 ∨ z to y k re-entering F at or below y k , contradicting our choice of such a directed path with k − i as small as possible.
For the proof of (b), a completely analogous argument to the one given above for y i and y k minimizing k − i again applies but now considering a directed path exiting F at y i and re-entering at x k (without loss of generality), again using the fact that whenever three vertices belong to a 2-dimensional face (two of which also belong to a common edge), the three vertices uniquely determines that 2-dimensional face. Now to the general result, namely for joins of potentially more than two elements: Proof. The proof is by induction on d. The d = 2 base case is provided in Theorem 4.6, while the case with d = 1 is true tautologically. We assume inductively for each u ∈ P and each set S of at most d − 1 elements covering u that the join J(S) of these elements of S equals the sink psj(S) of the unique smallest face F S containing all of them with u as its source.
In what follows, let J(a 1 , . . . ,
to other elements of F {a 1 ,...,a d } that are also less than or equal to J(a 1 , . . . , a d ), by using that we have already shown this not only for all elements of [u, x) ∩ F {a 1 ,...,a d } , but more generally for all elements x ′ ∈ [u,1] such that the length of the shortest saturated chain from u to x ′ is strictly less than the length of the shortest saturated chain from u to x. The end result of this process, once we have fully justified it, will then be that we will have shown psj(a 1 , . . . , a d ) ≤ J(a 1 , . . . , a d ).
Suppose we have i cover relations upward from elements of F {a 1 ,...,a d } ∩ [u, x) to x for some choice of i satisfying 1 ≤ i ≤ d − 1. Since our polytope is simple, these i edges all must belong to an i-face F in F {a 1 ,...,a d } having x as its sink. Our i ≤ d − 1 assumption together with our usage of induction will assume that x is the join of the elements in this face covering the source of this face, all of which are less than or equal to J(a 1 , . . . , a d ), implying that x is as well, by virtue of being a join elements with this property. Now consider any one of these i edges, say e y,x for some y covered by x. We know that y has d edges outward from it all staying in F {a 1 ,...,a d } and also all yielding as their other endpoints elements w which we may now show all will satisfy w ≤ J(a 1 , . . . , a d ); this holds by our inductive process working our way upward (and also using the fact that each such w must be the pseudo-join, and hence the join, of a set T of strictly fewer than d elements all covering a common element, where we already know that each element of T is less than or equal to J(a 1 , . . . , a d )).
There are d − i edges upward from x that are not in F but are in F {a 1 ,...,a d } . Each of these d − i edges upward must together with e y,x belong to a unique 2-dimensional face of F {a 1 ,...,a d } . Moreover, the sink of each of the 2-faces obtained this way must be less than or equal to J(a 1 , . . . , a d ) by virtue of being a pseudo-join (and hence also the join) of 2 elements covering y that we have already shown are each themselves less than or equal to J(a 1 , . . . , a d ) . In particular, this shows that each of the d − i edges upward from x staying in F {a 1 ,...,a d } must have as its other endpoint an element that is also less than or equal to J(a 1 , . . . , a d ) Next we develop a further property of pseudo-joins that will be helpful to understanding the topological structure of these posets arising from simple polytopes.
Lemma 4.8. For simple polytope P and generic cost vector c such that G(P, c) has the Hasse diagram property, letting S, T be distinct sets of atoms, then pseudo-join(S) = pseudojoin(T). In particular, the subposet of pseudo-joins of collections of atoms is a Boolean lattice B |A| for A the set of atoms. If G(P, c) is the Hasse diagram of a lattice, then we further conclude that each interval [u, v] likewise has its subposet of pseudo-joins of sets of atoms of [u, v] isomorphic to a Boolean lattice B |A(u,v)| for A(u, v) the set of atoms of [u, v].
Proof. First note that S = T implies F S = F T since each face is simple with dim(F S ) = |S| (and dim(F T ) = |T |) with the neighbors of0 in F S (resp. F T ) being exactly the elements of S (resp. T ). Suppose F is a codimension one face of G such that both faces include0, and suppose also that both have the same sink which we denote by v. Then there is an edge directed from a vertex in G \ F to the unique sink v of F , by virtue of v also being the unique sink of G. There is also an edge oriented outward from0 to a vertex in G \ F , by virtue of0 being the unique source of G. But since0 is the source for F , there is a directed path from 0 to v that stays within F . Thus, Lemma 4.1 applies in this case, giving a contradiction to such F and G having the same sink.
For F G with F of codimension higher than one in G, we use that there must be an intermediate face F ′ , namely a face with F F ′ G; if F and G have the same source and sink, then F ′ must as well, enabling us to reduce to the codimension one case already handled above. Finally, the case of any two faces F and G both containing0 and having the same sink also reduces to cases we have already handled, by using in this case that F ∩ G ⊆ F and that F ∩ G must also contain0 as well as containing this common sink for F and G, which implies F ∩ G will also have the same sink as F and G, completing this case.
Turning now to arbitrary intervals, we use the fact that v is an upper bound for the set S all of the atoms of [u, v] , implying that the join of all of the elements of S is contained in [u, v] . Theorem 4.7 ensures that this join equals the pseudo-join of these same atoms, allowing the above argument to be applied more generally to arbitrary intervals [u, v] by applying our above argument for the case with u =0 to the subposet [u, v] ∩ F S which by definition of F S will include the pseudo-join of any set of atoms of [u, v] , just as needed. Now to a topological result, where we will use the Boolean lattice structure of the subposet of joins of atoms that we have just developed to give a a poset map to a Boolean lattice. Proof. The point is to get a poset map f whose image is isomorphic either to the proper part (0,1) of a Boolean lattice or to the half-open interval (0,1] in a Boolean lattice by sending each z ∈ (u, v) to the pseudo-join of the set of atoms a of [u, v] satisfying a ≤ z. One may then apply the Quillen Fiber Lemma (see Lemma 2.1) using this poset map. We will then use the fact that the proper part of a Boolean lattice has as its order complex the first barycentric subdivision of the boundary of a simplex, hence a sphere, and that (0,1] has order complex with a cone point at1, causing it to be contractible.
We proved in Theorem 4.7 that the join of a set of atoms equals the pseudo-join of this same set of atoms under our hypotheses, and likewise for each closed interval [u, v] . We showed that the pseudo-joins of the various sets of atoms in an interval [u, v] are all distinct from each other in Lemma 4.8. Our map f above will be a poset map by again using the result from Theorem 4.7 that each pseudo-join of atoms of the interval equals the join of the same set of atoms of that interval. The fibers meet the contractibility requirement of the Quillen Fiber Lemma by virtue of each having a unique highest element, giving a cone point in the order complex of each fiber, completing the proof.
The Remark 4.10. Given the ubiquity of shellable posets in combinatorics, it is worth noting that the posets considered in Theorem 4.9 typically are not shellable. A shelling would force every 2-dimensional face to have one of the two directed paths comprising its boundary to be of length exactly 2, while the Hasse diagram property precludes triangular 2-faces. While Theorem 4.9 implies that the order complexes of the posets under consideration are homotopy equivalent to balls or spheres, these spheres need not be top dimensional, as would be the case for pure, shellable complexes, so would hold in any cases where our posets do happen to be both graded and shellable. A pure shelling would necessitate for every 2-face of the polytope that each of these two directed paths jointly comprising the boundary of the 2-face have length exactly 2; in this case, all 2-dimensional faces would need to be 4-gons. See e.g. [9] for background on shellability.
Applications
Next we turn to applications of Theorem 4.9. Rather than trying to give as comprehensive a list as possible, we focus now on some important families of examples that work out nicely.
5.1.
Polytopes with well-known associated posets. We now describe two well-known families of posets, namely the weak order and the Tamari lattice, whose Hasse diagrams arise as 1-skeleta of simple polytopes, namely the permutahedron and the associahedron, respectively, both of which will meet all of the hypotheses of Theorem 4.9.
Example 5.1. The permutahedron P n is a simple polytope yielding weak order as follows. Recall that P n (x 1 , . . . , x n ) = conv{(x π(1) , . . . , x π(n) )|π ∈ S n } is the canonical V -representation for P n . Two of its vertices x u = (x u(1) , . . . , x u(n) ) and x v = (x v(1) , . . . , x v(n) ) for u, v, ∈ S n are connected by an edge if and only if v = us i for some adjacent transposition s i = (i, i + 1) acting on values. If starting from x e = (x 1 , . . . , x n ), corresponding to the identity element e of S n we orient the edges of P n (x 1 , . . . , x n ) from shorter towards longer permutations, then we obtain the weak order. Thus a cover relation u ≺ v, for v = us i in weak order means that we introduced a descent involving values i and i+1 which were in positions k and l, k < l, in u, respectively. Then, taking the linear functional c = (c 1 , . . . , c n ) ∈ R n to be one with strictly descending coordinates c 1 > c 2 > · · · > c n we obtain that c · x v − c · x u = c k (i + 1) + c l i − c k i − c l (i + 1) = c k − c l > 0. This verifies for each cover relation u ≺ v in weak order that c · x u < c · x v . See also Example 3.3 in [2] .
Example 5.2. The associahedron A n is another example of a simple polytope with a generic cost vector c yielding G(A n , c) as the Hasse diagram of a well known poset, namely the Tamari lattice. Consider the presentation for the associahedron introduced by Loday in [24] . The vertices of the associahedron are indexed by the unlabeled, rooted planar, binary trees with n leaves and n − 1 internal nodes (i.e. non-leaf vertices). We associate to each such tree t the polytope vertex M(t) ∈ R n−1 defined as follows. M(t) = (a 1 b 1 , . . . , a i b i , . . . , a n−1 b n−1 ) where a i is the number of leaves that are left descendants of the i-th internal node v i of the tree t and b i is the number of leaves that are right descendants of v i within the tree t. One may check, for example, that the associahedron given by trees with 4 leaves has vertices (3, 2, 1), (3, 1, 2), (1, 4, 1), (2, 1, 3), and (1, 2, 3) .
Turning now to the Tamari lattice, a cover relation u ≺ v in the Tamari lattice results from applying a single associativity relation in our rooted, binary, planar tree regarded as a parenthesization. Thus, v is obtained from u by replacing ((x, y), z)) by (x, (y, z)) somewhere in the parenthesized expression, with the objects x, y, z either being individual letters or being larger bracketed expressions themselves. Notice that such an operation will have the impact within Loday's realization of the associahedron of replacing some pair (a i , b i ) by (a i , b i + b i+r ) and replacing (a i+r , b i+r ) by (a i+r − a i , b i+r ) while leaving all other a j , b j unchanged. Thus, M(t) is unchanged except for having the coordinate a i b i replaced by a i b i + a i b i+r and a i+r b i+r replaced by a i+r b i+r − a i b i+r . We may again use any cost vector c = (c 1 , . . . , c n ) ∈ R n with strictly descending coordinates c 1 > c 2 > · · · > c n to deduce that u ≺ v implies c · u < c · v. See [9] , [20] for further background on the Tamari lattice. Proof. We obtain the Hasse diagram for weak Bruhat order as the 1-skeleton of the permutahedron, which is a simple polytope, using a cost vector as in Example 5.1. A proof that the weak Bruhat order is a lattice may be found in [6] . Thus, Theorem 4.9 applies.
The homotopy type of the intervals in weak order was previously determined in [12] , [13] , and subsequently by a different method in [5] . Proof. The Tamari lattice has as its Hasse diagram the 1-skeleton of the associahedron with respect to any cost vector as in Example 5.2. A proof that the Tamari lattice is a lattice appears in [25] . Thus, the Tamari lattice meets all the conditions of Theorem 4.9.
The homotopy type of the intervals in the Tamari lattice was previously determined by Björner and Wachs in [9] , where they note that this result also essentially follows from work of Pallo in [26] .
Next we combine several results from the literature in a manner suggested to us by Nathan Reading to deduce the following result which generalizes Theorem 5.4. Proof. See Proposition 3.1 in [18] for the fact that the Hasse diagram of the c-Cambrian lattice is obtained from the polytope Asso a c (W ) by choosing a suitable cost vector and taking the directed graph it induces on the 1-skeleton of the polytope. Just before Example 3.5 in [18] , it is asserted that all of these polytopes are simple. This is proven as Theorem 3.4 in [19] . Thus, Theorem 4.9 applies in the case of all c-Cambrian lattices.
Thus, we recover Reading's results on the homotopy type of intervals in the c-Cambrian lattice, thereby showing that all generalized associahedra can also be handled by our approach.
5.3.
Applications to zonotopes. Now we turn to another large class of examples of polytopes to which are results will apply, namely all simple polytopes which are zonotopes. Björner already determined the homotopy type of all open intervals for zonotopes in [5] , but we nonetheless include this discussion so as to show how another large and important family of polytopes fits into our framework. Proof. Any zonotope is a Minkowski sum of line segments. Departing a face while increasing the dot product with the cost vector c means traversing an edge in the direction of one of these line segments generating the zonotope. But we can never traverse an edge going in exactly the opposite direction to this while still increasing the dot product. By virtue of a zonotope being a Minkowski sum of line segments, it is not possible to return to the face without at some point traversing a parallel edge in the opposite direction. Remark 5.7 will give another way of seeing why this nonrevisiting property holds.
For the last claim, simply observe that each edge in a directed path departs from a facet that may never be revisited and that the final vertex in a directed path will still belong to d facets. Thus, there can be at most n − d steps since there are at most n − d facets available to be departed at some stage in the directed path. Now we turn to the task of showing that G(P, c) will be a lattice whenever P is simple and is a zonotope, doing so by combining assorted results as explained in the next two remarks.
Remark 5.7. Every zonotope may be obtained from a central hyperplane arrangement as follows. Any central hyperplane arrangement induces a subdivision of a unit sphere centered at the origin. If the arrangement is not essential, then restrict this sphere to a subspace through the origin of as high dimension as possible such that the arrangement restricted to that subspace is essential. Let the vertices of the resulting subdivision of the sphere be the vertices of a polytope. Taking the dual polytope to this, the result is a zonotope, and in fact every zonotope may be realized this way. The point is to make the hyperplanes perpendicular to the line segments comprising the Minkowski sum of line segments. See e.g. [35] or [17] .
From this perspective, an edge of a zonotope departs a face by crossing one of these hyperplanes, namely one that is perpendicular to the direction of the edge being traversed; we can never revisit the face we just left without crossing the hyperplane in the opposite direction. But this would mean traversing an edge of the polytope in exactly the opposite direction to the edge we used to depart the face.
Remark 5.7 has the following consequence:
Remark 5.8. It is proven in [7] that the poset of regions given by a central, simplicial hyperplane arrangement is a lattice. Given a simple zonotope P and generic cost vector c, the poset having G(P, c) as its Hasse diagram is exactly the poset of regions of a central, simplicial hyperplane arrangement, hence is always a lattice. Remark 5.7 explains the connection between zonotopes and central hyperplane arrangements that this translation of the lattice result from [7] relies upon. Recall that a facial orientation is an orientation O of the 1-skeleton graph of the regular CW complex such that for each cell σ of any dimension, the restriction of O to the closure of σ has a unique source and a unique sink.
Remark 6.1. Proposition 5.3 in [1] proves that the acyclic orientation induced on the 1-skeleton of a regular CW sphere by a recursive coatom order on the dual poset to its face poset will have the property that each face has a unique source and a unique sink. One might hope to extend our results to this more general context. However, our proof of Theorem 4.6 relies in an essential way on the property of polytopes that two distinct 2-faces cannot share both an edge and a third vertex not in that edge. Moreover, the proofs of many of our other results rely upon Theorem 4.6. This property does not hold for general regular CW spheres, even if we assume that the regular CW complexes are simple, as Example 6.2 will show. Example 6.2. Begin by placing four vertices denoted v 1 , v 2 , v 3 , v 4 clockwise about the boundary of the upper disk comprising the top of the cylinder. Now likewise put four vertices denoted w 1 , w 2 , w 3 , w 4 clockwise about the boundary of the bottom disk comprising the bottom of the cylinder. Introduce edges e v i ,v j for each i = j other than the pair i = 1, j = 3. Likewise introduce edges e w i ,w j for each i = j other than the pair i = 1, j = 3. Also introduce edges e v 1 ,w 1 and e v 3 ,w 3 . The resulting subdivision of this 2-sphere, namely of the boundary of a cylinder, will also have the following six 2-cells. There are ones with vertices {v 1 , v 2 , v 4 } and with {v 3 , v 2 , v 4 } covering the top disk, ones with vertices {w 1 , w 2 , w 4 } and with w 3 , w 2 , w 4 } covering the bottom disk, and ones with vertex sets {v 1 , v 2 , v 3 , w 1 , w 2 , w 3 } and with {v 1 , v 4 , v 3 , w 1 , w 4 , w 3 } covering the remainder of the boundary of the cylinder. These last two 2-cells, F and F ′ , will share both the edge e v 1 ,w 1 and also the edge e v 3 ,w 3 , so in particular will share 4 vertices in such a way that two of these four do comprise an edge.
Nonetheless, a partially affirmative answer to the question of Reiner is as follows: Proof. One may easily check that the proof of each statement above that has already been given earlier in the paper for O induced by a cost vector will indeed also apply more generally for facial orientations without need for any modification. These earlier results to be generalized now appear as Theorem 4.7, Lemma 4.8 and Theorem 4.9, respectively. Checking that the proofs still hold unchanged is left as an exercise for the reader.
One may obtain a large family of facial acyclic orientations by specializing the following result of [1] to regular CW spheres which are boundaries of simple polytopes. First we state the result, then explain the notation in the statement and make several related observations. Remark 6.5 will show that the acyclic orientations described in Proposition 6.4 will include all acyclic orientations induced by cost vectors as a special case. Since the maximal faces of X correspond naturally to the vertices of X * , the shelling order on the maximal faces of X gives rise to a total order on the vertices of X * . The acyclic orientation O mentioned above is the orientation on the edges of G(P * ) given by this total order on vertices, namely orienting each edge from its earlier vertex to its later vertex.
To understand why Proposition 6.4 holds, one may check the following observation: the requirement in Proposition 6.4 for each face in a simple polytope X * to have a unique source under the orientation O is equivalent to requiring the ordering on facets of the simplicial polytope X inducing O to be a shelling order for X; to see this claim, one uses the fact that two vertices of X * belong to a common edge if and only if the corresponding facets of X overlap in a codimension one face, and that two vertices of X * both live in a face of dimension higher than one (and do not both live in a common edge) if and only if the corresponding facets of X share a face of codimension greater than one (but do not also share a codimension face). The assertion in Proposition 6.4 that each face of our simple polytope X * have a unique sink is exactly equivalent, by the same reasoning, to the requirement that the reverse order on the facets of X is also a shelling order.
Remark 6.5. By the above reasoning, vertex orderings induced by generic cost vectors for simple polytopes will always give shelling orders on the corresponding facets in the dual polytope, due to having unique sources for each face. Thus, the vertex orderings induced by cost vectors that we consider throughout this paper are indeed a special case of this framework discussed in Proposition 6.4 of [1] of facial orientations induced by dual polytope shellings.
Taking this relationship between shellings and facial orientations in a different direction yields another observation perhaps of independent interest: Remark 6.6. The remarks and observations above also give the following way to see that all simplicial polytopes are shellable, distinct from the line shellings typically used to prove shellability for more general polytopes. Since every simple polytope has a nonempty set of generic cost vectors, any one of these cost vectors may be used to construct a shelling for its dual polytope. Thus, all simplicial polytopes admit such shellings.
Combining the assorted observations in this section also yields: Remark 6.8. This partial order discussed in Corollary 6.7 may alternatively be described as the partial order on the facets of a simplicial polytope X induced by any shelling on X by making a cover relation F i ≺ F j whenever F i comes earlier than F j in the shelling order subject to the further requirement that F j share one of its codimension one faces with F i . Remark 7.2. We refer readers to [21] for interesting, related work that takes a somewhat similar perspective to ours and provided some inspiration for some our work. In [21] , Kalai proved that the combinatorial type of a simple polytope is determined by its 1-skeleton, also making use of a cost vector in this construction as well as utilizing the consequent sources and sinks of the various faces. More specifically, Kalai shows how to determine its faces and which set of vertices is contained in each face.
Further questions and remarks
One might be tempted, in light of our results, to ask the following question: Question 7.3. Suppose P is a simple polytope with generic cost vector c such that G(P, c) is a Hasse diagram for a poset. Does this imply that this poset is a lattice? However, Francisco Santos has provided us with the following counterexample. 4 connected with each other with the structure of a 4-cycle. Put two opposite vertices v 1 , v 3 among these four vertices at a higher height than the other two, namely with c · v i > c · v j for each i ∈ {1, 3} and each j ∈ {2, 4}. Now truncate each of the six vertices by slicing by a generic hyperplane with slope chosen so as to make this a simple polytope with the Hasse diagram property (with each of the original vertices replace by four new vertices). This will yield a simple polytope with G(P, c) a Hasse diagram for a poset that is not a lattice, since there will be a pair of vertices having two different least upper bounds; specifically, we may use one of the four vertices replacing v 2 together with one of the four vertices replacing v 4 . We may choose such vertices so that we get one least upper bound in the quadrilateral replacing v 1 and another in the quadrilateral replacing v 3 .
One may construct a simple polytope P and a cost vector c such that G(P, c) is the Hasse diagram of a poset with the pseudo-join of some collection of atoms which is not equal to the join of this same collection of atoms, as shown next.
Example 7.5. Start with a 3-dimensional cube and add a new vertex by coning over one of the facets of the cube that contains the vertex of the cube where the cost vector was maximized, positioning this new vertex so that it becomes the pseudo-join of all the atoms. This can be done by letting c = (100, 2, 1), letting the vertices of the cube be (±1, ±1, ±1) and taking as the cone point over a facet of this cube the vertex (2, 0, 0). To make the 1-skeleton of the polytope obtained this way a Hasse diagram, we cut off the vertex (2, 0, 0) of the cone with a hyperplane near this vertex with a slope for this slicing hyperplane chosen in such a way that one of the resulting four new vertices (replacing (2, 0, 0)) becomes the pseudo-join of all the atoms, while the vertex that was the join of the atoms in the original cube still remains as the join of all the atoms. This is not a simple polytope, but one may transform this into a simple polytope by shaving by a hyperplane at each node of degree higher than 3. However, that shaving operation will change which element is the join of the set of three atoms in such a way that indeed the join of the three atoms is the pseudo-join of the same set of three atoms, making this into a positive example of how our result works where joins coincide with pseudo-joins.
One still may ask: Question 7.6. Is there a good way to recognize when G(P, c) will be the Hasse diagram of a poset? Likewise, is there an effective way to determine when such a poset will be a lattice?
Regarding the first question, Louis Billera has suggested considering the directed adjacency matrix A where he observed that the Hasse diagram property would imply that the trace of A T · A i would need to be 0 for each i ≥ 2, letting A T denote the transpose of A. From the standpoint of algorithmic efficiency, this requires an n × n matrix where n is the number of vertices of G(P, c), which may be much larger than either the dimension or the number of facets in the polytope.
Remark 7.7. It is natural to ask whether a simple polytope P together with a generic cost vector c such that G(P, c) has the Hasse diagram property will always satisfy our directed graph version of the non-revisiting path conjecture. An obvious place to start is to ask whether any of the known counterexamples to the Hirsch Conjecture meet our hypotheses, since these are all known to be counterexamples to the undirected version of the nonrevisiting path conjecture.
The original construction of Francisco Santos in [33] of a polytope violating the Hirsch Conjecture was not a simple polytope. However, later examples of Matschke, Santos, and Weibel in [MSW] are simple polytopes violating the Hirsch Conjecture.
We have not determined whether these examples from [MSW] have the Hasse diagram property for some choice of cost vector. This seems quite nontrivial to check.
Remark 7.8. In seeking more examples of polytopes fitting into our framework, one class of polytopes that might be tempting to consider would be the fiber polytopes, polytopes introduced in [3] ; after all, the permutahedra and associahedra do fit into our framework. However, every polytope may be realized as a fiber polytope, specifically as a monotone path polytope obtained as follows. Take the join of the original polytope with a point and project to the real line in such a way that the fiber over each point on the real line is either empty, the single point with which we take a join, or has the combinatorial type of the original polytope. Thus, fiber polytopes are too general for our results to apply to all of them.
Another natural seeming class of polytopes to try, the generalized permutahedra (see [27] ), also will not always satisfy all of our hypotheses. One sees this by noting that generalized permutahedra sometimes have triangular faces, which forces the Hasse diagram property to fail for all choices of cost vector.
A question we have not yet considered that seems worthwhile is as follows: Question 7.9. Do various important classes of polytopes coming from operations research fit into our framework, at least when one uses a generic cost vector?
An affirmative answer could contribute to the understanding of the widely observed phenomenon that the simplex method typically is much more efficient in practice than theoretical results would predict.
Let us conclude by emphasizing a question which we find most interesting:
Question 7.10. Given a simple polytope P with generic cost vector c such that G(P, c) is the Hasse diagram of a lattice, is it then the case that any directed path which leaves a face can never revisit that face?
As mentioned in Section 1, an affirmative answer to Question 7.10 would give conditions on P and c that would ensure efficiency of the simplex method under all choices of pivot rule.
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