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Let .F(x , ,..., x,) be a form of degree d with integer coeffkients. How large must 
s be to ensure that the congruence .Y(xt,..., x,) = 0 (mod m) has a nontrivial 
solution in integers 0 or I? More generally, if .Y has coefftcients in a finite additive 
group G, how large must s be in order that the equation Y(x, ,.,.,x~) = 0 has a 
solution of this type? We deal with these questions as well as related problems in 
the group of integers modulo 1 and in the group of reals. 
1. INTRODUCTION 
Let G be a finite additive group. Define s,(G) as the smallest positive 
integer such that, for any sequence g i ,..., g, in G with s > s,(G), there is a 
nontrivial solution of 
EIgI + . + E, g, = 0, (1.1) 
where each &i is 0 or 1. 
The problem of finding s,(G) was proposed by H. Davenport at the 1966 
Midwest Conference on Group Theory and Number Theory. The origin of 
Davenport’s problem is explained in Olson’s paper [4], where s,(G) is 
evaluated for p-groups. If G is a direct sum of cyclic groups, of the type 
G = C,e, 0 C,,, 0 . . . @ C,,, (1.2) 
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where p is a prime, then 
s,(G) = c (pq’ - 1). (1.3) 
.i= I 
In the present paper we give a new estimate for s,(G) when G is not a p- 
group. We also consider the following problem, which generalizes 
Davenport%. An s-tuple E = (E , ,..., E,) with each .si = 0 or 1 will be called 
idempotent. Define So as the smallest positive integer such that for any 
form F(x) = X(x i,..., xs) with coefficients in G, of degree d and with 
s > sd(G), the equation 
ST(&) = 0 (1.4) 
has a nontrivial idempotent solution. 
For example, let C, be the cyclic group with m elements and write sJm) 
instead of sd(Cm). A homogeneous congruence 
me * f...) E,) = 0 (mod m) 
of degree d has a nontrivial idempotent solution if s > sd(m). 
THEOREM 1. If G is a p-group, then 
q,(G) = ds,(G). 
In fact we will prove more. Call an idempotent E = (si ,..., a,) even or odd 
accordingly as E, + ... + E, is even or odd. 
THEOREM 2. ‘Suppose #j ,..., 5 are polynomials in x = (x, ,..., xS) with 
coefficients in respective p-groups G, ,..., G,, and of respective degrees 
d , ,..., d,. Write A or B, respectively, for the number of even or the number of 
odd idempotent solutions of 
T(E) = o,..., T(E) = 0. (1.5) 
s > d,s,(G,) + ... + d,s,(G,), (1.6) 
then 
A = B (modp). (1.7) 
Now if T(x, ,..., xs) is a single form of degree d, then s > ds,(G) implies 
(1.7). Since A > 0 in view of the trivial solution, it follows that A + B > 1, 
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and there is a nontrivial solution of (1.4). Thus sd(G) < ds,(G), which gives 
part of Theorem 1. The other part will be explained in Section 2. 
As will be pointed out below, Theorem 2 is a consequence of Warning’s 
Theorem in the case when each group Gj is of order p. 
The proof of Theorem 2 in the general case involves the use of group 
rings, somewhat as in [4]. For an arbitrary finite additive group G the 
method breaks down, and our primary tool will be character sums. We write 
m(G) for the maximum order of the elements of G. The cardinality of a set A 
is denoted by (A I. Let R(h) denote the number of prime divisors of the 
natural number h, counted with multiplicities; we shall write 
t(G) = WI ~4). 
THEOREM 3. Let G be u fir&e additiue group. Then 
s,(G) < 5m(G)’ t(G) log(3m(G) f(G)). 
In particular, it follows that 
(l-8) 
s,(Ci) < 5&0(m) log(3mB(m)k), (1.9) 
where C”, denotes the direct sum of k copies of C,. To explain the relation 
of our inequalities (1.8), (1.9) to existing results, we note that as pointed out 
in [4], 
s,(GOH) + 1 < @l(G) + l)(s,(W + 1) (1.10) 
for finite additive groups G, H. It follows from (1.3) and (1.10) that 
s,(Cfj,) < mkuCm), (1.11) 
where a(m) denotes the number of distinct prime divisors of m. This is 
stronger than (1.9) if k is small in terms of m. Moreover, if k = 1 or 2, the 
precise result 
s,(C”,) = k(m - 1) (1.12) 
was shown in IS]. No strong evidence exists that (1.12) is true for all k. The 
value of s,(G) is known in some further special cases; see [3]. 
We conjecture that the m(G)’ in (1.8) may be replaced by cl(e) m(G)‘+C. 
But the argument leading to Theorem 3 is really a uniform distribution 
argument, and we will give an example in Section 3 to show that the factor 
m(G)’ is necessary for uniform distribution. 
If a = {a, ,..., a,}, with each a, in a group H, then the regularity of the 
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distribution of the elements of a in H may be measured in terms of the 
discrepancy 
where N(h; a) is the number of i < 1 with a, = h. In particular, let g, ,..., g, be 
a sequence in a group G. For a subgroup H of G let h, ,..., h,, where 
r = r(H), be the subsequence of g, ,..., g, contained in H. If a denotes the set 
of elements 
e, h, + ... + e,.h, (each Ei = 0 or I), 
each counted with proper multiplicity, we shall write N,(h) instead of 
N(h; a) and D(H) instead of D(H, a). 
Theorem 3 is now a corollary of 
PROPOSITION 1. Let g,,...,gs be a sequence of nonzero elements in the 
finite additive group G, where 
s >, 5m(G)* t(G) log(3m(G) t(G)). 
Then there is a nonzero subgroup H of G having 
(1.13) 
D(H) < (2”“‘//Hl) - 1. (1.14) 
The inequality (1.14) includes the assertion that each member of H is of 
the form E, g, + + E, g, with (E, ,..., E,) a nontrivial idempotent. After all, 
our set a has 1 a\ = 2?(“), so that 
N,(h) > (2”H’/I HI) - D(H) > 1 
for each h E H. In particular (1.1) is soluble nontrivially whenever (1.13) 
holds, which proves Theorem 3. 
Our simplest result about uniform distribution is 
THEOREM 4. Let G be a finite additive group. Suppose that C is natural 
and that g, ,..., g, is a sequence in G having 
s - r(H) > (l/4) Cm(G)’ log ( GI 
for every proper subgroup H of G. Then 
D(G)< 2SIGI-C. 
A related result (Theorem 5) will be formulated in Section 3. Proposition 1 
will be deduced from Theorem 5. 
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We remark in passing that Erdijs and Heilbronn [2) showed for s distinct 
elements of G = C,, that 
D(G)<E~~(G(-’ 
if s )G\-2’3 is larger than some constant depending on E > 0. 
What of sd(G) where d> 2? Here our method is a rather cumbersome 
induction on d leading to Theorem 6, which implies (for any E > 0) the ine- 
quality 
Q(G) < c,(d, e)(m(G) t(G) s~(G))~~-“~-‘)!+‘. 
Thus, for example, 
s,(m) < c3(e) m4+f. 
(1.15) 
We conjecture that 
q,(m) < c4(d, E) m’ +: 
which is certainly true for prime powers m by Theorem 1. 
We now turn our attention to the group of real numbers modulo one. Let 
F be a form with real coefficients in s variables. Naturally we can no longer 
consider (1.4). But we can ask how close X(&i ,..., E,) comes to zero. 
When F is a linear form it is not hard to show that 
lW& , 9**., Es)11 < I/@ + 1) (1.16) 
for some nontrivial idempotent (E, ,..., E,), where (1 ... )I denotes the distance 
from the nearest integer; see Section 5. This inequality is best possible, as is 
seen by the example 
m-q ,***, x,)= [I/@+ 1)1(x, + ‘.’ +x,). 
It seems likely that for a form of degree d > 2 the right-hand side of (1.16) 
could be replaced by c5(d, E)s-‘+~. We shall prove the much weaker 
THEOREM 7. Let Sr(x, ,..., xJ be a form of degree d with real 
coeflcients. Then there is a nontrivial idempotent E with 
IPwll < g&)3 
where the function g, is independent of Sr and tends to zero as s --) 00. In 
particular we may take 
g*(s) = IO log log s/log s (s > e’). 
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The functions g, , g, ,... involve further iterations of the logarithm and will 
not be computed explicitly. 
What should be the analogue of Theorem 7 for the group of real numbers? 
For a form X with positive coefficients we cannot make IX(a)1 small for 
nontrivial idempotents E. So here we relent and allow values 0, 1, -1. But 
even then we have to restrict ourselves to forms of odd degree. 
THEOREM 8. Suppose that d is an odd integer and that K > 0 is given. 
Let s > cs(d, K) and let F(x, ,..., x,) be a form of degree d whose coeficients 
are real numbers not exceeding K in absolute value. Then the are u, ,..., u, 
with 
[sT(~,,“., a,)\ < 1, 
where 2’d-“/2 of the ui are equal to 1, the same number are equal to - 1, and 
the other ui are 0. 
In particular we have 5f(ul,..., a,) = 0 if the coefficients of ST are 
integers. Theorem 8 settles a question that is raised implicitly in [8]. The 
proof uses Ramsey’s theorem in graph theory (see, for example, [7]) and 
hence the values obtained for c,(d, K) by our method would be very large. 
The plan of the paper is as follows. Section 2 deals with p-groups. We 
prove Theorem 2 and complete the proof of Theorem 1. Sections 3,4 deal 
with finite additive groups. In Section 3 we prove Theorem 4 and 5 and 
deduce Proposition 1 from Theorem 5. In Section 4 we prove Theorem 6 and 
deduce (1.15). Sections 5 and 6 contain proofs of Theorems 7 and 8, respec- 
tively. The sections are independent of each other, except that Section 4 
depends on Section 3. 
2. FORMS OVERp-GROUPS 
We begin by deriving the lower bound 
Q(G) > ds,(G). (2.1) 
Interpret C,, as the additive group of the ring of integers modulop’. Put 
a(x) = cz(x, )..., Xd)=1-(1-X,)(l-X2)..‘(1-Xd), 
where 1 is the identity of the above ring. For idempotents E, 
G!(E) = 0 if E=O 
= 1 if EfO. 
(2.2) 
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The constant term of a(x) is zero. We modify @ by replacing, in 
monomials xy,’ . . xy; with a, > 0 and i, ( i, < . . . < i,, the exponent a, of 
xi, by d - (az + . . + a,). If we denote the new polynomial by .9(x), then 9 
is homogeneous of degree d and (2.2) remains true with 9 instead of a. 
The form 
K<(X) = Sjx,) -t- .” + 9(x,e-,), 
where xi = (xi1 ,..., xid), is a form of degree d over C, in d(pe - 1) variables 
for which (1.4) has only the trivial solution. It is easy to extend this example 
to a sum group G = C,,, @ .. 0 Cpr,: we write x = (x(I),..., x(‘)), where xfi) 
has d(p” - 1) coordinates, and put 
F(x) = qx”‘) + ‘. + xcr(X(r’). 
Before beginning the proof of Theorem 2 in general, we consider the 
special case when Gi = C, (i = l,..., I). Put 
qe, ,***, x,) =6(x;-‘,..., x,P-‘) (i = I,..., 1). 
Every solution of 
&(x) = ‘. = oqx) = 0, (2.3) 
where x has components in C,,, gives rise to the idempotent solution E = 
(A?- I,..., g- ‘) of (1.5). Conversely, every solution E of (1.5) is obtained in 
this way from (p- l)“t”‘+rs solutions x of (2.3). Thus the number N of 
solutions of (2.3) has 
N= C (p- I)~~+“‘+~J=A -B (modp). 
esatisfles(I.5) 
But N = 0 (modp) by Warning’s theorem (for which see [ 1 I). 
In what follows it will be convenient to allow the zero group C, as a p- 
group. We note that s,(C,) = 0. 
Proof of Theorem 2. By combining forms of equal degree into a single 
form with coefficients in a sum group, we may suppose without loss of 
generality that d, < d, < . . . < d,. Introducing (if necessary) further 
equations over C,, we may suppose that dj =j (1 <j ( 1). Thus (1.6) 
becomes 
s > i jsI(Gj)- (2.4) 
j=l 
Since we are interested only in idempotents, we may, in each polynomial 
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6, replace each power xi, where I> 2, by xi. Hence we may suppose 
without loss of generality, that 
T=C gjtr) n xi, 
T ior 
where gj(t) E G,i and where r runs through the subsets of (l,..., s). The 
polynomial 
where g(r) = (g,(r),..., g!(t)), has coeff’cients in G = G, @ ... 0 G,. Now if E 
is idempotent and if cr is the set of subscripts i with si = 1, then F(s) = h(a), 
where 
again is in G. The numbers A, B are respectively the number of sets o c 
{ L..., 3) with h(a) = 0 and with (u) even or odd. 
We now change to a multiplicative notation: thus 
We form the group ring Z [ G]. The element 
h= c (-1)‘“’ h(u) 
IJ 
O~ll.....SI 
lies in E [ G] and the coeffkient of the identity element is A - B. Hence it will 
suffice for us to show that 
h E PZ [G], (2.5) 
that is, h lies in the ideal in Z[G] consisting of elements whose coefficients 
are divisible by p. 
Let .P be the ideal in Z [G] generated by all elements 
(1 -g(TA) “. (1 -dr,>) 
where r, U ... U r, = { l,..., s}. We will show that 
hE.Y’- 
(2.6) 
(2.7) 
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and that 
c~- spZ[G]. P-8) 
Let us begin with (2.8). In a typical product (2.6), let vi be the number of 
factors 1 - g(r,) with lri( =j. Then 
i jVj>S > C JS,(Gj) 
j=l j=l 
by (2.4). Thus 
CC ~j+ ~j+l + ‘.’ VI) > $J (S,(Gj) + ‘.. + sl(G,)) 
j=l j=l 
and 
vj+ vj+l + .*' + VI > S,(Gj) + .” + sI(G,) = s,(G,i@ ‘.. @ G,) 
for some j. Now g(r) where (rl >j lies in Hj = Gj @ .. @ G,. Thus (2.6) is a 
multiple of the product 
n C1 - dri)), (2.9) 
ITil>j 
which lies in Z[Hj] and which has more than s,(Hj) factors. According to 
Olson [4], the product (2.9) lies in pZ[Hj] ~piZ[Gl, and hence 9- cpZ[G]. 
We now turn to (2.7), which is quite general and independent of (2.4). In 
fact, let R = Z[X] be the ring in variables x(r) where 7 runs through the 
subsets of {l,..., s}. For a subset u put 
and write 
h=h(X)= c (-1)‘“’ h(a, X). 
D 
oszll.....si 
LEMMA 1. h lies in the ideal 3 generated by all products 
(1 -X(r,)) ‘.. (1 -Jxrn)) 
wherer,U’.. Ur,= (I,..., s). 
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Proof. Put Y(r) = 1 -X(r), and write X(i) for X((i)), and Y(i) for 
Y({i}). Then 
distinct 
ITi/ a2 
Thus 
wq = X@) 2 (-1)’ c Y(rJ .” Y(t,) (-1)‘“’ n X(i). 
I=0 Tl,....T/ (I iao 
distinct ?l,....?/CU 
ITil>Z (2.10) 
For fixed tl ,..., t, put cp = t, U ..’ U rI and let I,U be the complement of cp in 
{L..., sJ. The sets u containing t 1 ,..., zI are the sets u = p Up where p E ty. 
Thus 
s 
T I,..., r,so 
(-1)” fl X(i) = (-1)‘“’ ( fl X(i)) ( C (-l)lpl n X(i)) . 
ieo ism PGC iED 
The last factor here is 
s (-1)‘P’ n (1 - Y(i)) = n (1 - (1 - Y(i))) = n Y(i). 
PG:o icp is* ic4.4 
Thus the summand in (2.10) with given 1 and r, ,..., r1 is a multiple of 
Y(r,) "' Y(zJ n Y(i). 
ieyr 
Since r, u U z, u w = { l,..., s}, the lemma follows. 
The proof of Theorem 2 is complete. It is clear from the proof that for a 
single polynomial ,7 the condition s > A,(G) can be replaced by the weaker 
condition 
b(F) > s,(G), 
where the “breadth” b(y) is defined as follows. It is the smallest b (if such b 
641/12/4-3 
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exists) for which there are monomials d,...,Mb, each occurring in Y, and 
such that the product 4 ,...,Jb is divisible by xlxt ... x,. Further 
b(ST) = +co if no such b exists. A similar but more complicated condition 
can be given for h polynomials ST; ,..., Xh. 
3. UNIFORM DISTRIBUTION THEOREMS 
Let X be the character group of the finite additive group G, and let x0 (the 
principal character) be the identity element of X. Recall that 31 is isomorphic 
with G, so that in particular 
IXI=lGl- (3.1) 
Recall further that for g E G we have 
c x(g)=0 if g#O 
XSX (3.2) 
=IGl if g = 0. 
Given a subset P of X, write !P’ for the set of g E G having w(g) = 1 for 
all w  E Y. Then !?@ is a subgroup of G. Given a subset H of G, write HA for 
the set of x E X having x(h) = 1 for all h E H. Then H’ is a subgroup of X. 
The maps !P + Yi and H --* H’ provide inverse l-l mappings between the 
collection of subgroups Y of X and the collection of subgroups H of G. 
These maps reverse inclusion relations, and if !P, H correspond to each other 
via these maps, then 
f( y? + t(H) = t(G). (3.3) 
Throughout this section we write m = m(G), t = t(G). It is easily seen that 
IGl<m’. 
We shall assume that G is nonzero, so that m > 2 and t > 1. If x is a group 
character of G and g E G, then we have x(mg) = 1, and therefore 
x(g) = Wm) 
for some integer a in 1 < a < m. 
We denote by C an arbitrary natural number. 
Proof of Theorem 4. Let g, ,..., g, be a sequence in G. The quantity 
N,(g) defined in Section 1 has 
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I,= 2 .‘. i J- 2 Xhg,+ ‘~‘+-%&-d 
c,=O Es=0 IGI xcz,+ 
from (3.2). Thus 
where the inner sum is taken over the nonprincipal characters in 31. 
In view of the definition of D(G), we have 
i “. 21: -!- c xhg1+ .‘. +%&)X(-d 
cs=o IGI x+m, 
= D(G) 
fI=o 
for some g E G. Thus there is a character x #x0 for which the quantity 
P(X)= h i=, / 1+:(gi)1=2-‘/~o...~oX(E,8*+...+Elgi)/ 
has 
PCX)>,2-S(GJD(G)/JXJ= 2-“D(G). (3.4) 
How can we bound the product P(x) from above? Certainly each factor is 
< 1. Moreover, if x( gi) # 1, then x( gi) = e(a/m) with 1 < a < m - 1, so that 
1 ’ +ttgi) / =fle (+L) +e(-&)I =COS~<COS+. 
It is clear that 
Put 
cos(n/m) Q 1 - 4m-*. 
H= {xl’, 
recall that r(H) denotes the number of i < s with gi E H, and intoduce the 
notation 
z(H) = s - r(H). (3.5) 
Now x( gi) # 1 precisely if gi 66 H, and the number of such gi is z(H). An 
upper bound for Ph) is thus 
P(x) < (1 - 4m-2)“H’. (3.6) 
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Combining this inequality with (3.4), we conclude that there is u proper 
subgroup H of G such that 
(1 - 4m - *)r(“) > 2 -‘D(G), 
from which 
z(H) log(l - 4m-*) > log(2-SD(G)) 
and 
m2 2” 
z(H) < 4 log D(G). 
Now, by the hypothesis of Theorem 4, 
z(H) > (C/4) m2 log 1 GI. 
Combining (3.7) and (3.8), we obtain the required inequality 
D(G) < 2” ) GJ-C. 
(3.7) 
(3.8) 
In the following theorem we elaborate the above argument to take 
advantage of the fact that the average size of Pk) is large. 
THEOREM 5. Suppose that g, ,..., g, is a sequence in the finite additive 
group G having 
z(H) 2 SCm*t(G/H) log 3mt (3.9) 
for every subgroup H of G (in the notation (3.5)), where C is natural. Then 
D(G) < 2S(GI-1 (2t)-5 (3.10) 
Proof: Suppose that (3.10) is false. Again (3.4) holds, but in fact we 
have the stronger 
~~~~pr)>2-JIGID(G)>(2r)-C. (3.11) 
The contribution to the sum on the left of (3.11) from characters x having 
J’(x) < (2 IGl)-’ (WC 
is at most 
f(2t)-C. 
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Thus 
c P(x) > +(29-Y (3.12) 
XfXO 
(ZIGI(ZfF~'<P(X)<I 
We represent the interval 
(2/G/ (2QC)-’ <x< 1 (3.13) 
as a union of intervals of the type 
m-2a-' < x < m-O’. 
Settinga,=O,a,=2a,_,+1fork>1,weseethata,~2k-2fork~2,and 
hence the union of the above intervals for a = a, , a, ,..., a,+ covers the interval 
mpd<x<l, 
where d = 2k-‘. Let us take 
k = [4 log 3tC]. 
Then 
so that 
k - 1 > (log 3tC)/(log 2), d >, 3tC, 
md > m3fC > 2m’(2r)c > 2 1 G( (2t)C, 
and our k intervals cover the interval (3.13). 
In view of (3.12), there is an a such that the set 9 of x + x0 with 
m-20-1 < P(jy) < mea 
has 
c POI) 2 &jr.> cwzc9 
XE@ 
or 
1 @I > m”(5t)-2c. (3.14) 
For x E @ let us write p(x) for the number of i Q s with x( gi) f 1. In 
analogy with (3.6), 
m-2a-’ Q P(x) Q (1 - 4m-2)D(X’ 
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and 
ph) < (m*/4)(2a + 1) log m = po, 
say. 
Suppose, if possible, that 
u ( max(4, (4C log St)/(log m)). 
Pick x E @ and let H = {K}‘. Then in view of (3.15), 
(3.15) 
(3.16) 
z(H) = p(x) ( (m2/4)(2a + I) log m 
< max ( 1 8Clog5t 2m2 log m, ; ( logm + 1) m*logm) (3.17) 
< 2Cm* log 3mi. 
The last quantity in (3.17) is certainly at most 
2Ct(G/H) m* log 3mt, 
in contradiction to (3.9). Thus (3.16) is false, and in view of (3.14) we have 
We define 
I@ 1 > ma/*. (3.18) 
Aj=max)Yn@l, 
where the maximum is taken over all subgroups Y of the character group 
with t(lv) =j. Then 
0=&</l, < .‘. <&=I@/. 
Since ) Yy1< m’ for a subgroup Y having t(!Y) =j, we note that A, < m’. 
Setting b = [a/4], where [. . ] denotes the integer part, we have 
1, < mai 4. (3.19) 
Let US define ai by 
max(li, l)/(max(A,- 1, 1)) = mai (i = l,..., t). 
Then by (3.18), (3.19), 
mob+* + +W = A,/(max(A,, 1)) > m014. 
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Put 
then 
+ ... +a,<@ < p log 3t. (3.20) 
Now pick j with b -I- 1 <j < t having jai = /3, and pick a subgroup Y of J 
with t(Y) = j and 1 ‘Yn @I = 1,. Thus 
j > a/4, Qj > a/(4j log 3t) (3.21) 
from (3.20). In particular Aj > I. 
We want to exploit the fact that p(x) < p0 for every x in ‘Yn @. We have 
Ia order to give an upper bound for the sum S we rewrite it as 
s=i c 1. (3.23) 
i=l xsl0D 
xm= 1 
Write Zf = !?‘. If we consider an i < s with g, E H, the inner sum in (3.23) 
is just ( Y f~ Cp (. The contribution to S from these integers i is exactly 
r(H)(Yn@l=r(H)llj. 
Now fix an i < s with 
gi (r He (3.24) 
Write Hi for the group generated by gi and H. A term x of the inner sum in 
(3.23) now has 
,y( gi) = 1, as well as x(h) = 1 for all h E H. 
The inner sum is thus 
IHfn@l<Aj-1 
in view of t(HJ > t(H), t(H i ) < t( !?) = j. The contribution to S from 
integers i with (3.24) is at most 
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In summary, 
so that 
and therefore 
z(H) G 1 - (t- ,,Aj) G 
PO 
1 - m-aj’ 
We observe that 1 - ~tl-~j > i if m”j > 2, but if rnq < 2 < e, then a,i log m < 1 
and 
l-m-“j=l- e-ajlOKm = aj log m - +(CZj log m)2 + . . . > &j log m. 
In view of (3.21), (3.15), and a > 4, it follows that 
z(H) ,< 2P. max(L l/(aj log ml> 
Q 2p, max( 1, (4j log 3t)/(f.2 log m)) 
< 8p,ju-’ max(1, (log 3t)/(log m)) 
< 2mzj(2 + a-‘) log 3mt < 5m2j log 3mt. 
Since j = t( !?) = t(G/H), this contradicts (3.9), and Theorem 5 is proved. 
We can easily deduce Proposition 1. Let g, ,..., g, be a sequence of nonzero 
elements in G with (1.13). Take C = 1 and suppose first that (3.9) holds for 
every proper subgroup H of G. By (1.13), 
so we have 
s > (t log m)/(log 2) + 1, 2’> 2)G/, 
D(G) < 2”IGJ-’ (2t)-’ 2SJG(-’ - 1. (3.25) 
Now suppose that (3.9) fails for some subgroup H. Choose such an H with 
1 H( as small as possible. The hypothesis (1.13) implies that H is not the zero 
subgroup. Now for any subgroup K of H, the number of i < s with gi E H, 
gi @ K is at least 
z(K) -z(H) > Sm’(t(G/K) - t(G/H)) log 3mt 
= 5m2t(H/K) log 3mt, 
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in view of the minimal property of H. Since t(H) < t, m(H) < M we can 
apply Theorem 5 to H, and we obtain 
D(H) < 2’tH) pl-’ (2t(H))-‘. 
Moreover, 
r(H) = s - z(H) 
> 5m*(t(G) - t(G/H)) log 3mt = 5m*t(H) log 3mt. 
In analogy with (3.25) we therefore have 2r(H’ > 2 JHI and 
D(H) < 2”H’/(H( - 1, 
and Proposition 1 is proved. 
We conclude this section with the example of bad distribution of sums 
El g, + ‘.’ + E, g, (si=O or I) 
mentioned in the introduction. Let m and k be natural numbers with m > 6. 
We form the sequence gi,..., g, in C”, by repeating each of U, = (LO ,..., 0), 
u2 = (0, 1,0 ,..., 0) ,..., uk = (0 ,..., 0, I) exactly 2I times, where 
I= [m*,‘l8]. 
Thus 
s = 21k > kmz/18. 
Let H be any nonzero subgroup of G with r(H) >, 1. We shall show that 
D(H) > 2’9 H(. (3.26) 
Suppose for simplicity of writing that the subsequence of u,,..., uk 
contained in H is Us,..., u,. We can suppose further that ui,..., U, generate H 
(otherwise (3.26) is trivial), and so JHJ = m’. We note also that r(H) = 2ft. 
Now it is easily seen that 
has 
21 t NH(h) 2 l . ( ) (3.27) 
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By a precise version of Stirling’s formula (see [6, p. 235]), we have 
-l/U > 2 2” 
m’ 
(3.28) 
so that, combining (3.27) and (3.28), 
D(H) > N,(h) - 2”9]H( > 2”9(H(. 
4. FORMS OVER FINITE GROUPS: AN INDUCTION 
In the introduction we gave inequality (1.15) for So, where G is a finite 
additive group. The following theorem implies (1. IS), but is more precise. 
THEOREM 6. Let G be a finite additive group. Let E > 0; then 
sd(G) Q c,(d, E) m(G)a(d)+r t(G)4(d)tr s,(G)~(~)+‘, 
where the triples u(d) = (a(d), p(d), y(d))) are defined by 
u(l)=(O,O, 1) 
and the recurrence 
We claim that F(d) = max(a(d), /3(d), y(d)) satisfies 
Z-(d) < 2d-‘(d- I)! (4.2) 
The cases d = 1, 2 are easily verified. For d > 3, it is clear that /l(d - 1) < 
y(d - l), and so 
T(d) < 2(d- l)T(d- l)+ 1 <2(d- 1)2d-2(d-2)! + 1 
=2d-‘(d- I)! + 1 
by induction on d. Inequality (1.15) is now an immediate consequence of 
(4.2) and Theorem 6. 
Proof of Theorem 6. Let 
9-(x) = c )...) jd) xj, . xjd 
lCjl<h<...<ldCs 
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be a form with coefficients in G. Associated with ST is the multilinear form 
.P is linear in each of Xi = (Xi, ,..,, Xis) (i = l,..., d). 
Throughout this section let 
w=s,(G)+ 1. 
We have the identity 
X(m,a,+...+m~J= 2 ... 5 F(a, ,,..., a,)m,, . ..rn., (4.3) 
r,=l Td=l 
valid for integer s-tuples a, ,..., a, and integers m, ,..., m,. 
Suppose in particular that a, = (a,) ,..., Q,,) ,..., a, = (a,, ,..., a,) are 
nonzero idempotents with 
and 
Ui[Uj[ = 0 whenever i+j and 16 1 Q s, (4.4) 
F(a,, ,..., aJ = 0 (4.5) 
for each set of natural numbers r,,..., rd, not all equal, having ri < w  
(i = l,..., d). 
Because of the value of w, we can find a nontrivial idempotent (m, ,..., m,) 
having 
$ .F(a I ,..., a,) ~72: = fj R(a, ,..., a,) m, = 0. 
r=l r=l 
(4.6) 
Now E = m, a, + . + m,a, is a nonzero idempotent, because of (4.4). 
Moreover, in the expression on the right hand side of (4.3), all the summands 
except possibly .p(a, ,..., a,) mf (r = l,..., w) are zero. Combining this with 
(4.6), we obtain 
ST(&) = 0. (4.7) 
The proof of Theorem 6 is now accomplished by induction on d. The case 
d = 1 is trivial with c,(l, E) = 1. In our induction step we consider a form 
T-(x* )...) x,) of degree d with coefficients in G. Suppose that 
S 2 W(Sd- ,(@) + 1)~ where h = dwd-‘. 
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Let CZ, ,..., 6Zw be any disjoint sets in {l,..., s} with cardinality 
s,-,(G”) + 1. Let a, be any nonzero idempotent with 
a,[=0 whenever 16 @, . (4.8) 
Suppose that nonzero idempotents a, ,..., aj-, have been chosen, where 
1 <.j < w. We choose a nonzero idempotent aj with the following two 
properties: 
(i) We have 
Uj, = 0 whenever 1 tZ GTj. (4.9) 
(ii) The s-tuple x = aj is a solution of the system of equations 
F(vl ,..., Vd) = 0, (4.10) 
where each vi runs through the set x, a, ,..., aj-, , and where we exclude the 
equation of degree d in x, and equations not containing x. To see that there is 
such an aj, we observe that x = aj is expected to satisfy (say) N 
homogeneous equations of degree < d - 1. It is easy to see that 
N=f-(j- Qd- 1 <dwd-‘=h. 
Each of the N equations can be replaced by a homogeneous equation of 
degree d - 1 without altering the set of idempotent solutions, and the set of 
equations thus obtained can be combined into a single equation with coef- 
ficients in G”‘. Now in view of (4.9) there are 
( ajl = Sd- l(Gh) + 1 > Sd- ,(G”) + 1 
variables at our disposal, and the excistence of aj follows. 
Now in view of (4.8), (4.9) and (4.10) the idempotents a, ,...,a,,, satisfy 
(44) and (4.5). This assures us that there is a nontrivial idempotent solution 
of (4.7). We have established the inequality 
Sd(G) < W&j-,(@) + 1). (4.11) 
By induction, 
sIBI < c,(d - 1, E) rr~(G~)~+~ t(Gh)D+s s,(~)“+‘, 
where (a, /I, y) = u(d - 1). Moreover, by Theorem 3 we have 
s,(Gh) < C&T) m(Gh)‘+’ t(G’)‘+‘. 
(4.12) 
(4.13) 
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Combining (4.1 l), (4.12), (4.13) and the identities 
m(Gh) = m(G), t(Gh) = ht(G), 
we find that 
sd(G) ( c,(d,E)wm(G)=+'h"+'t(G)~t'm(G)'*+'"~+"~(~+~)tV+~)f(G)(L+~1(vtcl 
< clo(d, E) m(G)a+*V+cl t(,‘#+V+W SI(G)(d-1)(5tv)tltrl, 
< cl&, @ m((;)a+*V+~l f(G)!-%'+EI S1(G)(d-1)(5tv)tl+t~, 
where E, = (d - I)(y + E + 2)s. Since e is arbitrarily small, Theorem 6 
follows. 
5. REAL NUMBERS modulo 1: A Box ARGUMENT 
For our inductive proof we have to replace Theorem 7 by a more general 
statement. If x E lRh we write 
llxll = max(llx,ll,..., IlxAl~. 
PROPOSITION 2. Suppose that X(x, ,..., x,) is a form of degree d with 
coeflcients in IRh. Then there is an idempotent E = (E, ,..., E,) # 0 with 
ll~W1l < g(4 k ~1, 
where g(d, h; s) is independent of .F and 
(5.1) 
lim g(d, h; s) = 0. (5.2) s-t 00 
The tirst part of Theorem 7 follows by taking h = 1 The second part will 
be deduced below by examining the details of the proof of the proposition. 
Proof of the proposition. By induction on d, Let ST = a,x, + ... + a,x, 
be a linear form with coefficients in R’. We can find integer vectors 
m, ,..., m, so that each of the points 
O,a,-m,,a,+a,-m, ,..., a,+...+a,-m, (5.3) 
lies in the unit cube U: 0 <<yl ,...,yh < 1. Divide U into th nonoverlapping 
subcubes of side t-l, where t = [s”“]. Then as th < s + 1, one such subcube 
contains at least two elements of the sequence (5.3). This leads to an ine- 
quaiity 
II a ut, + ... + a,(( < t-’ (5.4) 
where u, u are integers with 0 < u < u < s. The expression on the left-hand 
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side of (5.4) is of the form IIfl(&)ll, where E is a nontrivial idempotent. Thus 
we may take 
g(l, h; s) = [P]-‘. (5.5) 
(To obtain the inequality (1.16) mentioned in the introduction, add the extra 
point 1 to the sequence (5.3) where h = 1. The new sequence contains two 
elements differing by at most l/(s + l).) 
Now suppose that the proposition has been proved for forms of degree < d 
and for h = 1, 2 ,... . Let Y(x, ,..., x ) 5 be a form of degree d with coefftcients 
in IR”. Let w  be any natural number with 1 < w  ( s and pick disjoint subsets 
a! , ,...) a, of { l,...) s) with cardinality [s/w]. Let a,,..., a, be nonzero idem- 
potents having (4.9), to be chosen in a moment. 
We can define a multilinear form X*(x, ,..., xJ which is symmetric in 
x, ,..., xd and has 
Y-*(x,..., x) = F(x). 
(Note the slight difference between X* and the form y of Section 4.) By 
(5.5) there is a nonzero idempotent (m,,..., m,) with 
/I jJ F*(a,,..., a,) rnf < [w’/~] -I. r=l /I 
By a slight modification of the argument in Section 4 we find that 
(IF(m,a, + ... + m,a,)J( < W” max Ilfl*(ar,,..., aJll + [w”“-‘,(5.6) 
where maxr,,...,rd indicates a maximum over all sets of natural numbers r, < 
. . < r,,, not all equal, with r, < w. 
In choosing a, ,..., a,,,, we argue as in Section 4. The choice of a, is 
arbitrary. If a, ,..., aj-, have been selected, we can choose aj so that 
lI~*(a,,,..., arU, x,...~ x)1/ < g(d - 1, fdhwd-‘; [s/w]) (5.7) 
holds for x = aj whenever r, ,..., ,, r are natural numbers having rl < ... < 
r,, <j. After all, (5.7) is equivalent to a single inequality for a form of degree 
d - 1 with coefficients in IR’ where z = dh/-‘, by the argument used in 
Section 4. Actually, by the special order of the arguments in K* in (5.7), we 
can replace z by iz. 
With this choice of al,..., a, we have 
max I\F*(a ,,,..., ard)li < g(d - 1, #wd-‘; [s/w]). (5.8) 
rl,....rd 
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Combining (5.6) and (5.8), we get (5.1) with 
g(d, h; s) = ,I$lls (wdg(d- 1, r(ihWJd-‘; [s/w]) + [nJl’h]--l). 
It is easy to see that (5.2) holds. Choose a natural number wO so that 
[WA”‘]-’ < s/2. By induction, if s > c, ,(w,, h, d, E) = c,,(E, h, d), then 
g(d, h; s) < wig(d- 1, #hwf-‘; [s/w& + E/2 < E. 
This completes the proof of the proposition. 
To get the last part of Theorem 7 it is enough to show that when s > ee, 
and when 
w=[$-g-]“2’ 
then we have 
w2g( 1, w; [s/w]) + w-l < 10 log log s/log s. 
It is clear that 
2w < s’12, 
and consequently 
(5.9) 
+ log[s/w] 2 f log(s/2w) 2 & log s > 3 log log s. 
Hence 
[s/w]” w  > (log s)3, 
and in view of (5.5) the left-hand side of (5.9) is at most 
2 
(log$- I + w-1 
< (log s)-l + w-l < 10 log log s/log s. 
6. FORMS WITH REAL COEFFICIENTS: A COMBINATORIAL ARGUMENT 
Finally we turn to the proof of Theorem 8. It is no more diffkult to prove 
a more general theorem. 
THEOREM 9. Suppose that d > 1 is odd, and h, K are natural numbers. 
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If KY.., Rk are forms of odd degrees <d, with real coeflcients not 
exceeding K in absolute value, and in at least c,,(d, h, K) variables, then 
there is an x satisfying 
I-qx)l ( 1 (j = l,..., h) (6.1) 
with 2’d-“‘2 coordinates equal to 1, with 2’d-“‘2 coordinates equal to -1, 
and all other coordinates equal to zero. 
For forms with integer coefficients (6.1) becomes 
2j(x) = 0 (j = l,..., h). 
Let us write 1x1 for the maximum absolute value of the coefficients of a 
form R. 
Proof of Theorem 9. Suppose that the theorem is true for forms with 
integer coeffkients in s > c,,(d, h, K) variables. Now if 6 ,..., flh have real 
coeffkients, then 3 =p-‘5 +q where p = 2d2+d, where q has integral 
coeffkients and where 141 <p- ‘. So 
15’1<p(K+p-‘)=pK+ 1. 
Ifs > c,,(d, h,pK + l), then there is an x of the required type with q(x) = 0, 
hence with 
pqx)l = Ioqx)I < lcq 2(td+ lV2Bd < 1 (j= I,..., h). 
Thus it will suffice to deal with forms with integer coefficients. 
We first treat very special forms. Let Z, be the set of all D = {i, ,..., ir}, 
where i, ,..., i, are natural with a sum which is odd and <d. So for example, 
Z:, consists of 
(I}, (1, 1, 11, {1,2}, (2, 11, (31. 
Given s > 1, and given u as above, let M, be the form 
@,(x, ,..., x,> = c xi’ . . . x4 JI Jr * (6.2) 
l<il<” ‘<j,<S 
Put u0 = (1 ), u1 = (1, - 1). If u, has been defined and has 2’ coordinates 
E, ,..., ~~1, then let u[+, be the point with 2’+ ’ coordinates given by 
U ,+, = (U/, -u,) = (E, ,...) $I, -E, ,..., -Ep). 
LEMMA 2. Let d be odd, d = 21- 1. Define GE, by (6.2) with s = 
2’ = 2tdf 1)/2. Then 
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Proof. By induction on 1. If 1= 1, then d = 1, s = 2 and u = (1 }, whence 
@&, , x,) = x, + x2, which vanishes for u, = (1, -1). 
In the step from l- 1, pick CJ E C,. Write 
(91, = @,, + ara, + “’ + cr,,, 
where 91,, consists of the summands in (6.2) where 
1 <j, < “’ <jP < 2’-’ and 2’-’ <jp+l < “. <jr< 2’. 
Now a,,(~,) = &!o(uI-,), where a, denotes the form in 2’-’ = s/2 variables. 
Similarly @OO(uJ = @J-u,- i) = -@,(u,- ,), so that 
@,,(u,) + ~CAu,) = 0. 
It will thus suffice to show that 
%,(u,) = 0 for 0 < p < r. 
Given such a p, put p = {i, ,..., ip}, T = {i,+ 1 ,..., i,}. We have 
%ph) = R&-J &t-u,- I). 
Now either i, + + ip is odd or i,+ , +...+i,isodd.SoeitherpEZd-,or 
rE Cd-l, and either @,(u,-,) = 0 or &J-u,-,) = 0. The lemma is 
established. 
Now if 5 ,..., .PJh are arbitrary forms with integer coefficients of odd 
degrees < d, we may write 
where for u = {i, ,..., i,}, 
*A4 = c %A, ,...,j,) x;: . . . xj:. I(/~<~~~<h~s 
Here the coefficients are integers with ) aj,(jr ,...,j,)I < K. 
Keep j, (I fixed for the moment. Consider the graph, more precisely the 
complete “r-graph”, whose vertices are integers l,..., s and whose “faces” are 
represented by all the r-tuples j, <j, < ... <j,. With each face we associate 
the value aJj, ,..., j, ). The number of values does not exceed 2K f 1. Now 
comes Ramsey’s theorem! By this theorem, we see that for any q, and for s > 
~,~(r, q, K), there exists a complete subgraph of q vertices, all of whose faces 
have the same value of a,(j, ,..., j,). We now apply Ramsey’s theorem 
641/12/4-4 
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successively for each o E Z,, and each j in 1 Q j < tr. If s > c,,(d, h, K), then 
there is a subset S of {l,..., s} with 1 S( = 2’, where I = (d + 1)/2, such that 
aj,UI 9...Jr) for ji E S 
depends only on j, u. Say it equals ajW. 
For simplicity of writing we suppose that S = {l,..., 2’}. Then 
4o(XI )**a) XZI, O,***, 0) = Uj,LY,(X, ,*a*, X2,). 
Now from (6.3) and the lemma, 
qu,, 0 )...) 0) = 0 (1 ,<j< h). 
This completes the proof of Theorem 9. 
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