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Abstract
Let G be a bipartite graph with bipartition (X; Y ) which has a perfect matching. It is proved
that G is n-extendable if and only if for any perfect matching M of G and for each pair of
vertices x in X and y in Y there are n internally disjoint M -alternating paths connecting x
and y. Furthermore, these n paths start and end with edges in E(G)\M . This theorem is then
generalized.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction and terminology
We only discuss bipartite graphs. All graphs considered in this paper are 7nite,
undirected, connected and simple.
Let n be a positive integer and G be a graph with v¿ 2n + 2. G is said to be
n-extendable if G has n independent edges and any n independent edges of G are
contained in a perfect matching of G.
Let G be a graph and M be a perfect matching of G. An M -alternating path P of
G is a path in G where edges in M and edges in E(G)\M appear on P alternately.
An (x; y)-path is a path which starts with the vertex x and ends with the vertex y. If
P is a path and, w and z are two vertices on P, then P[w; z] denotes the segment of
P from w to z.
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Let G and H be two graphs such that V (G) ∩ V (H) = ∅. Then G + H denotes the
graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H).
For the terminology and notation not de7ned in this paper, the reader is referred
to [1].
The concept of n-extendable graphs was introduced by Plummer [8] in 1980. Since
then, there has been extensive research on this topic. (For example, see [2–5,8,9]).
For the advances in this topic, the reader could be referred to [10,11]. In [6,
p. 124], it is mentioned that the Bipartite Ear Decomposition for 1-extendable bi-
partite graphs is similar to the Whitney result [12]: A graph is 2-connected if and
only if it can be represented as G = P1 + P2 + · · · + Pr , where P1 is a cycle and
each Pi is a path joining two diEerent vertices of P1 + P2 + · · · + Pi−1 having no
other vertex in common with P1 + P2 + · · · + Pi−1. Motivated by this remark, we
obtain a result in Section 3 of this paper which characterizes all n-extendable bipar-
tite graphs, which is similar to Menger’s theorem on connectivity [7]: A graph G is
k-connected if and only if for each pair of vertices u and v, there are k internally disjoint
(u; v)-paths in G. Then this result is generalized in the way of connectivity results in
Section 4.
2. Preliminary results
In this section, we give some known results which will help to prove our main
theorems.
Lemma 1 (Plummer [9]). Let G be a connected bipartite graph on v vertices with
bipartition (U;W ). Suppose n is a positive integer such that n6 (v− 2)=2. Then the
following are equivalent:
(i) G is n-extendable,
(ii) |U | = |W | and for each non-empty subset X of U such that |X |6 |U | − n,
|N (X )|¿ |X |+ n,
(iii) For all u1; u2; : : : ; un ∈U and w1; w2; : : : ; wn ∈W , G′ = G − u1 − u2 − · · · − un −
w1 − w2 − · · · − wn has a perfect matching.
Lemma 2 (Dingjun Lou [4]). If G is an n-extendable bipartite graph with bipartition
(U;W ), then for each subset X of U such that |U | − n¡ |X |6 |U |, |N (X )|= |W |.
Lemma 3. Let G be an n-extendable bipartite graph with bipartition (X; Y ). Then for
any set A ⊆ X , if N (A) 
= Y , then |N (A)|¿ |A|+ n.
Proof. Combining Lemmas 1 and 2, the result follows.
Lemma 4 (Plummer [8]). If G is n-extendable, then (G)¿ n+ 1.
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3. M -alternating paths in n-extendable bipartite graphs
In this section, we give a Menger type theorem which characterizes all n-extendable
bipartite graphs.
Theorem 5. Let G be a bipartite graph with bipartition (X; Y ) which has a perfect
matching. Then G is k-extendable if and only if for any perfect matching M and for
each pair of vertices x∈X and y∈Y , there are k internally disjoint M -alternating
paths connecting x and y, furthermore, these k paths start and end with edges in
E(G)\M .
Proof of su!ciency. Suppose G has a matching S of k edges which is not contained
in any perfect matching. Assume that M is a perfect matching of G which contains
as many edges of S as possible. Since S is not contained in any perfect matching
of G, there is an edge e = uv∈ S which is not in M . But M is a perfect matching,
so there are two vertices x and y such that ux; vy∈M , where x and y belong to X
and Y , respectively. By the hypothesis of this theorem, there are n internally disjoint
(x; y) M -alternating paths P1; P2; : : : ; Pk such that each Pi starts and ends with edges
in E(G)\M . Since |S \ {e}| = k − 1, at least one Pj of P1; P2; : : : ; Pk satis7es that
(M ∩E(Pj))∩S=∅. Then Pj+yvux=C is an M -alternating cycle. Let M ′=ME(C)
(the symmetric diEerence of M and E(C)). Then M ′ is also a perfect matching of G.
However, |M ′ ∩ S|¿ |M ∩ S|, contradicting the assumption that M contains as many
edges of S as possible. Hence we complete the proof of suHciency.
Proof of necessity. Let G be the k-extendable bipartite graph, M be a perfect matching
of G and, x∈X and y∈Y be a pair of vertices. To prove the necessity, we introduce
the following terminology and notation 7rst.
Here, we only consider alternating paths starting from an edge in E(G) − M . In
other words, when we say that P = z1z2 · · · zl is an alternating path, it always means
zizi+1 ∈E(G) − M if i is even and zizi+1 ∈M if i is odd. If P1; P2; : : : ; Pk are pair-
wise internally disjoint alternating paths from a vertex x to a vertex y, we say that
(P1; P2; : : : ; Pk) is a k-alternating linkage from x to y. A path of length zero is called
a trivial path. If an alternating path or an alternating cycle with respect to M is given,
we de7ne the predecessor of a vertex in the following way.
(1) If P = z1z2 · · · zl is an alternating path, for each i with 16 i6 l we de7ne z−(P)i
by z−(P)i = zi−1.
(2) If C is an alternating cycle with respect to M , each vertex z in C has exactly two
neighbors z′and z′′ in C with zz′ ∈M and zz′′ ∈E(G) \M . Then we de7ne z−(C)
by z−(C) = z′ if z ∈X and z−(C) = z′′ if z ∈Y .
If C is an alternating cycle, the de7nition of the predecessor gives an orientation to
C. Let P be an alternating path from u1 to u2, where u1; u2 ∈X , and let v∈NG(u2) ∩
(V (P) − {u−(P)2 }). For vertices s; t ∈V (P) with s encountered earlier than t when
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traversing P from u1 to u2, we denote by sP˜t that section of P joining s to t (we
make use of analogous notation in later discussions). Let C = u2vP˜u2. Then C is an
alternating cycle, and by the de7nitions of an alternating path and the predecessor, we
have z−(C) = z−(P) for each z ∈V (C)− {v}.
Since we consider only one perfect matching M in this proof, we omit the phrase
“with respect to M”. In other words, when we say “an alternating path” and “an
alternating cycle”, they always mean an alternating path with respect to M and an
alternating cycle with respect to M , respectively. Let y0 be the unique vertex with
xy0 ∈M . Note that possibly y = y0.
We proceed by induction on k. If k = 0, the theorem is vacuously true. Suppose
k¿ 1, and assume G has no k-alternating linkage from x to y. By Lemma 4, G is
(k − 1)-extendable, and hence by the induction hypothesis, there exists a (k − 1)-
alternating linkage (Po1 ; P
o
2 ; : : : ; P
o
k−1) from x to y in G.
Let P1; : : : ; Pk−1 be k − 1 alternating paths from x to y, Q be an alternating path
starting from x and terminating at some vertex u∈X (possibly u= x and Q is a trivial
path), and let ' = {C1; : : : ; Cl} be a (possibly empty) set of alternating cycles in G.
Then we say that S = (P1; : : : ; Pk−1; Q; ') is a k-system if it satis7es the following
conditions:
(1) (P1; : : : ; Pk−1) is a (k − 1)-alternating linkage from x to y.
(2) V (Pi) ∩ V (Q) = {x} for each i, 16 i6 k − 1.
(3) The alternating cycles in ' are mutually vertex-disjoint.
(4) (
⋃k−1
i=1 V (Pi) ∪ V (Q)) for each Ci ∈'.
For a k-system S = (P1; : : : ; Pk−1; Q; '), we de7ne V (S) and E(S) by
V (S) =
k−1⋃
i=1
V (Pi) ∪ V (Q)
⋃
C∈'
V (C)
and
E(S) =
k−1⋃
i=1
E(Pi) ∪ E(Q)
⋃
C∈'
E(C):
By the de7nition of a k-system, for each e∈M , V (e) ∩ V (S) 
= ∅ implies e∈E(S)
or e = xy0.
When a k-system S=(P1; : : : ;k−1 ; Q; ') is given, we de7ne the predecessor v−(S) of
v with respect to S for each v∈Y − {y} in the following way:
(1) If v∈V (Pi), then v−(S) = v−(Pi).
(2) If v∈V (Q), then v−(S) = v−(Q).
(3) If v∈V (C) for some C ∈', then v−(S) = v−(C).
(4) If v 
∈ V (S), then uv∈M − E(S) for some unique vertex u∈X . Then we de7ne
v−(S) = u.
Moreover, for V ⊆ Y − {y}, we de7ne V−(S) by V−(S) = {v−(S)|v∈V}.
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Let Qo be the trivial path Qo = x. Then So = (Po1 ; : : : ; P
o
k−1; Q
o; ∅) is a k-system.
We use the abbreviation v− = v−(S
o) for v∈Y − {y} and V− = V−(So) for V ⊆
Y − {y}.
For a natural number i, we recursively de7ne Ai ⊆ X and Bi ⊆ Y in the following
way.
B0 = ∅; A0 = {x}
and
Bi = NG−y(Ai−1); Ai = Ai−1 ∪ B−i for i¿ 1:
By the de7nition ∅ = B0 ⊆ B1 ⊆ B2 ⊆ · · · and {x} = A0 ⊆ A1 ⊆ A2 ⊆ · · ·. De7ne
A ⊆ X and B ⊆ Y by
A=
∞⋃
i=0
Ai and B=
∞⋃
i=0
Bi:
For each z ∈A ∪ B, we de7ne the height of z, denoted by h(z), by
(1) If z ∈A, then h(z) = min{i|z ∈Ai}.
(2) If z ∈B, then h(z) = min{i|z ∈Bi}.
First, we claim the following.
Claim 1. For each u∈A, there exists a k-system S = (P1; : : : ; Pk−1; Q; ') such that
(1) u is the terminal vertex of Q.
(2) for each v∈Y − {y}; h(v)¿h(u) implies v−(S) = v−.
Proof. We proceed by induction on h(u). If h(u)= 0, then u= x, and So is a required
k-system. Let h(u) = t ¿ 0. Then u∈At − At−1 ⊆ B−t . Thus, u= v−0 for some v0 ∈Bt .
If v0 ∈Bt−1, then u∈B−t−1 ⊆ At−1, which contradicts h(u) = t. Therefore v0 
∈ Bt−1
and hence h(v0) = t. Let u0 be a vertex in At−1 with v0 ∈NG−y(u0). If u0 ∈At−2,
then v0 ∈NG−y(At−2) = Bt−1, a contradiction. Therefore, u0 ∈At−1 − At−2, and hence
h(u0) = t − 1.
By the induction hypothesis, there exists a k-system S ′ = (P′1; : : : ; P
′
k−1; Q
′; '′) such
that:
(1) u0 is the terminal vertex of Q′ and
(2) for v∈Y − {y}; h(v)¿h(u0) implies v−(S′) = v−.
Since h(v0) = t ¿ t − 1 = h(u0); v−(S
′)
0 = v
−
0 = u.
We consider two cases, and construct a new k-system.
Case 1: u0v0 
∈ M .
(1) If v0 ∈V (P′i ) for some i; 16 i6 k−1, then v−(P
′
i )
0 =v
−(S′)
0 =u. Let Pi=xQ˜′u0v0P˜
′
i y;
Pj = P′j(j 
= i); Q′ = xP˜′i u and ' = '′.
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(2) If v0 ∈V (Q′), then v−(Q
′)
0 = v
−(S′)
0 = u. Since u0v0 
∈ M; v0 
= u−(Q
′)
0 and hence
u0v0Q˜′u0 is an alternating cycle. Let Pi = P′i (16 i6 k − 1); Q = xQ˜′u and ' =
'′ ∪ {u0v0Q˜′u0}.
(3) If v0 ∈V (C) for some C ∈'′, then v−(C)0 = v−(S
′)
0 = u. If x 
∈ V (C), then let
Pi = P′i (16 i6 k − 1); Q = xQ˜′u0v0C˜u and ' = '′ − {C}. If x∈V (C), let Pi =
P′i (16 i6 k − 1); Q = xC˜u; C0 = xQ˜′u0v0C˜x and ' = ('′ − {C}) ∪ {C0}.
(4) If v0 
∈ V (S ′), let u1 be the unique vertex with v0u1 ∈M . By the de7nition of the
predecessor, u1 = v
−(S′)
0 = u. If v0 
= y0, then by the de7nition of a k-system, u

∈ V (S ′). Let Pi = P′i (16 i6 k − 1); Q = xQ˜′u0v0u and ' = '′. If v0 = y0, then
u=y−(S
′)
0 =y
−
0 =x. In this case, let Pi=P
′
i (16 i6 k−1); Q=x=u; C0=xQ˜′u0y0x
and ' = '′ ∪ {C0}.
Case 2: u0v0 ∈M .
If u0 = x, then v0 = y0 since xv0 ∈M and hence u= y−0 = x. However, this implies
h(u) = h(x) = 0, which contradicts the assumption h(u)¿ 0. Hence u0 ∈V (Q′) − {x}
and we have v0 = u
−(Q′)
0 . Since v0 ∈V (Q′); u= v−(S
′)
0 = v
−(Q′)
0 . Let Pi = P
′
i ; (16 i6
k − 1); Q′ = xQ˜′u and ' = '′.
In each case, let S=(P1; : : : ; Pk−1; Q; '). Then S is a k-system and u is the terminal
vertex of Q. Furthermore, because of the de7nition of the predecessor with respect to
a k-system and alternating paths and cycles, for v∈Y − {y}, we have v−(S) = v−(S′)
if v 
= v0, or v−(S) = u0 if v= v0. Suppose h(v)¿h(u) = t. Since h(v0) = t; v 
= v0 and
hence v−(S)=v−(S
′). Furthermore, since h(v)¿t¿ t−1=h(u0); v−(S′)=v−. Therefore,
we have v−(S) = v−. Thus, in each case, S is a required k-system.
Claim 2.
(1) y 
∈ NG(A− {x}).
(2) If xy 
∈ M , then y 
∈ NG(A).
Proof. Suppose y∈NG(A). Then y∈NG(u) for some u∈A. By Claim 1, there exists
a k-system S = (P1; : : : ; Pk−1; Q; ') such that u is the terminal vertex of Q. By the
assumption, (P1; : : : ; Pk−1; xQ˜uy) is not a k-alternating linkage from x to y. This occurs
only if xQ˜uy is not an alternating path, which implies x = u and xQ˜uy = xy∈M .
Therefore, y 
∈ NG(A− {x}), and if xy 
∈ M , then y 
∈ NG(A).
Claim 3.
(1) NG−y(A) = B.
(2) NG(A− {x}) ⊆ B.
(3) If xy 
∈ M , then B= NG(A).
(4) A= B−.
Proof. First, we prove (1). Suppose v∈NG−y(A). Then v=NG−y(u) for some u∈A. Let
h(u)= s. Then u∈As and hence v∈NG−y(As)=Bs+1 ⊆ B. Hence we have NG−y(A) ⊆
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B. Conversely, suppose v∈B and let h(v) = t. Then v∈Bt = NG−y(At−1) ⊆ NG−y(A).
Therefore, we have B= NG−y(A).
By Claim 2, y 
∈ NG(A−{x}). Therefore, NG(A−{x})=NG−y(A−{x}) ⊆ NG−y(A)=
B, and (2) follows. Furthermore, if xy 
∈ M , then again by Claim 2, y 
∈ NG(A).
Therefore, NG(A) = NG−y(A) = B, and (3) follows.
We now prove (4). Let u∈A and h(u) = s. Then u∈As − As−1 ⊆ B−s ⊆ B−. Hence
A ⊆ B−. Conversely, let u∈B−. Then u= v− for some v∈B. Let h(v)= t. Then v∈Bt
and u∈B−t ⊆ At ⊆ A. Therefore, we have B− = A.
Let yi be the 7rst vertex of Poi in Y . In other words, let yi be the unique vertex
satisfying y−(P
o
i )
i = x. By the de7nition of the predecessor, for distinct vertices v1 and
v2 in Y − {y}; v−1 = v−2 occurs only if {v1; v2} ⊆ {y0; y1; : : : ; yk−1}. Furthermore,
{y0; y1; : : : ; yk−1}− = {x}. Therefore, |B−|¿ |B| − k + 1. Note that the equality holds
only if {y0; y1; : : : ; yk−1} ⊆ B.
Suppose xy 
∈ M . Since y 
∈ NG(A) by Claim 2 and A ⊆ X , by Lemma 3, we have
|NG(A)|¿ |A|+ k. However, by Claim 3 we have
|NG(A)|= |B|6 |B−|+ k − 1 = |A|+ k − 1:
This is a contradiction, and the theorem follows in this case.
Next, suppose xy∈M . By Claims 3 and 2, we have y 
∈ NG(A−{x}) ⊆ B and B−=A.
Since NG(A−{x}) 
= Y , by Lemma 3, we have |NG(A−{x})|¿ |A−{x}|+k=|A|+k−1.
On the other hand, we also have
|NG(A− {x})|6 |B|6 |B−|+ k − 1 = |A|+ k − 1:
Therefore, the equality holds in the above inequality. In particular, |B|= |B−|+k−1.
This implies {y0; y1; : : : ; yk−1} ⊆ B. However, this yields y = y0 ∈B = NG−y(A) ⊆
Y − {y}. This is a contradiction, and the theorem follows.
4. Generalizations of the main result
In this section, we extend the result of Theorem 5 in the way of connectivity results.
Theorem 6. Let G be an n-extendable bipartite graph with bipartition (X; Y ) and
e = xy be an edge such that x; y 
∈ V (G). We construct a graph H by joining x
to at least k vertices in Y and joining y to at least k vertices in X . Then H is
min{n; k}-extendable.
Proof. Assume H has bipartition (X ′; Y ′), where X ′ = X ∪ {x} and Y ′ = Y ∪ {y}. Let
m=min{k; n}. Choose any subset S ′ ⊆ X ′ with |S ′|6 |X ′| − m.
Case 1: Suppose |S ′|6 |X ′| − n.
Case (1.1): Suppose x 
∈ S ′.
Case (1.1.1): Suppose |S ′|6 |X | − n.
As G is n-extendable, by Lemma 1, |NH (S ′)|¿ |NG(S ′)|¿ |S ′|+ n¿min{|S ′|+ n;
|S ′|+ k}.
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Case (1.1.2): Suppose |S ′|¿ |X | − n.
Then |S ′|¿ |X ′| − n. By the assumption of Case 1, |S ′|= |X ′| − n= |X | − n+ 1. If
k ¡n, then as G is n-extendable, by Lemma 2, |NH (S ′)|¿ |NG(S ′)|= |Y |= |X |= |S ′|+
(n−1)¿ |S ′|+k¿min{|S ′|+n; |S ′|+k}. If k¿ n, since |S ′|=|X |−n+1, by the method
of the construction of H , y is adjacent to a vertex in S ′. By Lemma 2, |NG(S ′)|=|Y | as
|S ′|= |X |−n+1. So |NH (S ′)|= |Y ∪{y}|= |Y ′|= |X ′|= |S ′|+n¿min{|S ′|+n; |S ′|+k}.
Case (1.2): Suppose x∈ S ′.
Let S ′={x}∪S, where S ⊆ X . By the assumption of Case 1, |S|= |S ′|−16 |X ′|−
n− 1 = |X | − n. As G is n-extendable, by Lemma 1, |NH (S ′)|= |NH (S) ∪ NH ({x})|=
|NG(S)|+ |{y}|¿ |S|+ n+ 1 = |S ′|+ n¿min{|S ′|+ n; |S ′|+ k}.
Case 2: Suppose |X ′| − n¡ |S ′|6 |X ′| − m.
Then m= k ¡n.
Case (2.1): Suppose x 
∈ S ′.
As G is n-extendable, by Lemma 2, |NH (S ′)|¿ |NG(S ′)|=|Y |=|X |. If |S ′|6 |X |−k,
then |NH (S ′)|¿ |X |¿ |S ′|+k=min{|S ′|+n; |S ′|+k}. If |S ′|¿ |X |−k, by the method
of the construction of H , y is adjacent to a vertex in S ′. So by Lemma 2, |NH (S ′)|=
|NG(S ′)∪ {y}|= |Y ∪ {y}|= |Y ′|= |X ′|¿ |S ′|+m= |S ′|+ k¿min{|S ′|+ n; |S ′|+ k}.
Case (2.2): Suppose x∈ S ′.
Let S ′={x}∪S, where S ⊆ X . By the assumption of Case 2, |S ′|= |S|+1¿ |X ′|−
n = |X | − n + 1. So |S|¿ |X | − n. As G is n-extendable, by Lemma 2, |NH (S ′)| =
|NH (S)∪NH ({x})|¿ |NG(S)|+ |{y}|= |Y |+1= |X |+1= |X ′|¿ |S ′|+m= |S ′|+ k =
min{|S ′|+ n; |S ′|+ k}.
In all cases, we have |NH (S ′)|¿min{|S ′| + n; |S ′| + k} = |S ′| + m. By Lemma 1
again, H is m=min{n; k}-extendable.
Theorem 7. Let G be an n-extendable bipartite graph with bipartition (X; Y ) and M
be a perfect matching of G. Let S; T ⊆ V (G) such that S∩T=∅ and let S1=S∩X; S2=
S∩Y; T1=T∩X and T2=T∩Y . Then there are min{|S1|; |T2|; n} disjoint M -alternating
paths from S1 to T2 and there are min{|S2|; |T1|; n} disjoint M -alternating paths
from S2 to T1. Hence there are max{min{|S1|; |T2|; n};min{|S2|; |T1|; n}} disjoint M -
alternating paths from S to T .
Proof. We only prove that there are min{|S1|; |T2|; n} disjoint M -alternating paths
from S1 to T2. The proof of the conclusion that there are min{|S2|; |T1|; n} disjoint
M -alternating paths from S2 to T1 is similar.
Let k = min{|S1|; |T2|}. Let x1y1 and x2y2 be two edges such that x1; x2; y1; y2 
∈
V (G) and {x1; y1} ∩ {x2; y2} = ∅. We construct H by joining y1 to all vertices in
S1, joining x1 to at least k vertices in Y , joining x2 to all vertices in T2 and joining
y2 to at least k vertices in X . Then by Theorem 6, H is min{n; k}-extendable. Now
M ′=M∪{x1y1; x2y2} is a perfect matching of H . By Theorem 5, there are min{n; k}=
min{|S1|; |T2|; n} internally disjoint M ′-alternating paths from y1 to x2 and these paths
start and end with edges in E(H)\M ′. So all of these paths go through S1 and T2,
but avoid x1 and y2 since they are M ′-alternating paths and avoid x1y1 and x2y2.
Hence there are min{|S1|; |T2|; n} disjoint M -alternating paths from S1 to T2 in G.
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Theorem 8. Let G be an n-extendable bipartite graph with bipartition (X; Y ) and M
be a perfect matching of G. Let v∈X (v∈Y ) and S ⊆ V (G) such that v 
∈ S and let
S1 = S ∩ X and S2 = S ∩ Y . Then there are min{n; |S1|}(min{n; |S2|}) M -alternating
paths from v to S1 (S2), where these paths are disjoint except at v. Hence there are
min{n; |S1|} (or min{n; |S2|} when v∈Y ) M -alternating paths from v to S.
Proof. We only consider the case that v∈X . Let e = xy be an edge such that x; y 
∈
V (G). We construct H by joining y to all vertices in S1 and joining x to at least |S1|
vertices in Y . Then by Theorem 6, H is min{n; |S1|}-extendable. Let M be a perfect
matching of G. Then M ′ = M ∪ {xy} is a perfect matching of H . By Theorem 5,
there are min{|S1|; n} internally disjoint M ′-alternating paths from v to y and these
paths start and end with edges in E(H)\M ′. So all of these paths start at v and go
through S1 but avoid x as they do not go through xy. They are also M ′-alternating
paths. Hence the segments of these paths from v to the vertices of S1 are the desired
min{n; |S1|} M -alternating paths from v to S1 in G. Also the segments of these paths
from v to the 7rst vertices in S are min{n; |S1|} M -alternating paths from v to S
in G.
Theorem 9. Let G be an n-extendable bipartite graph with bipartition (X; Y ) and M
be a perfect matching of G. Let v∈X (v∈Y ) and S ⊆ V (G) such that v 
∈ S and let
S1 = S ∩ X and S2 = S ∩ Y . Then there are min{n; |S2|} (min{n; |S1|}) M -alternating
paths from v to S2 (S1), where these paths are disjoint except at v. Hence there are
min{n; |S2|} (or min{n; |S1|} when v∈Y ) M -alternating paths from v to S.
Proof. Let G be an n-extendable bipartite graph with bipartition (X; Y ) and M be a
perfect matching of G. Let v∈X and S ⊆ V (G) such that v 
∈ S. (The case v∈Y is
similar). Let S1 = S ∩X and S2 = S ∩Y . Let M (S2)= {x|y∈ S2 and xy∈M}. Then we
have two cases to treat.
Case 1. Suppose v 
∈ M (S2).
Let e = x1y1 be an edge such that x1; y1 
∈ V (G). We construct H by joining x1
to all vertices of S2 and by joining y1 to all vertices of M (S2). By Theorem 6, H is
min{n; |S2|}-extendable. Then M ′=M∪{x1y1} is a perfect matching of H . By Theorem
5, there are min{n; |S2|}=k internally disjoint M ′-alternating paths P1; P2; : : : ; Pk from v
to y1 in H . Let M1={xy|y∈ S2 and xy∈M}. Since Pi (16 i6 k) is an M ′-alternating
path starting at v and Pi starts with an edge in E(G)\M , if Pi goes through a vertex
x in M (S2) and then goes to y1, then it must go to the vertex y in S2 7rst and
then go through yx in M1. However P1; P2; : : : ; Pk must go through vertices in M (S2)
since they are M ′-alternating paths ending with edges in E(H)\M ′. So the segments of
P1; P2; : : : ; Pk from v to the 7rst vertices in S2 are the desired min{n; |S2|} M -alternating
paths from v to S2.
Case 2. Suppose v∈M (S2).
Let u be the vertex in S2 such that uv∈M . Let e=x1y1 be an edge such that x1; y1 
∈
V (G). We construct H by joining x1 to all vertices in S2\{u} and by joining y1 to all
vertices in M (S2)\{v}. By Theorem 6, H is min{n; |S2|−1}-extendable. Let M ′=M ∪
{x1y1}. By Theorem 5, there are min{n; |S2| − 1}= k internally disjoint M ′-alternating
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paths P1; P2; : : : ; Pk from v to y1 in H . Let M1 = {xy|y∈ S2 and xy∈M}. Note that
Pi (16 i6 k) does not go through u since Pi is an M ′-alternating path starting with
an edge in E(H) \ M ′ incident with v; to pass through u on an M ′-alternating path
would require that the path contain vu∈M ′ as its 7rst edge. By the same reason
as in Case 1, the segments of P1; P2; : : : ; Pk from v to the 7rst vertices in S2 are
min{n; |S2| − 1} M -alternating paths from v to S2 in G. Also vu is another such path.
So there are min{n; |S2|} M -alternating paths from v to S2 in G.
Hence there are min{n; |S2|} M -alternating paths from v to S in G.
Corollary 10. Let G be an n-extendable bipartite graph with bipartition (X; Y ) and
M be a perfect matching of G. Let v∈V (G) and S ⊆ V (G) such that v 
∈ S. Let
S1=S∩X and S2=S∩Y . Then there are max{min{n; |S1|}; min{n; |S2|}} M -alternating
paths from v to S.
Proof. By Theorems 7 and 8, the result follows.
Remark 1. The reader might try to obtain more M -alternating paths in Theorem 5.
However, this is impossible. Let H = Kk;k with bipartition ({u1; u2; : : : ; uk}; {v1; v2; : : : ;
vk}) and with k¿ n + 1. Then H is n-extendable. Let uv be an edge such that u;
v 
∈ V (H). We construct G by joining u to v1; v2; : : : ; vn and joining v to u1; u2; : : : ; un.
By Theorem 6, G is n-extendable. Then {uivi|i=1; 2; : : : ; n} extends to a perfect match-
ing M . However, there are only n internally disjoint M -alternating paths from u to vk
since all M -alternating paths from u to vk must go through uivi (i = 1; 2; : : : ; n).
Remark 2. The M -alternating paths in Theorems 7–9 do not necessarily start or end
with edges in E(G)\M . There are, in fact, no restriction on the starting and ending
edges of these paths.
Acknowledgements
The work of this paper was supported by the National Science Foundation of China.
A part of the work was done while Akira Saito was visiting Zhongshan University.
Saito is grateful to Zhongshan University for its hospitality.
References
[1] J.A. Bondy, U.S.R. Murty, Graph Theory with Applications, Macmillan, London, 1976.
[2] Dingjun Lou, 2-extendability of planar graphs, Acta Sci. Natur. Univ. Sunyatseni 4 (1990) 124–126.
[3] Dingjun Lou, Some conditions for n-extendable graphs, Austral. J. Combin. 9 (1994) 123–136.
[4] Dingjun Lou, On the structure of minimally n-extendable bipartite graphs, Discrete Math. 202 (1999)
173–181.
[5] Dingjun Lou, D.A. Holton, Lower bound of cyclic edge connectivity for n-extendability of regular
graphs, Discrete Math. 112 (1993) 139–150.
[6] L. Lovasz, M.D. Plummer, Matching Theory, Elsevier Science, North-Holland, Amsterdam, 1986.
[7] K. Menger, Zur allgemeinen Kurventheorie, Fund. Math. 10 (1927) 96–115.
R.E.L. Aldred et al. / Discrete Mathematics 269 (2003) 1–11 11
[8] M.D. Plummer, On n-extendable graphs, Discrete Math. 31 (1980) 201–210.
[9] M.D. Plummer, Matching extension in bipartite graphs, Proceedings of the 17th Southeastern Conference
on Combinatorics, Graph Theory and Computing, Congress Numer 54, Utilitas Math., Winnipeg, 1986,
pp. 245–258.
[10] M.D. Plummer, Extending matchings in graphs: a survey, Discrete Math. 127 (1994) 277–292.
[11] M.D. Plummer, Extending matchings in graphs: an update, Congr. Numer. 116 (1996) 3–32.
[12] H. Whitney, Non-separable and planar graphs, Trans. Amer. Math. Soc. 34 (1932) 339–362.
