This paper proposes a novel approach to robust radar detection of rangespread targets embedded in Gaussian noise with unknown covariance matrix.
Introduction
The well-known problem of detecting the possible presence of a rangespread (or multiband) target is classically formulated as the following hypothesis testing problem [1, 2, 3, 4 ]
where the z k ∈ C N ×1 , k = 1, . . . , K P , and the r k ∈ C N ×1 , k = 1, . . . , K S , denote returns from primary data (i.e., cells under test) and secondary (or training) data, respectively. As to N , it is the number of processed samples from each range cell; it might be the number of antenna array elements times the number of pulses. Under the signal-plus-noise hypothesis H 1 the cells under test contain coherent returns from the target; namely a known vector, say v ∈ C N ×1 , up to a complex factor, say α k , different from one cell to another. Moreover, the noise terms n P k , k = 1, . . . , K P , and n S k , k = 1, . . . , K S , are modeled as independent and identically distributed random vectors ruled by the complex normal distribution with zero mean and unknown (Hermitian) positive definite matrix C; in symbols, we write (for the marginal distribution) n P k , n S k ∼ CN N (0, C). Modeling the α k s as unknown deterministic parameters returns a complex normal distribution for the z k under both hypotheses; the non-zero mean of the received vector under H 1 makes it possible to discriminate between the two hypotheses, using the generalized likelihood ratio test (GLRT) and the ad hoc procedure also known as two-step GLRT-based design procedure [3] . A more general framework for multidimensional/multichannel signal detection in homogeneous Gaussian disturbance (with unknown covariance matrix and unknown structured deterministic interference) is considered in [5] . Detection of distributed (or multiband) targets has also been addressed in presence of compound-Gaussian noise, using for instance Rao and Wald tests [6, 7, 8] .
Many works have addressed the problem of enhancing either the selectivity or the robustness of adaptive detectors to mismatches. In fact, a selective detector is desirable for accurate target localization. Instead, when a radar is working in searching mode, a certain level of robustness to mismatches is preferable. More generally, signal mismatches may occur due to miscalibration in the array, uncertainties about the target's angle of arrival or the Doppler frequency, etc. [9] .
In particular, the cone idea has been used in [10] to design robust detectors. To increase instead the selectivity, the hypothesis testing problem (1) can be modified, similarly to the adaptive beamformer orthogonal rejection test (ABORT) formulation [11] , introducing fictitious signals under the null hypothesis; in [12] such signals are supposed orthogonal to the nominal steering vector in the whitened observation space. In [13] a modification of the ABORT idea is also proposed to come up with selective detectors for distributed targets in homogeneous or partially-homogeneous environments.
The useful signal can also be modeled as a random vector that modifies the covariance matrix of the noise component [14, 15] . In particular, a known steering vector multiplied by a complex normal random variable, independent of the (complex normal) noise term, produces a rank one modification of the noise covariance matrix. Interesting properties in terms of either rejection capabilities or robustness to mismatches on the nominal steering vector can be obtained by considering this model, depending on the way the test is solved and possibly on the presence of a fictitious signal under the null hypothesis [16, 17] .
More recently, a framework to design robust decision schemes for pointlike targets has been proposed [18, 19] . The idea is to add to the H 1 hypothesis a random component that makes it more plausible, hence hopefully the detector more robust to mismatches on the nominal steering vector v.
Such a random component is modeled as a zero-mean Gaussian vector with covariance matrix νΣ, where ν is an unknown, nonnegative factor. In case of mismatch, Σ captures part of the signal leakage and the detector is more inclined to decide for H 1 . For matched signals, instead, the unknown factor ν limits the loss with respect to the GLRT that assumes ν = 0 (i.e., Kelly's detector). In particular, when Σ = C is chosen, the GLRT (for point-like targets) is more robust than existing receivers that guarantee no loss under matched conditions with respect to Kelly's detector. Moreover, it has the constant false alarm rate (CFAR) property and a computational complexity comparable to that of Kelly's detector. It also lends itself to a parametric detector whose robustness can be controlled by a tunable parameter. Finally, detection probabilities (P d s) of the GLRT and, more generally, of the parametric detector, depend only on the actual signal-to-noise ratio and the cosine squared between the whitened versions of the actual and the nominal steering vectors, say cos 2 θ. Thus, although it might be argued that the choice Σ = C does not have a physical meaning, it leads to desirable behaviors under matched and mismatched conditions and, in particular, it guarantees performance depending on a meaningful measure of the mismatch (namely on cos 2 θ).
Motivated by the above results, we investigate the potential of this approach for robust detection of range-spread targets, i.e., we extend the modeling idea in [18, 19] to the case of a target occupying more than one cell in range. In particular, we derive a robust GLRT-based detector for rangespread targets and also propose an ad hoc parametric receiver to obtain additional flexibility in the level of robustness. We also prove that such detectors have the CFAR property and that their P d depends on the target amplitudes α k only through the corresponding energy. The analysis confirms the validity of the considered approach also in comparison to natural competitors.
The paper is organized as follows: next section is devoted to the derivation of the proposed detectors; Section III addresses their analysis also in comparison to natural competitors by Monte Carlo simulation. Concluding remarks are given in Section IV.
Derivation of the GLRT and of the parametric detector for distributed targets
Let us consider the following binary hypotheses testing problem
where the positive definite matrix C, ν ≥ 0, and α k ∈ C are unknown quantities while v ∈ C N ×1 is a known vector. Notice that the random components, introduced to make the H 1 hypothesis more plausible in presence of mismatches, give rise to the term νC in the covariance matrix of the z k s (which is present only under H 1 ). Moreover, suppose that z 1 , . . . , z K P , r 1 , . . . , r K S are independent random vectors under both hypotheses. Finally, assume
T with T denoting, in turn, the transpose operator. The corresponding GLRT is given by
where
denote the joint probability density functions (PDFs) of z 1 , . . . , z K P , r 1 , . . . , r K S under H 1 and H 0 , respectively, with S defined as K S times the sample covariance matrix based on training data, i.e.,
and c = 1 π N (K P +K S ) . As to † , it denotes the Hermitian (i.e., conjugate transpose) operator, while det, tr, and (·) −1 are the determinant, the trace, and the inverse of the non-singular matrix argument, respectively. Finally, η is the detection threshold to be set according to the desired probability of false
Maximization over C can be performed as in [20] ; we have that
Thus, plugging the above expressions for C into equation (2), after some algebra, yields
Minimization with respect to α (i.e., α 1 , . . . , α K P ) can be conducted using the following proposition that makes use of the fact that S is positive definite (with probability one); in fact, K S ≥ N and C > 0.
Theorem 1.
Suppose that S is a positive definite matrix. It follows that
whereṽ = S −1/2 v and the α k s, given by
are the coordinates of the minimizer of the function under study. Finally, Pṽ and P ⊥ v = I N − Pṽ are the projection matrices onto the space spanned byṽ and its orthogonal complement, respectively.
Proof. See Appendix A.
Notice that this result was firstly derived in [1] in a more general framework. We have given here a new and more compact proof of the result by focusing on the form we are interested in. Using it we can re-write the GLRT statistic as
Minimization of the denominator of equation (4) (or equation (5)) can be conducted resorting to the following proposition.
Theorem 2. Let A ∈ C N ×N be a Hermitian positive semidefinite matrix of rank r, 1 ≤ r ≤ N , with non-zero eigenvalues λ 1 , . . . , λ r . The function
with m > 0, attains its minimum with respect to ν ∈ [0, +∞) at
where ν is the unique solution over (0, +∞) of the equation
Proof. First observe that the function
is strictly decreasing over ν ∈ [0, +∞). In fact, its derivative, given by (8) (6) is given by
Thus, if Using the above lemma with m =
we can compute the GLRT that is
with ν given by (7). Equation (10) can also be re-written as det(ZZ † + S)
(1 + ν)
where Z α is given in Theorem 1. We notice that, under the condition
where the λ i are the non-zero eigenvalues of the matrix A in (9), the statistic of the GLRT (10) is equivalent to that of the GLRT for homogeneous environment (equation (12) in [3] ), i.e.,
and, in fact, ν = 0. Thus, the possible enhanced robustness of detector (10) with respect to the GLRT for homogeneous environment can be ascribed to the use of the decision statistic corresponding to the condition complementary to (12) . As a consequence, it is also reasonable to investigate the behavior of a potentially even more robust detector obtained by decreasing the probability to select the statistic (13) . In particular, we propose to replace m in (12) with m =
, ≥ 0. We also modify the decision statistic of the GLRT (10) by replacing m =
with m . Accordingly, we consider the following parametric detector
with ν given by (15) where ν is the unique solution over (0, +∞) of the equation
where the λ i s are the non-zero eigenvalues of the matrix A in (9), under the
> m . Notice that the parametric detector encompasses the GLRT as a special case for = 0.
It is possible to prove that detectors (10) and (14) possess the CFAR property. In fact, the following result holds true. Proof. It is obviously sufficient to prove the proposition focusing on the parametric detector. First we highlight that the matrices
Z have the same non-zero eigenvalues [21] . Then, observe that with K a proper constant. It follows that
where Z u0 = U † Z 0 and S
0 U . Finally, we observe that 1. ν , given by equation (15), is a function of Z u0 and S −1 u0 only; 2. the determinant at the denominator of the decision statistic (14) can be re-written as
3. the numerator of the decision statistic (14) can be re-written as
It turns out that the statistic of the parametric detector is a function of Z u0 and S −1 u0 only. Since Z u0 and S −1 u0 are independent random quantities and, in addition, each of them has a distribution independent of C, under H 0 , it follows that the statistic of the parametric detector has a distribution independent of C (under H 0 ).
It is also possible to prove that the P d s of the proposed detectors depend on the α k s only through
In fact, the following result holds true.
Theorem 4. The left-hand side of equations (10) and (14) have distributions that, under H 1 , depend on the α k s only through
Proof. The proof comes from observing that the decision statistics of the considered detectors depend on primary data only through the quantity ZZ † .
Since z 1 , . . . , z K P are independent complex normal random vectors and, in 
Performance analysis
The analysis is conducted by Monte Carlo simulation. The P f a s and the P d s are estimated through Monte Carlo counting techniques, based on 100/P f a and 10 3 independent trials, respectively. To limit the computational burden required for the threshold setting, we assume P f a = 10 −4 .
The noise components of the z k s and the r k s are generated as independent random vectors ruled by a zero-mean, complex normal distribution. As concerns the covariance matrix, we adopt as C the sum of a Gaussian-shaped clutter covariance matrix R c plus a white (thermal) noise 10 dB weaker, that is, C = R c +σ 
Thus, θ represents the mismatch angle between the nominal steering vector v and its mismatched version p. Observe that cos 2 θ = 1 corresponds to perfect match while δ = 0.4 implies cos 2 θ = 0.46.
The target amplitudes α k , k = 1, . . . , K P , associated to the returning echoes, are generated deterministically according to the signal-to-noise ratio (SNR), defined as
More precisely, since the performance of the detectors are independent of the specific values of the α k s, in the following we assume that the total energy
The proposed GLRT and the parametric detector are compared against the GLRT of equation (13), see also [3] , and referred to in the following as GLRT-H. Obvious references are also the generalized adaptive matched filter
and the generalized adaptive subspace detector (GASD) [3] 
It is also worth observing that the GAMF and the GASD reduce to the well-known AMF [24] and ACE, [25, 26] , see also [27] , respectively, for K P = 1. As to the GLRT-H, it is a special case of the one proposed by Kelly and
Forsythe [1] and reduces to Kelly's detector [20] for K P = 1.
As first reference scenario, we consider a radar setup with K P = 4 pri- GAMF and the GASD. Summarizing, under matched conditions, the proposed approach leads to a GLRT that can guarantee the same performance of the GLRT-H and to a parametric detector that, depending on the value of its tunable parameter, has the same performance or a limited loss compared to the GLRT-H. Remarkably, under mismatched conditions, the GLRT and the parametric detector are more robust than the GASD and the GLRT-H.
They are less robust than the GAMF; however, the enhanced robustness of the latter is paid in terms of a loss for matched signals. 
Conclusion
In this paper, we proposed robust CFAR detectors for range-spread tar- the GLRT-H, given by equation (12) in [3] , when the mismatch is absent.
In fact, the performance assessment shows that the proposed detectors are equivalent or very close to the GLRT-H, under matched conditions, thus outperforming both the GAMF and the GASD. Under mismatched conditions the proposed detectors are more robust than the GLRT-H and the GASD, but typically less robust than the GAMF whose enhanced robustness is paid in terms of a non-negligble loss under matched conditions. 
Obviously, the minimum can be re-written as 
