Abstract: This paper assesses the adequacy of model fit of the split-plot design models that is the whole plot (WP) sub design model with WP error and the split-plot (SP) sub design model with SP error using the four measures of adequacy of fit for the WP and SP sub designs proposed by Almimi et al. [3] 
INTRODUCTION
Experiments are performed by investigators in virtually all fields of enquiry, usually to discover something about a particular process or system. Literarily, an experiment is a test. A designed experiment is a test or series of tests in which purposeful changes are made to the input variables of a process or system so that we may observe and identify the reasons for changes in the output responses [15] . The splitplot experimental design has a model with two experimental errors and the adequacy of the model can be diagnosed for its fitness, using methods such as the coefficient of determination (R 2 ), adjusted coefficient of determination (R 2 -Adjusted), prediction error sum of squares (PRESS), mean bias, graphical approach, etc. The manner in which the measures of R 2 , R 2 -Adjusted, PRESS, etc are obtained from a design with one type of error in its model is quite different from that of the split-plot design with two types of errors in its model, which are whole plot or main plot error and the split-plot or sub-plot error. The calculation of these measures should be for both the main plot error and the split-plot error due to the assumption that the whole-plot errors are independent and identically distributed as N (0, σ 2 w ), and the split-plot errors are independent and identically distributed as N (0, σ 2 ), which are mutually independent. These are, guaranteed by the system of randomization in split-plot experimental design [3] . Almimi et al. [3] stated that although R 2 is a useful measure of goodness of fit, it has some limitations [15] : R 2 can increase by adding terms to the model, the magnitude of R 2 depends on the range of variability in the regressor variable, and R 2 does not measure the magnitude of the slope of the regression line.
Nonetheless, the use of the least-square method to derive a linear regression of observed on model-predicted values for model evaluation has little interest since the predicted value is useless in evaluating the mathematical model; therefore, the R 2 is irrelevant since one does not intend to make predictions from the fitted line [13] . Then R 2 is weakly increasing in the number of regressors in the model as such, R 2 models with different numbers of independent variables. This conforms to the statement by [3] that the limitations about R 2 mentioned by [15] call for the use of alternative measures. He further stated that the R 2 -adjusted is preferred to R 2 because its value only increases if a variable that is being added to the model reduces the residual mean square. Hence, unlike R 2 , R 2 -adjusted does not increase if irrelevant terms are being added to the model. Masoud and Rahim [11] stated that when outliers occur in a data the assumption of normally distributed errors is violated and reduces the performance of the linear regression models. Further they stated that detecting outliers is much easier than deciding what to do with them because after detecting, the investigator should consider whether the outliers are recording errors. They advised that after these cases are detected they should never be blindly deleted and the investigator should analyze the full data set including the outliers as well as the data set after the outliers have been removed (either by deleting the cases or the variables that contain the outliers). Kvalseth [8] proposed the use of resistant coefficient of determination (r r 2 ), which uses the medians instead of the means and results in a coefficient that is highly resistant to outliers or extreme data points. Almimi et al. [3] stated that the prediction error sum of squares, PRESS and R 2 -prediction which are useful measures of model adequacy were proposed by [1] , [2] , is used to evaluate the performance of the model in predicting the responses in new and future experiments. Moreover, PRESS is very useful when comparing models because a model with a small value of PRESS is generally better than a model with a large value of PRESS. Similarly, R 2 -Prediction, which is based on PRESS, is a measure of the predictive performance of a model. Tedeschi [17] presented the modelling efficiency statistic (MEF), in which he stated that the method is similar to ρ, which is interpreted as the proportion of variation explained by the fitted line whereas the MEF statistic is the proportion of variation explained by the line Y = f(X 1 , . . , X p ). He further stated that the statistic has been extensively used in hydrology models, but can certainly be used in biological models. He concluded that in a perfect fit, both the ρ (correlation coefficient) and the 198 IJSTR©2013 www.ijstr.org MEF would result in a value equal to one and that the upper bound of MEF is one and the (theoretical) lower bound of MEF is negative infinity. Loague and Green [10] stated that if MEF is lower than zero; the model predicted values are worse than the observed mean. The MEF statistic may be used as a good indicator of goodness of fit [12] . Tedeschi [17] stated that the mean square error (MSE) and the mean square error of prediction (MSEP) are probably the most common and reliable estimate to assess the precision and measure the predictive accuracy of a model respectively. Tedeschi [17] stated that the MSE assesses the precision of the fitted linear regression using the difference between observed values (Y i ) and regression-predicted values (Ŷ i ). While MSEP consist of the difference between observed values (Y i ) and modelpredicted values (f (X i ,…,X p ) i ) rather than regression-predicted value. Sergio and Joan [16] stated that like variance, MSE has the disadvantage of heavily weighting outliers. They said it is because of the squaring of each term, which effectively weights large errors more heavily than small ones. This property, undesirable in many applications, has led researchers to use alternatives such as the mean absolute error, or those based on the median. Some drawbacks of the MSE and MSEP analysis are notable. Mitchell and Sheehy [14] stated that the MSEP (or its root) removes the negative sign and weights the deviation by their squares, thus giving more influence to larger data points, and does not provide any information about model precision. Tedeschi [17] stated that the MSEP estimate is a reliable measure of model accuracy. Nonetheless, the reliability will decrease as n decreases. Therefore, the estimate of MSEP variance has an important role. Tedeschi [17] further stated that a different scenario arises when the model parameters are adjusted to the data set; the real MSEP will be underestimated because the model will reproduce more closely the data that have been modeled than it would for the entire population of interest. A simple and easy approach to check model adequacy between two (or more) models is computing the MSEP of each model and choosing the one with smaller MSEP estimates. Wallach and Goffinet (1989) presented a different approach that makes use of the difference in MSEP (∆MSEP) values between two models. They stated that if the estimated difference (∆MSEP) is positive then model g(Z 1 ,…,Z k ) i is preferred, while if ∆MSEP is negative then model f(X 1 ,…,X p ) i is preferred since it has the smaller MSEP estimate.
Montgomery [15] presented and discussed the adequate precision (AP) statistic which is computed by dividing the difference between the maximum predicted (max Ŷ i ) response and the minimum predicted (min Ŷ i ) response by the average standard deviation of all predicted responses. He stated that large values of this quantity are desirable and values that exceed four (AP > 4) usually indicate that the model will give reasonable performance in prediction. This paper discussed potential weakness in some of the methods used in checking adequacy of models that uses the mean which is not resistant to outliers and their strength if the median is used instead of the mean.
METHODOLOGY
Nine methods and their procedures to compute model adequacy of fit from a split-plot design as discussed in the literature are explored. Four out of the nine methods were used, being applied by Almimi et al. [3] in both the replicated and unreplicated split-plot design. However, we introduced the application of the remaining four out of which we proposed the use of difference in mean square error (∆MSE) values between two models that is the whole plot and split-plot models and the method proposed by Wallach and Goffinet [18] : difference in mean square error prediction (∆MSEP). In this research paper, we only considered the replicated splitplot design.
Procedure for Computing Model Adequacy of Fit from Split-Plot Design
Detailed procedures for computing the measures of model adequacy of fit from split-plot design for R 2 , R 2 -Adjusted, PRESS and R 2 -Prediction are been given by Almimi et al. [3] . However, we presented procedures for the other introduced measures for model adequacy of fit from split-plot design. The introduced measures are modeling efficiency statistic (MEF), resistant coefficient of determination (R 2 r ), difference in mean square error (∆MSE), difference in mean square error prediction (∆MSEP) and adequate precision (AP). 1. Use the ANOVA column of the WP sub-design with the complete whole plot factors (i.e. significant and insignificant factors) to obtain the residual sum of square (SS Residual ) and divide by (n-2) to obtain the MSE for WP as follows:
MEF (Modeling Efficiency
2. Use the ANOVA column of the SP sub-design with the complete split-plot factors (i.e. significant and insignificant factors) to obtain the residual sum of square (SS Residual ) and divide by (n-2) to obtain the MSE for SP as follows: 
Adequate Precision (AP)
1. Obtain the fitted values corresponding to the whole plot sub model. 
Whole Plot and Split-Plot Residuals Calculation
Almimi et al. [3] presented the procedure in calculating the whole plot (WP) and split-plot (SP) residuals, the steps are been given as follows:
1. Once a model is fitted and a regression formula is obtained for a split-plot design, use this formula to calculate the fitted values. 
ANALYSIS AND DISCUSSION OF RESULTS
The data used for illustrations for the various methods discussed in this paper are of two sets where the first set is one of the data used by Almimi et al. [3] which is a 2 (1+3) replicated two-level split-plot design data. The data consist of four factors each at two levels, the WP sub design is made of one factor (Z) and the remaining three factors (A, B and C) are for the SP sub design while the second set of data is a 3 1 x 4 2 replicated mixed level split-plot design data on the effect of four nitrogen fertilizer levels on the yield of four varieties of rice at three irrigation levels.
Presentation and Interpretation of Results for the 2 (1+3) Replicated Two-Level Split-Plot Design
After we applied all the procedures for the reviewed methods and proposed methods for checking model fitness from a 2
replicated two-level split-plot design. Below are the results. [3] and table 3 present the results for the four introduced measures for this paper for model adequacy of fit from a 2 (1+3) replicated two level split-plot design presented by [3] . The measures proposed by [3] and those we proposed provide some notable difference though conclusion is the same. The [3] ) of model adequacy of fit from a 3 1 x 4 2 replicated mixed level split-plot design and table 6 above present the results for the four introduced measures for the research paper of model adequacy of fit from a 3 1 x 4 2 replicated two level split-plot designs. The measures proposed by [3] and those we proposed provides some notable differences though conclusion is the same. The respectively. We observed that the pred-R 2 value for the WP is greater than the R 2 WP and the pred-R 2 value for SP sub design model is less than that of the R 2 value for the SP sub design model, these differences could be due to the presence of outliers in the data. The adj-R 2 value for the WP sub design model is lower than that of the R 2 and pred-R 2 and its SP sub design model value is less than the R 2 value but slightly above the pred-R 2 value this shows its ability to withstand unnecessary increment when a factor is removed or added from a model but it is not free from the effect of outliers. 
