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0. Introduction 
Case deletion diagnostics for influential observations were introduced by 
Cook (1977, 1979) for linear regression problems. Previously, among other 
things case deletion procedures had been used in a predictive sample reuse 
context for the purpose of selecting or verifying the "best" of several 
entertained models for data Geisser (1974, 1975), Lee (1971), Lee and Geisser 
(1975) and Stone (1974) under the rubric of cross-validatory choice. 
In a frequentist context the case deletion procedure of Cook became a 
special case of perturbation diagnostics Cook (1986) which now used twice the 
difference of the maximized log likelihood of a standard model with that of a 
perturbed model with particular attention paid to local behavior of this 
diagnostic. 
In this paper we shall review a Bayesian approach to case deletion analysis 
and provide a complete Bayesian decision theoretic approach to perturbation 
analysis when such is possible and when not feasible suggest other methods 
closely associated that can be implemented. 
1. Bavesian Case Deletion Diagnostics 
Case deletion diagnostics in a Bayesian analysis were proposed by Johnson 
and Geisser (1982) to ascertain the influence on prediction of both individual 
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observations and groups of them. The Kullback-Leibler divergence for ranking 
influential observations was found to be useful in this context. An application 
to normal linear regression was given by Johnson and Geisser (1983). These 
methods which include multiple case deletions were also used for the 
multivariate normal general linear model for influential observations with 
respect to parameter estimation Johnson and Geisser (1985). Geisser (1980) 
suggested a conditional predictive ordinate diagnostic (see also Geisser (1985), 
and Smith and Pettit (1985) in this regard) as well as several other discordancy 
diagnostics, Geisser (1987) based on predictive distributions. 
A simple Bayesian approach to case deletion is as follows for parametric 
estimation: 
First find the posterior distribution with respect to the set of unknown 
parameters 9, with and with x. the i th observation 
i 
where x<N) - (X1 , ... ,~) and xfN-l) is x<N) with Xi deleted and ~(9) the prior 
density for 9. 
If o1 is of interest where 9 = (91 ,9 2) then find 
and similarly 
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Next define a diagnostic which indicates the change in posteriors when the 
observation xi is added. For variations see Johnson and Geisser (1982). One 
such diagnostic which has been useful is the Kullback divergence 
where the expectation is with respect to the first argument in the parenthesis. 
This ranks the observations in order of influence the largest being the most 
influential. If interest is focused on all of the parameters jointly rather 
than a subset of them one uses 
to rank the influence of the observations. 
When interest is focused on prediction then one calculates the predictive 
density of a future set X(M) 
I (N) J I I (N) f(x(M) x ) = f(x(M) 8)~(8 x )dB 
and the analogue with X. deleted 
1. 
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Then one can use 
to rank the relative influence of the observations with respect to the 
prediction of X(M). 
2. Multiple Linear Regression 
The initial situation for which case deletion arose was linear regression 
Cook (1977) and we shall take this up to give a Bayesian analogue. Consider a 
normal linear regression situation where 
y 
"""X{J + e, 2 e - N(O,u I) 
Y' 
- (Yl, ... 'YN)' e' - (el' ... ' eN) 
x. Cl (xil' ... ,xip)' /3, .... (/31' ... '/3 ) l. .p 
and 
[
:t11 
X ... : 
~1 [t] 
with assumed prior density for /3 and u2 , say ~({3,u2 ). 
The first step in assessing the influence of individual observations with 
regard to the estimation of /3 alone, say, is the computation of the posterior 
4 
i th row deleted and similarly for y(i)" Next we compute, 
It is easy to show that 
2 2 I 2 K. ({:J,u ) == K. (u ) + E[K. (f:J u ) ] 
i i i 
where 
2 2 2 K1(u) = E[ln @(i)(o) - ln f(o )], 
and 
@(i)(o2) and 0(o2) refer to f(i)(u21y(i)'X(i)) and 0(o2 ly,X) respectively; 
similarly 
2 2 I 2 Ki(f:Jlo) = E[ln @(i)(f:Jlo) - ln 0({:J u )] 
and K1 (f:Jlo
2) above is averaged over the density 0(i)(o2). This partition often 
helps to pinpoint the sources of influence. 
For prediction it is necessary to calculate the predictive distribution of 
Z, the Mxl future vector to be observed for a given W, an Mxp matrix, i.e. 
2 Z == Wf:J + e e - N(O,u I) 
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with and without y .. Consequently, 
l. 
One then calculates 
If Wis unknown but can be assigned probabilities over some restricted space 
then this can be incorporated into the assessment, or alternatively the worst 
possible situation may be considered. If this is not the case, it has been 
found useful to set W-X, i.e. to essentially ascertain the effect of predicting 
back on the original set of independent variables as indicative of an overall 
assessment. The details of this procedure are given by Johnson and Geisser 
(1982, 1983). 
For the purpose of demonstration we use the 'non-informative' prior 
2 
~(/J,u) 1 ex --2 
(J 
as this case is the closest to a frequentist analysis. 
X then define 
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Let x. be the i th row of 
l. 
" 
I\ 
-1 2 
vi - x1(X'X) xi, (N-p)s - (y-y)'(y-y), 
-1 " " " p - (X'X) X'y,y = Xp,yi 
2 • (N-p)s (1-vi) 
Using these results we can calculate the various influence divergences 
previously defined. First we obtain 2K.(P, a 2) which is the sum of the 
l. 
following two expressions, 
2 2K. (a ) 
l. 
· 2 2 -1 2 c1+(N-l-p)t.(l-t.) +(N-p)ln(l-t.) l. l. l. 
which reflects a discrepancy in the estimation of a 2 and 
2 
2 Viti V. 
2E[Ki(pfa )] - c2+(N-1-p) 2 + _1._ + ln(l-vi) (l-v.)(1-t.) l-vi 
l. l. 
whose second term is proportional to Cook's distance where c1 and c2 are 
constants independent of the deleted observation. Although an explicit 
expression of Ki(P) is not obtainable, the following approximation, based on the 
Kullback-Leibler divergence of the closest multivariate normal approximation to 
a multivariate student distribution, Johnson and Geisser (1983) should be 
adequate, 
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2 
2 
-
t 1 (N-p-2)] 
+ [N-p-
2 + 1 N-p- 3 - 1 - 1 (1 t) p N 3 n:: 2 n - 1.· N-p-3 
-p- ~-p-
2 
_ vi [(N-p-2)(ti-1)] 
1-v. (N-p-3) . 
l. 
A 
The components of 2Ki(P) reflect a discrepancy in the point estimate for P 
multiplied by a leverage measure (Cook's distance); a discrepancy in the shapes 
of the ellipsoidal posterior regions for p; and a discrepancy in the dispersion. 
For the predictive divergence a similar closest multivariate normal 
approximation to a multivariate student distribution is utilised. This results 
in 
(4.1) 
+ N[N-p- 2(1-t~) - 1 N-p- 2(1-t~) - 1]. N-p-3 1. llj-p-3 1. 
Here the first term is proportional to Cook's distance, the second and third 
terms together reflect leverage while the last term reflects the discrepancy in 
observational error. 
These results are extended to sets of k case deletions and multivariate 
normal regression, Johnson and Geisser (1983, 1985). 
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3. A General Bayesian Approach 
The approach previously discussed involves only case deletions i.e. a 
concern with one or few observations that may greatly influence an analysis for 
one reason or another. In particular there is the concern or possibility of an 
aberrant observation. A more important concern is that the analysis itself may 
depend critically on the modeling assumptions which include the prior, the 
likelihood and in some contexts the loss function as well. Box (1980) proposed 
methods for testing the model and perturbing it via a discrepancy parameter. 
Cook (1986) proposed a frequentist perturbation diagnostic based on a likelihood 
displacement. Geisser (1986, 1987) proposed a general Bayesian approach for 
perturbation analyses and further developed it Geisser (1988). 
4. Types of Perturbation 
Frequentist perturbation analysis assumes that some "standard" likelihood 
f(x(N)le,~0) may be perturbed to f(x(N)le,~) for ~eo when~ is the index that 
governs the perturbation and ~ 0 is the standard. In this regard there are a 
number of possible types of perturbation which we shall list for convenience but 
with the caution that they are not necessarily mutually exclusive. 
4.1 Hyperparameters 
Some examples are: 
a. 
9 
2 ~ ~ 1, 8 = (µ,u) 
where the standard is t,rkO, i.e. the normal distribution and the most deviant 
"1='1, the Cauchy distribution. 
b. 
c. 
f(x(N)ID,t.1) ex 
2 
llx.-µll+tu N __ _L... 
II k(t.1) e 2 a 
j-1 (1 
"'o - 0 is the standard normal. 
"'o .... 1 is the standard exponential. 
-1 < "'~ 1 
t.1 > 0 
4.2 Mixtures 
Here 
N 
_rr [t.1f1 (xjla) + (l-t.1)f2(xj1P)], J-1 
and "1='1 represents the standard while a and Pare subsets of O not necessarily 
2 2 2 
mutually exclusive e.g. a=(µ1 ,a ), P=(µ 2 ,a) and 0=(µ 1 ,µ 2 ,a ). 
4.3 Distribution Indicator 
Here"' is merely used to indicate a change in the likelihood to different 
families of distributions, e.g. "'o indicates a log normal distribution and "'la 
gamma distribution. In such cases there needn't be any common parameter. When 
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this obtains a parametric diagnostic is irrelevant but a predictive diagnostic 
is always relevant. Although this can often be regarded as a special case of 
either of the first two methods it is best to consider it separately. 
4.4 Exclusion Indicator 
Here we assume that X(N) - (X1 , ... ,~) has a standard distribution ~ 0 but 
for ~O one or more of the Xi's have either another distributional form or a 
completely unspecifiable distribution. In the former case this could mean for 
example that an observation's variance or mean differs from the others or more 
generally that a parameter set not under scrutiny differs for a few of the 
observations. The latter situation is typically reflected in problems with 
outliers and aberrant observations that defy satisfactory alternative modeling. 
4.5 Periparametric models 
Here t.,=WO specifies a standard density while ~O specifies all model 
densities f(x(N)I~> that are within a given neighborhood of f(x(N)l~0) 
determined by varying~. This may be considerably more useful in the Bayesian 
context when applied to a subjective prior density for 9 to add further 
uncertainty. For applications of these possibilities see Lavine (1987). 
4.6 Inaccurate Measurements 
Here, presumably, covariates or concomitants may be inaccurately measured 
and the responses themselves may be subject to errors. 
5. Bayesian Decision Framework 
We now delineate a formal Bayesian perturbation framework for a relevant 
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parameter 8 (or some subset of 8). Now the Bayesian model consists of 
where ~(9fw) is the perturbed prior and the quantity on the left is then the 
perturbed model. Note also the quantity on the left is also proportional to 
~(9jx(N) ,w) the posterior of 9. We shall first deal with a given loss function 
L(a,9) for taking action a(X(N)) £~upon observing X(N), given 9 is the true 
value (the loss function itself may also be perturbed but we shall hold it fixed 
for the time being). The average loss 
i {a)= JL(a,9)~{9fx(N) ,w)d9, 
"' 
which depends on w, is now minimized 
- - * min L (a) - L (a) 
a "' "' "' 
* yielding optimal action a when"' is "true". We then consider the difference 
"' 
*. * in the loss when taking action a =a, the optimal action under the standard 
"'o 
and when ~O is true. We define the differential loss as 
- * - * d("') - L (a) - L (a)~ 0. 
"' "' "' 
One then can examine this loss over a possible range of"' to assess its 
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' 
importance with regard to the action taken under w0 and in particular 
* d - max d(w). We could also assess its local significance by examining d(w) 
fl.lEU 
in a neighborhood about w0 • In fact if w is a scalar and the second derivative 
of d(w) exists and is continuous the calculation of the curvature at ~O i.e. 
d"("'0), since d'(w0) - 0, could be rather informative regarding local 
perturbations. For example a large curvature would indicate that the actions 
taken could be highly sensitive to a slight variation in the standard model. 
Of course d(w) depends on the standard loss function L(O,a) which also may 
be varied s9 that Lr(S,a) and r represent a perturbation for the loss 
ro 
function where L (8,a) - L(O,a) then we could obtain d (w) and find, globally 
r 
max d (w) 
r,t.J r 
to assess the importance of varying the loss function (all variations assumed to 
be in the same units) as well as the model. For a vector w, the matrix of 
second derivatives will govern the local curvature and one could assess the 
maximum curvature i.e. in the direction of the normed vector associated with the 
largest root of the matrix of second derivatives evaluated at the standard tu=w0 . 
Cook (1986) has proposed probing local curvature with regard to the displacement 
of maximized log-likelihoods. 
For a predictive analysis we consider the perturbed model to be 
(N) I I (N) (N) I I f(x ,x(M)'O w) = f(x(M) x ,0,w)f(x 0,w)g(D w) 
whence we obtain 
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I (N) f(x(M) X ,"') 
(N) I Jf(x ,x(M)'o "')dB 
(N) I Jff(x ,x(M)'D "')d8dx(M) 
Now assume that L(a,x(M)) is the standard loss incurred in taking action a when 
observing x(N) given a future realization x(M). The average predictive loss 
is then minimized 
mini (a) 
a "' 
- * L (a) 
"' "' 
* where a is the optimal action. 
"' 
* As before letting a 
"'o 
* a, we define the 
- * differential loss as d("') - L (a) 
"' 
- * L (a) and examine globally max d("') to 
"' "' "' 
determine the possible extent of the maximum effect of the perturbations. We 
may also perturb the loss function as previously discussed. 
Further in regular cases one can again study locally the maximum curvature 
which occurs in the direction of the normed vector associated with the largest 
root of the Hessian matrix, say d"(,,,0). If local curvature is appreciable it 
would appear that the action indicated by the standard analysis is not even 
robust locally and a review of the standard model is in order. Of course if the 
perturbed"' model is deemed reasonable one possibility is to define a prior 
distribution for"', if feasible, and then integrate it out to obtain 
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I (N) J I (N) f(x(M) X ) = g(~)f(x(M) X ,~)d~, 
or to completely rethink the modeling apparatus. 
6. Perturbation Diagnostics 
Often, decisions or actions other than to report either the posterior or 
predictive distribution itself or some high probability density region for 9 or 
X(M) are not required. For reporting the entire posterior distribution the 
Kullback-Leibler estimative divergence, 
K(G> ,(P ) 
~ ~o 
E[log (P -log (P ], 
~ ~o 
where~ - G>(Oly(N) .~), appears to be a reasonable diagnostic to consider, when 
~ 
it exists and is finite, Geisser (1985), Johnson and Geisser (1985), McCulloch 
(1989) and can be investigated in a variety of paradigms. Similarly for 
predictive distributions a predictive divergence 
K(~,~0) = E[log f - log f ] ~ ~o 
I (N) where f~ - f(x(M) x ,~), can serve. Divergences of this sort were already 
discussed in section 1 for determining influential observations, one of the 
particular types of perturbation mentioned in section 4.3. 
Both, estimative and predictive diagnostics, are most useful in indicating 
the relative effect of various perturbations, although there may be some 
difficulty in adequately interpreting globally 
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max K(~ ,~ ), or max K(~,~0). ~EU ~ ~Q ~EU 
Again one can find the direction in which local perturbations have the 
greatest effect in terms of normal curvature. It can be shown that under 
suitable regularity conditions that the matrix of second derivatives of 
K(~ ,~ ) or K(~,~0) for~ a vector of perturbations, say ~ ~o 
n 
K = I(~0) t,J=tdo 
where I(~0) is the Fisher Information matrix for either the perturbed posterior 
or predictive distribution evaluated at td-t,JO' Kullback (1959). The curvature in 
direction z where ~(t) = ~0+tz and z'z = 1 is 
so that the maximum curvature C* is in the direction z*, the vector associated 
with the maximum root of 1(~0), where 
* An examination of the components of z will indicate which ones, namely the 
larger ones, are those perturbations which relatively most alter the posterior 
or predictive distribution in terms of the divergence. 
Once potentially significant directions are identified, an analysis 
involving these directions is in order to ascertain whether local departures for 
them are important enough to vitiate the standard analysis or support it 
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locally. 
In situations where a standard likelihood is deemed adequate it may be of 
interest to assess the local effect of perturbing the prior on the posterior and 
the predictive distribution. Here one may calculate the vector associated with 
I O(~O), I~(wO), and If(wO) are the Fisher information matrices associated with 
the prior, posterior and predictive distributions evaluated at """"""o 
respectively. This is then used to assess the effect of a local prior 
perturbation on the posterior or predictive distribution, e.g. McCulloch (1989). 
One can also turn this round by calcul~ting that ~eo such that 
K(~ ,~ ) or K(~,wO) ~ r where r is negligible enough to consider the analysis w WO 
(or sample) robust with respect to the subspace OReO. 
One can utilize, as alternatives to the divergence, a whole class of 
distances between densities namely 
1 1 
H (w) - Jlfn - gnjndx 
n 
for any n. In particular the L1 norm for n=l and n=2, the L2 norm between fi 
and ./ghave been most widely used in other contexts. The former recently by 
Devroye (1987) in density estimation and the latter by Pitman (1979) in a 
frequentist sensitivity analysis. Under suitable smoothness conditions, for w a 
vector, one obtains for the L2 norm 
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the Fisher Information matrix. Hence these two "loss" function variants K(t,J) 
and 2H2(t,J) are locally equivalent as measured by curvature at the standard. 
7. Specific Perturbation Assessments 
While the divergence and the distance measures are useful scalar rankings of 
a perturbation effect it is difficult to give a compelling calibration of them 
although an attempt has been made by McCulloch (1989). Their interpretation to 
a statistician is difficult enough, not to say to an investigator. However, 
when an analysis involves a.fairly specific inference obtained from the 
posterior or the predictive distribution we shall define appropriate assessments 
whose values are easily understood and interpretable not only to a statistician 
but to an investigator as well. 
If a 1-a highest probability density region is what is going be to reported 
that one can assess the robustness based on the standard t,)0 • Suppose this 
region denoted by R1_a(t,J0) has volume V(t,J0) and when perturbed the highest 
probability density region R1 (t,J) has volume V(t,J). Let v(t,)) be the volume of -a 
the intersection of R1 (t,J) and R1 (t,J0) as a function of tc), -a -a 
and let 
r 
t,) 
where M(t,J) = max (V(t,J), V(t,)0)), be the ratio of the volume of the intersection 
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to whichever is larger, the standard or the perturbed for the given"'· Then 
calculate 
min r - r * tr.lElj tr.I 
tr) 
which now yields the proportion of the region for the "worst" possible case at a 
given probability 1-a. Hence one has an easily interpretable value for 
assessing the robustness of the data set in terms of a standard analysis 
involving a 1-a region in the presence of presumably anticipated perturbations. 
A second method focuses on the use of the standard region's R1 _a(tr.10) perturbed 
probability when tr.lP"tr.10 . Here we use either 
or 
and either 
or 
max ll-a-(1-a )I= max la -al 
tr.lEU tr.I tr.lEU tr.I 
max 
tr.lEU 
la -al 
tr) 
1-a 
tr) 
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1-a 
tr) 
as easily interpretable values. 
A third method, which is really a variation on the second, is where the 
region R is fixed e.g. survival past beyond a given time point, and basically 
the second method is applied to determine the variation in the probability of R 
with respect to~. 
8. Discussion 
When a standard analysis is deemed robust in the light of contemplated 
perturbations, we are in a secure position. When a perturbation, especially a 
local one, appreciably alters the analysis we have two alternatives. The first 
depends on a belief that although the standard is inappropriate, the expanded 
model is reasonable. We then would assign a prior to the perturbation, if 
possible, and average over~- This is particularly appropriate when~ is a 
hyperparameter. In this case the problem in a sense is moved back a step to 
the possibility that the distribution of~ has some unknown hyperparameter and 
the cycle could start all over. On the other hand, if the expanded model is 
problematical then a review of the entire modeling apparatus is in order. 
The mixture or contamination case depends largely on whether estimation of a 
parameter (uncontaminated) involving the standard is at issue or whether 
prediction is the goal. For the latter there are two possibilities. The first 
being that we are really interested in predicting a future value from an 
uncontaminated distribution or we are interested in predicting a future value 
from the process that generated the experiment including the contamination. 
Quite different approaches are required for these two goals. 
When the possibility is that one or a few aberrancies exist in the data set-
then testing the candidates for discordancy by predictive significance tests may 
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be in order, Geisser (1989a, 1989b). When one or few observations contain the 
parameter of interest but also a nuisance parameter, the Bayesian approach is 
ideal for handling that situation, G~isser (1987). 
The Bayesian "robustness" point of view taken here has a narrower focus than 
that of say Berger (1984) or Berliner and Hill (1988). Here the focus is on a 
specific parametric model that is probed to ascertain whether an analysis is 
robust against particular anticipated expansions of the model. This view is 
somewhat similar in spirit to that of Box (1980). Another view is to devise 
nonparametric Bayesian procedures. The latter would be appropriate if no 
particular parametric model is even mildly compelling. 
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