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Рассмотрены проблемы проектирования медицинских информационных систем. Предлагается под-
ход по созданию высоконадежной автоматизированной системы обработки электронных медицинских 
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Ил. 2. Табл. 1. Библиогр.: 4 назв. 
 
The paper considers problems on designing of medical information systems and proposes an approach to 
creation of a highly reliable automated system for processing electronic medical records on the basis of file  
allocation optimization in the network nodes. A mathematical model has been developed for optimal distribu-
tion of the files in the network nodes and an experimental investigation of two schemes of medical information 
systems has been executed in the paper. 
 
Keywords: optimization, electronic medical records, reliability of information system. 
 
Fig. 2. Таb. 1. Ref.: 4 titles. 
 
Введение. Важный элемент медицинских ин-
формационных систем – уникальность, безопас-
ность и конфиденциальность данных пациента. 
Реализация медицинских информационных си-
стем выделилась в направление ЕМР (эффек-
тивное медицинское планирование) и приводит 
к созданию не просто программы, а целой тех-
нологии идентификации, сохранения уникаль-
ности пациента и доставки данных в любую 
точку по запросу и разрешению пациента. Раз-
рабатываемая технология должна обеспечить 
высокую безопасность электронных медицин-
ских записей и оперативность перемещения 
данных пациента на любой компьютер, а также 
располагать потенциалом для чрезвычайных 
ситуаций. Особенности обработки электронных 
медицинских записей [1], несмотря на огром-
ный рост компьютерных технологий в меди-
цине, затрудняют автоматизацию. Большинство 
медицинских учреждений продолжает исполь-
зовать бумажные носители данных.  
Врачи сталкиваются с многочисленным 
давлением со всех сторон: 
• долгие ожидания пациента и государст- 
венное регулирование; 
• сложные правила страхования и увеличе-
ние накладных расходов; 
• снижение прибыли. Усложнение требова-
ний к медицинскому обслуживанию означает, 
что врачи должны работать значительно эф-
фективнее. 
Точная документация и оперативная инфор- 
мация являются одними из наиболее важных 
вопросов для врачей. Растущая обеспокоен-
ность по поводу стоимости и качества меди-
цинской помощи служит основой для дис- 
куссий по оценке выгод от автоматизации в 
организациях здравоохранения, страховых ком- 
паниях и федеральных правительствах. 
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Анализ подходов по созданию высокона-
дежной автоматизированной ЕМР-системы 
обработки электронных медицинских запи-
сей. Предлагается подход по созданию высоко-
надежной автоматизированной ЕМР-системы 
обработки электронных медицинских записей 
на основе оптимизации размещения файлов  
в узлах сети. На качественные (цена и эффек-
тивность) и количественные (объемы обраба-
тываемой информации и скорость работы) ха-
рактеристики ЕМР-систем оказывает влияние 
решение следующих проблем. 
Оперативная производительность (ОP), свя-
занная с реакцией ЕМР-системы от запроса 
данных до их доставки потребителю (пациенту, 
врачу, страховой компании), при которой обес-
печивается оперативная производительность  
за счет сочетания нескольких взаимосвязанных 
решений, таких как применение узкоспециали-
зированных операционных систем, ориентиро-
ванных на поддержку баз данных, параллелизм, 
оптимизация, баланс загрузки сервера. Одним 
из способов повышения производительности 
ЕМР-систем является распараллеливание: па-
раллельные операции ввода-вывода с диском, 
параллельные утилиты и параллельная обра-
ботка запросов. Параллельные операции ввода-
вывода с диском позволяют серверу эффектив-
но использовать многомерные таблицы и их 
разбиение. Параллельные операции-утилиты 
(сортировка, построение индексов, загрузка, 
резервирование, восстановление) используют 
как параллельную обработку, так и параллель-
ные обмены с диском. 
Надежность (Н) – важнейшая характеристи-
ка ЕМР-систем, которая требует хранения бо-
лее 10 лет медицинских записей и доступа к 
ним по запросам. Обеспечивается надежность  
и защищенность данных от сбоев через способ-
ность восстанавливаться как по чтению, так  
и по записи независимо от обстоятельств, 
включая выход из строя отдельных компонент. 
Реализуются отказоустойчивые системы на ос-
нове аппаратной избыточности и избыточности 
по данным. В первом случае используются от-
дельные платформы, процессоры, сдвоенные 
диски, а также зеркалирование аппаратуры, при 
котором один диск – копия другого, защищаю-
щая его от сбоев. Избыточность по данным 
возможна в двух формах – программного зер-
калирования и копирования. Благодаря им ис-
ключаются одиночные точки отказа (сбой на 
линии связи не приводит к выходу из строя 
всей системы). 
Безопасность и защита (БЗ) данных связаны 
с обеспечением врачебной тайны и требованиями 
неприкосновенности личной жизни. Эта пробле-
ма существует в системах бумажного хранения  
и обостряется в ЕМР-системах. Медицинские 
бумажные данные дублируются и копируют- 
ся по факсу через медицинских работников  
и страховых агентов. Обеспечить надлежащую 
безопасность в ЕМР-системах еще сложнее, так 
как компьютерная запись требует особых алго-
ритмов по защите данных. 
Наиболее популярны два основных подхода 
к защите данных: 
• применение к каждому защищаемому объ-
екту набора допустимых привилегий; 
• определение для каждого пользователя не-
которого набора прав доступа, например осно-
ванного на использовании методов крипто- 
графии. 
Основной характеристикой оперативной до-
ступности (ОД) баз данных (БД) является со-
провождение их в реальном режиме времени.  
В ЕМР-системах утилиты сопровождения 
должны поддерживать непрерывные операции, 
с помощью которых система обеспечивает до-
ставку данных и исключает плановые и непла-
новые неполадки на линии связи и сервере дан-
ных. Обеспечивается оперативная доступность 
через физическое положение БД, реорганиза-
цию, управление памятью, архивирование про-
токолов и перезапуск системы с минимальным 
воздействием на приложения. 
Уровень взаимодействия (УВ) с пользовате-
лем определяется наличием интерфейса, обес-
печивающего высокую эффективность обще- 
ния пользователей с системой при реализации 
ее основных функций и высоких показате- 
лей пользовательских характеристик системы  
в целом. 
Модернизация (М) связана с ростом произ-
водительности, пропускной способности путем 
добавления вычислительных ресурсов без из-
менения приложений и административного со-
провождения. Существуют два способа расши-
рения БД: горизонтальный и вертикальный. 
Горизонтальное расширение может быть полу-
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чено, когда несколько серверов БД действу- 
ют независимо и делят рабочее пространство. 
Вертикальное расширение достигается путем 
добавления к платформе дополнительных ре-
сурсов с целью уменьшения времени откли- 
ка или увеличения пропускной способности. 
Поддержка сервера БД для вертикального рас-
ширения не должна требовать включения до-
полнительных программных модулей, посколь-
ку это увеличивает административные из- 
держки. 
Новые требования к архитектуре корпо-
ративных ЕМР-систем. Комплексная модель 
проектирования автоматизированной системы 
обработки электронных медицинских записей 
представляет собой набор параметров и зависит 
от доступных для разработчиков технологий 
работы с данными 
 
F = f(ОР, Н, БЗ, ОД, УВ, M). 
 
Совокупность перечисленных проблем оп-
ределяет важный набор параметров автомати-
зированной системы обработки электронных 
медицинских записей. Решение рассмотренных 
выше проблем для различных типов распреде-
ленных ЕМР-систем существенно сказывается 
на количественных и качественных показате-
лях. Оценка параметров ЕМР-системы кон-
кретного типа осуществляется для конкретного 
проектного решения, выполняющего набор 
функций, и содержит не только БД (запомина-
ющее устройство со всеми атрибутами аппа-
ратной и программной поддержки и его внут-
ренним наполнением данными), но и слож- 
ную систему управления. 
Проектирование комплексной модели по 
предметной направленности, интегрирован- 
ной в большую по размеру распределенную 
ЕМР-систему, – сложная задача, поскольку при 
этом явно наблюдаются интеграция различных 
структур данных (неформатированные элемен-
ты, мультимедийные, гипертекстовые, распре-
деленные данные и др.) и новые операции над 
данными (распределенная обработка, мульти-
платформенность, многопротокольность, полно-
текстовая обработка). Возникли новые требо-
вания к архитектуре корпоративных ЕМР-сис- 
тем, основные из которых следующие: 
1) обеспечение доступа ко всем необходи-
мым данным распределенных БД; 
2) применение наиболее типовых и перспек-
тивных архитектур БД и программных средств: 
хранилищ данных, оперативной аналитической 
обработки данных (OLAP), быстрой разработки 
приложений (RAD), средств поддержки принятия 
решений (DSS) на основе хранилищ данных; 
3) применение методов логического вывода, 
нейронных сетей, нейрокомпьютеров; 
4) применение единого интерфейса пользо-
вателя для работы с разными компонентами 
данных и приложений; 
5) постоянная актуализация понятийной мо-
дели для учета новых понятий, возникающих 
при изменении прикладных задач, и динамиче-
ское администрирование распределенной кор-
поративной БД. 
Все это привело к модификации известных 
технологий проектирования ЕМР-систем, а так- 
же к поиску новых, сочетающих в себе пер-
спективные направления и методы построения 
средств искусственного (машинного) интеллек-
та. Как показал анализ современных и перспек-
тивных ЕМР-систем, параметры БД и ЕМР-
систем взаимосвязаны: конкретные значения 
параметров ЕМР-систем могут быть получены 
только при наличии определенного типа систе-
мы управления данными. 
В технологии ЕМР-систем выделились три 
направления совершенствования систем [2]: 
Postgres – характеризуется максимальным 
следованием известным принципам организации 
системы управления базами данных (СУБД)  
(если не считать коренной переделки системы 
управления внешней памятью); 
Exodus/Genesis – основная характеристика: 
создание собственно не системы, а генератора 
систем, наиболее полно соответствующих по-
требностям приложений. Решение достигается 
путем создания наборов модулей со стандарти-
зованными интерфейсами, причем идея распро-
страняется вплоть до самых базисовых слоев 
системы; 
Starburst – характеризуется приспосабливае- 
мостью к нуждам конкретных приложений пу-
тем использования стандартного механизма 
управления правилами. Системы представля- 
ют некоторый интерпретатор системы правил  
и набор модулей-действий, вызываемых в соот-
ветствии с этими правилами. Можно изменять 
наборы   правил   (совершенствуется   специаль-  
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ный язык их задания) или изменять действия, 
подставляя другие модули с тем же интер- 
фейсом. 
В работе исследуются два подхода к проек-
тированию ЕМР-систем [3]: 
1) централизованная ЕМР-система – обра-
ботка данных реализуется на центральном ком-
пьютере-сервере, где осуществляется обработка 
запроса пользователя (технология направления 
Postgres). Дублируются данные, подверженные 
частым изменениям, и хранятся децентрализо-
ванно. Каждый набор данных размещается на 
том узле, где он чаще всего используется, что 
обеспечивает высокий уровень оперативности 
и снижает нагрузку на каналы передачи. Цен-
трализованная ЕМР-система наиболее проста в 
реализации (рис. 1); 
 
 
 
 
 
Рис. 1. Централизованная ЕМР-система 
 
2) система с двукратным дублированием – 
обработка данных реализуется на центральном 
компьютере-сервере и дублируется на втором 
сервере, где осуществляется обработка запроса 
пользователя (технология направления Exodus/  
Genesis). Дублируются все данные и хранятся  
в распределенных узлах. Каждый набор данных 
размещается на двух серверах; это обеспечива-
ет высокий уровень надежности, но снижает 
оперативность. Система с двукратным дубли-
рованием сложна в реализации и эксплуата- 
ции (рис. 2). 
 
 
 
 
 
 
Рис. 2. Система с двукратным дублированием 
 
Рациональное размещение информации су-
щественно влияет на эффективность функцио-
нирования предлагаемых схем вычислительной 
сети ЕМР-систем. Поэтому необходимо опре-
делить  наилучшее  размещение  файлов  в  рас- 
пределенной базе данных (РБД) по узлам ЕМР-
системы. Один из способов повышения произ-
водительности и надежности ЕМР-систем – это 
распараллеливание операции ввода-вывода дан-
ных и дублирование данных. Сложной пробле-
мой выполнения распределенных запросов яв-
ляется оптимизация, т. е. поиск оптимального 
плана динамично изменяющегося объема хра-
нимых данных. Информация, которая требуется 
для оптимизации запроса, распределена по сер-
верам и узлам сети. 
В данной работе предлагается алгоритм  
перераспределения файлов для реализации  
ЕМР-системы, обеспечивающий высокую со-
хранность данных за счет дублирования и оп-
тимизации хранения распределенных данных. 
Сформулирована оптимальная задача распре-
деления файлов в функционирующей ЕМР-сис- 
теме на основе стандартной задачи линейно- 
го программирования. Используется типовой 
симплекс-алгоритм. 
Оптимизационный алгоритм функцио-
нирования ЕМР-системы. Предлагается под-
ход к построению математической модели оп-
тимального распределения файлов для двух 
схем (централизованная ЕМР-система и систе-
ма с двукратным дублированием). Особенно-
стью предложенного оптимального алгоритма 
является оперативная процедура перераспреде-
ления файлов, обеспечивающая 100%-е восста-
новление при сбое на сервере. 
Анализируется вычислительная сеть: все 
узлы сети связаны между собой каналом пере-
дачи данных. Файлы содержатся на сервере  
и в локальных базах узлов таким образом, что 
имеется заданное администратором число ко-
пий каждого файла. Запрос, инициированный  
в любом узле, предполагает доступ к цент- 
ральному серверу, на котором фиксируются 
последние корректировки запрашиваемого 
файла. 
Постановка задачи проектируемой ЕМР-сис-
темы включает: 
n – количество узлов сети (в ЕМР-системе 
общее число пользователей – около 10 тыс., 
включая пациентов, врачей и служащих стра-
ховых компаний); 
m – количество файлов РБД (ориентировоч-
но n ⋅ 10); 
 
 Сервер 
 ЕМР 
Узел 0 
Узел 1 
Сеть 
БД 2 
 
 
 Узел 2 
Узел 4 
Узел 1 
Сеть 
БД 2 
 
 
              Узел 2 БД 1
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Fij – объем файла j в i-м узле сети (колеб-
лется от 1 МБ текстовых данных до 0,1 ГБ ви-
деодокументов); 
Lij – интенсивность запроса к файлу Fij, 
инициированного в узле Ki; 
Aij – стоимость запроса к файлу Fij, иници- 
ированного в узле Ki; 
Bij – объем запрашиваемых данных при вы-
полнении запроса к файлу Fi, поступившего в 
узел Kj; 
Dij – стоимость хранения j-го файла в i-м уз-
ле сети; 
X – матрица размещения файлов: Xij = 1, ес-
ли файл Fij находится в узле Ki, иначе Xij = 0; 
Vj – объем памяти узла Ki (примерно 1 ГБ); 
Qij = LijAij + BijDij – затраты на передачу и 
хранение j-го файла в i-м узле сети. 
Необходимо найти матрицу размещения 
файлов X, обеспечивающую минимум затрат S 
на передачу и хранение файлов в узлах сети: 
 
1 1
( ) min.
m n
ij ij
i= i=
S = Q X →∑∑  
 
Ограничения в оптимизационной модели 
следующие. 
Общее количество копий файла j – не ме- 
нее W (задается администратором сети в зави-
симости от требования надежности данных) 
 
1
.
n
ik
i=
X W=∑  
 
Суммарный объем памяти в i-м узле (i = 1 
до n) достаточен для размещения файлов при 
их перераспределении 
 
1
,
m
ij ij i
j
F X V
=
<∑   i = 1, n. 
 
Решение задачи выполняется стандартным 
симплекс-алгоритмом. 
Описание алгоритма функционирования 
ЕМР-системы. 1. Формируем матрицу X и за-
даем нулевые значения матрице размещения 
файлов. 
2. На выбранном интервале времени (час, 
сутки, неделя) решаем оптимизационную зада-
чу по размещению файлов в матрице Х. 
3. Формируем матрицу запрещенных узлов 
Eij = 1. 
4. Реализуем занесение файла Fij среди не-
запрещенных узлов Xij = 1. 
Если файл Fij помещается в узел Ki, то раз-
мещаем его в узле Kp: Eij = 1. 
Если файл Fi не помещается в узел Ki, то: 
а) запрещаем этот узел: Eij = 0; 
б) среди всех узлов находим первый неза-
прещенный узел Eij = 1, в который помещается 
файл Fi. 
5. Если на выбранном интервале времени 
сбоя в системе не произошло, то переходим к 
пункту 1. 
6. Если произошел сбой в работе серве- 
ра ЕМР-системы, то, основываясь на матрице 
Xij = 1, организуем полное восстановление всей 
системы. 
Экспериментальные результаты оптималь-
ного алгоритма. Для экспериментов использо-
вали 64-разрядную ЭВМ с частотой 2,1 ГГц. 
Программа составлена на языке С++, операци-
онная система LINUX (Suse 10). В качестве 
сервера принята стабильная версия MySQL 3.2 
с 60 ГБ хранимых данных. Создавали мо- 
дель ЕМР-системы для 10 тыс. пользователей, 
10 оперативных администраторов и одного си-
стемного администратора. В системном журна-
ле фиксировали информацию по эффективно-
сти предлагаемого варианта. 
Производительность по каждой из схем 
ЕМР-систем определяли как количество запро-
сов (для одного запроса обрабатывали 1 МБ по 
доставке на сервер, выборке и выдаче результа-
тов), осуществляемых за допустимое время ре-
акции системы в 6 с. Надежность ЕМР-систем 
определяли как время в минутах до полного 
восстановления всех данных при выходе из 
строя центрального и дублирующего серверов 
(данные на сервере удаляли, имитируя физиче-
скую потерю информации). Стоимость обра-
ботки одного запроса рассчитывали на основе 
данных [4], учитывающих средние начальные 
затраты на ЕМР-систему в размере 5183 дол.  
в год (31100 дол. за 6 лет) и текущие годовые 
затраты на эксплуатацию в размере 44600 дол. 
Результаты работы алгоритма сравнительных 
характеристик различных схем ЕМР-системы 
приведены в табл. 1. 
Как видно из табл. 1, централизованная 
ЕМР-система имеет высокие показатели по 
производительности и стоимости при значи-
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тельной величине времени на полное восста-
новление данных. Рекомендуется для медицин-
ских учреждений и страховых организаций при 
низких требованиях к надежности.  
Таблица 1 
Сравнительные характеристики  
двух схем ЕМР-системы 
 
Показатель Централизованная 
система 
Система с двукратным 
дублированием 
 Производи- 
    тельность 
180 запросов  
за 6 с 
130 запросов  
за 6 с 
 Надежность 40 мин (полное  
восстановление  
данных) 
8 мин (при потере дан-
ных на сервере), 24 мин 
(сбой двух серверов) 
 Стоимость  
    за 1 год 
5183 дол. +  
+ 44600 дол. =  
= 49783 дол. 
2 ⋅ 5183 дол. +  
+ 44600 дол. =  
= 54966 дол. 
 
Система ЕМР с двукратным дублированием 
имеет высокие показатели при полном восста-
новлении данных. Производительность и стои-
мость незначительно возрастают. Целесообраз-
но создавать эти системы для медицинских 
учреждений при повышенных требованиях к 
надежности и качеству проектирования (скорая 
помощь и поликлиники). Перспективной явля-
ется дальнейшая разработка методов и алгорит- 
мов по повышению показателя стоимость/на- 
дежность. 
 
В Ы В О Д 
 
На основе оптимизационной задачи пред-
ложен подход по созданию высоконадежной 
автоматизированной системы обработки элек-
тронных медицинских записей. Разработана 
математическая модель оптимального распре-
деления файлов в узлах сети и проведено экс-
периментальное исследование двух схем меди-
цинских информационных систем. Оценена 
эффективность двух схем ЕМР-систем при раз-
ных требованиях по надежности обрабатывае-
мых данных в медицинских информационных 
системах. 
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