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Abstract
We deal with the characteristic initial value problem for a hyperbolic di.erential equation
a(x; y; u)uxx + b(x; y; u)uxy + c(x; y; u)uyy = f(x; y; u; ux; uy):
The paper presents a method which yields pointwise enclosures of the domain of determinacy Mˆ (depending
implicitly on u) and of the corresponding solution u(x; y); (x; y)∈ Mˆ . The method has been implemented on
a computer using machine interval arithmetic.
c© 2002 Published by Elsevier Science B.V.
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0. Introduction
We consider a
di.erential equation
a(x; y; u)uxx(x; y) + b(x; y; u)uxy(x; y) + c(x; y; u)uyy(x; y) = f(x; y; u; p; q) (1)
with initial conditions{
u(x1(s); y1(s)) = u1(s) ∀s∈ Is := [s1; s2];
u(x2(t); y2(t)) = u2(t) ∀t ∈ It := [t1; t2];
where p = ux; q = uy. Let x1; y1; u1 ∈C2(Is), x2; y2; u2 ∈C2(It). Let P1 := (x1; y1)(Is) and P2 :=
(x2; y2)(It) be simple and smooth, i.e.,
x′21 () + y
′2
1 ()¿ 0 ∀ ∈ Is; x′22 () + y′22 ()¿ 0 ∀ ∈ It :
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Assume that a; b; c; f are deEned on open connected sets Da; Db; Dc; Df and that the di.erential
equation is hyperbolic on Da ∩ Db ∩ Dc, i.e., (b2 − 4ac)(x; y; u)¿ 0 ∀ (x; y; u)∈Da ∩ Db ∩ Dc.
Furthermore let (x1; y1; u1) and (x2; y2; u2) deEne two di.erent characteristic curves intersecting
only in
(x1; y1; u1)(s1) = (x2; y2; u2)(t1); (2)
i.e., x′1(s1)y′2(t1) = y′1(s1)x′2(t1) and{
a(x1; y1; u1)y′21 − b(x1; y1; u1)y′1x′1 + c(x1; y1; u1)x′21 = 0 on Is;
a(x2; y2; u2)y′22 − b(x2; y2; u2)y′2x′2 + c(x2; y2; u2)x′22 = 0 on It :
(3)
Finally assume
a∈C2(Da); b∈C2(Db); c∈C2(Dc) and f∈C1(Df): (4)
Then (1) is called Darboux problem. By a solution of the Darboux problem (1) we mean a function
u(x; y); (x; y)∈Du with P1 ∪ P2 ⊂ Du, u∈C2(Du) and
{(x; y; u(x; y); p(x; y); q(x; y))|(x; y)∈Du} ⊆ Df; {(x; y; u(x; y))|(x; y)∈Du} ⊆ Da ∩ Db ∩ Dc;
which fulElls di.erential equation and initial conditions identically.
It is well known that a unique solution in general exists only in the so-called domain of determi-
nacy Mˆ , that is a quadrangle in the (x; y)-plane whose borderlines are characteristic projections and
which therefore can be represented in characteristic coordinates (s(x; y); t(x; y)) as image (x; y)(M)
of the rectangle in the (s; t)-plane
M := Is × It :
Consequently, we are interested in a solution u(x; y); (x; y)∈ Mˆ , i.e., in a triple (x(s; t); y(s; t); u(x; y))
of twice continuously di.erentiable functions, which deEnes by Mˆ={(x; y)(s; t) | (s; t)∈M} a solution
u(x; y) on Mˆ .
For an enclosure of a solution we have to End subfunctions x; y; u and superfunctions Gx; Gy; Gu
bounding a solution of (1) by
x(s; t)6 x(s; t)6 Gx(s; t); y(s; t)6y(s; t)6 Gy(s; t) ∀(s; t)∈M;
u(x; y)6 u(x; y)6 Gu(x; y) ∀(x; y)∈ Mˆ :
In Section 1, we prove enclosure theorems for Exed points of a certain integral operator. Section 2
deals with the Darboux problem. We transform (1) in another initial value problem for a twice
continuously di.erentiable function in characteristic coordinates, which can be interpreted as Exed
point problem for continuous functions. Then, applying the results of Section 1 yields an existence
and uniqueness theorem. This theorem allows to reduce the veriEcation of an enclosure of a solution
roughly to the check if some set of functions is mapped into itself by a certain operator. All steps
of the veriEcation procedure have been programmed, and Section 3 shows a numerical result. A
generalization of the method to hyperbolic systems or scalar equations with other nonlinearities
should be the subject of future research.
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We denote by A0; 9A; GA the interior, boundary, closed hull of a set A.
For x = (xi)mi=1 ∈Rm, |x|∞ := max{|xi|: i = 1; : : : ; m} denotes the maximum norm.
Ck(X;Rn) or Ck(X ) is the set of k-times continuously di.erentiable mappings of a subset X (with
X 0 ⊆ X ) of Rm into Rn where a partial ordering is deEned as usual via the component functions vi
by v6w : ⇔ vi(x)6wi(x) ∀x∈X; i = 1; : : : ; n.
[v] will always denote a closed subset (not necessarily an interval function in the sense of [1]) of
a space C0(X;Rm) provided with the maximum norm ‖v‖∞ := max{|vi(x)|∞: i∈{1; : : : ; n}; x∈X }.
1. The Darboux integral operator
We consider in this section the autonomous initial value problem

wst = G(w; ws; wt);
w(s; t1) = w1(s); s∈ Is;
w(s1; t) = w2(t); t ∈ It :
(5)
Let G :DG → Rn with DG ⊆ R3n be continuously di.erentiable and w1 ∈C2(Is); w2 ∈C2(It) with
w1(s1) = w2(t1). We look for a twice continuously di.erentiable function w :M → Rn fulElling (5).
To this purpose we shall begin with the integral operators R; Rs; Rt , deEned on C0(M) by
(Rv)(s; t) :=
∫ t
t1
∫ s
s1
v(; ) d d+ g1(s; t) ∀(s; t)∈M; (6)
(Rsv)(s; t) :=
∫ t
t1
v(s; ) d+ g2(s; t) ∀(s; t)∈M; (7)
(Rtv)(s; t) :=
∫ s
s1
v(; t) d + g3(s; t) ∀(s; t)∈M; (8)
where the gi are continuous functions speciEed later with the help of the initial functions w1 and w2.
Theorem 1.1.2 will show that for suitable norms R; Rs and Rt are contractions with arbitrary small
Lipschitz constant. If G is locally Lipschitzian, this contraction property is passed to the operator
T := G ◦ (R; Rs; Rt). deEned in (11), and Banach’s Exed point theorem yields Theorem 1.1.3 which
allows the veriEcation of an enclosure [v] of a Exed point of T by checking the condition T [v] ⊆ [v].
The results for the Exed point problem are transferred to problem (5) by setting v := wst . With
Theorem 1.1.5 one can show that the unique solution w? of (5) has not only a continuous mixed
derivative w?st , but is even twice continuously di.erentiable (Theorem 1.1.6 and conclusion thereof).
This Enally yields the existence and uniqueness result Theorem 1.1.7.
In the following, for functions v :M → Rm with v∈C0(M) and for #¿ 0 we shall use
‖v‖# := max
(s; t)∈M
|e−#(s−s1+t−t1)v(s; t)|∞ (weighted maximum norm):
Lemma 1.1.1. All norms ‖:‖# are equivalent on C0(M); C# := (C0(M); ‖:‖#) is Banach space.
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Proof. As everybody knows, C0 = (C0(M); ‖:‖∞) is Banach space. Due to the boundedness of M
there are constants K1 and K2 with
0¡K16 e−#(s−s1+t−t1)6K2 ∀(s; t)∈M: (9)
Hence K1‖v‖∞6 ‖v‖#6K2‖v‖∞ for all v∈C0(M) and all #¿ 0 is showing the equivalence of all
these norms to the inEnity norm.
Theorem 1.1.2. Let g1; g2; g3 ∈C0(M) and #¿ 0. Then the operators R, Rs, Rt from (6)–(8) map
C0(M) into itself. Rs and Rt are Lipschitzian in C# with Lipschitz constant 1=#, R is Lipschitzian
with Lipschitz constant 1=#2.
Proof. The self-mapping property of these operators results from the self-mapping property of the
occurring integral operators and the continuity of g1, g2, g3. In addition, for all v; vˆ∈C0(M),
(s; t)∈M holds
|(Rsv)(s; t)− (Rsvˆ)(s; t)|∞ =
∣∣∣∣
∫ t
t1
(v− vˆ)(s; ) d
∣∣∣∣
∞
6
∫ t
t1
|(v− vˆ)(s; )|∞ d
=
∫ t
t1
|(v− vˆ)(s; )|∞e−#(s−s1+−t1)e#(s−s1+−t1) d
6 ‖v− vˆ‖#
∫ t
t1
e#(s−s1+−t1) d= ‖v− vˆ‖# e
#(s−s1+−t1)
#
∣∣∣∣t
t1
=
‖v− vˆ‖#
#
(e#(s−s1+t−t1) − e#(s−s1)) = ‖v− vˆ‖#
#
e#(s−s1+t−t1)(1− e
60︷ ︸︸ ︷
#(t1−t))︸ ︷︷ ︸
∈[0;1)
; (s; t)∈M
⇒ ‖Rsv− Rsvˆ‖#6 1#‖v− vˆ‖#
In an analogous way one shows the assertion for Rt . For the special choice g2 ≡ g3 ≡ 0 we have
Rv=RsRtv+ g1 ∀v∈C0(M); where Rs and Rt have just been proved to have Lipschitz constant 1=#.
Hence
‖Rv− Rvˆ‖# = ‖RsRt(v− vˆ)‖#6 1# ·
1
#
‖v− vˆ‖# = 1#2 ‖v− vˆ‖# ∀v; vˆ∈C
0(M):
Theorem 1.1.3. Let [v] ⊂ (C0(M); ‖:‖∞) be closed, bounded, nonempty and let
A := ((R; Rs; Rt)([v]))(M): (10)
Let R3n ⊇ DG ⊇ GA. Assume that G :DG → Rn is locally Lipschitzian on GA. If the so-called Darboux
operator
T := G ◦ (R; Rs; Rt) (11)
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ful9lls the inclusion condition T [v] ⊆ [v] then it holds:
(a) There is an #0¿ 0, such that T is contractive in ([v]; ‖:‖#), #¿#0.
(b) The integral equation
v= Tv (12)
has a solution v? in T [v]. This solution is unique in [v].
Proof. (a) Due to the boundedness of [v] and Theorem 1.1.2, (R; Rs; Rt)([v]) is bounded, hence
also A. Consequently, G is Lipschitzian on the compact set GA ⊆ DG, in particular
|G(x)− G(xˆ)|∞6L|x − xˆ|∞ ∀x; xˆ∈A
with L¿ 0. Therefore, for w; wˆ∈ (R; Rs; Rt)([v]) holds
|e−#(s−s1+t−t1)(G(w)− G(wˆ))(s; t)|∞6L|e−#(s−s1+t−t1)(w − wˆ)(s; t)|∞∀(s; t)∈M;
which implies
‖G(w)− G(wˆ)‖#6L‖w − wˆ‖#: (13)
So, for all v; vˆ∈ [v] we have
‖Tv− T vˆ‖# = ‖G(Rv; Rsv; Rtv)− G(Rvˆ; Rsvˆ; Rt vˆ)‖#
(13)
6 L‖(Rv− Rvˆ; Rsv− Rsvˆ; Rtv− Rtvˆ)‖#
= L ·max {‖Rv− Rvˆ‖#; ‖Rsv− Rsvˆ‖#; ‖Rtv− Rtvˆ‖#}
Theorem1:1:2
6 L ·max
{
1
#2
‖v− vˆ‖#; 1#‖v− vˆ‖#
}
6 max
{
L
#2
;
L
#
}
‖v− vˆ‖#:
With #0 := max{1; L} the above shows for all #¿#0, that ‖Tv−T vˆ‖#6L=#‖v− vˆ‖# where L=#¡ 1.
(b) By Lemma 1.1.1 [v] is also a closed subset of every Banach space C#; #¿#0, so the assertion
follows from (a) and Banach’s Exed point theorem.
Corollary to Theorem 1.1.3. Let G :DG → Rn be locally Lipschitzian on DG. Then (12) v=Tv has
at most one solution in the natural domain
DT := {v∈C0(M)|((R; Rs; Rt)(v))(M) ⊆ DG} (14)
of T (and consequently at most one in C0(M)).
Proof. Take two solutions v1; v2, i.e., Tvi = vi ∈DT ; i=1; 2. Obviously [v] := {v1; v2} is closed and
bounded with T [v] = [v]. A := ((R; Rs; Rt)([v]))(M) is a subset of DG due to v1; v2 ∈DT , and it is
compact due to the continuity of v1; v2, Theorem 1.1.2 and the compactness of M , hence GA ⊆ DG.
Now Theorem 1.1.3(b) implies the uniqueness of a solution in [v], i.e., v1 = v2.
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For the following we need two auxiliary theorems:
Theorem 1.1.4 (approximative iteration). Let D be a closed subset of a Banach space and R˜ :D →
D contractive. Let (#j), ()j) be real sequences converging to zero. Let the sequence (qj) ⊆ D ful9ll
qj+1 = R˜qj + aj with ‖aj‖6 #j + )j‖qj‖:
Then (qj) converges to the 9xed point q? of R˜ (which is uniquely determined according to Banach’s
9xed point theorem).
Proof. See [6, Theorem 13. IV].
Theorem 1.1.5. Let both g :M → Rn and k :M × Rn → Rn be continuous and
|k(s; t; p)− k(s; t; pˆ)|∞6L|p− pˆ|∞ ∀(s; t)∈M; p; pˆ∈Rn: (15)
Then:
(a) The integral equation p= T˜p with
(T˜p)(s; t) := g(s; t) +
∫ t
t1
k(s; ; p(s; )) d; (s; t)∈M
has a unique solution p? ∈C0(M;Rn). Every sequence (pj) de9ned by p0 ∈C0(M;Rn) and
pj+1 = T˜pj; j = 0; 1; 2; : : :
converges uniformly to p?.
(b) Moreover, if the derivatives gs; ks; kp exist and are continuous then p?s exists and is
continuous.
Proof. (a) T˜ is a selfmapping of C# because g and k are continuous. Further, (15) results in
|(T˜p− T˜ pˆ)(s; t)|∞6L
∫ t
t1
|(p− pˆ)(s; )|∞ d ∀p; pˆ∈C#:
Like in the proof of Theorem 1.1.2 one can easily show that the integral in this formula has
absolute value 6 1=#‖p− pˆ‖#e#(s−s1+t−t1) and hence for #¿ 2L
‖T˜p− T˜ pˆ‖#6 L#‖p− pˆ‖#6
1
2
‖p− pˆ‖#:
So T˜ is a contractive self-mapping of C#; #¿ 2L, and the assertions follow from Banach’s Exed
point theorem and (for the uniform convergence) from Lemma 1.1.1.
(b) DeEne for p; q∈C0(M)
(S(p; q))(s; t) := gs(s; t) +
∫ t
t1
(ks(s; ; p(s; )) + kp(s; ; p(s; )) · q(s; )) d; (s; t)∈M: (16)
Let C? := {p∈C0(M)|ps exists on M and ps ∈C0(M)}. Obviously T˜ maps C? into itself, for
9
9s (T˜p) = S(p;ps)∈C
0(M) ∀p∈C?: (17)
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Now we deEne for
p0 ∈C?; q0 := 99sp0 (18)
the iteration method
pj+1 := T˜pj
qj+1 := S(pj; qj)
}
j = 0; 1; 2; : : : : (19)
By induction one can easily show that the sequences (pj); (qj) fulEll
pj ∈C?; qj = 99spj ∈C
0(M); j = 0; 1; 2; : : : : (20)
So iteration (19) is feasible. We deEne now another operator R˜ by R˜q := S(p?; q) for q∈C0(M).
Due to (16) it holds
(R˜q)(s; t) = g˜(s; t) +
∫ t
t1
k˜(s; ; q(s; )) d; (s; t)∈M
with g˜(s; t) := gs(s; t) +
∫ t
t1
ks(s; ; p?(s; )) d and k˜(s; ; q) := kp(s; ; p?(s; )) · q; i.e., R˜ has the
same form as T˜ . Moreover,
k˜(s; ; q) = lim
h→0
1
h
{k(s; ; p?(s; ) + hq)− k(s; ; p?(s; ))};
where the norm of the term in braces is 6L|hq|∞ due to (15). Hence |k˜(s; ; q)|∞6L|q|∞. Because
k˜ is linear in q, this shows that also for k˜ a Lipschitz condition holds like (15). Consequently R˜
fulElls the same requirements as T˜ in (a), and like there this proves here that for a suitable choice
of ‖:‖# the operator R˜ is a contractive self-mapping of C# with unique Exed point q? ∈C0(M).
Furthermore
qj+1 = S(pj; qj) = S(p?; qj) + (S(pj; qj)− S(p?; qj)) = R˜qj + aj;
where
aj(s; t) = S(pj(s; t); qj(s; t))− S(p?(s; t); qj(s; t))
(16)
=
∫ t
t1
{ks(s; ; pj(s; ))− ks(s; ; p?(s; ))} d
+
∫ t
t1
[kp(s; ; pj(s; ))− kp(s; ; p?(s; ))] · qj(s; ) d; (s; t)∈M:
From (a) we know about the uniform convergence of (pj) to p?. Because ks is continuous, the
term in braces converges also uniformly to 0. Hence the absolute value of the Erst integral can
be bounded independently of (s; t) by a sequence (#j) converging to zero. Similarly, the absolute
value of the term in square brackets is bounded uniformly by a sequence (,j) converging to zero.
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It follows
|aj(s; t)|∞6 #j +
∫ t
t1
,j|qj(s; )|∞ d6 #j + (t2 − t1) · ,j︸ ︷︷ ︸
=:)j
‖qj‖∞ ∀(s; t)∈M
⇒ ‖aj‖∞6 #j + )j‖qj‖∞:
The conditions of Theorem 1.1.4 are fulElled, so (qj)
(20)
= (9=9spj) which is by (20) a sequence of
continuous functions converges uniformly to the Exed point q? ∈C0(M). Due to (a) (pj) converges
uniformly to p?. Therefore, going to the limit in pj(s; t)− pj(s1; t) =
∫ s
s1
(9=9spj)(; t) d yields
p?(s; t)− p?(s1; t) =
∫ s
s1
q?(; t) d ∀(s; t)∈M
⇒ 99sp
?(s; t) = q?(s; t) ∀(s; t)∈M ⇒ p?s ∈C0(M):
Theorem 1.1.6. Let w1 ∈C2(Is); w2 ∈C2(It) and
w1(s1) = w2(t1): (21)
De9ne continuous functions g1; g2; g3 for (6)–(8) by
g1(s; t) := w1(s) + w2(t)− w1(s1)(21)= w1(s) + w2(t)− w2(t1); (22)
g2(s; t) := w′1(s); (23)
g3(s; t) := w′2(t): (24)
Let G satisfy a local Lipschitz condition. Then it holds for v∈C0(M), w = Rv:
(a) (#) ws = Rsv, wt = Rtv, wst = wts = v.
()) w solves the initial value problem
wst = G(w; ws; wt) (25)
with initial conditions
w(s; t1) = w1(s) ∀s∈ Is; w(s1; t) = w2(t) ∀t ∈ It (26)
i; v is a 9xed point of the operator T de9ned in (11).
(,) (25), (26) has at most one solution in C2(M).
Now let additionally [v] ⊂ (C0(M); ‖:‖∞) be closed, bounded, nonempty and let GA ⊆ DG
where A := ((R; Rs; Rt)([v]))(M) is de9ned according to (10). Let T [v] ⊆ [v]. Then for
w? := Rv? with v? from Theorem 1.1.3b) it holds:
(b) w? is in R[v] the unique solution of (25), (26), and w?s = Rsv
?, w?t = Rtv
?, w?st = w
?
ts = v
?.
(c) If DG is open and G ∈C1(DG), then w? ∈C2(M).
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Proof.
(a) (#) For v∈C0(M); (s; t)∈M;w = Rv we have
ws(s; t) =
9
9s (Rv)(s; t)
(6)
=
∫ t
t1
v(s; ) d+
9
9s g1(s; t)
(22)
=
∫ t
t1
v(s; ) d+ w′1(s)
(23);(7)
= (Rsv)(s; t); (27)
wt(s; t) =
9
9t (Rv)(s; t)
(6)
=
∫ s
s1
v(; t) d +
9
9t g1(s; t)
(22)
=
∫ s
s1
v(; t) d + w′2(t)
(24);(7)
= (Rtv)(s; t); (28)
wst(s; t) =
92
9s9t (Rv)(s; t)
(27)
= v(s; t)
(28)
=
92
9t9s (Rv)(s; t) = wts(s; t): (29)
()) For v∈C0(M); s∈ Is; t ∈ It ; w = Rv we have
w(s; t1) = (Rv)(s; t1)
(6)
=
∫ t1
t1
∫ s
s1
v(; ) d d+ g1(s; t1)
(22)
= w1(s);
w(s1; t) = (Rv)(s1; t)
(6)
=
∫ t
t1
∫ s1
s1
v(; ) d d+ g1(s1; t)
(22)
= w2(t);
i.e., w = Rv satisEes the initial conditions (26). Consequently, w = Rv solves (25), (26) if
and only if
(Rv)st = G(Rv; (Rv)s; (Rv)t) i:e:; v= G(Rv; Rsv; Rtv) or v= Tv:
(,) Let w∈C2(M) solve (25), (26). Integrating twice and using (26) yields
w(s; t) =
∫ t
t1
∫ s
s1
wst(; ) d d+w1(s)−w1(s1)+w2(t)(22)= (Rwst)(s; t) ∀ (s; t)∈M:
Hence w = Rv with v := wst . From ()) one gets v= Tv. Due to the Corollary to Theorem
1.1.3 this problem has at most one solution v?, so v = v? ⇒ w = Rv = Rv?= : w?, i.e.,
(25), (26) has at most one solution in C2(M), namely w? = Rv?
(b) Because of Theorem 1.1.3 there is a Exed point v? ∈ [v] of T , so w? = Rv? solves (25),(26)
due to (a) ()) and is unique due to (a) (,). The other assertions about Rsv?; Rtv? and v?
follow from (27)–(29).
(c) w?s ; w
?
t ; w
?
st = w
?
ts are continuous due to (27)–(29) and the continuity of v
?, w′1 and w′2. It
remains to show that w?ss and w
?
tt exist and are continuous. Without loss of generality we do
this here only for w?ss .
(R; Rs; Rt)(v?) is continuous, M compact, hence B := ((R; Rs; Rt)(v?))(M) is compact. Of course
the Exed point v? lies in DT , hence B ⊆ DG. Therefore, DG is an open neighborhood of the compact
set B, and there is [4, Section 7, Theorem VIII] a function
h∈C∞(R3n) with h ≡ 1 on B (30)
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and compact support
supp h ⊂ DG: (31)
Now let g(s; t) := w′1(s) for (s; t)∈M ,
G˜(x; p; z) :=
{
G(x; p; z) for (x; p; z)∈DG;
0 elsewhere
(32)
and
k(s; t; p) := (G˜ · h)(w?(s; t); p; w?t (s; t)) for (s; t; p)∈M × Rn: (33)
Because G ∈C1(DG) and h∈C1(R3n), (31) implies G˜ ·h∈C1(R3n). Therefore, use of the chain rule
and the continuity of w?s and w
?
ts (cf. (b)) shows that kp and ks are continuous. Furthermore, the
projection {p∈Rn|∃(x; z)∈R2n : h(x; p; z) = 0} of supp h is bounded and
supp kp⊆ supp k = {(s; t; p)∈M × Rn|k(s; t; p) = 0}
⊆ {(s; t; p)∈M × Rn|h(w?(s; t); p; w?t (s; t)) = 0}
⊆M × {p∈Rn|∃(x; z)∈R2n : h(x; p; z) = 0}
shows that supp kp is also bounded. Consequently kp is continuous with bounded support, and with
the convexity of the domain M × Rn it follows that for k a Lipschitz condition (15) is valid. All
other conditions of Theorem 1.1.5 and the additional requirements in Theorem 1.1.5(b) are obviously
fulElled. Therefore, the integral equation
p(s; t) = w′1(s) +
∫ t
t1
k(s; ; p(s; )) d (34)
has at most one solution p? ∈C0(M), and p?s ∈C0(M).
On the other hand, w?s (s; t)
(27)
= w′1(s) +
∫ t
t1
v?(s; ) d for (s; t)∈M . Because v? is a Exed
point, it follows
w?s (s; t) = w
′
1(s) +
∫ t
t1
(G(Rv?; Rsv?; Rtv?))(s; ) d
(27);(28)
= w′1(s) +
∫ t
t1
G(w?(s; ); w?s (s; ); w
?
t (s; ))︸ ︷︷ ︸
∈DG
d
(32)
= w′1(s) +
∫ t
t1
G˜(w?(s; ); w?s (s; ); w
?
t (s; ))︸ ︷︷ ︸
∈B
d
(30)
= w′1(s) +
∫ t
t1
(G˜ · h)(w?(s; ); w?s (s; ); w?t (s; )) d
(33)
= w′1(s) +
∫ t
t1
k(s; ; w?s (s; )) d
⇒ w?s
is just the unique solution of (34) called p? there, and for p? we know p?s ∈C0(M). Hence
(w?s )s = w
?
ss ∈C0(M).
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Theorem 1.1.7. Let [v] ⊂ C0(M;Rn) be closed, bounded and nonempty. Let DG be an open set,
G ∈C1(DG); w1 ∈C2(Is), w2 ∈C2(It) with w1(s1) = w2(t1) (21),
(Rv)(s; t) :=
∫ t
t1
∫ s
s1
v(; ) d d+ w1(s) + w2(t)− w1(s1) ∀ (s; t)∈M;
(Rsv)(s; t) :=
∫ t
t1
v(s; ) d+ w′1(s); (Rtv)(s; t) :=
∫ s
s1
v(; t) d + w′2(t) ∀(s; t)∈M:
Let GA ⊆ DG where A := ((R; Rs; Rt)([v]))(M) is de9ned according to (10).
If the operator T := G ◦ (R; Rs; Rt) (11) ful9lls T [v] ⊆ [v], then it holds:
(a) The integral equation v = Tv has a solution v? ∈T [v]. This solution is unique in the natural
domain DT de9ned by (14) (hence unique in C0(M)).
(b) w? := Rv? ∈RT [v] solves (25), (26). This solution is unique in C2(M). It holds w?s = Rsv?,
w?t = Rtv
?, w?st = w
?
ts = v
?.
Proof. GA is a subset of the open set DG. Therefore, G is locally Lipschitzian on GA. Thus all conditions
required in the Theorems 1.1.3 and 1.1.6 and the Corollary to Theorem 1.1.3 are fulElled so that
also the assertions of these theorems are valid.
2. The Darboux problem
2.1. Reduction to an equivalent initial value problem in characteristic coordinates
We shall consider now the hyperbolic di.erential equation
a(x; y; u)uxx + b(x; y; u)uxy + c(x; y; u)uyy(x; y) = f(x; y; u; p; q): (35)
We call a function g mapping the set D ⊆ Rm into Rm C2-di;eomorphic i. it is homeomorphic
and g and g−1 are twice continuously di.erentiable. For a C2-di.eomorphic map the Jacobian is
nonsingular in all inner points of D (cf. [5, p.120](a)).
The following theorem is well known and can be proved with the chain rule.
Theorem 2.1.1. If (x; y) is a C2-di;eomorphic map of M onto Mˆ = (x; y)(M) ⊂ R2, if (s; t) is the
inverse function to (x; y) and if (x; y; u˜)∈C2(M) solves
(u˜ ss(xsyt − xtys)− xss(u˜ syt − u˜ tys)− yss(u˜ txs − u˜ sxt)) · ay
2
t − bxtyt + cx2t
(xsyt − xtys)3
+(u˜ st(xsyt−xtys)−xst(u˜ syt− u˜ tys)−yst(u˜ txs− u˜ sxt)) · −2aysyt +b(ytxs+xtys)−2cxsxt(xsyt−xtys)3
+(u˜ tt(xsyt − xtys)− xtt(u˜ syt − u˜ tys)− ytt(u˜ txs − u˜ sxt)) · ay
2
s − bxsys + cx2s
(xsyt − xtys)3 = f on M;
(36)
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then
u := u˜ ◦ (s; t) (37)
is a solution of (35) with u∈C2(Mˆ).
Obviously (36) becomes particularly simple if the characteristic equations
ay2s − bxsys + cx2s = ay2t − bxtyt + cx2t = 0 (38)
are fulElled. In this case, with
P =
(
c − b2
− b2 a
)
it holds
−
(
aysyt − b2(ytxs + xtys) + cxsxt
)2
=
∣∣∣∣∣ ay
2
s − bxsys + cx2s aysyt − b2 (ytxs + xtys) + cxsxt
aysyt − b2 (ytxs + xtys) + cxsxt ay2t − bxtyt + cx2t
∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
(
xs
ys
)T
P
(
xs
ys
) (
xs
ys
)T
P
(
xt
yt
)
(
xt
yt
)T
P
(
xs
ys
) (
xt
yt
)T
P
(
xt
yt
)
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
(
xs xt
ys yt
)T
P
(
xs xt
ys yt
)∣∣∣∣∣∣= (xsyt − xtys)2
(
ac − b
2
4
)
⇒ −2(aysyt −
b
2 (ytxs + xtys) + cxsxt)
(xsyt − xtys)3 =
4ac − b2
(xsyt − xtys)(2aysyt − b(ytxs + xtys) + 2cxsxt) ;
and therefore (36) reads

ay2s − bxsys + cx2s = 0
ay2t − bxtyt + cx2t = 0
(u˜ st(xsyt − xtys) + xst(u˜ tys − u˜ syt) + yst(u˜ sxt − u˜ txs))
× 4ac − b
2
(xsyt − xtys)(2aysyt − b(ytxs + xtys) + 2cxsxt) = f:
(39)
In (39) also the (omitted) arguments x; y; u; p; q of a; b; c and f are functions of s and t. It holds
x = x(s; t); y = y(s; t); u= u˜(s; t) and (proof with chain rule)
p=
(
u˜ syt − u˜ tys
xsyt − xtys
)
(s; t); q=
(
u˜ txs − u˜ sxt
ytxs − ysxt
)
(s; t): (40)
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Deriving the Erst equation in (39) with respect to t and the second with respect to s yields two
equations{
(2cxs − bys)xst + (2ays − bxs)yst =−aty2s + btxsys − ctx2s ;
(2cxt − byt)xst + (2ayt − bxt)yst =−asy2t + bsxtyt − csx2t
(41)
forming together with the third a quasilinear system
A(w; ws; wt) · wst = r(w; ws; wt): (42)
Here, 

A(w; ws; wt) =


2cxs − bys 2ays − bxs 0
2cxt − byt 2ayt − bxt 0
u˜ tys − u˜ syt u˜ sxt − u˜ txs xsyt − xtys


w =


x
y
u˜

 ; r(w; ws; wt) =


−aty2s + btxsys − ctx2s
−asy2t + bsxtyt − csx2t
(xsyt − xtys)(2aysyt − b(ytxs + xtys) + 2cxsxt) · f
4ac − b2

 ;
(43)
and, due to the chain rule,

as
bs
cs

=


axxs + ayys + auu˜ s
bxxs + byys + buu˜ s
cxxs + cyys + cuu˜ s

 ;


at
bt
ct

=


axxt + ayyt + auu˜ t
bxxt + byyt + buu˜ t
cxxt + cyyt + cuu˜ t

 : (44)
Note the essential facts that (42) contains only mixed derivatives of the unknown scalar functions
x; y; u˜ and that for xsyt − xtys = 0 because of
det A(w; ws; wt) = (xsyt − xtys) · ((2cxs − bys)(2ayt − bxt)− (2ays − bxs)(2cxt − byt))
= (xsyt − xtys) · ((4ac − b2)(xsyt − xtys)
− 2cbxsxt − 2baysyt + 2baysyt + 2cbxsxt)
= (xsyt − xtys)2 (4ac − b2)︸ ︷︷ ︸
¡0 due to hyperbolicity
¡ 0 (45)
the inverse
A−1(w; ws; wt) =
1
(xsyt − xtys)(4ac − b2)
×


2ayt − bxt −(2ays − bxs) 0
−(2cxt − byt) 2cxs − bys 0
(2ayt−bxt)(u˜ syt−u˜ tys)−(2cxt−byt)(u˜ txs−u˜ sxt)
xsyt−xtys
(2cxs−bys)(u˜ txs−u˜ sxt)−(2ays−bxs)(u˜ syt−u˜ tys)
xsyt−xtys 4ac−b
2


(46)
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exists. Setting
G := A−1 · r; (47)
one gets from (42)
wst = G(w; ws; wt): (48)
Considering now the initial condition in (1) it is obvious to maintain the parametrization of the
initial curve, i.e., requiring(
x
y
)
(s; t1) =
(
x1
y1
)
(s) ∀s∈ Is;
(
x
y
)
(s1; t) =
(
x2
y2
)
(t) ∀t ∈ It : (49)
Because of u(x1(s); y1(s))
(49)
= u1(s) and u(x2(t); y2(t))
(49)
= u2(t) the initial condition for u˜ then reads
u˜(s; t1) = u1(s) ∀s∈ Is; u˜(s1; t) = u2(t) ∀t ∈ It : (50)
With the deEnitions
w1 :=


x1
y1
u1

 ; w2 :=


x2
y2
u2

 ;
system (48) together with the initial conditions{
w(s; t1) = w1(s) ∀s∈ Is;
w(s1; t) = w2(t) ∀t ∈ It
(51)
deEned according to (49), (50) constitutes an initial value problem for a function
w :=


x
y
u˜

∈C2(M):
Integration using (51) yields for every solution w and all s∈ Is; t ∈ It
ws(s; t) =
∫ t
t1
wst(s; ) d+ w′1(s); wt(s; t) =
∫ s
s1
wst(; t) d + w′2(t);
w(s; t) =
∫ t
t1
∫ s
s1
wst(; ) d d+ w2(t)− w1(s1) + w1(s):
Finally, by setting for (s; t)∈M
v(s; t) := wst(s; t); (Rv)(s; t) := w(s; t) =
∫ t
t1
∫ s
s1
v(; ) d d+ w1(s) + w2(t)− w1(s1); (52)
(Rsv)(s; t) := ws(s; t) =
∫ t
t1
v(s; ) d+ w′1(s); (Rtv)(s; t) := wt(s; t) =
∫ s
s1
v(; t) d + w′2(t);
(53)
(48),(51) creates a Exed point problem
v= Tv with (Tv)(s; t) = G((Rv; Rsv; Rtv)(s; t)); (s; t)∈M: (54)
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2.2. An existence and uniqueness theorem
Theorem 2.2.1. Let (x; y; u˜)∈C2(M) ful9ll the 9rst two equations in (48). Let{
(a(x; y; u˜)y2s − b(x; y; u˜)xsys + c(x; y; u˜)x2s )(s; t1) = 0 ∀s∈ [s1; s2];
(a(x; y; u˜)y2t − b(x; y; u˜)xtyt + c(x; y; u˜)x2t )(s1; t) = 0 ∀t ∈ [t1; t2]:
(55)
Then it holds
xsyt − xtys = 0 on M (56)
and
a(x; y; u˜)y2s − b(x; y; u˜)xsys + c(x; y; u˜)x2s = 0
a(x; y; u˜)y2t − b(x; y; u˜)xtyt + c(x; y; u˜)x2t = 0
}
on M: (57)
Proof. The Erst two equations in (48) are deEned by the matrix A−1 in (46), hence det A in (45)
cannot vanish and (56) is true. With A−1 also the left upper submatrix
A˜ :=
(
2cxs − bys 2ays − bxs
2cxt − byt 2ayt − bxt
)
is regular, and multiplication of the Erst two equations of (48) with A˜−1 leads back to the originating
equations (41). These resulted from di.erentiation of the characteristic equations, so integrating the
Erst equation with respect to t and the second with respect to s yields
(a(x; y; u˜)y2s − b(x; y; u˜)xsys + c(x; y; u˜)x2s )(s; t) = 1(s)
(a(x; y; u˜)y2t − b(x; y; u˜)xtyt + c(x; y; u˜)x2t )(s; t) =  (t)
}
(s; t)∈M; (58)
where 1(s),  (t) are arbitrary functions. On the initial curve, (55) prescribes
0 = (a(x; y; u˜)y
2
s − b(x; y; u˜)xsys + c(x; y; u˜)x2s )(s; t1)
(58)
= 1(s) ∀s∈ [s1; s2];
0 = (a(x; y; u˜)y2t − b(x; y; u˜)xtyt + c(x; y; u˜)x2t )(s1; t)
(58)
=  (t) ∀t ∈ [t1; t2]:
Together with (58) this proves (57).
Theorem 2.2.2 (existence and uniqueness). Let [v] ⊂ C0(M;R3) be closed, bounded and nonempty.
For the natural domain of G from (47) let hold
((R; Rs; Rt)([v]))(M) ⊆ DG: (59)
Let the operator T from (54) ful9ll T [v] ⊆ [v]: Then:
(a) v= Tv has a solution v? ∈T [v]. This solution is unique in C0(M).
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(b) w? :=


x?
y?
u˜ ?

 := Rv? ∈RT [v] ∩ C2(M)
is the unique solution of the initial value problem (48),(51) in C2(M). It holds w?s = Rsv
?,
w?t = Rtv
?, w?st = w
?
ts = v
?.
(c) w? solves also the initial value problem (39),(51). If the mapping (x?; y?) is invertible on
M and if (s; t) denotes the inverse, then u? := u˜ ? ◦ (s; t) solves the Darboux problem (1) on
Mˆ := (x?; y?)(M), and it holds u? ∈C2(Mˆ).
(d) The solution u? is the only solution in C2(Mˆ). The following stronger assertion even holds:
Let all points (x0; y0) of a set N ⊆ Mˆ have the following property:
For (s0; t0) := (s; t)(x0; y0) the characteristic projections
P(s0 ;t0) : (x; y) = (x
?; y?)(s0; t); t ∈ [t1; t0]; P(s0 ; t0) : (x; y) = (x?; y?)(s; t0); s∈ [s1; s0]
through (x0; y0) lie in N , i.e., P(s0 ;t0)∪P(s0 ; t0) ⊂ N . Let u?2 ∈C2(N ) be a solution of the problem
resulting from (1) when restricting the initial conditions on (P1 ∪ P2) ∩ N .
Then u?2 ≡ u?|N .
Remark. T [v] ⊆ [v] implies already ((R; Rs; Rt)([v]))(M) ⊆ DG, so the additional condition (59) is
weak.
Proof. By lack of space we do not prove here the uniqueness result (d). For details to (d), see [2].
(a)–(b) One only has to check the conditions of Theorem 1.1.7, because the initial value problem
(48),(51) is a special case of the initial value problem (25),(26) considered there.
For this purpose one has to show that DG is open and that G ∈C1(DG). DeEne the map z by
z := (x; y; u; p; q) :

Dz := {(x; y; u˜; xs; ys; u˜ s; xt ; yt ; u˜ t)∈R9|xsyt − xtys = 0} → R5
(x; y; u˜; xs; ys; u˜ s; xt ; yt ; u˜ t) → (x; y; u; p; q) :=
(
x; y; u˜;
u˜ syt − u˜ tys
xsyt − xtys ;
u˜ txs − u˜ sxt
ytxs − ysxt
)
according to (37), (40). Then the natural domain of G is
DG := z−1({(x; y; u; p; q)∈Df|(x; y; u)∈Da ∩ Db ∩ Dc}):
Da; Db; Dc; Df are open, so is also {(x; y; u; p; q)∈Df|(x; y; u)∈Da ∩Db ∩Dc}. Because of the con-
tinuity of z then DG is open in the (obviously open) set Dz, hence DG is open. Moreover, (43),
(44), (46) and (47) together with (4) show G ∈C1(DG).
w1 =


x1
y1
u1

∈C2(Is); w2 =


x2
y2
u2

∈C2(It)
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follow from the corresponding properties of their component functions in (1), w1(s1)=w2(t1) comes
from (2). Thus all conditions of Theorem 1.1.7 are fulElled
(c) The solution w? of (48), (51) solves also the initial value problem (39),(51) which arises
from multiplying (48) with the matrix A. Due to (3), (49) and (50) it holds{
(a(x; y; u˜)y2s − b(x; y; u˜)xsys + c(x; y; u˜)x2s )(s; t1) = 0 ∀s∈ [s1; s2];
(a(x; y; u˜)y2t − b(x; y; u˜)xtyt + c(x; y; u˜)x2t )(s1; t) = 0 ∀t ∈ [t1; t2]:
Hence Theorem 2.2.1 asserts
x?s y
?
t − x?t y?s = 0 on M; (60)
and
a(x; y; u˜)y2s − b(x; y; u˜)xsys + c(x; y; u˜)x2s = 0
a(x; y; u˜)y2t − b(x; y; u˜)xtyt + c(x; y; u˜)x2t = 0
}
on M:
The third equation in (39) and (42) are identical, so w? solves also (39), (51). By construction every
solution of (39) solves also (36), and from the injectivity of
(
x?
y?
)
, (60) and the fact w∈C2(M)
proved in (b) it follows that
(
x?
y?
)
is C2-di.eomorphic. Now Theorem 2.1.1 guarantees that u? :=
u˜ ? ◦ (s; t) is a solution of the di.erential equation (35) on Mˆ := (x?; y?)(M) and that u? ∈C2(Mˆ).
Finally, by deEnition of the inverse it holds u˜ ? = u? ◦ (x?; y?) and therefore for all (s; t)∈M :
u?(x1(s); y1(s))
(51)
= u?(x?(s; t1); y?(s; t1)) = u˜ ?(s; t1)
(50)
= u1(s);
u?(x2(t); y2(t))
(51)
= u?(x?(s1; t); y?(s1; t)) = u˜ ?(s1; t)
(50)
= u2(t):
So u? fulElls also the initial conditions of (1).
3. Numerical results
The determination of a suitable [v] gives the possibility to apply Theorem 2.2.2(a) to verify
an enclosure T [v] ⊆ C0(M) of v?. Then because of Theorem 2.2.2(b), by enclosing RT [v] we
obtain an enclosure [w] = ([x]; [y]; [u˜]) of the solution w? ∈C2(M) of the initial value problem
(48), (51). By computing RsT [v] and RtT [v], one also obtains enclosures [ws] = ([xs]; [ys]; [u˜ s])
and [wt] = ([xt]; [yt]; [u˜ t]) of w?s and w
?
t . Together with [w] and (40) they lead to an enclosure
([w]; [p]; [q]) of (x; y; u˜; p; q). If (x; y) has a twice continuously di.erentiable inverse function, then
by Theorem 2.2.2(c) it suNces to compute an enclosure ([s]; [t]) of the inverse functions of all
invertible functions (x; y)∈ ([x]; [y]). Finally one gets an enclosure [u] := [u˜] ◦ ([s]; [t]) of the
solution in the domain of determinacy Mˆ =(x; y)(M) whose bounding lines themselves are enclosed
by ([x]; [y])(s1; t), ([x]; [y])(s2; t), ([x]; [y])(s; t1) and ([x]; [y])(s; t2).
The outlined procedure has been implemented on a computer in the programming language
PASCAL-XSC. The use of interval arithmetic in this language makes sure that, in spite of round-o.
260 M. Koeber / Journal of Computational and Applied Mathematics 152 (2003) 243–262
errors, guaranteed enclosures are computed where they are necessary in the course of the algorithm.
Input quantities are the functions a; b; c; f; x1; y1; u1; x2; y2; u2 and the intervals [s1; s2] and [t1; t2].
Using these the program is able to compute an approximation ©T and an enclosure ♦T of the
operator T by symbolic di.erentiation. A point iteration vj+1 = Tvj; j = 0; 1; : : : leads to an initial
approximation for the Exed point. This approximation is used as a starting value for an interval
iteration [v]j+1 = ♦T [v]j; j = 0; 1; : : :. Usually, this yields a Enite sequence of interval functions
[v]j—in the sense of [1, p. 66]—with diameters growing ever more slowly, until ♦T [v]j ⊆ [v]j for
some j. (Of course this procedure is too slow for practical purposes but here it was more important
to get tight enclosures.)
The approximations and enclosures of the unknown functions v; w; s; t and u are represented with
the help of polynomial bases (cf. [1]). The computation of the required Taylor coeNcients is done
by automatic di.erentiation (cf. [3]).
Template for the algorithm
1. Determine an expression for G from (47)
Determine an expression for r from (44) and (43)
Determine an expression for A−1 from (46)
G := A−1 · r
2. Determine expressions for R; Rs; Rt from (52),(53)
Compute the Erst derivatives x′1; x′2; y′1; y′2; u′1; u′2
DeEne R; Rs; Rt with these
{T is now deEned by T := G ◦ (R; Rs; Rt)}
3. Compute a good approximation for the (xed point
vnew := 0
repeat
vold := vnew
vnew :=©Tvold
until vnew = vold
4. Compute an enclosure for the (xed point
[v]new := {vnew}
repeat
[v]old := [v]new
[v]new :=T [v]old
until [v]new ⊆ [v]old



[x]
[y]
[u˜]

 is now deEned by


[x]
[y]
[u˜]

 := RT [v]new


5. Proof the existence of the inverse (x; y)−1 and eventually compute it
if not existence-of-the-inverse then exit
else ([s]; [t]) :=inverse([x]; [y])
6. Compute an enclosure for the solution u of (1)
[u] := [u˜] ◦ ([s]; [t])
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Note that © in the implemented program is a rounding operator mapping continuous functions
to polynomials of Exed degree with machine numbers as coeNcients, so usually the loop in step 3
will terminate after Enite time if the iteration converges at all. For details to step 5, see [2].
We consider the problem
(1 + x + 2y)uuxx + (2x + 1)uxy + 2xuyy =−u(6p+ 12qx);
u(s; s2) =
1
1 + s+ 2s2
∀s∈ Is := [0; 0:01]; u(t; t) = 11 + 3t ∀t ∈ It := [0; 0:01]:
On one hand it is suNciently general, on the other hand it has the advantage that both the Exed
point v of (1) and the solution u of (54) are simple, though nontrivial functions. Here the pointwise
enclosures of the unknown functions x(s; t), y(s; t) and u(x; y) are shown as they are computed by
the implemented program. We can compare the latter with the Erst terms of the actual solution
u(x; y) =
1
1 + x + 2y
=
∞∑
k=0
(−x − 2y)k = · · ·=
∞∑
j; k=0
(
j + k
k
)
(−1)j(−2)k · xjyk :
Note, that the enclosures are not sets of polynomials, but interval functions whose sub- and super-
functions are piecewise polynomials of degree l (here l = 3):
[x](s; t) = 0 + 1 · s+ 1 · t + 0 · s2 + 2 · st + 0 · t2 + 0 · s3 + [4:83:7] s2t + [4:93:7] st2 + 0 · t3
[y](s; t)= 0 + 0 · s+ 1 · t + 1 · s2 + 2 · st + 0 · t2 + 0 · s3 + [4:73:8] s2t + [4:73:8] st2 + 0 · t3
[u](x; y)=1+
[−0:99999999999999971:000000000000001 ] x−2 ·y+[1:0030:9978] x2+[4:0033:996] xy+[4:00093:9993]y2+[4:3−6:0] x3+[29−39] x2y+[
57−81
]
xy2 +
[
39−53
]
y3
u(x; y) = 1− 1 · x − 2 · y + 1 · x2 + 4 · xy + 4 · y2 − 1 · x3 − 6 · x2y − 12 · xy2 − 8 · y3 + · · · :
The center for the Taylor expansion is always the point (s1; t1) resp. (x1(s1; t1); y1(s1; t1)) where
the characteristic initial curves intersect (here (0; 0) in both cases), or an enclosure of this point in
case that it cannot be represented by machine numbers.
Let us look for instance at the right upper edge Z of Mˆ , a point whose (x; y)-coordinates are a
priori unknown. It holds Z=(x(sZ ; tZ); y(sZ ; tZ)) with (sZ ; tZ)=(0:01; 0:01). For this point we get by
the computation of [x](sZ ; tZ) and [y](sZ ; tZ), that Z ∈ [0:020209775] × [0:010309377]. The enclosure [u˜]
which is calculated during the program yields an enclosure [u˜](sZ ; tZ) ⊆ [0:96078468] with diameter
1:6 ·10−5 (for the exact diameter check the row belonging to l=3 in Table 1) of the function value
u(Z) = u˜(sZ ; tZ). This is satisfactory compared to the statement
1
1 + [x] + 2[y]
(sZ ; tZ) ⊆ [0:960778133]
arising from the actual solution, if we take into account the low degree 3 of the polynomials we
used for the representation of functions. However, due to additional inclusion processes during the
determination of the inverse function, computation of [u]([0:020209775]; [0:01030
93
77]) leads to a much
wider enclosure with diameter 7:6 ·10−4. Of course this result can be improved by raising the degree
l of the interval polynomials. The following table shows this relation by indicating in the middle
column the diameter d([u˜]) of the computed enclosure for u˜(sZ ; tZ) and in the right column the
diameter d([u]) of the computed enclosure for u(Z).
The convergence is slow, particularly for the enclosure of u. Again, this is mainly attributable to
the inclusion of the inverse function. For this reason, it should be noted that already the computed
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Table 1
l d([u˜]) d([u])
3 1.520885898565300E-05 7.594552657166101E-04
4 1.270035489931108E-06 2.863245277526563E-04
5 1.293563751320900E-07 9.013915717110121E-05
6 1.459040460817159E-08 3.261112529493667E-05
7 1.751808763935191E-09 1.345086533346379E-05
8 2.202108892686779E-10 6.082684493633968E-06
9 2.850882622826384E-11 2.869724451003347E-06
10 3.802207119548709E-12 1.406620531639801E-06
11 5.215377512321148E-13 7.144560865060709E-07
12 7.344170740748170E-14 3.766859604121468E-07
13 1.059448905390926E-14 2.073112454283063E-07
14 1.562532702844293E-15 1.205967201216840E-07
enclosures for x(s; t); y(s; t) and u˜(s; t) deEne a parametric representation of the solution surface,
even if in characteristic coordinates (s; t) and not in cartesian ones. Usually a representation in
characteristic coordinates is more meaningful, so the enclosure of u(x; y) is only necessary if one
looks for the function value u(x0; y0) in some given point (x0; y0) of the (x; y)-plane (but this problem
should not be stated in this form anyway, because it is not clear in advance, if (x0; y0) lies in the
domain of determinacy or not). In all other cases enclosing x(s; t); y(s; t) and u˜(s; t) is suNcient.
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