We propose new generalized multivariate hypergeometric distributions, which extremely resemble the classical multivariate hypergeometric distributions. The proposed distributions are derived based on an urn model approach. In contrast to existing methods, this approach does not involve hypergeometric series.
easy reference, we include the derivation of the well-known multivariate Pólya-Eggenberger distributions in Appendices A na B.
Throughout this paper, we shall use the following notations. Let R denote the set of all real numbers.
Let Z denote the set of all integers. Let Z + denote the set of all nonnegative integers. Let N denote the set of all positive integers. We use the notation t k to denote a generalized combinatoric number in the sense that t k = k ℓ=1 (t − ℓ + 1) k! = Γ(t + 1) Γ(k + 1) Γ(t − k + 1)
where t is a real number and k is a non-negative integer. The other notations will be made clear as we proceed.
Multivariate Generalized Hypergeometric Distribution
In probability theory, random variables X 0 , X 1 , · · · , X κ , where κ ∈ N, are said to possess a multivariate x i = n.
Actually, under mild restrictions, the multivariate hypergeometric distribution can be generalized by allowing N and C i to be real numbers. More formally, we say that random variables X 0 , X 1 , · · · , X n possess a multivariate generalized hypergeometric distribution if 
where C i ∈ R, x i ∈ Z + for i = 0, 1, · · · , κ and
The means and variances of X i are given, respectively, as
Var(X i ) = nC i (N − C i )(N − n)
for i = 0, 1, · · · , k. The justification of the proposed multivariate generalized hypergeometric distribution and equations (2) , (3) is given in Section 4. The proposed distribution includes many important distributions as special cases. Clearly, the multivariate hypergeometric distribution is obtained from the multivariate generalized hypergeometric distribution by restricting C i , i = 0, 1, · · · , k and N as positive integers. The multivariate negative hypergeometric distribution is obtained from the multivariate generalized hypergeometric distribution by taking C i , i = 0, 1, · · · , k and N as negative integers. The multinomial distribution is obtained from the multivariate generalized hypergeometric distribution by letting N → ∞ under the constraint that Ci N , i = 0, 1, · · · , k converge to positive numbers sum to 1. The multivariate Pólya-Eggenberger distribution [4] can be accommodated as a special case of the multivariate generalized hypergeometric distribution.
Multivariate Generalized Inverse Hypergeometric Distribution
In probability theory, random variables X 1 , · · · , X κ , where κ ∈ N, are said to possess a multivariate inverse hypergeometric distribution if
Actually, under mild restrictions, the multivariate inverse hypergeometric distribution can be generalized by allowing N and C i to be real numbers. More formally, we say that random variables X 1 , · · · , X κ possess a multivariate generalized inverse hypergeometric distribution if
where
The means of X i are given as
The justification of the proposed distribution and (5) is given in Section 5.
Derivation of Multivariate Generalized Hypergeometric Distribution
To justify that (1) indeed defines a distribution, it suffices to consider two cases as follows.
Case (I): All C i , i = 0, 1, · · · , k are integers and thus N is an integer. In this case, (1) defines a classical multivariate hypergeometric distribution.
Case (II): There exists at least one index j ∈ {0, 1, · · · , κ} such that C j is not an integer. Without loss of generality, assume that C 0 is not an integer throughout the remainder of this section. To justify that (1) indeed defines a distribution in this case, we need some preliminary results.
Proof. For simplicity of notations, define
Clearly, g(1) = a > 0. Recall the assumption that N is a nonzero real number such that
Since g(ℓ) is a linear function of ℓ, it must be true that
This proves the lemma.
✷
We need to define some quantities. Let a be a positive integer such that
Note that a 0 , a 1 , · · · , a κ and c are actually functions of a. We will use these functions as parameters to construct an urn model. Based on the definition of these functions, we have the following results.
Lemma 2 Let S denote the set of tuples (x 0 , x 1 , · · · , x k ) of non-negative integers x 0 , x 1 , · · · , x k such that k i=0 x i = n and that there is no i ∈ {0, 1, · · · , k} satisfying x i ≥ 1+C i > 1. Let S * a denote the set of tuples
Moreover, as a consequence of (6) and N < 0, we have a i + (x i − 1)c ≥ a i > 0 for i ∈ {0, 1, · · · , k} such that x i > 0. This implies that S * a is the set of tuples (x 0 , x 1 , · · · , x k ) of non-negative integers x 0 , x 1 , · · · , x k such that k i=0 x i = n. Therefore, in the case of N < 0, we have shown that S = S * a for large enough a > 0. It remains to show S = S * a for large enough a > 0 under the assumption that N > 0. We proceed as follows.
First, we need to show that S ⊆ S * a holds provided that a > 0 is sufficiently large. For this purpose, it suffices to show that for any (x 0 , x 1 , · · · , x k ) ∈ S ,
provided that a > 0 is large enough. Since N is positive, for any (x 0 , x 1 , · · · , x k ) ∈ S , it must be true that
which implies that
for large enough a > 0. That is, if a > 0 is sufficiently large, then,
This establishes that S ⊆ S * a holds provided that a > 0 is sufficiently large. Next, we need to show that S ⊇ S * a holds for large enough a > 0. Let 
We need to show that
Making use of (9) and the assumption that N > 0, we have
By (10) and the definition of a i , we have
which implies that x i < 1 + C i for i ∈ {1, · · · , k} such that x i > 0. Moreover, as a special case of (10), we have that
It follows that lim
This implies that C 0 ≥ x 0 − 1 if x 0 > 0. For x 0 ≥ 1 + C 0 to be valid, we must have x 0 = 1 + C 0 , which implies that C 0 is an integer. This contradicts to the assumption that C 0 is not an integer. Therefore,
a if a > 0 is sufficiently large. Thus, we have shown that S = S * a for large enough a > 0 under the assumption that N > 0. The proof of the lemma is thus completed.
To justify that (1) indeed defines a distribution, it suffices to show that (x0,x1,··· ,x k )∈S P (x 1 , · · · , x k ) = 1, where
For this purpose, we use an urn model approach. Assume that a 0 , a 1 , · · · , a k and c are functions of a as defined by (6), (7) and (8). Consider an urn containing a 0 , a 1 , · · · , a k initial balls of k + 1 different colors, C 0 , C 1 , · · · , C k , respectively. The sampling scheme is as follows. A ball is drawn at random from the urn. The color of the drawn ball is noted and then the ball is returned to the urn along with c additional balls of the same color. In the case that after drawing a ball, the number of balls of that color remained in the urn is no greater than −(c + 1), that type of balls will be eliminated from the sampling experiment. This operation is repeated, using the newly constituted urn, until n such operations have been completed.
k denotes the numbers of balls of colors C 0 , C 1 , C 2 , · · · , C k , respectively, drawn at the end of n trials. From Lemma 1, we have that
a with a > 0 large enough. It can be shown that Pr{X *
where k i=0 x i = n and n x = n! x0!x1!···x k ! is the multinomial coefficient. This is the well-known Pólya-Eggenberger distribution (see, Appendix A for its derivation). Clearly,
for large enough a > 0. Recalling Lemma 2, we have that for large enough a > 0,
where S is independent of a. This implies that
for large enough a > 0. Note that the number of all (x 0 , x 1 , · · · , x k )-tuples in S is finite and that
where ν = for i = 1, · · · , k. For any tuple in S , the probability
as a → ∞. Since (x0,x1,··· ,x k )∈S P * (x 1 , · · · , x k ) = 1 for large enough a > 0, it must be true that (x0,x1,··· ,x k )∈S P (x 1 , · · · , x k ) = 1. Thus, we have justified that (1) indeed defines a distribution. Note that the means and variances of X * i are given, respectively, by
Making use of these results and letting a → ∞ lead to (2) and (3).
Derivation of Multivariate Generalized Inverse Hypergeometric Distribution
To justify that (4) indeed defines a distribution, we need some preliminary results.
Proof. The lemma can be shown by using the same argument as that of Lemma 1 and the assumption that
We need to define some quantities. Let a > 0 be a positive integer such that
For given (C 0 , C 1 , · · · , C k ) and N , define
Lemma 4 Let S denote the set of tuples (x 0 , x 1 , · · · , x k ), where x 0 = γ and x 1 , · · · , x k are non-negative integers, such that k i=0 x i = n and that there is no i ∈ {1, · · · , k} satisfying Proof. If N < 0, then C i < 0 for i = 0, 1, · · · , k. Hence, S is the set of tuples (x 0 , x 1 , · · · , x k ), where x 0 = γ and x 1 , · · · , x k are non-negative integers, such that k i=0 x i = n. Moreover, as a consequence of (11) and N < 0, we have a i + (x i − 1)c ≥ a i > 0 for i ∈ {1, · · · , k} such that x i > 0. It follows that S * a is the set of tuples (x 0 , x 1 , · · · , x k ) of non-negative integers x 0 , x 1 , · · · , x k such that k i=0 x i = n. Therefore, S = S * a holds for large enough a > 0 in the case of N < 0. It remains to show S = S * a for large enough a > 0 under the assumption that N > 0.
provided that a > 0 is large enough. Note that for any (x 0 , x 1 , · · · , x k ) ∈ S , it must be true that 
This establishes that S ⊆ S * a holds provided that a > 0 is sufficiently large. Next, we need to show that S ⊇ S * a holds for large enough a > 0. Let (x 0 , x 1 , · · · , x k ) ∈ S * a for a > 0. Then, a + (n − 1)c > 0 and a i + (x i − 1)c > 0 for i ∈ {1, · · · , k} such that x i > 0. As a consequence of a + (n − 1)c > 0, we have that for a > 0,
We need to show that x i < 1 + C i for i ∈ {1, · · · , k}. Clearly, x i < 1 + C i for x i = 0. It remains to show that if a > 0 is large enough, then x i < 1 + C i for i ∈ {1, · · · , k} such that x i > 0. Making use of (14) and the assumption that N > 0, we have
By virtue of (15) and the definition of a i , we have
which implies that x i < 1 + C i for i ∈ {1, · · · , k} such that x i > 0. This proves that S ⊇ S * a if a > 0 is sufficiently large. Thus, we have shown that S = S * a for large enough a > 0. To justify that (4) indeed defines a distribution, it suffices to show that (x0,x1,··· ,x k )∈S P (x 1 , · · · , x k ) = 1, where
Ci xi N n with x 0 = γ and n = k i=0 x i . For this purpose, we use an urn model approach. Assume that a 0 , a 1 , · · · , a k and c are functions of a > 0 as defined by (11), (12) and (13). For simplicity of notations, define A = {a > 0 : a 0 + (x 0 − 1)c > 0}. By Lemma 5 and the definition of A , the value of a ∈ A can be arbitrarily large. Consider an urn containing a 0 , a 1 , · · · , a k initial balls of k + 1 different colors, C 0 , C 1 , · · · , C k , respectively. The sampling scheme is as follows. A ball is drawn at random from the urn. The color of the drawn ball is noted and then the ball is returned to the urn along with c additional balls of the same color. In the case that after drawing a ball, the number of balls of that color remained in the urn is no greater than −(c + 1), that type of balls will be eliminated from the sampling experiment. This operation is repeated, using the newly constituted urn, until γ balls of color C 0 have been chosen. From Lemma 3, we have that n ℓ=1 [a + (ℓ − 1)c] > 0 for large enough a > 0. For (x 0 , x 1 , · · · , x k ) ∈ S * a with a ∈ A , it must be true that
Hence, for large enough a ∈ A , the numbers X * 1 , X * 2 , · · · , X * k of balls of colors C 1 , C 2 , · · · , C k , respectively, drawn at the end of n = k i=0 x i trials have the joint probability mass function
where n x = n! x0!x1!···x k ! is the multinomial coefficient. This is the well-known inverse Pólya-Eggenberger distribution. Clearly,
for large enough a ∈ A . Recalling Lemma 4, we have that for large enough a ∈ A ,
for large enough a ∈ A . Note that the number of all (x 0 , x 1 , · · · , x k )-tuples in S is finite and that
where ν = 
as a ∈ A tends to ∞. Since (x0,x1,··· ,x k )∈S P * (x 1 , · · · , x k ) = 1 for large enough a ∈ A , it must be true
Thus, we have justified that (4) indeed defines a distribution.
Note that
Making use of this result and letting a ∈ A tend to infinity lead to (5).
A Multivariate Pólya-Eggenberger Distribution
Consider an urn containing a 0 , a 1 , · · · , a k initial balls of k + 1 different colors, C 0 , C 1 , · · · , C k , respectively. The sampling scheme is as follows. A ball is drawn at random from the urn. The color of the drawn ball is noted and then the ball is returned to the urn along with c additional balls of the same color. In the case that after drawing a ball, the number of balls of that color remained in the urn is no greater than −(c + 1), that type of balls will be eliminated from the sampling experiment. This operation is repeated, using the newly constituted urn, until n such operations (often called "trials") have been completed. Assume that a + (n − 1)c > 0. Steyn [4] showed that the numbers X 1 , X 2 , · · · , X k of balls of colors C 1 , C 2 , · · · , C k , respectively, drawn at the end of n trials have the joint probability mass function
and n
is the multinomial coefficient. This is the well-known multivariate Pólya-Eggenberger distribution. The derivation of this distribution is as follows.
To make the sampling experiment well-defined, assume that for i = 0, 1, · · · , k, there are infinitely many balls of color C i . Let these balls be labeled as B i,1 , B i,2 , · · · so that B i,j , j = 1, · · · , a i will be initially put in the urn and that balls B i,j , j = a i + 1, a i + 2, · · · are used as additional balls, which are used in an order consistent with their indexes, that is, the ball with index j must have been added to the urn if the ball with index j + 1 is to be added to the urn. Let the set of balls be denoted by {B i,j }. Note that every sequence of n drawings can be represented by a permutation like P 1 P 2 · · · P n of length n, where P ℓ denotes the ball drawing in the ℓ-th trial. Clearly, P ℓ is picked from a subset of {B i,j } under certain constraints. Note that the same B i,j can appear in different position of P 1 P 2 · · · P n . For Third, since each permutation is equally likely, the probability of getting x i balls of color C i respectively is equal to the ratio of the number of permutations, having x i balls of color C i for i = 0, 1, · · · , k, to the total number of permutations, that is,
This completes the proof of the Pólya-Eggenberger distribution.
B Multivariate Inverse Pólya-Eggenberger Distribution
Consider an urn containing a 0 , a 1 , · · · , a k initial balls of k + 1 different colors, C 0 , C 1 , · · · , C k , respectively. The sampling scheme is as follows. A ball is drawn at random from the urn. The color of the drawn ball is noted and then the ball is returned to the urn along with c additional balls of the same color. In the case that after drawing a ball, the number of balls of that color remained in the urn is no greater than −(c + 1), that type of balls will be eliminated from the sampling experiment. This operation is repeated, using the newly constituted urn, until γ balls of color C 0 have been chosen. Assume that a 0 + c(γ − 1) > 0. The joint distribution of the numbers X 1 , · · · , X k of balls of colors C 1 , · · · , C k , respectively, drawn when this requirement is achieved is
where a = k i=0 a i and n = k i=0 x i with x 0 = γ and a + (n − 1)c > 0. This is the well-known inverse Pólya-Eggenberger distribution. A proof of this distribution is given as follows.
To make the sampling experiment well-defined, assume that for i = 0, 1, · · · , k, there are infinitely many balls of color C i . Label these balls as B i,1 , B i,2 , · · · so that B i,j , j = 1, · · · , a i will be initially put in the urn and that balls B i,j , j = a i + 1, a i + 2, · · · are used as additional balls, which are used in an order consistent with their indexes, that is, the ball with index j must have been added to the urn if the ball with index j + 1 is to be added to the urn. Let the set of balls be denoted by {B i,j }.
Consider the making of a general permutation (without color restriction), denoted by P 1 , P 2 , · · · , P n , of balls with n trials, where for ℓ = 1, · · · , n, the ball P ℓ is drawn in the ℓ-th trials. Clearly, P ℓ is picked from a subset of {B i,j } under certain constraints. Note that the same B i,j can appear in different position of P 1 P 2 · · · P n . At the 1st trial, there are a balls and thus there are a choices. At the ℓ-th trial, where 1 ≤ ℓ ≤ n, there are a + (ℓ − 1)c balls and thus there are a + (ℓ − 1)c choices. At the n-th trial, there are a + (n − 1)c balls and accordingly there are a + (n − 1)c choices. Multiplying the numbers of these choices gives the total number of all possible permutations created by these n trials, which is [a i + (ℓ − 1)c] , the probability mass function is thus justified.
