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For a Hecke operator R, one deﬁnes the matrix bialgebra ER, which is considered
as function algebra on the quantum space of endomorphisms of the quantum space
associated to R. One generalizes this notion, deﬁning the function algebra MRS
on the quantum space of homomorphisms of two quantum spaces associated to
two Hecke operators R and S, respectively. MRS can be considered as a quantum
analog (or a deformation) of the function algebra on the variety of matrices of a
certain degree. We provide two realizations of MRS as a quotient algebra and as
a subalgebra of a tensor algebra, whence we derive interesting information about
MRS , for instance the Koszul property, a formula for computing the Poincare´ series.
On MRS coact the bialgebras ER and ES . We study the two-sided ideals in MRS ,
invariant with respect to these actions, in particular, the determinantal ideals. We
prove analogies of the fundamental theorems of invariant theory for these quantum
groups and quantum hom-spaces.  2002 Elsevier Science (USA)
Key Words: Hecke operators; quantum hom-space; quantum determinant; invari-
ant theory.
INTRODUCTION
Let V be a vector space of ﬁnite dimension over a ﬁeld of characteristic
zero. There are two ways of interpreting the symmetric tensor algebra SV 
over V . The ﬁrst way is to consider it as a factor algebra of the tensor
algebra TV  over V . Thus we have a relation between two tensors, like
a⊗ b = b⊗ a. The second way is to consider SV  as a subspace of TV 
consisting of symmetrized tensors, e.g., for a b ∈ V , the element a⊗ b +
b⊗ a belongs to the symmetric tensor algebra on V . We are thus speaking
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of two realizations of the symmetric tensor algebras over V . The analogous
procedure applies also for the exterior (antisymmetric) tensor algebra.
A Hecke operator R on a vector space V of ﬁnite dimension is an invert-
ible operator on V ⊗ V that satisﬁes the Yang–Baxter equation and the
Hecke equation x + 1x − q = 0. To a Hecke operator there is asso-
ciated a quantum space, given in terms of a pair of quadratic algebras
(Section 1). The latter algebras are quantum analogs (or deformations) of
the symmetric and antisymmetric tensor algebras over a vector space.
For a quantum space associated to a Hecke operator, the two realizations
for its (quantum) symmetric and antisymmetric tensor algebras were ﬁrst
obtained by Gurevich [7]. While the ﬁrst realization was taken as the def-
inition, the second realization followed from the general theory of Hecke
algebras. In this paper, we give the second realization for the (anti-) sym-
metric tensor algebras on the quantum semigroup of endomorphisms asso-
ciated to a Hecke operator and the quantum hom-space associated to a
pair of Hecke operators.
The main idea in giving the second realization is to construct a projector
on the tensor powers of V . For the classical case, it is the (anti-) sym-
metrizer operator, e.g., a⊗ b→ a⊗ b+ b⊗ a/2. For the quantum space,
it is the quantum (anti-) symmetrizer, constructed in terms of the trivial and
signature representations of the Hecke algebras. In Section 1, we recall the
deﬁnition of the quantum exterior and the quantum symmetric algebras
associated to a Hecke operator and their second realization, due to Gure-
vich (Eq. (8)). Together, these algebras determine a quantum space. Then,
we recall the deﬁnition of the matrix bialgebra associated to the Hecke
operator, which is considered as the function algebra of the quantum semi-
group of endomorphisms of the quantum space. Unlike the classical case,
where a matrix can also be considered as a vector, the matrix bialgebra
generally cannot be deﬁned as a quantum symmetric algebra associated to
a Hecke operator. In fact, it can still be deﬁned analogously in terms of
a Yang–Baxter operator, but this operator has the minimal polynomial of
degree 3. As a result, only an analog of the quantum antisymmetrizer was
deﬁned (the operator 
n in Eq. (12)), which is no longer a projector. There
is no straightforward analog of the quantum symmetrizer.
There is a simple solution by the following remark. Since the Yang–
Baxter operator deﬁning the matrix bialgebra is a tensor product of the
ordinary Hecke operator with the inverse of its dual, our operator 
n is
a homomorphic image of a Casimir element in n ⊗ n, where n is the
Hecke algebra of type A. Using various dual bases in n, we found eigen-
values of 
n, so that we can modify it to obtain a projector 
n (Subsec-
tion 2.1). Now, the choice of a quantum symmetrizer becomes clear. The
remark above also suggests we deﬁne an operator n, which plays the role
of the quantum symmetrizer. We ﬁnd its eigenvalues and modify it to get
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a projector n. It is the operators n, n = 1 2    , which give the second
realization for the matrix bialgebra.
The results can be generalized for the function algebra on the space
of homomorphisms of two quantum spaces or quantum hom-spaces. This
quadratic algebra is introduced in Section 3; it is deﬁned in terms of a
pair of Hecke operators. Thus, on it coact the matrix bialgebras associated
to these Hecke operators. Our second realization for quantum spaces of
homomorphisms implies a quantum analog of Cauchy’s decomposition (21).
Although in the classical case, the operator n reduces to the ordinary
symmetrizer operator, its relationship with Cauchy’s decomposition is new.
Moreover, the second realization also implies interesting results in invariant
theory.
Before describing the invariant theory for quantum groups of type A,
let me brieﬂy recall the classical theory. Let Mmn denote the space of
m× n-matrices. Let µ denote the matrix multiplication map µ Mm t ×
Mt n → Mmn, µAB = AB, A ∈ Mm t, B ∈ Mt n. On the
variety Mm t ×Mt n acts the general linear group GLt, gAB =
Ag−1 gB. It is easy to see that elements of an orbit of GLt have the
same image under µ. The above action of GLt induces an action on the
polynomial ring on Mm t ×Mt n, Mm t ×Mt n. The classical
invariant theory for general linear groups studies the subring of invariant
polynomials in Mm t ×Mt n. Let mij be the i j coordinate func-
tion on Mmn and let aij be the composition of µ with mij , which
are then polynomial functions on Mm t ×Mt n. The ﬁrst funda-
mental theorem of invariant theory states that any invariant polynomial on
Mm t ×Mt n can be represented as a polynomial on the functions
aij . The second fundamental theorem states that the relations between the
functions aij are exactly the minors of ranks t + 1 in the matrix (aij).
Using the associated homomorphism of algebras µ∗ Mmn →
Mm t ×Mt n, we can reformulate the above theorems as follows:
(1) A polynomial in Mm t×Mt n, invariant under the action
of GLt, is contained in the image of µ∗.
(2) The kernel of µ∗ is the ideal in Mmn, generated by minors
of degree t + 1 in the matrix eij.
The characteristic free proof of these theorems, due to DeConcini and
Procesi [1], uses the notion of standard basis and has a close relationship
with combinatorics. A generalization of these results for standard quantum
general linear groups was obtained by Goodearl et al. [5, 6]. Their proof
closely follows DeConcini and Procesi’s proof.
In the quantum setting, the variety Mmn is replaced by a quan-
tum hom-space. Given two Hecke operators R S, the quantum hom-space
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associated to R S is denoted by MSR. On the algebra MSR coact the bialge-
bras ER on the right and ES on the left. In Section 4, we study two-sided
ideals in MSR which are invariant with respect to these actions. In the clas-
sical case, these ideals were studied by DeConcini, Eisenbud, and Procesi
[2]. We show that there is a one–one correspondence between invariant
ideals and diagram ideals in the sense of [2] (note that our notation here
slightly differs from the notion in [2]; a partition is replaced by its conju-
gate partition). In the classical case, those invariant ideals that correspond
to diagram ideals of the form 1k = λλ1 ≥ k are determinantal ideas,
i.e., generated by minors of degree k. In our general case, the notions of
quantum determinant and quantum minor are not deﬁned. We show, how-
ever, that in the case of standard quantum general linear groups, where
these notions are deﬁned, the quantum determinantal ideals, introduced by
Goodearl et al., are precisely those corresponding to 1k, for some k.
The setting for invariant theory of quantum groups of type A involves
three Hecke operators R S, and T , of which R is also a Hecke symmetry.
The morphism µ∗ mentioned above becomes an algebra morphism
µ∗ MTS −→ MTR ⊗MRS
The corresponding quantum group is the Hopf algebra associated to R,
HR. This Hopf algebra coacts on the source and the target of µ∗, and the
formulation of the ﬁrst and the second fundamental theorems can be made
analogously as in the classical case. Since HR is not commutative, there are
more than one coactions of it on MRS , which yield different versions of the
fundamental theorems.
The method of our proof is new. It relies mainly on the second realization
of function algebras on quantum space homomorphisms. In the case of stan-
dard quantum general linear groups, our result is precisely that obtained in
[5, 6]. On the other hand, our assumption about the quantum groups also
covers the case of standard quantum general linear supergroups. Thus, we
have particularly proved the fundamental theorems for quantum general
linear supergroups, which have as a special case the fundamental theorems
for general linear supergroups. Unlike the case of (quantum) general linear
groups, in the super case, the kernel of µ∗ is not generated by (quantum)
minors. It is an interesting problem to study such ideals.
0. PRELIMINARIES
Throughout this paper, we work over an algebraically closed ﬁeld  of
characteristic zero.
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0.1. Partitions
A partitions λ of n ∈  is a sequence λ = λ1 λ2    of nonincreasing
nonnegative integers, whose sum is n; we write λ  n or λ = n. The
maximal number r, for which λr = 0, is called the length of λ. The diagram
λ associated to λ is a matrix, whose ﬁrst row contains λ1 elements, called
nodes, whose second row contains λ2 elements, and so on. The coordinate
of the jth node on the ith line is i j; its content is by deﬁnition j − i. The
partition conjugated to λ, denoted by λ′, is the one whose diagram λ′ is
obtained from λ by rotating it 180◦ along its diagonal.
A standard λ-tableau is the diagram λ, ﬁlled by numbers 1 2     λ,
in such a way that they increase along rows and columns. The number of
standard tableaux is denoted by dλ.
0.2. Symmetric Groups
The symmetric groupn consists of permutations of the set 1 2     n.
It can be regarded as the group generated by transpositions vi = i i+ 1,
1 ≤ i ≤ n − 1, subject to the relations v2i = 1 vivi+1vi = vi+1vivi+1, and
vivj = vjvi if i − j ≥ 2. The length lw of an element w is the minimal
length of the words in vi expressing w. It equals the number of pairs 1 ≤
i < j ≤ n for which iw > jw.
0.3. Hecke Algebras [4]
The Hecke algebra n = n q is a q-analog of the group algebra n.
It is generated over  by 1 and the elements Ti 1 ≤ i ≤ n− 1, subject to
the relations T 2i = q − 1Ti + q TiTi+1Ti = Ti+1TiTi+1, and TiTj = TjTi if
i − j ≥ 2. When q = 1, n 1 reduces to n Ti → vi. n has a basis
consisting of Tww ∈ n, T1 = 1 Tvi = Ti TwTu = Twu if lw + lu =
lwu.
We shall always assume that qn = 1 ∀n > 1. In this case n q is
semisimple.
The embedding l ⊗ m → l+m, mapping l  Ti to Ti ∈ l+m and
m  Tj to Tm+j ∈ l+m, is called the standard embedding.
0.4. Representations of the Hecke Algebras [4]
Simple representations of n q, for q not being a root of unity, can be
parametrized by partitions of n. Let Sλ be the simple representation of
n, corresponding to λ; then the dimension of Sλ is dλ dλ is deﬁned in
Section 0.1). Let λ be the block, i.e., a minimal two-sided ideal, in n,
that corresponds to λ  n. Let Eijλ  1 ≤ i j ≤ dλ, be a basis of λ such that
E
ij
λE
kl
λ = δjkEilλ . Thus, Eiiλ are mutually orthogonal primitive idempotents of
n. Notice that for λ = µ, EijλEklµ = 0.
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We shall also consider the algebra opn . Its simple modules are canonically
identiﬁed with S∗λ, the dual vector space to Sλ if φλ is the representation
of n on Sλ, then the representation of 
op
n on Sλ is given by φ¯λw =
φλw∗.
0.5. A Bilinear Form on n [4]
There exists a nondegenerate, symmetric, associative bilinear form on n,
deﬁned as follows: Tu Tw = qluδu−1w . Thus, we see that q−lwTw−1 w ∈
n is the dual basis to Tww ∈ n with respect to this bilinear form.
Therefore, the Casimir element
∑
w∈n q
−lwTw ⊗ Tw−1 is central:∑
w∈n
q−lwTiTw ⊗ Tw−1 =
∑
w∈n
q−lwTw ⊗ Tw−1Ti
Since λ is simple, the bilinear form restricted on λ should satisfy
Eijλ  Eklλ  = δjkδilkλ, for certain coefﬁcient kλ = 0. Thus Eijλ  λ  n 1 ≤
i j ≤ dλ and k−1λ Eijλ  λ  n 1 ≤ i j ≤ dλ are dual bases. Therefore∑
w∈n
q−lwTw ⊗ Tw−1 =
∑
λn
1≤i j≤dλ
k−1λ E
ij
λ ⊗ Ejiλ  (1)
Denote
∏
λ =
∑
1<i j≤dλ k
−1
λ E
ij
λ ⊗ Ejiλ . Then
∏2
λ = dλk−1λ
∏
λ. The coefﬁ-
cients kλ can be explicitly given (cf. [9]),
kλ = q
∑
i λii−1
n∏
k=1
1
rλk + rq
∏
1≤i<j≤r
λi − λj + j − iq
j − iq

where rλk is the content of the node containing k in a standard λ-tableau
and r is the length of λ.
0.6. Hecke Operators
Let V be a ﬁnite-dimensional vector space over a ﬁeld  and let R be an
invertible operator on V ⊗ V . R is called a Hecke operator if the following
conditions are satisﬁed,
R1R2R1 = R2R1R2 where R1 = R⊗ idV  R2 = idV ⊗ R
R+ 1R− q = 0
A Hecke operator induces a right representation ρ of n q on V ⊗n, for
n > 1 ρTi = Ri = id⊗i−1V ⊗ R ⊗ id⊗n−i−1V . For any w ∈ n, we denote
Rw = ρTw.
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0.7. Hopf Algebras
We assume that the reader is familiar with the notions of bialgebras and
Hopf algebras and their (co)modules. The reader may consult [24] or [19,
Chap. 1] for basic notions of bialgebras and Hopf algebras. For a coalgebra
CCcop denotes C with the opposite coproduct. Similarly, for a bialgebra
BBcop denotes the B with the opposite product and coproduct; it is a
bialgebra, too. If M is a right C-comodule, then M∗ is a left C-comodule
in a canonical way; namely, if δ denotes the coaction of C on M , then the
left coaction λ of C on M∗ is given by λφm = φ⊗ idCδm for all
m ∈Mφ ∈M∗. Hence, M∗ is a right Ccop-comodule.
0.8. The Dual Space to a Tensor Product
To a vector space V , the dual vector space is deﬁned to be V ∗ =
HomV. If V is ﬁnite dimensional over , then so is V ∗ and they have
the same dimension. For ﬁnite-dimensional vector spaces, there is the fol-
lowing equivalent deﬁnition of dual vector spaces which is more suitable
for further generalization (cf. [3]). The dual vector space to a vector space
V (of ﬁnite dimension) is a pair V ∗ evV  V ∗ ⊗ V → , such that there
exists a linear map dbV   → V ⊗ V ∗, satisfying the following conditions
(idV is the identity map on V ),
ev ⊗ idV ∗idV ∗ ⊗ db = idV ∗ idV ⊗ evdb⊗ idV  = idV 
The dual vector space is determined uniquely up to an isomorphism by
these conditions. For the generalization for monoidal categories, see [3,
Chap. 1] or [14]. Notice that ev plays the role of the pairing between V
and V ∗.
Although the vector space V ⊗ W ∗ = HomV ⊗ W  is uniquely
determined, there is more than one way of specifying a basis for this space
based on given bases on V and W . This can be seen from the point of view
of the second deﬁnition above as the existence of more than one choice
of the -linear mapping evV⊗W . More precisely, one can set V ⊗W ∗ =
V ∗ ⊗W ∗, which is the usual way, or V ⊗W ∗ = W ∗ ⊗ V ∗, which is actually
a more standard way. In this paper, we shall use both ways of identifying
V ⊗W ∗. Note that for longer tensor products, we shall identify their duals
in the above two ways (although there are more), namely, V ⊗W ⊗ · · · ⊗
U∗ = V ∗ ⊗ W ∗ ⊗ · · · ⊗ U∗ or V ⊗ W ⊗ · · · ⊗ U∗ = U∗ ⊗ · · · ⊗ W ∗ ⊗
V ∗. For the case of V ⊗n = V ⊗ V ⊗ · · · ⊗ V , the above notation may be
confusing, so we shall use the notations V ∗⊗n and V ⊗n∗ to refer to the ﬁrst
and the second identiﬁcation, respectively.
One of the reasons for specifying the dual spaces is to describe the
matrices of adjoint operators. Recall that to each operator R U → V
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on ﬁnite-dimensional vector spaces, there corresponds an adjoint opera-
tor R∗ U∗ → V ∗, which is uniquely determined. For operators on tensor
products, the determination of an adjoint operator obviously depends on
the choice of the speciﬁcation of dual spaces. In this paper, we shall use the
following notation for the matrices of adjoint operators: tR for the usual
identiﬁcation V ⊗ W ⊗ · · · ⊗ U∗ = V ∗ ⊗ W ∗ ⊗ · · · ⊗ U∗ and R∗ for the
“standard” identiﬁcation V ⊗W ⊗ · · · ⊗U∗ = U∗ ⊗ · · · ⊗W ∗ ⊗ V ∗.
1. MATRIX QUANTUM SEMIGROUPS OF TYPE A
Let  be an algebraically closed ﬁeld of characteristic zero, which will
be ﬁxed throughout this paper. Let q ∈ × which is not a root of unity of
order greater than 1. q will also be ﬁxed throughout the paper.
1.1. Quadratic Algebras
Let V be a vector space over  of ﬁnite dimension. Let R be a subspace
of V ⊗ V . Let A = A VR be the quotient algebra of the tensor algebra
on V by the two-sided ideal generated by elements of R:
AVR = TV /R
Such an algebra is called a quadratic algebra [19, Chap. 1]. R is called
the space of relations of A. The two-sided ideal, generated by R, is usually
denoted by R(A). Since the relations on A are homogeneous, A inherits a
grading from TV 
A =
∞⊕
n=0
An An = V ⊗n/RnA
RnA =
n−1∑
i=1
RAni  RAni = V i−1 ⊗ R⊗ V n−i−1 1 ≤ i ≤ n− 1
The Poincare´ (or Hilbert) series of A is by deﬁnition the formal
power series PAt =
∑∞
k=0 dimAkt
k. The dual quadratic algebra to
A, A!, is deﬁned to be A! = TV ∗/RA⊥. It is easy to see that
A!n∗ =
⋂n−1
i=1 RAni .
Example. Assume that V has dimension d. Then TV  is canoni-
cally isomorphic to the free noncommutative algebra with d generators:
kx1 x2     xd. The polynomial ring in d indeterminates is the quotient
of this algebra by the ideal generated by elements of the form xixj − xjxi,
thus a quadratic algebra. The Poincare´ series of the polynomial ring is
equal to 1 − t−d as a formal series. The dual quadratic algebra is the
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polynomial algebra on anticommuting indeterminates
∧ξ1 ξ2     ξd); it
is the quotient of the free noncommutative algebra kξ1 ξ2     ξd by
the ideal generated by elements of the form ξiξj + ξjξi.
1.2. Quantum Spaces and Quantum Endomorphism Rings
Let R = Rq be a Hecke operator on V , where q ∈ × will be assumed
not to be a root of unity of order greater than 1. We deﬁne the following
quadratic algebras
S = SR = TV /ImR− q (2)∧ =∧
R
= TV /ImR+ 1 (3)
SR and
∧
R are considered as the function algebra and the exterior algebra
on a quantum space. Let R = s23tR−1 ⊗ Rs23, acting on V ∗ ⊗ V ⊗2,
where s23 is the operator that interchanges the second and the third com-
ponents in a tensor product in V ∗ ⊗ V ⊗ V ∗ ⊗ V . The function algebra on
the quantum semigroup of endomorphisms of this quantum space is deﬁned
to be a quadratic algebra on V ∗ ⊗ V , given by
E = ER = TV ∗ ⊗ V /ImR− 1 (4)
Thus, E1 = V ∗ ⊗ V . Calculating the eigenvectors of R, one can check that
R2E = s23
(
RS⊥ ⊗ RS ⊕ R∧⊥ ⊗ R∧)
Using s23, we shall identify R with tR−1 ⊗ R acting on V ∗⊗2 ⊗ V ⊗2.
Let evV denote the linear map evV  V ∗ ⊗ V → kφ⊗ x #→ φx. Then
there exists uniquely a morphism dbV  → V ⊗ V ∗, subject to the condi-
tions
ev ⊗ idV ∗idV ∗ ⊗ db = idV ∗ idV ⊗ evdb⊗ idV  = idV 
In fact, if x1 x2     xn form a basis of V and ξ1 ξ2     ξn form a basis of
V ∗, such that evV ξi ⊗ xj = δij , then dbV is given by dbV 1 =
∑
k ξ
k ⊗
xk. Conversely, the dual vector space V ∗ can be given in terms of the linear
map evV and dbV . Then Tn ∼= V ∗⊗n⊗ V ⊗n is a coalgebra with the coproduct
/n = id⊗ dbV ⊗n ⊗ id V ∗⊗n ⊗ V ⊗n −→ V ∗⊗n ⊗ V ⊗n ⊗ V ∗⊗n ⊗ V ⊗n
The direct sum of /ns deﬁnes a coalgebra structure on T, making it a
bialgebra. It turns out that the ideal generated by RE is a bi-ideal (cf.
[19, Chap. 2]); hence E = T/RE is a bialgebra, too. Set eij = ξi ⊗ xj .
Then eij = ξi ⊗ xj 1 ≤ i j ≤ d is a basis of V ∗ ⊗ V . Then the coproduct
on E is given by
/eij =
∑
k
eik ⊗ ekj 
We shall also write /E = E ⊗˙E for E = eij.
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The relation on E can be written in terms of the matrix E as (cf [8])
RE1E2 = E1E2R where E1 = E ⊗ idd E2 = idd ⊗ E (5)
V is a right comodule over T, with the coaction δV = dbV ⊗ idV  V →
V ⊗ V ∗ ⊗ V , hence a right comodule over E. Since E is a bialgebra, V ⊗n
is also a right comodule over E. Its dual, V ⊗n∗, is a left comodule over E
in a canonical way, hence a right comodule over Ecop. The relation in (5)
implies that R is a morphism of E-comodules. Hence,
∧
n, Sn are right E-
comodules; they are factor comodules of V ⊗n. Actually, En is a subcoalgebra
of E and the coactions of E on V ⊗n,
∧
n, Sn factorize through En. Since En
is ﬁnite dimensional, E∗n is an algebra and its left modules are in one-to-
one correspondence with right En-comodules. Therefore E∗n acts on V
⊗n,∧
nSn. On the other hand, the operator R induces a right action ρ = ρR
on V ⊗n of the Hecke algebra n. We have a quantum analog of Schur’s
double centralizes theorem [8, Theorem 2.1],
E∗n ∼= EndnV ⊗n (6)
ρn ∼= EndE∗nV ⊗n = EndEn V ⊗n (7)
As a consequence, simple En comodules are parameterized by primitive
idempotents of n, which, in their order, are parameterized by partitions
of n. For each primitive idempotent Eλ of n, ρEλ is either zero of a
simple En-comodule; conjugate idempotents deﬁne isomorphic comodules.
In particular, as En-comodules,∧
n
∼= ImρYn Sn ∼= lmρXn
where Xn = nq!−1
∑
w∈n Tw, Yn = nq−1 !−1
∑
w∈n q
−lwTw, the q-
symmetrizer and q-antisymmetrizer operators, where nq = qn − 1/q−
1. Moreover, we have isomorphisms of algebras
S ∼=
∞⊕
n=0
ρXn
∧ ∼= ∞⊕
n=0
ρXn (8)
where the products on the spaces on the right-hand sides of these isomor-
phisms are given by
x ∈ ρXn y ∈ ρXm −→ x · y = ρm+nXm+nx⊗ y (9)
x ∈ ρYn y ∈ ρYm −→ x · y = ρm+nYm+nx⊗ y (10)
This is the second realization of S and
∧
, ﬁrst considered by Gurevich
[7]. In other words, let X = ∑∞n=0 ρXn. Then X is a projection on TV ,
which carries the algebra structure of TV  to its image ImX, making this
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space an algebra. The second realization states that ImX is isomorphic to
SR. Further, we have
ImρXn =
n−1⋂
i=1
R∧ni  ImρYn = n−1⋂
i=1
RSni  (11)
This means S is isomorphic to
∧!∗, ∧ is isomorphic to S!∗ as graded spaces,
where * means graded dual.
Example. Let Rd be Drinfel’d–Jimbo’s solution of the Yang–Baxter
equation of type Ad−1. Explicitly, Rd is given as follows, with respect to
a basis x1 x2     xd,
Rkldij =
q2−q2εij
1+q2εij δ
kl
ij +
qεij q2+1
1+q2εij δ
lk
ij  1≤ ijkl≤d εij =signj−i
The Hecke equation of R is R + 1R − q2 = 0. ImR − q2 has a basis
consisting of elements of the form xi ⊗ xj − q−1xj ⊗ xi, i < j. ImR + 1
has a basis consisting of elements of the form xixj + qxjxi, i ≤ j. Thus the
relations on the algebra SRd are xixj − q−1xjxi = 0, i < j, and the relations
on the algebra
∧
Rd
are xixj + qxjxi = 0, i ≤ j. The second realization of
S and
∧
says that their elements can be realized as q-symmetrized tensors
in kx1 x2     xd,
for S xi1xi2 · · ·xik #−→
∑
s∈k
q−lwxi1s ⊗ xi2s ⊗ · · · ⊗ xiks
for
∧  xi1xi2 · · ·xik #−→ ∑
s∈k
−q−lwxi1s ⊗ xi2s ⊗ · · · ⊗ xiks
The situation for the algebra E is more complicated. In studying the
Poincare´ series of E, Sudbery [23] introduced an operator 
, acting on E⊗31 ,
which is an analog of the symmetrizer Xn. The study was further developed
in [8], where a complete description of the Poincare´ series of E was given
in terms of the Poincare´ series of
∧
. Deﬁne for each n ≥ 0 an operator

n = ∑
w∈n
−1lw Rw (12)
As it has been mentioned, we identify Rw with tR−1w ⊗Rw, acting on V ∗⊗n⊗
V ⊗n. For n = 3, 
3 is the operator introduced by Sudbery. It was shown
that
Im
n =
n−1⋂
i=1
REni  (13)
for transcendent q [8, Thm. 2.6], from which follows
PEt = PSt ◦ P∧t (14)
“◦” is the product in the λ-ring 0t of power series with constant coef-
ﬁcient equal to 1 (see, e.g., [15]).
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2. ANOTHER REALIZATION FOR THE ALGEBRA E
Unlike Xn and Yn, the operator 
n introduced in (13) is not a projection.
This is the main difﬁculty in giving the second realization for the algebra
E. If we know the eigenvalues of this operator, we can modify it to get a
projection.
2.1. The Operator 
n
Let us denote R′ = −qR−1. Then R′ also satisﬁes the equation x +
1x− q = 0; hence it induces a representation of n on V ⊗n. Let σ = σR
be the representation of opn on V ⊗n∗ σTw = R′w∗. If we identify
V ⊗n∗ with V ∗⊗n, then R′w∗ = tR′w−1 . Applying σ ⊗ ρ on the identity (1),
we get ∑
w∈n
q−lwtR′w ⊗ Rw =
∑
w∈n
σEijλ  ⊗ ρEjiλ  (15)
Recall that R = −q−1tR′ ⊗ R. Therefore,∑
w∈n
−1lw Rw =
∑
w∈n
qlwtR′
w−1 ⊗ Rw
= ∑
w∈n
k−1λ σEijλ  ⊗ ρEjiλ  (16)
Denote 
λ = σ ⊗ ρ5λ =
∑
1≤i j≤dλ k
−1
λ ρEijλ  ⊗ ρEjiλ . Then we have

2λ = dλk−1λ 
λ (17)
Thus, the spectrum of 
n is contained in dλk−1λ λ  n ∪ 0. Note that if
q = 1, dλk−1λ = n!.
The isomorphisms in (6) and (7) imply the following decomposition of
V ⊗n as E∗n − n-bimodule,
V ⊗n ∼=⊕
λn
ImρEλ ⊗ Sλ
where Sλ is the simple right n-module, isomorphic to the right ideal in n,
spanned by Ejmλ 1 ≤ m ≤ dλ, for each ﬁxed j. Analogously, as E∗opn −opn -
bimodules,
V ∗⊗n ∼=⊕
λ
ImσEλ ⊗ S∗λ
where S∗λ is the simple right 
op
n -module, isomorphic to the right ideal in

op
n , spanned by Emjλ 1 ≤ m ≤ dλ, for each ﬁxed j. Therefore,
V ∗⊗n ⊗ V ⊗n ∼= ⊕
λµn
ImσEλ ⊗ ImρEµ ⊗ S∗λ ⊗ Sµ (18)
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as E∗opn ⊗ E∗n − opn ⊗ n-bimodules. In particular, for any elements x ∈
Im σEµ, y ∈ ρEν, x⊗ y ⊗ S∗µ ⊗ Sν is an invariant space of 
n and the
action of 
n on this space does not depend on x y. Moreover, we have:
Lemma 2.1. Let x ∈ ImσEµ and let y ∈ ImρEν. Then the operator

λ vanishes on x⊗ y ⊗ S∗µ ⊗ Sν, if µ = λ or ν = λ; and if µ = ν = λ, it has
rank 1 on x⊗ y ⊗ S∗λ ⊗ Sλ.
Proof. Since Sν (resp. S∗µ) is simple over n (resp. 
op
n , the action of

λ on x⊗ y ⊗ S∗µ ⊗ Sν is equivalent to the action of 5λ. Thus, it is zero if
µ = λ or ν = λ.
Fix i j and let Emjλ ⊗Einλ 1 ≤ mn ≤ dλ be a basis of S∗λ⊗ Sλ. We have,
as elements in opn ⊗ n,
Ejmλ ⊗ Einλ  ·5λ =
(
E
jm
λ ⊗ Einλ
) · ∑
1≤i j≤dλ
k−1λ E
ij
λ ⊗ Ejiλ
= δmn k−1λ
∑
1≤l≤dλ
E
lj
λ ⊗ Eilλ 
That is, the action of 5λ from the right on S
∗
λ ⊗ Sλ has rank 1.
Corollary 2.2. As Ecop ⊗ E-comodules,
Im 
λ ∼= ImσEλ ⊗ ImρEλ
Im 
n ∼=⊕
λn
ImσEλ ⊗ ImρEλ (19)
Not all λ  n contribute in the second decomposition of (19). For some
λ, σEλ or ρEλ may vanish. See Theorem 2.6 for the vanishing condition
of σEλ and ρEλ.
2.2. The Operator n
The operator 
n is not a right projection that we need for describing E.
The discussion in the previous subsection suggests a new operator. Accord-
ing to (4), E2 is isomorphic to ImR˜+ q, where R˜ = s23tR⊗Rs23. We
shall also identify R˜ with tR⊗ R acting on V ∗⊗n ⊗ V ⊗n. Let us deﬁne
n = ∑
w∈n
q−lwR˜w
Let τ be the representation of opn on V ⊗n∗, induced by R. Thus, τTw =
tRw−1 . In analogy to (16), we have∑
w∈n
qlwR˜w =
∑
w∈n
k−1λ τEijλ  ⊗ ρEjiλ 
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Notice that ρEλ∗, considered as opn -module, is isomorphic to τEλ. This
is because Eλ is also a primitive idempotent in 
op
n . Therefore, we have a
decomposition of E∗opn ⊗ E∗n − opn ⊗ n-bimodules:
V ∗⊗n ⊗ V ⊗n ∼= ⊕
λµn
ImρEλ∗ ⊗ ImρEλ ⊗ S∗λ ⊗ Sλ (20)
Set λ = ρ∗ ⊗ ρ5λ. An analog of Lemma 2.1 holds for λ. Consequently,
we have
Corollary 2.3. There exists an isomorphism of Ecop ⊗ E-comodules
Imn ∼=⊕
λn
Im τEλ ⊗ ImρEλ ∼=
⊕
λn
ImρEλ∗ ⊗ ImρEλ (21)
On the other hand, according to (7), there is an algebra isomorphism
E∗n ∼=
⊕
λn
EndλV ⊗n ∼=
⊕
λn
ImρEλ ⊗ ImρEλ∗
Consequently, we have an isomorphism of coalgebras
En ∼=
⊕
λn
ImρEλ∗ ⊗ ImρEλ (22)
Therefore, as Ecopn ⊗ En-comodules,
En ∼= Imn (23)
The operator n is not a projector. However, we can slightly modify it to
have a projection
n =∑
λ
kλd
−1
λ τEijλ ∗ ⊗ ρEjiλ 
Set  =∑∞n=0 n. Then  is a projector on TV ∗ ⊗ V , which then induces
an algebra structure on its image Im for a ∈ V ∗⊗n ⊗ V ⊗n and b ∈
V ∗⊗m ⊗ V ⊗m, a · b = n+ma⊗ b.
Theorem 2.4. Assume that the parameter q is not a root of unity of order
greater than 1. Then the projection  induces an algebra isomorphism from
E to Im.
Proof. We have R˜+ qR− 1 = R− 1R˜+ q = 0. Therefore, if x ∈
ImRi − 1, then R˜+ qx = 0, consequently, n vanishes on
∑n−1
i=1 REni ;
hence, n vanishes on ∑n−1i=1 REni , too. Taking (23) into account, we con-
clude that
∑n−1
i=1 REni is precisely the kernel of n. Thus, the linear map
 TV ∗ ⊗ V  →⊕∞n=0 Imn, a #→ ⊕∞n=0na has the properties
a ∈ RE (⇒ a = 0
a = a mod RE (24)
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That is, RE = Ker. Therefore,  factorizes through RE to a linear
isomorphism ψ E→⊕∞n=0 Imn.
Let a ∈ V ∗ ⊗ V ⊗m, b ∈ V ∗ ⊗ V ⊗n. According to (24), we have
ma = amodREm* nb = amodREn*
hence,
ma ⊗ nb = a⊗ bmodREm+n
Consequently,
m+nma ⊗ nb = m+na⊗ b (25)
meaning that ψ is an algebra homomorphism and therefore isomorphism
E→ Im.
We now proceed to show that, for q not a root of unity of order greater
than 1 (cf. (13)),
Im
n =
n=1⋂
i=1
REni  (26)
The inclusion “⊂” is obvious, for we have 
n = Ri − 1Pi for certain
operator Pi i = 1 2     n − 1. To show the equality, we compare the
dimensions of E!n and Im

n. Let lλ = dimk ImρEλ. From the deﬁnition
of the operator S, we see that σEλ ∼= ρEλ′  as vector spaces. Therefore,
dim Im
n =∑λn lλ′ lλ.
On the other hand, since E is a Koszul algebra (with the above assump-
tion on q) (cf. [8, Thm 2.5]),
PEtPE!−t = 1 (27)
Hence, according to (14), we have PE!t = P∧t ◦ P∧t; that is, dimE!n =∑
λn l
2
λ [11]. Therefore,
dim
n−1⋂
i=1
REni = dimE!
∗
n  = dimE!n =
∑
λn
lλ′ lλ (28)
Thus, dim Im
n = dimE!n, whence (26) follows.
Finally, let us denote by F the quadratic algebra on V ∗ ⊗ V with relation
RF = ImR + q. Thus, F can be considered as the quantum exterior
algebra over the matrix quantum semigroup. We have
RF = s23
(
RS⊥ ⊗ R∧⊕R∧⊥ ⊗ RS) (29)
In terms of the matrix E, the relations can be given as follows:
RE1E2 = −qE1E2R
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The vector space V ∗ ⊗ V is self-dual with respect to the pairing φ ⊗
xψ⊗ y = φ yψx. With respect to this pairing, F is canonically iso-
morphic to E!. Therefore, F is a Koszul algebra and
PFt = PE−t−1 = P∧t ◦ PSt (30)
or equivalently,
dimFn =
∑
λn
lλlλ′  (31)
Decompose V ∗ ⊗ V ⊗n (which is identiﬁed with V ∗⊗n⊗ V ⊗n) into simple

op
n ⊗ n-modules (with the action given by τ ⊗ ρ). Notice that, as in the
case of E, Fn and RFn are opn ⊗n-modules. Recall that the operator 
n
also has rank
∑
λn lλlλ′ on V ∗⊗n ⊗ V ⊗n and vanishes on RFn. Comparing
the dimension, we see that RFn is precisely the kernel of 
n. Analogously,
the image of n is ∩n−1i=1RFni . Thus we proved an analog of Theorem 2.4:
Theorem 2.5. The algebra F is a Koszul algebra and can be realized as
Im

 =⊕∞n=0 
n.
The question of when ρEλ is zero can be answered by knowing the
Poincare´ series of SR. More precisely, it is proved that the Poincare´ series
of SR is a rational function having only negative roots and positive pole (as
a complex function). Let r denote the number of poles and let s denote
the number of roots of PSt. We call the pair r s the birank of R. For
example, the birank of the operator Rd in Section 0 is d 0.
Let 9rs denote the set of partitions λ such that λr+1 ≤ s.
Theorem 2.6 [11, Theorem 5.1]. Assume that the operator R has the
birank r s. Then the comodule Vλ = ImρEλ is nonzero if and only if
λ ∈ 9rs.
3. THE QUANTUM SPACES OF HOMOMORPHISMS
The notion of ER as an “endomorphism ring” of a quantum space can be
generalized to the notion of “space of homomorphisms” of two quantum
spaces. Let R and S be Hecke operators on V and W , respectively. We
deﬁne the quadratic algebra M = MSR on W ∗ ⊗ V , whose relation is
RM = s23
(
RSS⊥ ⊗ RSR ⊕ R
∧
S
⊥ ⊗ R∧
R

)
 (32)
where, as usual, RSS = ImS − q, RSR = ImR− q, and so on. We
have
RM = Ims23tS−1 ⊗ Rs23 − id (33)
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As in the previous section, we shall identify the two vector spaces W ∗ ⊗
V ⊗n and W ∗⊗n ⊗ V ⊗n.
The algebra M can be interpreted as the function algebra on the quantum
space of homomorphisms (or quantum hom-space) from the quantum space
associated to R to the one associated to S. Let x1     xm be a basis of V
and let η1     ηn be a basis of W ∗. Then mij = ηi ⊗ xj form a basis of
W ∗ ⊗ V . M is then isomorphic to
mij1 ≤ i ≤ n 1 ≤ j ≤ m/SM1M2 −M1M2R (34)
where M = mij, M1 =M ⊗ idn, M2 = idm ⊗M . M has the following
properties: Let A = a1 a2     an be a point of SS , i.e., A ⊗AR −
q = 0, and let T = tij be a point of MSR, such that ai and tkl commute.
ThenA⊗M is a point of SR, where A⊗Mi =
∑
k ak⊗mki . Analogously,
if B is a point of
∧
S commuting with T , then B ⊗ T is a point of
∧
R.
There is also an interpretation of MSR from the categorical viewpoint.
The bialgebra E can be constructed as the coend of the functor 	 from the
braided monoidal category 
 , generated by one object v and one morphism
τ v⊗2 → v⊗2, into the category of vector spaces, such that 	v = V and
	τ = R (cf. [18, 22]). That is, for any vector space X,
Nat		⊗X ∼= HomEX (35)
where Nat	 denotes the set of natural transformation between func-
tors 	 and , and 	 ⊗ X is the functor that sends w to 	w ⊗ X and
sends f to 	f  ⊗ idX , v ∈ 
 , f ∈ Mor
 . Let us now consider another
functor , with v = W and τ = T . Then we have
Nat	⊗X ∼= HomMSRX (36)
The exterior algebra on the quantum hom-space is deﬁned to be
N = NSR = TW ∗ ⊗ V /Ims23tS ⊗ Rs23 + q · id (37)
The bialgebra ER coacts on M and N from the right. The coaction is
induced from the one on W ∗ ⊗ V  δmij =
∑
k m
i
k ⊗ ekj . Analogously, ES
coacts on M and N from the left, with the coaction induced from δmij =∑
l e
i
l ⊗mlj . Thus, M and N are right EcopS ⊗ ER-comodule algebras.
We show in this section that M and N are Koszul algebras; then we
compute their Poincare´ series and give a second realization. Since NSR =
MS′R, S′ = −qS−1, it is sufﬁcient to study MSR.
As in (18), we have a decomposition of W ∗ ⊗ V ⊗n as an EcopS ⊗ ER −

op
n ⊗ n-bimodule,
W ∗⊗n ⊗ V ⊗n ∼= ⊕
λµn
ImσEλ ⊗ Im ρEµ ⊗ S∗λ ⊗ Sµ (38)
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The subspace RMn of W ∗ ⊗ V ⊗n is an EcopS ⊗ ER-comodule, hence
RMn = ⊕
λµn
RMn ∩ Im σSEλ ⊗ Im ρREµ ⊗ S∗λ ⊗ Sµ
Remark. If the action of tSi ⊗Ri on S∗λ ⊗ Sµ is not zero, then this action
does not depend on S and R. In fact, the action of tSi ⊗ Ri on S∗λ ⊗ Sµ in
this case is the action of Ti ⊗ Ti.
Deﬁne the operators 
SR and SR as in (12) with R = qtS−1 ⊗ R andR = tS ⊗ R, respectively. The corresponding projectors 
SR and SR are
deﬁned similarly. Notice that 
SR = S′R. From the proof of Theorem 2.4
and using the above remark, we have
RMn = Ker nSR
Consider the action of nSR on a module x ⊗ y ⊗ S∗λ ⊗ Sµ, x ∈ σEλ,
y ∈ ρEµ. This has rank 1 if λ = µ and rank 0 otherwise. Therefore, for
kλ = dim Im ρSEλ, lλ = dim Im ρREλ, we have
dimkMn = dimkM⊗n1 /RMn =
∑
λn
lλkλ
Since nSR is a projector, so is the map SR
⊕∞
n=0 nSR, which induces
an isomorphism of algebras M →⊕∞n=0 ImSR. This map is also a homo-
morphism of EcopS ⊗ ER-comodules because each SR is.
The remark above implies that the lattice in S∗λ ⊗ Sµ induced by
RMni ∩ S∗λ ⊗ Sµ, 1 ≤ i ≤ n − 1, is distributive (see [8] for more
details). Consequently, the lattice in W ∗⊗n ⊗ V ⊗n generated by RMni ,
1 ≤ i ≤ n− 1, is distributive; that is, MSR is a Koszul algebra.
Theorem 3.1. Let R = Rq and S = Sq be Hecke operators, where q ∈ ×
is not a root of unity of order greater than 1. Then the algebra MSR is a Koszul
algebra, and its Poincare´ series is given by
PMt = PSRt ◦ PSSt (39)
There is a realization of M as a subspace of TW ∗ ⊗ V : the following is an
isomorphism of ES − ER-bicomodule algebras,
M ∼=
∞⊕
n=0
Im
nSR (40)
where, for each n, as ES − ER-bicomodules,
Mn ∼= ImnSR =
⊕
λn
ImρSEλ∗ ⊗ ImρREλ
Further, we have
ImnSR =
n−1⋂
i=1
RMni  (41)
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4. QUANTUM DETERMINANTAL IDEALS
In commutative algebra, the ideal Ik, generated by the k× k-minors in
the coordinate ring of the varieties Mkmn, is called the determinantal
ideal 0 ≤ k ≤ minmn. This ideal is invariant with respect to a natural
action of the groupG = GLkm×GLkn on Mkmn. It is proved to
be prime; see, e.g., [2]. The variety determined by Ik is called determinantal
variety.
In the quantum setting, we have a coaction of the bialgebra G = EcopS ⊗
ER on the algebra MSR. A subspace (resp. two-sided ideal) in MSR, which
is invariant with respect to the coaction of G, will be called an invariant
subspace (resp. invariant ideal). Let Mλ denote Im τEλ ⊗ ImρEλ. Then
any invariant subspace of M is a direct sum of some Mλλ ∈  ( is the
set of all partitions).
Let us denote by SR the set of partitions λ, such that kλlλ = 0 (see
the previous section). This set can be fully described using Theorem 2.6. In
this section, we show that there is a one–one correspondence between G-
invariant ideals in M and D-ideals in SR. The latter is deﬁned as follows:
a subset J of SR is called a D-ideal if, for any σ ∈ J and any τ ∈ SR,
such that τ ⊃ σ , one has τ ∈ J (cf. [2]). For any subset J of SR, let IJ
denote the subspace
∑
σ∈J Mσ .
We need the following key lemma.
Lemma 4.1. Let λ and µ be partitions, such that all the Littlewood–
Richardson coefﬁcients cγλµ are at most 1. Let Cλµ denote the set of parti-
tions γ such that cγλµ = 1. Then the image of the product of M restricted on
Mλ ⊗Mµ is ICλµ.
Reference for the Littlewood–Richardson coefﬁcients is [17]. The proof
of this lemma will be given at the end of this section.
Notice that for any partition λ λ and 1k satisfy the condition of the
lemma above. In fact, using the Littlewood–Richardson rule, cγ
λ1k is equal
to 1 if and only if γ ⊃ λ and γj − λi ≤ 1, γ − λ = k; otherwise, cγλ1k = 0.
Thus we have
Corollary 4.2. For any partition λ and any integer k Mλ · M1k =
ICλ 1k.
Following [2], we denote by Iσ the ideal in M, generated by Mσ . We have
Theorem 4.3. Iσ =
∑
τ⊃σ Mτ.
Proof. Since Mσ ·M1 = ICσ1 and γ ∈ Cσ1 implies γ ⊃ σ , we have
Iσ ⊂
∑
τ⊃σ Mτ.
Assume τ ⊃ σ and τ = σ  + 1. Then τ ∈ Cλ1. Hence, Mτ appears in
Mσ ·M1, thus Mτ ⊂ Iσ . By induction,
∑
τ⊃σ Mτ ⊂ Iσ .
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For each set J ⊂  , let J denote the smallest D-ideal in  , containing
J. The following facts follow immediately from Theorem 4.3.
Corollary 4.4. (1) The ideal generated by IS for some subset S ⊂ 
is IS.
(2) Iσ ⊃ Iτ if and only if τ ⊃ σ .
(3) Let J ⊂  . Then IJ is an ideal in M if and only if J is a D-ideal
in  .
We now describe the product of determinantal ideals. We need the fol-
lowing order on the set of partitions (cf. [2]). First, we identify a parti-
tion with the diagram it determines. Deﬁne functions βk, k = 1 2     on
the set of diagrams as follows. For a partition σ = σ1 σ2   , βkσ =
σ ′1 +σ ′2 + · · · +σ ′k, where σ ′ is the conjugate partition of σ . In other words,
βkσ is the number of boxes in the ﬁrst k columns of the diagram deter-
mined by σ . We say that τ ≥ σ if for all k, βkτ ≥ βkσ.
Proposition 4.5. Let σ = σ1 σ2    be a partition. Then the product
of ideals Iσi is IDσ ′ , where Dσ ′ is the set of partitions τ such that τ ≥ σ ′ in
the above deﬁned order.
Proof. We use induction. If σ has only one nonzero component, the
claim is obvious. Let σ = σ1 σ2     σr. Denote by σ∗ the partition
σ = σ1 σ2     σr−1. Using the induction assumption, one reduces it to
showing that
IDσ = IDσ∗ · Iσr 
Let Mλ ⊂ IDσ∗ · Iσr . Then λ ∈ Cγ1σr , for some γ ∈ Dσ∗ , by Corollary
4.2. In this case, λ contains γ and satisﬁes λi − γi ≤ 1, λ − γ = σr .
Hence, for any k = 1 2     r − 1, βkλ ≥ βkγ ≥ βkσ∗ = βkσ, and
for k = r, βrλ = βr−1γ + σr ≥ βr−1σ∗ + σr = βrσ. Thus, λ ∈ σ ;
that is, IDσ∗ · Iσr ⊂ IDσ.
To show the converse inclusion, we need the following lemma.
Lemma 4.6. With the above notations, if λ ≥ σ ′, then there exists γ ⊂ λ,
such that λ ≥ σ ′∗ and λ ∈ Cγ1σr .
Proof. Instead of considering partitions λ and σ , we consider their dia-
grams using the same notation. By assumption, the number of boxes in the
ﬁrst k columns of λ is greater than the corresponding number in σ , for
k = 1 2     Let bλ denote the set of boxes lying in the rightmost place
in each row. Thus the number of boxes in bλ is β1λ. Since λ ≥ σ ′,
bλ ≥ b1σ ′ = σ1 ≥ στ. To obtain γ, we remove from λ σr boxes in
bλ. Starting from the lowest one in the rightmost column, we remove all
the boxes bottom up (all these boxes belong to bλ). Then we remove
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those boxes of bλ lying in the second rightmost column in the same way,
and keep doing this further to the left. We remove as many boxes as the
number of boxes in the rightmost column of σ ′, i.e., σr boxes. The diagram
obtained is γ.
To see that γ ≥ σ ′∗, we proceed as follows. Each time we remove a box
from λ, we also remove a box from the rightmost column of σ ′ in the
order bottom up. Thus we have two sequences of diagrams denoted by
λ = λ0, λ1     λσr = γ and σ ′ = σ ′0 σ ′1     σ ′σr = σ ′∗. It is
easy to see that if λt ≥ σ ′t, then λt + 1 ≥ σ ′t + 1. Since λ ≥ σ ′, we
conclude that γ ≥ σ ′∗.
On the other hand, the set Cγ1σr  contains such partitions λ that 0 ≤
τk − γk ≤ 1 and τ − γ = σr . Thus, the construction of γ above also
implies that λ ∈ Cγ1σr . The lemma is therefore proved.
Assume now that λ ∈ Dσ . By Lemma 4.6, there exists γ ⊂ λ such that
γ ≥ σ∗ and λ ∈ Cγ1σr . That is, γ ∈ Dσ∗ and, by Corollary 4.2, Mλ ⊂
IDσ∗′  · Iσr . That is, IDσ ′  ⊂ IDσ∗ · Iσr . The proposition is proved.
The next interesting question is whether the primeness, radicals, preserve
through the correspondence J → IJ. This problem is completely open.
The following property is the only one in this direction that I am able to
prove.
Proposition 4.7. Let J be an invariant ideal in M. Then
√
J is invariant,
too.
We ﬁrst recall the deﬁnition of the radical of a (two-sided) ideal in a
noncommutative ring. An m-system in a ring R is a set of elements such
that, for each two of its elements a b, there exists an element r from the
ring, such that arb belongs to this set. Let I be an ideal. The radical
√
I of
I is deﬁned to be the set of elements s, such that any m-system containing
s intersects nontrivially with I. Reference is [21].
Proof. We have to show that for any element a ∈ √I, the G-invariant
space generated by a also belongs to
√
I. To simplify the discussion, we
introduce the algebra G∗. Recall that G = EopS ⊗ ER is a cosemisimple bial-
begra. Hence its dual is the completion of a direct sum of endomorphism
rings on certain vector spaces
G∗ =⊕
λµ
EndVλµ ∼=
∏
λµ
EndVλµ
where the product on the right-hand side is deﬁned componentwise. Let
πλµ be the projection on the λµ-component. It is obvious that an element f
of G∗ is invertible if and only if πλµf is invertible in EndVλµ, for all λµ.
Let U be the set of invertible elements in G∗. Since invertible elements
in EndVλµ span this vector space, elements of the set U · m span the
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submodule generated by m. Let now m ∈ √I. It is thus sufﬁcient to check
that U ·m ∈ √I. This is an easy consequence of the fact that U consists of
invertible elements and the product onM is G∗-equivariant. The proposition
is proved.
Proof of Lemma 4.1. We use the charaterization of the product of M
given in Theorem 2.4. Thus for a ∈ Mλ, b ∈ Mµ, a · b = l+ma ⊗ b,
where l = λ, m = µ. It is to show that for any given γ ∈ Cλµ, there exist
such a and b, that γa⊗ b = 0. According to the facts that the product
is G-equivariant and that Mσ is a simple G-comodule, the assertion of the
lemma will then follow.
Denote Vλ = ImρEλ. We have an isomorphism of E∗opn ⊗ E∗n ⊗ opn ⊗
n modules (cf. (20))
V ∗⊗n ⊗ V ⊗n ∼= V ∗λ ⊗ Vλ ⊗ S∗λ ⊗ Sµ
For any ﬁxed i and j, 1 ≤ i, j ≤ dλ, we can assume that the sets Emiλ 1 ≤
m ≤ dλ and Ejmλ 1 ≤ m ≤ dλ are bases of S∗λ and Sλ, respectively. In
this setting, an element of Mλ can be represented as a linear combination
of elements of the form v⊗ ∑m Emiλ ⊗ Ejmλ  for some v ∈ V ∗λ ⊗ Vλ, that is,
as a subspace of V ∗λ ⊗ Vλ ⊗ S∗λ ⊗ Sλ,
Mλ = V ∗λ ⊗ Vλ ⊗
(∑
m
Emiλ ⊗ Ejmλ
)

We have, with the assumption on λ and µ,
Vλ ⊗ Vµ ∼=
⊕
σ∈Cλµ
Vσ V
∗
λ ⊗ V ∗µ ∼=
⊕
σ∈Cλµ
V ∗σ  (42)
as El+m-comodules, where the coaction of El+m on the left-hand side is
induced by the product on E, El ⊗ Em → Em+l. Therefore,
Mλ ⊗Mµ =
⊕
ση∈Cλµ
V ∗σ ⊗ Vη⊗
( ∑
mn
Emiλ ⊗ Ejmλ ⊗ Enlµ ⊗ Eknµ
)

so that, for each γ ∈ Cλµ, we can choose v ∈ V ∗λ ⊗ Vλ and w ∈ V ∗µ ⊗ Vµ,
such that the projection πγv⊗w of v⊗w on V ∗γ ⊗ Vγ through the above
isomorphism is not zero. The crucial point here is that the decomposition
(42) is multiplicity-free.
On the other hand, if we embed l ⊗ m into l+m in the standard way,
then Sγ, considered as an l ⊗ m-module, contains Sλ ⊗ Sµ as a simple
submodule. Therefore, the space
V ∗γ ⊗ Vγ⊗
( ∑
mn
Emiλ ⊗ Ejmλ ⊗ Enlµ ⊗ Eknµ
)
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is a subspace of V ∗γ ⊗ Vγ ⊗ S∗γ ⊗ Sγ. The element a⊗ bγ is then
πγv⊗w⊗
( ∑
mn
Emiλ ⊗ Ejmλ ⊗ Enlµ ⊗ Eknµ
)
γ
Here, the element ∑m Emiλ ⊗ Ejmλ  is considered as an element of l+m
by the embedding l ⊗ m → l+m. Thus, it remains to show that (in

op
n ⊗ n) ( ∑
mn
Emiλ ⊗ Ejmλ ⊗ Enlµ ⊗ Eknµ
)
5γ = 0 (43)
Since the sets Ejmλ  1 ≤ m ≤ dλ, for i = i1 and i = i2, can be obtained
from each other by multiplying with Ei1i2λ on the left, (43) does not depend
on i j and k l. That means, if (43) should hold (or fail) for some, i j k l,
it should hold (or fail) for all i j k l. So that, if, on the left-hand side of
(43), we set i = j k = l and sum it up after these indices and show that
this element is not zero, we will be done. Thus, we have to show that(∑
mi
E
m i
λ ⊗ Eimλ ⊗ Enkµ ⊗ Eknµ
)
5γ = 0
or 5λ5µ5γ = 0 , for any γ ∈ Cλµ; here, 5λ and 5µ are considered as
elements of opl+m ⊗ l+m. Let Fλ be the minimal central primitive element
in l, corresponding to λ. Then Fλ is also a central primitive element in

op
l . Hence from the deﬁnition of 5λ and (1), we have
5λ = k−1λ Fλ ⊗ Fλ
( ∑
w∈l
q−lwRw ⊗ Rw−1
)
 (44)
Analogous equalities hold for 5µ and 5γ. Let λ be the set of left coset
representatives of l in l+m, such that lw lt = lwt for w ∈ l t ∈
λ. Then we have, as elements of 
op
l+m ⊗ l+m,
∑
v∈l+m
q−lvRv ⊗ Rv−1 =
( ∑
w∈l
q−lwRw ⊗ Rw−1
)(∑
t∈λ
q−ltRt ⊗ Rt−1
)

According to (44), we have
5λ
∑
w∈l
q−lwRw ⊗ Rw−1 = dλk−1λ Fλ ⊗ Fλ
∑
w∈l
q−lwRw ⊗ Rw−1 
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Therefore,
5λ5γ = 5λ
( ∑
w∈l
q−lwRw ⊗ Rw−1
)(∑
t∈λ
q−ltRt ⊗ Rt−1
)
Fγ ⊗ Fγ
= dλk−1λ Fλ ⊗ Fλ
( ∑
w∈l
q−lwRw ⊗ Rw−1
)
×
(∑
t∈λ
q−ltRt ⊗ Rt−1
)
Fγ ⊗ Fγ
= dλk−1λ Fλ ⊗ FλFγ ⊗ Fγ
∑
w∈l+m
q−lwRw ⊗ Rw−1 
Thus, it is led to show that FλFµFγ = 0. This is obvious by the assumption
that γ ∈ Cλµ. The lemma is therefore proved.
5. INVARIANT THEORY
Let mn t be positive integers. The group GLt acts on the variety
Mm t ×Mt n in the following way:
gAB=Ag−1gB g∈GLt A∈Mmt B∈Mtn (45)
This action induces an action of GLt on the coordinate ring onMm t×
Mt n, which is a polynomial ring in mt + tn variables. The classical
invariant theory studies the ideal of polynomials, which are invariant under
this action. Let µ be the natural morphism of afﬁne varieties Mm t ×
Mt n →Mmn AB #→ AB, inducing a morphism of algebras
µ∗ Mmn −→ Mm t ×Mt n ∼= Mm t ⊗ Mt n
Let mik (resp. n
i
j p
j
k) be the standard generators of Mmn (resp.
Mm tMt n), such that µ∗ is given by
µ∗mik =
∑
k
nij ⊗ pjk
The ﬁrst and the second fundamental theorems for general linear groups
state that
(1) Any invariant polynomial on Mm t ×Mt n can be obtained
by composing a polynomial on Mmn with µ, or, equivalently, the ideal
of invariant polynomials is precisely Imµ∗. Thus, it is the quotient of
Mmn by Kerµ∗.
(2) The ideal Kerµ∗ in Mmn is generated by the minors of
rank t + 1 × t + 1, i.e., it is the ideal It+1.
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In this section, we formulate and prove a quantum analog of the above
theorems for arbitrary Hecke operators SR, and T , acting on UV , and
W , respectively. Thus Mm t (resp. Mt nMmnGLt) will be
replaced by MRS (resp. MTRMTS , HR). Here, HR is a Hopf algebra asso-
ciated to R. The left action in (45) is replaced by a right coaction of HR
on MTR ⊗ MRS . The set of polynomials on Mm t ×Mt n, invariant
with the action of GLt, now corresponds to the set of coinvariants of the
coaction δRST , i.e., the set of x ∈ MTR ⊗MRS such that δRST x = x⊗ 1.
In the quantum case, there are (at least) two ways to deﬁne the action of
the Hopf algebra HR on the algebra MRS , which coincide when the Hecke
operators reduce to the ordinary ﬂip operators. Therefore, there are (at
least) two versions of the fundamental theorems, depending on the way
we deﬁne the coaction and on the way we deﬁne the algebra structure on
MTR⊗MRS . In Subsection 5.1, we deﬁne an algebra structure on MTR⊗MRS
in a usual way and choose an appropriate coaction of HR on it. In this
setting, MTR is an HR-comodule algebra, and MRS is an HR-comodule but
not a comodule algebra. Another setting is considered in Subsection 5.2, in
which we modify MRS so that it becomes an HR-comodule algebra (in fact,
R is replaced by R̂). The algebra structure on MTR ⊗MR̂S is also modiﬁed,
making the new algerba an HR-comodule algebra.
5.1. Fundamental Theorems for Quantum Groups of Type A,
the First Version
In formulating the fundamental theorems for quantum groups of type A,
we need to introduce the multiplication map µ∗ and the coaction of the
quantum group HR.
We ﬁrst deﬁne the morphism µ∗. The linear map
θ1 = id⊗ dbV ⊗ id W ∗ ⊗U −→ W ∗ ⊗ V ⊗ V ∗ ⊗U
−→ TW ∗ ⊗ V  ⊗ TV ∗ ⊗U
induces an algebra morphism
θ TW ∗ ⊗U −→ TW ∗ ⊗ V  ⊗ TV ∗ ⊗U
Note that TW ∗ ⊗ V  ⊗ TV ∗ ⊗ U is the tensor product of the algebras
TW ∗ ⊗ V  and TV ∗ ⊗U; that is, elements of TW ∗ ⊗ V  commute with
elements of TV ∗ ⊗U. In other words, we identify the two vector spaces
W ∗ ⊗ V ⊗ V ∗ ⊗U⊗n ∼= W ∗ ⊗ V ⊗n ⊗ V ∗ ⊗U⊗n (46)
by means of the usual ﬂip operator (that changes orders of tensor compo-
nents). The restriction of θ on the nth component is then the nth tensor
power of θ1, taking into account the above identiﬁcation.
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Fix bases of UVW and then deﬁne their dual bases on U∗ V ∗W ∗.
These bases deﬁne bases for W ∗ ⊗ UW ∗ ⊗ V V ∗ ⊗ U , which will be
denoted by M = mikN = nij L = ljk, respectively. For convenience,
we shall omit all tensor signs when describing an element of the alge-
bra TW ∗ ⊗ V  ⊗ TV ∗ ⊗ U. Then we have θM = NL. Since in the
algebra TW ∗ ⊗ V  ⊗ TV ∗ ⊗ U, the entries of N and L commute, i.e.,
L1N2 = N2L1, where L1 = L⊗ id L2 = id⊗ L, we have
θM1M2 = NL1NL2 = N1N2L1L2
Notice that MN1 =M1N1 MN2 =M2N2 .
Combining θ with the quotient map TW ∗ ⊗ V  ⊗ TV ∗ ⊗U → MTR ⊗
MRS , we obtain an algebra morphism
θ¯ TW ∗ ⊗U −→ MTR ⊗MRS
On MTR ⊗MRS , we have
T NL1NL2 = TN1N2L1L2 = N1N2RL1L2
= N1N2L1L2S = NL1NL2S
Thus, θ¯TM1M2 −M1M2S = 0. Hence, it factorizes to a morphism
µ∗ MTS −→ MTR ⊗MRS
Next, we deﬁne the coaction of the Hopf algebra HR. The Hopf algebra
HR is by deﬁnition the Hopf envelope of the bialgebra ER [19]; that is, there
exists uniquely a bialgebra morphism i ER → HR such that any bialgebra
morphism f  ER → H to a Hopf algebra H factorizes uniquely through as
a composition of i and a Hopf algebra morphism j HR → H f = j · i. The
Hopf envelope of any bialgebras exists; hence, we can deﬁne HR for any
Hecke operators R. If R satisﬁes the Yang–Baxter equation (so for example,
when R is a Hecke operator), it is known that ER is a coquasi-triangular
bialgebra [14, 16]. However, in general, the coquasi-triangular structure on
ER cannot be extended on HR.
We shall assume that R is a Hecke symmetry, which means that the
operator R# = evV ⊗ idV⊗V ∗idV ∗ ⊗R⊗ idV ∗idV ∗⊗V ⊗dbV  V ∗ ⊗ V →
V ⊗ V ∗ is invertible. This condition provides that the coquasi-triangular
structure on ER can be extended on HR, the antipode on HR is bijective
[13, 22], and the map i is injective [12, Thm. 2.3.5].
By means of the injective bialgebra morphims i, we identify ER with a
sub-bialgebra of HR. Each (simple) ER-comodule becomes then a (simple)
HR-comudule. Further, since the antipode of HR is an anti-homomorphism
of (co)algebras, a left (resp. right) ER-comodule becomes a right (left) HR
by composing the coaction with the antipode. In particular, since V ⊗n∗
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is a left ER-comodule, it is a right HR-comodule. The coaction is explicitly
given as follows. Let xidi=1 be a basis of V and let ξidi=1 be the dual basis
for V ∗. Then eji = ξj ⊗ xidi j=1 form a multiplicative matrix in ER and the
left coaction of ER on V ∗ is λV ∗ξi =
∑
k e
i
k ⊗ ξk. The right coaction of
HR on V ⊗n∗ is then
δξi1 ⊗ · · · ⊗ ξin = ∑
k1kn
ξk1 ⊗ · · · ⊗ ξkn ⊗  ej1k1 · · · e
jn
kn
 (47)
where  denotes the antipode.
Since  is injective, we also have
EndHRV ⊗n∗ = EREndV ⊗n∗
In particular, tRw are endomorphisms of right HR-comodules, for all
w ∈ n. Therefore, MRS is a right HR-subcomodule of TV ∗ ⊗ U. Notice
that TV ∗ ⊗U, and hence MRS , is not an HR-comodule algebra. The rea-
son is that the usual isomorphism V ∗⊗n ⊗ V ∗⊗m → V ∗⊗m+n is not an HR-
comodule morphism.
We are now ready to formulate a quantum analog of the ﬁrst and the
second fundamental theorems for general linear groups.
Theorem 5.1. Let S T be Hecke operators and let R be a Hecke sym-
metry with the parameter q not a root of unity of order greater than 1. Let
δRST be the coaction of HR on MTR ⊗MRS , which is the tensor product of the
coactions of HR on MTR and MRS given above. Then:
(1) The set of coinvariants in MTR ⊗MRS with respect to the coaction
δRST is precisely Imµ∗.
(2) The kernel of µ∗ in MTS is the ideal Ir + 1s+1, where r s
is the birank of S.
Proof. From Section 2, we know that MTS decomposes into a direct sum
of EcopT ⊗ ES-comodules and MTR ⊗MRS decomposes into a direct sum of
EcopT ⊗ ER ⊗ EcopR ⊗ ES-comodules:
MTS ∼=
⊕
λ W
∗
λ ⊗Uλ
MTR ⊗MRS ∼=
⊕
λµ W
∗
λ ⊗ Vλ ⊗ V ∗µ ⊗Uµ (48)
On the other hand, Vλ ⊗ V ∗µ is a comodule over HR and thus MTR ⊗MRS
can be considered as an EcopT ⊗ HR ⊗ ES-comodule. Consider the trivial
coaction of HR on MTS , i.e., consider MTS as a direct sum of copies of ,
which is an HR-comodule by means of the unit element δ1 = 1 ⊗ 1HR .
Lemma 5.2. With the coaction of HR described above, µ∗ is a morphism
of EcopT ⊗ HR ⊗ ES-comodules; the restriction of µ∗ on W ∗λ ⊗Uλ can be given
by the map dbVλ :
µ∗W ∗λ ⊗Uλ = id⊗ dbVλ ⊗ id W ∗λ ⊗Uλ −→ W ∗λ ⊗ Vλ ⊗ V ∗λ ⊗Uλ
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Assume that Lemma 5.2 is true. Since the map dbVλ   → Vλ ⊗ V ∗λ
is injective unless Vλ = 0, the restriction of µ on W ∗λ ⊗ Uλ is injective
unless Vλ = 0. This implies that Kerµ∗ is the set
⊕
λ Vλ=0W
∗
λ ⊗Uλ, which is
precisely the set
⊕
λ⊂r+1s+1W
∗
λ ⊗Uλ = Ir + 1s+1, by Theorem 2.6.
The ﬁrst claim of Theorem 5.1 is proved.
Since Vλ is simple over HR,
HomHR Vλ ⊗ V ∗λ  = HomHRVλ Vλ = 
Therefore, the image of dbVλ is the subspace of HR-invariants in Vλ ⊗ V ∗λ .
Consequently, the set of invariants in W ∗λ ⊗ Vλ ⊗ V ∗λ ⊗ Uλ is the image of
W ∗λ ⊗Uλ. On the other hand, if λ = µ, then
HomHR Vλ ⊗ V ∗µ  = HomHRVλ Vµ = 0
Hence, for λ = µ, the comodule W ∗λ ⊗ Vλ ⊗ V ∗µ ⊗ Uµ does not contain
nonzero invariants. Taking the direct sum for all λ, we prove the second
claim of Theorem 5.1.
Proof of Lemma 5.2. Recall that the map θ is given in terms of the
inclusion W ∗ ⊗ U → TW ∗ ⊗ V  ⊗ TV ∗ ⊗ U, which in its order is given
by the map dbV . The restriction of θ on W ∗ ⊗U⊗n is
θn W ∗⊗n ⊗U⊗n ∼= W ∗ ⊗U⊗n
θ⊗n1−→W ∗ ⊗ V ⊗ V ∗ ⊗U⊗n
∼= W ∗⊗n ⊗ V ⊗n ⊗ V ∗⊗n ⊗U⊗n
Hence
θn = idV ∗⊗n ⊗ dbV ⊗n ⊗ idU⊗n  W ∗⊗n ⊗U⊗n
−→ W ∗⊗n ⊗ V ⊗n ⊗ V ∗⊗n ⊗U⊗n
Thus, it is easy to see that θ is a morphism of EcopT ⊗ ES-comodules. On
the other hand, with respect to the coaction of HR on V ⊗n∗ given in
(47), dbV ⊗n is an HR-comodule morphism. Therefore, θn is a morphism of
EcopT ⊗ HR ⊗ ES-comodules.
The restriction of θn on W
∗
λ ⊗Uµ is then the map
W ∗λ ⊗Uµ −→ W ∗λ ⊗ V ⊗n ⊗ V ∗⊗n ⊗Uµ ∼=
⊕
γ
W ∗λ ⊗ Vγ ⊗ V ∗γ ⊗Uµ
The map µ∗ is obtained by passing to quotients. According to Theorem 2.4,
we can identify MTS with a subspace of TW ∗ ⊗ U such that the quotient
map TW ∗ ⊗U → MTS is given by the sum  of the projectors n. Thus
µ∗ can be considered as the composition TR ⊗RSθTS . Therefore, the
restriction of µ∗ on W ∗λ ⊗Uλ is the map
id⊗ dbVλ ⊗ id W ∗λ ⊗Uλ −→ W ∗λ ⊗ Vλ ⊗ V ∗λ ⊗Uλ
Since the map dbVλ is a morphism of HR-comodules, the above map is a
morphism of EcopT ⊗HR⊗ES-comodules. Lemma 5.2 is therefore proved.
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5.2. Fundamental Theorems for Quantum Groups of Type A,
the Second Version
Since R is a Hecke symmetry, HR is a coquasi-triangular Hopf algebra;
i.e., the category of HR-comodules is braided (see, e.g., [14, Chapter XI]).
We can modify the structure above so that the morphism µ∗ is an HR-
comodule algebra morphism. To do it, we identify the two vector spaces
in (46) by means of an HR-comodule isomorphism ωV ∗V  V ∗ ⊗ V → V ⊗
V ∗ ξi ⊗ xj #→ xkξlR−1
ik
jl . More precisely, in deﬁning an isomorphism from
W ∗ ⊗ V ⊗ V ∗ ⊗U⊗n to W ∗ ⊗ V ⊗n ⊗ V ∗ ⊗U⊗n, whenever we have to
interchange V ∗ and V we shall use the comodule isomorphism ωV ∗V above.
We therefore modify the algebra structure on TW ∗ ⊗ V  ⊗ TV ∗ ⊗ U,
replacing the commuting relation of N and P by the relation
L1N2 = N2R−1PL1 (49)
where P is the matrix of the usual ﬂip operator x⊗ y → y ⊗ x, with respect
to the basis x1 x2     xd, and P
ij
kl = δilδjk. Let ωn denote the isomorphism
from V ⊗ V ∗⊗n → V ⊗n ⊗ V ∗⊗n obtained by using ωV ∗V , so, for example,
ω1 = idω2 = id⊗ωV ∗V ⊗ id.
Since the algebra structure on TW ∗ ⊗ V  ⊗ TV ∗ ⊗U is modiﬁed, the
map θ should also be modiﬁed. The restriction of θ on W ∗ ⊗U⊗n is now
θn W ∗ ⊗U⊗n
θ⊗n1−→W ∗ ⊗ V ⊗ V ∗ ⊗U⊗n
ωn−→W ∗⊗n ⊗ V ⊗n ⊗ V ∗⊗n ⊗U⊗n
If we identify W ∗ ⊗ U⊗n with W ∗⊗n ⊗ U⊗n, then we can consider θn as
a morphism
θn=idV ∗⊗n⊗ωndb⊗nV ⊗ idU⊗n  W ∗⊗n⊗U⊗n−→W ∗⊗n⊗V ⊗n⊗V ∗⊗n⊗U⊗n
Thus, if we deﬁne the coaction of HR on V ∗⊗n in such a way that this comod-
ule is isomorphic to V ∗⊗n as HR-comodules, then ωndb⊗nV is a comodule
morphism and hence so is θn. Explicitly, the coaction is given by
δξi1 ⊗ ξi2 ⊗ · · · ⊗ ξin = ∑
k1k2kn
ξk1 ⊗ ξk2 ⊗ · · · ⊗ ξkn ⊗  ei1k1
× ei2k2 · · · e
in
kn

Note that with respect to these coactions, the operators R̂ww ∈ n,
where R̂ = PRP , are comodule endomorphisms of V ∗⊗n. Hence the
quotient MR̂S of TV ∗ ⊗ U is a comodule over HR. Further, since the
usual identiﬁcation V ∗⊗m ⊗ V ∗⊗n → V ∗⊗m+n is a morphism of
HR-comodules, MR̂S is an HR-comodule algebra.
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On the other hand, we can check that θ factorizes to an algebra morphism
µ∗m MST −→ MSR ⊗m MR̂T 
where in MSR ⊗m MR̂T , N and L commute by the rule in (49). Indeed, on
MSR ⊗m MR̂T , we have
T NL1NL2 = TN1N2R−1PL1L2
= N1N2RR−1PL1L2
= N1N2R−1PR̂L1L2
= N1N2R−1PL1L2S
= NL1NL2S
Thus, we obtain a coaction of HR on MSR ⊗m MR̂T , for which the mor-
phism µ∗m is an E
cop
T ⊗ HR ⊗ ES-comodule morphism.
Although we have modiﬁed the algebra structure on MSR ⊗m MR̂T , this
does not affect the decomposition (48). That is, we still have an isomor-
phism of EcopT ⊗ HR ⊗ ES-comodules
MTR ⊗m MRS ∼=
⊕
λµ
W ∗λ ⊗ Vλ ⊗ V ∗µ ⊗Uµ
Therefore, an analog of Lemma 5.2 can be easily obtained, whence one
gets an analog of Theorem 5.1.
Theorem 5.3. Let S T be Hecke operators and let R be a Hecke symme-
try. Then µ∗m is an HR-comodule algebra morphism:
(1) The set of coinvariants in MTR ⊗m MRS with respect to the coaction
δRTS is precisely Im µ∗m.
(2) The kernel of µ∗m in MTS is the ideal Ir + 1s+1, where r s
is the birank of T .
Proof. It remains to check that MSR⊗m MR̂T is an HR-comodule algebra.
In fact, what we have done above is to deﬁne an algebra structure on the
tensor product of two HR-comodule algebras MTR and MR̂S (see, e.g., [18]).
Namely, the isomorphism ωV ∗V gives rise to an HR-comodule isomorphism
MR̂S ⊗ MTR → MTR ⊗m MR̂S . It follows from the standard argument that
MTR ⊗m MR̂S is an HR-comodule algebra.
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6. EXAMPLE: STANDARD QUANTUM GENERAL
LINEAR GROUPS
The notion of quantum determinantal ideals presented here does not
seem to have relationship with any quantum determinants. In fact, for an
arbitrary Hecke operator, we are not able to deﬁne any quantum determi-
nant. However, in the case of the standard R-matrix (see Subsection 1.2),
the quantum minors are deﬁnable, and our notion of quantum determinan-
tal ideals can be given in terms of these quantum minors. The quantum
determinantal ideals associated to the standard quantum matrix of type A
were studied by Goodearl, Lenagan, and Rigal in [5, 6], where the prime-
ness was particularly proved. Here we show that in the case of the stan-
dard R-matrix, our notion of quantum determinant ideal coincides with the
notion given by Goodearl and Lenagan.
Recall that the standard R-matrix of type An−1 has, with respect to a
certain basis x1 x2     xn, the form
Rklnij =
q2 − q2εij
1+ q2εij δ
kl
ij +
qεij q2 + 1
1+ q2εij δ
lk
ij 
1 ≤ i j k l ≤ n εij = signj − i
The Hecke equation for Rn is Rn − q2Rn + 1 = 0. The quantum
exterior algebra
∧
Rn
is the factor algebra of the noncommutative alge-
bra x1 x2     xn by the relations xixj = −qxjxi for i ≤ j; it can be
realized as a subalgebra of x1 x2     xn spanned by q-symmetrized
tensors
xi1
∧
xi2
∧ · · ·∧xik = ∑
σ∈k
−qlσxi1σ ⊗ xi2σ ⊗ · · · ⊗ xikσ
for any sequence i1 < i2 < · · · < ik of elements from 1 2     n, for
k = 1 2     n. In particular, ∧Rnk is spanned by xi1 ∧xi2 ∧ · · ·∧xik .
Analogously, assume that
∧
Rmk
has a basis consisting of q-antisymmetrized
tensors yj1
∧
yj2
∧ · · ·∧ yjk , for any sequence j1 < j2 < · · · < jk of
elements from 1 2    m, for k = 1 2    m. Then the space
∧Rmk∗ = Im τk E1k is canonically spanned by the set
ξi1
∧
ξi2
∧ · · ·∧ ξik = ∑
σ∈k
−q−lσξi1σ ⊗ ξi2σ ⊗ · · · ⊗ ξikσ
where ξ1 ξ2     xim is the dual basis to y1 y2     ym.
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Denote eji = ξi ⊗ xi. Then the algebra MRmRn can be considered as a
subspace of e11     emn  spanned by the elements
e
j1j2···jk
i1i2···ik =
∑
στ∈k
−qlσ
−qlσ e
j1τ
i1σ
⊗ ej2τi2σ ⊗ · · · ⊗ e
jkτ
ikσ
= k! ∑
σ∈k
−qlσej1i1σ ⊗ e
j2
i2σ
⊗ · · · ⊗ ejkikσ 
The element
∑
σ∈k−qlσe
j1
i1σ
⊗ ej2i2σ ⊗ · · · ⊗ e
jk
ikσ
is precisely the quan-
tum determinant of the submatrix of Z = eji formed on rows i1 i2     ik
and columns j1 j2     jk.
The fundamental theorems for standard quantum groups were proved
by Goodearl, Lenagan, and Rigal in [5, Theorem 2.5] and [6, Theorem
4.5]. We would like to mention that the setting of these theorems is slightly
different from our setting here, namely, in deﬁning the coaction of the
quantum group and the algebra structure. In the language of our paper,
the algebra structure of MTR ⊗ MRS considered in [5, 6] is the ordinary
algebra structure i.e., as in the setting of Subsection 5.1. The coaction of
HR on MRS considered in [5, 6] corresponds, however, to the coaction given
in Subsection 5.2. One can do that because, for standard deformation, we
have R̂n = PRnP = Rn.
7. EXAMPLE: THE STANDARD QUANTUM GENERAL
LINEAR SUPERGROUPS
There are two main differences between the coalgebras GLn
and GLmn. First, as a coalgebra, GLn is cosemisimple while
GLmn is not. Second, the determinant is a polynomial function
while the super determinant is not. Looking at the more general construc-
tion of quantum groups of type A, we see that the quantum determinant
is determined in terms of the quantum exterior algebra, which should
be ﬁnite dimensional. Thus, if a Hecke operator R produces a ﬁnite-
dimensional quantum exterior algebra, we call the corresponding bialgebra
ER a quantum semigroup of type An, where n is the degree of the Poincare´
series of the quantum exterior albegra. In this case, R is called an even
Hecke operator. It may happen that the quantum symmetric algebra has
ﬁnite dimension; in this case R is called an odd Hecke operator [7, 12]. A
typical non-even and non-odd Hecke operator is the ﬂip operator in super
geometry. Hence it is natural to suggest non-even non-odd Hecke oper-
ators deﬁne analogies of the general linear supergroups. It is then also
natural to consider them as oprators in the category of vector superspaces.
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It turns out, however, that the basis category does not play a great role.
That is, it does not matter whether or not we consider R as an operator
in the category of vector superspaces and deﬁne ER as a superbialgebra;
many properties of ER remain unchanged. In other words, many properties
of ER depend only on the intrinsic properties of R.
For example, let Rd be the standard matrix considered in the previous
section. If we assume that some of the basis vectors x1 x2     xd have odd
parity and the others have even parity, thus, V is a vector superspace, then
R is an operator in the category of vector superspaces. In this category, the
associated bialgebra ER is deﬁned differently but it remains cosemisimple.
On the other hand, if we take a ﬂip operator on a strict vector superspace
and consider it as an operator in the category of (non-super) vector spaces,
the associated bialgebra ER remains non-cosemisimple.
All results in this paper hold in the category of vector superspaces. In
fact, all that we have to do in the category of vector superspaces is to
replace the ordinary ﬂip operator by its super counterpart, i.e., to insert
signs at some places.
Let now Rrs denote the super analog of the standard R-matrices of type
A. Explicitly, with respect to some homogeneous basis x1 x2     xd d =
r + s, where xˆi = 0¯ if i ≤ r and 1¯ if i ≥ r + 1, the operator Rrs has the form
Rklrsij =
q2 − q2εij
1+ q2εij δ
kl
ij + iˆjˆ
qεij q2 + 1
1+ q2εij δ
lk
ij 
1 ≤ i j k l ≤ n = r + s εij = signj − i
where iˆ denotes the parity of xi. Then Rrs is a Hecke symmetry of birank
r s. The associated super bialgebra ER and Hopf algebra HR are called the
function algebras on the standard quantum super semigroup Mqrs and
the standard quantum supergroup GLqrs, respectivley; see, e.g., [10, 20].
Theorem 5.1 applied to this case gives us the fundamental theorems for
standard quantum supergroups.
Theorem 7.1. Let Mqmn rs denote the super bialgebra MRrnRrs
and let GLqmn denote the Hopf superalgebra HRmn . Let µ∗ be the alge-
bra morphism Mqmn uv → Mqmn rs ⊗Mqrs uv induced from
the map
eij −→
r+s∑
k=1
eik ⊗ ekj 
where eijm+n u+vi=1 j=1 is the standard generator of Mqmn uv; similarly, nik
and pkj are generators for Mqmn rs and Mqrs uv. Assume that q is
not a root of unity of order greater than 1. Then:
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(1) The set of coinvariants of Mqmn rs ⊗Mqrs uv with respect
to the coaction of GLqrs is precisely Imµ∗,
(2) The kernel of µ∗ in Mqmn uv is the ideal Is + 1r+1 =∑
σu+1≥v+1 Iσ .
Setting q = 1 in the above theorem, we obtain the fundamental theorems
for general linear super groups. These theorems can be formulated in the
classical way. Let µ denote the multiplication of supermatrices
µ Mmn rs ×Mrs uv −→Mmn rs
Then µ induces a morphism µ∗
Mmn rs −→ Mmn rs ×Mrs uv
∼= Mmn rs ⊗ Mrs uv
Consider the natural action of GLrs on Mmn rs × Mrs uv
AB #→ Ag−1 gB, which induces a natural coaction of GLrs on the
function algebra on Mmn rs × Mrs uv.
Theorem 7.2. We have:
(1) A polynomial in Mmn rs × Mrs uv, invariant with
the action of GLrs, can be obtained by composing a polynomial in
Mmn uv with µ.
(2) The kernel of µ∗ is the ideal Is + 1r+1.
Remark. Except for the case n = s = v = 0, the ideal Is + 1r+1
is not a determinantal ideal. It is an interesting problem to describe this
ideal more explicitly.
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