Abstract. Assuming the Riemann Hypothesis, we obtain asymptotic formulas for the average number representations of an even integer as the sum of two primes. We use the method of Bhowmik and SchlagePuchta and refine their results slightly to obtain a more recent result of Languasco and Zaccagnini, and a new result on a smoother average.
Introduction
The Goldbach conjecture asserts that every even integer greater than 2 is equal to the sum of two primes. At present there is no proof of this conjecture in sight. Letting g 2 (n) denote the number of representations of the positive integer n as a sum of two primes, then Hardy and Littlewood conjectured that for even n
as n → ∞.
Here S(n) is a well-known arithmetic function called the singular series that plays no role in this paper, although we note that S(n) = 0 if n is odd, and S(n) > 1 if n is even. Thus we expect that there are many ways to represent a large even number as sums of two primes. An easier question is to examine the average number of representations of an even number as a sum of two primes. In 1900 Landau [13] proved that (This observation is due to Hardy and Littlewood [9] [10].) In 1991 A. Fujii [2] [3] [4] refined (1.2) considerably and showed that there is a second order term which depends on the zeros of the Riemann zeta-function. As usual in this field, Fujii worked with a weighted sum for the number of Goldbach representations which also includes powers of prime. Let
Then Fujii proved that, assuming the Riemann Hypothesis,
where
From work of Granville [7] [8] the question arose of finding the true size of the error term E 2 (x). This question was almost completely solved by Bhowmik and Schlage-Puchta [1] who proved on RH that
and also unconditionally that E 2 (x) = Ω(x log log x). This lower bound arises from proving that there exist n for which r 2 (n) > cn log log n so that an indivivual term in the average already makes a contribution of this size. 1 More recently Languasco and Zaccagnini [14] have made several contributions to this problem. On RH they improved the error bound to
They also recognized that the secondary term arises naturally from the error in the prime number theorem. In [15] Languasco and Zaccagnini introduced a Cesàro weight into the counting formula and proved the remarkable unconditional formula, for N ≥ 2, 6) where k > 1 is a real number. Here the sums are absolutely convergent for k > 1 2 , and it is reasonable to expect for this formula to hold with possibly a larger error term in this range. Thus the oscillation in E 2 (x) (under RH) largely disappears when r 2 (n) is counted with a Cesàro weight with k > 1.
Results
In this paper we follow the method of Bhowmik-Schlage-Puchta with one modification. This allows us to obtain the same result as Languasco and Zaccagnini.
Theorem 1 (Languasco Zaccagnini). Assuming the Riemann Hypothesis, we have
Next, we show that if one takes the Cesàro average with k = 1 then we obtain an error term that corresponds to what (1.6) would imply on RH if one could take k = 1 in that result.
Theorem 2.
Assuming the Riemann Hypothesis, we have
A result of this type was mentioned in [14] .
The Main Terms in the Asymptotic Expansion
Let Λ 0 (n) = Λ(n) − 1, where Λ(n) is the von Mangoldt function defined by Λ(n) = log p if n = p m , p a prime, m ≥ 1 an integer, and Λ(n) = 0 otherwise. We always take n and N to be positive integers. Our sums always start at 1 unless specified otherwise. Consider the generating function
Letting ψ(x) = n≤x Λ(n), then the prime number theorem takes the form ψ(x) ∼ x as x → ∞, and
We can recover r 2 (n) from R(n, x) when n ≤ x, since
and by (3.4) we have obtained the following result.
Lemma 1. We have, for any x ≥ N ,
For an unweighted average we use
so that in Lemma 1 we take t(n) = 1 for 1 ≤ n ≤ N and t(n) = 0 otherwise.
where ζ(s) is the Riemann zeta-function and the sum is over the complex zeros ρ of ζ(s).
Proof. To prove (3.9), we use the function (3.10)
which by Theorem 28 of [12] or 12.1.1, Exercise 6 of [18] has the explicit formula, for x ≥ 1,
where the sum is over the zeros of the Riemann zeta-function and is absolutely convergent. From (3.5) we have
and substituting the explicit formula for ψ 1 (x) proves (3.9).
We will also smooth with the Cesàro weight by using the Fejér kernel
From Lemma 1 we now obtain the following result.
Lemma 3. We have
(3.13)
Proof. The main terms here arise from
and (3.13) follows on substituting (3.11).
Gallagher's Lemma
Gallagher introduced an important estimate for exponential sums. Let
and, for h > 0,
Then an easy calculation and Plancherel's theorem gives the identity (4.1)
Since sin x x is positive and decreasing for 0 < x < π, we have
which is one form of Gallagher's lemma.
In our applications we have that µ is an integer, and thus letting
c n e(nα), where 
which is the inequality we need for Theorem 1. For Theorem 2 we take h = H where H is a positive integer, and since S(α + 1) = S(α), we see that
see Example 10.7 of [16] , we conclude by (3.12) that
This last result, which we use in Theorem 2, can be checked directly without using Plancherel's theorem.
Bhowmik and Schlage-Puchta's estimate
We take S(α) = S 0 (x, α) in (4.3) so that c n = Λ 0 (n) for 1 ≤ n ≤ x and c n = 0 otherwise. Thus we have, for 1 ≤ h ≤ x,
so that on substituting this into the integrals above and using the inequality (A + B) 2 ≤ 2A 2 + 2B 2 , we obtain the following result of Bhowmik and Schlage-Puchta.
Lemma 4 (Bhowmik and Schlage-Puchta). We have, for 1 ≤ h ≤ x,
and
Estimates for Primes on RH
We see in Lemma 1 from either (3.7) or (3.8) that there isn't actually any dependence on x aside from the condition x ≥ N . We can remove this dependence explicitly by averaging over x in either formula. Define an expected value function by
It is immediate that the following result holds.
Lemma 5. We have
Thus we are free to estimate this integral with the average value of S 0 (α, x) 2 if we choose.
Lemma 6. Assuming the Riemann Hypothesis, we have
For 1 ≤ h ≤ x, we have
and for 1 ≤ h ≤ N ,
The estimates (6.3) and (6.5) are sharp, while (6.4) can be improved assuming a pair correlation conjecture. The term K(x, h) depends partly on the error in the prime number theorem from primes up to x, and we obtain an improved estimate here by averaging over x.
The estimate (6.3) is due to Cramér, see Theorem 13.5 of [18] . J(x, y) has been much studied since Selberg [20] first introduced it. The estimate we state is due to Saffari and Vaughan, for a proof see [6] . For the last estimate, note the right-hand side is
on using (6.3).
Proof of Theorems 1 and 2
Combining the last two lemmas, we obtain the following estimate.
Lemma 7.
Assuming the Riemann Hypothesis, we have for 1 ≤ h ≤ N ,
Proof of Theorem 1. By Lemma 1 and 2 it suffices to show that by Lemma 7. We split the rest of the integration range into dyadic segments, a typical one is
by Lemma 7. Because there are O (log N ) such k, we obtain (7.2).
Proof of Theorem 2. By (3.12), (5.1) and Lemma 4 we have The result now follows from Lemma 3.
