We study a symmetric diffusion X on R d in divergence form in a stationary and ergodic environment, with measurable unbounded and degenerate coefficients a ω . The diffusion is formally associated with L ω u = ∇ · (a ω ∇u), and we make sense of it through Dirichlet forms theory. We prove for X a quenched invariance principle, under some moment conditions on the environment; the key tool is the sublinearity of the corrector obtained by Moser's iteration scheme.
Description of the Main Result
We are interested in the study of reversible diffusions in a random environment. Namely, we are given an infinitesimal generator L ω in divergence form
where a ω (x) is a symmetric d-dimensional matrix depending on a parameter ω which describes a random realization of the environment. We model the environment as a probability space (Ω, G, µ) on which a measurable group of transformations {τ x } x∈R d is defined. One may think of τ x ω as a translation of the environment ω ∈ Ω in the direction x ∈ R d . The random field {a ω (x)} x∈R d will then be constructed simply taking a random variable a : Ω → R d×d and defining a ω (x) := a(τ x ω), we will often use the notation a(x; ω) for a ω (x) as well. We assume that the random environment (Ω, G, µ), {τ x } x∈R d is stationary and ergodic.
It is well known that when x → a ω (x) is bounded and uniformly elliptic, uniformly in ω, then a quenched invariance principle holds for the diffusion process X ω t associated with L ω . This means that, for µ-almost all ω ∈ Ω, the scaled process X ε,ω t := εX ω t/ε 2 converges in distribution to a Brownian motion with a non-trivial covariance structure as ε goes to zero; this is known as diffusive limit. See for example the classic result of Papanicolau and Varadhan [15] where the coefficients are assumed to be differentiable, and [14] for measurable coefficients and more general operators.
Recently, a lot of effort has been put into extending this result beyond the uniform elliptic case. For example [5] consider a non-symmetric situation with uniformly elliptic symmetric part and unbounded antisymmetric part and the recent paper [2] proves an invariance principle for divergence form operators Lu = e V ∇ · (e −V ∇ ) where V is periodic and measurable. They only assume that e V +e −V is locally integrable. For what concerns ergodic and stationary environment a recent result has been achieved in the case of random walk in random environment in [1] . In this work moments of order greater than one are needed to get an invariance principle in the diffusive limit; this last work and the techniques therein are the main inspiration for our paper.
The aim of our work is to prove a quenched invariance principle for an operator L ω of the form (1.1) with a random field a ω (x) which is ergodic, stationary and possibly unbounded and degenerate. Denote by a : Ω → R d×d the G-measurable random variable which describes the field through a ω (x) = a(τ x ω). We assume that a is symmetric and that there exist Λ, λ, G-measurable, positive and finite, such that:
(a.1) for all ω ∈ Ω and ξ ∈ R d λ(ω)|ξ| 2 ≤ a(ω)ξ, ξ ≤ Λ(ω)|ξ| 2 ;
(a.2) there exist p, q ∈ [1, ∞] satisfying 1/p + 1/q < 2/d such that
(a.3) as functions of x, λ −1 (τ x ω), Λ(τ x ω) ∈ L ∞ loc (R d ) for µ-almost all ω ∈ Ω. Since a ω (x) is meant to model a random field, it is not natural to assume its differentiability in x ∈ R d . Accordingly, the operator defined in (1.1) does not make any sense, and the techniques coming from Stochastic differential equations and Itô calculus are not very helpful neither in constructing the diffusion process, nor in performing the relevant computation.
The theory of Dirichlet forms is the right tool to approach the problem of constructing a diffusion. Instead of the operator L ω we shall consider the bilinear form obtained by L ω , formally integrating by parts, namely
for a proper class of functions u, v ∈ F ω ⊂ L 2 (R d , dx), more precisely F ω is the closure of
It is a classical result of Fukushima [7] that it is possible to associate to (1.2) a diffusion process X ω as soon as (λ ω ) −1 and Λ ω are locally integrable. As a drawback, the process cannot in general start from every x ∈ R d , and the set of exceptional points may depend on the realization of the environment. Assumption (a.3) is designed to address this issue. We will prove that assumption (a.2) and ergodicity of the environment is enough to grant that the process X ω starting from any x ∈ R d does not explode for almost all realization of the environment. Remark 1.1. Moment conditions on the environment are a very natural assumption in order to achieve a quenched invariance principle, indeed at least the first moment of Λ and λ −1 is required to obtain the result. As a counterexample one can consider a periodic environment, namely the d-dimensional torus T d , and the following generator in divergence form
where ϕ :
If we look for example to d = 2, then the radial part of the process associated to L, for the radius less than one, will be a Bessel process with parameter δ = 0 which is known to have a trap in the origin.
Once the diffusion process X ω is constructed, the standard approach to diffusive limit theorems consists in showing the weak compactness of the rescaled process and in the identification of the limit. In the case of bounded and uniformly elliptic coefficients the compactness is readily obtained by the Aronson-Nash estimates for the heat kernel. In order to identify the limit, we use the standard technique used in [5] , [11] and [14] ; namely, we decompose the process X ε t into a martingale part, called the harmonic coordinates and a fluctuation part, called the correctors. The martingale part is supposed to capture the long time asymptotic of X ε t , and will characterize the diffusive limit.
The challenging part is to show that the correctors are uniformly small for almost all realization of the environment, this is attained generalizing Moser's arguments [13] to get a maximal inequality for positive subsolutions of uniformly elliptic, divergence form equations. In this sense the relation 1/p + 1/q < 2/d is designed to let the Moser's iteration scheme working. This integrability assumption firstly appeared in [4] in order to extend the results of De Giorgi and Nash to degenerate elliptic equations. A similar condition was also recently exploited in [19] to obtain estimates of Nash -Aronson type for solutions to degenerate parabolic equations. They look to a parabolic generator of the form Lu = ∂ t u − e −V ∇ · (e V ∇u), with the assumption that sup r≥1 |r| −d |x|≤r e pV + e −qV dx < ∞. We want to stress out that condition (a.3) is not needed to prove the sublinearity of the corrector, nor his existence, we used it only to have a more regular density of the semigroup associated to X ω and avoid some technicalities due to exceptional sets in the framework of Dirichlet form theory.
Once the correctors are showed to be sublinear, the standard invariance principle for martingales gives the desired result.
exist and are deterministic constants.
(ii) Denote by W t a standard Brownian motion. For µ-almost all ω ∈ Ω, the family of processes X ω,ε
A summary of the paper is the following. In Section 2 we develop a priori estimates for solutions to elliptic equations, following Moser's scheme. In this section the random environment plays no role, and accordingly we have deterministic inequalities in a fairly general framework. Also, we construct a minimal diffusion process associated to the deterministic version of (1.2) and we discuss its properties.
In Section 3 we apply the results obtained in Section 2 to construct a diffusion process for almost all ω ∈ Ω, we define the environment process, and we show how to use it in order to prove that the diffusion is non-explosive.
In Section 4 we prove the existence of the harmonic coordinates and of the corrector. In particular we prove that we can decompose our process in the sum of a martingale part, of which we can compute exactly the quadratic variation, and a fluctuation part.
In Section 5 we use the results of the previous Sections in order to prove the sublinearity of the correctors and, given that, Theorem 1.1.
2 Sobolev's inequality and Moser's iteration scheme
Notation and Basic Definitions
In this section we forget about the random environment. With a slight abuse of notation we will note with a(x), λ(x) and Λ(x) the deterministic versions of a(τ x ω), λ(τ x ω) and Λ(τ x ω).
We are given a symmetric matrix a :
Remark 2.1. By means of the ergodic theorem, (a.1) and (a.2) imply that the function x → a(τ x ω) satisfies (b.1) and (b.2) for µ-almost all ω ∈ Ω.
is designed in such a way that the Sobolev's conjugate of 2q/(q + 1) in R d , which is given by
satisfies ρ(q, d) > 2p * , which implies that the Sobolev space W 1,2q/(q+1) (B) is compactly embedded in L 2p * (B), see for example Chapter 7 in [8] .
Since the generator given in (1.1) is not well defined, in order to construct a process formally associated to it, we must exploit Dirichlet forms theory. We shall here present some basic definitions coming from the Dirichlet forms theory; for a complete treatment on the subject see [7] .
Let X be a locally compact metric separable space, and m a positive Radon measure on X such that supp[m] = X. Consider the Hilbert space L 2 (X, m) with scalar product ·, · . We call a symmetric form, a non-negative definite bilinear form E defined on a dense subset
is a pre-Hilbert space with inner product E β . If D(E) is complete with respect to E β , then E is said to be closed.
We say that the Dirichlet form (E, D(E)) on L 2 (X, m) is regular if there is a subset H of D(E) ∩ C 0 (X) dense in D(E) with respect to E 1 and dense in C 0 (X) with respect to the uniform norm. H is called a core for D(E).
We say that the Dirichlet form (E, D(E)) is local if for all u, v ∈ D(E) with disjoint compact support E(u, v) = 0. E is said strongly local if u, v ∈ D(E) with compact support and v constant on a neighborhood of supp u implies E(u, v) = 0.
) with respect to E 1 . If u ∈ F θ , then u are weakly differentiable with derivatives in L 1 loc (R d ) and E(u, u) takes the form (2.2) with ∂ i u, i = 1, ..., d being the weak derivative of u in direction i. Observe that (E, F θ ) is a strongly local regular Dirichlet form, having C ∞ 0 (R d ) as a core. In the case that θ ≡ 1 we will simply write F. The general theory of Dirichlet forms [7, Theorem 7.2.2] allows to construct a diffusion process M θ :=(X θ t , P θ x , ζ θ ), starting for almost all x ∈ R d , associated to (E, F θ ). Since we shall work with random media, the set of exceptional points may depend on the particular realization of the environment. In Section 2.4 we shall construct a diffusion process starting for all x ∈ R d at the price of local boundedness of the coefficients.
Fix a ball B ⊂ R d and consider E as defined in (2.2) but on L 2 (B, θdx), and with domain
We denote by (E, F θ B ) the closure, which also in this case is a strongly local regular Dirichlet form.
Sobolev's inequalities
Let us introduce some notation. Let B ⊂ R d be an open bounded set. For a function u : B → R and r ≥ 1 we note
In the next proposition it is enough to assume the local integrability of Λ and the q-local integrability of λ −1 .
Proposition 2.1 (local Sobolev inequality). Fix a ball
Proof. We start proving (2.3) for u ∈ C ∞ 0 (B). Since ρ as defined in (2.1) is the Sobolev conjugate of 2q/(q + 1) in R d , by the classical Sobolev's inequality there exists C sob > 0 depending only on
where it is clear that we are integrating over B. By Hölder's inequality and (b.1) we can estimate the right hand side as follows
which leads to (2.3) for u ∈ C ∞ 0 (B). By approximation, the inequality is easily extended to u ∈ F B .
Proposition 2.2 (local weighted Sobolev inequality). Fix a ball
Proof. The proof easily follows from Hölder's inequality 
Cutoffs. Since we want to get apriori estimates for solutions to elliptic partial differential equations in the spirit of the classical theory, we will need to work with functions that are locally in F or F Λ and with cutoffs.
In view of these notations, for u, v ∈ F θ loc we define the bilinear form
Hence ηf n is Cauchy in L 2 (B, Λdx) with respect to E + ·, · Λ , which implies that ηu ∈ F Λ B = F B . If u ∈ F loc the proof is similar, and one has only to observe that {f n } is Cauchy in W 2q/(q+1) (B), which by Sobolev's embedding theorem implies that {f n } is Cauchy in L 2 (B, Λdx). 
and
Proof. We prove only (2.6), being (2.7) analogous. Take u ∈ F loc ∪ F Λ loc , by Lemma 2.1, ηu ∈ F B , therefore we can apply (2.3) and get
To get (2.6) we compute ∇(ηu) = u∇η + η∇u and we easily estimate
Maximal inequality for Poisson's equation
Let f : R d → R be some function with essentially bounded weak derivatives. We say that u ∈ F loc is a solution (subsolution or supersolution) of the Poisson equation, if
Given a positive subsolution u ∈ F loc of (2.8), we would like to test for ϕ = u 2α−1 η 2 with α > 1 and η a cutoff function in B. The aim is to get a priori estimates for u. One must be careful with powers of the function u. Indeed, in general u 2α−1 is not a weakly differentiable function, and therefore it is not clear that ϕ ∈ F. The following Lemma is needed to address such a problem
Proof. The result follows observing that G(u)/L G is a normal contraction of u ∈ F, and by standard Dirichlet form theory, see [7, Ch. 1] for details.
Proof. We can assume u ∈ F 2B since we shall look only inside B and u ∈ F loc . We build here a function G to be a prototype for a power function. Let G : (0, ∞) → (0, ∞) be a piecewise C 1 function such that G ′ (s) is bounded by a constant say C > 0. Assume also that G has a nonnegative, non-decreasing derivative G ′ (x) and
Let η be a cutoff in B as above. Then, we have by Lemma 2.2 and Lemma 2.1 that
In particular, ϕ is a proper test function. In order to lighten the notation we denote
Consider first the left hand side and observe that
moving everything on the right hand side of (2.10), and taking the absolute value, we have
The first term is estimated using G ε (u) ≤ u + G ′ ε (u) and by Cauchy Schwartz inequality. (We use also the fact that u + ∇u = u + ∇u + ).
The second term, after using Leibniz rule, is controlled by
whose terms can be estimated by
and by
Putting everything together in (2.11) we end up with the estimate
which finally gives, up to a universal constant c > 0,
At this point, it is important to observe that H ε (u) ∈ F so that we can apply the Sobolev's inequality (2.6) with cut-off function η, namely
Concatenating the two inequalities yields
Finally it is time to fix a H, G as power-like function. Namely we take, for α > 1
which corresponds in taking
2α−1 x 2α−1 .Therefore, letting N → ∞, and using the monotone convergence theorem, we obtain
Taking the limit as ε → 0 and averaging over balls we get
By Jensen's inequality it holds
therefore we can rewrite and get the desired result
Finally, absorbing the mixed product in the two squares we obtain (2.9).
Clearly the same result holds, with the same constant, also for supersolutions with u + replaced by u − . It is then clear that we can get the same type of inequality for solutions to (2.8) . This is the content of the next corollary.
Corollary 2.1. Let u ∈ F loc be a solution of (2.8) in B. Let η ∈ C ∞ 0 (B) be a cut-off function. Then there exists a constant C 1 > 0 such that for all α ≥ 1
Proof. The proof is trivial, since u is both a subsolution and a supersolution of (2.8). Moreover, u = u + − u − and u + r ∨ u − r ≤ u r .
Theorem 2.1. Fix a point x 0 ∈ R d and R > 0. Denote by B(R) the ball of center x 0 and radius R. Suppose that u is a solution in B(R) of (2.8), and assume that |∇f | ≤ c f /R. Then for any p, q ∈ (1, ∞] such that
Proof. We are going to apply inequality (2.12) iteratively. For fixed 1/2 ≤ σ ′ < σ ≤ 1, and
It is immediate that σ k − σ k+1 = 2 −k+1 (σ − σ ′ ) and that σ 1 = σ, furthermore σ k ↓ σ ′ . We have already observed that ρ > 2p * , where p * is the Hölder's conjugate of p. Set
Finally consider a cutoff η k which is identically 1 on B(σ k+1 R) and
An application of Corollary 2.1 and of the relation α k ρ = 2α k+1 p * , yields
We can iterate the inequality above and stop at k = 1, so that we get
Observe that κ :
for some K and all j ≥ 1. Hence, taking the limit as j → ∞, gives the inequality
γ k ≤ 1 and the above inequality can be written as
which is the desired inequality.
The previous inequality can be improved. This is what the next Corollary is about. For the proof we follow the argument of [17] [Theorem 2.2.3]. Corollary 2.2. Suppose that u satisfies the assumptions of Theorem 2.1. Then, for all α ∈ (0, ∞) and for any 1/2 ≤ σ ′ < σ < 1 there exist
Proof. From inequality (2.13) we get
hence, the result follows immediately for α > ρ by means of Jensen's inequality. For α ∈ (0, ρ) we use again an iteration argument. Consider
with θ = α/ρ. An application of inequality (2.13) gives
where c is a constant that can be taken greater than one.
By iteration from k = 1 up to i > 1, via similar computations as the Theorem 2.1, we get
where β i → 0 as i → ∞. which gives the desired result taking the limit as i → ∞. In particular we get γ ′ = γθ/(1 − γ + γθ).
Existence of the Minimal Diffusion
In the context of diffusions in random environment we would like to be able to fix a common starting position for almost all realizations of the environment, or alternatively to start the process from all possible positions x ∈ R d . To achieve this aim we assume the following:
Recall that the resolvent G B,θ α restricted to B of a diffusion process
When θ ≡ 1 we will drop it from the notation. 
to be the set of continuous functions vanishing at the boundary. Then, there exists a unique standard diffusion process M θ :=(X θ t , P θ x , ζ θ ), x ∈ R d whose resolvent G
B,θ α
restricted to any open bounded set B satisfies G
Proof. For a proof see for example [10] , [12] , [18] .
We will consider from now on only the process M θ constructed in Theorem 2.2. Fix a ball B ⊂ R d and consider the semigroup associated to the process above killed when exiting from B, then its semigroup is given by
By Theorem 2.2 and Hille-Yoshida's Theorem, P B,θ t C ∞ (B) ⊂ C ∞ (B). Such a property turns out to be very handy to remove all the ambiguities about exceptional sets and to construct a transition kernel p B,θ t (x, y) for P B,θ t which is jointly continuous in x, y. This is the content of the next Theorem whose proof is a slight variation of [3, Theorem 2.1] since we assume to have a Feller semigroup.
for all f ∈ L 1 (B, m) and t > 0 and some lower semicontinuous function M (t) on (0, ∞). Then there exists a positive symmetric kernel p t (x, y) defined on (0, ∞) × B × B such that
(ii) for every t, s > 0 and x, y ∈ B p t+s (x, y) =
(iii) p t (x, y) ≤ M (t) for every t > 0 and x, y ∈ B, (iv) for every fixed t > 0, p t (x, y) is jointly continuous in x, y ∈ B.
We see that if we choose m(dx) = θ(x)dx and we assume (b.1), (b.2), (b.3) we immediately get the existence of a transition kernel p B,θ t (x, y) for the semigroup P B,θ t , jointly continuous in x, y ∈ B. Indeed assumption (2.15) is easily satisfied by (b.3). In the next proposition we prove the existence of a transition kernel p θ t (x, y) for the semigroup P θ t of M θ by a localization argument.
Consider the semigroup P θ t associated to the minimal diffusion M θ . Then, there exists a transition kernel
Moreover, for all t > 0 and x, y ∈ R d p B R ,θ t (x, y) ր p θ t (x, y) R → ∞ being the limit increasing in R.
Proof. The proof comes from the the fact that for all balls B ⊂ R d the semigroup P B,θ t satisfies (2.15), which means that P θ t is locally ultracontractive and from Theorem 2.12 of [9] .
As a further consequence of assumption (b.3), more precisely from the fact that λ is locally bounded from below we can prove that M θ is an irreducible process. 
Proof. It follows immediately from Corollary 4.6.4. in [7] .
In the next theorem we clarify the relation between M and M θ , namely we show that they are one the time change of the other. 
Proof. According to Theorem 6.2.1 of [7] ,P t f (x) = P θ t f (x) coincide for almost all x ∈ R d and t > 0.
There is a natural time change θ : R d → R ≥0 which makes the process M θ conservative. Namely we pick θ ≡ Λ. The condition we give will be suitable in the setting of Ergodic environment, and in particular, is a consequence of (b.2).
Proposition 2.7. Assume that lim sup
Then the process M Λ is conservative.
Proof. The proof is an application of Theorem 5.7.3 of [7] .
Diffusions in Random Environment

Construction of the Process in Random Environment
By a stationary and ergodic random environment (Ω, G, µ, {τ x } R d ), we mean a probability space (Ω, G, µ) on which is defined a group of transformations {τ x } x∈R d acting on Ω such that
We are interested in the diffusion process associated to
where a ω ij (x) satisfies (a.1), (a.2) and (a.3) of Section 1. We have already observed that these assumptions imply (b.1), (b.2) and (b.3) of Section 2, for µ-almost all ω ∈ Ω. In particular we have the existence of two minimal diffusion processes, M ω = (X ω for all t ≥ 0, x, y ∈ B and z ∈ R d .
Proof. We prove property (3.1) only for the semigroup Q B,ω t , being the other equivalent. It is known in [7] that the resolvent G B,ω α is uniquely determined by the following equation
. On the other hand
Moving from the resolvent to the semigroup we get the relation
for all f ∈ C ∞ (B). The equality is true for all x ∈ B and for all z ∈ R d by the Feller property, µ-almost surely. Finally it is easy to derive the equality for the transition kernel and get
for all z ∈ R d , and almost all x, y ∈ B, µ-almost surely. Using the joint continuity of q B,ω t (x, y) in x and y (cf. (iv) Theorem 2.3) we get (3.2) for all z ∈ R d , x, y ∈ B, µ-almost surely.
Lemma 3.2 (Translation Property
for all t ≥ 0 and x, y, z ∈ R d
Proof. It follows from the previous lemma, passing to the limit. Namely, take an increasing sequence of balls B n ↑ R d , then we have
Environment Process
We shall first construct the environment process for
, since we know that it is conservative µ-almost surely by Proposition 2.7. From this construction and the Ergodic theorem we will prove that also the process M ω is conservative µ-almost surely.
For a fixed ω ∈ Ω, we define a stochastic motion on Ω by
whereω is a point of the sample space of the diffusion M Λ,ω . The process η ω t under the measure Q ω x is Ω valued and it is known as the environment process. First, we describe the semigroup associated to η ω t under Q ω 0 . Take any positive and bounded G-measurable function f : Ω → R and observe that
Proposition 3.1. {Q t } t≥0 defines a symmetric strongly continuous semigroup on L 2 (Ω, Λdµ), the process t → η ω t is ergodic with respect to µ.
Proof. The proof of the contractivity, the symmetry and the strong continuity of {Q t } t≥0 on L 2 (Ω, Λdµ) follows from the stationarity of the environment and by (3.3), it is standard and can be found in [14] , [20] . The proof ot the ergodicity of the process t → η ω t with respect to Λdµ can also be found in [14] and it is based on the irreducibility of the process Y ω t , which was proven in Proposition 2.6.
We have just constructed a process t → η ω t which is stationary and ergodic with respect to the measure Λdµ, hence the following proposition is true.
Proposition 3.2 (Ergodic Theorem
Proof. In order to have the result stated, observe that the measure Q 
coincide; in the first equality we used the stationarity of the environment. The fact that the limiting relation hold Q ω 0 (·)dµ-almost surely follows immediately from Proposition 3.1, then the result follows.
We use Proposition 3.2 to control the explosion time of the process M = (X ω t , P ω x , ζ ω ) in terms of the time changed process M Λ . Indeed consider the time change
and define the processŶ ω t = Y ω τt . We know, by Theorem 2.4 thatŶ ω t is a version of X ω t . It is not difficult to see that the explosion time ofŶ ω t equals
for µ-almost all ω ∈ Ω. It follows thatŶ ω t is conservative for almost all starting points x ∈ R d , µ-almost surely. This, together with Theorem 2.4 leads to the following result.
, be the minimal diffusion constructed in section 3.1. Then such a diffusion is conservative.
Proof. By Theorem 2.4, P ω t 1(x) =P ω t 1(x) = 1 for almost all x ∈ R d , and since M ω is our minimal diffusion, then P ω t 1(x) = 1 for all x ∈ R d . We can pass from almost all to all x ∈ R d since the minimal diffusion satisfies property (4.2.9) in [7] , namely P ω t (x, dy) is absolutely continuous with respect to the Lebesgue measure for each t > 0 and each x ∈ R d (see Theorem 4.5.4 in [7] ).
From now on we will completely forget about the time changed process. Following the construction in this section it is possible to obtain an environment process for the minimal diffusion M ω = (X ω t , P ω x ), namely the process t → τ X ω t ω =: ψ ω t , with semigroup P t , which is precisely given by
Proposition 3.3. {P t } t≥0 defines a symmetric strongly continuous semigroup on L 2 (Ω, dµ), and t → ψ ω t is ergodic with respect to µ.
Proof. Analogous to Proposition 3.1.
Corrector and Harmonic coordinates
4.1 Space L 2 (a) and Weyl's decomposition.
Fix a stationary and ergodic random medium (Ω, G, µ, τ x ). In this section we rely only on assumption (a.1) and
In order to construct the corrector, we introduce the following space
Such a space is clearly a pre-Hilbert space with the scalar product
In particular L 2 (a) is an Hilbert space. Notice that as a consequence of (a.1),
The group {τ x } R d on Ω defines a group of strongly continuous unitary operators [20, Chapter 7] . Therefore,
where the limit is taken in L 2 (Ω, µ). Denote by D(D i ) the domain of D i . We shall consider the following class of smooth functions
It can be proved that if v ∈ C,
We define the space of potential L 2 pot to be the closure of {∇v|v ∈ C} in L 2 (a).
pot . Then U satisfies the following properties
Proof. In both cases the proof follows simply by considering functions of the type ∇f such that f ∈ C. Then conclude by density. Let start with (i).
We now prove (ii). Consider again f ∈ C. Then x → f (x; ω) is infinitely many times differentiable, µ-almost surely. Integrating by parts we get
finally switch the partials and conclude
pot take approximations and use the fact that
Weyl's decomposition. Since L 2 (a) is an Hilbert space and L 2 pot is by construction a closed subspace, we can write
We want to decompose the bounded functions {π k } d 1 , where π k is the unit vector in the kth-
By definition of orthogonal projection we have
Remark 4.1. By definition of L 2 pot and orthogonal projection it follows in particular that
Then the matrix {d ij } i,j is positive definite.
Proof. Take any ξ ∈ R d , then
pot is the orthogonal projection of the function π ξ : ω → ξ, and π ξ ∈ L 2 (a), we have
we end up with a basic one dimensional problem. We want to know the projection of 1 ∈ L 2 (Ω, λdµ) on the closure of {D 1 ϕ|ϕ ∈ C} in L 2 (Ω, λdµ). This is easily given by
and U ⊥ λ −1 as can be easily verified. Therefore (4.2) equals
At this point we build the corrector starting from the functions U k ∈ L 2 pot . For k = 1, ..., d we define the corrector to be the function χ k :
It is not hard to prove that χ k is well defined, and taking expectation it follows that E µ [χ k (x, ω)] = 0. The key result about the corrector is listed here below
Proof. Let η ∈ C ∞ 0 (R d ) be any test function and calculate
By changing the order of integration and applying the change of variables y = tx we get
Next observe that for j = i,
which together with property (ii) of Lemma 4.1 gives.
Finally, observe that for y = 0
This ends the proof since it follows that (4.3)
One may think that the set of ω for which (4.3) holds, depends on η. Since C ∞ 0 (R d ) is separable we can remove such ambiguity considering a countable dense subset {η n } n∈N of C ∞ 0 (R d ).
So far we did not need more than the first moment for λ −1 and Λ. To get more regularity and exploit the power of Sobolev's embedding theorems, we shall now assume (a.2), namely, for
Such an assumption has the following consequence. Proposition 4.3. Assume (a.1) and (a.2), then the corrector χ k (·, ω) ∈ F ω loc for µ-almost all ω ∈ Ω.
Proof. By construction, there exists {f
with respect to E ω 1 , for any cut-off η and µ-almost surely, which by definition proves χ k (·, ω) ∈ F ω loc . Indeed
where the last integral goes to zero by g n → χ k in W 1,2q/(q+1) (B), and by means of the Sobolev's embedding theorem W 1,2q/(q+1) (B) ֒→ L 2p * (B).
Harmonic coordinates and Poisson equation
Now that we have the corrector we want to construct a weak solution to the Poisson equation L ω u = 0 for µ-almost all ω. Consider, for k = 1, ..., d, the harmonic coordinates to be the functions
The next proposition justifies the name harmonic coordinates.
Proof. We have to prove that µ-almost surely, for all ϕ ∈ C ∞ 0 (R d )
By construction of the corrector, the stationarity of the environment and the fact that T x C = C, we have that
and integrate against it, we get that for all f ∈ C
this ends the proof. To be precise, one should observe that
Remark 4.2. Observe that we didn't use the neither (a.2) nor (a.3) in the construction of the harmonic coordinates.
Remark 4.3. If we define y k ε (x, ω) := εy k (x/ε, ω), then an application of the ergodic theorem yields
which in view of (a.2) and the Sobolev's embedding theorem implies that
where both limits hold µ-almost surely.
Martingales and Harmonic coordinates
We will assume as usual (a.1), (a.2) and (a.3).
In a situation where L ω = ∇ · (a ω ∇ ) is well defined and associated to the process X ω t , the fact that L ω y(x, ω) = 0, would imply that y(X ω t , ω) is a martingale by Itô's formula. In our case we lack the regularity to use the theory coming from stochastic differential equations and we must rely on Dirichlet Forms technique. We know that y k (x, ω) is E ω -harmonic, which in a weaker sense, is analogous to say that y k is L ω -harmonic.
We will use the following theorem due to Fukushima, we state a slightly different version of Theorem 3.1 in [6] , in order not to introduce the notion of Capacity.
which we can rewrite as f (x, ω) = 2 q(x, ω)λ, λ , with Proof. Above.
Proof of the Invariance Principle
In Section 4 we constructed the function χ, y : R d ×Ω → R d in such a way that we can decompose the process X ω as X Proof. It is enough to show that for any η ∈ C ∞ 0 (B R ) we have
Indeed the above property implies the weak convergence y k ε ⇀ x k in L 2 (B R ). This gives the strong convergence in L 2p * (B R ), because W 1,2q/(q+1) (B R ) is compactly embedded in L 2p * (B R ) and the sequence {y ε } ε>0 is bounded in W 1,2q/(q+1) (B R ) by (4.5).
Since ∂ j y k (x; ω) = δ jk − U k j (τ x ω) and E µ [U k j ] = 0, the ergodic theorem implies that for each δ > 0 arbitrary, µ-almost surely, there exists ε(ω) > 0 such that for all ε, s > 0 with s > ε/ε(ω) 
