Abstract
Introduction
As mobile and wearable computing devices have become popular, a number of character input interfaces have been developed. The keyboard interface is mainly used in notebook personal computers (PCs), while an on-line handwriting interface is preferable to the keyboard interface in personal digital assistants (PDAs). There have been several handwriting input methods proposed for European alphabets, for example, single-box writing interface for unistroke characters [2] , multi-box writing interface for multi-stroke characters, Treadmill interface [8] , and write-anywhere interface [10] . For Japanese and Chinese on-line character recognition, it is common to employ the multi-box writ-
Figure 1. Examples of overlaid handwritings.
The numbers in the brackets denote the numbers of characters contained in the image.
ing interface, where users write each character in each box one after another. The merit of employing the multi-box interface is that character segmentation is not needed and as a result, isolated-character recognition techniques can be applied rather than using continuous character recognition techniques [6] . Since most of the Japanese and Chinese characters are multi-stroke, the multi-box writing interface is a good compromise between the character recognition accuracies and usabilities.
If we imagine much smaller devices than PDAs, such as cellular phones or a small touch-pad attached to human bodies for wearable computing, the multi-box writing interface is no longer of use due to the very limited writing space. Since the writing area is small enough to write only a single character at once, it is identical to the single-box writing interface. Furthermore, in order to achieve a userfriendly interface, it would be preferable that users need not provide the interface with information of end of character explicitly by a pause or a time out between entries. Assuming that users write characters continuously without pauses on a single-box writing area, images of the input characters would be overlaid with each other as are shown in Fig. 1 . We call the handwritings written in this style 'overlaid handwritings'.
Problems arise when the overlaid-handwriting interface is designed. For example, (i) the segmentation problem, and (ii) the echo back problem. The segmentation problem is that the boundaries between characters are not explicitly given, which forces the system to devise a special function of estimating the character boundaries explicitly or implicitly. The echo back problem occurs mostly when touchenabled LCD display is used. Since the images of input characters are overlaid with each other on the LCD display, it becomes difficult for the user to see what characters he / she is actually writing.
In the present study, we focus on the first problem, i.e. the segmentation problem in the overlaid handwriting recognition, and postpone the second problem, because the second problem can be easily solved by putting a short life time on each stroke echoed back.
This paper is organized with four sections. The next section describes the proposed method of overlaid handwriting recognition, and section three reports experimental evaluation. The final section is the conclusions.
Overlaid-Handwriting Recognition
The crucial difficulty in overlaid-handwriting recognition comes from the fact that boundaries between characters and boundaries between character components are not given explicitly to the recognition engines. From a technical point of view, the overlaid-handwriting recognition is a special case of continuous character recognition in which users write characters continuously. In contrast to the conventional continuous character recognition problem, location information of line segments does not help very much in the proposed framework.
The outline of the proposed system is shown in Fig. 2 . The system basically consists of a feature extractor, substroke models (HMMs), a hierarchical dictionary, a statistical language model, and a decoder that finds the most likely candidate sequence of characters.
Input Features
In the present study, pen position´Ü Ýµ, which is given by an input device, is used as the primary information. Let 
Recognition
As was noted previously, explicit character boundaries of input text are not given to the recognition engine; the recognition task is regarded as a continuous character recognition problem. Let Ï Ḯ ½ Ï ¾ Ï AE µ be a candidate character sequence and Ç Ó ½ Ó ¾ Ó Ì µ be the observation feature vector sequence. As the Bayes' theorem says, the recognition problem of finding the most likely character
Here we calculate È´Ç Ïµ and È´Ïµ by using "substroke HMMs" with a hierarchical dictionary, and a stochastic language model, respectively.
Substroke HMMs
Unlike the English alphabet, there are more than ten thousand characters in the Japanese alphabet including Kanji and Kana. Because of this, it is not practical to model each character by an HMM so that the number of HMMs is identical to the number of distinct characters. Since Kanji characters have hierarchical structures and same components are shared between numbers of characters, a much smaller unit than a whole character can be chosen as the model unit. In the present study, substroke, that is the smallest unit of Kanji characters, has been chosen as the model unit [3] .
Depending on the directions, lengths, and pen-up/down movements of substrokes, we define 25 substrokes of eight directions as shown in Fig. 3 : eight long strokes (A-H), eight short strokes (a-h), eight pen-up movements (1-8) and one pen-up-down movement (0). The substrokes are modeled by left-to-right continuous observation density HMMs as are shown in Fig. 4 . A three-state HMM is employed for each pen-down substroke to model the changes in substroke velocity, while a one-state HMM without self-loop transition probability is used for each pen-up substroke to model the displacement vector. Apart from the 25 substroke HMMs, an inter-character model is needed for the overlaid handwriting recognition. The inter-character model models the pen-up movement between the last pen-down stroke of the preceding character and the first pen-down stroke of the succeeding character. Even though the inter-character model would depend a lot on the characters concerned, the simplest model, i.e. the one-state HMM is employed, and it is named pen-up movement '9'. Let : The initial state probability distributions. The observation probability distribution is modeled by an Å-mixture of Gaussian distributions:
where Ñ is the mean vector, ¦ Ñ is the covariance matrix, and Ñ is the weighting coefficient (branching factor).
Here, each Gaussian distribution is periodic with a ¾ cycle with respect to the direction feature´ µ.
In recognition, when an observation sequence Ç is given, the probability È´Ç Ïµ of a candidate character sequence Ï can be calculated by an HMM which is comprised of the substroke HMMs according to the hierarchical dictionary described in the next section. Assuming that the HMM corresponding to Ï is a concatenation of substroke HMMs and its sequence is denoted as 
Hierarchical Dictionary
The hierarchical dictionary provides the decoder with the information of how each character consists of the substrokes. The decoder processes an input pattern by referring to the character's substroke sequence expanded from the hierarchical structure dictionary [3] . For example, the definition of the character " " is 'a 6 A', which represents two pen-down strokes 'a' and 'A' connected with pen-up model '6' in standard stroke order. Similarly, " " is 'A f 0 G d 4 A' and " " is 'g 5 g 3 A f 6 A f 0 G d 4 A', where " " is a partial structure of " " and they have a common substroke sequence.
According to the description in the dictionary, the decoder concatenates the substroke HMMs and generates a 'character HMM' corresponding to each candidate character.
Language Model
As a simple stochastic language model, a character bigram model is employed in the present study. Using the bigram model, the probability È´Ïµ is given as
where the unigram probability È´Ï ½ µ is assumed to be independent from characters.
Network Search
In order to achieve fast and efficient search in recognition, network search strategy is employed. As is depicted in the Finding the optimal character sequence defined in (1) is implemented as a network search problem of finding the best path that maximizes the log likelihood defined as Ä´Ï Çµ ÐÓ È´Ç Ïµ · Ä Ï ÐÓ È´Ïµ · AE Á È (6) where Ä Ï is a weighting coefficient for the bigram language model, and Á È is the character insertion penalty. The One-pass beam search algorithm [7] , which works timeframe synchronously, is used here so that temporal recognition results are obtained as the input goes on.
Training
The Viterbi training algorithm [1] is employed to train the substroke model with a set of training samples Ç so that È´Ç µ is maximized with respect to the model parameters: mean vectors , covariance matrices ¦ , branching factors . It should be noted that the substroke-level labeling is not available for the training samples, i.e. the training samples are not segmented into the sequence of substrokes. Furthermore, sample sequences of overlaid-handwritings are not segmented into the characters but only the character transcription is available.
For such insufficient training sample problems, the Viterbi-based embedded training (concatenated training) is employed to train the substroke HMMs. The inter-character pen-up model '9' is also trained in the same manner. (set-A), 30 people (set-B) 
Experiments
The proposed method was evaluated through the recognition performance experiments.
Experimental Conditions
Overlaid-handwriting samples were collected from 35 people under the condition that they wrote given texts in arbitrary stroke orders using a stylus pen tablet (Wacom intuous i-400). The database ('set-A') consists of 578 Japanese texts whose character length is between 2 and 8.
Since the character recognition system used in this study does not take any measures against different stroke order problem 1 , recognition performance deteriorates when users write characters in different stroke order from the one defined in the hierarchical dictionary. Another database in which characters are written in fixed stroke order is needed to investigate how the different stroke order problem influences the recognition performance. For this purpose, an overlaid-handwriting database with fixed stroke order ('set-B') was artificially created from the isolated-character database where each character is written separately in the same stroke order as that of the dictionary.
Each database was split into two datasets: the training dataset for training the substroke HMMs, and the evaluation (testing) dataset for evaluating the recognition performance.
The character bigram language model was trained with the newspaper text corpus 'CD Mainichi Newspaper 1997 edition'. The test-set perplexity of the bigram was 134.1.
Details of the experimental conditions are shown in Table 1.
Experimental results
Recognition experiments were conducted using the two databases: set-A (free stroke order) and set-B (fixed stroke Fig. 6 shows the experimental results where the vertical axis shows text-based correct recognition rate. The recognition rates are shown for different experimental setups: whether the bigram language model is used or not, and whether the character boundaries, i.e. the segmentation information, are given or not to the recognition engine. For example, 69.2% of evaluation texts of set-A were correctly recognized when the language model is used but no character-boundary information is used.
It can be said from the results that the bigram language model greatly helps to improve the recognition performance, especially when the character-boundary information is not available.
When language model is used and boundary information is not given, the proposed method gives the text recognition rate of 69.2% on set-A, while 88.0% on set-B, and character recognition accuracies of 74.9% and 91.1%, respectively. The main reason of such a big difference would be the different stroke order problem. In this sense, the recognition performance of the proposed method could be improved if various stroke orders were effectively added to the hierarchical dictionary.
Error analysis revealed that there are four types of errors depending on the reasons: (1) different stroke order, (2) similar characters, (3) language model mismatch, and (4) segmentation ambiguity. The type 1 and type 2 errors occur not only for the overlaid handwriting task but also for the usual isolated / continuous handwriting task, and such error would be reduced if the HMM based recognition engine was improved. The type 3 error could be reduced by employing better language models such as character trigram and word N-grams. The type 4 error would be partially reduced by the help of better language models, but some of the segmentation ambiguity cannot be resolved due to the fact that some part of a Kanji can be another Kanji, and both hypotheses hold even if an N-gram language model is used.
Conclusions
The proposed approach based on the substroke HMMs and a statistical language model can be applied not only to the overlaid-handwriting recognition of characters that have hierarchical structures, but also to other on-line handwriting recognition applications where explicit segmentation information is not available. For example, it can be applied to "write anywhere" and "write in any directions" interfaces.
To tackle the segmentation ambiguity problem, the authors are going to investigate the use of auxiliary features such as pen pressure [5] and context-dependent models [9] .
