Abstract-Re-use of existing widely explored Medium Access Control (MAC) schemes, like the well-known Aloha scheme, is not applicable in ad hoc networks where the transmissions of the users can be normally sensed by only a fraction of the users present in the network. Therefore, estimations of the network traffic load are not possible anymore. Here, an adaptive probabilistic policy for medium access control in ad hoc networks, inspired by the Aloha paradigm, is proposed and analyzed. Simulation results show that this policy is capable of achieving higher system throughput when compared to other policies that have been proposed for ad hoc networks. It is also shown that mobility severely impacts the system throughput and therefore, an alternative approach is proposed that reduces the effects of mobility in the expense of the maximum achievable system throughput.
I. INTRODUCTION
The design of Medium Access Control (MAC) policies in ad hoc networks is challenging due to the idiosyncratic behavior of these networks. Several MAC policies have been proposed, [1] , [2] , [3] , [4] , [5] , which are based on the CSMA/CA mechanism, including in most of the cases the Ready-To-Send/Clear-To-Send handshake dialogue to avoid the hidden/exposed terminal problem. TDMA-based MAC protocols have also been proposed (e.g., [6] ) and it has been shown that when an optimal solution is required, the derivation of the scheduling (time slots in which a node is allowed to transmit during a frame), is an NP-complete problem, similar to the n-coloring problem in graph theory, [7] , [8] . Consequently, these approaches are not suitable for ad-hoc networks where, in general, nodes are moving and therefore, the scheduling needs to be recalculated for all nodes in the network.
TDMA-based MAC policies, which do not require recalculation of the scheduling of the nodes when the topology of the network is changing and the frame size is significantly smaller than the number of nodes in the network, have already been proposed, [9] , [10] , [11] , [12] . The Deterministic Policy (referred to hereafter as D-Policy) has originally been proposed in [9] . Under this policy nodes are allowed to transmit only at a (small) subset of the available time slots carefully selected so that at least one of them be collision free. While the latter results in a guaranteed minimum throughput per node, This work has been supported in aprt by the E-NEXT research program that is partly funded by the European Commission.
restricting the transmission opportunities of a node to a (small) subset of the available slots, leads to a fairly low overall system throughput, [12] .
Since most of the non-assigned -under the D-Policy -slots may be wasted if other nodes are temporarily idle or move away, it has been proposed in [12] that such slots be utilized probabilistically. This is the key idea behind the Probabilistic Policy (referred to hereafter as P-Policy) introduced in [12] . It turns out that the system throughput is (in general) significantly increased under the P-Policy. The higher system throughput under the P-Policy is achieved by giving access to all nodes to all slots, with probability 1 if the slot is assigned (under the D-Policy) to a node and with access probability p otherwise.
Certainly, the idea of probabilistic transmission attempts is not new. It is influenced by related work done in the seventies (e.g., Aloha, [13] ) for shared medium environments with common channels. However, in ad hoc networks even for the cases that the medium is shared (e.g., wireless environments) no common channel for all users is in general present. As it is depicted in Figure 1 , nodes are not, in general, aware about the transmissions of all other nodes in the network and estimations of the backlogged traffic are not possible, as opposed to the case of a bus network architecture for which the family of the Aloha protocols is destined for. Even though the work carried out for the family of the Aloha protocols cannot be reused due to the aforementioned limitations, many core ideas may be incorporated to provide for new protocols with certain properties. In this paper, an Aloha-based MAC policy is proposed and studied. This new policy assumes the deterministic framework provided by the D-Policy and adapts accordingly to the network traffic load conditions and the topology density. The proposed policy will be referred to, hereafter, as the Adaptive Policy, or A-Policy. The probabilistic transmission attempts introduced under the P-Policy are preserved, the key idea being, behind the A-Policy, transmission attempts with probability 1 after successful transmissions, provided that there are data available. As a result, the utilization of any unused time slots (under the D-Policy and the P-Policy) is further improved, as it is shown in this study.
II. SYSTEM AND NETWORK DEFINITION
An ad hoc network may be viewed as a time varying multihop network and may be described in terms of a graph G(V, E), where V denotes the set of nodes and E the set of (bidirectional) links between the nodes at a given time instance. Let |X| denote the number of elements in set X and let N = |V | denote the number of nodes in the network. Let S u denote the set of neighbors of node u, u ∈ V . Let D denote the maximum number of neighbors for a node; clearly |S u | ≤ D, ∀u ∈ V . These are the nodes v to which a direct transmission (transmission u → v) is possible. Let λ be the probability that there exist data available for transmission during a time slot for any node in the network. Suppose that node u wants to transmit to node v during in particular time slot i. Transmission u → v may be corrupted by other nodes that belong to set S v ∪{v}−{u}, [12] . However, transmissions that corrupt transmission u → v may (set Φ u→v ) or may not (set Θ u→v ) be corrupted by it, as it is also depicted in Figure 2 .
Under the D-Policy a frame of size q 2 is created and each node is allowed to transmit during q (fixed) times slots in a frame. Let Ω u denote the set of time slots during which node u is allowed to transmit in a frame. It is obvious that |Ω u | = q. Even though overlapping time slots (set C u→v = Ω u ∩ χ∈Sv∪{v}−{u} Ω χ ) with the neighbor nodes do exist, it is assured that at least one transmission in a frame will be collision-free, [9] .
However, the achievable system throughput under the DPolicy, denoted by P D , is small due to unused time slots: (a) time slots that have been allocated to nodes but they do not use them due to lack of data available for transmission (small values for λ); (b) time slots that nodes cannot access under the D-Policy and if they were accessed, successful transmissions would have taken place. Let R u→v denote this set of time slots for transmission u → v. It is shown that, [12] . In order to utilize those unused time slots, the P-Policy allows any node u to transmit in time slots i / ∈ Ω u according to an access probability p. The analysis presented in [12] , [14] , examinesP P (a more tractable form of actual system throughput P P ) and allows for its maximization. Eventually,
wherep λ,|S| , [14] , is the value of the access probability p that maximizes the system throughput under the P-Policy.
∀u∈V |S u | corresponds to the average number of neighbor nodes in the network.
III. THE ADAPTIVE POLICY (A-POLICY)
The key idea behind the A-Policy is to utilize further (compared to the P-Policy) the set of unused time slots and at the same time reduce as much as possible any interference caused to other time slots. Exchanging control messages among the nodes, is one possible way to proceed, but this process should be repeated every time the network topology changes and an extra overhead would be introduced.
The A-Policy, on the other hand, does not require such control information exchange. For a particular transmission u → v, transmission attempts during time slot i ∈ Ω u take place as soon as data are available for transmission (similar to the D-Policy and the P-Policy). For the case that i / ∈ Ω u , transmission attempts, initially, take place according to probability p, as soon as data are available for transmission. If transmission u → v is successful in time slot i during frame j and there are data available for transmission in time slot i during frame j + 1, then the A-Policy dictates a transmission attempt to take place with probability 1 (in time slot i during frame j + 1). If a corruption occurs, then future transmission attempts will take place with probability p until the next successful transmission. The aforementioned policy can be summarized as follows.
The A-Policy: Each node u transmits in slot i during frame j, if i ∈ Ω u and transmits with probability p 
IV. SIMULATION RESULTS
For the simulation purposes, networks of 100 nodes are considered. The algorithm presented in [10] is used to derive the sets of scheduling slots and the system throughput is calculated averaging the simulation results over different number of frames. Time slot sets Ω χ are assigned randomly to every node χ and kept the same for each scenario throughout the simulations. The aim of the simulations presented here is to provide for a deeper understanding of the A-Policy, how it can be used to increase the system throughput, how mobility affects its performance and how this may be overcome.
In Figure 3 , heavy traffic conditions (λ = 1) are considered in order to obtain the simulation results. It can be seen that the system throughput under the D-Policy (P D ) is a straight line and it is not affected as j increases. The system throughput under the P-Policy (P P ) for p = p λ,|S| , is also an almost straight line. This can be explained, for both the aforementioned policies, regarding the fact that the attempts for transmissions do not change (on average) as time (and eventually j) increases.
Regarding the A-Policy, for p = 0.01, as it may be concluded also from Figure 3 , it can be observed that at the beginning of the system's operation, P A starts to increase until j is approximately 100. Afterwards, P A stops increasing (P A ≈ 0.16). This is in accordance with the definition of the A-Policy that implies that there will be an attempt for transmission in time slot i / ∈ Ω u , by node u after (on average) 1 p frames, provided that there are data available for transmission. Therefore, for p = 0.01, after 1 0.01 = 100 frames, it is expected the system throughput to converge to a certain (upper) value. A similar behavior for P A can be observed when p =p λ,|S| . From Equation (3) it can be derived thatp λ,|S| = 0.184. Consequently, 5 frames (on average) are required before P A ≈ 0.12. For the case that p = 0.5, 2 frames (on average) are required under the A-Policy in order for P A ≈ 0.06. However, this (comparably high) value of p increases the interference caused to other nodes and therefore, the obtained system throughput is even smaller than that under the D-Policy.
In ad hoc networks, nodes are generally moving and it is interesting to examine the system throughput under the APolicy under certain mobility conditions. Certainly, the DPolicy and the P-Policy are not affected by the movement of the nodes (except when the mobility of the nodes results in a denser topology, [12] ) as the A-Policy does. It is already shown that a certain number of frames is required before the system throughput under the A-Policy (P A ) converges to a certain value. If nodes are moving, then the value of p j i,u→v will change (initialize and start converging again) by the time node v is not within the transmission range of node u. Obviously, the higher the mobility of the nodes, the more frequent the initializations and the smaller the system throughput under the A-Policy.
In order to demonstrate the aforementioned case using simulation results, nodes "initialize" the corresponding values of p j i,u→v after a number of frames equal to parameter Initialization. This is depicted in Figure 4 . In Figure 4 (a), where Initialization is set to 100 frames, it can be seen that P A , for p =p λ,|S| and p = 0.01, begins from 0.1 and 0.08 and converges towards, 0.12 and 0.16, respectively. At frame j = 100, both curves return to their initial values and converge again towards 0.12 and 0.16, respectively. Of course this is not the case for the other policies or for P A for p = 0.5 (for the latter case the convergence period is rather small and equal to 2 frames). Another interesting observation is that for p = 0.01 the maximum value for P A (≈ 0.16) is higher than the maximum value obtained for p =p λ,|S| (P A ≈ 0.12), while, as far as the initial value is concerned, the opposite case can be observed (P A ≈ 0.08, for p = 0.01, which is smaller than P A ≈ 0.1, for p =p λ,|S| ). Consequently, small values of p converge slower to high system throughput values, while large values of p converge faster to small system throughput values.
In Figure 4 (b), Initialization is set to 50 frames and it may be observed that P A , for p = 0.01, is not able to reach 0.16 (the system throughput drops down before reaching the maximum achievable value). For smaller values of Initialization (5 and 1 in Figures 4(c) and 4(d), respectively) , P A , for p = 0.5, remains unaffected, while P A , for p = 0.01, is severely affected. However, it is observed that P A , for p =p λ,|S| , even though affected by the mobility of the nodes, is equal or slightly higher than P P .
V. CONCLUSIONS
Here, a new MAC policy for ad hoc networks, the A-Policy, based on the Aloha paradigm, was proposed and analyzed. It is a simple policy that requires no knowledge of the topology to operate and it is shown that it achieves higher system throughput than other existing policies. The limitations of the A-Policy were also revealed in this work.
Simulation results were used to demonstrate the effects of the mobility of the nodes. It was shown, that the smaller the access probability p (the larger the convergence period), the higher the achievable system throughput, but, also, the more vulnerable the system to the mobility of the nodes. On the other hand, the larger the access probability p (the smaller the convergence period), the lower the achievable system throughput, but, also, the less susceptible the system to the mobility of the nodes. It was also revealed that for p = p λ,|S| , the system throughput under the A-Policy is always greater than the maximum system throughput under the P-Policy, becoming equal only under increased mobility conditions. However, it should be mentioned that fairness is a problem under the A-Policy, where certain nodes may be treated unfairly for a long time period, without any chance to be compensated for this treatment.
In conclusion, the A-Policy is suitable for ad hoc networks, since it is a simple policy to be implemented, it does not introduce any extra control overhead and the system throughput is largely increased compared to other policies (under certain conditions studied in this work). Even for the case of highly-mobile environments, an eloquent choice of the access probability p determines a certain lower bound for the system throughput, equal to the maximum system throughput under the P-Policy. However, the possible unfair treatment of some nodes in the network has to be taken into account with respect to the desired system throughput. 
