The split variational inclusion problem is an important problem, and it is a generalization of the split feasibility problem. In this paper, we present a descent-conjugate gradient algorithm for the split variational inclusion problems in Hilbert spaces. Next, a strong convergence theorem of the proposed algorithm is proved under suitable conditions. As an application, we give a new strong convergence theorem for the split feasibility problem in Hilbert spaces. Finally, we give numerical results for split variational inclusion problems to demonstrate the efficiency of the proposed algorithm.
Introduction
Let H be a real Hilbert space, and B : H H be a set-valued mapping with domain D(B) := {x ∈ H : B(x) = ∅}. Recall that B is called monotone if u -v, x -y ≥  for any u ∈ Bx and v ∈ By; B is maximal monotone if its graph {(x, y) : x ∈ D(B), y ∈ Bx} is not properly contained in the graph of any other monotone mapping. An important problem for set-valued monotone mappings is to findx ∈ H such that  ∈ Bx. Here,x is called a zero point of B. A well-known method for approximating a zero point of a maximal monotone mapping defined in a real Hilbert space is the proximal point algorithm first introduced by Martinet [] and generated by Rockafellar [] . This is an iterative procedure which generates {x n } by x  = x ∈ H and Findx ∈ H  such that  ∈ f (x) + B  (x) and  ∈ g(Ax) + B  (Ax).
Clearly, we know that split variational inclusion problem (SFVIP) is a generalization of variational inclusion problems and a generalization of split feasibility problem. Hence, it is important to study the split variational inclusion problems in Hilbert spaces. For problem (GSFVIP), Moudafi [] gave the following algorithm and a weak convergence theorem under suitable conditions:
It is worth noting that λ and γ are fixed numbers. Hence, it is important to establish generalized iteration processes and strong convergence theorems for problem (SFVIP).
In this paper, we consider the following split variational inclusion problems in Hilbert spaces:
Findx ∈ H  such that  ∈ B  (x) and  ∈ B  (Ax).
(SFVIP)
In , Byrne et al. [] gave the following two convergence theorems for split variational inclusion problems.
First, from the idea of the algorithms for fixed point theorem, the algorithm given in Theorem . can be seen as a Picard iteration method. 
Theorem . []
β Ax n for each n ∈ N. Assume that lim n→∞ a n = , ∞ n= a n = ∞. Then lim n→∞ x n =x for somē x ∈ .
Remark . In Theorems . and ., we know that β and ρ are fixed numbers.
In , Chuang [] gave the following two convergent theorems for problem (SFVIP). Indeed, from the idea of the algorithms for fixed point theorem, the algorithm given in Theorem . can be seen as Halpern-Mann type iteration method. a n + b n + c n =  and  < a n <  for each n ∈ N. Let {β n } be a sequence in (, ∞). Let u ∈ H be fixed. Let {ρ n } be a sequence in (,
Theorem . []
). Let be the solution set of (SFVIP) and suppose that = ∅. Let {x n } be defined by
Ax n for each n ∈ N. Assume that lim n→∞ a n = , ∞ n= a n = ∞, lim inf n→∞ c n ρ n > , lim inf n→∞ b n c n > , and lim inf n→∞ β n > . Then lim n→∞ x n =x, wherex = P u.
Besides, the algorithm in Theorem . comes from the optimization theorem and Tikhonov regularization method. } be a sequence in (, ∞), {a n } be a sequence in (, ), and {ρ n } be a sequence in (, /( A  + )). Let be the solution set of (SFVIP) and suppose that = ∅. Let {x n } be defined by
Theorem . []
Ax n for each n ∈ N. Assume that lim n→∞ a n = , ∞ n= a n ρ n = ∞, lim inf n→∞ ρ n >  and lim inf n→∞ β n > . Then lim n→∞ x n =x, wherex = P , i.e.,x is the minimal norm solution of (SFVIP).
Further, we also observed that Bnouhachem et al. [] proposed the following descentprojection algorithm to study the split feasibility problem.
Let A : R n → R m be a bounded linear operator, and A * be the adjoint of A. Let f : R n → (-∞, ∞] and g : R m → (-∞, ∞] be two proper, lower semicontinuous, and convex functions. Let {ρ k } be a sequence of positive real numbers.
Algorithm . For given x k ∈ R n , find the approximate solution by the following iterative process.
Step . For k ∈ N, let C k and Q k be
Step . If y k = x k , then stop. Otherwise, go to Step .
Step . The new iterative x k+ is defined by
Let H  and H  be infinite dimensional Hilbert spaces, A : H  → H  be a bounded linear operator, and A * be the adjoint of A. Let B  : H  H  and B  : H  H  be set-valued maximal monotone mappings. Let {a n }, {η n }, {γ n }, and {ρ n } be real sequences. Let δ be a fixed real numbers. Let be the solution set of problem (SFVIP). In this paper, motivated by the above works and related results, we present the following algorithm with conjugate gradient method for the split variational inclusion problems in Hilbert spaces.
Motivated by Algorithm . and the above results, we want to give a strong convergence theorem in infinite dimensional real Hilbert spaces. (Indeed, for computers and program language, we can only give examples for a finite dimensional space.) Next, we want that the convergent rate of the given algorithm are faster than the above algorithms. Hence, we give the following algorithm with conjugate method. In our numerical results, we know that this algorithm is very fast under some conditions.
Algorithm .
Step . Choose x  ∈ H  arbitrarily, set r  ∈ (, ) and d  = .
Step .
Step . For n ∈ N, set y n as
where ρ n >  satisfies
Step . If x n = y n , then set n := n +  and go to Step . Otherwise, go to Step .
Step . The new iterative x n+ is defined by
Then update n := n +  and go to Step .
Remark . () It is worth noting that d n is defined by using the idea of the so-called conjugate gradient direction ([], Chapter ). Further, it is natural to assume that {x n } is a bounded sequence for the convergence theorems with the conjugate gradient direction method. () If we set
then it follows from (.) and (.) that
In our convergence theorem, we may assume that x n = y n for each n ∈ N by the assumptions on the sequence {a n }.
Next, a strong convergence theorem of the proposed algorithm is proved under suitable conditions. As an application, we give a descent-projection-conjugate gradient algorithm and a strong convergence theorem for the split feasibility problem. Finally, we give numerical results to demonstrate the efficiency of the proposed algorithm.
Preliminaries
Let H be a (real) Hilbert space with inner product ·, · and norm · , respectively. We denote the strongly convergence and the weak convergence of {x n } to x ∈ H by x n → x and x n x, respectively. From [, ], for each x, y, u, v ∈ H and λ ∈ [, ], we have
Let C be a nonempty, closed, and convex subset of a real Hilbert space H, and let T : C → H be a mapping. Let Fix(T) := {x ∈ C : Tx = x}. Then T is said to be a nonexpansive mapping if Tx -Ty ≤ x -y for every x, y ∈ C. T is said to be a quasi-nonexpansive mapping if Fix(T) = ∅ and Tx -y ≤ x -y for every x ∈ C and y ∈ Fix(T). It is easy to see that Fix(T) is a closed convex subset of C if T is a quasi-nonexpansive mapping. Besides, T is said to be a firmly nonexpansive mapping if Tx -Ty
Let C be a nonempty, closed, and convex subset of a real Hilbert space H. Then for each x ∈ H, there is a unique elementx ∈ C such that
Here, set P C x =x, and P C is called the metric projection from H onto C. 
, and each β > ; 
Lemma . []
Let {a n } be a sequence of real numbers such that there exists a subsequence {n i } of {n} such that a n i < a n i + for all i ∈ N. Then there exists a nondecreasing sequence ∞ n= u n < ∞, {t n } a sequence of real numbers with lim sup t n ≤ . Suppose that a n+ ≤ ( -α n )a n + α n t n + u n for each n ∈ N. Then lim n→∞ a n = .
Strong convergence theorems for (SFVIP)
In Remark ., we have said that it is natural to assume that {x n } is a bounded sequence in the following result. Here, we need a similar assumption for our algorithm and convergence theorem in this paper. (i) lim n→∞ a n = lim n→∞ η n = , ∞ n= a n = ∞, lim inf n→∞ ρ n > , and lim inf n→∞ β n > ; (ii) lim n→∞ γ n a n = t for some t ≥ , and {x n } is a bounded sequence. Then lim n→∞ x n =x, wherex := P .
Proof Clearly, is a closed and convex subset of H  . Letx = P . Since lim inf n→∞ ρ n > , we may assume that ρ n ≥ ρ for some ρ > . Without loss of generality, we may assume that x n = y n for each n ∈ N. Take any w ∈ and let w be fixed. Take any n ∈ N, and let n be fixed. Letx = P . Since w ∈ , we know that Aw ∈ B -  (). By Lemma .(ii), we know that
By Lemma .(v) and (.),
Besides, by Lemma .,
By (.) and (.),
By Lemma .(vi) and (.),
By (.) and (.), we have
By (.), we know that
Here, we set
Then it follows from (.) and (.) that
By (.) and (.),
By (.) and (.), α n ≥   for each n ∈ N. It follows from (.) and  > δ that
By (.), (.), (.), and (.),
So, {α n } is a bounded sequence. By (.) and (.),
It follows from (.) and (.) that
Since lim n→∞ a n = , and two sequences {ρ n } and {α n } are bounded, we may assume that a n ρ n <  -δ and  < α n a n ρ n <  for each n ∈ N. Since {x n } is a bounded sequence, it is easy to see that {A
By the induction method, we know that d n ≤ M * for each n ≥ k. So, {d n } is a bounded sequence. Next, we know that
Hence, if follows from (.) and the two sequences {x n } and {d n } being bounded that sequence {y n } is bounded. Besides, we have
By (.) and Lemma .,
Next, we know that
Further, by Lemma ., we have
This implies that
By (.), we also have
That is,
By (.) again, we have
By (.) and (.), we have
≤ ( -α n a n ρ n ) x n -x  + α n a n ρ n x -y n ,x = ( -α n a n ρ n ) x n -x  + α n a n ρ n -x, y n -x = ( -α n a n ρ n ) x n -x  + α n a n ρ n -x, y n -
Case : there exists a natural number N such that x n+ -x ≤ x n -x for each n ≥ N . Clearly, lim n→∞ x n -x exists. By (.) and lim n→∞ γ n = , we know that Since {x n } is a bounded sequence, there is a subsequence {x n k } of {x n } and z ∈ H such that x n k z and
It follows from x n k z and (.) that z ∈ Fix(J
. So, z ∈ . By (.) and Lemma ., we know that
We also have
Hence, it follows from (.) and (.) that
By (.), (.), (.), and Lemma ., we know that lim n→∞ x n =x. Case : suppose that there exists a subset {n i } of {n} such that x n i -x ≤ x n i + -x for all i ∈ N. By Lemma ., there exists a nondecreasing sequence {m k } in N such that m k → ∞,
for all k ∈ N. By (.) and (.),
for all k ∈ N. This implies that
for all k ∈ N. By (.), and following a similar argument to the above, we know that
(.) By (.), (.), and (.), we can get the following and this is the conclusion of Theorem .:
Now, for completeness, we show the proof of (.). By (.),
By (.) and (.),
By (.), we know that
By (.) and (.),
By (.) and (.),
By (.), (.), Lemma ., and Lemma ., we know that u ∈ . So, by (.) and Lemma ., we know that
Therefore, the proof is completed.
Application: split feasibility problems
Let C and Q be nonempty, closed, and convex subsets of infinite dimensional real Hilbert spaces H  and H  , respectively. Let A : H  → H  be a linear and bounded operator. The split feasibility problem is the following problem:
Findx ∈ H  such thatx ∈ C and Ax ∈ Q.
( S F P )
Let {a n }, {η n }, {γ n }, and {ρ n } be real sequences. Let δ be a fixed real number. Let  be the solution set of problem (SFP).
Algorithm .
where
Following the same argument as in [], we can get the following strong convergence theorem of the proposed algorithm for the split feasibility problem. (i) lim n→∞ a n = lim n→∞ η n = , ∞ n= a n = ∞, lim inf n→∞ ρ n > ; (ii) lim n→∞ γ n a n = t for some t ≥ , and {x n } is a bounded sequence. Then lim n→∞ x n =x, wherex := P  .
Numerical results for (SFVIP)
All codes were written in R language (version .. (--)), and all numerical results run on ASUS All in one PC series with i- CPU.
Set u = (, ),
, a n =  n+ , γ  = , and γ n =  n- for n ≥ , and β = . Let ε >  and the algorithm stop if x n- -x n < ε. Example . Let A and B  , B  : R  → R  be defined by 
Find a pointx = (x  ,x  ) ∈ R  such that B  (x) = (, ) and B  (Ax) = (, , ) . Indeed,
For the above examples, we give the numerical results (see Tables -) for the proposed algorithm and related algorithms. 
