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 Magnetic resonance imaging (MRI) is a popular imaging modality that allows for 
noninvasive detection of diseases without the use of ionizing radiation. Every imaging 
modality comes with its set of challenges and limitations. Since the rate at which data can 
be collected using an MRI scanner is relatively slow, data undersampling is often employed 
in order to accelerate acquisitions. This undersampling leads to artifacts in the 
reconstructed image due to the lack of sufficient data. In this dissertation, novel 
reconstruction techniques are developed to reconstruct high-quality and artifact-free 
images using a compressed sensing (CS) formulation. The reconstruction techniques are 
specifically designed and developed to handle the various challenges that occur in 
acquiring high-resolution myocardial perfusion images. Since the reconstruction of these 
images is often time consuming, techniques are developed to allow rapid reconstruction of 
images. Rapid reconstruction aids in the transition of CS techniques for myocardial 
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Several medical imaging modalities have been developed since the 19th century to 
aid in the detection of diseases, including single-photon emission computed tomography 
(SPECT), positron emission tomography (PET), and X-ray. Compared to these imaging 
modalities, magnetic resonance imaging (MRI) is relatively safer as it does not use ionizing 
radiation to acquire the image, which, combined with the ability of MRI to better delineate 
between different soft tissues structures, has made MRI a popular imaging modality. 
The protons present in various tissues of the body form the source of the signal in 
MRI. These spinning protons, which act as tiny magnets, are aligned in a magnetic 
resonance (MR) scanner by a strong external magnetic field to form a magnetization vector. 
This magnetization vector aligns along the direction of the external magnetic field in the 
z-direction. A radio-frequency (RF) pulse can then be applied to tip this magnetization 
vector to the x-y plane and a signal can be measured. Once the RF pulse is turned off, the 
signal begins to decay with a rate constant that is based on the physical property of the 
different tissues, including the T1 relaxation time and the T2 relaxation time. T1 relaxation 
or spin-lattice relaxation causes the protons to reorient back with the main magnetic field. 
The T2 relaxation or spin-spin relaxation causes the protons to dephase and magnetization 
in the transverse plane to decay. Using these two intrinsic relaxation parameters, the 
contrast of the image can be controlled to help delineate between different tissues. An MR 
pulse sequence is used to control the application of the RF pulse and the magnetic field 
gradients. These gradients are necessary to manipulate the magnetic spins and 
encoderelevant phase and frequency information. 




over 17 million deaths per year. Over 86 million Americans suffer from some form of 
cardiovascular disease.  Dynamic contrast-enhanced (DCE) MRI of the heart is a useful 
tool to detect and analyze cardiovascular diseases. A gadolinium (Gd)-based paramagnetic 
contrast agent is intravenously injected into the patient, and regions of the heart that receive 
the contrast agent have lower T1, depending on the concentration of the contrast agent at 
that location. When a T1-weighted sequence is used to acquire the data, regions that receive 
the contrast agent appear bright whereas regions that do not receive the contrast agent 
appear dark. This difference in contrast between different tissues can be used to detect 
diseases. For example, in DCE myocardial perfusion imaging, after the injection of the 
contrast agent, the contrast agent goes to the heart and then enters the myocardium via the 
coronary arteries. If the supply of blood to the different parts of the myocardium is uniform, 
the myocardium appears uniformly bright. If the blood supply to certain parts of the 
myocardium is reduced, say due to the presence of ischemia, such regions receive less 
contrast agent and hence appear relatively darker. This difference in contrast can be used 
by clinicians to visually differentiate between healthy tissue that is normally perfused and 
diseased tissue that may have reduced blood flow. 
 
1.1.1 MRI image formation and Fourier space data  
The MR scanner acquires data in Fourier space, also known as k-space. For a given 
field of view (FOV), when the k-space data is fully sampled, the image can be reconstructed 
by applying an inverse Fourier transform (IFT). Fig. 1.1 illustrates the relation between 
measured k-space and image space. The Fourier transform of a real function satisfies the 




perfectly uniform, the Hermitian symmetry property of Fourier space data is not satisfied 
by k-space data acquired in an MRI scanner. Hence the IFT of the measured k-space data 
yields a complex image. Fig. 1.1 shows the magnitude of the complex image that was 
formed by taking the IFT of the measured k-space data. 
  The data acquisition process in an MR scanner is inherently slow. The scanner uses 
a combination of linearly varying magnetic field gradients to acquire the different k-space 
lines. The data acquisition speed is usually constrained by the maximum gradient field 
strength and the slew rate. In imaging applications such as cardiac imaging, the imaging 
speed is of significant importance. Depending on the application, maintaining high spatial 
resolution and high temporal resolution becomes a tough balancing act, which has led to 
the development of techniques that undersample the acquired k-space data in order to 
accelerate the acquisition process. 
In accordance with the Shannon/Nyquist theorem, acquisition of fewer data in k-
space leads to aliasing artifacts in image space when a reconstruction technique such as 
IFT is used, a direct consequence of violating the Shannon/Nyquist sampling criterion. 
Compressed sensing (CS) aims to recover information from underdetermined linear 
systems. CS is a signal processing technique that is used to efficiently acquire and 
reconstruct signals from data that violate the traditionally used Shannon/Nyquist sampling 








1.2 Principles of CS 
The success of CS hinges upon two key principles being satisfied: incoherent 
random sampling and sparsity. The sampling pattern used to acquire the undersampled data 
must be such that the aliasing artifacts it produces are benign and noise-like. Fig. 1.2 shows 
two sampling patterns, Cartesian sampling and radial sampling, used to acquire 
undersampled k-space data of a Shepp-Logan phantom. When the k-space data are 
undersampled using a repetitive Cartesian sampling pattern, the IFT of the measured k-
space leads to aliasing artifacts that appear as the original image folding back onto itself. 
When the radial sampling pattern is used to acquire the undersampled data, the artifacts 
appear like streaks across the image. Streaking artifacts are more benign compared to 
overlapped copies of the original image. The radial sampling pattern is more random than 
the repetitive Cartesian sampling pattern and hence produces more benign aliasing 
artifacts. Compared to the repetitive Cartesian undersampling pattern, radial sampling is 
considered a better undersampling pattern. 
Sparsity relates to the number of nonzero values in a matrix. Most medical images 
are sparse either directly in the image domain or more commonly in some transformation 
domain. An example of transformation domain sparsity is shown in Fig. 1.3. The Shepp-
Logan phantom is not directly sparse in the image domain, but the image gradients in the 
x and y directions are sparse. Hence for Shepp-Logan phantom, spatial gradients can be 
considered as sparsifying transforms or sparsifying operators.  If some prior information is 
available about the transformation sparsity of the image we are trying to reconstruct, 
instead of merely using a linear reconstruction scheme like IFT, this information can be 




The basic working principle of CS is to accelerate acquisition by using an 
incoherent random undersampling pattern, while reconstructing high-quality images by 
utilizing the property of transformation domain sparsity to remove aliasing artifacts and 
noise from the image. 
 
1.2.1 Restricted isometry property 
The notion of restricted isometry property of a matrix was introduced by Candes 
and Tao [2]. Consider a linear system of equation  
                                           bx  .           (1.1) 
Here b is a M-dimensional vector of measurements, ϕ is an M×N measurement matrix, and 
x is the N-dimensional signal. In order to find the sparsest signal consistent with the 
measurement, the following optimization problem has to be solved:  




 subject to bx  .                                                     (1.2) 
Solving (1.2) requires a combinatorial optimization and is very hard to solve [2]. The 
matrix ϕ is said to satisfy the restricted isometry property (RIP) if 







)1()1( xxx ss   .           (1.3) 
Here the isometry constant δs is the smallest number that satisfies (1.3).  It has been shown 
in [2] that under certain conditions when the RIP is satisfied, the solution to (1.2) is 
equivalent to solving the following sparse optimization problem 




 subject to bx  .                                                       (1.4) 
Compared to (1.2), which is hard to solve, (1.4) can be minimized using standard linear 




instead of the L0 norm.  
  
1.3 CS image reconstruction formulation  
Let m be the image we are trying to reconstruct from d, the measured k-space data. 
The relationship between m and d is given by 
                                       Emd .                                                                           (1.5) 
Here E is the forward operator or the encoding matrix, which includes the sampling pattern 
and the Fourier transform, and η is the noise in the data measurements. This type of 
formulation falls under the category called inverse problems. The aim is to estimate the 
image m given a set of k-space measurements d. Since we are dealing with undersampled 
data, the problem is ill posed as the solution to (1.5) is not unique because fewer k-space 
points have been measured compared to the dimension of the image we are trying to 
reconstruct. To tackle this problem, the number of possible solutions of (1.5) needs to be 
restricted by utilizing some prior information about the image m. Since the inclusion of the 
prior information restricts the number of possible solutions of (1.5), it is also called a 
constraint. The prior information that we have about the transformation sparsity of the 
image is applied to the reconstruction problem as a constraint in order to drive sparsity.  If 
the constraint we are trying to apply is of the form ϕ(m), it can be combined with (1.5) and 
written as a Lagrangian equation 





 .                                                   (1.6) 
Here λ>0 is the Lagrange multiplier and the 
2
 is the L2 norm. Lp norm of a vector 














 .                                                             (1.7) 
The first term of (1.6),
2
2
dEm  , is called the fidelity constraint and measures the 
closeness of the estimated solution m to the measured k-space data. The weight λ is used 
to control the amount of fidelity constraint and regularization that is applied to the 
reconstruction problem. It is also possible to derive (1.6) from a Bayesian framework. It 
can be shown that (1.6) is the maximum a posteriori (MAP) estimate of m, assuming η is 
independent and identically distributed (i.i.d.) additive white Gaussian noise (AWGN) and 








 , where A and B are constants.  
The choice of the constraint ϕ(m) depends on the properties of the data we are trying 
to reconstruct. For example, if the image m is smooth with no sharp discontinuities, we can 
use the L2 norm of the gradient as a constraint to enforce this “smoothness” prior. This 
local smoothness prior is given by 
                                      
2
2
)( mm  .                                                                (1.8) 
Here  is the spatial gradient operator. Applying (1.8) to the cost functional in (1.6), we 
get 







  .                                               (1.9) 
The solution m to (1.9) is given by the Euler-Lagrange equation 
                                     0)(*  mdEmE  .                  (1.10) 
Here E* is the complex conjugate of E and Δ is the Laplacian operator. For applications 
such as image denoising, there is a Fourier transform-based closed-form solution. For CS-




available. Since the fidelity constraint and the sparsity constraint in (1.9) are purely convex, 
it is easy to use a gradient descent minimization scheme to reach a stable solution. The 
major drawback of using this smoothness prior is that the resultant image is often too 
blurred because the edges in the image get smoothed. Most natural images have sharp 
transitions such as edges and corners that correspond to the high-frequency components of 
the image. The use of H1 regularization will cause a loss of the high-frequency information 
in the reconstructed image for our type of data, namely cardiac MR images, which are 
better characterized by a “piece-wise-constant with finite discontinuities” model. 
The need for an edge-preserving sparsity constraint led to the development of total 
variation (TV), first introduced by Rudin, Osher, and Fatemi [3]. Since its inception, TV 
has quickly become a popular sparsity-inducing regularizer for several applications such 
image restoration [4], image denosing [5, 6], etc. The total variation (TV) constraint, also 
called the bounded variation (BV) regularization, is defined as 
                                           
1
)( mmTV  .                              (1.11) 
When the TV constraint is used as ϕ(m) in (1.6), the reconstruction model is popularly 
known as the Rudin, Osher, and Fatemi (ROF) model. The ROF model is thus defined as 






  .                                        (1.12) 
Since the TV constraint uses an L1 norm to penalize the gradients instead to the L2 norm 
used in H1 regularization, it is better suited to reconstruct images that conform to a piece-
wise-constant model. Hence TV performs better at preserving sharp discontinuities as 












dEmE  .                            (1.13) 
Minimizing the ROF model using traditional methods such as gradient descent 
leads to a slow rate of convergence due to the constraints on the step size used to implement 
gradient descent. The major drawback of minimizing the ROF model using gradient 
descent is that at locations in the image where the magnitude of the gradient is close to 
zero, (1.13) is not well defined due to the occurrence of singularities. One popular method 
to avoid this occurrence of singularities is to use a smoothed version of the L1 norm by 
adding a small positive constant to the TV term as shown below. 
                                           
1
22)(  mmTV .                                           (1.14) 
Here β2 is a positive constant. The properties of (1.14) depend on the value of β2. If the 
value chosen in very small, (1.14) remains a good approximation of TV, but the rate of 
convergence with traditional methods such as gradient descent remains slow. If the value 
of β2 is large, the approximation becomes poor and edges in the reconstructed image get 
smoothed. Usually the value of β2 is chosen within the range 10-6-10-9. Even if β2 is chosen 
in this range, the application of the smoothed version of TV can lead to several artifacts 
such as “staircase” artifacts [4] at edges, “checkerboard” artifacts at uniform regions in the 
image, and smoothing of fine texture in the image. 
Better minimization techniques such as primal-dual algorithms [7] and variable 
substitution-based techniques such as Augmented Lagrangian (AL) [8, 9] and Split 
Bregman [6] have been developed to rapidly minimize TV. These techniques perform 
better at minimizing the ROF model as compared to a gradient descent-based 




techniques that use auxiliary variables to make substitutions to enable the decoupling of 
the L2 norm fidelity term and the L1 norm TV term.  The L2 norm terms are usually faster 
to minimize as opposed to the L1 norm term. Hence by using auxiliary variables-based 
substitution, the ROF model is split into several subproblems, each of which is easy to 
solve. The equivalence between AL and SB is well known [6]. In Chapter 5, a derivation 
is provided to better understand this equivalence between AL and SB. In addition, we 
provide a derivation to show that the “adding-noise-back” step [6] that is often used in SB 
formulations is also inherent to AL, although papers that use the AL formulation do not 
use this “adding-noise-back” step [9, 11]. The “adding-noise-back” step is a method to 
ensure that the sharp features such as edges or fine textures in the image, which may be 
lost due to the use of TV constraints, are added back to the reconstruction problem by 
updating the measured k-space data with the difference between the measured k-space data 
and the image estimate projected back into k-space using the encoding matrix E.   
The focus of this dissertation is the development of TV-based reconstruction 
methods for cardiac MR applications such as gated multislice dynamic contrast enhanced 
(DCE) cardiac perfusion imaging, late gadolinium enhanced (LGE) imaging of the left 
atrium, and ungated DCE cardiac perfusion imaging. The focus is on developing TV 
methods that can reconstruct high-quality images from highly undersampled k-space data. 
The reconstruction methods are formulated to handle specific issues that arise due to the 
use of TV constraints such as edge smoothing, loss of contrast, and slow reconstruction 
speeds for each of these three data acquisition types.  
Since the IFT of the measured k-space data gives a complex image, the TV-based 




parts separately. The minimization of the cost functional gave a complex image as the 
solution. The images shown in this dissertation are the magnitudes of the complex images 
generated by the TV-based image reconstruction formulations. 
 
1.4 Outline of dissertation 
The dissertation is divided into six chapters, including the introduction and the 
conclusion. Chapter 2 describes a method to improve the spatio-temporal TV-based 
reconstruction technique [12] developed to reconstruct DCE cardiac perfusion images 
acquired using a 24-ray radial undersampling pattern. The method is specifically developed 
to tackle the problem of edge smoothing and loss of contrast in the reconstructed image by 
using edge maps to make the weight on spatial TV spatially varying while simultaneously 
using a gradient-matching function to improve the sharpness of edges. A data-driven 
reference image is generated to extract edge information and create the spatially varying 
edge map.  
Chapter 3 presents a new accelerated acquisition and reconstruction technique for 
3D LGE imaging of the left atrium. Data acquisition time is reduced by acquiring data 
accelerated using a variable density sampling pattern and acceleration factors R~3. 3D TV 
constraints are used to reconstruct images from the undersampled data. Since the use of 
traditional minimization techniques like gradient decent lead to slow rate to convergence, 
an SB-based implementation is developed to accelerate image reconstruction. The 
reconstruction time of this method is small and could allow for this technique to be used in 
a routine clinical setting. The method is tested on retrospectively undersampled preablation 




that for 3D LGE images, the “adding-noise-back” step for SB developed by Goldstein et 
al. [6] can be used to improve the reconstructed image quality beyond that achieved by the 
SB implementation, which does not use this “adding-noise-back” step.  
Chapter 4 describes a new fast minimization technique for reconstructing multicoil 
DCE cardiac perfusion images. A combination of SB-based variable substitution and the 
iterative weighting technique developed for the fast iterative soft-thresholding algorithm 
(FISTA) [13] is used to accelerate image reconstruction. This novel minimization 
technique requires few variable substitutions and hence has low memory requirements. 
This is a key feature of this technique that makes it suitable for application on large 
datasets. This method is tested on gated and ungated cardiac perfusion images acquired 
using a golden angle sampling pattern. The results show that the multicoil TV 
reconstruction formulation minimized using the proposed variable substitution-based 
technique is able to generate high-quality reconstructions rapidly. 
Chapter 5 provides a comparison of the SB and AL techniques and shows that the 
“adding-noise-back” step that is used in SB implementations can also be derived using AL. 
Chapter 6, the concluding chapter, presents the contributions and provides 
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Fig. 1.1 The relationship between an image and the corresponding acquired k-space. The 
k-space data are the Fourier transform (FT) of the input image. Since kspace data do not 
satisfy Hermitian conjugate symmetry property, the IFT of the kspace data gives a complex 
image. (a) Magnitude of the complex image from the IFT of the kspace data and (b) 
magnitude of the complex kspace data are shown.  
  
b) 





















Input Image Output Image 
Fig. 1.2 The relationship between undersampling pattern and artifacts is shown using the 
(a) Shepp-Logan phantom. (b) Cartesian undersampling where the sampling pattern 
alternates between one line that is sampled and one line that is not sampled, (c) radial 
undersampling pattern, (d) overlapping artifacts due to undersampling with the Cartesian 
undersampling pattern shown in (b), and (e) streaking artifacts due to radial sampling. The 
radial undersampling pattern is more random compared to the repetitive Cartesian 
sampling pattern. Hence the streaking artifacts due to the radial undersampling pattern are 





















Fig. 1.3. An example of transform domain sparsity. (a) The Shepp-Logan phantom, (b) 
image gradient in the x-direction, and (c) image gradient in the y-direction. The Shepp-










EDGE-ENHANCED SPATIOTEMPORAL CONSTRAINED  
RECONSTRUCTION OF UNDERSAMPLED DYNAMIC  
CONTRAST-ENHANCED RADIAL MRI 
 
This chapter is reprinted from “Edge enhanced spatiotemporal constrained 
reconstruction of undersampled dynamic contrast enhanced radial MRI” written by S. 
Kamesh Iyer, T. Tasdizen and E. DiBella and published in Magnetic Resonance Imaging, 


















COMPRESSED SENSING FOR RAPID LATE GADOLINIUM  
ENHANCED IMAGING OF THE LEFT ATRIUM:  
A PRELIMINARY STUDY 
 
This chapter is reprinted from “Compressed sensing for rapid late gadolinium 
enhanced imaging of the left atrium: A preliminary study” by S. Kamesh Iyer, T. Tasdizen, 
N. Burgon, E. Kholmovski, N. Marrouche, G. Adluru, E. DiBella and published in Journal 
















SPLIT BREGMAN MULTICOIL ACCELERATED RECONSTRUCTION 
TECHNIQUE: A NEW FRAMEWORK FOR RAPID  
RECONSTRUCTION OF CARDIAC PERFUSION  
MRI 
 
This chapter is reprinted from “Split Bregman multicoil accelerated reconstruction 
technique: A new framework for rapid reconstruction of cardiac perfusion MRI” by S. 
Kamesh Iyer, T. Tasdizen, D. Likhite, E. DiBella and published in Medical Physics, 2016 






























A COMPARISON OF SPLIT BREGMAN AND AUGMENTED 




5.1 Split Bregman and augmented Lagrangian methods 
The following derivation demonstrates the equivalence between SB and AL 
methods by showing that both of the methods are minimizing the same optimality condition 
when certain conditions are met. 
 
5.1.1 Split Bregman (SB)  
The cost functional used in Chapter 3 minimizes the constrained version of the SB 
formulation, given by  









mC                       (5.1)  
                         ki+1=ki+ k0-Emi+1.                              (5.2)  
Here   is the sparsifying transform, E the data encoding matrix, m is the image being 
estimated, and k the measured k-space data. Updating k, as shown in (5.2), is the “adding 
noise back” term. Here TV is used as the sparsifying transform. Hence (5.1) can be 
rewritten as 









mC  .                    (5.3) 
Enforcing variable substitution to the L1 norm term using SB we get 













.                     (5.4) 
Combining terms containing m 













.                  (5.5) 
Differentiating (5.5) with regard to m we get the optimality condition 
               0).()(*  bmdkEmE i                                   (5.6) 
 56 
              )).(()( *1* iiii bdkEmEE    .                               (5.7) 
Here E* is the complex adjoint of E. 
 
5.1.2 Augmented Lagrangian (AL) 
To minimize the constrained version of the optimization problem using AL 
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  .                                                          (5.9) 
Here 
i are the Lagrangian weights and μ is a constant weight. Using completion of 


































 .                  (5.11) 
Assuming Ni to be of the form  
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 .                    (5.13) 
Ni is the “noise” that is updated as 
                       )( 11   iii EmkNN .                   (5.14) 
Assuming 
                                    
ii kNk            (5.15) 
(5.14) can we written as 
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 .      (5.16) 
Comparing (5.16) with (5.3), both the equations have the same objective function up to a 
constant. 
















mdmA  .                (5.17) 
Differentiating (5.17) with regard to m we get the optimality condition 
         0.).()( 11








* iiii dkEmEE 

   .                  (5.19) 
Comparing (5.19) with (5.7), the near equivalence between SB and AL is seen.  
















6.1 Summary of contribution 
This research was motivated by the desire to develop better TV reconstruction 
techniques for reconstructing images from highly undersampled k-space data. Improved 
TV reconstruction techniques were developed to tackle the issues of poor reconstructed 
image quality for data acquired at high acceleration factors and slow reconstruction speeds. 
These improved TV methods were tested on contrast-enhanced cardiac MR images, 
namely cardiac perfusion images and 3D LGE images of the LA. 
Chapter 2 focused on a TV-based reconstruction method for gated cardiac perfusion 
imaging. The method used spatially varying weights on the spatial TV constraint to prevent 
smoothing of edges. In addition, an edge-matching term was used to enhance the sharpness 
of the edges in the reconstructed image. This method was developed to show that instead 
of using a constant weight on the TV constraint, as is usually used in most TV 
reconstruction formulations, using a data-dependent reference image to vary the weights 
on the TV constraints helps prevent smoothing of edges. The reconstructed images had a 
sharper edge profile and better contrast when compared to the images reconstructed by the 
TV-based reconstruction technique that uses constant weights on TV. A gradient descent-
based implementation was used to minimize the cost functionals.  
Chapter 3 focused on methods to improve 3D LGE imaging. The aim was to 
develop a technique to reduce the scan time by heavily undersampling the acquired k-space 
data, while maintaining high image quality by using a 3D TV constraint. A SB-based   
approach was used to rapidly minimize the cost functional. This was done to develop a 
reconstruction technique that could reconstruct images rapidly. The method was tested on 
retrospectively undersampled preablation and postablation datasets as a preliminary study. 
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The study showed that it is possible to achieve high acceleration factors (R~3), while 
maintaining good image quality by the use of a 3D TV constraint and rapid convergence 
with an SB formulation.  
Chapter 4 demonstrated a new technique for rapidly minimizing multicoil 
reconstructions. A new SB-based variable substitution method was developed. The aim 
was to develop a fast minimization technique that forms a good balance between the 
amount of memory used due to variable substitution and reconstruction speed. The method 
was tested on gated and ungated DCE cardiac perfusion images, and improvements were 
seen in the reconstruction speed and image quality when compared to a gradient descent-
based implementation of the same cost functional.  
Chapter 5 provided a comparison of the SB and AL techniques and showed how 
the adding noise back step that is often used with SB can also be derived using AL. 
 
6.2 Future work 
The reconstruction method in Chapter 2 made the weights on the spatial TV 
constraint spatially varying. As part of future study, the idea could be extended along the 
temporal dimension, making the weights on the temporal TV constraint temporally 
varying. Another improvement could be the use of a multicoil version of the proposed 
method, instead of a coil-by-coil reconstruction technique. A multicoil reference image 
could be generated to extract the edge information as opposed to generating a different 
reference image for each coil data. 
The multicoil reconstruction formulation discussed in Chapter 4 uses TV 
constraints along the spatial and temporal dimensions. There are good correlations along 
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the slice dimension, and constraints could be applied to slice dimension to improve image 
quality. The existing SMART framework allows for these improvements to be tested 
without the necessity for any major modification to the minimization algorithm. 
The techniques in this dissertation try to address some of the challenges facing 
reconstruction of DCE cardiac MR imaging. I envision a day when CS-based techniques 
become a mature technology and are widely used by clinicians. Slow reconstruction speed 
and variability in image quality are some of the challenges that currently do not permit 
widespread use of CS by clinicians. Techniques developed in this dissertation for rapid and 
high-quality reconstruction of undersampled DCE MRI images should help in moving in 
the direction of transitioning CS to a powerful and robust tool that is used routinely by 
clinicians. 
 
