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几 ,一 二 训练网络






















图 隐含层单元数 二 时的训练图
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月尸厂由图 可以看出 增加隐含层单元数可以减少
训练误差
,
超过 以后测试误差产生微小波动
,
综
合比较各隐含层单元数的训练误差和测试误差
,
决
定隐含层单元数选用 并非隐含层单元的个数越
多
,
网络的性能就越好
,
在测试本组样本数据时
,
训
练误差随着隐含层单元的个数增加而逐渐减小
,
而
