Abstract. Cardinality matrix problems are the underlying structure of several real world problems such as rostering, sports scheduling , and timetabling. These are hard computational problems given their inherent combinatorial structure. Constraint based approaches have been shown to outperform other approaches for solving these problems. In this paper we propose the cardinality matrix constraint, a specialized global constraint for cardinality matrix problems. The cardinality matrix constraint takes advantage of the intrinsic structure of the cardinality matrix problems. It uses a global cardinality constraint per row and per column and one cardinality (0,1)-matrix constraint per symbol. This latter constraint corresponds to solving a special case of a network flow problem, the transportation problem, which effectively captures the interactions between rows, columns, and symbols of cardinality matrix problems. Our results show that the cardinality matrix constraint outperforms standard constraint based formulations of cardinality matrix problems.
Introduction
In recent years Constraint Programming (CP) techniques have been shown to effectively solve hard combinatorial problems. In fact, constraint based methods excel at solving problems that are inherently combinatorial, clearly outperforming traditional Operations Research (OR) techniques. Sports scheduling and rostering problems are good examples of highly combinatorial problems, for which CP based techniques have been shown to be very successful (see e.g., [11, 5] ).
In a rostering problem, given a set of workers, a set of tasks, and a set of days (typically a week), the goal is to assign the tasks per person and per day satisfying various constraints. Among them, typical constraints require the workload per day to be constrained by the number of times each task has to be performed, and the schedule of each person to be constrained by the number of times each task has to be performed.
Sports scheduling problems and rostering problems are particular cases of what we refer to as cardinality matrix problems. Cardinality matrix problems are expressed by a matrix of variables where each row and each column are constrained by cardinality constraints, that is by constraints that define the number of times each value in a row or in a column has to be assigned to variables. We can model the rostering problem as a cardinality matrix problem in which each row of the matrix corresponds to a worker and each column of the matrix corresponds to a day of the week. The values in the matrix correspond to tasks. The cardinality constraints on the rows constrain the number of tasks to be assigned per worker and the cardinality constraints on the columns constrain the number of task to be assigned daily.
A straightforward model for representing cardinality matrix problems, e.g., rostering problems, consists of:
• a matrix of variables, in which each variable corresponds to a cell that takes as value the task to be performed on a given day by a given person. The variable domains are the set of tasks that can be performed by a given person for a given day.
• a global cardinality constraint (GCC) for every row, which constrains the number of times each task has to be performed by the person corresponding to the row.
• a global cardinality constraint for every column, which constrains the number of times each task has to be performed for the day corresponding to the column.
This formulation uses several global constraints and can give good results in practice. However, it suffers from some major drawbacks, namely:
1. There is poor communication between the variables constraining the number of times a value has to be taken, called cardinality variables.
The communication between the rows and the columns is poor. In fact, any
GCC defined on a row and any GCC defined on a column have only one variable in common. This means that we have an efficient way to deal with all the variables of a row (or a column) as a whole, but we are not able to really deal with the notion of a matrix. 3. The GCCs deal with a set of predefined intervals constraining for each value the number of times the value has to be assigned. In real-life problems, variables defining these intervals are more often used. Even if it is easy to deduce intervals from these variables, because it corresponds to the boundaries of these variables, we do not have filtering algorithms to reduce their ranges in the general case (such a filtering algorithm has been proposed when the domains of the variables on which the GCCs are defined are ranges [9] ).
The communication between constraints mentioned in (1) and (2) can be improved by adding implied constraints. An implied constraint for a given CSP is a constraint that can be deduced from the other constraints of the CSP, but which introduces a filtering algorithm that can reveal inconsistencies which are not discovered by the combination of the filtering algorithms of the other constraints. So the introduction of implied constraints can lead to a reduction of the number of backtracks needed to find one solution or to prove that there is none. The introduction of implied constraints can improve dramatically the efficiency of search since it allows for the detection of inconsistencies earlier than it would be possible if such constraints were not stated explicitly (see e.g., [3] ).
The limitation stated in point (2) deserves a more careful study. Consider a restricted form of the cardinality matrix problems: the alldiff matrix problem [8] . In this case, each value has to be assigned at most once in each row and each column. The alldiff matrix characterizes the structure of several real world problems, such as design of scientific experiments or fiber optics routing. Consider the following example: a 6x6 matrix has to be filled with numbers ranging from 1 to 6 (this is a latin square problem). A classical model in CP consists of defining one variable per cell, each variable can take a value from 1 to 6, and one alldiff constraint per row and one alldiff constraint per column. Now, consider the following situation:
In this case, the alldiff constraints are only able to deduce that:
• only the values 5 and 6 can be assigned to the cells (5, 3) and (6, 3) • only the values 3 and 6 can be assigned to the cells (5, 4) and (6, 4) .
However, with a careful study we can see that the value 6 will be assigned either to (5, 3) and (6, 4) or to (5, 4) and (6, 3) this means that the other columns of rows 5 and 6 cannot take these values and therefore we can remove the value 6 from the domains of the corresponding variables (the ones with a • in the figure). We will show how our approach, using what we refer to as the cardinality (0,1)-matrix, automatically performs these inferences.
One of the key successful approaches in CP has been the identification of typical constraints that arise in several real-world problems and associate with them very specialized and efficient filtering algorithms, so-called global constraints. In recent years several global constraints have been proposed and shown to boost dramatically the performance of CP based techniques.
We propose the cardinality matrix constraint to capture the structure of cardinality matrix problems such as the rostering problem. A cardinality matrix constraint (cardMatrix) C is specified in terms of an n×m matrix M of variables which take their values from a set of s symbols, and two sets (rowCard and colCard) of cardinality variables that specify the number of times each symbol has to appear in a row (rowCard) and the number of times each symbol has to appear in a column (colCard). More specifically, the set of cardinality variables rowCard constrains the number of variables of a row i of M instantiated to a symbol p to be equal to rowCard [i, p] and the set of cardinality variables colCard constrains the number of variables of a column j of M instantiated to a symbol q to be equal to colCard [j, q] . In order to take advantage of the structure underlying the cardinality matrix constraint we introduce a constraint named cardinality (0,1)-matrix. The cardinality (0,1)-matrix is a particular case of a network flow problem, the transportation problem. This constraint effectively captures the interactions between rows, columns, and symbols in a cardinality matrix problem. We also develop a simple filtering algorithm for the cardinality matrix constraint with a low complexity that enables us to reduce the ranges of the cardinality variables. As we show in our experimental section, we obtain very promising results which allow us to solve problems that could not be solved before with constraint programming techniques. We also compare the performance of our approach against standard formulations of a cardinality matrix problems. We obtain dramatic speed ups with our approach.
The rest of the paper is organized as follows: In the next section we define our notation and present definitions concerning constraint programming and graph theory. We then roughly present the cardinality matrix constraint and propose a simple filtering algorithm for reducing the ranges of cardinality variables of a GCC. Next, we introduce the Cardinality (0,1)-Matrix Constraint followed by the description of a filtering algorithm for the Cardinality Matrix Constraint. We present experimental results in section 7, followed by conclusions. 
Preliminaries
The value graph of a set of variables X is the bipartite graph
We recall the formal definition of a global cardinality constraint:
Definition 1 A global cardinality constraint C defined on X and associated with a set of values V with D(X) ⊆ V is a constraint in which each value a i ∈ V is associated with two positive integers l i and u i with l i ≤ u i and T (C) = { τ s.t. τ is a tuple on X(C)
and
Note that an alldiff constraint can be defined by a GCC in which all lower bound are equals to 0 and all upper bounds are equal to 1.
An instantiation of all variables that satisfies all the constraints is called a solution of a CN. Constraint Programming (CP) proposes to search for a solution by associating with each constraint a filtering algorithm that removes some values of variables that cannot belong to any solution. These filtering algorithms are repeatedly called until no new deduction can be made. Then, CP uses a search procedure (like a backtracking algorithm) where filtering algorithms are systematically applied when the domain of a variable is modified.
Graph Theory
These definitions are based on books of [2, 16, 1] .
A directed graph or digraph G = (X, U ) consists of a node set X and an arc set U , where every arc (u, v) is an ordered pair of distinct nodes. We will denote by X(G) the node set of G and by U (G) the arc set of G.
A path from node
The path is simple if all its nodes are distinct. The path is a cycle if k > 1 and v 1 = v k . An undirected graph is connected if there is a path between every pair of nodes. The maximal connected subgraphs of G are its connected components. A directed graph is strongly connected if there is a path between every pair of nodes. The maximal strongly connected subgraphs of G are its strongly connected components. A bridge is an edge whose removal increases the number of connected components.
Let G be a graph for which each arc (i, j) is associated with two integers l ij and u ij , respectively called the lower bound capacity and the upper bound capacity of the arc. A flow in G is a function f satisfying the following two conditions 1 : • For any arc (i, j), f ij represents the amount of some commodity that can "flow" through the arc. Such a flow is permitted only in the indicated direction of the arc, i.e., from i to j. For convenience, we assume f ij = 0 if (i, j) ∈ U (G).
• A conservation law is observed at each node: ∀j ∈ X(G)
A feasible flow is a flow in G that satisfies the capacity constraint, that is, such that
Definition 2 The residual graph for a given flow f , denoted by R(f ), is the digraph with the same node set as in G. The arc set of R(f ) is defined as follows:
All the lower bound capacities are equal to 0.
Notation
• max(x) (resp. min(x)) denotes the maximum (resp. minimum) value of D(x).
• D(X) denotes the union of domains of variables of
• #(a, τ ) is the number of occurrences of the value a in the tuple τ .
• #(a, X) is the number of variables of X such that a ∈ D(x).
• Row(M ) (resp. Col(M )) is the set of indices of the rows (resp. columns) of the matrix M .
• If X is a n × m array, that is X=x
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j] of variable s taking their values in a set V , and on two sets of cardinality variables rowCard[i, j] and colCard[i, j] and T (C) = { τ s.t. τ is a tuple on X(C)
It is denoted by card-M atrix(M, V, rowCard, colCard).
In order to show how a cardinality matrix constraint is represented we need first to introduce cardinality variables. The GCCs consider that the lower and the upper bounds are integer. There is no problem to use variables instead of integers. In this case, the lower bound is the minimal value of the domain of the variable and the upper bound is the maximal value of the domain. We will call such variables cardinality variables. Thus, we can define a global cardinality constraint involving cardinality variables (abbreviated cardVar-GCC):
Definition 4 A global cardinality constraint involving cardinality variables defined on X and card and associated with a set of values V with D(X) ⊆ V is a constraint C in which each value a i ∈ V is associated with a cardinality variable card [i] and
. τ is a tuple on X(C)
It is denoted by gcc(X, V, card).
We propose to represent a cardinality matrix constraint by:
• one cardVar-GCC per row and one cardVar-GCC per column;
• a sum constraint involving the previous cardinality variables stating that the number of symbols taken by all the rows (resp. all the columns) is the size of the matrix;
• one cardinality (0,1)-matrix constraint involving cardinality variables per symbol. Such a constraint involves boolean variables corresponding to the presence or the absence of the symbol for a cell of the matrix, and combines the rows and the columns for the symbol.
Thus, with such a representation the communication is improved in two ways:
• by the presence of cardinality variables • by the introduction of a new constraint combining the rows and the columns for each symbol. This communication will be efficent if some powerful filtering algorithms are available to reduce the domains of the cardinality variables and the domains of the boolean variables on which cardinality (0,1)-matrix constraints are defined. This is what we study in the next sections.
Filtering Algorithm for costVar-GCC
A GCC C is consistent iff there is a flow in the the value network of C [12] . The consistency of gcc(X, V, card) is equivalent to the consistency of the constraint gcc(X, V, l, u) where for every
When the minimum or the maximum value of the domain of a cardinality variable is modified then C is modified and so the consistency of the constraint must be established again. Since the flow algorithms are incremental, a new feasible flow can be computed in O(m), where m is the number of arcs of the network.
Arc consistency for cardVar-GCC can be established for the variables of X by using the method of GCCs, because the problem remains the same for these variables. For the cardinality variables we are more interested in the validity of the minimum and the maximum value of the domains. Bound consistency can be established by searching for the minimum and the maximum value such that a feasible flow exists. However, the cost of this method is high and its practical advantage has not been proved in general. Therefore, we propose a simple filtering algorithm whose cost is low and which is worthwhile in practice:
Property 1 Let C = gcc(X, V, card) be a cardVar-GCC. Then, we have:
The second point is a classical sum constraint and bound consistency can be established in O(|V |). Then, we immediately have the property:
Property 2 Let C = gcc(X, V, card) be a cardVar-GCC, GV (X) be the value graph of X. Then for every connected component CC of GV (X) we have: a i ∈vals(CC)) card[i] = |vars(CC)|, where vals(CC) denotes the values of V belonging to CC and vars denotes the variables of X belonging to CC.
proof: All the connected components are disjoint by definition, thus the problem is equivalent to a disjunction of GCCs, each of them corresponding to a connected component. Then, Property 1 can be independently applied on each GCC.
The filtering algorithm associated with cardinality variables is defined by Property 1 and by Property 2. Its complexity is in O(|V |) for all the sum constraints that can be defined and O(m) for the search for connected components, where m is the number of edges of the value graph of X [15] .
At first glance, Property 2 seems weak, but in fact this is not true, as shown by the following property:
Property 3 Let C = gcc(X, V, card) be a cardVar-GCC, cy be a cardinality variable, and k be an integer. If cy = k in every solution of C then the domain of cy is set to k after establishing arc consistency of the X variables and after establishing bound consistency of sum constraints defined by Property 2
In order to prove this property we need first to introduce a theorem which is a generalization of a property used to establish arc consistency for a GCC, because it deals with any kind of lower and upper bound capacities, and not only (0,1). 
Theorem 1 Let f be a feasible flow in
(i) (x, a) ∈ R(f ) and (a, x) ∈ R(f ) (ii) R(f ) contains (x, a) or (a, x
) but not both and x and a belong to two different strongly connected components of R(f ) (iii) (x, a) ∈ R(f ) and (a, x) ∈ R(f ) and (x, a) is a bridge of ud(scc(R(f ), x)), where ud(scc(R(f ), x)) is the undirected version of the strongly connected component of R(f ) containing x. proof: (i) From definition of R(f ), this means that l(x, a) = u(a, x)
, so the flow value cannot be changed in any feasible flow.
(ii) The flow theory claims that:
• the flow value of (x, a) can be increased if and only if (x, a) ∈ R(f ) and there is path from a to x in R(f ) − {(a, x)}, that is in R(f ) in this case because we have (x, a) ∈ R(f ) ⇒ (a, x) ∈ R(f ).
• the flow value of (x, a) can be decreased if and only if (a, x) ∈ R(f ) and there is path from x to a in R(f ) − {(x, a)}, that is in R(f ) in this case because we have (a, x) ∈ R(f ) ⇒ (x, a) ∈ R(f ). So in this case, a flow value is constant if and only if a and x belong to two different strongly connected components. (iii) We will call non trivial (u, v) cycle, a directed cycle which contains (u, v) but not (v, u). There are two possibilities: 1) there is a non trivial (x, a) cycle or a non trivial (a, x) cycle. This means that the flow can be increased or decreased, therefore it has not the same value for every feasible flow. Moreover, there exists a directed cycle which is non trivial, so this cycle is also a cycle in the undirected version and the arc (x, a) is not a bridge and conversely.
2) there does not exist a non trivial (x, a) cycle and there does not exist a non trivial (a, x) cycle. Let X(x) be the set of nodes of scc(R(f ) − {a}, x), and X(a) be the set of nodes of scc(R(f ) − {x}, a). Then ∀p ∈ X(x), p = x and ∀q ∈ X(a), q = a, we can prove that the arcs (p, q), (q, p), (x, q), (q, x), (a, p), (p, a) do not exist. Suppose that (p, q) exists. Then, there is a path from x to p which does not contain a and an arc (p, q) and a path from q to a which does not contain x, therefore this means that we identify a non trivial (a, x) cycle, which contradicts the hypothesis. A similar reasoning is valid for all the arcs. Hence, if (x, a) and (a, x) are removed from R(f ) then x and a will belong to two different connected component of the undirected version of R(f ). This is equivalent to saying, that (x, a) is a bridge. Now, we can give a proof of Property 3: Let a be the value whose cardinality is cy, and f be a feasible flow of N (C), the value network of C. For convenience we will use U SCC = ud(scc (R(f ), a) ), SCC = scc (R(f ), a) , CC = cc(GV (X), a), XS = vars(SCC), and VS = vals (SCC) . If the flow value of (a, t) is the same for every feasible flow, then from Theorem 1 either a and t belong to different connected components or (a, t) is a bridge of U SCC. In the first case, this means that all the arcs between a value of SCC and t have the same direction. In other words, the flow value of these arcs is either equal to the lower bound capacity or is equal to the upper bound capacity. So we have either
In both cases the bound consistency of the constraint
will instantiate all these cardinality variables to the current flow value of their corresponding arc. In the second case, (a, t) is a bridge of U SCC and the value graph does not contain t, so CC is a subgraph of U SCC. If SCC contains t and if (a, t) is a bridge of U SCC then (a, t) and (t, a) exist in R(f ) and there is no other arc between vals(CC) and t. Thus, the lower and the upper bound capacities are equal for every value of vals(CC) which is not equal to a. In this case, the bound consistency of the sum constraint involving cy will instantiate cy to the current flow value of its corresponding arc. 
• every column j is associated with two positive integers lc[i] and uc[i] with lc[i] ≤ uc[i],and T (C) = { τ s.t. τ is a tuple on X(C)
and ∀i ∈ Row(M ) :
It is denoted by card-(0,1)-M atrix(M, lr, ur, lc, uc).
This constraint corresponds to a generalization of a well known problem named "Matrices composed of 0's and 1's" by Ford and Fulkerson [6] . In this latter problem, there is no lower bound for the rows and no upper bound for the columns. Both Ryser [14] and Gale [7] independently showed that this problem can be solved by using a flow. The introduction of lower bounds on rows and upper bounds on columns only slightly modified the flow: • a set of nodes SR = {r 1 , ..., r n } corresponding to the rows of M .
• a set of nodes SC = {c 1 , ..., c m } corresponding to the columns of M . • a source node s and a sink t and an arc set A defined by:
• ∀r i ∈ SR (s, r i ) ∈ A with a lower bound capacity equal to lr [i] and an upper bound capacity equal to ur [i] .
• ∀c j ∈ SC (c j , t) ∈ A with a lower bound capacity equal to lc [j] and an upper bound capacity equal to uc [j] .
with a capacity equal to x[i, j], that is the lower bound capacity is equal to min(x[i, j]) and the upper bound capacity is equal to max(x[i, j]).
• an arc (t, s) without capacity constraint. Note that the (0,1)-variables define the capacity constraints of the arcs between nodes corresponding to rows and nodes corresponding to columns.
Proposition 1 C is consistent if and only if there is a feasible flow in the bipartite network of C.
We can establish arc consistency of the card-(0,1)-Matrix constraint by a similar method to the one used for GCCs Thus, arc consistency can be established by only one identification of the strongly connected components in R(f ), that is in O(|M |).
The advantage of the cardinality (0,1)-matrix constraint is emphasized by the following theorem: 
(1)
proof: C is consistent. Consider Q the rectangle containing the same rows as T and the columns that are not contained in T . Every feasible flow of N (C) satisfied the constraints on the rows:
uc [j] , because the constraints on the columns of Q are satisfied. So, Equation 1 is satisfied.
Similarly, consider Q the rectangle containing the same columns as T and the rows that are not contained in T . Every feasible flow of N (C) satisfies the constraints on the columns:
, because the constraints on the rows of Q are satisfied. So, Equation 2 is satisfied.
A corollary of this theorem is close to a necessary condition of a theorem proposed for latin square by Ryser [13] :
Thus, with only one cardinality (0,1)-matrix constraint we are able to take into account a property which is available for all p × q rectangles involved in the constraint. Instead of having an exponential number of cardinality constraints (because every row and column can be permuted) we have only one cardinality (0,1)-matrix constraint.
Introduction of cardinality variables
In a way similar as the one used for GCCs we propose to introduce cardinality variables in Cardinality (0,1)-Matrix constraint. Arc consistency can be established for the variables of M , because the problem remains the same for these variables. For the cardinality variables we have similar properties as for cardVar-GCCs: 
Bound consistency of a sum constraint involving n variables can be established in O(n). As for cardVar-GCCs, we have the property: 
Filtering Algorithm for the Cardinality Matrix Constraint
A cardinality matrix constraint is modeled by a cardVar-GCC on every row, a cardVar-GCC on every column, a constraint between the sum of cardinality variables, and a cardinality (0,1)-matrix constraint per symbol: Several instances remain open for a CP approach: qwh.order40.holes528, qwh.order40.holes544,qwh.order40.holes560, qwh.order33.holes.381.bal, qwh.order50.holrd825.bal. The instance qwh.order35.holes405 is solved with our approach in 9,900 s and 6,322,742 backtracks.
Conclusion
We present the Cardinality Matrix Constraint to efficiently model cardinality matrix problems. We also propose a simple filtering algorithm of low cost to reduce the ranges of the cardinality variables. The cardinality (0,1)-matrix constraint is a particular case of the transportation problem, a well-studied network flow problem, and it provides a good representation to capture the interactions between rows, columns, and symbols. We report results for the Alldiff Matrix constraint, a particular case of the Cardinality Matrix Constraint. Our results show that the Alldiff Matrix constraint clearly outperforms standard formulations of Alldiff Matrix problems.
