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We propose a new scalable platform for quantum computing (QC) – an array of optically trapped
symmetric-top molecules (STMs) of the alkaline earth monomethoxide (MOCH3) family. Individual
STMs form qubits, and the system is readily scalable to 100 to 1000 qubits. STM qubits have desir-
able features for quantum computing compared to atoms and diatomic molecules. The additional
rotational degree of freedom about the symmetric top axis gives rise to closely-spaced opposite par-
ity K-doublets that allow full alignment at low electric fields, and the hyperfine structure naturally
provides magnetically insensitive states with switchable electric dipole moments. These features lead
to much reduced requirements for electric field control, provide minimal sensitivity to environmental
perturbations, and allow for 2-qubit interactions that can be switched on at will. We examine in
detail the internal structure of STMs relevant to our proposed platform, taking into account the full
effective molecular Hamiltonian including hyperfine interactions, and identify useable STM qubit
states. We then examine the effects of the electric dipolar interaction in STMs, which not only guide
the designing of high-fidelity gates, but also elucidate the nature of dipolar spin-exchange in STMs.
Under realistic experimental parameters, we estimate that the proposed QC platform could yield
gate errors at the 10−3 level, approaching that required for fault-tolerant quantum computing.
I. INTRODUCTION
Universal quantum computing (QC) promises to
deliver exponential speed-ups to challenging compu-
tational problems – ranging from large integer fac-
torization [1] and solving linear systems of equa-
tions [2] to simulation of quantum many-body sys-
tems [3–5]. Many approaches to quantum compu-
tation have been explored in the last two decades,
including trapped ions and neutral atoms [6–9], cav-
ity QED and nonlinear optics [10–12], as well as su-
perconducting circuits [13] and spin-based systems
[14, 15]. Approaches using ultracold polar molecules,
in particular, have gained traction in recent years as
a potential platform for quantum computing [16–
21]. Ultracold molecules could offer the coherence
times of neutral atoms [22], and in addition, strong
controllable long-range interactions [16–18]. Futher-
more, molecule-based quantum computing platforms
offer the prospect of coupling to solid-state devices
operating in the microwave regime [23]. These can
eventually pave the way towards hybrid systems that
couple to photon-based qubits, which are ideally
suited for transmission of quantum information.
The many desirable features of molecules arise
from their rich internal structure, which has made
full quantum control of molecules prohibitively diffi-
cult until recently. In the past few years, direct laser
cooling and magneto-optical trapping of diatomic
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molecules (SrF, CaF, and YO) has been demon-
strated [24–28], enabling the rapid production of
large, trapped samples of ultracold molecules. Be-
yond diatomic molecules, laser cooling of polyatomic
species (SrOH) have been demonstrated [29, 30],
with ongoing efforts towards magneto-optical trap-
ping of triatomic species. The laser cooling tech-
niques developed so far are readily extendable to
more complex polyatomic species, such as the iso-
electronic species CaOCH3 [31, 32].
II. OVERVIEW OF THE PROPOSED
EXPERIMENTAL PLATFORM
In this work, we propose a new platform for
quantum computing - an array of optically trapped
symmetric-top molecules (STMs). STMs possess
C3v symmetry, giving rise to closely-spaced opposite
parity K-doublets (Fig. 1(a)). These doublets allow
for orientation at small electric fields of ∼ 10 V/cm,
many orders of magnitude lower than in diatomic
molecules. As we will show, more features desir-
able QC arise naturally from the internal molecu-
lar structure of STMs. The idea of using STMs as
a quantum resource for generating entangled states
was first proposed in [33]. Here, we present a spe-
cific scheme for quantum computing with STMs and
provide estimates of achievable fidelities, taking into
account spin-rotation and hyperfine structure and
realistic experimental parameters.
Our proposed setup consists of a uniform array
of trapped STMs in a closely-spaced optical lattice
(Fig. 1(b)), where each lattice site is occupied by a
single molecule that forms a single qubit. Tightly-
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2FIG. 1. (a) The C3v symmetry of STMs produces
closely-spaced K-doublets, allowing full orientation of
the molecules at low DC electric fields. (b) Pro-
posed platform for a scalable universal quantum com-
puter based on STMs. Ultracold STMs are trapped
in a closely-spaced 1D optical lattice (blue). A high-
resolution imaging path allows high-fidelity optical read-
out and state preparation. Tightly-focused laser beams
(red) allow addressing of individual STM qubits.
focused laser beams are used to address individ-
ual molecules. Combined with microwaves, arbi-
trary local single-qubit rotations can be performed.
To achieve universal quantum computing, we imple-
ment a CNOT gate by making use of the dipolar
energy shift between neighboring molecules that are
polarized. Molecules are prepared in the |K| = 1
manifold and aligned with a DC electric field along
the lattice axis. By changing the internal state of
a molecule, the lab frame dipole moment can be
switched on and off at will. By an appropriate se-
quence of pulses discussed below, CNOT gates be-
tween pairs of neighboring qubits can be achieved.
There are many advantageous features in our ap-
proach. First, it is scalable. With a 1D array, 10s
to 100s of uniformly occupied qubit arrays can be
created, as demonstrated recently for neutral atoms
utilizing optical traps [34, 35]. Future extensions to
2D arrays can reach array sizes ranging from 100s
to 1000s of qubits. Second, our approach has fast
cycle times. Based on established methods of gener-
ating bright slow beams of cold molecules [36] and
demonstrated performance of producing trapped di-
atomic molecules [25, 27, 37], large arrays of MOCH3
molecular qubits could be produced in ∼ 100 ms.
Third, our approach vastly reduces the technical re-
quirement in electric field control for QC using polar
molecules. Fourth, our choice of qubit states leads to
much reduced sensitivity to ambient magnetic fields,
a major source of decoherence in ultracold atomic
systems.
In the subsequent sections, we will discuss in de-
tail: 1) producing and detecting optically trapped
arrays of STM, 2) 2-qubit CNOT gate scheme, 3)
choice of qubit states, and 4) estimates of CNOT
gate fidelity under realistic experimental conditions.
FIG. 2. Optical cycling scheme for CaOCH3. Shown
are the wavelengths of the transitions, and the vibra-
tional branching ratios [38]. The vibrational numbers
are labeled in analogy to linear triatomic molecules (ie.
CaOH).
III. PRODUCING AND DETECTING
ARRAYS OF OPTICALLY TRAPPED STMS
Our proposal relies on cooling, trapping, and ma-
nipulating STMs optically. This approach requires
ultracold temperatures ( 1 mK), as far-detuned
optical traps are limited in depth to ∼ 1 mK. An
efficient and direct way of producing ultracold mat-
ter is via laser cooling, which relies on the scattering
of many photons to reduce motional energy. For
molecules, this is a major technical challenge since
molecules typically have a large number of vibronic
decays to dark vibrational states. Nevertheless, in
recent years, many molecules [31], including MOCH3
molecules [32], have been identified as favorable for
laser-cooling. In fact, in the past few years, laser
cooling of diatomic and triatomic molecules has been
demonstrated, and large dense samples of ultracold
diatomic molecules are now routinely produced via
this method.
Recently, a vibrationally-closed photon cycling
scheme for the symmetric top molecule CaOCH3 was
identified [38], where fewer than 5 repump lasers
(an experimentally manageable task) was needed
to scatter ∼ 105 photons. This number is suffi-
cient for creating a magneto-optical trap (MOT),
which can subsequently be loaded into a closely-
spaced (∼ 0.5µm) 1D optical lattice (Fig. 1) using
sub-Doppler cooling [27, 39, 40]. Within each lat-
tice site, one expects to reach the collisional block-
ade regime, where each site has no more than one
molecule. Loading of single molecules into optical
tweezers with these techniques has been recently
3demonstrated for CaF molecules [41]. Subsequent
rearrangement of this sparsely occupied array, using
non-destructive optical detection (recently demon-
strated for CaF), along with reprogrammable opti-
cal tweezer beams (demonstrated for neutral atoms)
will allow creating defect-free arrays of STMs.
In addition to enabling production of trapped
samples at ultracold temperatures, the ability to
cycle many photons also enables high-fidelity state
preparation and readout. At photon detection effi-
ciency of unity, the photon budget of ∼ 105 sets a
theoretical minimum infidelity of ∼ 10−5. In prac-
tice, a photon detection efficiency of > 0.1 can be
achievable with a high numerical aperture micro-
scope objective, giving infidelities of ∼ 10−4. Non-
destructive imaging at similar infidelities should also
be possible. Non-destructive imaging has in fact
been demonstrated recently for optically trapped
samples of CaF [40, 41], where detection fidelities
exceeding 90% were achieved, limited by low light
collection efficiency and vacuum lifetime. An anal-
ogous scheme of Λ-imaging can applied to MOCH3
molecules in the N = 1, |K| = 1 states. With techni-
cal improvements in vacuum lifetime to ∼ 10 s, one
expects to approach the infidelity limit of ∼ 10−4
set by the finite photon budget.
To extend the high-fidelity detection into state-
selective detection, one can implement a “shelving”
technique. Using microwave pulses, molecules can
be shelved from qubit states in N = 1 into other ro-
tational states in N = 2, which are far off-resonant
from the light used for imaging N = 1, |K| = 1. Mi-
crowave transitions allow internal states to be spec-
troscopically resolved, and different hyperfine states
can be brought back to the N = 1, |K| = 1 manifold
for imaging. Information about the internal state is
thus mapped onto the population, which is directly
detected. By relying on two-photon processes, the
shelving can further be made to be spatially selec-
tive. Individual molecules can be addressed. This
opens the door to measurements of parts of the sys-
tem, important in some schemes of error correction,
or measurement-based quantum computing.
IV. SINGLE QUBIT GATES AND 2-QUBIT
CNOT GATE
We propose to form qubit states out of the
|N = 1, |K| = 1〉 manifold of a MOCH3 molecule
in the presence of a DC electric field. Transi-
tions between these states are addressed with mi-
crowaves, which allow arbitrary global single-qubit
rotations. Local rotations are also possible by ad-
dressing individual qubits through tightly-focused
beams (Fig. 1). For example, qubits can be shifted
into resonance by making use of the AC Stark shift of
the tightly-focused beams [42, 43]. Alternatively, 2-
photon Raman transitions can be used. Single qubit
gate fidelities similar to those in neutral atoms can
thus be achieved.
To create two-qubit gates, interactions between
two qubits are required. In atom-based ap-
proaches, one makes uses of highly excited elec-
tronic states [44]. These states have short lifetimes
(∼ 100µs), which set a fundamental limit on co-
herence time. In addition, the AC polarizabilities
of highly-excited electronic states can often be very
different from ground electronic states, rendering si-
multaneous trapping difficult. The key advantage
of molecule-based approaches is the availability of
long-range interactions without using highly-excited
electronic states. We estimate that the proposed
states used both for single-qubit rotations and 2-
qubit gates will have lifetimes of (∼ 10 s), limited
only by black-body excitation to vibrationally ex-
cited states. Coherence time on the second scale has
in fact been demonstrated for optically trapped bi-
alkali molecules [22], and we expect that this would
also be possible for STMs in the future.
To implement 2-qubit gates in molecules, various
schemes have been proposed [16, 20, 21, 45]. Here
we propose to create a 2-qubit CNOT gate by re-
lying on the dipolar blockade [46], which has been
demonstrated using neutral Rydberg atoms [47]. A
DC electric field aligns the STMs, producing inter-
nal states that have different lab frame dipole mo-
ment. Crucially, states with zero dipole moments
are available. We pick two zero dipole moment
states as qubit states |0〉 and |1〉. In addition, we
use a third auxiliary state |e〉 that has a large elec-
tric dipole moment. |0〉 and |1〉 are non-interacting,
which make them ideal for storing quantum infor-
maiton. Molecules in |e〉 interact via the electric
dipolar interaction, resulting in an energy shift that
can be used to create a 2-qubit gate. Thus by simply
switching between {|0〉 , |1〉} and |e〉, 2-qubit gates
can be turned on and off on demand.
For implementing a 2-qubit CNOT gate, we
specifically consider the following scheme (Fig. 3).
Two qubits out of the molecular array act as the
control qubit and the target qubit respectively. A
Cz gate is implemented with a standard sequence
of pulses shown in Fig. 3(b), consisting of a single
2pi pulse on the target qubit applied between two pi
pulses on the control qubit on the |1〉 → |e〉 tran-
sition. Because of the dipolar blockade mechanism
when both qubits are in |1〉, the pulse sequence re-
sults in a phase shift of ≈ pi unless both qubits are in
|0〉. To create a CNOT gate from the Cz gate, pi/2-
pulses on the target qubit are applied before and the
Cz step.
4FIG. 3. (a) Energy spacing of the qubit states |0〉, |1〉
and |e〉. (b) Pulse sequence used for implementing a Cz
gate. Qubits A and B are the control and target qubits
respectively. Shown is the case when both qubits are in
|1〉. The dipolar blockade shifts the 2pi pulse on qubit
B out of resonance. The three pulses together give an
overall pi phase shift of the 2-qubit state.
V. DIPOLAR INTERACTIONS IN STMS
AND CHOICE OF QUBIT STATES
A key feature in STMs are closely spaced opposite
parity K-doublets (for |K| > 0), which arise from
the rotational degree of freedom about the symmet-
ric top axis. In particular, |K| = 1, N = 1 states en-
joy a large range in electric fields where Stark shifts
are linear, or equivalently, the electric dipole mo-
ments along the quantization axis are constant. For
this manifold, in the linear Stark shifts regime, states
are split into 3 groups with positive, negative, and
zero lab frame electric dipole moments, correspond-
ing to sgn(K)×mN = −1, 0, or 1, where mN is the
projection of the angular momentum excluding spin
along the quantization axis (See Fig. 4). Note that
in this “high-field” regime, mN is an approximately
good quantum number. The manifold of mN = 0
states is crucial in our scheme, as they provide ideal
qubit states minimally sensitive to dipolar interac-
tions. In addition, constant dipole moments give
the practical advantage that the strength of dipo-
lar interactions is minimally sensitive to the precise
strength of the electric field, which reduces the de-
mands of field control.
We additionally desire qubit states to be spec-
troscopically resolvable. This presents a challenge
in STMs, since the additional degrees of freedom
leads to closely-spaced levels whose properties re-
quire a detailed understanding of the internal struc-
ture, including hyperfine effects. We have exam-
ined in detail the internal state structure for the
molecule CaOCH3, and find that resolvable states
with the desired properties of switchable dipole mo-
ment and minimal magnetic field dependence are
available. More generally, we find that such states
are always available in the N = 1, |K| = 1 STMs
of Hund’s case (b) in the high electric field regime,
even in the absence of a magnetic field.
In detail, in a Hund’s case (b) STM, the inter-
nal states can be labeled by |N,K, S, J, I, F,mF 〉,
FIG. 4. (a) Energy of N = 1, |K| = 1 states versus
electric field for CaOCH3. (b) Lab frame dipole moments
ofN = 1, |K| = 1 states versus electric field for CaOCH3.
For both plots, the qubit states |0〉, |1〉, and |e〉 are shown
in solid (green, yellow, blue). At high electric fields, the
states are split into three manifolds by sgn(K)mN .
where N is the angular momentum excluding spin,
K is its projection along the molecular axis, S = 1/2
is the electron spin, J = N + S is the total an-
gular momentum excluding nuclear spin, I is the
nuclear spin, F = J + I is the total angular mo-
mentum and mF is its projection. We focus on
states with |N = 1, |K| = 1, S = 1/2, J, I, F,mF 〉 in
the high-field limit, where I = 1/2, and mN is an ap-
proximately good quantum number (see Supp. Mat.
on value of I). Without additional coupling, each
sgn(K) × mN manifold is 8-fold degenerate (2-fold
in S, I and sgn(K) ). Although the spin-rotation
and the isotropic hyperfine interaction lifts the de-
generacies in mS and mI , the degeneracy in sgn(K)
remains. The anisotropic hyperfine interaction in
STMs can couple states that have ∆K = 2. How-
ever, this coupling is weak, and is only leads to spec-
troscopically resolvable splittings when the states
are near-degenerate.
To identify states that are coupled, we
note that generically, |N,K, S, J, I, F,mF 〉 and
|N,−K,S, J, I, F,−mF 〉 are degenerate in the
absence of the ∆K = 2 interaction. Since this
interaction preserves the total lab frame angular
projection mF (See Supp. Mat.), it only strongly
couples states with mF = 0 for |K| = 1 states,
since they remain degenerate upon changing
K → −K. Since mF remains a good quantum
number in the presence of electric and magnetic
fields along the quantization axis, this condition
5alone identifies resolvable states in the linear Stark
shift regime: States where mN + mS + mI = 0
form K-doublets. It is clear then that the
sgn(K) × mN = ±1 manifolds each have a pair
of states (ms = mI = −mN/2,K = ±1) that
are split by the ∆K = 2 hyperfine interaction.
Each of these manifolds, which have a non-zero
dipole moment, has 2 resolvable states. For the
K × mN = 0 manifold, which has vanishing lab
frame dipole moment, has two pairs of states
(ms = −mI = ±1/2,K = ±1) split by the ∆K = 2
hyperfine coupling, giving a total of 4 resolvable
states.
While the energies of the resolvable states de-
pend on specific values of each STM molecule and
the value of the external field, out of the 24 N =
1, |K| = 1 states, there are always 4 resolvable states
with zero dipole moment and 2 resolvable states
for each sign of the dipole moment. In addition,
these resolvable states have zero electron spin pro-
jection, since they have equal admixtures of states
with
{
K,mS =
1
2
}
and
{−K,mS = − 12}. Ignoring
the contribution from the nuclear spin (much smaller
than that from the electron spin), these K-doublet
states thus have vanishing magnetic field sensitivity
along the quantization axis. They also have vanish-
ing sensitivity orthogonal to the quantization axis,
since each component separately has zero spin pro-
jection orthogonal to the quantization axis, and no
interference between two components occurs since
they differ in the quantum number K. Note that
the same argument applies to mI , which implies
that at zero field, the magnetic moments of these
K-doublets are zero. The vanishing sensitivity to
magnetic fields is shown in Fig. 5 specifically for 3
of these states in CaOCH3 at a field of 100 V/cm.
Any 2 of the 4 resolvable zero dipole moment
states (mN = 0) are therefore ideal qubit storage
states |0〉 and |1〉. They are insensitive to electric
field fluctuations owing to zero lab frame dipole mo-
ment, and insensitive to ambient magnetic field fluc-
tuations, which is a major source of decoherence
in experiments. Any of the 4 resolvable states in
mN = ±1 can be used to couple two molecules to
create 2-qubit gates.
To further guide the selection of qubit states, we
have to examine the dipolar interactions of these re-
solvable states that have a non-zero dipole moment.
The dipolar interaction between two molecules is
given by
Hdd =
1
4pi0r3
[
dˆ1 · dˆ2 − 3(dˆ1 · rˆ)(dˆ2 · rˆ)
]
, (1)
where r is the intermolecular separation. For the
specific case we propose, where the electric field is
along the inter-molecular axis, the interaction takes
FIG. 5. (a) Magnetic field sensitivity of qubit states ver-
sus magnetic field strength along the quantization axis
for CaOCH3 at 100 V/cm. (b) Magnetic field sensitivity
of qubit states versus magnetic field strength orthogo-
nal to the quantization axis for CaOCH3 at 100 V/cm.
For both plots, green, yellow, and blue solid lines cor-
respond to the states |0〉, |1〉, and |e〉. The magnetic
sensitivities are linear in field and approximately vanish
at zero applied field, indicating a quadratic dependence
on magnetic field. Note that at a field of 1 mG, the mag-
netic sensitivities of these states are much less than that
corresponding to the Bohr magneton µB (1.4 MHz/G).
the form
Hdd,0 =
−1
2pi0r3
[
T 10 (d1)T
1
0 (d2)
+
1
2
(
T 11 (d1)T
1
−1(d2) + T
1
−1(d1)T
1
1 (d2)
)]
,(2)
where T 1p (V) denote spherical tensor components of
a rank-1 operator V with quantization axis along
the electric field.
In this form, two effects are apparent. First, there
is an energy shift when the lab frame dipole mo-
ments of both molecules are non-zero. First-order
perturbation theory gives
〈i1i2|Hdd,0|i1i2〉 ∝ 〈i1|T 10 (d1)|i1〉〈i2|T 10 (d2)|i2〉,
(3)
where i1 and i2 denotes the internal state of the two
molecules. This shows that the energy shift is pro-
portional to the product of the lab-frame dipole mo-
ments. Note that the second term in Eq. (2) does
not contribute, since it must change the total an-
gular momentum projection mF of each molecule
and hence its state. It however still conserves the
sum of the total angular momentum projection of
both molecules along the quantization axis. For
6N = 1, |K| = 1 STM states, we note that the dipo-
lar energy shift is determined by which sgn(K)mN
blocks the states are in, i.e. by the lab frame dipole
moments along the quantization axis.
Second, in addition to an energy shift, dipolar
spin-exchange is also present. Two molecules in
states i1 and i2 can be in two degenerate con-
figurations |i1, i2〉 and |i2, i1〉. In this process,
all terms in Hdd,0 can contribute. The matrix
element is dependent on the terms of the form
〈i2i1|T 1p (d1)T 1−p(d2)|i1i2〉. For a given pair of in-
ternal states i1 and i2, it suffices to evaluate
〈i2|T 1p (d)|i1〉, that is, the transitional dipole moment
between the two states. Physically, this shows that
the spin-exchange process can be thought of as an
electric dipole transition on molecule 1 driven by
the electric field arising from the electric dipole of
molecule 2.
In the proposed scheme of implementing a
CNOT gate via the dipolar blockade, we want
to maximize the energy shift, but avoid any
spin-exchange effects. Spin-exchange leads to bit
flip errors and effective qubit loss due to popu-
lation leakage outside {|0〉 , |1〉}. Although one
generically expects the spin-exchange coupling
to be comparable to the dipolar energy shift,
since they both arise from the same underlying
dipolar interaction, spin-exchange can in fact be
suppressed by a careful choice of states. As men-
tioned above, in the high-field regime, the electron
spin projection 〈Sz〉 for resolvable states van-
ishes. This is because the resolvable states, which
are K-doublets, can be written approximately as
1√
2
(|mS = 12 ,K,mN , η〉 ± |mS = − 12 ,−K,−mN , η′〉),
where η and η′ denote omitted quantum numbers.
We will henceforth call the relative sign between
these two dominant components the spin-parity of
the state. It is an approximately good quantum
number.
Next, we note that the dipole moment operator
T 1p (d) does not act on the electron spin or K, im-
plying that the spin-parity is approximately con-
served. Thus, states with identical spin-parity ex-
perience suppressed spin-exchange rates. We there-
fore pick the qubit states |0〉 , |1〉 , |e〉 to be of the
same spin-parity. For CaOCH3, at an electric field
of 100 V/cm, this can be accomplished by identify-
ing |0〉 = |i = 12〉, |1〉 = |i = 16〉 and |e〉 = |i = 1〉,
where i denotes that ith eigenstate in the N =
1, |K| = 1 manifold when ordered by energy from
lowest to highest. This is the choice of qubit states
used for subsequent calculations. The suppression
of spin-exchange with this choice of states is verified
numerically. An alternative scheme using opposite
spin parities is |0〉 = |i = 11〉, |1〉 = |i = 15〉 and
|e〉 = |i = 2〉. This scheme has slightly higher mag-
netic field sensitivity away from zero magnetic field
and is therefore not used.
Our choice of qubit states to be of the same spin-
parity suppresses spin-exchange, since transitions
between these states are M1 transitions. This how-
ever presents a new problem. Generally, M1 tran-
sitions are much weaker than E1 transitions, with
Rabi frequencies suppressed by cd/µ, where c is the
speed of light, d the dipole moment, and µ the mag-
netic moment. With d = 1 D and µ = 1µB , this
factor is ∼ 100. Consequently, when one drives M1
transitions with an oscillating electromagnetic field,
off-resonant E1 transitions could be non-negligible
due to their much stronger strengths. This can be
problematic for STMs, since transitions can have
frequency differences as small as 10s of kHz. For
example, the frequency difference between hyper-
fine states can be as low as 50 kHz in CaOCH3 at
100 V/cm, which implies that the Rabi frequency
for M1 transitions would have to be much less than
500 Hz in order to avoid significant off-resonant exci-
tation. To avoid off-resonant E1 transitions, one can
rely on two-photon Raman transitions where both
photons drive strong E1-allowed transitions to the
excited electronic B state. This has the further ben-
efit of allowing individual addressing of each qubit.
With the two-photon process driving effective M1
transitions between the qubit states, the Rabi fre-
quency to states directly connected via E1 transi-
tions in the N = 1, |K| = 1 manifold are now sup-
pressed by cd/µ ∼ 100. They are thus suppressed
both by being off-resonant, and by the approximate
selection rule.
VI. CNOT GATE FIDELITY
In this section, we estimate the gate fidelity of
the 2-qubit CNOT gate in the proposed scheme.
We use the molecule CaOCH3 at an electric field
of 100 V/cm. The inter-molecule spacing is set to be
0.5µm.
We first estimate intrinsic errors for a 2-qubit
CNOT gate using a dipolar blockade scheme. This
scheme has been previously used in Rydberg atoms,
and the intrinsic error of the gate induced by incom-
plete blockade in the limit of infinite lifetime is given
by [48, 49]:
ε =
Ω2
8U2dd/~2
(
1 +
6Ω2
ω210
)
, (4)
where Ω is the Rabi frequency of the |1〉 → |e〉 cou-
pling, ω10 is the frequency splitting between the |1〉
and |0〉 states, and Udd is the dipole blockade en-
ergy. The infinite lifetime approximation is a good
7approximation in the absence of technical imperfec-
tions, since |e〉 states have blackbody limited life-
times ∼ 10 s, much longer than the expected sin-
gle and 2-qubit gate times of ∼ 1 ms. In our case,
Udd/~ = 2pi × 1.477 kHz for a molecule spacing of
0.5µm and an applied field of 100 V/cm. For Ω =
2pi× 50 Hz, Eq. (4) estimates an error of 1.4× 10−4.
The intrinsic error rate could be decreased arbi-
trarily at the cost of longer gate time. Nevertheless,
in the presence of decoherence and spin-exchange,
an optimal gate speed will be obtained at finite du-
ration. For example, even spin-exchange among the
qubit states {|0〉 , |1〉 , |e〉} can lead to significant er-
rors, as the molecules can be lost from the logical
basis {|0〉 , |1〉}. Off-resonant coupling could transfer
a qubit into states outside {|0〉 , |1〉 , |e〉}, resulting in
effective loss of the qubit.
To estimate the intrinsic errors of our scheme, we
first assume that single qubit rotations have negligi-
ble intrinsic errors. This is a valid assumption, since
the Rabi frequency driving single qubit rotations can
be made much faster than the estimated decoherence
rates of 1 s−1 (see Supp. Mat.). It therefore suffices
to examine the Cz gate alone. As shown in Fig. 3,
the Cz gate consists of 3 parts, two |1〉 → |e〉 pi pulses
with a |1〉 → |e〉 2pi pulse that resolves the dipolar
blockade energy shift in between. We characterize
the pi pulse and the 2pi pulse separately.
To characterize the pi pulse, we numerically in-
tegrate Schrodinger’s equation with the 24 ⊗ 24 2-
qubit Hamiltonian containing all N = 1, |K| = 1
states and a time-dependent drive. The initial state
is |1〉⊗|1〉. All possible M1 transitions are considered
for the time-dependent drive, and we do not make
the usual rotating wave approximation. Given the
spacing of hyperfine states, the rotating and counter-
rotating contributions can be similar for off-resonant
excitations. Since E1 transitions will be suppressed
by ∼ 100 in a two-photon scheme discussed in the
previous section, we do not take these into account.
Using an effective M1 coupling with |1〉 → |e〉 Rabi
frequency of Ω = 2pi×16 kHz and polarization along
the quantization axis, we find that pi-pulses between
|1〉 → |e〉 can be accomplished with an error of
3× 10−6. Here, the error is defined as the deviation
of the squared overlap between the ideal and sim-
ulated states from unity, 1 − | 〈ψsim|ψideal〉 |2. Note
that since we do not have to resolve the blockade
shift in this step, a Rabi frequency much larger than
the blockade shift Udd can be used.
We next characterize the 2pi pulse, where the
dipole blockade energy has to be resolved. We
again numerically integrate Schrodinger’s equation
with the 24 ⊗ 24 2-qubit Hamiltonian and a time-
dependent drive with the initial state |1〉⊗|1〉. With
a fine-tuned Rabi frequency of Ω = 2pi× 300 Hz, the
average error is found to be 5×10−4. The error of the
2pi pulse versus Rabi frequency is shown in Fig. 6.
Given the two orders of magnitude between the 2pi
pulse and pi pulse, the dominant intrinsic error of
the proposed Cz gate comes from the intermediate
2pi step. Since single qubit rotations are expected to
have negligible intrinsic errors, the intrinsic errors of
the proposed CNOT gate will be dominated by the
errors of the 2pi pulse.
FIG. 6. The error of the |1〉 → |e〉 2pi pulse versus Rabi
frequency Ω. Dashed line shows the analytic estimate
given by Eq. 4. The numerical results show that fine-
tuning of the Rabi frequency can lead to errors lower
than Eq. 4.
We next estimate errors from realistic experimen-
tal conditions by separately performing Monte Carlo
simulations with randomly sampled technical imper-
fections of both single qubit rotations and the two-
qubit CNOT gate operation using a master equation
approach with a reduced Hilbert space containing
only |0〉, |1〉 and |e〉, along with a rotating wave ap-
proximation (RWA). Here, the qubit operations are
modeled to be perfect, and experimental errors ap-
pear in the master equation in two ways. First, they
directly affect the Hamiltonian by modifying detun-
ings and Rabi frequencies. Second, they can lead to
dephasing terms captued by the master equation.
In detail, microwave and laser power fluctuations
lead to Rabi frequency fluctuations and variations
in AC Stark shifts. Instabilities in the applied static
electric field, as well as fluctuations in the electric
and magnetic fields, modify the detuning for the mi-
crowave pulses. We have computed the magnetic
moments and electric dipole moments of these states
taking into account spin-rotation coupling and hy-
perfine terms (see Supp. Mat.). A full discussion of
field fluctuations including ambient fields and patch
potentials are given in the Supplemental Materials.
We also partially take into account thermal motion
of the molecules. The resulting variations in the
interaction strength Udd is considered. Not taken
into account is motional decoherence due to state-
8dependent AC Stark shifts. We defer this to fu-
ture work on minimizing differential AC Stark shifts.
With multi-chromatic repulsive optical traps and a
judicious choice of polarizations, “magic” conditions
where all three states |0〉 , |1〉 and |e〉 experience iden-
tical trapping potentials are possible, in analogy to
similar ideas for bialkali molecules [50, 51]. A full
list of technical imperfections considered along with
the parameters used is shown in Table I.
To isolate the errors that are technical and arise
from imperfect control, the master equation is run
with Rabi frequency Ω = 2pi × 10 Hz, where block-
ade errors are well below 10−4 according to the es-
timates of Eq. 4. The simulation is run over 10,000
iterations for each input initialization [52]. Similar
to an analysis previously performed for a Rydberg
atomic system [53], our simulations incorporate the
effects of technical imperfections as well as dephas-
ing terms that arise from variations in the local en-
vironment of each qubit. We find an average fidelity
of the two-qubit CNOT gate under these conditions
to be 0.998. Since dephasing increases with longer
gate times, this sets an upper bound to the tech-
nical errors for the CNOT gate operated at higher
Ω. We thus find that the errors of the proposed
2-qubit CNOT gate will likely be limited by both
intrinsic errors and technical errors at the 10−3 level
under currently achievable experimental conditions.
At the fine-tuned Rabi frequency, the intrinsic er-
ror is limited by technical errors. Future technolog-
ical improvements will allow higher dipolar interac-
tion energies when molecules are placed closer, po-
tentially allowing intrinsic errors below 10−4 at the
same gate speed (gate time of ∼ 3 ms). Improve-
ments in experimental control will similarly allow
operating at slower gate speeds, which in turn will
yield higher fidelities. This is promising as these
fidelities approach the threshold for fault-tolerant
quantum computing.
VII. CONCLUSION
We have proposed and examined under realistic
conditions a platform for universal quantum com-
puting based on optically trapped single STMs. We
have also identified new features in STMs that are
desirable for creating qubits. For example, much
smaller electric fields are needed to align STMs, and
dipolar energy shifts can be turned on and off simply
by changing internal states. We have also discussed
how K-doublets that result from the hyperfine inter-
action are spectroscopically resolvable and magnet-
ically insensitive in the high-field regime. They fur-
ther give rise to the approximate spin-parity quan-
tum number, which can be used to control dipolar
Description Value
Molecule Spacing 0.5µm
Applied E-Field 100 V/cm
Blockade shift h×1477 Hz
Applied E-field relative instability 10−7
B-field instability 10µG
Phase Error from E-field
patch potentials (see Supp. Mat.) 10−6
Molecular Temperature 1µK
Rabi frequency Relative Noise 10−2
Ω|1〉→|e〉 (pi-pulse Rabi frequency) 2pi × 16 kHz
Ω|1〉→|e〉 (2pi-pulse Rabi frequency) 2pi × 299 Hz
ω01 2pi × 965 kHz
ω1e 2pi × 43.156 MHz
TABLE I. Parameters used for numeric simulations of
gate fidelities. A full discussion of the used values are
provided in the Supplemental Materials.
spin-exchange. These considerations make STMs fa-
vorable candidates for quantum simulation in addi-
tion to quantum computing. In addition to the con-
venient features of STMs, our proposed platform is
also immediately scalable to 10s to 100s of qubits,
similar to quantum computing platforms based on
optically trapped neutral atoms. To obtain esti-
mates of gate fidelities, we have considered major
sources of decoherence, the full molecular hyperfine
structure and all dipolar interactions effects, and
have estimated that the intrinsic CNOT gate errors
of our proposed platform can be < 10−3. We find
that under realistic experimental conditions, both
technical errors and intrinsic gate errors give errors
around 10−3, while fine-tuning allows intrinsic gate
errors to be negligible compared to technical errors.
With future technological improvements, errors at
the 10−4 level are possibly within reach. These
results are encouraging and suggest that optically
trapped STMs could be a viable new platform for
quantum computing.
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Supplemental Materials
I. SYMMETRY OF MOLECULAR STATES
The Hamiltonian for a MOCH3 molecule can be
written as HR+HSR+HCD+Hhf , where the terms
correspond to rotational terms, spin-rotation terms,
centrifugal distortion terms, and hyperfine terms.
For a prolate symmetric-top molecule,
HR = BNˆ
2 + (A−B)Nˆ2z (S1)
where A and B are the symmetric-top rotational
constants, J is the total angular momentum exclud-
ing nuclear spin, N is the total angular momentum
excluding spin and Nˆz its projection onto the molec-
ular axis [54]. The eigenenergies of HR are thus
given by BN(N + 1) + (A−B)K2, where the quan-
tum numbers are given by N = 〈Nˆ〉 and K = 〈Kˆ〉.
Each level has degeneracy of 2 × (2N + 1), corre-
sponding to the 2N + 1 angular momentum projec-
tions in the lab frame, along with the 2 projections
of |K| on the molecular axis.
HSR describes spin-rotation coupling, and is
parametrized as
aaNzSz +
1
2
bc(N+S− +N−S+) (S2)
The total angular momentum is denoted by Jˆ =
Nˆ + Sˆ.
HCD describes centrifugal distortion, and is diag-
onal in Nˆ2z and Nˆ
2. Since for a fixed N and K,
HCD only leads to an overall energy shift, it is omit-
ted for subsequent calculations. Hhf describes the
hyperfine interactions between the nuclear spins of
the H atoms and the electronic spin S. We restrict
to the case of |K| = 1.
The symmetric top states |J,K = ±1,MJ〉 trans-
form like E±. Since the total symmetry of the wave-
function (including nuclear spin) transform like A1,
for |K| = 1, the states allowed by symmetry are
1√
2
(|K = +1〉 ⊗ |E−, I |±〉 |K = −1〉 ⊗ |E+, I〉)
(S3)
where the symmetry of the nuclear spin function is
denoted by Γ. For three H atoms with spin 1/2, the
nuclear spin states with total I = 3/2 are clearly
symmetric and transform as A1. The two states that
have E± symmetry have total nuclear spin I = 1/2.
Thus for this work, where we only consider MOCH3
molecules in the N = 1, |K| = 1 manifold, I = 1/2.
II. ANISOTROPIC HYPERFINE
COUPLING
Here, we give details on the hyperfine coupling
that couples K = ±1 levels. The spin-spin and
dipole-dipole interactions between I and S result in
coupling between states with ∆K ≤ 2. The matrix
elements between basis states with |K| = 1 is given
by
〈N ′,K ′, S, J ′, I,Γ′, F,mF |Hˆhf |N,K, S, J, I,ΓF,mF 〉
=
[
aF δm′FmF δF ′F δN ′NδK′K(−1)N+S
′+J′(−1)J′+I+F ′+1
√
(2J ′ + 1)(2J + 1)
×
√
S(S + 1)I(I + 1)(2I + 1)
{
I J ′ F
J I 1
}{
S J ′ N
J S 1
}]
−
[
δm′FmF δF ′F (−1)J
′+I+F ′
√
30
√
S(S + 1)(2S + 1)(2J ′ + 1)(2J + 1)(2N ′ + 1)(2N + 1)
{
I J ′ F
J I 1
}
×

N ′ N 2
S S 1
J ′ J 1

∑
α=0,±1
〈IΓ′||Iα||ΓI0〉
∑
q
(−1)N ′−K′
(
N ′ 2 N
−K ′ q K ′
)
(T−α)
2
q
]
, (S4)
where Γ denotes the symmetry of the nuclear spin
wavefunction, aF is the Fermi contact parameter,
and T the dipole-dipole interaction tensor.
In CaOCH3, it was found that the only significant
matrix elements arise from the (T±1)2±2 term [55].
The hyperfine matrix elements can thus be simplified
as:
12
〈N ′,K ′, S, J ′, I,Γ′, F,mF |Hˆhf |N,K, S, J, I,ΓF,mF 〉
=
[
aF δm′FmF δF ′F δN ′NδK′K(−1)N+S
′+J′(−1)J′+I+F ′+1
√
(2J ′ + 1)(2J + 1)
×
√
S(S + 1)I(I + 1)(2I + 1)
{
I J ′ F
J I 1
}{
S J ′ N
J S 1
}]
−
[
δm′FmF δF ′F (−1)J
′+I+F ′
√
30
√
S(S + 1)(2S + 1)(2J ′ + 1)(2J + 1)(2N ′ + 1)(2N + 1)
{
I J ′ F
J I 1
}
×

N ′ N 2
S S 1
J ′ J 1

∑
α=±1
〈I,Γ′||Iα||I,Γ〉
∑
q=±2
(−1)N ′−K′
(
N ′ 2 N
−K ′ q K ′
)
(T−α)
2
q
]
, (S5)
where (T±1)2±2 = (Tbb − Tcc)/
√
24.
We note that for the remaining terms, only matrix
elements of 〈E±I||T 1(I∓)||E∓I〉 are non-zero. They
are given by
〈E±I||T 1(I∓)||E∓I〉 = −2
√
I(I + 1)(2I + 1) (S6)
The hyperfine matrix elements are thus:
〈N ′,K ′, S, J ′, I,Γ′, F,mF |Hˆhf |N,K, S, J, I,ΓF,mF 〉
=
[
aF δm′FmF δF ′F δN ′NδK′K(−1)N+S
′+J′(−1)J′+I+F ′+1
√
(2J ′ + 1)(2J + 1)×
×
√
S(S + 1)I(I + 1)(2I + 1)
{
I J ′ F
J I 1
}{
S J ′ N
J S 1
}]
+2
[
δm′FmF δF ′F (−1)J
′+I+F ′
√
30
√
S(S + 1)(2S + 1)(2J ′ + 1)(2J + 1)(2N ′ + 1)(2N + 1)
{
I J ′ F
J I 1
}
×

N ′ N 2
S S 1
J ′ J 1
√I(I + 1)(2I + 1)
∑
α=±1
δα,ΓδΓ¯′,Γ
∑
q=±2
(−1)N ′−K′ 1√
24
(
N ′ 2 N
−K ′ q K ′
)
(Tbb − Tcc)
]
(S7)
In practice, for |K| = 1, one can drop the indices
of Γ, since |K = ±〉 states always occur with |E∓〉
spin states. The first term is analogous to a single
nucleus of spin I = 1/2. The second term breaks
the degeneracy between K = ±1 states of identical
mF , and gives rise to resolvable K-doublets. The
spacing of these K-doublets is thus set by the the
size of Tbb − Tcc.
III. ELECTRIC AND MAGNETIC FIELD
DEPENDENCE
The electric and magnetic field dependence can be
computed by diagonalizing the molecular Hamilto-
nian including terms correspond to external electric
and magnetic fields. First, the Stark Hamiltonian
HˆS = −T 1(d) · T 1(E), where the matrix elements
for T 1p (d) are given by
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〈N ′,K ′, S′, J ′, I ′, F ′,m′F |T 1p (d)|N,K, S, J, I, F,mF 〉
= −d0δI′IδS′S(−1)F ′−m′F
(
F ′ 1 F
−m′F p mF
)
(−1)F+J′+1+I′
√
(2F + 1)(2F ′ + 1)
{
J F I ′
F ′ J ′ 1
}
(−1)J+K′+1+S′
√
(2J + 1)(2J ′ + 1)
{
N J S′
J ′ N ′ 1
}√
(2N ′ + 1)(2N + 1)
(
N ′ 1 N
−K ′ 0 K
)
(S8)
Next, we have the Zeeman Hamiltonian Hˆz =
Hˆz,S + Hˆz,I , with the two terms corresponding to
the coupling of the electron spin and the nuclear
spin to external magnetic field. The first term can
be written in terms of spherical tensors as
Hˆz,S = gSµBT
1(S) · T 1(B)
= gSµB
∑
p
(−1)pT 1p (S)T 1−p(B), (S9)
where the matrix elements for T 1p (S) are given by
〈N ′,K ′, S′, J ′, I ′, F ′,m′F |T 1p (S)|N,K, S, J, I, F,mF 〉
= δI′IδN ′NδK′,KδS′S(−1)F ′−m′F
(
F ′ 1 F
−m′F p mF
)
(−1)F+J′+1+I′
√
(2F ′ + 1)(2F + 1)
{
J F I ′
F ′ J ′ 1
}
(−1)J′+N ′+1+S
√
(2J ′ + 1)(2J + 1)
{
S J N ′
J ′ S′ 1
}√
S(S + 1)(2S + 1) (S10)
The nuclear spin term Hˆz,I is given by
Hˆz,I = −gNµNT 1(I) · T 1(B)
= −gNµN
∑
p
(−1)pT 1p (S)T 1−p(B), (S11)
where T 1p (I) is given by
〈N ′,K ′, S′, J ′, I ′, F ′,m′F |T 1p (I)|N,K, S, J, I, F,mF 〉
= δJ′JδI′I (−1)F ′−m′F
(
F ′ 1 F
−m′F p mF
)
(−1)F ′+J′+1+I
√
(2F ′ + 1)(2F + 1)
{
I F J ′
F ′ I ′ 1
}
×
√
I(I + 1)(2I + 1) (S12)
IV. ESTIMATES OF EXPERIMENTAL
PARAMETERS AND TECHNICAL
IMPERFECTIONS
A. Stray Magnetic fields
Due to the single unpaired electron in the 2A1
ground state manifold, alkaline earth monomethox-
ides are sensitive to magnetic fields on the order
of ∼ 1 MHz/G. But as discussed, the resolvable K-
doublets naturally produce states that are magneti-
cally insensitive at zero magnetic field. The leading
order energy shift is quadratic in field. For magnetic
field noise at the 10µG level (both orthogonal and
parallel to quantization axis), which is achievable
with magnetic shielding, the corresponding energy
shifts are on the order of h× 0.01 Hz.
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B. Stray Electric Fields
In our Monte-Carlo simulation, a DC electric field
of 100 V/cm is applied to align the molecules. AC
noise in the applied electric field can be eliminated
with filtering. The relative stability of this field can
be controlled to the ∼ 1×10−7, which requires stabi-
lization of voltages at the 10µV level for field plates
spaced ∼ 1 cm apart. The |e〉 state is most sensitive
to instability in the electric field, since it has a large
lab frame dipole moment. With 10−6 stability in the
applied field, the corresponding shift in the energy
of |e〉 is on the order of a few Hz.
We model locally fluctuating electric fields as a
consequence of patch potentials induced by atoms
or molecules adsorbed to nearby surfaces. These
patch potentials produce two effects that are well-
studied for ion traps. Firstly, these patch potentials
can drive unintended transitions between rotational
states via fluctuating AC electric fields. From stud-
ies of surfaces with ions, it has been found that the
noise power of electric fields falls with distance from
a surface z as z4 [56, 57]. Using a typical distance
of z ∼ 1 cm, we expect the noise power S(ω) at fre-
quency ω to be on the order of ∼ 10−12ω (V/m)2.
Using Fermi’s Golden Rule, one obtains the rate of
incoherent transitions due to patch potentials as:
Γr =
2pi
~2
d2S(ω0) (S13)
where d is the dipole moment and ω0 is the frequency
spacing between rotational levels. Taking d to be 0.8
Debye, we find the rate Γr to be 4×10−3 s−1. Thus,
the effect of patch potentials on driving incoherent
transitions is negligible for gate times of ∼ 1 ms.
The second effect from patch potentials is deco-
herence due to fluctuating DC Stark shifts. As the
energy of a state with dipole moment d couples to
electric fields, energy shifts can lead to accumulated
phase errors in a CNOT gate. It is known that the
noise spectrum of patch potentials becomes flat at
frequencies below ∼ 1 − 10 MHz [57]. Using a real-
istic gate time of ∼ 1 ms, one only need to consider
frequencies up to ∼ 1 kHz. Using, a distance of ∼ 1
cm from any surfaces, the integrated electric field
noise from DC to 1 kHz is 10−8 V/m. Thus, the re-
sulting accumulated phase errors for a gate time of
1 ms is on the order of 10−6. These estimates indi-
cate that electric fields from patch potentials should
not be a limiting factor. They are in fact negligible
compared to the precision with which the applied
DC electric field can be controlled.
C. Variations in Rabi frequency and Optical
Trap power
Intensity variations of the microwave drives can
lead to variations in the Rabi frequencies. In the
simulation, the Rabi frequency is stabilized to 10−2,
easily achievable in an experiment. Similarly, inten-
sity fluctuations in the addressing lasers lead to fluc-
tuations in the AC Stark shifts. In the far-detuned
limit and in the limit of largely diagonal Frank-
Condon factors, we can estimate the scalar shift U
with the expression:
U ≈ 1
~
[
pic2
ω3A
ΓA
∆A
+
pic2
2ω3B
ΓB
∆B
]
I (S14)
where I is the intensity, and the scalar shift is taken
to be over the A˜ and B˜ states. The factors before
the A˜ and B˜ terms arise from sum rules in the far-
detuned limit. The excited state linewidth is taken
to be ΓA/B ∼ (35 ns)−1 based on spectroscopy of the
A˜→ X˜ transition on CaOH.
We propose to use a blue-detuned trap. In this
case, the variation in energy due to fluctuating in-
tensities is proportional to leading order kBT plus
the zero-point motional energy due to the trapping
potential. Our calculations indicate that the |0〉
and |1〉 states are well-matched in AC stark shifts,
while the |e〉 state differs by 30% in the far-detuned
limit with a single frequency optical trap. We thus
estimate that the mean energy difference between
|1〉 and |e〉 will shift by 0.3kBT , which is 6 kHz at
T = 1µK. Stabilization at the 10−3 level, which is
easily achievable, would make this contribution neg-
ligible to the dipolar energy shift. Stabilization to
10−4 would further limit fluctuations in the energy
shift to the 1 s−1 level. The use of magic trapping
conditions will further suppress sensitivity to opti-
cal power fluctuations by many orders of magnitude.
The issue of decoherence due to differential AC Stark
shifts is not considered here, and will likely require
the use of magic wavelength traps.
D. Decoherence from Collisions and from
Intrinsic Lifetime of Molecular states
A separate source of decoherence are collisions.
We propose to operate in the collisional blockade
regime, where each lattice site is occupied by no
more than 1 molecule. Except for long-range elec-
tric dipolar interactions, molecular interactions are
negligible even when separated by a lattice spacing
(0.5µm). The remaining collisions that can lead
to decoherence is collisions with background gas.
Since the background gas particles have average ki-
netic energy much larger than the trap depths used,
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molecules will be lost from the trap in a collision.
The rate of background gas collision is determined
by the vacuum pressure. Typical background gas-
limited lifetimes in ultracold experiments are on the
order of 100 s, and should not be a limitation in our
proposed setup. The most likely limitation is the
intrinsic lifetimes of monomethoxides, which is esti-
mated to be on the order of seconds.
E. Decoherence due to Spontaneous Emission
Decoherence can also be caused by spontaneous
emission induced by the optical lattice light. For
far detuned optical traps, the rate of spontaneous
emissions relative to trap depth is given by Γ/(~∆)
where Γ is the excited state linewidth and ∆ is the
detuning from resonance. Using estimated values of
Γ = 2pi × 10 MHz for the linewidth, a trap depth of
U = kB × 0.5 mK, and a detuning of 2pi × 100 THz,
the expected photon scattering rate is ∼ 1 s−1. Al-
though the trap lifetime is longer by another factor
of ∼ 103, since each scattering event only increases
the energy by ∼ 1 µK, each spontaneous scattering
event can change the internal state. If the final in-
ternal state is on of the qubit states, this gives rise to
spin flip errors. If the final internal state is not one
of the qubit states, this is equivalent to trap loss.
The latter is the dominant effect, and is expected
to occur at a similar rate to spontaneous scatter-
ing. With the stated parameters, we thus expect a
decoherence rate of ∼ 1 s−1.
V. MONTE-CARLO SIMULATION
A. Description of Master Equation Approach
To model the evolution of the molecule, we fol-
low a master equation approach. Each molecule
is reduced to a three-level system, with the basis
{|e〉 , |1〉 , |0〉}, where we integrate all coherent and
incoherent effects through the master equation. By
extension, a tensored 9×9 system describes the com-
bined two-qubit gate. In both cases, the master
equation has the general form, where ρ refers to the
qubit density matrix, Hc/t the rotating wave Hamil-
tonian, and Lc/t the Louvillian operator.
∂ρc/t
∂t
= − i
~
[Hc/t, ρc/t] + Lc/t (S15)
When solving for the dynamics of a single qubit,
both Hc/t and Lc/t are simply the corresponding
3×3 operators. The 3×3 rotating wave Hamiltonian
is defined as:
Hc/t =
∆e1 Ωe1 0Ωe1 ∆10 Ω10
0 Ω10 0
 (S16)
where Ωab refers to the Rabi frequency of the tran-
sition from |a〉 → |b〉 and ∆ab is the quadrature sum
of electric and magnetic field instabilities as well as
Doppler shifts from thermal motion within the trap
that lead to an effective detuning.
Similarly, we define the 3×3 Liouvillian operator
as:
Lc/t =
 0 −γe12 ρe1 −γe02 ρe0−γe12 ρe1 0 −γ102 ρ10
−γe02 ρe0 −γ102 ρ10 0
 (S17)
where ρab is the corresponding matrix term in the
three-level density matrix for a single qubit. The off-
diagonal decoherence rate terms γab are calculated,
similar to before, as the quadrature sum of E-field
and B-field fluctuations; γab =
√
∆2E + ∆
2
B , where
∆E corresponds to the patch potential fluctuation,
and ∆B is set at 1× 10−6 Gauss.
To describe a CNOT gate, the 3×3 operators are
replaced by their tensored 9×9 counterparts, where
we adopt the notation Hct and Lct to denote the
tensored operators. The full Hamiltonian Hct for
two qubits is built from tensoring the individual ro-
tating wave Hamiltonians for the target and control
molecules, as well as adding in the dipole-dipole in-
teraction:
Hct = Hc ⊗ It + Ic ⊗Ht + ~UB
[
08 0
0 1
]
(S18)
where Ic/t is the identity operator acting on the con-
trol (c) and target (t) subspace respectively, UB is
the dipolar blockade energy, and 08 is an 8×8 zero
matrix. Similarly, the Liouvillian operator, which
incorporates the off-diagonal dephasing terms, is ex-
pressed as Lct = Lc ⊗ It + Ic ⊗ Lt, where Lc/t refer
to the 3×3 Liouvillian operators. Simulations were
performed using the master equation solver in the
python package Qutip [52, 58].
B. Modeling Electric and Magnetic Field
Variations
For modeling the effects of field instabilities on fi-
delities, we use the numerically calculated Stark and
Zeeman shifts of CaOCH3. We simulate single (Fig.
S1) and 2-qubit operations (Fig. S2) with differ-
ent field parameters, while holding all other error
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FIG. S1. Fidelities of single qubit rotations |0〉 → |1〉
against (a) relative electric field instability and (b) mag-
netic field noise.
terms constant. We find that our current scheme
is limited by electric and magnetic-field fluctuations
at the 10−3 level under currently available technolo-
gies. Future improvements in control of environmen-
tal conditions could potentially allow lower errors to
be achieved.
17
FIG. S2. Fidelities of two qubit gate against (a) relative
electric field instability and (b) magnetic field noise.
