We have studied a lattice model of self-diffusion in nanopores, to explore how loading, temperature, and adsorbate coupling influence benzene self-diffusion in Na-X and Na-Y zeolites. We propose a simple method for determining how adsorbate-adsorbate interactions modify activation energies of site-to-site jumps. We apply a mean-field approximation that describes transport semiquantitatively for a wide variety of system parameters, simplifying kinetic Monte Carlo simulations. We also derive an analytical diffusion theory that provides semiquantitative apparent activation energies, and qualitatively reasonable loading dependencies. We have found that supercritical systems exhibit three characteristic loading dependencies of diffusion, depending upon the degree of degeneracy of lattice sites. Subcritical diffusion systems are dominated by cluster formation, exhibiting intriguing loading dependencies with broad regions of constant diffusivity. Our model for benzene in Na-X is in excellent qualitative agreement with pulsed field gradient nuclear magnetic resonance ͑NMR͒ diffusivities, and in qualitative disagreement with tracer zero-length column ͑TZLC͒ data. We suggest that high-temperature TZLC experiments should be performed, to test whether the coverage of maximum diffusivity decreases with increasing temperature.
I. INTRODUCTION
The transport properties of adsorbed molecules play a central role in separations and reactions that take place within zeolites and other nanoporous solids. Significant effort has been devoted to understanding diffusion in zeolites, 1, 2 revealing fascinating physical effects such as anomalous diffusion, 3, 4 correlated cluster dynamics, 5 soft core interactions, 6 broken symmetry, 7 and percolation. 8 Despite this recent progress, developing a predictive analytical theory for normal diffusion in zeolites has remained challenging, 9 due to the coupling between infrequent event dynamics and strong adsorbate-adsorbate interactions. To address this issue, we have developed new theory and simulation techniques for modeling self-diffusion in zeolites, based on mean-field dynamics of cage-to-cage motion. In this article, we elaborate on a previously published letter, 10 showing that excellent qualitative agreement is obtained comparing our new theory to kinetic Monte Carlo ͑KMC͒ simulations.
We apply our new theory and simulation techniques to study benzene self-diffusion in the faujasite-type zeolites, Na-X and Na-Y. Several studies have been reported on these systems, involving thermochemistry, [11] [12] [13] diffusion, [14] [15] [16] crystallography, 17, 18 modeling, 10, [19] [20] [21] [22] [23] [24] [25] [26] and NMR, 20, 23 because of persistent, qualitative discrepancies between different experimental probes of the coverage dependence of self-diffusion. 1 Pulsed-field gradient ͑PFG͒ NMR diffusivities decrease monotonically with loading, 14 while tracer zero-length column ͑TZLC͒ data increase monotonically with loading. 15 TZLC is a flow method that measures the desorption rate arising from tracer exchange in a zerolength chromatographic column containing zeolite particles. The TZLC data are converted to self-diffusivities through a model assuming that tracer exchange introduces no chemical potential gradient. PFG NMR differs from TZLC in that the NMR experiment directly measures the mean square displacement of magnetically labeled particles at equilibrium in a zeolite. Addressing the discrepancy between PFG NMR and TZLC with theory and simulation will provide deep understanding of the microscopic physics essential to these transport phenomena.
Our model for benzene diffusion assumes that benzene molecules jump among S II and W sites, located near Na ϩ ions in supercages, and in 12-ring windows separating adjacent supercages, respectively. While this lattice of sites enables realistic modeling of benzene in faujasite, it also provides a generic platform for exploring the following effects: adsorption site inhomogeneity, repulsive adsorbateadsorbate interactions via site blocking, and attractive adsorbate-adsorbate interactions via nearest-neighbor coupling. Indeed, we find that this lattice model portrays a rich variety of adsorption and diffusion phenomena. By varying fundamental energy scales, this system exhibits four of the five loading dependencies of self-diffusion reported by Kärger and Pfeifer, 27 and also supports phase transitions a͒ Author to whom correspondence should be addressed. Electronic mail: auerbach@chem.umass.edu from low to high adsorbate density, analogous to vaporliquid equilibrium of the bulk fluid. 28 Below, we develop generic rules governing how fundamental input parameters control the loading dependence of diffusion. We find that understanding the thermodynamics of confined fluids can be crucial for elucidating the transport properties of molecules in zeolites.
Despite the simplicity of the present lattice model ͑vide infra͒, this many-body diffusion problem remains challenging because of the long simulation times, and the large number of distinct, fundamental rate coefficients required by KMC. To calculate rate coefficients, we develop a simple and qualitatively reliable method that describes how adsorbate-adsorbate interactions modify activation energies of site-to-site jumps, called the parabolic jump model. To reduce simulation times, we apply a mean-field approximation 6, [29] [30] [31] ͑MFA͒ yielding D()Х(1/6)k a 2 , where is the fractional loading, a is the KMC calculated mean intercage jump length (a Х11 Å), and 1/k is the KMC calculated mean cage residence time. We also derive an analytical mean-field theory ͑MFT͒ for k in the grand canonical ensemble. By comparing diffusivities obtained from these different methods, we learn what levels of theory and simulation are required to capture the loading and temperature dependence of diffusion.
We find below that MFA describes transport semiquantitatively for a wide variety of system parameters, while MFT gives semiquantitative apparent activation energies and qualitatively reasonable loading dependencies. We also find that supercritical systems exhibit three characteristic loading dependencies of diffusion, while subcritical systems are dominated by cluster formation, with broad regions of constant diffusivity. Our model for benzene in Na-X is in excellent qualitative agreement with pulsed-field gradient NMR diffusivities, and in qualitative disagreement with tracer zero-length column ͑TZLC͒ data. We suggest that high-temperature TZLC experiments should be performed, to test whether the coverage of maximum diffusivity decreases with increasing temperature. We hope these findings will enable the eventual convergence of modeling and experiment, enhancing our understanding of molecules in nanopores.
The remainder of this paper is organized as follows: in Sec. II we present our general lattice model, in Sec. III we derive our diffusion theory, and in Sec. IV we describe the simulation methodology. In Sec. V we discuss our theory and simulation results in the context of subcritical and supercritical transport, and also compare our results with experiment. Finally, in Sec. VI, we summarize our findings, and discuss prospects for future work.
II. GENERAL MODEL
We model benzene self-diffusion in Na-X and Na-Y by replacing the zeolite framework with a three-dimensional lattice of binding sites. Such a lattice model reproduces diffusive behavior accurately when site residence times are much longer than travel times between sites, [32] [33] [34] which is the case for benzene in Na-X and Na-Y because of the strong charge-quadrupole interaction between Na and benzene.
Benzene has two predominant sites in Na-Y, 17 shown schematically in Fig. 1͑a͒ . In the primary site, denoted as S II , benzene is facially coordinated to a supercage 6-ring, ca. 2.7 Å above Na͑II͒. In the secondary site, denoted as W, benzene lies in the plane of the 12-ring window separating adjacent supercages, ca. 5.3 Å from the S II site.
Locating benzene adsorption sites in Na-X is more difficult because of the influence of additional Na cations in low-symmetry positions, denoted sites III and IIIЈ. Recent crystallographic studies 18, 35 favor the prevalence of Na͑IIIЈ͒, which lies in the 12-ring window as shown in Fig. 1͑b͒ . Na͑IIIЈ͒ cations would preclude benzene from lying in the plane of the Na-X 12-ring window. Indeed, the powder neutron diffraction study of Vitale et al. 18 found benzene in Na-X only at S II , but located only half the adsorbed benzene, suggesting that low-symmetry benzene sites near Na͑IIIЈ͒ are likely. These binding sites would act as intermediates for cage-to-cage motion, in analogy with Na-Y W sites. As such, we denote benzene sites near Na͑IIIЈ͒ cations as Na-X W sites, although strictly speaking their geometries and energies differ from those of Na-Y W sites. The lattice of benzene binding sites in Na-X and Na-Y thus contains four tetrahedrally arranged S II sites and four tetrahedrally arranged, doubly shared W sites per supercage. Saturation coverages of ca. 6 molecules per cage are found for benzene in Na-X and Na-Y, 11 corresponding to occupation of all S II and W sites. In the equations that follow, the W and S II sites are denoted sites 1 and 2, respectively. A lattice gas model is used to describe the thermodynamics of these systems, limiting the range of adsorbateadsorbate interactions to nearest neighbors. The Hamiltonian for a lattice with M 1 W sites and M 2 ϭ2M 1 ϭM ϪM 1 S II sites, takes the form 10 and 2 ϭϪ0.78 eV and 1 ϭϪ0.53 eV for benzene in Na-Y. 6 Site 2 is chosen for the zero of entropy in both Na-X and Na-Y, giving s 2 ϵ0.
The infinite dilution site-to-site jump activation energies and Arrhenius prefactors used in this study are given in Table I . The activation energies are extracted from experimental data for benzene in Na-X 14, 23 and Na-Y, 23, 36 which broadly agree with various simulation results. [23] [24] [25] 37 The Arrhenius prefactors are calculated from transition state theory with dynamical corrections for benzene in Na-Y, 26 and are assumed to hold also for benzene in Na-X. Using the Arrhenius prefactors in Table I , and the fact that s 1 ϭk B ln( 2→1 / 1→2 ) where k B is Boltzmann's constant, we find that s 1 ϭ1.98k B ϭ0.000 17 eV/K for benzene in Na-X and Na-Y. This entropy difference increases the W site population by a factor of ca. 7 at infinite dilution, more than compensating for the fact that there are twice as many S II sites as W sites. The data in Table I are also used to determine the infinite dilution jump rates for benzene in Na-X 10 and Na-Y 17 However, to determine qualitatively how adsorbate-adsorbate interactions control the loading dependence of the selfdiffusivity, we vary J 12 and J 22 over the range 0 to Ϫ0.10 eV.
The attractive adsorbate-adsorbate interactions introduce new complexities into the kinetics of the diffusion problem. An extreme case of this was recently reported by Sholl and Fichthorn, 5 wherein strong adsorbate-adsorbate interactions generated transport dominated by correlated cluster dynamics instead of single molecule jumps. While such correlated clusters are not likely to dominate benzene diffusion in faujasite, adsorbate-adsorbate interactions will modify jump activation energies for site-to-site rate coefficients, depending upon specific configurations of neighboring adsorbates. In order to account for this, we have generalized a model that relates binding energies to transition state energies used previously by Hood et al., 38 and also used by us for predicting mobilities in zeolites. 23 To implement this approach for benzene in faujasite, it is convenient to write the lattice gas Hamiltonian in the following form:
where n ជ ϭ(n 1 ,n 2 ,...,n M ) are site occupation numbers listing a configuration of the system, and f i ϭ i ϪTs i is the free energy for binding in site i. In Eq. ͑2.2͒, J i j is the nearestneighbor interaction between sites i and j, i.e., J i j ϭ0 if sites i and j are not nearest neighbors. We assume that the minimum energy hopping path connecting adjacent sorption sites is characterized by intersecting parabolas, shown in Fig. 2 , with the site-to-site transition state located at the intersection point. For a jump from site i to site j, with i, jϭ1,...,M , the hopping activation energy including adsorbate-adsorbate interactions is given by 
is the activation energy without adsorbateadsorbate interactions, i.e., the infinite dilution activation energy, and a i j is the jump distance. ⌬E i j is the shift in the energy difference between sites i and j resulting from adsorbate-adsorbate interactions, and is given by
M J kl n l for a particular lattice configuration n ជ . In Eq. ͑2.3͒, the harmonic force constant k i j is defined for each distinct jump ͑independent of direction͒, and is given by
͑2.4͒
This method allows the rapid estimation of configurationdependent barriers during a kinetic Monte Carlo ͑KMC͒ simulation, knowing only infinite dilution barriers and the nearest-neighbor interactions defined above. The details of the simulation will be discussed in Sec. IV. The parabolic jump model ͑PJM͒ is most accurate when the spatial paths of jumping molecules are not drastically changed by adsorbateadsorbate interactions, although the energies can change as shown in Fig. 2 . We have performed several many-body reactive-flux correlation function calculations 39 that give barriers in qualitative agreement with the parabolic jump model. A more detailed test of this method will be reported in a forthcoming publication.
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III. ANALYTICAL THEORY
As stated in the last section, we model benzene diffusion through faujasite as consisting of activated adsorbate jumps among S II and W binding sites. We can simplify this conceptually and computationally, by imagining that long-range motion involves jumps from one ''cage site'' to an adjacent cage site. 41, 42 As such, a random walk through faujasite reduces to hopping on the tetrahedral lattice of supercages. As stated in the Introduction, we have previously shown that a mean field analysis applied to this cage-to-cage motion
where is the fractional loading, a is the mean intercage jump length (a Х11 Å), and 1/k is the mean cage residence time. 6 Computing D() generally requires mean square displacement ͑MSD͒ calculations, which formally scale as N S •(1ϩN t ), where N S is the number of simulations steps and N t is the number of MSD time bins. On the other hand, calculating k and a formally scales as N S , since these are time independent quantities. Since N t is usually of order 10-100, our mean field approximation can offer significant computational speedups over brute force MSD calculations.
This mean field approximation also serves as the launching point for our analytical diffusion theory. We have previously shown 6 that the cage-to-cage rate coefficient, k , is given by k ϭ•k 1 • P 1 , where P 1 is the probability of occupying a W site, k 1 is the total rate of leaving a W site, and is the transmission coefficient for cage-to-cage motion. This theory provides a picture of cage-to-cage motion involving transition state theory (k 1 • P 1 ) with dynamical corrections ͑͒, which is valid for both weak and relatively strong adsorbate-adsorbate interactions. For consistency with our mean field analysis, we assume that ϭ 1 2 for all loadings. We also expect that P 1 will increase with loading, and that k 1 will decrease with loading. In this section, we derive analytical expressions for k 1 and P 1 , to elucidate how the balance between k 1 and P 1 controls the loading dependence of self-diffusion. By assuming that a Х11 Å, we arrive at a completely analytical mean field theory ͑MFT͒ for the temperature and loading dependence of the diffusion coefficient.
The loading dependence of P 1 , the probability of occupying a W site, is influenced by blocking stable S II sites and by adsorbate-adsorbate interactions that modify the relative stabilities of adsorption sites. In the Na-X and Na-Y lattices, with twice as many S II sites as W sites, P 1 is given by 1/(1ϩ2 2 / 1 ), where 1 and 2 are the fractional coverages on W and S II sites, respectively. We determine this loading dependence from mean field theory in the grand canonical ensemble, by averaging over local fluctuations in the instantaneous energy of each adsorption site. For example, the average energy of a molecule at an S II site is f 2 ϩ3(J 22 2 ϩJ 12 1 ), where the factor of 3 counts the number of nearest S II and W sites for each S II site. The occupancies in W and S II sites are then Boltzmann averaged using these energies to determine 1 and 2 , 39 according to
where is the chemical potential. The factor of 6 in Eq. ͑3.1͒ counts the number of nearest S II and W sites for each W site. We solve these simultaneous nonlinear equations for 1 and 2 self-consistently using the Newton-Raphson method. 43 The total fractional coverage is then given by ϭ( 1 ϩ2 2 )/3. For comparison, we also calculate P 1 with a variable time-step KMC simulation, which we describe in the next section.
We can also derive an analytical MFT expression for the loading dependence of k 1 , the total rate of leaving a W site. The loading dependence of k 1 is determined by blocking of target sites and by adsorbate-adsorbate interactions that modify jump activation energies. A mean-field expression summarizing these effects is given by
where 6(1Ϫ j ) counts available target sites, and ͗k 1→ j ͘ averages over fluctuating rate coefficients for jumps leaving W sites. As described in the last section, we model the fluctuating activation energies according to the parabolic jump model. Assuming that fluctuations in the preexponentials can be ignored and that activation energies are Gaussiandistributed, we have that
where a 2 (i, j) is the variance of the Gaussian distribution of activation energies, i.e., a
We see from Eq. ͑2.3͒ that applying mean-field theory requires averages of ⌬E i j k up to k ϭ4. We only consider terms up to second order, since higher-order terms will typically be small. Using the notation that 1 and 2 denote nearest-neighbor W and S II sites, respectively, we obtain for benzene in faujasite 
Here, we have not used the summation convention for adjacent indices. The numerical prefactors in Eqs. ͑3.5͒ and ͑3.6͒ arise from the site connectivity of benzene in faujasite, and are straightforwardly calculable for other host-guest systems. The second-order terms in Eq. ͑3.5͒ are typically small, suggesting that the different connectivity of S II and W sites contributing to ͗⌬E 12 ͘ is largely responsible for activation energy fluctuations in this system.
IV. KINETIC MONTE CARLO SIMULATIONS
We calculate self-diffusion coefficients for benzene in faujasite from MSD calculations, and compare them with diffusion coefficients obtained from our mean-field approximation ͑MFA͒ given by D()Х(1/6)k a 2 , where k and a are determined from KMC simulations. The different levels of theory used to calculate diffusion coefficients are summarized in Table II . In what follows, we briefly review the KMC simulations used to calculate k , a , and D(). 44, 45 In our calculations, we considered two simulation cell sizes, both with periodic boundary conditions: one with a single faujasite unit cell, and another containing eight faujasite unit cells. The single faujasite unit cell contains 32 S II sites and 16 W sites, while eight unit cells contain 256 S II sites and 128 W sites. For a given configuration, n ជ , of random walkers, a process list of possible hops from occupied to empty sites is compiled for all molecules. A particular jump from site i to j is chosen from this list with a probability of k i→ j /k tot (n ជ), where k i→ j is the i to j rate coefficient calculated with the parabolic jump model, and k tot (n ជ) is the sum of all rate coefficients in the process list. A hop is made every KMC step and the system clock is updated with variable time-steps. 46 The actual KMC time-step is obtained from: ⌬t(n ជ )ϭϪln(1Ϫx 1 )/k tot (n ជ Table II͒ .
The instantaneous cage-to-cage hop length, , and cage residence time, , for each individual molecule are determined as follows. First, we define the intercage jumps: if the nth location of the ith molecule is a W site during a KMC run, we calculate the distance between benzene center-ofmass positions for the previous and next jumps of this molecule, denoted steps nϪ1 and nϩ1, respectively. If this distance is nonzero and different from characteristic intracage distances, 17 a cage-to-cage jump is registered with t nϩ1 and r ᠬ i (nϩ1) stored as the arrival time and position in the new cage, respectively. The residence time is the difference between t nϩ1 and the previously stored arrival time, while the intercage jump length is the three-dimensional norm of r ᠬ i (nϩ1) minus the previously stored arrival position. These quantities are averaged for each molecule over all time-steps in a KMC run to yield k ϭ1/͗͘ and a 2 ϭ͗ 2 ͘. A convergence criterion is that all molecules have essentially identical values of k and a . We also calculate k according to k ϭϫk 1 ϫ P 1 for comparison with k ϭ1/͗͘, to confirm the validity of the expression k ϭϫk 1 ϫ P 1 . The individual quantities are determined as follows. For each molecule, P 1 ϭ(1 ϩT 2 /T 1 ) Ϫ1 , where T 1 and T 2 are the total simulation times spent in W and S II sites, respectively. Furthermore, k 1 ϭN ‡ /T 1 , where N ‡ is the number of visits to W sites for each molecule. Also, ϭN cc /N ‡ , where N cc is the number of cage-to-cage hops for each molecule. 41, 44 In general, the expression k ϭϫk 1 ϫ P 1 is found to be uniformly valid as expected.
For a given loading, we also calculate the ''exact'' selfdiffusion coefficients from MSD calculations using the KMC algorithm. We obtain the MSD diffusion coefficient at a particular loading according to D()ϭlim t→ϱ ͉͗r ᠬ i (t)
, where r ᠬ i (t) is the instantaneous center of mass position of molecule i at time t. The ensemble average, ͗¯͘, averages over all time-steps and all molecules in the system by multiple time-step, multiple time-origin analysis of a single random walk. 22 In this approach, we first choose a time bin width, ⌬t bin , usually a fraction of the estimated mean supercage residence time. For the time tϭn⌬t bin , the mean square displacement averaged over all molecules is given by
where r ᠬ i (l) is the center-of-mass position of molecule i at KMC time t l . The sum is restricted to those pairs (l,m) for which t l Ϫt m falls into the nth time bin, characterized by n ϭint͓(t l Ϫt m )/⌬t bin ͔, and Q n is the number of such pairs.
The loading dependence of the diffusion coefficient for a particular temperature, denoted as a ''diffusion isotherm,'' 10 is determined from MFA and MSD calculations by running KMC simulations at several fixed loadings. For a particular loading, convergence is obtained by requiring that all molecules give essentially identical values for k and P 1 . The values of k and P 1 typically vary by less than 2% after 5 ϫ10
6 Monte Carlo steps. An MSD isotherm with 21 loadings and 5ϫ10 6 Monte Carlo steps per loading, on a single faujasite unit cell, requires 14 CPU h on an IBM RS/6000 3CT; whereas an MSD isotherm with 11 loadings and 5 ϫ10
6 Monte Carlo steps per loading, on eight unit cells, requires 44 CPU h on the same machine. MFA calculations that give diffusivities within 5% ͑10%͒ of MSD values are 5 ͑20͒ times faster than MSD calculations, respectively. These speedups should be regarded as suggestive, since their precise values depend upon numerical implementation details, which may vary among codes; the main purpose of this study is to provide the proof of principle.
V. RESULTS AND DISCUSSION
In this section, we begin by discussing the factors that comprise k , namely P 1 , k 1 , and , to understand the loading dependence of the diffusion coefficient. Next, we compare diffusion isotherms calculated from the MFA and MSD methods ͑please see Table II͒ . We then discuss the comprehensive loading and temperature dependence of benzene diffusion in faujasite. Next, we compare k values from our analytical theory, MFT, to those from MFA. Finally, we compare our MSD calculated diffusion coefficients to those from pulsed-field gradient ͑PFG͒ NMR and tracer zerolength column ͑TZLC͒ data.
A. Loading dependence of P 1 , k 1 , and
In Fig. 3 we show the simulation results for P 1 , the probability of occupying a W site, as a function of coverage in Na-X and Na-Y at 468 K, for several values of the coupling parameter J. Figure 3 shows that P 1 increases monotonically with coverage, yielding the value 1/3 for both zeolites at full coverage. At infinite dilution, P 1 is much larger for Na-X than for Na-Y, because the W sites in Na-X are assumed to be more stable than those in Na-Y. We also observe that the concavity of P 1 vs changes with different values of J. We can summarize this with the parameter ␥ ϵ( f 1 Ϫ f 2 )/͉J͉, where f 1 and f 2 are the free energies for binding in W and S II sites, respectively. Figure 3 shows that for both Na-X and Na-Y, P 1 is concave up with coverage when ␥Ͼ3, and is concave down when ␥Ͻ3. When ␥ is large, e.g., Na-Y with JϭϪ0.02 eV, W sites are very unstable and fill only after most S II sites are already occupied, making P 1 concave up. Alternatively, when ␥ is small, e.g., Na-X with JϭϪ0.04 eV, W sites fill readily at low loadings, making P 1 concave down.
In Figs. 4͑a͒ and 4͑b͒ , we show the simulation results for k 1 , the total rate of leaving a W site, as a function of coverage in Na-X and Na-Y at 468 K, for several values of the coupling parameter J. Figure 4͑a͒ shows that k 1 decreases monotonically to zero at full coverage, as all sites become filled. At infinite dilution, we see that k 1 (X)Ͼk 1 (Y) because leaving the W site in Na-X is assumed to be more facile. The loading dependence of k 1 is nearly linear for Jϭ0, i.e., without attractive guest-guest interactions, a result consistent with mean-field theory. The loading dependence of k 1 becomes more strongly concave up as ͉J͉ increases, an important manifestation of correlations that arises from attractive interactions.
It is interesting to investigate whether the enhanced concavity of k 1 with increasing ͉J͉ arises from thermodynamic or kinetic effects, i.e., from the (1Ϫ j ) factors in Eq. ͑3.3͒, or from the ͗k 1→ j ͘ rate coefficients also in Eq. ͑3.3͒, respectively. To determine this, we calculated k 1 for Na-Y at 468 K from KMC using the PJM, and compared this to k 1 from Eq. ͑3.3͒ where 1 and 2 are obtained from the same KMC simulation, while ͗k 1→1 ͘ and ͗k 1→2 ͘ are replaced with their infinite dilution values. In this way, we can disentangle thermodynamic and kinetic effects that arise from guest-guest interactions. This comparison is shown in Fig. 4͑b͒ for two values of the coupling parameter J. We see in Fig. 4͑b͒ that without the PJM, k 1 decreases nearly linearly as if J were equal to zero, while using the PJM makes k 1 strongly concave up. The main insight gained here is that the strong correlations manifested in the curvature of k 1 vs arise almost exclusively from our treatment of fluctuating activation energies via the PJM.
In Fig. 5 we show the simulation results for , the transmission coefficient for cage-to-cage motion, as a function of coverage in Na-X and Na-Y at 468 K, for several values of the coupling parameter J. We see in Fig. 5 that the and J dependence of is relatively weak in both zeolites. The weak variation of indicates that the loading dependence of k ϭϫk 1 ϫ P 1 is predominantly controlled by k 1 and P 1 . In the next section, we will explore the accuracy of approximating the self-diffusivity according to D()Х(1/6)k a 2 .
B. Loading dependence of D"… by MSD and MFA
In Figs. 6͑a͒ and 6͑b͒, we show diffusion isotherms for benzene in Na-X and Na-Y, respectively, simulated by the MSD and MFA methods at 468 K for various values of the coupling parameter J. In a previous article, 10 we classified these isotherms into three different types depending on the coverage that gives the maximum diffusivity: max ϭ0 is defined as type I, max (0,1/2͔ is type II, and max (1/2,1͔ is type III. These diffusion isotherm types can be understood as follows. When the S II and W sites are nearly degenerate, the coverage dependence of P 1 is weak, and hence k and D() are dominated by the decreasing coverage dependence of k 1 , giving rise to a type I isotherm. Alternatively, when the sites are far from degenerate, the enhancement of P 1 at higher loadings dominates the diffusivity until 1 ϳ 2 , at which point the decreasing k 1 begins to dominate, giving rise to a type III isotherm. Type II isotherms arise for systems with parameters that are intermediate between type I and III. We note that our diffusion isotherm types I, II, and III correspond broadly with Kärger and Pfeifer's types I, II, and IV, respectively. 27 In Fig. 6͑a͒ , we obtain a type II isotherm for benzene in Na-X at 468 K using JϭϪ0.02 eV, which goes over to a type I isotherm for JϭϪ0.04 eV. When JϭϪ0.07 eV, we find an interesting loading dependence, involving a sharp decrease for small loadings, followed by a broad region of constant diffusivity for higher loadings. In Fig. 6͑b͒ , we obtain a type III isotherm for benzene in Na-Y at 468 K using JϭϪ0.02 eV, which remains type III for JϭϪ0.04 eV. The predominance of type III for benzene in Na-Y arises because W sites in Na-Y are relatively unstable at 468 K. When JϭϪ0.07 eV in Na-Y, we find another interesting loading dependence, involving a broad region of constant diffusivity for essentially all loadings. We discuss these intriguing results for JϭϪ0.07 eV in Na-X and Na-Y below. In general, we find that a varies very weakly with loading ͑data not shown͒, suggesting that the loading dependence of D() is controlled by k , and hence by k 1 and P 1 . We also find that making J more negative, while keeping all other parameters constant, changes isotherms according to type III→II→I.
In Figs. 6͑a͒ and 6͑b͒ , we see excellent qualitative agreement between the MSD and MFA methods, for all values of J in both Na-X and Na-Y. This level of agreement is remarkable, considering the computational efficiency of MFA relative to MSD calculations. The percent error, calculated as Eϭ(D MFA ϪD MSD )/D MSD ϫ100%, is shown in Figs. 7͑a͒ and 7͑b͒ for benzene in Na-X and Na-Y, respectively. We find that MFA diffusivities give errors comparable to statistical Monte Carlo error (Ϯ5%) for both zeolites with ͉J͉ р0.04 eV and Շ2/3. This suggests that our MFA is essentially exact when some S II sites are vacant. The origin of this effect becomes clear when modeling counterpermeation through anisotropic zeolite membranes. 47 The presence of 45 We have previously reported an analytical theory for these minor correlation effects, 45 and hence will not discuss them further in this article.
Figures 6͑a͒ and 6͑b͒ show that systems with J ϭϪ0.07 eV exhibit diffusivities with intriguing loading dependencies. In addition, Figs. 7͑a͒ and 7͑b͒ show that MFA diffusivities with JϭϪ0.07 eV demonstrate very different patterns of error from those calculated with less negative values of J. Furthermore, the KMC simulations for J ϭϪ0.07 eV required a larger simulation cell for convergence, containing eight faujasite unit cells. These findings can be explained by considering that strongly attractive adsorbate-adsorbate interactions can induce phase transitions from low to high density of adsorbed benzene, analogous to vapor-liquid equilibrium of bulk benzene. Indeed, we have recently reported a study using grand canonical Monte Carlo and thermodynamic integration, 28 predicting that such phase transitions can occur for benzene in Na-X up to a critical temperature of T c ϭ370Ϯ20 K, assuming J ϭϪ0.04 eV. If we assume for the moment that T c ϰ͉J͉, then T c ϳ650 K in Na-X with JϭϪ0.07 eV. Since the diffusivities in Figs. 6͑a͒ and 6͑b͒ were calculated at 468 K, the simulations using ͉J͉р0.04 eV represent supercritical lattice gas diffusion, while those using JϭϪ0.07 eV represent subcritical diffusion.
Since canonical KMC simulations fix the loading, a subcritical system at, e.g., ϭ0.5 will involve a fluctuating liquidlike cluster of filled sites occupying approximately half the lattice, while a supercritical system at the same loading will be more evenly dispersed throughout the lattice. This insight explains our intriguing simulation results, and may help elucidate experimental findings as well. First, the formation of large clusters increases the system correlation length, requiring larger simulation cells for convergence. Second, cluster formation in subcritical systems suggests a diffusion mechanism involving ''evaporation'' of particles from clusters. Since an accurate treatment of density fluctuations at the cluster boundary is required for modeling evaporation realistically, we expect that MFA will be less accurate for subcritical systems, as shown in Figs. 7͑a͒ and 7͑b͒ . Moreover, the distribution of cage residence times becomes multimodal for subcritical systems, making the kinetic interpretation of k less clear. The fact that MFA still captures the qualitative loading dependencies of subcritical diffusivities, and is even correct to within a factor of ca. 2, is remarkable.
The isotherms calculated with JϭϪ0.07 eV in Figs. 6͑a͒ and 6͑b͒ can also be understood in terms of cluster formation. Increasing the loading in subcritical systems increases mean cluster sizes, and smoothes cluster interfaces. Once these interfaces become sufficiently smooth, we can assume that evaporation dynamics remain essentially unchanged by further increases in loading. As such, we expect the subcritical diffusivity to obtain its full loading value at low loadings, and then remain roughly constant up to full loading, as shown for Na-X in Fig. 6͑a͒ . Since supercritical Na-Y systems exhibit type III isotherms in Fig. 6͑b͒ , increasing for low and then decreasing for high , we find that D( ϳ0)ХD(ϳ1). As a result, subcritical Na-Y systems are expected to give isotherms that are roughly constant for all loadings, as shown in Fig. 6͑b͒ .
This type of loading dependence, involving broad regions of constant diffusivity, is surprising, since isotherms for interacting adsorbates are expected to decrease with loading when site blocking dominates. It is interesting to note that an isotherm type has been reported for strongly associating adsorbates such as water and ammonia, 27 denoted by Kärger and Pfeifer as type III ͑not to be confused with our type III͒, involving an initial increase followed by a broad region of constant diffusivity. The present analysis suggests that Kärger and Pfeifer's type III diffusion isotherm may be characteristic of a cluster-forming, subcritical adsorbed phase.
C. Comprehensive loading dependence of diffusion
The comprehensive loading dependence of diffusion in these systems is controlled by the degree of degeneracy between S II and W sites, which depends upon three energy scales: f 1 -f 2 , J, and k B T. As such, two unitless parameters are required to describe the corresponding states of benzene in Na-X and Na-Y. In Sec. V A, we quantified the competition between host-guest and guest-guest interactions with the parameter ␥ϭ( f 1 -f 2 )/͉J͉. This parameter controls the loading dependence at low temperatures, when guest-guest interactions are required for stabilizing W sites. In a previous article, 10 we discussed the parameter ϭ( f 1 -f 2 )/k B T, which controls the loading dependence for small values of ͉J͉, when thermal fluctuations are required for populating W sites. Table III summarizes a large number of KMC simulated diffusion isotherms, calculated with various values of and ␥. In each region of ͑,␥͒-space, we performed at least two diffusion isotherm calculations using different fundamental parameter sets, e.g., one isotherm for Na-X and one for Na-Y, to confirm that these different states do indeed correspond to the same isotherm type. In Table III Table III is the actual region of ͑,␥͒-space that we predict represents benzene in Na-X at 468 K, while the boxed type III's model benzene in Na-Y at 468 K. In general, we see that the loading of maximum diffusivity, max , decreases with increasing ͉J͉ and T.
D. Comparison between theory and simulation
The computational effort required to create Table III provides incentive for developing analytical theories of diffusion. In Sec. III, we described our new mean-field theory ͑MFT͒ of diffusion, which we compare with KMC in this section. Since we found in Sec. V B that D() Х(1/6)k a 2 , and that a depends very weakly upon loading, we will compare MFT and KMC calculations of the loading and temperature dependence of k . According to MFT, k ϭ1/2ϫk 1 ϫ P 1 , where k 1 and P 1 are evaluated as described in Sec. III.
Figures 8͑a͒ and 8͑b͒ show k for benzene in Na-X and Na-Y, respectively, calculated by MFT and KMC at 468 K for two values of the coupling parameter J. When using J ϭϪ0.02 eV, Figs. 8͑a͒ and 8͑b͒ show that MFT provides qualitatively reasonable diffusivities, which consistently overestimate simulated values because MFT neglects correlation effects that make Ͻ1/2 for finite loadings. 10 Thus, we find that MFT can be used to compute diffusion isotherms for systems with low to moderate couplings.
For JϭϪ0.04 eV, we find that MFT predicts phase transitions from low to high density of adsorbed benzene, analogous to vapor-liquid equilibrium of bulk benzene ͑cf. Sec. V B and Ref. 28͒. Since lattice gas MFT is implemented in the grand canonical ensemble, 39 phase transitions are characterized by precipitous jumps in density vs chemical potential. These jumps give rise to coexistence regions in (T,)-space where equilibrium systems cannot be observed, as shown in Figs. 8͑a͒ and 8͑b͒ for JϭϪ0.04 eV. MFT typically overestimates critical temperatures of vapor-liquid phase transitions, 28, 39 which explains why the simulated isotherms are smooth in Figs. 8͑a͒ and 8͑b͒ , while the theoretical isotherms are not. It is interesting to note that the MFT coex-TABLE III. Diffusion isotherm types as a function of and ␥ for Na-X and Na-Y. -Y  2  3  4  5  6  7  8  9   30  I  I  II  III  III  III  III  III  0.005  0.0085  25  I  I  II  III  III  III  III  III  0.006  0.01  20  I  I  II  III  III  III  III  III istence region narrows from Na-X to Na-Y, because the W site is less stable in Na-Y. As ␥ϭ( f 1 -f 2 )/͉J͉ increases, e.g., from Na-X to Na-Y, the critical temperature decreases, which narrows the coexistence region for a given temperature. As we will show in a forthcoming publication, 48 increasing ␥ can actually quench the phase transition, forcing the critical temperature to vanish identically.
Because of the fluctuating adsorption and activation energies in our model, it is not obvious how apparent activation energies of diffusion relate to fundamental energy scales. Although MFT was found to be only partially useful for calculating diffusion isotherms of strongly coupled systems, MFT may prove useful for predicting apparent activation energies. In Table IV , we show apparent activation energies of k for Na-X and Na-Y, calculated by MFT and KMC for different values of and J. The results in Table IV show that MFT provides semiquantitative activation energies, which properly decrease with loading, and increase from Na-X to Na-Y. The activation energies for ϭ0.21 are consistently below S II →W activation energies, while those for ϭ0.94 are consistently above W→W activation energies. We remind the reader that these conclusions are subject to the accuracy of the parabolic jump model, which will be tested in detail in a forthcoming publication. 40 Nevertheless, it is encouraging that MFT provides such an accurate description of the temperature dependence of diffusion for strongly coupled systems, at essentially no computational cost.
E. Comparison between simulation and experiment
Now that we have considered benzene in faujasite as a general model for diffusion in nanopores, we focus on benzene in Na-X using JϭϪ0.03 eV, obtained from the second virial coefficient of the heat of adsorption.
11,12 Figure 9 shows MSD calculated diffusion isotherms for benzene in Na-X at Tϭ393 and 468 K, compared to PFG NMR data 14 at the same temperatures ͑uniformly scaled by a factor of 5͒, and TZLC diffusivities 15 at Tϭ468 K ͑uniformly scaled by a factor of 100͒. The experimental data were scaled to facilitate comparison with the loading dependence predicted by simulation, which itself was not fitted to either experimental result. Figure 9 shows that our model is in excellent qualitative agreement with the PFG NMR results, and in qualitative disagreement with TZLC. Our model overestimates PFG NMR diffusivities at high loadings, because the lattice model allows 6 molecules per cage while the observed saturation coverage is 5.4 molecules per cage.
One way to view the discrepancy in Fig. 9 , apart from the absolute magnitudes, is that both simulation and PFG NMR are consistent with a low coverage of maximum diffusivity, max , while TZLC exhibits a large max . While it is not obvious why the TZLC results differ so markedly from PFG NMR data and from our simulated diffusivities, our results in Sec. V C do suggest future experiments to test the reliability of TZLC. Indeed, we found in Sec. V C that max decreases with increasing temperature, as all sites become more degenerate. As such, high-temperature TZLC diffusion isotherms should be measured, to confirm consistency with our rather plausible prediction regarding the temperature dependence of max .
VI. SUMMARY
We have presented a lattice model of self-diffusion in nanopores, involving inhomogeneous adsorption sites, repulsive adsorbate-adsorbate interactions via site blocking, and attractive adsorbate-adsorbate interactions via the nearestneighbor coupling parameter, J. We have developed a simple and qualitatively reliable method for describing how adsorbate-adsorbate interactions modify jump activation energies for site-to-site rate coefficients, called the parabolic jump model. We have used this model to explore the loading, temperature, and J dependence of benzene self-diffusion in Na-X and Na-Y zeolites. Our model for benzene diffusion assumes that benzene molecules jump among S II and W sites, located near Na ϩ ions in supercages, and in 12-ring windows separating adjacent supercages, respectively.
Various levels of theory and simulation have been proposed for calculating diffusion coefficients from our lattice model. We have implemented a variable time-step, canonical kinetic Monte Carlo ͑KMC͒ algorithm for calculating mean square displacements. We have discussed a mean-field approximation ͑MFA͒ that simplifies KMC calculations, involving diffusivities given by D()Х(1/6)k a 2 , where is the fractional loading, a is the KMC calculated mean intercage jump length (a Х11 Å), and 1/k is the KMC calculated mean cage residence time. We have also derived a completely analytical, grand canonical mean-field theory ͑MFT͒ of diffusion, wherein k is approximated by k ϭ(1/2)ϫk 1 ϫ P 1 , where P 1 is the probability of occupying a W site, and k 1 is the total rate of leaving a W site.
We have calculated diffusion coefficients for various loadings at fixed temperature, denoted as ''diffusion iso- therms,'' with various input parameters and at various levels of theory, to determine ͑i͒ how fundamental interactions control trends in diffusion, and ͑ii͒ what levels of theory are required to treat these effects. We have found that diffusion isotherms can be segregated into subcritical and supercritical regimes, depending upon the system temperature relative to the critical temperature of the confined fluid. Supercritical diffusion isotherms exhibit three types, depending on the coverage that gives the maximum diffusivity: max ϭ0 is defined as type I, max (0,1/2͔ is type II, and max (1/2,1͔ is type III. These diffusion isotherm types, which correspond broadly with Kärger and Pfeifer's types I, II, and IV, respectively, 27 can be understood as follows. When S II and W sites are nearly degenerate, the decreasing coverage dependence of k 1 dominates and gives rise to a type I isotherm. Alternatively, when the sites are far from degenerate, the enhancement of P 1 at higher loadings gives rise to a type III isotherm. Type II arises for intermediate systems. In general, increasing ͉J͉ or T, or decreasing the fundamental inhomogeneity between sites, causes the isotherms to change according to type III→II→I. We have discussed this finding in terms of corresponding states parameters, relating diffusion coefficients for benzene in Na-X to those in Na-Y.
Subcritical diffusion isotherms are dominated by formation of liquidlike clusters of varying sizes in the lattice. These isotherms are characterized by broad regions of constant diffusivities, since changing loading, and hence cluster size, does not qualitatively change the dynamics of evaporation from these clusters. Such subcritical diffusion isotherms may be representative of Kärger and Pfeifer's type III ͑not to be confused with our type III͒.
We have found that MFA diffusivities can describe transport semiquantitatively for a wide variety of system parameters, especially in supercritical systems where density fluctuations are more evenly dispersed throughout the lattice. Our analytical theory, MFT, provides semiquantitative apparent activation energies, and also provides qualitatively reasonable diffusion isotherms for systems at high temperatures or with low J couplings. Our model for benzene in Na-X is in excellent qualitative agreement with pulsed-field gradient NMR diffusivities, and in qualitative disagreement with tracer zero-length column ͑TZLC͒ data. We have suggested that high-temperature TZLC experiments should be performed, to test consistency with our prediction that max will decrease with increasing temperature.
In future work, we plan to use Chandler's transition path sampling 49 and Voter's accelerated molecular dynamics 50 to test predictions from our parabolic jump model. We also plan to apply this flavor of diffusion theory to other hostguest lattices, and to nonequilibrium systems under various forms of flow. Finally, we plan to explore the parameter dependence of vapor-liquid equilibrium in nanopores, and to study further the relationship between phase transitions and diffusion in nanopores.
