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PERVERSE FILTRATIONS, HILBERT SCHEMES, AND
THE P =W CONJECTURE FOR PARABOLIC HIGGS
BUNDLES
JUNLIANG SHEN AND ZILI ZHANG
Abstract. We prove de Cataldo–Hausel–Migliorini’s P = W conjec-
ture in arbitrary rank for parabolic Higgs bundles labeled by the affine
Dynkin diagrams A˜0, D˜4, E˜6, E˜7, and E˜8. Our proof relies on the study
of the tautological classes on the Hilbert scheme of points on an elliptic
surface with respect to the perverse filtration.
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0. Introduction
0.1. Perverse filtrations. Let Dbc(Y ) denote the bounded derived cate-
gory of constructible sheaves on a nonsingular algebraic variety Y . The
truncation functor
pτ≤k : D
b
c(Y )→ D
b
c(Y )
with respect to the perverse t-structure on Dbc(Y ) (see [1]) induces a natural
morphism
pτ≤kC → C (1)
for any object C ∈ Dbc(Y ) and k ∈ Z.
Let f : X → Y be a proper morphism between two irreducible nonsingular
algebraic varieties of relative dimension r. The morphism
pτ≤kRf∗QX → Rf∗QX
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given by (1) induces a morphism of (hyper-)cohomology groups,
Hd−(dimX−r)
(
Y, pτ≤k(Rf∗QX [dimX − r])
)
→ Hd(X,Q). (2)
Following [11], we define P fkH
d(X,Q) ⊂ Hd(X,Q) to be the image of (2),1
and we call the increasing filtration
P f0 H
d(X,Q) ⊂ P f1 H
d(X,Q) ⊂ · · · ⊂ Hd(X,Q) (3)
the perverse filtration associated with the map f . The perverse filtration
(3) is called multiplicative if
P fkH
∗(X,Q) ∪ P fk′H
∗(X,Q) ⊂ P fk+k′H
∗(X,Q)
for the cup product ∪ and any k, k′ ≥ 0.
We refer to [1, 5, 6] for more details about derived categories of con-
structible sheaves and perverse t−structures. See also Section 1 for discus-
sions on perverse filtrations.
0.2. Hilbert schemes of points on elliptic surfaces. We first locate
tautological cohomology classes for the Hilbert scheme of points on an elliptic
surface with respect to the natural perverse filtration.2
Let S be an irreducible nonsingular projective surface fibered over a non-
singular curve C,
π : S → C,
such that a general fiber of π is an elliptic curve. We assume that
π[n] : S[n] → C(n).
is the induced morphism between the Hilbert scheme S[n] of n points on S
and the symmetric powers C(n). Let π¯[n] be the Cartesian product
π¯[n] = π[n] × π : S[n] × S → C(n) × C.
Theorem 0.1. Assume the perverse filtration associated with π[n] is multi-
plicative for any n ≥ 0. We have
ck(OZn) ∈ P
π¯[n]
k H
2k(S[n] × S,Q) (4)
where Zn ⊂ S
[n] × S is the universal subscheme.
It was shown in [21] that the cohomology ring H∗(S[n],Q) is generated by
the tautological classes — the Ku¨nneth factors of ck(OZn) in H
∗(S[n],Q).
Hence Theorem 0.1 provides a complete description of the perverse filtration
associated with π[n] via the tautological classes.
1Here the shift [dimX − r] is to ensure that the perverse filtration is concentrated in
the degrees [0, 2r]; see Section 1.
2The assumption that the surface admits an elliptic fibration is essential. See Remark
2.3.
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Corollary 0.2. Let π : S → P1 be an elliptic K3 surface, then (4) holds.
0.3. Moduli of parabolic Higgs bundles. Our main motivation for the
study of perverse filtrations for Hibert schemes is the P =W conjecture [11]
for (parabolic) Higgs bundles; see Section 0.4.
In [16], Gro¨chenig described five infinite families of moduli spaces of par-
abolic Higgs bundles labeled by the affine Dynkin diagrams A˜0, D˜4, E˜6, E˜7,
and E˜8, which extends a result of Gorsky–Nekrasov–Rubtsov [15]. For each
Dynkin diagram above, there attached a sequence of moduli spaces
{Mn}n≥1, dimMn = 2n,
which are associated with an elliptic curve E with an action of a finite group
Γ. The variety Mn can be realized as either the moduli space of rank n|Γ|
stable Higgs bundles on the orbifold curve 3
PΓ = [E/Γ],
or the moduli space of certain stable parabolic Higgs buundles on the coarse
moduli space
|PΓ| =
{
E, A˜0 case;
P1, the others
of the same rank; see [16] for more details. Gro¨chenig further showed that
M1 is a nonsingular surface elliptically fibered over the affine line,
π1 :M1 → C,
and Mn is the Hilbert scheme of n-points on M1 with the Hitchin fibration
πn :Mn =M
[n]
1
π
[n]
1−−→ Cn.
In Section 3, we introduce a canonical decomposition
H∗(Mn,Q) =
⊕
i≥0
GiH
∗(Mn,Q) (5)
splitting the perverse filtration on H∗(Mn,Q) associated with πn, i.e.,
P πnk H
∗(Mn,Q) =
⊕
i≤k
GiH
∗(Mn,Q).
We call such a splitting the perverse decomposition.
For an orbifold (or a Deligne–Mumford stack) X , we define IX to be the
corresponding inertia stack equiped with the canonical morphism IX → X .
We use H∗orb(PΓ,Q) to denote the cohomology H
∗(IPΓ,Q). The following
theorem concerns the precise locations of the tautological classes onMn with
respect to the perverse decomposition (5).
3Here |Γ| denotes the size of the finite group Γ.
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Theorem 0.3. Let (E , σ) be the universal Higgs bundle over Mn × IPΓ
pulled back from Mn × PΓ. Then the following statements hold:
(i) The tautological classes∫
α
ck(E) ∈ H
∗(Mn,Q), α ∈ H
∗
orb(PΓ,Q)
generate the cohomology ring H∗(Mn,Q).
(ii) We have∫
α
ck(E) ∈ GkH
∗(Mn,Q) ⊂ P
πn
k H
∗(Mn,Q)
for any α ∈ H∗orb(PΓ,Q).
0.4. The P=W Conjecture. Simpson established in [26] the non-abelian
Hodge theorem for a curve of genus ≥ 2 and the reductive group GLn, which
gives a canonical diffeomorphism between the moduli space MDol of rank n
stable Higgs bundle and the corresponding character variety MB of rank n
stable local systems.
A striking phenomenon was discovered by de Cataldo, Hausel, and Miglior-
ini in [11], that the canonical isomorphism
H∗(MB ,Q) = H
∗(MDol,Q)
induced by the Simpson correspondence is expected to identify the weight
filtration W2•H
∗(MB ,Q) and the perverse filtration P•H
∗(MDol,Q) asso-
ciated with the Hitchin fibration, i.e.
W2kH
∗(MB ,Q) =W2k+1H
∗(MB ,Q) = PkH
∗(MDol,Q), k ≥ 0.
Such a phenomenon is refered to as “the P = W conjecture”. The original
P = W conjecture was verified for n = 2 in [11], while the n ≥ 3 cases are
still open.
The main purpose of this paper is to provide a proof of the P = W
conjecture for the moduli spaces Mn of parabolic Higgs bundles associated
with the affine Dykin diagrams A˜0, D˜4, E˜6, E˜7, and E˜8, as described in
Section 0.3.
Let M′n be the character variety of stable parabolic local systems associ-
ated withMn via the correspondence [25]. The parabolic non-abelian Hodge
theorem was proven in [2, 3], which induces a canonical isomorphism of the
cohomology groups
H∗(M′n,Q) = H
∗(Mn,Q). (6)
Theorem 0.4. The P =W conjecture holds for the five families of moduli
spaces of parabolic Higgs bundles/local systems labeled by the Dykin diagrams
A˜0, D˜4, E˜6, E˜7, and E˜8, i.e., under the identification (6) we have
W2kH
∗(M′n,Q) =W2k+1H
∗(M′n,Q) = PkH
∗(Mn,Q), k ≥ 0.
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In fact, we prove a refinement of Theorem 0.4 in Section 3. For every
character variety M′n above, we consider the following sub-vector space of
Hd(M′n,Q):
kHdgd(M′n) =W2kH
d(M′n,Q) ∩ F
kHd(M′n,C) ∩ F¯
kHd(M′n,C).
Using a similar argument as in [24], we show in Section 3.5 that the coho-
mology of the character variety M′n admits a canonical decomposition
H∗(M′n,Q) =
⊕
k,d
kHdgd(M′n). (7)
The decomposition (7) is then shown to match the perverse decomposition
(5), which implies Theorem 0.4 as a conclusion.
Our results provide examples of moduli of parabolic Higgs bundles where
the P = W conjecture holds for arbitrary rank. The construction of the
perverse decomposition (5) and Theorem 0.3 play an essential role in the
proof.
0.5. Relation to other work. An interesting phenomenon has been found
in [8] and extended in [27, Section 4.4], that the perverse filtration forMn =
M
[n]
1 matches the weight filtration for the Hilbert scheme M
′
1
[n]. However,
this exchange of filtrations is not “P = W ”, since a character variety is an
affine variety which cannot be realized as the Hilbert scheme of points.
0.6. Conventions. Throughout the paper, we work over the complex num-
bers C. For a projective variety X, a quasi-projective variety Y , and an ob-
ject F ∈ Db(X×Y ), we say that a correspondence g : H∗(X,Q)→ H∗(Y,Q)
is induced by F if g is given by
g(α) = prY ∗ (pr
∗
X(α ∪ tdX) ∪ ch(F)) .
For γ ∈ H∗(X,Q) and α ∈ H∗(X × Y,Q), we use
∫
γ α to denote the class
prY ∗ (pr
∗
Xγ ∪ α) ∈ H
∗(Y,Q).
0.7. Acknowledgement. We are grateful to Tim-Henrik Bu¨lles, Mark de
Cataldo, Davesh Maulik, Rahul Pandharipande, and Qizheng Yin for dis-
cussions about Hilbert schemes, perverse filtrations, and Higgs bundles, and
to Olivier Biquard for kindly pointing out references.
1. Perverse decompositions for Hilbert schemes
1.1. Perverse filtrations. We define the perverse filtration associated with
any proper morphism f : X → Y between nonsingular varieties.
Let
r(f) = dimX ×Y X − dimX
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be the defect of semismallness. In particular, we have r(f) = r when f has
relative dimension r, and we have r(f) = 0 if f is semismall.
Similar to Section 0.1, we define the perverse filtration P fkH
∗(X,Q) by
P fkH
d(X,Q)
:= Im{Hd−dimX+r(f)
(
X, pτ≤k(Rf∗QX [dimX − r(f)])
)
→ Hd(X,Q)}.
Once we choose a decomposition
Rf∗QX [dimX − r(f)] ∼=
2r(f)⊕
i=0
Pi[−i] ∈ D
b
c(Y ) (8)
with Pi perverse sheaves on Y [1, 6], then the perverse filtration associated
with the morphism f can be computed as
P fkH
∗(X,Q) = Im{H∗−dimX+r(f)(⊕ki=0Pi[−i])→ H
∗(X,Q)}.
In general, a perverse filtration does not allow a natural splitting, since the
decomposition (8) is dependent on the choice of an isomorphism which is
not canonical.
We define the perversity pf (α) of a class α ∈ Hd(X,Q) to be the integer
k satisfying α ∈ P fkH
d(X,Q) and α 6∈ P fk−1H
d(X,Q). Since the perverse
filtration is concentrated in the degrees [0, 2r(f)]4, we have
0 ≤ pf (α) ≤ 2r(f)
for any class α ∈ H∗(X,Q).
Let f1 : X1 → Y1 and f2 : X2 → Y2 be proper morphisms between
nonsingular quasi-projective varieties. We recall the following proposition
from [27] concerning the perverse filtration associated with the product
f1 × f2 : X1 ×X2 → Y1 × Y2.
Proposition 1.1. [27, Proposition 2.1] For α1 ∈ H
∗(X1,Q) and α2 ∈
H∗(X2,Q), we have
pf1×f2(α1 ⊠ α2) = p
f1(α1) + p
f2(α2).
1.2. Perverse decompositions. In this section, we introduce perverse de-
compositions for symmetric powers and Hilbert schemes of points associated
with a surface, which split the perverse filtrations on the corresponding co-
homology groups.
4We call that a filtration on a vector space is concentrated in the degrees [a, b], if the
k-th graded piece of the filtration is empty when k 6∈ [a, b].
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Let π : S → C be a proper surjective morphism from a nonsingular quasi-
projective surface to a nonsingular curve. Then r(π) = 1, and H∗(S,Q)
admits a perverse filtration of length 2,
P π0 H
∗(S,Q) ⊂ P π1 H
∗(S,Q) ⊂ P π2 H
∗(S,Q) = H∗(S,Q). (9)
Throughout Section 2, we fix a decomposition
H∗(S,Q) =
⊕
i≥0
GiH
∗(S,Q) (10)
splitting the filtration (9). More precisely, we have
P πk H
∗(S,Q) =
⊕
i≤k
GiH
∗(S,Q)
for k ∈ {0, 1, 2}.
We define the decomposition of H∗(Sn,Q) to be
GkH
∗(Sn,Q) =
〈
α1 ⊠ · · ·⊠ αn; αi ∈ GkiH
∗(S,Q),
∑
i
ki = k
〉
.
Due to Proposition 1.1, this decomposition splits the perverse filtration of
πn : Sn → Cn. Taking the Sn-invariant part yields the perverse decompo-
sition for the symmetric power S(n) associated with π(n) : S(n) → C(n),
H∗(S(n),Q) =
⊕
i≥0
GiH
∗(S(n),Q).
The perverse decomposition for the product S(n1) × S(n2) × · · · × S(nk) is
then defined by a similar way using the Ku¨nneth decomposition.
We consider the Hilbert scheme S[n] of n points on S, which is a 2n-
dimensional nonsingular variety parametrizing length n 0-dimensional sub-
schemes in S. Rich structures of the cohomology of the Hilbert scheme
of points have been found and studied intensively in the last decades; see
[13, 14, 23, 19, 20, 21]. Now we assume
π[n] : S[n] → C(n)
is the natural morphism associated with π. For a partition
ν = 1a12a2 · · ·nan
of n, we use S(ν) to denote the variety S(a1) × S(a2) × · · · × S(an). By [14],
the cohomology group Hd(S[n],Q) admits a canonical decomposition
Hd(S[n],Q) =
⊕
ν
Hd+2l(ν)−2n(S(ν),Q) (11)
where ν runs through all partitions of n and l(ν) is the length of ν. We
define
GkH
d(S[n],Q) =
⊕
ν
Gk+l(ν)−nH
d+2l(ν)−2n(S(ν),Q)
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to be the sub-vector space of Hd(S[n],Q) under the identification (11). The
following proposition is obtained from [27, Proposition 4.12].
Proposition 1.2. The decomposition
H∗(S[n],Q) =
⊕
i≥0
GiH
∗(S[n],Q)
defined above splits the perverse filtration associated with π[n] : S[n] → C(n).
We have constructed perverse decompositions on the cohomology groups
H∗(S[n],Q). Again, by Proposition 1.1, we obtain perverse decompositions
for the product of Hilbert schemes
S[n1] × S[n2] × . . . S[nk].
1.3. Nested Hilbert schemes. We consider the nested Hilbert scheme
S[n,n+1] = {(ξ, η) : ξ ∈ S[n+1], η ∈ S[n], ξ ⊂ η} ⊂ S[n+1] × S[n]
which is a nonsingular and irreducible variety of dimsneion 2n+2 [4]. In this
section, we extend perverse decompositions to the nested Hilbert schemes
associated with π : S → C, which plays a crucial role in the proofs of
Theorems 0.1 and 0.4.
The variety S[n,n+1] admits the following natural morphisms
S S[n,n+1] S[n+1]
S[n]
ρ
pn
pn+1
(12)
where pn and pn+1 are the two projections, and ρ sends (ξ, η) to the point
{η r ξ} ∈ S. The morphism
qn = (pn, ρ) : S
[n,n+1] → S[n] × S
is realized as the blow-up of the codimension 2 incidence Zn ⊂ S
[n]×S with
the exceptional divisor
En+1 = {(ξ, η) ∈ S
[n+1,n] : Supp(ξ) = Supp(η)} ⊂ S[n,n+1]. (13)
Let gn : S
[n,n+1] → S(n) × S be the composition
S[n,n+1]
qn
−→ S[n] × S → S(n) × S,
and let
g¯n = (π
(n) × π) ◦ gn : S
[n,n+1] → C(n) × C.
Following [4], we define
S(ν,j) =

S(ν) × S j = 0;
S(ν
♭) × S j > 0 and aj > 0;
φ j > 0 and aj = 0,
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where ν = 1a1 · · · nan is a partition of n and ν♭ is defined as a partition
of n − j obtained from ν by reducing aj by 1. This definition matches
the one in [10, Section 3.3]. In particular S(ν,j) is a Cartesian product of
symmetric powers of S. Hence the cohomology of S(ν,j) carries a natural
perverse decomposition as defined in Section 1.2,
H∗(S(ν,j),Q) =
⊕
k≥0
GkH
∗(S(ν,j),Q).
By [10, Theorem 3.3.1], there is a canonical isomorphism
Hd(S[n,n+1],Q) =
⊕
ν,j
Hd−2m(ν,j)(S(ν,j),Q) (14)
where
m(ν, j) =
{
n− l(ν), j = 0;
n+ 1− l(ν), j > 0.
We define the following decomposition of Hd(S[n,n+1],Q) under the identi-
fication (14),
GkH
d(S[n,n+1],Q) =
⊕
ν,j
Gk−m(ν,j)H
d−2m(ν,j)(S(ν,j),Q).
Since S(ν,j) is a product of symmetric powers of S for every (ν, j), the
method in [27, Proposition 4.12] together with the decomposition theorem
[10, Theorem 3.3.1] implies the following proposition.
Proposition 1.3. The decomposition
H∗(S[n,n+1],Q) =
⊕
i≥0
GiH
∗(S[n,n+1],Q)
defined above splits the perverse filtration associated with
g¯n : S
[n,n+1] → C(n) × C.
1.4. Functoriality. The natural morphisms
qn : S
[n,n+1] → S[n] × S
and
pn+1 : S
[n,n+1] → S[n+1]
are generically finite. In the following, we prove some functoriality results
concerning the morphisms qn and pn+1 with respect to the perverse decom-
positions constructed in Sections 1.2 and 1.3.
Proposition 1.4. Let q∗n : H
∗(S[n]×S,Q)→ H∗(S[n,n+1],Q) be the pullback
morphism. We have
q∗n
(
GkH
∗(S[n] × S,Q)
)
⊂ GkH
∗(S[n,n+1],Q).
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Proof. Consider the following Cartesian diagrams,
Γ˜ S[n,n+1]
Γ S[n] × S
S(ν,j) S(n) × S
qn
where S(ν,j) → S(n) × S is the natural morphism to the corresponding stra-
tum [10, Section 3].
On one hand, by [9, Theorem 5.4.1] and the Ku¨nneth decomposition,
there is a canonical decomposition
H∗(S[n] × S,Q) =
⊕
ν
H∗(S(ν) × S,Q),
where the direct summands are canonically identified with the image of the
correspondences
Γ∗ : H
∗(S(ν) × S,Q)→ H∗(S[n] × S,Q).
On the other hand, by [10, Theorem 3.3.1] there is a canonical decomposition
H∗(S[n,n+1],Q) =
⊕
ν,j
H∗(S(ν,j),Q),
where the direct summands are identified with the images of the correspon-
dences Γ˜∗ : H
∗(S(ν,j),Q) → H∗(S[n,n+1],Q). Since S(ν) × S = S(ν,0), we
obtain a commutative diagram
H∗(S[n] × S,Q) H∗(S[n,n+1],Q)
H∗(S(ν) × S,Q) H∗(S(ν,0),Q)
q∗n
for each partition ν of n. In particular q∗n preserves the perverse decompo-
sitions. 
Proposition 1.5. Let
pn+1∗ : H
∗(S[n,n+1],Q)→ H∗(S[n+1],Q)
be the Gysin pushforward. Then we have
pn+1∗
(
GkH
∗(S[n,n+1],Q)
)
⊂ GkH
∗(S[n+1],Q).
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Proof. Consider the commutative diagram
S[n,n+1] S[n+1]
S(n) × S S(n+1)
S(ν,j) S(ν
′),
pn+1
f
gn
h
q
ι
qν,j
ι′
where ν = 1a1 · · ·nan is a partition of n, and
ν ′ =
{
1a1+12a2 · · ·nan , j = 0;
1a1 · · · jaj−1(j + 1)aj+1+1 · · · nan , j > 0.
By [10, Theorem 3.3.1], we have
Rgn∗QS[n,n+1] =
⊕
ν,j
ι∗QS(ν,j) [−2m(ν, j)],
Since q ◦ ι : S(ν,j) → S(n+1) is a finite map, the object q∗ι∗QS(ν,j) [m(ν, j)] is
a perverse sheaf supported on the locus
ι′(S(ν
′)) ⊂ S(n+1),
where ι′ : S(ν
′) → S(n+1) is the natural map to the corresponding stratum
as in [14]. We compare the following two decompositions of perverse sheaves
on S(n+1),
Rf∗QS[n,n+1] =
⊕
ν,j
q∗ι∗QS(ν,j) [−2m(ν, j)],
Rh∗QS[n+1] =
⊕
ν′
ι′∗QS(ν′) [2l(ν
′)− 2n].
Since perverse sheaves on different irreducible supports do not have mor-
phisms between them, we obtain that the pushforward morphism
Rf∗QS[n,n+1] → Rh∗QS[n+1] (15)
splits canonically to
q∗ι∗QS(ν,j) → ι
′
∗QS(ν′)
for every partition ν and j ≥ 0. Since the pushforward
pn+1∗ : H
∗(S[n,n+1],Q)→ H∗(S[n+1],Q)
is induced by the morphism (15) of sheaves, we conclude that pn+1∗ is given
by
(qν,j)∗ : H
∗(S(ν,j),Q)→ H∗(S(ν
′),Q)
under the decompositions (11) and (14) for every partition ν and j ≥ 0.
Finally, since the morphism qν,j is finite, the induced pushforward (qν,j)∗
preserves the perverse decomposition. We complete the proof. 
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Although the perverse decompositions depend on a choice of (10), the
perverse filtrations are canonical. The following corollary concerns the func-
toriality of perverse filtrations.
Corollary 1.6. We have
q∗n
(
P π¯
[n]
k H
∗(S[n] × S,Q)
)
⊂ P g¯nk H
∗(S[n,n+1],Q),
pn+1∗
(
P g¯nk H
∗(S[n,n+1],Q)
)
⊂ P π
[n+1]
k H
∗(S[n+1],Q).
In general, for a commutative diagram
X Y
B
f
h
g
(16)
with all varieties nonsingular and all morphisms proper, the perverse filtra-
tion
P gkH
∗(Y,Q) (resp. P hkH
∗(X,Q))
may not be preserved by the pullback f∗ (resp. the pushforward f∗); see
Example 1.7 below. Hence Corollary 1.6 relies on the geometry of (nested)
Hilbert schemes.
Example 1.7. (i) In the diagram (16), we let X = BlptP
3 and Y =
B = P3. Assume f, g, h are the natural maps. Then we have
ph([X]) = 1 and pg([Y ]) = 0; see [27, Example 1.5]. Hence
f∗P g0H
0(Y,Q) 6⊂ P h0 H
0(X,Q).
(ii) Let X = B = pt and Y = P1. Assume f, g, h are the natural maps.
We have ph([pt]) = 0 and pg([pt]) = 2, and in particular,
f∗P
h
0 H
∗(X,Q) 6⊂ P g0H
∗(Y,Q).
1.5. Strong multiplicativity of the perverse decomposition. In this
section, we prove the strong multiplicativity with respect to the canonical
perverse decomposition defined in Section 1.2 for the the Hilbert scheme
of points on a surface with numerically trivial canonical divisor. This is a
variant of [27, Theorem 4.18] and [27, Theorem 5.6], where only perverse
filtrations are considered. Since the proofs are similar, we will give a sketch
and focus on pointing out the differences.
Let π : S → C be a proper surjective morphism from a nonsingular
quasi-projective surface to a nonsingular quasi-projective curve and let
H∗(S,Q) =
⊕
i
GiH
∗(S,Q) (17)
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be a fixed perverse decomposition associated with π : S → C. We say
that the decomposition (17) satisfies the condition (†) if the following two
properties are satisfied:
(1) The perverse decomposition is strongly multiplicative, i.e.
GiH
∗(S,Q) ∪GjH
∗(S,Q) ⊂ Gi+jH
∗(S,Q).
(2) The pushforward morphism along the embedding ∆n : S → S
n of
the small diagonal satisfies
∆n∗ : GiH
∗(S,Q)→ Gi+2(n−1)H
∗(Sn,Q).
Proposition 1.8. Suppose that the perverse decomposition (17) associated
with π : S → C satisfies the condition (†). Suppose further that either
(i) S is projective and has numerically trivial canonical bundle, or
(ii) S has trivial canonical bundle and admits a nonsingular compacti-
fication S¯, such that the restriction map H∗(S¯,Q) → H∗(S,Q) is
surjective.
Then the perverse decomposition on H∗(S[n],Q) is strongly multiplicative,
i.e.
GiH
∗(S[n],Q) ∪GjH
∗(S[n],Q) ⊂ Gi+jH
∗(S[n],Q).
Proof. We closely follow the notation in [27, Section 4]. First of all, a chosen
basis of GiH
∗(S,Q) forms a basis of H∗(S,Q). We use this basis to define
the abstract perversity on H∗(S,Q){Sn} as [27, Definition 4.15]. Then
H∗(S,Q){Sn} is endowed with a canonical perverse decomposition compat-
ible with the one on H∗(S[n],Q). Furthermore, by [27, Definitions 4.1 and
4.3], the group H∗(S,Q)I has a canonical perverse decomposition for any
set I.
The strong multiplicativity of H∗(S,Q) implies that the strengthened
conclusion of [27, Lemma 4.19] holds, that the morphism
ϕ∗ : H∗(S,Q)I → H∗(S,Q)J
preserves the perverse decompositions, i.e.
ϕ∗GiH
∗(S,Q)I ⊂ GiH
∗(S,Q)J .
By the condition (2) on small diagonal embeddings, the conclusion of [27,
Lemma 4.20] can be strengthened that the pushforward
ϕ∗ : H
∗(S,Q)J → H∗(S,Q)I
increases the perversity by 2(|I| − |J |) in the perverse decompositions, i.e.
ϕ∗GiH
∗(S,Q)J ⊂ Gi+2(n−1)H
∗(S,Q)I .
Now the proposition follows from the proofs of [27, Theorems 4.18 and 5.6]
together with the strengthened versions of Lemmas 4.19 and 4.20 in [27]. 
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2. Tautological classes on Hilbert schemes
2.1. Overview. We assume that π : S → C is a fibration from a nonsingu-
lar irreducible projective surface to a nonsingular curve such that a general
fiber is an elliptic curve. We use the tools developed in Section 1 to ana-
lyze the perverse filtration of the Hilbert scheme S[n] associated with the
morphism
π[n] : S[n] → C(n), (18)
and prove Theorem 0.1.
By [21], the tautological classes∫
γ
ck(OZn) ∈ H
∗(S[n],Q), γ ∈ H∗(S,Q) (19)
are the generators of the ringH∗(S[n],Q). Theorem 0.1 together with Propo-
sition 1.1 calculates the perversity of these generators on the Hilbert scheme
S[n].
Since [27] shows that the perverse filtration of H∗(S[n],Q) associated with
(18) is multiplicative when S has numerically trivial canonical bundle, we
deduce Corollary 0.2 from Theorem 0.1.
2.2. Exceptional divisors. In this section, we assume that π : S → C is
a proper surjective morphism from a nonsingular quasi-projective surface to
a nonsingular curve C.
Let ∂S[n] be the boundary divisor given by the locus of S[n] where the
subschemes have length ≤ n− 1. For any choice (10), we obtain a perverse
decomposition
H∗(S[n],Q) =
⊕
i≥0
GiH
∗(S[n],Q)
by the discussion in Section 1. The following lemma calculates the perversity
of the boundary divisor
∂S[n] ∈ H2(S[n],Q).
Lemma 2.1. For any choice of (10), We have
∂S[n] ∈ G1H
2(S[n],Q).
In particular pπ
[n]
(∂S[n]) = 1.
Proof. Consider the following Cartesian diagram,
Γ S[n]
S(1
n−221) S(n)ι
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where ι = ι(1n−221) : S
(1n−221) → S(n) as in the proof of Proposition 1.5. We
have
[∂S[n]] = Γ∗([S
(1n−221)])
where Γ∗ : H
∗(S(1
n−221),Q) → H∗(S[n],Q) is viewed as a correspondence.
Hence ∂S[n] is identified with the fundamental class
1 ∈ H∗(S(1
(n−2)21),Q)[−2]
in the canonical decomposition (11). We conclude the lemma by the defini-
tion of the perverse decomposition for S[n]. 
We recall that the nested Hilbert scheme is realized as the blow-up of
Zn ⊂ S
[n]×S with the exceptional divisor En+1 given by (13). The following
relation from [19, Lemma 3.7] expresses En+1 as boundary divisors of Hilbert
schemes:
En+1 =
1
2
·
(
p∗n+1∂S
[n+1] − p∗n∂S
[n]
)
∈ H2(S[n,n+1],Q). (20)
Here we use the notation as in the diagram (12).
For convenience, we always write
f × id : X1 × S → X2 × S
as f˜ : X1×S → X2×S. The following short exact sequence from [19, Page
193] compares the universal families of S[n] and S[n+1]:
0→ ρ˜∗O∆S ⊗ pr
∗OS[n,n+1](−En+1)→ p˜
∗
n+1OZn+1 → p˜
∗
nOZn → 0 (21)
where pr : S[n,n+1] × S → S[n,n+1] is the projection.
2.3. Proof of Theorem 0.1. We prove Theorem 0.1 by induction on n.
The induction base is given by the following lemma.
Lemma 2.2. Let π : S → C be a fibration as in Section 2.1. Then
ck(O∆S ) ∈ P
π×π
k H
2k(S × S,Q).
Proof. The cases of k = 0, 1, 4 are obvious. By [27, Proposition 4.17], the
perverse filtration associated with π is multiplicative. Hence we can apply
[27, Proposition 3.8] and obtain that
pπ×π[∆] = pπ×π(∆∗[S]) ≤ 2.
This concludes the k = 2 case. It remains to show that
c3(O∆S ) ∈ P
π×π
3 H
6(S × S,Q). (22)
By the Grothendieck–Riemann–Roch formula, the class c3(O∆S ) is propor-
tional to ∆∗c1(S). Since a general fiber of π : S → C is an elliptic curve,
the class c1(S) is supported on fibers of π, and therefore
pπ(c1(S)) ≤ 1.
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Hence (22) is again deduced from [27, Proposition 3.8]. 
Remark 2.3. The assumption that a general fiber of π : S → C is an elliptic
curve is essential for Theorem 0.1 to hold. For example, if we take S =
P1 × P1, C = P1, and π : P1 × P1 → P1 the natural projection, then the
perversity of c3(O∆S ) is 4. Hence Theorem 0.1 breaks down even when
n = 1.
Since we suppose that the perverse filtration on S[n] associated with π[n] is
multiplicative, the Ku¨nneth decomposition and Proposition 1.1 imply that
the perverse filtration on S[n] × S associated with
π¯[n] : S[n] × S → C(n) × C
is also multiplicative. Hence Theorem 0.1 is equivalent to
chk(OZn) ∈ P
π¯[n]
k H
2k(S[n] × S,Q).
Now we assume that Theorem 0.1 holds for S[n], and we need to prove it
for S[n+1]. The short exact sequence (21) implies that the class
p˜∗n+1chk(OZn+1) ∈ H
2k(S[n,n+1],Q)
can be expressed as
q˜∗nchk(OZn ⊠OS)+∑
k1+k2=k
q˜∗nchk1(OS[n] ⊠O∆S ) ∪ q˜
∗
n+1chk2(OS[n,n+1](−En+1)⊠OS).
In the following, we analyze every term above with respect to the perverse
filtrations. First we have
chk(OZn ⊠OS) ∈ P
π¯[n]
k H
2k(S[n] × S,Q) (23)
due to the induction hypothesis and Proposition 1.1. Also, Lemma 2.2 yields
chk1(OS[n] ⊠O∆S ) ∈ P
π¯[n]
k1 H
2k1(S[n] × S,Q). (24)
By the equation (20), the class of the exceptional divisor
En+1 ∈ H
2(S[n,n+1],Q)
can be written as
p∗n+1∂S
[n+1] − q∗n(∂S
[n] × [S]) (25)
Hence we obtain from (23), (24), (25), and Lemma 2.1 that
p˜∗n+1chk(OZn+1) = q˜
∗
nγ +
∑
i
p˜∗n+1γ
′
i ∪ q˜
∗
nγ
′′
i (26)
where
γ, γ′′i ∈
⊕
l
P π¯
[n]
l H
2l(S[n] × S,Q), γ′i ∈
⊕
l
P π¯
[n+1]
l H
2l(S[n+1] × S,Q).
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Applying p˜n+1∗ to (26), the projection formula yields
(n+ 1)chk(OZn+1) = p˜n+1∗(q˜
∗
nγ) +
∑
i
γ′i ∪ p˜n+1∗(q˜
∗
nγ
′′
i ). (27)
Finally, by Corollary 1.6 we have
q˜∗nα ∈ P
g¯n
m H
l(S[n,n+1] × S,Q)
for any class α ∈ P π¯nm H
l(S[n] × S,Q). Therefore
p˜n+1∗(q˜
∗
nα) ∈ P
π¯n+1
m H
l(S[n+1] × S,Q).
In particular, we conclude that the right-hand side of (27) lies in
P
π¯n+1
k H
2k(S[n+1] × S,Q)
due to the multiplicativity of the perverse filtration. We have completed the
induction argument. 
3. Parabolic Higgs bundles and the P=W conjecture
3.1. Overview. In this section, we prove the P =W conjecture for the five
families of moduli spaces of parabolic Higgs bundles/local systems studied
in [16, Theorems 4.1 and 5.1] and [27, Section 5]. Our proof of Theorem 0.4
proceeds by the following steps:
1. We show that there exists a canonical perverse decomposition on
the cohomology H∗(M1,Q) defined by the explicit geometry of the
morphism π :M1 → C. We then prove Theorem 0.3 for n = 1.
2. We deduce that the tautological classes are the ring generators of
H∗(Mn,Q). This proves Theorem 0.3 (i).
3. The perverse decomposition on H∗(M1,Q) induces a canonical per-
verse decomposition on H∗(Mn,Q) for every n. Following (a refine-
ment of) the proof of Theorem 0.1, we locate the tautological classes
in the perverse decomposition for Mn and complete the proof of
Theorem 0.3.
4. We calculate the weights of the tautological classes on the character
variety M′n. As a consequence, we deduce the decomposition (7).
5. Combining the results above, we prove the P = W conjecture for
the moduli spaces Mn and M
′
n as a match of the decompositions⊕
k,d
GkH
d(Mn,Q)
P=W
=====
⊕
k,d
kHdgd(M′n).
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3.2. Step 1: 2D moduli spaces and perverse decompositions. The
two dimensional moduli spaces associated with affine Dynkin diagrams A˜0,
D˜4, E˜6, E˜7, and E˜8 are constructed in [16, Theorem 1.1]. See also [27,
Page 669-670] for a summary. For each Dynkin diagram above, there is a
finite group Γ acting on an elliptic curve E. The induced action on the
total cotangent bundle T ∗E gives a quotient stack [T ∗E/Γ], and the moduli
space M1 is given by the crepant resolution of the coarse moduli space of
this quotient stack
M1 → T
∗E/Γ. (28)
The cohomology groups of M1 and their perverse filtrations associated with
π1 :M1 → C are described in [27, Sections 5.2 and 5.3].
In the A˜0 case, we have
M1 ≃ T
∗E = E × C
π1−→ C
where π1 is the projection to the second factor. The perverse filtration
associated with π1 admits a natural splitting
H∗(M1,Q) =
2⊕
i=0
GiH
i(T ∗E,Q)
with GiH
i(T ∗E,Q) = H i(T ∗E,Q).
For D˜4, E˜6, E˜7, and E˜8, the moduli space M1 is nonsingular with trivial
canonical bundle. The restriction of the Hitchin fibration π1 : M1 → C to
the nonsingular part of π1 is
π1 : π
−1
1 (C
∗) = E × C∗ → C∗ ⊂ C,
while the closed fiber over 0 ∈ C has the dual graph given by the corre-
sponding affine Dynkin diagram. All the non-trivial cohomology groups of
M1 are
H0(M1,Q) = 〈[M1]〉,
H2(M1,Q) = 〈[s], [E1], . . . , [EK ]〉.
Here [s] is class of a section of π1, [Ei] are the exceptional divisors of the
resolution (28), and
K =

4, D˜4 case;
6, E˜6 case;
7, E˜7 case;
8, E˜8 case.
(29)
We define the following perverse decomposition associated with π1:
G0H
0(M1,Q) = 〈[M1]〉,
G1H
2(M1,Q) = 〈[E1], . . . , [EK ]〉, G2H
2(M1,Q) = 〈[s]〉.
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In the A˜0 case, the group Γ is trivial, and
PΓ = E = IE.
In the D˜4, E˜6, E˜7, and E˜8 cases, the (ungraded) cohomology groups of the
inertia stacks IPΓ, I[T
∗E/Γ], and the moduli space M1 can be canonically
identified,
H∗orb(PΓ,Q) = H
∗(I[T ∗E/Γ],Q) = H∗(M1,Q). (30)
Here the first equality is induced by the projection I[T ∗E/Γ] → IPΓ and
the second equality is given by the McKay correspondence.5 By definition,
we have
H∗orb(PΓ,Q) = H
∗(PΓ,Q)⊕
K⊕
i=1
Q[ei],
where every [ei] ∈ H
0
orb(PΓ,Q) is given by an element of the isotropy group
of a Γ-fixed point corresponding to the exceptional divisor Ei ∈ H
2(M1,Q)
via (30). Assume (E1, σ1) is the universal family on M1 × IPΓ obtained
as the pullback of the universal Higgs bundle on M1 × PΓ. We first prove
Theorem 0.3 in the n = 1 case.
Proposition 3.1. Theorem 0.3 holds for n = 1.
Proof. We first treat the A˜0 case. The universal line bundle E1 on T
∗E ×E
is the pullback of the Poincare´ line bundle
P = OE×E(∆ − pt× E − E × pt)
from the projectionM1×E → E×E. Hence the Ku¨nneth factor of c0(P) on
M1 is the fundamental class [M1] ∈ G0H
0(M1,Q), and the Ku¨nneth factors
of c1(P) are the odd degree classes in G1H
1(M1,Q). They all lie in the
correct pieces of the decomposition G• and generate the total cohomology
H∗(M1,Q).
Now we consider the D˜4, E˜6, E˜7, and E˜8 cases, where the Γ-group actions
are nontrivial. We view ch(E1) as a correspondence on the cohomology
ch(E1) : H
∗(IPΓ,Q)→ H
∗(M1,Q). (31)
By the construction of [16], the correspondence (31) can be factorized as
H∗(IPΓ,Q)
Φ1−→ H∗(I[T ∗E/Γ],Q)
Φ2−→ H∗(M1,Q). (32)
Here Φ1 is given by the Γ-equivariant Fourier–Mukai functor induced by the
Poincare´ line bundle
P : Db(E)→ Db(T ∗E),
5In this case we can also view the second equality as an identification in the K-theory
with Q-coefficients.
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and Φ2 is an isomorphism given by the McKay correspondence. In particu-
lar, we obtain that (31) is an isomorphism. This implies that the tautological
classes generate H∗(M1,Q), and proves the first part of Theorem 0.3.
For the part (ii), a direct calculation using the factorization (32) gives the
following equations:
Φ2 ◦ Φ1([pt ∈ PΓ]) = [M1] ∈ G0H
0(M1,Q),
Φ2 ◦Φ1〈[e1], [e2], . . . , [eK ]〉 = 〈[E1], [E2], . . . , [EK ]〉 = G1H
2(M1,Q),
Φ2 ◦ Φ1([PΓ]) = [s] ∈ G2H
2(M1,Q).
By looking at the cohomological degrees, we see that the three identities
above are induced by the factors ch0(E1), ch1(E1), and ch2(E1) respectively.
In conclusion, the Ku¨nneth factors of chk(E1) on M1 lies in GkH
∗(M1,Q).
This completes the proof of the proposition in the D˜4, E˜6, E˜7, and E˜8
cases. 
3.3. Step 2: tautological classes on Mn. We show in this section that
the tautological classes∫
α
ck(E) ∈ H
∗(Mn,Q), α ∈ H
∗
orb(PΓ,Q) (33)
generate the cohomology ring H∗(Mn,Q). It is parallel to a result of Mark-
man [22] in the case of (non-parabolic) Higgs bundles on a compact Riemann
surface of genus ≥ 2. However, our proof relies on the structure for the co-
homology of the Hilbert scheme of points on a projective surface [21], which
is different with the approach in [22].
Proof of Theorem 0.3 (i). 1. The A˜0 case. We first treat the A˜0 case. For
a projective nonsingular surface S, recall that the result of Li–Qin–Wang
[21] implies that the image of the correspondence
ch(OZn) : H
∗(S,Q)→ H∗(S[n],Q)
generates the ring H∗(S[n],Q), where Zn is the universal subscheme. For
our purpose, we take a compactification of M1,
M1 = T
∗E ⊂ E × P1 =M1,
which induces a natural compactification of Mn,
Mn ⊂Mn =M
[n]
1 .
The restriction map on the cohomology groups
H∗(Mn,Q)
res.
−−→ H∗(Mn,Q) (34)
is surjective by the decomposition (11). We define Ξ′n ⊂Mn×M1 to be the
be the universal subscheme, and let Ξn be its restriction on Mn ×M1.
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By the construction of [16], the derived functor Db(E) → Db(Mn) given
by the universal family En ∈ D
b(Mn × E) can be factorized as
Db(E)→ Db(M1)→ D
b(Mn) (35)
where the first morphism is induced by the universal family E1 on M1 × E,
and the second morphism is induced by the structure sheaf of the universal
subscheme in Mn ×M1 =M
[n]
1 ×M1.
6
We consider the following commutative diagram of correspondences for
cohomology groups,
H∗(E,Q) H∗(Mn,Q)
H∗(M 1,Q) .
φn
φ¯1 gn
Here φn is induced by the functor (35), and φ¯1 is induced by the pullback of
the Poincare´ line bundle on E×E via the natural projection M 1 → E ×E,
and gn is induced by OΞn ∈ Coh(Mn ×M1).
7 For the proof of Theorem 0.3
(i), it suffices to show that the image of φn generates the cohomology ring
H∗(Mn,Q).
By [21] and the surjectivity of the restriction map (34), we observe that
the image of gn generates H
∗(Mn,Q). Moreover, a direct calculation implies
that any class in the image of φ¯1 does not intersect with the divisor
E × {∞} =M1\M1.
Since the support of the class ch(OΞn) does not intersect with the locus
(M1\M1)×Mn,
we obtain from the projective bundle formula that
H∗(M 1,Q) = H
∗(M1)⊕N = Im(φ¯1)⊕N
where N are the classes supported on M1\M1, and therefore N ⊂ Ker(gn).
As a consequence, we have
Im(φn) = Im(gn).
This completes the proof in the A˜0 case.
2. The other cases. The cases of D˜4, E˜6, E˜7, and E˜8 are similar.
The action of Γ on an elliptic curve E can be lifted to the total space of the
cotangent bundle T ∗E. We consider the induced Γ-action on the surface E×
6Although M1 is not proper, the Fourier–Mukai transform D
b(M1)→ D
b(Mn) is well-
defined. This is because the support of OΞn in Mn ×M1 is proper over Mn.
7Here the diagram is commutative since the Todd class of M1 is supported on the
divisor M1\M1.
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P1 (viewed as a compactification of the open surface T ∗E). Since M1 is the
crepant resolution of the singular surface T ∗E/Γ, a nonsingular resolution
of the quotient E × P1/Γ, denoted by M1, is then a compactification of M1
with the surjective restriction map
H∗(M 1,Q)
res.
−−→ H∗(M1,Q). (36)
Geometrically M1 contains M1 as an open sub-surface and the boundary is
M1,∞ = ∪
l
iDi ∪ F
with Di the exceptional curves. Hence we have
H∗(M 1,Q) = H
∗(M1,Q)⊕N, N = 〈[D1], . . . , [Dl], [F ], [pt]〉. (37)
Similar to the A˜0 case, we consider the Hilbert scheme Mn = M
[n]
1 as
a nonsingular compactification of Mn. By the surjectivity of (36) and the
decomposition (11), we obtain that the restriction map
H∗(Mn,Q)
res.
−−→ H∗(Mn,Q)
is also surjective. Since Mn is the moduli space of Γ-equivariant stable
parabolic Higgs bundles on the elliptic curve (E, oE) [16], the derived functor
Db([E/Γ])→ Db(Mn) induced by the universal family can be factorized as
Db([E/Γ]) → Db(M1)→ D
b(Mn) (38)
similar as (35).
On the level of cohomology, we consider the following commutative dia-
gram of correspondences,
H∗(IPΓ,Q) H
∗(Mn,Q)
H∗(M 1,Q) .
φn
φ¯1 gn
Here φn is induced by the pullback of the universal family on Mn × [E/Γ]
to Mn × IPΓ, the morphism
φ¯1 : H
∗(IPΓ,Q)→ H
∗(I[T ∗E/Γ],Q) = H∗(M1,Q) →֒ H
∗(M1,Q)
is induced by the Γ-equivariant universal Poincare´ sheaf on E × T ∗E (see
Proposition 3.1), and gn is induced by the structure sheaf OΞn .
We obtain from (37) that
H∗(M 1,Q) = H
∗(M1,Q)⊕N = Im(φ¯1)⊕N,
where N is generated by the classes supported on M1\M1. The same proof
as in the A˜0 case implies that
N ⊂ Ker(gn).
PERVERSE FILTRATIONS, HILBERT SCHEMES, AND P =W 23
Hence Im(φn) = Im(gn). In particular, we conclude that the image of φn
generates H∗(Mn,Q). 
3.4. Step 3: perverse decompositions and tautological classes. By
Section 2, the decomposition
H∗(M1,Q) =
2⊕
i=0
GiH
∗(M1,Q) (39)
of Section 3.2 induces the perverse decomposition (5) for every moduli space
Mn = M
[n]
1 . The purpose of this section is to calculate the location of the
tautological classes (33) in the perverse decomposition of H∗(Mn,Q) and
complete the proof of Theorem 0.3.
Lemma 3.2. The perverse decomposition G•H
∗(Mn,Q) is strongly multi-
plicative, i.e.,
GiH
∗(Mn,Q) ∪GjH
∗(Mn,Q) ⊂ Gi+jH
∗(Mn,Q).
Proof. It suffices to check that the conditions of Proposition 1.8 hold for the
surface M1. The conditions (†) (1) and (ii) are clearly satisfied, and (†) (2)
follows from [27, Proposition 0.5]. 
Let π′ :M1 → P
1 be the natural projection which compactifies the Hitchin
fibration π1 : M1 → C. By the description (37), the perverse filtration
associated with π′ admits a canonical splitting
H∗(M1,Q) =
2⊕
i=0
GiH
∗(M 1,Q) (40)
satisfying that
[pt] ∈ G2H
4(M1,Q), [F ] ∈ G0H
2(M 1,Q), [Di] ∈ G1H
2(M1,Q),
and its restriction to H∗(M1,Q) coincides with (39).
8
For notational convenience, if the cohomology of each variety Xi admits a
perverse decomposition G•H
∗(Xi,Q) with respect to a morphism Xi → Yi,
we define
GkH
∗(X1 ×X2 × · · · ×Xm,Q)
=
〈
α1 ⊠ · · ·⊠ αm; αi ∈ GkiH
∗(Xi,Q),
∑
i
ki = m
〉
, (41)
which gives a perverse decomposition for X1 ×X2 × · · · ×Xm with respect
to the Cartesian product
X1 ×X2 × · · · ×Xm → Y1 × Y2 × · · · × Ym
8Here we omit the discussion for the A˜0 case, since the decomposition (40) is obviously
obtained for pi′ :M1 = E × P
1 → P1.
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by Proposition 1.1. In particular (40) induces a perverse decomposition for
Mn ×M1 with respect to the morphism
πn × π
′ :Mn ×M1 → C
n × P1.
Recall that Ξn is the restricted universal subscheme of Mn ×M 1. The
following theorem is parallel to Theorem 0.1. We show it by the induction
scheme of Section 2.3.
Theorem 3.3. We have
chk(OΞn) ∈ GkH
2k(Mn ×M1,Q).
Proof. We first verify the theorem for n = 1. The subscheme Z1 ⊂M1×M1
is the restriction of the diagonal
∆ ⊂M1 ×M1.
A direct calculation of its class using the basis (37) implies that
[∆] ∈ G2H
4(M1 ×M1,Q).
Hence we obtain via the restriction map (36) that
c2(OZ1) ∈ G2H
4(M1 ×M1,Q).
Now since
c1(OZ1) = c4(OZ1) = 0,
it suffices to show that c3(OZ1) ∈ G3H
6(M1 ×M1,Q).
In fact, by the Grothendieck–Riemann–Roch formula, the class c3(O∆) is
proportional to the class
pr∗1c1(M1) ∪ [∆] ∈ H
6(M1 ×M1,Q).
Its restriction to M1×M1 vanishes due to the fact that c1(M1) is supported
on M1\M1.
The rest of the proof is exactly the same as the induction argument in
Section 2.3. The only minor difference is that, instead of considering the per-
verse filtration P•H
∗(Mn ×M 1), we work with the perverse decomposition
G•H
∗(Mn×M1). The corresponding comparison results for the pushforward
morphism along
M
[n,n+1]
1 →Mn+1
and the pullback morphism along
M
[n,n+1]
1 →Mn ×M1
are given by Propositions 1.4 and 1.5. The precise location of the exceptional
divisor in the decomposition G•H
∗(Mn,Q) is calculated in Lemma 2.1. Fi-
nally, the multiplicativity of the perverse filtration used in Section 2.3 is
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replaced by the strong multicplicativity for the decomposition G•H
∗(Mn,Q)
(Lemma 3.2). 
For convenience, we introduce the trivial perverse decomposition on the
inertia orbifold IPΓ,
G0H
∗(IPΓ,Q) = H
∗(IPΓ.Q).
By the Ku¨nneth decomposition, it induces the perverse decompositions
G•H
∗(Mn × IPΓ,Q) and G•H
∗(Mn ×M1 × IPΓ,Q) which split the per-
verse filtrations associated with the morphisms
Mn × IPΓ → C
n × IPΓ
and
Mn ×M1 × IPΓ → C
n × P1 × IPΓ.
We define the class
I(α, γ) =
∫
γ
pr∗12ch(OΞn) ∪ pr
∗
23α ∈ H
∗(Mn × IPΓ,Q)
with γ ∈ H∗(M1,Q), α ∈ H
∗(M1×IPΓ,Q), and prij the projections. Since
the Chern character ch(OΞn) is supported on the open subset
Mn ×M1 ⊂Mn ×M1,
the class I(α, γ) only depends on the restriction of α to H∗(M1 × IPΓ,Q)
by the Ku¨nneth decomposition. Hence I(α, γ) is well-defined for
α ∈ H∗(M1 × IPΓ,Q).
Let (En, θn) denote the universal family on Mn × PΓ. For our purpose, it
suffices to show that9
ch(En) ∈
⊕
i
GiH
2i(Mn × IPΓ,Q). (42)
Since the derived functor induced by the universal family En on Mn × PΓ is
factorized as (38), we obtain that (42) is equivalent to the following condi-
tion:
I(ch(E1), [M 1]) ∈
⊕
i
GiH
2i(Mn × IPΓ,Q). (43)
In the following, we prove Theorem 0.3 (ii) by verifying (43).
Proof of Theorem 0.3 (i). Assume a variety X admits a perverse decompo-
sition G•H
∗(X,Q). We call a class α ∈ H∗(X,Q) balanced, if
α ∈
⊕
i
GiH
2i(X,Q).
9For notational convenience, we also use ch(En) to denote the pullback of its corre-
sponding class on Mn × PΓ to Mn × IPΓ.
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By the calculation in the proof of Proposition 3.1, the class
ch(E1) ∈ H
∗(M1 × IPΓ,Q)
is balanced. The Chern character ch(OΞn) is also balanced by Theorem 3.3.
Since [Mn] ∈ G0H
0(Mn,Q) and [IPΓ] ∈ G0H
0(IPΓ,Q), Proposition 1.1
implies that the pullbacks pr∗12 and pr
∗
23 preserve the perverse decomposi-
tions. Hence we deduce from Lemma 3.2 that the class
pr∗12ch(OΞn) ∪ pr
∗
23ch(E1)
is balanced.10 Note that the integration over the fundamental class [M 1]
is equivalent to picking up the Ku¨nneth factor corresponding to the point
class
[pt] ∈ G2H
4(M 1,Q).
We find that I(ch(E1), [M 1]) is balanced. 
3.5. Step 4: weight filtrations and tautological classes. In this section
we compute the weights of the tautological classes following the method in
[24]. Let M′n denote the parabolic character variety corresponding to the
parabolic Higgs moduli Mn via the nonabelian Hodge theorem; see [15,
Section 5.1], [16, Theorem 5.1], and [27, Section 5.1] for details. By the
parabolic nonabelian Hodge theorem [3, Theorem 7.10], the character variety
M′n is canonically homeomorphic to Mn. The following result is parallel to
Theorem 0.3 for Higgs bundles.
Theorem 3.4. Let E ′n be the universal family on M
′
n × IPΓ which is ob-
tained as the pullback of the universal family on M′n × PΓ.
11 The following
statements hold:
(i) The tautological classes∫
α
ck(E
′
n) ∈ H
∗(M′n,Q), α ∈ H
∗
orb(PΓ,Q)
generate the cohomology ring H∗(M′n,Q).
(ii) We have ∫
α
ck(E
′
n) ∈
kHdg∗(M′n,Q)
for any α ∈ H∗orb(PΓ,Q).
10We view ch(E1) ∈ H
∗(M1 × IPΓ,Q) as a class in H
∗(M1 × IPΓ,Q) by the Ku¨nneth
decomposition and H∗(M1,Q) = H
∗(M1,Q)⊕N .
11Here the universal family is given by the flat bundles corresponding to the local
systems via the Riemann–Hilbert correspondence.
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Proof. Recall from [16] that the moduli space Mn parametrizes all triples
(F , θ, v), where (F , θ) is a semistable degree 0 Higgs bundle on the orbifold
PΓ and v is a vector in the fiber F0. Here the stability condition refers to
that any Higgs sub-bundle containing v has negative degree.
By forgetting parabolic structures of the objects parametrized by Mn,
we obtain a morphism Mn → Higgsn(PΓ), where Higgsn(PΓ) denotes the
moduli stack of degree 0 rank n Higgs bundles on PΓ, or equivalently, the
moduli stack of Γ-equivariant Higgs bundles on E of degree 0 and rank n.
Similarly, we denote by Loc(PΓ) the moduli stack of Γ-equivariant rank n
local systems on E. Let ∆IPΓ be a simplicial resolution of the inertia stack
IPΓ. We have the following commutative diagrams.
M′n ×∆IPΓ M
′
n × IPΓ Mn × IPΓ
Locn(PΓ)×∆IPΓ Locn(PΓ)× IPΓ Higgsn(PΓ)× IPΓ
BGLn
homotopic homeomorphic
cont.
cont.
Here the canonical homeomorphism on the top is induced by the parabolic
nonabelian Hodge theorem, and the two continuous maps are induced by
the universal families. It follows immediately from the construction that
E ′n (resp. En) is the pullback of EGLn from BGLn to M
′
n × IPΓ (resp.
Mn×IPΓ). Therefore, the tautological classes are identified via the canonical
homeomorphismM′n
∼=Mn. In particular, the statement (i) follows directly
from the identification
H∗(M′n,Q) = H
∗(Mn,Q)
and Theorem 0.3 (i).
Now we prove (ii). The argument in [24] proves that the morphism
Locn(PΓ)×∆IPΓ → BGLn
is algebraic. Note that all the top vertical arrows in the diagrams are for-
getful maps, which are also algebraic. Hence we obtain the algebraicity of
the morphism
ev :M′n ×∆IPΓ → BGLn. (44)
Since simplicial schemes carry mixed Hodge structures which are functo-
rial with respect to algebraic morphisms [12, Definition 8.3.4, Proposition
8.3.9], we get the following morphism of mixed Hodge structures from (44),
H∗(BGLn,Q)→ H
∗(M′n,Q)⊗H
∗(∆IPΓ,Q).
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The cohomology of BGLn was calculated in [12, Theorem 9.1.1],
H∗(BGLn,Q) =
⊕
kHdg2k(BGLn),
with ring generators given by the tautological classes
ck(EGLn) ∈
kHdg2k(BGLn).
Since H∗(∆IPΓ,Q) is isomorphic to H
∗
orb(PΓ,Q) as a Q-vector space and
carries the Hodge structure in which all classes have weight 0, we have∫
α
ck(E
′
n) =
∫
α
ev∗ck(EGLn) ∈
kHdg∗(M′n,Q)
for any α ∈ H∗orb(PΓ,Q). 
As a corollary, we have the following structural result for the cohomology
of M′n which proves (7).
Corollary 3.5. The cohomology group of M′n admits a canonical bi-grading
decomposition
H∗(M′n,Q) =
⊕
k,d
kHdgd(M′n).
3.6. Step 5: the P=W conjecture.
Proof of Theorem 0.4. By Theorems 0.3 and 3.4, the tautological classes are
the generators of the cohomology ring
H∗(M′n,Q) = H
∗(Mn,Q),
and they lie in the same piece of the decompositions (5) and (7). Hence
Lemma 3.2 yields the canonical isomorphism of the decompositions⊕
k,d
GkH
d(Mn,Q)
P=W
=====
⊕
k,d
kHdgd(M′n)
via the non-abelian Hodge theorem. 
3.7. Applications: mixed Hodge numbers of character varieties.
For any complex algebraic variety X, we define the mixed Hodge polynomial
of X as
P (X;x, y, t) =
∑
p,q,d
dim(GrWp+qH
d(X,C))p,qxpyqtd.
The following result follows immediately from Theorem 0.4 and [27, Theo-
rem 5.11], which concerns the generating series of P (M′n;x, y, t).
Theorem 3.6. Let q = xy. In the A˜0 case, we have
∞∑
n=0
snP (M′n;x, y, t) =
∞∏
m=1
(1 + smqmt2m−1)2
(1− smqm−1t2m−2)(1 − smqm+1t2m)
.
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In the D˜4, E˜6, E˜7, or E˜8 cases, we have
∞∑
n=0
snP (M′n;x, y, t)
=
∞∏
m=1
1
(1− smqm−1t2m−2)(1 − smqmt2m)K(1− smqm+1t2m)
,
where K is defined in (29).
In general, mixed Hodge numbers for character varieties are difficult to
compute, since the description of a character variety as an affine GIT quo-
tient is not adapted to the computation of mixed Hodge structures. As a
corollary of the P = W identity, we are able to obtain closed formulas for
the mixed Hodge numbers in the five families of parabolic character varieties
using the corresponding perverse filtrations. Our result matches the conjec-
ture proposed by Hausel, Letellier, and Rodriguez-Villegas [17, Conjecture
1.2.1] for the first few values of n.12
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