Abstract. A totally real theta characteristic of a real curve is a theta characteristic which is linearly equivalent to a sum of only real points. These are closely related to the facets of the convex hull of the canonical embedding of the curve.
Introduction
Let X always denote a smooth projective and geometrically irreducible curve over R and consider its Picard group Pic(X). We furthermore assume that the real part X(R) is nonempty. A theta characteristic is a divisor class M ∈ Pic(X) such that 2M is the canonical class. Depending on the parity of l(M ) it is called odd or even. It is classically known that the number of theta characteristics of the complexification X C of X is precisley 2 2g where g is the genus of the curve. Among those there are 2 g−1 (2 g + 1) even and 2 g−1 (2 g − 1) odd theta characteristics. The number of real theta characteristics is also determined by the discrete invariants of X. Namely, we let s denote the number of connected components of the real points X(R) and we let a = 1 if X(C) \ X(R) is connected and a = 0 otherwise. In the latter case we say that X is of dividing type since the real part divides the complex locus. The number of (real) even and odd theta characteristics in Pic(X) equals 2 g−1 (2 s−1 + 1 − a) and 2 g−1 (2 s−1 − 1 + a) respectively [GH81, Prop. 5.1]. Let D be some effective divisor on X, say r i=1 P i + t j=1 Q j where the P i have degree one and the Q j degree two. The P i correspond to points from X(R) whereas the Q j correspond to pairs of complex conjugate points from X(C) \ X(R). We say that the divisor D is totally real if D is the sum of real points only, i.e. t = 0. We say that a divisor class is totally real if it contains an effective totally real divisor. Note that by [Sch00, Cor. 2.10] every divisor class of sufficiently high degree is totally real. We are however interested in the number of totally real (odd) theta characteristics of X. This quantity does not only depend on the discrete invariants g, s and a anymore, so our goal is establish some bounds.
If we look at the canonical embedding of X to P g−1 , then effective theta characteristics give rise to contact hyperplanes, i.e. hyperplanes that intersect X of even order only. If the theta characteristic is totally real, we get a hyperplane that touches the curve only in real points. These were studied in [Emc28, HL18, KRNS17] for curves of genus four. In [KRNS17, Question 2] they ask for lower bounds on the number of such totally real hyperplanes. We establish such bounds that are sharp for g = 3 and very close to being sharp for g = 4 according to [KRNS17,  Table 1] . Now let C ⊂ R g−1 be a compact algebraic set whose Zariski closure in P g−1 is a canonical curve X as above such that X(R) = C. We consider the convex hull K = conv(C) of C. Each (g − 2)-face of K corresponds to a unique totally real theta characteristic M with l(M ) = 1. Conversely, if we have a totally real theta characteristic with exactly one global section, the corresponding hyperplane in P g−1 will cut out a (g − 2)-face of the convex hull of X(R) in a suitable affine chart. Using this correspondence we show that the convex hull K has at most 2 g−1 faces of dimension g − 2. For g = 4 this upper bound is sharp and therefore yields an answer to [KRNS17, Question 11] . On the other hand we also establish lower bounds on the number of (g − 2)-faces. Both upper and lower bounds for the number of (g − 2)-edges are tight in the cases g = 3, 4. Summing up over all essentially different affine charts, we obtain a lower bound for totally real odd theta characteristics as well. For example if s = g + 1 this lower bound is g+1 g−1 · 2 g−1 .
2. Real curves and their differentials 2.1. Real theta characteristics. This section is to recall some facts on the Jacobian of a real curve, see [GH81] and [Vin93] . Let X always be a smooth geometrically irreducible real curve of genus g with X(R) having s > 0 connected components. The case X(R) = ∅ is not interesting for our purposes. The complex conjugation on X(C) induces an involution on the integral homology H 1 (X(C), Z) that we denote by τ . After a suitable choice of a symplectic homology basis A 1 , . . . , A g , B 1 , . . . , B g , the representing matrix of τ is given by
where H is a (block)-diagonal matrix of rank r = g + 1 − s. More precisley, if X is of dividing type, then letting H 0 = 0 1 1 0 we have
. Now we let ω 1 , . . . , ω g ∈ Γ(X, Ω X/R ) be a basis of the space of real differentials such that
where Λ is the lattice generated by the unit vectors e 1 , . . . , e g and the columns z 1 , . . . , z g of the period matrix Z = ( Bj ω i ). Using this basis we represent elements of C g /Λ by column vectors of length 2g having real entries. The Abel-Jacobi map gives an isomorphism µ : Pic 0 (X C ) → C g /Λ and with the above identification we have µ(D) = T t µ(D). The choice of the symplectic homology basis determines the Riemann constant M ∈ Pic g−1 (X C ) which is an even theta characteristic (not necessarily real) satisfying
where P ∈ X(R) is some real point of X [Vin93, Prop. 2.2]. This implies that a divisor N ∈ Pic g−1 (X C ) is real if and only if
Via subtraction by M one can identify theta characteristics with 2-torsion points in the Jacobian. Then the theta characteristics of X C correspond to the elements 2.2. Real definite differentials. Here we recall the content of [Vin93, §4] . Let X 0 , . . . , X s−1 be the connected components of X(R). We fix some orientation on X(R). If X is of dividing type, we choose the complex orientation, i.e. the orientation induced on X(R) by an orientation on one of the connected components of X(C) \ X(R). This is well-defined up to global reversing. Let ω ∈ Γ(X, Ω X/R ) and let p ∈ X(R) not a zero of ω. Taking a real local coordinate in p that agrees with the chosen orientation on X(R), we obtain a well-defined sign of ω at p. If ω is a definite differential, i.e. has all real zeros of even order, then it has constant sign σ i (ω) on each component X i . The following result characterizes the possible sign patterns a definite differential can have.
For any choice of signs 1 , . . . , s−1 ∈ {±1} there is a definite differential ω ∈ Γ(X, Ω X/R ) with σ 0 (ω) = 1 that satisfies σ i (ω) = i for i = 1, . . . , s − 1, except when X is of dividing type and all i = 1. In that case there is no such differential. We will need the following slightly refined version of that result stating that we can even find such differentials without any real zeros.
Corollary 2.2. For any choice of signs 1 , . . . , s−1 ∈ {±1} there is a definite differential ω ∈ Γ(X, Ω X/R ) with σ 0 (ω) = 1 having no real zeros that satisfies σ i (ω) = i for i = 1, . . . , s − 1, except when X is of dividing type and all i = 1. In that case there is no such differential.
Proof. Consider two definite differentials ω 1 , ω 2 ∈ Γ(X, Ω X/R ) with the same sign pattern . Then ω = ω 1 + ω 2 is also a definite differential with the sign pattern . Moreover, the real zeros of ω are exactly the common real zeros of ω 1 and ω 2 . Therefore, it suffices to show that there is no point P 0 ∈ X which is a common zero of all definite differentials having the sign pattern . By [Vin93, Thm. 3.1] there is a (g − 1)-dimensional real analytic subvariety V of Pic g−1 (X C ) with the following property: Each divisor class from V contains an effective divisor D such that D + D is the zero divisor of a definite differential ω D ∈ Γ(X, Ω X/R ) whose sign pattern agrees with [Vin93, Thm. 4.1]. Now since there are only finitely many possibilities to write the zero divisor of a definite differential as D + D for some effective divisor D, we find that the set of definite differentials with sign pattern must be full dimensional in the real vector space Γ(X, Ω X/R ). In particular, they do not have a common zero.
Finally, the following theorem in combination with the discussion from the previous section allows us to calculate the number of odd theta characteristics giving rise to definite differentials with prescribed sign.
Theorem 2.3 ( [Vin93] ). There are signs σ 1 , . . . , σ s−1 such that the following holds: Let ω be a real definite differential with σ 0 (ω) = 1 and div(ω) = 2D for some theta characteristic D corresponding to
Proof. This is the content of [Vin93, Thm. 4.1 and Prop. 4.2]. For curves of dividing type it has been shown previously in [Fay73] .
Corollary 2.4. For any choice of signs 1 , . . . , s−1 ∈ {±1} there are 2 g−1 odd theta characteristics D such that a differential ω with div(ω) = 2D and σ 0 (ω) = 1 satisfies σ i (ω) = i for i = 1, . . . , s − 1, except when X is of dividing type and all i = 1. In that case there are no such odd theta characteristics. Proof. This is just counting vectors 
Some convex geometry
Before we prove our results we need some preparation from convex geometry. Morally speaking, we will prove the n-dimensional analogon of the folklore fact that a three-legged stool is stable (if designed properly). Let K 1 , . . . , K n ⊂ R n be some strongly separated convex bodies and v i ∈ K i for each i ∈ [n]. We consider the linear polynomial
Proposition 3.2. There are some
is another choice of points such that l w is nonnegative (resp. nonpositive) on every K i , then l v = λ · l w for some λ > 0.
Proof. We will only show the claims regarding nonnegativity. The proof for nonpositivity is almost verbatim the same.
We proceed by induction on n. The claim is clear for n = 1, so we consider n > 1. Let u n ∈ K n be any point. The linear projection π from u n to some suitable affine hyperplane H maps K 1 , . . . , K n−1 to the convex bodies π(K 1 ), . . . , π(K n−1 ) which are strongly separated. By induction hypothesis there are such u i ∈ π(K i ) that lift to some u i ∈ K i and the corresponding linear polynomial l u is nonnegative on K 1 , . . . , K n−1 . We are done if l u is also nonnegative on K n . If this is not the case, then we replace u n by some pointũ n ∈ K n where l u is strictly negative. As above we obtain the linear polynomial lũ which is nonnegative on K 1 , . . . , K n−1 . Furthermore, by the uniqueness of the affine hyperplane lũ = 0, we get that there is no point x ∈ K n where both l u and lũ vanish. This implies that {x ∈ K n : lũ(x) ≥ 0} {x ∈ K n : l u (x) ≥ 0}.
Thus if we repeat this process, then in the limit we will obtain v i ∈ K i as desired. Now let w i ∈ K i for i ∈ [n] be another choice of points such that l w is nonnegative on every K i and assume that the hyperplanes defined by l v and l w are different. It follows from the induction hypothesis that neither l v nor l w vanish on the line spanned by v n and w n . For every t ∈]0, 1[ we consider u n,t = (1 − t) · v n + t · w n and the linear polynomial l ut obtained as above. Since l v (w n ) > 0, we also have l ut (w n ) > 0 for small values of t > 0. But since l ut has a zero on the line segment between v n and w n , we have l ut (v n ) < 0 for small t > 0. On the other hand we have l ut (v) > 0 for t close to 1 since l w (v n ) > 0. Therefore, there is a t 0 ∈]0, 1[ such that l ut 0 (v n ) = 0. But then the induction hypothesis implies that l v = λ · l ut 0 for some λ > 0. Thus l v vanishes at v n and at u n,t0 . This implies that l v also vanishes at w n since w n lies on the line spanned by v n and u n,t0 . But this we have already excluded above. Thus the hyperplanes defined by l v and l w are not different.
Corollary 3.3. The convex hull of strongly separated K 1 , . . . , K n ⊂ R n has at least two faces of dimension n − 1.
Proof. Take some v i ∈ K i for i ∈ [n] such that l v is nonnegative on every K i . The affine hyperplane defined by l v supports the convex hull of K 1 , . . . , K n and is spanned by v 1 , . . . , v n . This gives a face of dimension n − 1. Another such face is obtained from such a linear form l v that is nonpositive on all K i .
Canonically embedded curves
In this section we let X ⊂ P g−1 always denote a non-hyperelliptic curve of genus g ≥ 3 embedded via the canonical embedding.
Definition 4.1. The avoidance locus of X is the set of real hyperplanes in P g−1 that do not intersect X(R). It is a subset of the dual projective space (P g−1 ) ∨ .
Real points of the avoidance locus correspond to definite differentials having no real zero. Thus it is a direct consequence of Corollary 2.2 that the avoidance locus of X has (2 s−1 − 1 + a) connected components. Lets take a hyperplane H from the avoidance locus defined by a definite differential ω ∈ Γ(X, Ω X/R ) and look at the corresponding affine chart P g−1 \ H. In this affine chart we have that
is a compact subset. We are interested in the convex hull K of X(R). The linear polynomials that cut out K correspond to definite differentials with the same sign pattern as our fixed ω. All (g−2)-dimensional faces of K correspond to such definite differentials which have g − 1 affinely independent intersection points with X(R). These come from nonvanishing real odd theta characteristics. Therefore, Corollary 2.4 gives us the following upper bound:
Theorem 4.2. The convex hull of a compact canonical curve X(R) ⊂ R g−1 of genus g has at most 2 g−1 faces of dimension g − 2.
Remark 4.3. The upper bound from the previous theorem is attained if all real odd theta characteristics are nonvanishing and totally real. Using the results from the previous section we also obtain some lower bounds.
Theorem 4.5. Let K be the convex hull of a compact canonical curve X(R) ⊂ R g−1 of genus g. Then we have the following:
(1) If s = g − 1 and X is not of dividing type, then K has at least two faces of dimension g − 2.
(2) If s = g, then K has at least g faces of dimension g − 2.
Proof. It follows from Corollary 2.2 that the convex hulls the components of X(R) are strongly separated. For s = g − 1 we therefore get at least two (g − 2)-faces. For s = g we get one (g − 2)-face of K for each choice of g − 1 components.
In the case of M -curves, i.e. s = g +1, the situation is slightly more complicated.
Theorem 4.6. Let K be the convex hull of a compact canonical curve X(R) ⊂ R g−1 of genus g with s = g + 1 components. Let k be the number of ovals where the orientation induced by the differential ω ∞ corresponding to the hyperplane at infinity agrees with the complex orientation. Then the number of (g − 2)-faces is at least k · (g + 1 − k). In particular, we always have at least g such faces. Proof. For every choice X i1 , . . . , X ig−1 of g − 1 ovals we obtain at least two (g − 2)-faces of their convex hull K from Proposition 3.2. We claim that one these is a face of K if and only if ω ∞ induces the complex orientation on one of the remaining ovals and not on the other. This would imply our claim.
First assume that one of these two faces is a face of K as well. The affine span of each choice of points x 1 , . . . , x g−1 such that x j ∈ X ij does not intersect any of the two remaining ovals X ig and X ig+1 . Therefore, a linear polynomial defining such an affine hyperplane is always nonnegative (or nonpositive) on the remaining two ovals. Applying Proposition 3.2 to some other affine charts then shows that there are definite differentials inducing the same orientation on X ig and X ig+1 as ω ∞ and every other combination of orientations on X i1 , . . . , X ig−1 . But this can only be the case if ω ∞ does not agree with the complex orientation on both X ig and X ig+1 by Proposition 2.1. Now assume that ω ∞ induces the complex orientation on one of the remaining ovals and not on the other. Then by Proposition 2.1 there is a linear polynomial l for every choice of signs 1 , . . . , g−1 ∈ {±1} that is nonnegative on X ig and X ig+1 such that j l is nonnegative on X ij . From these we can construct a linear polynomial that vanishes on at least one point of each X i1 , . . . , X ig−1 and is nonnegative on X ig and X ig+1 . But this implies that one of the two (g − 2)-faces of K obtained from Proposition 3.2 is actually a face of K as well since no affine hyperplane that intersects all X i1 , . . . , X ig−1 can intersect X ig or X ig+1 .
Summing up the lower bounds from the two preceding theorems over all components of the avoidance locus we obtain the following lower bound for totally real theta characteristics.
Corollary 4.7. Assume that X is not of dividing type or that X is an M -curve. Then there are at least s g−1 · 2 g−1 totally real odd theta characteristics.
Remark 4.8. In this section we have only considered non-hyperelliptic curves since the convexity questions do not make sense otherwise. However the task of calculating totally real theta characteristics still makes sense and is in fact not hard to carry out. Indeed, let X be a hyperelliptic curve of genus g ≥ 2 with X(R) = ∅.
Then there is a 2-to-1 map π from X to the projective line defined over the reals [GH81, Prop. 6.1]. We can therefore represent X by the equation
where the p i are real and the q i are non-real complex numbers and 0 ≤ r ≤ g + 1.
If 1 ≤ r ≤ g, then X(R) has s = r components and X is not of dividing type. If r = g + 1, then X is an M -curve and thus of dividing type. If r = 0, then X is of dividing type with s = 1 or s = 2 depending on the parity of g. Now let D be a divisor on X from the linear system associated with π. Clearly, we can choose D to be totally real. The theta characteristics of X C can all be written as
2 and E is a formal sum of elements in a subset of the 2g + 2 branch points of π. Furthermore, one has l(M ) = k. It follows that
is the number of totally real odd theta characteristics of X. In particular, if g is relatively large compared to r, there are no totally real odd theta characteristics.
We conclude with an examination of the tightness of our bounds.
Example 4.9. All our bounds, upper and lower, are attained in the case of canonically embedded curves of genus three, i.e. plane quartic curves. In Table 1 we list these bounds for the number of totally real theta characteristics and the number of edges of (the convex hull of) a canonically embedded curve of genus three for all combinations of s, i.e. the number of ovals, and a, i.e. whether the curve is of dividing type or not. In the last column we give explicit examples realizing these bounds.
Example 4.10. In the case of canonically embedded curves of genus four, i.e. space sextics, not all of our bounds on the number of totally real theta characteristics are verified to be tight. In Table 2 we list these bounds and compare them with the numbers from [KRNS17, Table 1 Table 1 . Examples realizing our derived lower and upper bounds for the number of totally real theta characteristics (T) and edges (E) of the convex hull.
the types a = 0 and s = 1, 3 do not appear in [KRNS17, Table 1 ]. However, for a = 0 and s = 1 there are no real odd theta characteristics at all, so any such curve realizes the bounds. In [KRNS17, Figure 2 ] there is an example for a = 0, s = 3 and no totally real theta characteristic. Except for this case, we see that all our bounds are at least very close to being tight. Furthermore, one can extract from [KRNS17, Table 1 ] that all our bounds on the number of 2-faces of the convex hull of a space sextic are realized. For example if we take a space sextic with s = 2, a = 1 and only one totally real theta characteristic, then there will be a connected component of the avoidance locus that contains no totally real theta characteristic. Taking the hyperplane at infinity from such a component gives a compact curve in R 3 whose convex hull has no 2-faces. In all the other cases we can argue analogously. Table 2 . Comparing our bounds on the number of totally real theta characteristics with the numbers realized in [KRNS17] .
