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Abstract
Different kinds of nonlinear matrix equations are analyzed and their interplay with certain
structured matrices is pointed out. By using the point of view and the tools of structured linear
algebra, both theoretical results and numerical methods are derived for solving different classes
of nonlinear matrix equations.
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1. Introduction
Nonlinear matrix equations intervene in many guises in several problems of ap-
plied mathematics and engineering. Markov chains, queueing theory, control theory,
dynamic programming, stochastic filtering, spectral factorization, and more, provide
a rich variety of problems where matrix equations play a fundamental role.
We consider different kinds of nonlinear matrix equations and look at them from
a linear algebra perspective by pointing out their interplay with certain structured
matrices like semi-infinite block Toeplitz and block Hessenberg matrices. In this light,
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we provide a survey of results concerning power series matrix equations, polynomial
and quadratic matrix equations including the computation of the principal matrix pth
root, and we deal with both theoretical properties and algorithm for their solution.
Power series matrix equations, analyzed in Section 2, are equivalently rewritten
as semi-infinite block Toeplitz block Hessenberg linear systems. By using structured
matrix tools specially designed for solving this class of systems, we derive efficient
algorithms for approximating the solution of power series matrix equations. Particular
attention is devoted to the cyclic reduction technique, originally introduced in [1] for
solving finite block tridiagonal block Toeplitz systems and generalized in [2,3] to solve
infinite block Hessenberg block Toeplitz systems, and to its functional interpretation.
It turns out that the algorithm derived in this way is a very efficient and reliable
numerical method for solving power series matrix equations.
Quadratic matrix equations, treated in Section 3, can be viewed as special power
series matrix equations, therefore we may adapt, and simplify, their reduction to infi-
nite linear systems obtained for power series matrix equation. However, the peculiarity
of the problem allows one to describe quadratic matrix equations also in terms of the
inverse of a special matrix Laurent polynomial; this fact leads to different algorithms
for solving quadratic matrix equations based on evaluation/interpolation at roots of 1
of matrix Laurent polynomials.
Concerning the matrix pth root, some recent results are recalled in Section 4,
where the pth root is related to the matrix sign function of a p × p block companion
matrix and to the inverse of a special matrix Laurent polynomial. It is still an open
issue to use these different formulations of the matrix pth root in order to design
efficient and numerically stable algorithms for its computation.
2. Power series matrix equations
Power series matrix equations arise in the solution of Markov chains of M/G/1
type, introduced by Neuts in the 1980s [4], which model a large variety of queueing
problems. The transition matrix of M/G/1-type Markov chains is
P =

B0 B1 B2 B3 . . .
A−1 A0 A1 A2 . . .
A−1 A0 A1
.
.
.
A−1 A0
.
.
.
0
.
.
.
.
.
.

, (1)
whereAi−1, Bi ∈ Rm×m, for i  0, are nonnegative matrices such that∑+∞i=−1 Ai and∑+∞
i=0 Bi are stochastic. We recall that a nonnegative matrix A is called stochastic if
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A1 = 1, where 1 is the vector with all the components equal to 1. We also assume
that the series
∑+∞
i=1 iAi is convergent.
We observe that P is a semi-infinite upper block Hessenberg matrix and is block
Toeplitz except for its first block row.
A simple example of an M/G/1 type Markov chain is the following:
Example 1. A simple queueing problem consists of one server which attends to one
customer at a time, in order of their arrivals. Time is discretized into intervals of fixed
length, and a random number of customers joins the system during each interval. We
assume that customers are indefinitely patient, therefore they do not leave the queue.
If we define αn the number of new arrivals in the time interval [n − 1, n), Xn the
number of customers in the system at time n, then
Xn+1 =
{
Xn + αn+1 − 1 if Xn + αn+1  1,
0 if Xn + αn+1 = 0.
If {αn} are independent random variables identically distributed, then {Xn} is a
homogeneous Markov chain with space state N, and the transition matrix is
P =

q0 + q1 q2 q3 . . .
q0 q1 q2
.
.
.
q0 q1
.
.
.
0
.
.
.
.
.
.
 ,
where qi is the probability that i new customers join the queue during a unit time
interval.
We associate with the matrix P of (1) the matrix Laurent power series
φ(z) = I −
+∞∑
i=−1
ziAi
and the matrix power series
S(z) = zφ(z) = zI −
+∞∑
i=−1
zi+1Ai. (2)
Since the coefficients Ai are nonnegative and
∑+∞
i=−1 Ai is stochastic, the power
series S(z) is analytic for |z| < 1 and continuous for |z| = 1, hence it belongs to the
Wiener algebraW. We recall that the Wiener algebraW is the set of complex m × m
matrix valued functions F(z) = ∑+∞i=−∞ ziVi such that∑+∞i=−∞ |Vi | is finite [5]. For
a complex matrix A = (ai,j )i,j we define |A| the matrix |A| = (|ai,j |)i,j .
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A crucial role in the analysis of M/G/1 type Markov chains is played by the
component-wise minimal solution G, among the nonnegative solutions, of the power
series matrix equation
X = A−1 + A0X + A1X2 + · · · (3)
Such a minimal solution exists unique, and it is the limit of the nondecreasing se-
quence of nonnegative matrices {Xn}n recursively defined byXn+1 =∑+∞i=−1 AiXi+1n ,
for n  0, and X0 = 0; moreover G is such that G1  1 (see [4]). The matrix G is
fundamental in the analysis of performance measures of the queueing model (station-
ary vector, mean waiting time, etc.); the main reason of this fact is that G induces
a weak canonical factorization inW of φ(z). We recall the following [6]:
Definition 2. LetA(z) = ∑+∞i=−∞ ziAi be anm × m complex matrix valued function
in the Wiener algebraW. A weak canonical factorization of A(z) is a decomposition
A(z) = U(z)L(z), |z| = 1, (4)
where U(z) = ∑+∞i=0 ziUi and L(z) = ∑+∞i=0 z−iL−i belong to W, and U(z) and
L(z−1) are invertible matrices for |z| < 1.
Differently from the classical definition of canonical factorization (see [7–9,5]),
here we allow det A(z), and therefore the factors det L(z) and det U(z), to have some
zeros on the unit circle. In fact, in our problem, det φ(1) = 0 since φ(1)1 = 0. For
this reason we use the term “weak”.
We have the following factorization result [6, Theorem 4.13]:
Theorem 3. The function φ(z) = I −∑+∞i=−1 ziAi has a weak canonical factoriza-
tion inW
φ(z) =
(
I −
+∞∑
i=0
ziUi
)
(I − z−1G), |z| = 1,
where G is the component-wise minimal nonnegative solution of (3), and Ui =∑+∞
j=i AjGj−i , i = 0, 1, . . .
From the definition of weak canonical factorization, the above theorem implies
that G is also a spectral minimal solution, i.e., ρ(G)  ρ(Y ) for any other possible
solution Y , where ρ denotes the spectral radius; moreover ρ(G)  1 (see [6]). The
spectral minimality is very important in the design of numerical methods for the
computation of G.
Before designing and analyzing the algorithms for computing G, we need to do
some assumptions which ensure some spectral properties of G. We introduce the
Markov chain on Z × {1, 2, . . . , m} with transition matrix
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P ′ =

.
.
.
.
.
.
.
.
.
.
.
.
.
.
. A0 A1 A2 A3
A−1 A0 A1 A2
.
.
.
A−1 A0 A1
.
.
.
A−1 A0
.
.
.
0
.
.
.
.
.
.

.
P ′ is obtained by removing the boundaries in P and by extending P to a bi-infi-
nite block Toeplitz matrix. Throughout this section we assume that the following
conditions are satisfied:
Condition 4. The Markov chain on N × {1, 2, . . . , m} with transition matrix P is
irreducible and positive recurrent.
Condition 5. The Markov chain on Z × {1, 2, . . . , m} with transition matrix P ′ has
only one final class Z × S, where S ⊆ {1, 2, . . . , m}. Every other state is on a path
to the final class.
We will not give technical details on the above conditions for which we refer
the reader to the specialistic literature (see for instance [6] and the references cited
therein). Rather, we prefer to remark (see [6]) that Condition 4 ensures the existence
of the stationary probability vector, and that Condition 5 is a very mild assumption
which is verified by all nontrivial M/G/1-type Markov chains. In particular, both
conditions imply the following important properties:
(1) the only zero of det S(z) on the unit circle is z = 1, and it has multiplicity 1,
where S(z) is the matrix power series (2);
(2) det S(z) has exactly m − 1 zeros in the open unit disk;
(3) G is stochastic and the eigenvalues of G are the zeros of det S(z) in the closed
unit disk; in particular ρ(G) = 1, λ = 1 is the only eigenvalue of modulus 1
of G and is simple; therefore there exists limn Gn = 1gT, where gTG = gT,
g
T1 = 1.
For details on Condition 5 and on its implications, we refer the reader to [6, Chapter
4].
Classical algorithms for computing the minimal solution G of (3) are based on
fixed point iterations. The simplest one is the so-called “natural iteration”, and con-
sists in generating the sequence {Xn}n, where Xn+1 = ∑+∞i=−1 AiXi+1n , for n  0,
and X0 = 0. Iterations of this kind have been first proposed by Neuts [10,4] and
Ramaswami [11]; some variants have been studied by Latouche [12,13] and Bai [14];
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a convergence analysis has been performed by Meini [15], Guo [16]: the convergence
is linear, and for some problems it may be extremely slow. More efficient algorithms
consist in transforming the matrix equation (3) into a structured infinite linear system
and in solving it relying on specific tools from structured matrix analysis. More
specifically, we may easily verify that the following equation
I − A0 −A1 −A2 . . .
−A−1 I − A0 −A1 . . .
−A−1 I − A0 . . .
0
.
.
.
.
.
.


G
G2
G3
...
 =

A−1
0
0
...
 (5)
is the equivalent formulation of
∑+∞
i=−1 AiGi+1 = G. Therefore G can be interpreted
by means of the solution of an infinite block Hessenberg, block Toeplitz system. Con-
ditions 4 and 5 ensure that the block vector with block components G,G2,G3, . . . ,
is the unique solution in L∞ of the above system (see [6]).
2.1. The cyclic reduction algorithm
An efficient algorithm for computing G consists in applying the cyclic reduction
method to (5). Cyclic reduction has been introduced in the late 1960s by Buzbee
et al. [1] for solving finite block tridiagonal systems in the context of elliptic equa-
tions. It has been rediscovered in the 1990s by Latouche and Ramaswami, and called
Logarithmic Reduction, in the context of Markov chains [17] where it has been applied
to infinite block tridiagonal matrices. It has been extended by Bini and Meini [2,3,18]
for solving infinite block Hessenberg, block Toeplitz systems.
The cyclic reduction algorithm applied to (5) consists in the following. We first
perform a block even–odd permutation of rows and columns of (5), thus obtaining
the system
I − A0 −A2 . . . −A−1 −A1 . . .
I − A0 . . . −A−1 . . .
0
.
.
. 0
.
.
.
−A1 −A3 . . . I − A0 −A2 . . .
−A−1 −A1 . . . I − A0 . . .
0
.
.
.
.
.
. 0
.
.
.


G2
G4
...
G
G3
...

=

0
0
...
A−1
0
...

,
which may be rewritten in compact form as[
I − H1 −H2
−H3 I − H4
] [
g−
g+
]
=
[
0
b
]
.
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By performing a block Gaussian elimination in the above 2 × 2 block system we
obtain the system
(I − H4 − H3(I − H1)−1H2)g+ = b. (6)
Due to the block Hessenberg and block Toeplitz structure of the matrices Hi , i =
1, . . . , 4, we may easily verify that the Schur complement Q = I − H4 − H3(I −
H1)−1H2 has the structure
Q =

I − Â (1)0 −Â (1)1 −Â (1)2 . . .
−A(1)−1 I − A(1)0 −A(1)1 . . .
−A(1)−1 I − A(1)0
.
.
.
0
.
.
.
.
.
.

for suitable block coefficients Â (1)i+1, A
(1)
i , for i  −1. Therefore system (6) can be
written as
I − Â (1)0 −Â (1)1 −Â (1)2 . . .
−A(1)−1 I − A(1)0 −A(1)1 . . .
−A(1)−1 I − A(1)0
.
.
.
0
.
.
.
.
.
.


G
G3
G5
...
 =

A−1
0
0
...
 . (7)
The latter system has, except for the first block row in the matrix, the same form
of the original system (5). Applying again to (7) the block even–odd permutation,
followed by one step of block Gaussian elimination, yields a new system, where
the matrix has the same structure of the matrix in (7), the right-hand side remains
unchanged, and the solution has block components G,G5,G9, . . . Cyclic reduction
consists in applying recursively the block even–odd permutation, followed by one
step of block Gaussian elimination, thus obtaining the sequence of linear systems
I − Â (n)0 −Â (n)1 −Â (n)2 . . .
−A(n)−1 I − A(n)0 −A(n)1 . . .
−A(n)−1 I − A(n)0
.
.
.
0
.
.
.
.
.
.


G
G2
n+1
G2·2n+1
...
 =

A−1
0
0
...
 , n  0.
(8)
We may give a functional interpretation of cyclic reduction, which allows one to
represent in compact form each step, to prove theoretical results concerning applica-
bility and convergence, and to implement the resulting algorithm by means of fast
techniques based on evaluation/interpolation at the roots of 1 by FFTs.
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More specifically, let us introduce the matrix power series
Â (n)(z) =
+∞∑
i=0
ziÂ
(n)
i , A
(n)(z) =
+∞∑
i=−1
zi+1A(n)i ,
which define the first two block rows of the matrix in (8). Given a matrix power series
F(z) = ∑+∞i=0 ziFi , we define the even part Feven(z) and the odd part Fodd(z) of F(z)
as
Feven(z) = 12
(
F
(√
z
)+ F (−√z)) = +∞∑
i=0
ziF2i ,
Fodd(z) = 12√z
(
F
(√
z
)− F (−√z)) = +∞∑
i=0
ziF2i+1,
so that F(z) = Feven(z2) + zFodd(z2). With these notations, we may prove (see [3,6])
the following recursive relations, in which we may recognize the block even–odd
permutation, followed by the Schur complementation:
A(n+1)(z) = zA(n)odd(z) + A(n)even(z)
(
I − A(n)odd(z)
)−1
A(n)even(z),
(9)
Â (n+1)(z) = Â (n)even(z) + Â (n)odd(z)
(
I − A(n)odd(z)
)−1
A(n)even(z), n  0,
with A(0)(z) = ∑+∞i=−1 zi+1Ai , Â (0)(z) = ∑+∞i=0 ziAi .
By using the above functional relations, the following result concerning applica-
bility of cyclic reduction has been shown in [6, Theorems 7.8 and 7.12]:
Theorem 6. For any n  0 one has:
(1) A(n)(z) and Â (n)(z) belong toW.
(2) I − A(n)odd(z) is invertible for |z|  1 and its inverse is a matrix power series
which belongs toW.
(3) φ(n)(z) = I − z−1A(n)(z) has a weak canonical factorization
φ(n)(z) =
(
I −
+∞∑
i=0
ziU
(n)
i
)
(I − z−1G2n), |z| = 1.
If the function S(z) of (2) is analytic for |z| < r , for a suitable real number r > 1,
under some mild additional assumptions (e.g., S(z) is meromorphic on the complex
plane or is a rational matrix function) there exists a smallest modulus zero ξ of det S(z)
such that 1 < |ξ | < r (see [19,6]). The role of ξ is very important in the analysis of
convergence of cyclic reduction [6, Theorem 7.13]:
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Theorem 7. Assume that the Markov chain with transition matrix (1) is positive
recurrent. If S(z) is analytic for |z| < r, where r > 1, and if there exists a zero ξ of
smallest modulus of det S(z) such that 1 < |ξ | < r, then:
(1) The sequence of matrix power series {A(n)(z)}n converges uniformly to a matrix
polynomial of the form A(∞)−1 + zA(∞)0 over any compact subset of {z ∈ C :|z| < |ξ |}.
(2) There exists limn Â (n)0 = Â (∞)0 .
(3) For any matrix norm there exists a positive constant γ such that for any n  0
‖A(n)i ‖  γ |ξ |−i·2
n
, i  1,
‖Â (n)i ‖  γ |ξ |−i·2
n
, i  1,
‖Â (n)0 − Â (∞)0 ‖  γ |ξ |−2
n
,
‖G − G(n)‖  γ |ξ |−2n ,
where G(n) = (I − Â (n)0 )−1A−1.
Roughly speaking, the above theorem states that the sequence of systems (8)
generated by cyclic reduction quadratically converges to the block bi-diagonal system
I − Â (∞)0 0
−A(∞)−1 I − A(∞)0
−A(∞)−1 I − A(∞)0
0
.
.
.
.
.
.


G
G∗
G∗
...
 =

A−1
0
0
...
 ,
where G∗ = limn Gn, from which we may recover the matrix G as G =
(I − Â (∞)0 )−1A−1. The speed of convergence is related to the closeness of ξ to
the unit disk.
Now the question is how to compute in an efficient way the power seriesA(n)(z) and
Â(n)(z) at thenth step of cyclic reduction. We do not give details here on computational
issues (the interested reader may find in [3] and [6, Section 7.5] a comprehensive
treatment on the implementation of cyclic reduction) but we wish to give just the idea
on which the computation is based. The nth step of cyclic reduction is performed by:
• approximating the matrix power series A(n)(z), Â (n)(z) with matrix polynomials
of degree at most dn;
• computing the coefficients of such matrix polynomials by means of evaluation/
interpolation of the functional relations (9) at the roots of one, by using FFT.
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Relying on this scheme, the nth step of cyclic reduction can be performed in
O(m3dn + m2dn log dn) arithmetic operations; moreover, due to the quadratic con-
vergence of cyclic reduction and to the exponential decay of the Fourier coefficients
of analytic functions, the degree dn converges rapidly to 1.
The cyclic reduction algorithm applied to problems coming from real applications
in engineering has shown fast convergence, low computational cost and good numer-
ical stability, especially for critical situations where classical functional iterations
are impracticable for the huge number of iterations needed to obtain a reasonable
approximation of G.
2.2. Doubling method
An alternative method to cyclic reduction for solving the infinite system (5) is to
truncate it at block size n, thus obtaining
I − A0 −A1 −A2 . . . −An−1
−A−1 I − A0 −A1 . . .
...
−A−1 I − A0 . . . −A2
.
.
.
.
.
. −A1
0 −A−1 I − A0


X
(n)
1
X
(n)
2
...
X
(n)
n
 =

A−1
0
...
0
 (10)
and to apply a doubling size strategy to obtain more and more accurate approximations
to G for increasing values of n. In fact, the algorithm consists in solving systems of
block size 2, 4, 8, etc., until some stopping condition is verified; at each doubling step
the computations are not performed from scratch, but part of the results obtained at
the previous step is used.
The doubling strategy to solve general block Hessenberg systems has been intro-
duced by Stewart [20], has been applied by Latouche and Stewart [21] for computing
G, and improved by Bini and Meini [22] by exploiting the Toeplitz structure of the
block Hessenberg matrices.
Concerning the convergence of the solution of the finite system (10) to the solution
of the infinite system (5) we have the following [6, Theorem 8.9]:
Theorem 8. Under the hypotheses of Theorem 7, for any n  1 one has:
• 0  X(n)1  X(n+1)1  G.
• X(n)i  Gi for i = 1, . . . , n.• For any matrix norm and for any  > 0 there exists a positive constant γ such that
‖G − X(n)1 ‖∞  γ (|ξ | − )−n, n ≥ 1.
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From the above result, we may conclude that, if we proceed by solving systems
of block size n = 2k , for k = 1, 2, . . . , the sequence of matrices {X(2k)1 }k converges
quadratically to G.
As for cyclic reduction we do not give implementative details, and we refer the
interested reader to [22]. We just recall that, if we exploit the block Toeplitz structure
of the matrices and we use fast algorithms based on FFT for performing the products
between block Toeplitz matrices and vectors, the 2k × 2k block system can be solved
in O(m32k + m2k2k) arithmetic operations. This asymptotic cost has an expression
similar to the expression of the cost of one step of cyclic reduction; however, a
disadvantage of this algorithm, with respect to cyclic reduction, is that the length
of FFTs computed at the kth step of the doubling algorithm is 2k , while at the nth
step of cyclic reduction it is dn, where dn converges quadratically to 1. Therefore
one expects that the computational cost of cyclic reduction is much smaller than the
computational cost of the doubling algorithm.
3. Quadratic matrix equations
The case where the power series matrix equation (3) reduces to a quadratic matrix
equation
X = A−1 + A0X + A1X2 (11)
deserves particular attention by itself. In fact, quadratic matrix equations arise in a
wide variety of applications (quadratic eigenvalue problems, spectral factorization,
Markov chains, etc.) and “ad hoc” solution methods can be designed. Numerical
methods for solving quadratic matrix equations encountered in different contexts are
investigated in [23,24]. Here, as in the previous section, we wish to point out the
relationships between quadratic matrix equations and structured linear systems.
3.1. Quasi-birth–death processes
M/G/1-type Markov chains such that Ai = 0 for i > 1 are called quasi-birth–death
processes [10,25]. For this kind of Markov chains the transition matrix P of (1) is
block tridiagonal, and the power series matrix equation (3) reduces to the quadratic
matrix equation (11). As for general M/G/1 type Markov chains we are interested in
the component-wise minimal solution G, among the nonnegative solutions.
By proceeding as in Section 2, we may linearize the matrix equation (11) and
obtain the infinite block tridiagonal, block Toeplitz system
I − A0 −A1 0
−A−1 I − A0 −A1
−A−1 I − A0 . . .
0
.
.
.
.
.
.


G
G2
G3
...
 =

A−1
0
0
...
 . (12)
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As in Section 2.1, we may apply the cyclic reduction algorithm. We may easily
verify that the block tridiagonal structure of the matrix in (12) is kept at each step of
cyclic reduction (for details we refer to reader to [2,6]): the system obtained at the
nth step is
I − Â (n)0 −A(n)1 0
−A(n)−1 I − A(n)0 −A(n)1
−A(n)−1 I − A(n)0
.
.
.
0
.
.
.
.
.
.


G
G2
n+1
G2·2n+1
...
 =

A−1
0
0
...
 .
Unlike in the case of power series matrix equations, we may describe the single
cyclic reduction step by means of simple algebraic expressions:
A
(n+1)
−1 = A(n)−1
(
I − A(n)0
)−1
A
(n)
−1,
A
(n+1)
0 = A(n)0 + A(n)−1
(
I − A(n)0
)−1
A
(n)
1 + A(n)1
(
I − A(n)0
)−1
A
(n)
−1,
A
(n+1)
1 = A(n)1
(
I − A(n)0
)−1
A
(n)
1 ,
Â
(n+1)
0 = Â (n)0 + A(n)1
(
I − A(n)0
)−1
A
(n)
−1, n  0,
where A(0)i = Ai , i = −1, 0, 1, and Â (0)0 = A0. For quasi-birth–death processes the
hypotheses of Theorem 7 are satisfied (see [25]), therefore the sequence of matrices
{A(n)1 }n converges quadratically to the null matrix, and the sequence {G(n)}n, where
G(n) = (I − Â (n)0 )−1A−1, converges quadratically to G. From the computational
point of view, the nth step of cyclic reduction requires one matrix inversion and six
matrix multiplications. At the moment, the cyclic reduction algorithm is the most
efficient method for solving quadratic matrix equations arising in quasi-birth–death
processes.
A generalization of quasi-birth–death processes is given by the so-called Tree-like
processes (see [25, Chapter 14]). In this case the transition matrix has a recursive
structure, and computation of quantities of interest of the process (like the steady
state vector) is ultimately reduced to the computation of the component-wise minimal
nonnegative solution of the matrix equation
X = B +
d∑
i=1
Ai(I − X)−1Di,
where d  2 and Ai , Di , i = 1, . . . , d, and B are given nonnegative m × m matrices.
If d = 2 the above matrix equation can be reduced to a quadratic matrix equation. If
d > 2 the situation is more complicated, and we refer the reader to [26] for details
on available algorithms.
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3.2. More general quadratic matrix equations
In several applications including quadratic eigenvalue problems, spectral factor-
ization and Markov chains, the polynomial det(zφ(z)), with φ(z) = I − z−1A−1 −
A0 − zA1, has zeros ξi , i = 1, . . . , 2m, which can be ordered such that
|ξ1|  · · ·  |ξm| < |ξm+1|  · · ·  |ξ2m|,
where we assume ξk+1 = · · · = ξ2m = ∞ if det(zφ(z)) has degree k < 2m. That is,
the polynomial det(zφ(z)) has a set of m zeros of smallest modulus which is distinct
from the set of the remaining zeros. In this case the interest is to compute (if it exists)
the solution G of (11) such that λ(G) = {ξ1, . . . , ξm}. Such G is called the minimal
solvent [27]. In [23,24] several numerical methods (functional iterations, Bernoulli’s
method, Newton’s iteration) for computing G are analyzed.
As for quasi-birth–death processes, we may reduce the quadratic matrix equation
to the system (12). If |ξm| < 1 < |ξm+1|, i.e., exactly m zeros lie in the open unit
disk, and exactly m zeros lie outside the closed unit disk, we may show (see [18])
that, if cyclic reduction can be applied with no break-down, then both the sequences
{A(n)−1}n and {A(n)1 }n converge quadratically to zero, and the sequence {G(n)}n, where
G(n) = (I − Â (n)0 )−1A−1, converges quadratically to G.
If, in addition to the condition |ξm| < 1 < |ξm+1|, the dual matrix equation
X = A−1X2 + A0X + A1
has a minimal solvent Ĝ, i.e., there exists a solution Ĝ with eigenvalues 1/ξm+i , for
i = 1, . . . , m (where we set 1/∞ = 0), then (see [27,28]) the matrix Laurent power
series H(z) = φ(z)−1 = ∑+∞i=−∞ ziHi , defined in the annulus {z ∈ C : |ξm| < |z| <|ξm+1|}, is such that
Hi =
{
G−iH0, i < 0,
ĜiH0 i > 0.
Therefore, one has G = H−1H−10 , Ĝ = H1H−10 , and

.
.
.
.
.
.
.
.
. 0
−A−1 I − A0 −A1
−A−1 I − A0 −A1
−A−1 I − A0 −A1
0
.
.
.
.
.
.
.
.
.


...
Ĝ2
Ĝ
I
G
G2
...

H0 =

...
0
0
I
0
0
...

.
Hence, in this case the minimal solvent G is related to the inverse of a bi-infinite
block tridiagonal block Toeplitz matrix. In order to compute such inverse, we may
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apply algorithms based on evaluation/interpolation techniques at the roots of 1. For
more details on this topic we refer the reader to [28].
4. The matrix pth root
Let A be an m × m complex matrix with no eigenvalues on the closed negative
real axis. The principal matrix pth root of A, denoted by A1/p, is the unique matrix
X such that:
(1) Xp = A.
(2) The eigenvalues of X lie in the segment {z : −π/p < arg(z) < π/p}.
Most of the available iterative algorithms for computing A1/p are useless for their
numerical instability, unless A is very well conditioned [29]; the direct method of [29]
based on Schur decomposition is the most reliable, but very expensive, in terms of
computational cost, if p is large. In [30] the matrix pth root is viewed from a different
perspective, by using tools from structured linear algebra, and the hope is that this
different point of view will open the way to the design of new numerically stable
iterative algorithms for computing A1/p. Here we briefly recall these relationships
between structured matrix, matrix Laurent polynomial and the matrix pth root, and
point out some open issues.
4.1. Relation with the matrix sign function
Let
C =

0 I
.
.
.
.
.
.
.
.
. I
A 0
 ∈ Cmp×mp,
be the block companion matrix associated with the matrix polynomial F(z) = zpI −
A. If p = 2 it is well known that the matrix sign of C fully defines the matrix square
root; in fact, one has:
sign(C) =
[
0 A−1/2
A1/2 0
]
.
The above result can be generalized to the case p > 2 as stated by the following
theorem, shown in [30]:
Theorem 9. If p = 2q, where q is odd, then the first block column of sign(C) is
given by
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1
p

θ0I
θ1A1/p
θ2A2/p
...
θp−1A(p−1)/p

,
where θi = ∑p−1j=0 ωijp σj , for i = 0, . . . , p − 1, ωp = cos ( 2πp )+ i sin ( 2πp ) and
σj = −1 for j = 	q/2
 + 1, . . . , 	q/2
 + q, σj = 1 otherwise.
Since the most efficient iterative methods for computing the matrix square root
consist in computing the matrix sign of C, an open issue is to design a numerically
stable algorithm, having a low computational cost, for computing sign(C), when
p > 2. In fact, the matrix sign iteration
Cn+1 = (Cn + C−1n )/2, n  0
with C0 = C, requires O(m3p3) arithmetic operations at each step, that is a very
large computational cost. An algorithm with lower cost is presented in [30] but it is
numerically unstable.
4.2. Inverse of a matrix Laurent polynomial
If p = 2, the matrix square root can be expressed by means of the constant coef-
ficient of the inverse of a matrix Laurent polynomial, as expressed by the following
result, shown in [31]:
Theorem 10. If p = 2, the matrix Laurent polynomial
R(z) = z−1(I − A) + 2(I + A) + z(I − A)
is invertible for any z ∈ C such that r < |z| < 1/r where
r = ρ((A1/2 − I )(A1/2 + I )−1) < 1.
Moreover, H(z) = R(z)−1 = H0 +∑+∞i=1 (zi + z−i )Hi is such that
A1/2 = 4AH0.
Therefore, we may compute A1/2 by approximating the constant coefficient of
R(z)−1. To this purpose, an efficient algorithm consists in applying cyclic reduction
to the bi-infinite system (see [31])
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
.
.
.
.
.
.
.
.
. 0
I − A 2(I + A) I − A
I − A 2(I + A) I − A
I − A 2(I + A) I − A
0
.
.
.
.
.
.
.
.
.


...
H2
H1
H0
H1
H2
...

=

...
0
0
I
0
0
...

.
In the case p > 2 the above theorem has been generalized in [30]:
Theorem 11. If p = 2q, where q is odd, then the matrix Laurent polynomial
R(z) = z−q
p∑
j=0
zj
(
p
j
)
(A + (−1)j+1I )
is invertible for any z ∈ C such that r < |z| < 1/r, for a suitable r > 1. Moreover,
H(z) = R(z)−1 = H0 +∑+∞i=1 (zi + z−i )Hi is such that
A1/p = 4p sin(π/p)A
q−1∑
j=0
αjHj ,
where α0 = 12
(
p − 2
q − 1
)
, αj =
(
p − 2
q − j − 1
)
, j = 1, . . . , q − 1.
Algorithms based on the above result are presented in [30] but even for moderately
large values of p > 2 they have shown numerical instability problems.
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