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Abstract By revisiting an asymptotic integration theory of nonlinear ordi-
nary differential equations due to J.K. Hale and N. Onuchic [Contributions
Differential Equations 2 (1963), 61–75], we improve and generalize several
recent results in the literature. As an application, we study the existence
of bounded positive solutions to a large class of semi-linear elliptic partial
differential equations via the subsolution-supersolution approach.
1 Introduction
Consider the ordinary differential equation in the superlinear case (λ > 1)
x′′ + q(t)xλ = 0, t ≥ t0 ≥ 1, (1)
where the functional coefficient q : [t0,+∞) → [0,+∞) is assumed con-
tinuous and with (eventual) isolated zeros, and xλ = |x|εx for λ = 1 + ε.
The equation (1) and its variants with modified functional arguments are
1
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frequently called the Emden-Fowler, the Lane-Emden or the Thomas-Fermi
equations, as a tribute to a series of their fundamental particular cases, cf.
[24]. Details on the analysis of such differential equations can be found in
the monographs [1, 7, 30].
In 1955, F.V. Atkinson published a spectacular result on the oscillation
of equation (1) with a proof relying on asymptotic integration theory via the
Picard iterations.
Theorem 1 ([5, Theorem 1]) A necessary and sufficient condition for the
oscillation of (1) is given by∫ +∞
tq(t)dt = +∞. (2)
The sufficiency part of Theorem 1 consisted in a demonstration of the
next
Claim If Atkinson’s hypothesis (2) does not hold – meaning that we can
take ([5, p. 646])
η = λ
∫ +∞
t0
tq(t)dt < 1, (3)
then the boundary valued problem{
x′′ + q(t)xλ = 0, t ≥ t0,
lim
t→+∞
x(t) = 1, lim
t→+∞
x′(t) = 0 (4)
has at least one solution.
Recently, Theorem 1 has been considered by several investigators [16, 20,
32]. We would like to improve hereafter upon the conclusions of [32] and of
some other recent work. Important continuations of Atkinson’s theorem are
given in [31, 43, 44].
To emphasize the significance of Atkinson’s contribution, let us just say
that, via Theorem 1, the superlinear case of the second order ordinary dif-
ferential equations with positive functional coefficient q(t) has a necessary
and sufficient condition of oscillation, a feature without correspondence to
the linear case, cf. [5, p. 643], [10, p. 128].
We shall discuss a different proof of Theorem 1 by controlling the behavior
of the derivative x′(t) for the solutions of (1). This type of analysis has
been already performed in different circumstances by Coffman and Wong
[10, Theorems 1, 3], and also in a general setting by Hale and Onuchic [25].
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Our main motivation in this work comes from a problem concerning the
existence of positive classical solutions to the semi-linear elliptic partial dif-
ferential equation
∆u+ f(x, u) + g(|x|)x · ∇u = 0, x ∈ GA, (5)
where GA = {x ∈ R
n : |x| > A} and n ≥ 3. One can find different conclusions
regarding (5) in the contributions [2, 3, 11, 12, 14, 15], [19]–[21], [27], [34]–
[38], [42] and in their references. In this literature, besides the regularity
requirements imposed upon f, g, see [36, 37], and several technical conditions
on f , the main hypothesis concerned with g reads as ([11, 20])∫ +∞
A
r|g(r)|dr < +∞. (6)
It has been noticed by Ehrnstro¨m [20] that, when g takes only nonnegative
values, we can eliminate (6) provided that a certain elliptic partial differential
equation possesses a positive radially symmetric solution U verifying the
condition
x · ∇U(x) ≤ 0, x ∈ GB, (7)
where B > A is taken large enough. This solution U plays the role of
supersolution in the comparison method approach [23] designed for the class
of equations (5), cf. [11, 37]. Further developments of Ehrnstro¨m’s idea are
given in [2, 3, 15, 21].
Translated into the language of ordinary differential equations, the re-
search about U reads as follows: find (if any) a positive solution x(t) of the
equation (1) such that x(t) = O(t) as t→ +∞ and
x′(t)−
x(t)
t
< 0, t ≥ t0. (8)
Formula (8) prompts the need to estimate the behavior of x′(t) for the
solution x(t) to (1) when t increases indefinitely and thus motivates our
investigation.
This paper is organized as follows. In the next Section a presentation
of the results due to Hale and Onuchic [25] is given and commented upon.
The hypotheses and proofs contain several modifications with respect to the
original analysis. Further, these results are specialized to the class of equa-
tions (1) and certain estimates recently established are improved. In this
process, several theorems scattered throughout the literature are presented
in a unifying way. The last Section is devoted to showing that the equation
(5) has a bounded positive solution with prescribed upper and lower bounds.
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2 The Hale-Onuchic theory of asymptotic in-
tegration
Let us consider the boundary value problem given by the nonlinear differen-
tial equation (k + r ≥ 1)
u(k+r+1) = P (t, u, u′, · · · , u(k+r)), t ≥ t0 ≥ 1, (9)
where the function P : [t0,+∞)× R
k+r+1 → R is continuous, together with
the data 

u(i)(t0) = ak−i, i ∈ 0, k − 1, (when k ≥ 1)
lim
t→+∞
u(k)(t) = c,
lim
t→+∞
[tju(k+j)(t)] = 0, j ∈ 1, r (when r ≥ 1)
(10)
for fixed ak−i, c ∈ R.
According to [25, p. 62], we can establish an existence result for the
problem (9), (10) by transforming it into an integro-differential (r + 1)–
dimensional system.
If u(t) is a solution of the problem (9), (10) then we have
u(p)(t) = Qp(t, u
(k)), t ≥ t0,
where
Qp(t, x) =
k−p∑
j=1
aj
(t− t0)
k−p−j
(k − p− j)!
+
∫ t
t0
(t− s)k−p−1
(k − p− 1)!
x(s)ds, x ∈ C([t0,+∞),R),
for every p ∈ 0, k − 1. When k = 0 we take Qp(t, x) ≡ x.
So, for x = u(k), the equation (9) can be written as the integro-differential
equation
x(r+1) = P (t, Q0(t, x), Q1(t, x), . . . , Qk−1(t, x), x, x
′, . . . , x(r)). (11)
Further, by introducing the function y = col (y1, · · · , yr+1) through the
formulas
y1 = x, y2 = x
′, . . . , yr+1 = x
(r),
the equation (11) becomes (see [4])
y′ = Ay + P [t, x, y], t ≥ t0,
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where
A =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0

 and P [t, x, y] =


0
...
0
P

 .
The change of variables suggested in [4], namely y = eAtz, where z =
col (z1, . . . , zr+1), leads to

yi(t) =
r+1∑
l=i
tl−i
(l−i)!
zl(t),
zi(t) =
r+1∑
l=i
(−1)l−i t
l−i
(l−i)!
yl(t)
(12)
for 1 ≤ i ≤ r + 1. We took into account that (eAt)−1 = e−At when t ≥ t0.
We introduce the function R(t, z) via the formula
R(t, z) = P

t,
(
Qp
(
t,
r+1∑
q=1
tq−1
(q − 1)!
zq
))
p∈0,k−1
,
(
r+1∑
l=d
tl−d
(l − d)!
zl
)
d∈1,r+1

 .
At this point, the relation eAtz′ = P [t, x, y], cf. [4], becomes the integro-
differential system
dzi
dt
= (−1)r+1−i
tr+1−i
(r + 1− i)!
R(t, z), 1 ≤ i ≤ r + 1. (13)
To establish the existence of a solution to the problem (9), (10) we impose
a series of technical conditions on both the data ak−i, c and the nonlinearity
P .
Fix the numbers M > 0, s0 ∈ (0, 1) and sd ∈ [s0, 1) such that
r+1∑
d=1
sd = 1.
Let also K : [t0,+∞)→ [0,+∞) be a continuous function such that∫ +∞
t0
K(s)ds ≤ s0M. (14)
We denote with ZM the subset of the space [X2(t0; 1)]
r+1 (endowed with
the product topology and respectively the product norm), see [4], which
consists of all functions z(t) with the property that{
|z1(t)− c| ≤
s1
s0
∫ +∞
t
K(τ)dτ
|zi(t)| ≤
si
s0
∫ +∞
t
K(τ)
τ i−1
dτ, i ∈ 2, r + 1,
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throughout [t0,+∞).
The key technical condition of the Hale-Onuchic method is given by the
inequality
tr|R(t, z)| ≤ K(t), z ∈ ZM , (15)
for all t ≥ t0.
Theorem 2 (Hale, Onuchic, 1963, cf. [25, Theorem 1]) Assume that (14),
(15) hold. Then, the system (13) has at least one solution in ZM .
Proof. Consider the operator T : ZM → [X2(t0; 1)]
r+1 with the formula
T (z) = w, where w = col (w1, . . . , wr+1) and{
w1(t) = c−
∫ +∞
t
(−1)r s
r
r!
R(s, z)ds
wi(t) = −
∫ +∞
t
(−1)r+1−i s
r+1−i
(r+1−i)!
R(s, z)ds, i ∈ 2, r + 1.
The set ZM is bounded, closed and convex. By adapting the technique
from [4], we deduce that the operator T is uniformly continuous and the set
T (ZM) is relatively compact.
It is easy to see that
|w1(t)− c| ≤
∫ +∞
t
K(τ)dτ ≤
s1
s0
∫ +∞
t
K(τ)dτ,
and respectively
|wi(t)| ≤
∫ +∞
t
K(τ)
τ i−1
dτ ≤
si
s0
∫ +∞
t
K(τ)
τ i−1
dτ,
which implies T (ZM) ⊆ ZM . The conclusion follows by application of the
Schauder-Tikhonov fixed point theorem. 
Proposition 1 Let z ∈ ZM be the solution of the system (13) established in
Theorem 2. Then, the functions (yi)i∈1,r+1 given by the first of formulas (12)
satisfy the estimates
|y1(t)− c| ≤ ψ(t) and |yi+1(t)| ≤
ψ(t)
ti
, (16)
where ψ(t) = 1
s0
∫ +∞
t
K(τ)dτ , throughout [t0,+∞). Furthermore,
y
(j)
1 = yj+1, 0 ≤ j ≤ r.
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Proof. We have
|y1(t)− c| ≤ |z1(t)− c|+
r+1∑
l=2
tl−1
(l − 1)!
|zl(t)| ≤ ψ(t)
r+1∑
l=1
sl
(l − 1)!
≤ ψ(t),
and respectively
|yi(t)| ≤
ψ(t)
ti−1
r+1∑
l=i
tl−1
(l − 1)!
|zl(t)| ≤
ψ(t)
ti−1
r+1∑
l=i
sl
(l − 1)!
≤
ψ(t)
ti−1
, 2 ≤ i ≤ r + 1.
Further, for j ∈ 1, r fixed, we check that
y′j(t) =
r∑
q=j
tq−j
(q − j)!
zq+1(t) +
r+1∑
l=j
tl−j
(l − j)!
z′l(t)
= yj+1(t) + t
r+1−jR(t, z)
r+1∑
l=j
(−1)r+1+l
(l − j)!(r + 1− l)!
= yj+1(t),
since
r+1∑
l=j
(−1)r+1+l
(l − j)!(r + 1− l)!
=
1
(r + 1− j)!
r+1−j∑
d=0
(
d
r + 1− i
)
(−1)d = 0
according to Newton’s binomial formula. 
The conclusions of Proposition 1 allow us to say that the problem (9),
(10) has a solution x(t). Moreover, the relations (16) describe the decay rate
of the derivatives of this solution to c, respectively to 0 when t→ +∞.
The condition (15) is, in the general case, extremely complicated to verify.
Certain simpler restrictions can be designed, fortunately, that will lead to
(15).
Theorem 3 ([25, Theorem 2]) Consider the quasi-linear differential equa-
tion
u(k+r+1) +
k+r+1∑
j=1
fj(t, u, u
′, . . . , u(k+r))u(k+r+1−j) = 0, t ≥ 1, (17)
where the functional coefficients fj : [1,+∞) × R
k+r+1 → R are continuous
and verify the inequality
|fj(t, u, u
′, . . . , u(k+r))| ≤ hj(t)Lj(|u|, |u
′|, . . . , |u(k+r)|)
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throughout their entire domain of existence. Assume, further, that the com-
parison functions Lj are continuous, monotone nondecreasing in every argu-
ment and subjected to the restriction∫ +∞
tj−1hj(t)Lj(βt
k, βtk−1, . . . , βt−r)dt < +∞
for every β > 0.
Then, given the numbers c, (aj)j∈1,k, there exist t0 ≥ 1 and a solution u(t)
of equation (17) defined in [t0,+∞) which satisfies the boundary conditions
(10).
Let us mention at this point that results similar to Theorems 2, 3 can
be established also by following the fundamental technique due to Hartman
and Onuchic [26]. This method relies on a rather complicated (in the general
case) change of variables and the admissibility theory devised by Massera,
Scha¨ffer and Corduneanu, see the discussion in [3]. In fact, in [3, Theorem
4] we use this approach to deal with the existence of solutions that possess
the same behavior as the one we look for in the present paper.
Proof. (of Theorem 3) Fix M > 0 and introduce β = |c|+M +
k∑
j=1
|ai|.
Without providing a lower bound for t0 at this time, we deduce that (z ∈ ZM)∣∣∣∣∣Qp
(
t,
r+1∑
q=1
tq−1
(q − 1)!
zq(t)
)∣∣∣∣∣ ≤
k−p∑
j=1
|aj|t
k−p−1 +
∫ t
t0
(t− s)k−p−1
(k − p− 1)!
×
(
r+1∑
q=1
sq−1
(q − 1)1
|zq(s)|
)
ds ≤
k−p∑
j=1
|aj|t
k−p−1 +
[
|c|+M
(
r+1∑
q=1
sq
(q − 1)!
)]
×
∫ t
t0
(t− s)k−p−1
(k − p− 1)!
ds ≤ βtk−p, (18)
and respectively∣∣∣∣∣
r+1∑
l=d
tl−d
(l − d)!
zl(t)
∣∣∣∣∣ ≤ |z1(t)|+
r+1∑
l=d
sgn (l − 1)
t1−d
(l − d)!
[tl−1|zl(t)|]
≤ (|c|+M)t1−d ≤ βt1−d (19)
for all t ≥ t0 and 0 ≤ p ≤ k − 1, 1 ≤ d ≤ r + 1.
Thus,
tr|R(t, z)|
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≤
r+1∑
j=1
tr
∣∣fj (t, (Qp(t, x))p∈0,k−1, (x(i))i∈0,r)∣∣ |x(r+1−j)(t)| (20)
+
r+k+1∑
j=r+2
tr
∣∣fj (t, (Qp(t, x))p∈0,k−1, (x(i))i∈0,r)∣∣ |Qk+r+1−j(t, x)|, (21)
where, according to Proposition 1, we have
x(i)(t) = yi+1(t) =
r+1∑
l=i+1
tl−i−1
(l − i− 1)!
zl(t).
The estimates (18), with p = k + r + 1− j, and (19), with d = r + 2− j,
allow us to majorize any of the terms from the sum (20), and respectively of
the sum (21) with the quantity (see [25, p. 68])
βtj−1hj(t)Lj(βt
k, βtk−1, . . . , βt−r), t ≥ t0.
The function K : [t0,+∞)→ [0,+∞) is now the sum
K(t) = β
k+r+1∑
j=1
tj−1hj(t)Lj(βt
k, βtk−1, . . . , βt−r),
where t0 ≥ 1 verifies the restriction (14). 
The significance of (15) is that, in a series of cases which cannot be
discussed by means of Theorem 3, the nonlinearity of the differential equation
(9) doesn’t have to be necessarily ”small” but it has only to become ”small”
along some of the solutions of the equation, cf. [25, p. 61]. See also the
discussion in [3, p. 363].
General results about the existence throughout unbounded intervals of
the solutions to various boundary value problems associated to nonlinear
differential equations can be found in [28, 29]. We mention, in this respect,
the monographs [8, 13] and the papers [9, 41].
Similar investigations, regarding the issue of disconjugacy, for quasi-linear
differential equations can be read in [18, 39, 40]. The existence of special
families of solutions (Chebyshev or Descartes systems) is established via fixed
point theories of multi-functions (the Fan-Glicksberg theorem, [39, p. 82]).
This type of approach in the asymptotic integration of quasi-linear ordinary
differential equations is attributed to Kartsatos, cf. [40, p. 911].
Some interesting details regarding the existence over bounded intervals of
solutions to general boundary value problems can be read in the contribution
by Avramescu [6].
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3 Local theories for the asymptotic integra-
tion of equation (1)
Let us come back to the Emden-Fowler equation (1). We shall analyze in the
following the asymptotic features of some of its (non-oscillatory) solutions
using Hale-Onuchic results.
By local theories we mean, in the spirit of condition (15), those results in
whose hypotheses the behavior of the nonlinearity of a differential equation
is described on a given family of functions (with these functions we compare
either the solution we are looking for or other functional quantities associated
with the solution) and not throughout its entire domain of existence.
The results are based on an observation made by Dube´ and Mingarelli [16,
Eq. (2.1)], according to which one can combine the hypothesis (15) with a
(local) Lipschitz restriction upon the nonlinearity of the differential equation.
In this way, the functional analysis involved in the investigation is greatly
simplified.
Theorem 4 (Dube´, Mingarelli, 2004, cf. [16, Theorem 2.1]) Let f : [t0,+∞)×
R→ [0,+∞) be a continuous function such that∫ +∞
t0
(t− t0)f(t, u(t))dt ≤M (22)
for all u ∈ XM , where M > 0 is fixed and
XM = {u ∈ C([t0,+∞),R) : 0 ≤ u(t) ≤ M for all t ≥ t0}.
Assume that there exists the continuous function k : [t0,+∞)→ [0,+∞)
subjected to
η =
∫ +∞
t0
(t− t0)k(t)dt < 1 (23)
and
|f(t, u2(t))− f(t, u1(t))| ≤ k(t)|u2(t)− u1(t)|, t ≥ t0, u1,2 ∈ XM . (24)
Then, the differential equation
x′′ + f(t, x) = 0, t ≥ t0 ≥ 0, (25)
has a solution x(t) defined in [t0,+∞) with the asymptotic profile given by
lim
t→+∞
x(t) =M. (26)
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Proof. We introduce the integral operator T : XM → C([t0,+∞),R)
with the formula
T (u)(t) = M −
∫ +∞
t
(s− t)f(s, u(s))ds, u ∈ XM ,
for all t ≥ t0. It is easy to deduce that, by a double differentiation with
respect to t, any (eventual) fixed point of operator T verifies the equation
(25) throughout [t0,+∞).
Obviously, T (XM) ⊆ XM according to the Hale-Onuchic condition (22).
Given the pairs (u1, u2) of elements from XM , we introduce the natural
distance d by
d(u1, u2) = sup
t≥t0
{|u1(t)− u2(t)|}. (27)
It can be established in a standard manner, see [29, Chapter I], that the
metric space SM = (XM , d) is complete.
The next estimates
|T (u2)(t)− T (u1)(t)| ≤
∫ +∞
t
(s− t)|f(s, u2(s))− f(s, u1(s))|ds
≤
∫ +∞
t
(s− t0)k(s)|u2(s)− u1(s)|ds
≤
∫ +∞
t
(s− t0)k(s)ds · d(u2, u1), (28)
where u1,2 ∈ XM s¸i t ≥ t0, implies d(T (u2), T (u1)) ≤ ηd(u1, u2), that is the
operator T is a contraction in SM .
The Banach contraction principle [29, pp. 19–20] ensures that the equa-
tion (25) has the solution we were looking for. 
In its essence, the Hale-Onuchic ”philosophy” of asymptotic integration
of nonlinear differential equations reduces to transforming the boundary value
problem into the existence problem of a fixed point to an integral operator T ,
a common fact in this field, and to identifying an invariant set (ZM , XM ,
etc) in which one can use, with minimal effort, a fixed point theorem. This is
why, in a Hale-Onuchic type of approach, the verification of the hypotheses
of such a theorem is quite easy, the weight leaning upon the formula of the
integral operator (associated to an intermediate integro-differential problem),
respectively upon the detection of invariant sets. Some authors, maybe too
drastic in this respect, exclude the verification of the hypotheses to the fixed
point theorem from the investigation, e.g. [17, p. v].
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By taking M = 1, k(t) ≡ λq(t) and f(t, u) ≡ q(t)uλ, Theorem 4 estab-
lishes the existence of a solution to the boundary value problem (4). Atkin-
son’s original claim is improved in
Theorem 5 Assume that (3) holds. Then, there exists p > 1 such that,
for all c ∈ (0, 1], the equation (1) has at least one solution x(t) defined in
[t0,+∞) with the property that
c
p
≤ x(t) ≤ c, t ≥ t0. (29)
The asymptotic profile of the solution is given by x(t) = c+ o(1), respec-
tively x′(t) = o(t−1) when t→ +∞.
Proof. Introduce the complete metric space S = (X, d), where
X =
{
u ∈ C([t0,+∞),R) :
c
p
≤ u(t) ≤ c for all t ≥ t0
}
and the distance d is given by (27). Here, the number p > 1 is fixed such
that to have (η ∈ (0, 1)!)∫ +∞
t0
tq(t)dt <
1
λ
≤
p− 1
p
< 1. (30)
The nonlinearity f(t, u) ≡ q(t)uλ satisfies the condition (24) for k(t) ≡
λq(t). Also, the operator T : X → C([t0,+∞),R) with the formula
T (u)(t) = c−
∫ +∞
t
(s− t)q(s)[u(s)]λds, u ∈ X, t ≥ t0, (31)
verifies the estimate (28), meaning that it is a contraction of coefficient η.
We have
c ≥ c−
∫ +∞
t
(s− t)q(s)
(
c
p
)λ
ds
≥ T (u)(t) = c−
∫ +∞
t
(s− t)q(s)[u(s)]λds
≥ c− cλ
∫ +∞
t
(s− t)q(s)ds ≥ c
[
1−
∫ +∞
t0
sq(s)ds
]
≥
c
p
, u ∈ X, t ≥ t0,
that is T (X) ⊆ X .
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According to the contraction principle, the operator T has a fixed point
in X , denoted x(t). Obviously, x(t) = c+ o(1) when t→ +∞. Further,
0 ≤ x′(t) =
∫ +∞
t
q(s)[x(s)]λds ≤ cλ
∫ +∞
t
q(s)ds ≤
∫ +∞
t
q(s)ds = o(t−1)
as t→ +∞. See [32]. 
Remark 1 We impose this restriction upon c just to make use of (3). Else-
where, in the spirit of [10], fix C such that C > λ(C − |c|) > 0 and
Cλ
∫ +∞
t0
t|q(t)|dt ≤ C−|c|. Then, the operator T : C → X2(t0; 1), see [4], with
the formula given by (31) and C = {u ∈ X2(t0; 1) : |u(t)| ≤ C for all t ≥ t0},
is a contraction of coefficient λC−|c|
C
. Its fixed point in C is the solution we
are looking for.
The conclusion of Theorem 5 can be reached as well by a different local
theory. To this end, we establish a theorem that improves upon the results
in [32, Theorem 1].
Theorem 6 SetM ∈ R and let α, β : [t0,+∞)→ R be continuous functions,
absolutely integrable over [t0,+∞), with α(t) ≤ β(t) for all t ≥ t0 and such
that lim
t′→+∞
α(t′) = lim
t′→+∞
β(t′) = 0.
Given the sets
CM =
{
u ∈ C([t0,+∞),R) : M −
∫ +∞
t
β(s)ds ≤ u(t)
≤M −
∫ +∞
t
α(s)ds for all t ≥ t0
}
and
D = {v ∈ C([t0,+∞),R) : α(t) ≤ v(t) ≤ β(t) for all t ≥ t0},
assume that the double inequality takes place
α(t) ≤
∫ +∞
t
f(s, u(s), v(s))ds ≤ β(t), t ≥ t0, (32)
for all u ∈ CM and v ∈ D, where the function f : [t0,+∞) × R
2 → R is
continuous. As a plus,
|f(t, u2(t), v2(t))− f(t, u1(t), v1(t))|
≤ k1(t)|u2(t)− u1(t)|+ k2(t)|v2(t)− v1(t)|
Local asymptotic integration of ODE’s 14
for all u1,2 ∈ CM , v1,2 ∈ D and t ≥ t0. Here, the functions k1,2 : [t0,+∞)→
[0,+∞) are continuous and there exists a number ζ > 0 such that
χ = ζ
∫ +∞
t0
k1(t)dt+
∫ +∞
t0
(t− t0)k1(t)dt
+
∫ +∞
t0
k2(t)dt+
1
ζ
∫ +∞
t0
(t− t0)k2(t)dt < 1.
Then, the boundary value problem

x′′ + f(t, x, x′) = 0, t ≥ t0 ≥ 0,
lim
t→+∞
x(t) = M
α(t) ≤ x′(t) ≤ β(t), t ≥ t0,
(33)
has a unique solution.
Proof. Define the distance d between the elements v1 and v2 of the set
D by the formula
d(v1, v2) = ‖v1 − v2‖L1((t0,+∞),R) + ζ sup
t≥t0
{|v1(t)− v2(t)|}.
The dominated convergence theorem, see [22, pp. 20–21], ensures that the
metric space S = (D, d) is complete.
We introduce the operator T : D → C([t0,+∞),R) via the formula
T (v)(t) =
∫ +∞
t
f
(
s,M −
∫ +∞
s
v(τ)dτ, v(s)
)
ds, v ∈ D, t ≥ t0.
The restriction (32) shows that T (D) ⊆ D since M −
∫ +∞
(·)
v(s)ds ∈ CM for
all v ∈ D.
Claim The operator T : D → D is a contraction with coefficient χ.
In fact, we have
ζ |T (v2)(t)− T (v1)(t)| ≤ ζ
∫ +∞
t
k1(s)
∫ +∞
s
|v2(τ)− v1(τ)|dτds
+
∫ +∞
t
k2(s)[ζ |v2(s)− v1(s)|]ds
≤
[
ζ
∫ +∞
t0
k1(s)ds+
∫ +∞
t0
k2(s)ds
]
d(v1, v2)
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and ∫ +∞
t
|T (v2)(s)− T (v1)(s)|ds ≤
∫ +∞
t
(s− t)k1(s)
×
∫ +∞
s
|v2(τ)− v1(τ)|dτds+
1
ζ
∫ +∞
t
(s− t)k2(s)[ζ |v2(s)− v1(s)|]ds
≤
[∫ +∞
t0
(s− t0)k1(s)ds+
1
ζ
∫ +∞
t0
(s− t0)k2(s)ds
]
d(v1, v2).
Now,∫ +∞
t
|T (v2)(s)− T (v1)(s)|ds+ ζ |T (v2)(t)− T (v1)(t)| ≤ χd(v1, v2)
for all v1,2 ∈ D and t ≥ t0, which validates the Claim.
Denote with v0(t) the fixed point of operator T in D. Then, the function
x(t) ≡M −
∫ +∞
t
v0(s)ds is the solution we are looking for. 
Corollary 1 Let g : [t0,+∞) → [0,+∞) be a continuous function, inte-
grable over [t0,+∞) and such that lim
t→+∞
g(t) = 0. Assume as well that, in
the statement of Theorem 4, the hypothesis (22) is replaced by the restrictions∫ +∞
t
f(s, u(s))ds ≤ g(t), u ∈ XM , t ≥ t0, and
∫ +∞
t0
g(t′)dt′ ≤M.
Then, if the function f(t, x) verifies the conditions (23), (24), there will
be a solution x(t) of equation (25) with the asymptotic profile (26) such that
0 ≤ x′(t) ≤ g(t), t ≥ t0.
Proof. Take α = 0, β = g, k1 = k, k2 = 0 and ζ ∈ (0, 1) with the
property that
ζ < (1− η)
(∫ +∞
t0
k(t)dt
)−1
. (34)
Since χ = ζ
∫ +∞
t0
k(t)dt + η < 1, the conclusion follows readily from
Theorem 6. 
A second proof of Theorem 5. We shall use Theorem 6. So, fix the
numbers p > 1, ζ ∈ (0, 1) in order for (30), (34) to hold.
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Define the functions
α(t) =
(
c
p
)λ ∫ +∞
t
q(s)ds, β(t) = cλ
∫ +∞
t
q(s)ds, t ≥ t0.
Also, introduce k1 = k, k2 = 0.
We have∫ +∞
t0
β(t)dt = cλ
∫ +∞
t0
(t− t0)q(t)dt ≤ c
∫ +∞
t0
tq(t)dt < c
(
1−
1
p
)
. (35)
According to [32, p. 183], and taking into account (35), the double in-
equality (32) follows from the next estimates
α(t) =
∫ +∞
t
q(s)
(
c
p
)λ
ds ≤
∫ +∞
t
q(s)
(
c−
∫ +∞
s
β(τ)dτ
)λ
ds
≤
∫ +∞
t
q(s)[u(s)]λds =
∫ +∞
t
f(s, u(s))ds, u ∈ Cc, (M = c ∈ (0, 1]!)
≤
∫ +∞
t
q(s)
(
c−
∫ +∞
s
α(τ)dτ
)λ
ds ≤ cλ
∫ +∞
t
q(s)ds = β(t)
for all t ≥ t0.
Consequently, by applying Theorem 6, we establish the existence of a
solution with the formula x(t) ≡ c −
∫ +∞
t
v0(s)ds of the boundary value
problem (33), where v0 is the fixed point of operator T in D.
The estimate (29) is a by-product of (35). More precisely,
c
p
≤ c
[
1−
∫ +∞
t0
(t− t0)q(t)dt
]
≤ c− cλ
∫ +∞
t0
∫ +∞
t′
q(s)dsdt′
≤ c−
∫ +∞
t
β(t′)dt′ ≤ c−
∫ +∞
t
v0(t
′)dt′ = x(t) ≤ c, t ≥ t0.
The proof is complete. 
Another local result regards the linear-like solutions of equation (1), cf.
[3, p. 356].
Theorem 7 ([33, Theorem 2.1]) Take t0 ≥ 1, A, x0 ∈ R, ν ∈ [0, 1) and
the continuous functions α, β : [t0,+∞) → R such that α(t
′) ≤ β(t′) for all
t′ ≥ t0 and α(t), β(t) = o(t
−ν) when t→ +∞.
Consider the set EA,x0 given by
EA,x0 = {u ∈ C
1([t0,+∞),R) : u(t0) = x0, α(t) ≤ u
′(t)− A
≤ β(t) for all t ≥ t0}
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and assume that
α(t) ≤
∫ +∞
t
f(s, u(s))ds ≤ β(t), u ∈ EA,x0 , t ≥ t0,
where the continuous function f : [t0,+∞) × R → R is the nonlinearity of
the equation (25). As a plus,
|f(t, u2(t))− f(t, u1(t))| ≤
k(t)
t
|u2(t)− u1(t)|
for all u1,2 ∈ EA,x0 and t ≥ t0. Here, the function k : [t0,+∞)→ [0,+∞) is
continuous and such that
̟ =
1
1− ν
∫ +∞
t0
k(t)dt < 1. (36)
Then, the boundary value problem

x′′ + f(t, x) = 0, t ≥ t0,
x(t0) = x0,
x(t) = At+ o(t1−ν) when t→ +∞
has a unique solution x(t) with the property that
α(t) ≤ x′(t)−A ≤ β(t), t ≥ t0.
In particular, if
∫ +∞
α(t)dt = +∞, then lim
t→+∞
[x(t)− At] = +∞.
Proof. Define the distance between the elements u1 and u2 of set EA,x0
by the formula
d(u1, u2) = sup
t≥t0
{tν |u′1(t)− u
′
2(t)|}.
One can see easily that the metric space S = (EA,x0, d) is complete.
Let the operator T : EA,x0 → C
1([t0,+∞),R) be given by
T (u)(t) = x0 + A(t− t0) +
∫ t
t0
∫ +∞
s
f(τ, u(τ))dτds, u ∈ EA,x0 , t ≥ t0.
Evidently, T (EA,x0) ⊆ EA,x0.
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From the next estimates, namely
|[T (u2)]
′(t)− [T (u1)]
′(t)| ≤
∫ +∞
t
k(s)
s
|u2(s)− u1(s)|ds
≤
∫ +∞
t
k(s)
s
∫ s
t0
|u′2(τ)− u
′
1(τ)|dτds
≤
∫ +∞
t
k(s)
s
∫ s
t0
dτ
τ ν
ds · d(u1, u2)
≤ t−ν
(
1
1− ν
∫ +∞
t0
k(s)ds
)
d(u1, u2),
we conclude that the operator T is a contraction of coefficient ̟ (we recall
the restriction (36)!). Its fixed point in EA,x0, denoted x, is the solution we
have searched for.
The relations
x(t) = T (x)(t) ≥ x0 + A(t− t0) +
∫ t
t0
α(s)ds, t ≥ t0,
allow us to prove the last requirement of the theorem. 
Corollary 2 Set t0, λ ≥ 1, ν ∈ [0, 1) and A > 0. Assume that the continuous
function q : [t0,+∞)→ [0,+∞) verifies the conditions
λcν(A+ cν)
λ−1 < 1− ν and
∫ +∞
t0
tλq(t)dt <
cν
(A+ cν)λ
, (37)
where cν =
∫ +∞
t0
tλ+νq(t)dt.
Then, the equation (1) possesses the solution x(t) with the asymptotic
profile x(t) = At + ω(t) = At + o(t1−ν) as t→ +∞, where
Aλ
∫ t
t0
∫ +∞
s
τλq(τ)dτds ≤ ω(t) ≤ (A+ cν)
λ
∫ t
t0
∫ +∞
s
τλq(τ)dτds
for all t ≥ t0.
A simplification of hypothesis (37) can be found in ([33, Corollary 2.4]).
For another variant, assume that
(
2− 1
λ
)
ν < 1.
Claim The conditions
λ
∫ +∞
t0
tλ+(2−
1
λ)νq(t)dt < 1− ν and (A+ 1)λ < tν0
imply (37).
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In fact, as λ, t0 ≥ 1, we have
cν ≤ λt
ν λ−1
λ
0
∫ +∞
t0
tλ+νq(t)dt ≤ λ
∫ +∞
t0
tλ+(2−
1
λ)νq(t)dt < 1− ν < 1,
and respectively
λcν(A+ cν)
λ−1 < λcν(A+ 1)
λ−1 ≤ λt
ν λ−1
λ
0
∫ +∞
t0
tλ+νq(t)dt < 1− ν.
With regard to the second of restrictions (37), notice that∫ +∞
t0
tλq(t)dt ≤ t−ν0
∫ +∞
t0
tλ+νq(t)dt = t−ν0 cν < cν(A+ 1)
−λ
< cν(A+ cν)
−λ.
The Claim is validated.
Proof of Corollary 2. Fix x0 = At0. Introduce the functions
α(t) = Aλ
∫ +∞
t
sλq(s)ds, β(t) = (A + cν)
λ
∫ +∞
t
sλq(s)ds,
where t ≥ t0. The second of relations (37) implies β(t) ≤ cν in [t0,+∞).
Also, it is obvious that we have α(t), β(t) = o(t−ν) when t→ +∞. This is a
consequence of the estimate β(t) ≤ (A + cν)
λt−ν
∫ +∞
t
sλ+νq(s)ds.
Given u ∈ EA,x0 , we have
α(t) ≤
∫ +∞
t
q(s)
(
As+
∫ s
t0
α(τ)dτ
)λ
ds ≤
∫ +∞
t
q(s)[u(s)]λds
= [T (u)]′(t)−A ≤
∫ +∞
t
q(s)
(
As+
∫ s
t0
β(τ)dτ
)λ
ds
≤
∫ +∞
t
q(s)[(A+ cν)s]
λds = β(t), t ≥ t0.
Further, via the mean value theorem, we get
|f(t, u2(t))− f(t, u1(t))| = t
λq(t)
∣∣∣∣∣
(
u2(t)
t
)λ
−
(
u1(t)
t
)λ∣∣∣∣∣
≤ λtλq(t)
[
1
t
(
At +
∫ t
t0
β(s)ds
)]λ−1
|u2(t)− u1(t)|
t
≤
λ(A+ cν)
λ−1tλq(t)
t
|u2(t)− u1(t)|, u1,2 ∈ EA,x0,
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throughout [t0,+∞).
The first relation in (37) implies (36) for k(t) ≡ λ(A + cν)
λ−1tλq(t), by
taking into account that t0 ≥ 1. 
The following local theory is devoted to the condition (8).
Theorem 8 ([34, Theorem 2.3]) Consider t0 ≥ 1, a, b ≥ 0, c ∈ (0, 1] and the
bounded continuous functions α, β : [t0,+∞) → [0,+∞) such that α(t
′) ≤
β(t′) for all t′ ≥ t0.
Introduce the set Fa,b,c by the formula
Fa,b,c =
{
u ∈ C([t0,+∞),R) : at + b+ t
∫ +∞
t
α(s)
s1+c
ds ≤ u(t)
≤ at + b+ t
∫ +∞
t
β(s)
s1+c
ds for all t ≥ t0
}
and assume that
α(t) ≤
1
t1−c
∫ t
t0
f(s, u(s))ds ≤ β(t), u ∈ Fa,b,c, t ≥ t0,
where the function f : [t0,+∞)× R→ [0,+∞) is continuous. As a plus,
|f(t, u2(t))− f(t, u1(t))| ≤
k(t)
t
|u2(t)− u1(t)|
for all u1,2 ∈ Fa,b,c and t ≥ t0. Here, the function k : [t0,+∞)→ [0,+∞) is
continuous and such that
ς =
1
c
∫ +∞
t0
k(t)dt < 1. (38)
Then, the boundary value problem

x′′ + f(t, x) = 0, t ≥ t0,
x(t) ≥ b, t ≥ t0
x(t) = at+O(t1−c) when t→ +∞
(39)
has a unique solution x(t) with the property that
α(t) ≤ tc
[
x(t)− b
t
− x′(t)
]
≤ β(t), t ≥ t0. (40)
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Proof. Introduce the set G by the formula
G = {v ∈ C([t0,+∞),R} : −t
−cβ(t) ≤ v(t) ≤ −t−cα(t) for all t ≥ t0}.
The distance between the elements v1 and v2 of the set D has the formula
d(v1, v2) = sup
t≥t0
{tc|v1(t)− v2(t)|}
and the metric space S = (G, d) is complete.
We define the operator T : G → C([t0,+∞),R) taking into account the
comments in [35, Theorem 8]. Precisely,
T (v)(t) = −
1
t
∫ t
t0
sf
(
s, as+ b− s
∫ +∞
s
v(τ)
τ
dτ
)
ds, v ∈ G, t ≥ t0.
It is easy to notice that T (G) ⊆ G, since the mapping t 7→ at+b−t
∫ +∞
t
v(s)
s
ds
belongs to Fa,b,c for all v ∈ G.
The estimates given by
tc|T (v2)(t)− T (v1)(t)| ≤
1
t1−c
∫ t
t0
sk(s)
∫ +∞
s
|v2(τ)− v1(τ)|
τ
dτds
≤
1
ct1−c
∫ t
t0
s1−ck(s)ds · d(v1, v2) ≤
1
c
∫ t
t0
k(s)ds · d(v1, v2)
show that the operator T is a contraction of coefficient ς in S.
By denoting with v0 its fixed point, where v0 ∈ G, the solution we are
looking for has the formula x(t) ≡ at+ b− t
∫ +∞
t
v0(s)
s
ds. 
Remark 2 We notice that, in the circumstances of Theorem 8, if we assume
that lim
t→+∞
t1−cα(t) = lim
t→+∞
t1−cβ(t) = d ∈ [0,+∞), all the elements of the
set Fa,b,c, and, in particular, the solution of problem (39), (40), have the
asymptotic profile u(t) = At + B + o(1) as t → +∞, where A = a and
B = b+ d. Moreover,
∫ +∞
t0
sf(s, u(s))ds = d for all u ∈ Fa,b,c.
Corollary 3 Set t0, λ ≥ 1, a, b ≥ 0, c ∈ (0, 1] and ε ∈ (0, 1). Assume that
the continuous function q : [t0,+∞)→ [0,+∞) satisfies the conditions
λ(a+ ε)λ−1Ic < c and
b
t0
+ (a+ ε)λ
Ic
ctc0
< ε,
where Ic =
∫ +∞
t0
tλ+cq(t)dt.
Local asymptotic integration of ODE’s 22
Then, the equation (1) admits the solution x : [t0,+∞) → [b,+∞) with
the asymptotic profile x(t) = at+O(t1−c) as t→ +∞ for which
aλ ·
1
t
∫ t
t0
sλ+1q(s)ds ≤
x(t)− b
t
− x′(t) ≤ (a+ ε)λ ·
1
tc
∫ t
t0
sλ+cq(s)ds, t ≥ t0.
In particular, x(t)−b
t
− x′(t) = O(t−c) when t→ +∞.
Proof. Introduce the functions
α(t) =
aλ
t1−c
∫ t
t0
sλ+1q(s)ds, β(t) = (a + ε)λ
∫ t
t0
sλ+cq(s)ds, t ≥ t0.
Obviously, β(t) ≤ (a + ε)λIc in [t0,+∞).
We have that
α(t) ≤
1
t1−c
∫ t
t0
sq(s)
[
as + b− s
∫ +∞
s
v(τ)
τ
dτ
]λ
ds
≤
1
t1−c
∫ t
t0
sq(s)
(
as+ b+ s
∫ +∞
s
‖β‖∞
τ 1+c
dτ
)λ
ds
≤
1
t1−c
∫ t
t0
sq(s)
[(
a +
b
t0
+
(a+ ε)λIc
ctc0
)
s
]λ
ds
≤
1
t1−c
∫ t
t0
sλ+1q(s)(a+ ε)λds ≤ β(t), v ∈ D, t ≥ t0,
and respectively
|f(t, u2(t))− f(t, u1(t))| ≤ λt
λq(t)
{
1
t
[
at + b+ t
∫ +∞
t
β(s)
s1+c
ds
]}λ−1
×
|u2(t)− u1(t)|
t
≤ λtλq(t)(a+ ε)λ−1
|u2(t)− u1(t)|
t
=
k(t)
t
|u2(t)− u1(t)|
for all u1,2 ∈ Fa,b,c and t ≥ t0. 
We have explained the significance of such results in the Introduction.
The solution x(t) of equation (1) described in Corollary 3 verifies, evidently,
the inequality
x′(t) <
x(t)
t
, t > t0. (41)
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On the other hand, such an estimate is not immediate for the solution x(t)
given at Corollary 2. More precisely, we have
x(t)
t
= A+
1
t
∫ t
t0
∫ +∞
s
q(τ)[x(τ)]λdτds = A+
∫ +∞
t
q(τ)[x(τ)]λdτ
+
{
1
t
∫ t
t0
sq(s)[x(s)]λds−
t0
t
∫ +∞
t0
q(τ)[x(τ)]λdτ
}
= x′(t) + o(1) when t→ +∞,
cf. [3, Eq. (42)].
A general theorem, of Hale-Onuchic type, regarding the existence of solu-
tions to nonlinear differential equations that are subjected to the inequality
(41) can be read in [3, Theorem 5]. The next result is an adaptation of it to
the circumstances of equation (1).
Theorem 9 Fix t0, λ ≥ 1 and c ≥ 0, d > 0 such that
max
{
λ(c+ d)λ−1,
(c+ d)λ
d
}
·
∫ +∞
t0
tλq(t)dt < 1,
where the function q : [t0,+∞)→ [0,+∞) is continuous and has (eventually)
isolated zeros.
Then, the equation (1) possesses the solution x(t) defined in [t0,+∞) with
the property that
c− d ≤ x′(t) <
x(t)
t
≤ c+ d, t > t0.
As a plus, the solution has the asymptotic profile x(t) = ct + o(t) when
t→ +∞.
Proof. Consider S = (D, d) the metric space given by the formulas
D = {u ∈ C([t0,+∞),R) : ct ≤ u(t) ≤ (c+ d)t for all t ≥ t0}
and
d(u1, u2) = sup
t≥t0
{
|u1(t)− u2(t)|
t
}
, u1,2 ∈ D.
For the operator T : D → C([t0,+∞),R) defined by
T (u)(t) = t
{
c +
∫ +∞
t
1
s2
∫ s
t0
τq(τ)[u(τ)]λdτds
}
, u ∈ D, t ≥ t0,
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the next estimates hold
c ≤
T (u)(t)
t
= c+
∫ +∞
t
1
s2
∫ s
t0
τλ+1q(τ)
[
u(τ)
τ
]λ
dτds
≤ c+ (c+ d)λ
∫ +∞
t
1
s2
∫ s
t0
τλ+1q(τ)dτds
≤ c+ (c+ d)λ
[
1
t
∫ t
t0
τλ+1q(τ)dτ +
∫ +∞
t
τλq(τ)dτ
]
≤ c+ (c+ d)λ
∫ +∞
t0
τλq(τ)dτ < c+ d
and
|T (u2)(t)− T (u1)(t)|
t
≤
∫ +∞
t
1
s2
∫ s
t0
τλ+1q(τ)
∣∣∣∣∣
(
u2(τ)
τ
)λ
−
(
u1(τ)
τ
)λ∣∣∣∣∣ dτds
≤
∫ +∞
t
1
s2
∫ s
t0
τλ+1q(τ)
[
λ(c+ d)λ−1
] |u2(τ)− u1(τ)|
τ
dτds
≤ λ(c+ d)λ−1
[
1
t
∫ t
t0
τλ+1q(τ)dτ +
∫ +∞
t
τλq(τ)dτ
]
d(u1, u2)
≤ λ(c+ d)λ−1
∫ +∞
t0
τλq(τ)dτ · d(u1, u2) = ϑ · d(u1, u2).
These imply that T (D) ⊆ D, respectively T : S → S is a contraction of
coefficient ϑ.
By denoting with x, where x ∈ D, the fixed point of operator T , we notice
that
x′(t) = [T (x)]′(t) =
x(t)
t
−
1
t
∫ t
t0
τq(τ)[x(τ)]λdτ <
x(t)
t
and
x′(t) ≥ c−
1
t
∫ t
t0
τq(τ)[x(τ)]λdτ ≥ c− (c+ d)λ
∫ t
t0
τλq(τ)dτ
for all t > t0. 
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4 An application to equation (5)
To give an application of Theorem 9, assume that, in accordance with [11,
20, 37], the functions f : GA×R→ R and g : [A,+∞)→ [0,+∞) are locally
Ho¨lder continuous. Moreover,
0 ≤ f(x, u) ≤ a(|x|)u, x ∈ GA, u ∈ [0, ε],
for a certain ε > 0. Here, the function a : [A,+∞)→ [0,+∞) is continuous
and such that ∫ +∞
ta(t)dt < +∞.
Following the presentations in [3, 15, 34], if u2(x) is a positive radially
symmetric solution of the linear elliptic equation
∆u+ a(|x|)u = 0, |x| > A, (42)
such that x ·∇u2(x) ≤ 0 in GA and u1(x) is a nonnegative radially symmetric
solution of the linear elliptic equation
∆u+ g(|x|)x · ∇u = 0, |x| > A, (43)
that satisfies the inequality u1(x) ≤ u2(x) throughout GA, the equation (5)
will possess a solution u(x), not necessarily with radial symmetry, such that
u1(x) ≤ u(x) ≤ u2(x), |x| > A.
We introduce the quantities u1,2(x) =
h1,2(s)
s
, where
|x| =
(
s
n− 2
) 1
n−2
= β(s).
Now, the existence of solution u2 to the equation (42) is implied by the
(eventual) existence of a solution h2(s) of the equation
h′′ +
β(s)β ′(s)
(n− 2)s
a(β(s))h = 0, s ≥ s0 ≥ 1, (here, β(s0) > A)
such that, in [s0,+∞),
ρC ≤ h′(s) <
h(s)
s
≤ C for given C ∈ (0, ε), ρ ∈ (0, 1). (44)
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Since ∫ +∞
s0
s
[
β(s)β ′(s)
(n− 2)s
a(β(s))
]
ds =
1
n− 2
∫ +∞
β(s0)
τa(τ)dτ < +∞,
the hypotheses of Theorem 9 are verified. So, there exists the supersolution
u2(x) of equation (5).
Further, the problem of existence for the subsolution u1(x) which satisfies
the equation (43) reduces to the existence of a nonnegative solution h1(s) to
the equation
h′′ + k(s)
(
h′ −
h
s
)
= 0, s ≥ s0,
where k(s) ≡ β(s)β ′(s)g(β(s)) is a continuous nonnegative-valued function.
By fixing h0 ∈ (0, s0ρC) – see (44), we have
h1(s) = s
(
h0
s0
+
∫ s
s0
H(τ)
τ 2
dτ
)
, H(τ) = − exp
(
−
∫ τ
s0
k(ξ)dξ
)
for all s ≥ τ ≥ s0. In this way,
h0 − 1
s0
≤
h1(s)
s
≤
h0
s0
, s ≥ s0.
In conclusion, we have demonstrated that the equation (5) admits a
bounded solution u estimated by
h0 − 1
s0
≤ u(x) ≤ C, x ∈ Gβ(s0).
The result improves and clarifies the inferences of [34, Section 3].
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