This paper investigates the equilibrium behavior of broadly studied synchronization dynamics of coupled systems, among which shared information is delayed. The underlying relationship is established between graph structures and the largest amount of delay the dynamics can withstand without losing stability. In particular, based on Cartesian product of graphs, we present the rules and limitations for synthesizing the graphs of large-scale systems that can remain stable for as large delays as possible. Examples are provided to demonstrate the results.
broadly in the literature [15, 16, 18, 30, 31, 34, 35] and explain the synchronizability (stability) features of the equilibrium in connection with (i) for how much delays synchronizability can still hold and (ii) how the corresponding graph structures can be tailored while still maintaining synchronizability.
The contributions in this article stem from our recent results on the responsible eigenvalue (RE) concept [33, 36] . RE establishes the relationship between the finite number of eigenvalues of the graph Laplacian and the largest amount of delay that the equilibrium dynamics can tolerate before becoming nonsynchronizable. Although the synchronizability analysis alone is infinite dimensional due to delays, our RE concept bypasses this analysis and simply requires checking the finite numbered Laplacian eigenvalues in order to determine the tolerable amount of delay. With RE results at hand, by utilizing Cartesian product operation on graphs [19] , we can now establish rules with which large scale graphs can be designed while still maintaining sufficient tolerance against the detrimental effects of delays in the arising graphs.
The article is organized as follows. In Sec. II, we introduce preliminaries, including the coupled system under investigation, discuss the concept of responsible eigenvalue, and overview the properties of Cartesian product of graphs. In Sec. III, we present the main results, and we conclude with discussions in Sec. IV.
II. PRELIMINARIES
In this section, the synchronization dynamics under study are presented, followed by the responsible eigenvalue concept and Cartesian product of graphs.
A. Synchronization model with delay
In this article, we start with the following coupled system, where at each node i = 1, . . . ,n lies a first-order nonlinear dynamics,ẏ i (t) = f i ( 1,i (t − τ ), . . . , n,i (t − τ )), (1) 
where the constant weights α ik are the coupling strengths, which are also the entries of the Jacobian of (f 1 , . . . ,f n ) T , denoted by A and calculated at the equilibrium y * . We next write Eq. (2) in matrix form aṡ
where
T ∈ R n , and A is also known as the configuration matrix [18, 30] .
Equations (1) and (2) have been broadly studied in the literature in the context of neural networks [4] , synchronization [15, 16, 35] , traffic flow [5, 6, 37] , and autonomous agents [18, [29] [30] [31] 34, 38, 39] . Different than the earlier work, here we consider the graph as a parameter in the analysis of synchronization dynamics, and thus the objective here is to reveal how graphs corresponding to large dimensional A could be synthesized based on the eigenvalues of A, while assuring that the dynamics in Eq. (3) can withstand as large delays as possible without becoming nonsynchronizable (unstable).
Some assumptions are as follows. There exists a directed path from every node to all other nodes, although some nodes may not be sharing information with each other. Furthermore, inspecting Eq. (2) reveals that A has zero row sum. It is then easy to see that A with the corresponding graph G has a single zero eigenvalue [5, 30] . We use the convention of denoting λ 1 (A) = 0 and study Eq. (3) with nonnegative coupling strengths α ik 0, which also implies that λ 2 , . . . ,λ n ∈ C − [40] . Under these conditions, one can reveal from the characteristic equation found from Eq. (3) that, for all τ , the dynamics in Eq. (3) has a mode with β 1 e λ 1 t . So long as all the other dynamic modes vanish, all x i (t) converges to β 1 as t → ∞ [5, 30] , indicating that system in Eq. (1) synchronizes in the linear regime.
B. Synchronizability and responsible eigenvalue
Synchronizability of the equilibrium is based on the delay value τ in Eq. (3). In order to reveal the largest amount of delay that Eq. (3) can tolerate without becoming nonsynchronizable, the eigenvalues of Eq. (3) should be studied. First of all, as we confirmed, the rigid-body dynamics of Eq. (3) related to λ 1 = 0 does not influence the remaining dynamic modes of Eq. (3) [33] . For this reason, we investigate the synchronizability of Eq. (3) around its rigid body dynamics, disregarding λ 1 = 0 in the rest of the text. Due to delay, the dynamics in Eq. (3) has infinitely many eigenvalues, and its synchronizability is guaranteed if and only if all these eigenvalues have negative real parts. To be consistent with this synchronizability property, we define the negative Laplacian as For the type of dynamics in Eq. (3), it is known that there is an upper bound on the delay value, called the delay margin (threshold for synchronizability) τ * , less than which Eq. (3) is synchronizable around its rigid body dynamics [15, 16, 33] . In other words, τ * is the largest delay that Eq. (3) can tolerate before becoming nonsynchronizable.
Lemma 1. Either one real or one pair of complex conjugate eigenvalue(s) of A directly determines the delay margin τ * [33, 36, 41] .
Proof. The proof is based on an infinite-dimensional eigenvalue analysis, and its details are left to the cited studies. In summary, it can be shown that the minimum positive delay associated with λ k is reduced to a finite-dimensional analysis, given by
where η k and α k are related to λ k as shown in Fig. 1 . We then conclude that the delay margin is
which proves the lemma. Note that the expression in Eq. (4) 
for synchronizability condition, which is consistent with the results in Refs. [15, 18] . Here, Lemma 1 extends the case of λ k (A) ∈ to the case of complex eigenvalues λ k (A) ∈ C. In our recent work [33, 36, 41] , we call the particular eigenvalue of A that minimizes τ * k in Eq. (5) as the responsible eigenvalue denoted by RE. The advantage of RE is that it is either one of the real or one of the complex conjugate eigenvalue(s) of A. In this regard, knowing the graph G of Eq. (3) directly allows identifying τ * , surpassing the need to know the infinitely many eigenvalues of Eq. (3).
Using Eq. (4), one can now back-calculate the locations of λ k , for which τ * k remains fixed. This leads to the delay margin contour map (DMCM) in Fig. 2 . On this map, one can superpose all λ k of A and identify λ k that resides on the contour with the smallest contour value. This is the responsible eigenvalue, and τ * is the contour value, consistent with Eq. (5). As discussed in the next section, the geometry of the contours, which become intricate, especially for λ k (A) ∈ C, is extremely crucial for establishing the main results of this paper. The responsible eigenvalue is the eigenvalue residing on the contour with the smallest contour value, which is τ * = 0.251 in this example.
C. Cartesian product of graphs
Lemma 2. Cartesian product [20] . Let G 1 and G 2 be graphs with n 1 and n 2 vertices, respectively. Let G 3 be the Cartesian product of G 1 and G 2 given by
, where 1 i n 1 and 1 p n 2 .
Definition 1. The Kronecker sum [42] , denoted by , is the matrix sum defined as
where denotes the Kronecker product operation, the dimension of Q(G i ), i = 1,2, is n i , which is also the number of vertices of G i as per (2) , and I q is the q × q identity matrix. The
are all possible sums of the eigenvalues of Q(G 1 ) and Q(G 2 ). This property represents the linear algebra underlying Cartesian product operation.
Notice that Lemma 2 holds for both real and complex conjugate eigenvalues, just like the RE concept introduced above. Furthermore, if Q(G 1 ) and Q(G 2 ) have zero row sum, similar to A in Eq. (3), then it is easy to show that Q(G 3 ) has zero row sum. * with respect to the number of nodes n. All the nondiagonal entries α ik , i = k, are numerically randomized, and 300 different A are constructed for each n, where matrix A is then scaled by 1/n for the calculation of τ * .
III. MAIN RESULT
In this section, the RE concept is utilized for building arbitrarily large topologies for the dynamics in Eq. (2), such that the delay margin of the arising large-scale system can be made as large as possible.
A. Randomization of coupling strengths
Having established the correlation between τ * and λ k , we now randomize the nondiagonal entries of A, making sure that A maintains zero row sum, and study the effects of the dimension n of A on τ * . It is crucial, however, that we maintain a fixed average weighting of all the coupling strengths of each node. This allows, on average, a measure of balance between the number of nodes that a node is connected to versus the sum of all the coupling strengths due to these connections. For this purpose, we scale A by 1/n with the assumption that all the entries of A are in general nonzero under randomization. In Fig. 4 , we present how τ * changes as n grows, as we perform randomizations of all α ik ∈ [0,1], i = k, selected from a uniform distribution, and calculating τ * as per Eq. (5) for 300 different A matrices for each n value. Clearly, the trend is that the average of the delay margin τ * is increasing as n increases. Since α ik are scaled by 1/n, this leads to weaker couplings among the nodes as n increases. 1 Three crucial observations are as follows. Weak coupling allows larger τ * as shown in Fig. 4 . This can also be proved using Gershgorin's circle theorem [43] . We can show that, for larger n, the eigenvalues of has also been revealed for the case of λ(A) ∈ [15, 16] , and here we see that the results extend to the complex-eigenvalue case. Second observation is that, with randomization and weak coupling, we can increase the delay tolerance of the large-scale network. However, randomization does not give any clues as to how one would design a graph and the coupling strengths such that a particular delay margin of the large-scale system can be attained. We leave the details of this part to the next subsection. Third, weaker coupling pushes λ k closer to the origin of the complex plane, thereby reducing the decay rate of the perturbations. This can also be verified via simulations of x(t); see Figs. 5(a) and 5(b). Since the focus here is not on the decay rate of x i (t), we refer the readers to Refs. [15, 16, 44] for analytical studies on eigenvalue distributions.
B. Tailoring graphs using Cartesian product
In this subsection, all the matrices Q(G i ) follow the properties of A in Eq. (3), that is, the coupling strengths are positive real, Q(G i ) has zero row sum, G i is connected, and λ 1 [Q(G i )] = 0. Graph G i has n i number of nodes (i = 1, . . . , 3) , which is also the dimension of Q(G i ), and the corresponding delay margin is denoted by τ * G i found from Eq. (5) using the RE, which is one of the eigenvalues λ z [Q(G i )], z = 2, . . . ,n i . Furthermore, in this subsection, we specifically focus on combining the two graphs G 1 and G 2 using Cartesian product operation, which leads to a larger graph G 3 = G 1 × G 2 , where n 3 = n 1 · n 2 . Unless otherwise stated, this is the understanding in what follows.
Lemma 3. Excluding λ 1 = 0, the eigenvalues of Q(G 3 ) have negative real parts, if and only if all the nonzero eigenvalues of both Q(G 1 ) and Q(G 2 ) have negative real parts.
Proof. The proof follows from the properties of the Kronecker summation. The lemma is if and only if since
The above lemma states that the first rule of building a large graph G 3 is to have two negative Laplacians Q(G 1 ) and Q(G 2 ) whose nonzero eigenvalues have negative real parts. This is guaranteed as we assume that all the coupling strengths are positive. and τ * G 2 . The proof above states that if all nonzero eigenvalues of both Q(G 1 ) and Q(G 2 ) are negative real (e.g., the matrices could be symmetric), then we always have τ * G 3
). We next explore another scenario, where Q(G 1 ) has complex conjugate eigenvalues. If Q(G 1 ) with n 1 = 3 has complex conjugate eigenvalues and λ 1 [Q(G 1 )] = 0, and the nonzero eigenvalues of Q(G 2 ) with arbitrarily large n 2 are all negative real, then the delay margin τ * G 3
can be made as large as τ * G 1
, but τ * G 3
will still be smaller than τ * G 2 :
is justified as follows. Notice that one can find two different complex conjugate eigenvalue locations on the same contour on DMCM, where each conjugate has the same imaginary part indicating that it is possible to shift the complex conjugate eigenvalues away from the imaginary axis using the negative real eigenvalues of Q(G 2 ) while keeping τ * the same. (ii) To see the validity of τ * G 3
, we again inspect the geometry of the contours on DMCM. Notice that when a pair of complex conjugate eigenvaluesλ = σ ∓ jω of Q(G 1 ) with σ = 0 and ω = 0 is shifted away from the imaginary axis using Kronecker summation and by only changing its real part at an amount of < 0, where is the RE of Q(G 2 ), then the delay margin corresponding toλ + is always less than the delay margin corresponding to . This is because σ + is always less than , hence always corresponds to a larger delay margin (see DMCM). Due to the specific geometry of the contours on DMCM, it is impossible to generate a counter example.
We further the analysis of n 1 = 3, and n 2 is arbitrarily large. The generalization to large n 1 will be discussed separately. Based on the discussions above, we know that it is impossible to achieve τ * G 3
. Therefore, given Q(G 1 ), we explore the conditions for achieving τ
, which requires synthesizing G 2 and/or Q(G 2 ). For this, we solve for the unknown RE of Q(G 2 ) denoted by < 0. In this setting, the responsible eigenvalues of G 1 and G 3 should satisfy where σ x = + σ . After some manipulations and noticing the geometric properties in Fig. 1 , Eq. (7) leads to found from the complex conjugate eigenvalues −0.02 ∓ 0.06j associated with G 1 .
To summarize, it is possible to have τ * G 2
where n 1 = 3, n 2 is arbitrarily large, and n 3 = n 1 · n 2 . This result and the discussions above give the conditions on the graph Laplacians and the limitations on the largest achievable delay margin using Cartesian product. See another study in Ref. [45] on achievable delay margin.
We now discuss how the above properties can be extended to arbitrarily large n 1 and how the delay margin τ * G 3
is affected. Although we do not provide an exhaustive list of all possible scenarios, the following discussions clearly demonstrate the intricacies of the graph design procedure using DMCM.
Definition 2. In Fig. 6 : Outer contour: The contour on which the RE resides. Peak point: The point on the outer contour where the positive imaginary part is the maximum.
Left segment of outer contour: The part of the outer contour that starts from the peak point (inclusive) and ends on the negative real axis.
Right segment of outer contour: The part of the outer contour that starts from the peak point (exclusive) and converges to the origin of the complex plane.
Destination contour: The contour on which the RE of Q(G 3 ) is placed as G 3 is obtained by tailoring G 1 and G 2 via Cartesian product (see Fig. 7 ).
Consider the two scenarios in two separate columns in Fig. 7 . The first one is for having τ * G 3
. By choosing | | less than or equal to the minimum of the horizontal distance of each eigenvalue of Q(G 1 ) to the destination contour, we can obtain τ * 
is , which is the smallest of all the negative real eigenvalues of Q(G 2 ). The second scenario is for having τ * G 3
< τ * G 1
; see Fig. 7 . This may occur when the RE of Q(G 1 ) lies on the left segment of outer contour and, therefore, as it migrates further to the left, it lands on a contour with a smaller contour value, i.e., smaller delay margin. This scenario is inevitable, no matter how large the negative real eigenvalues of Q(G 2 ) are selected.
We next present simulations of a scenario where the number of nodes of G 1 ,G 2 , and G 3 are, respectively, n 1 = 3, ≈ τ * G 1 ≈ 0.13, which is larger than τ = 0.12, both dynamics are tolerant to τ , as also confirmed by the simulations.
The decay rate of x i (t), which is outside the scope of this work, is associated with the dominant or rightmost eigenvalues of the infinite dimensional system in Eq. (3) . For the analysis of dominant roots, we refer the readers to Refs. [16, 22] .
IV. CONCLUSION
Equilibrium behavior of synchronization dynamics of coupled systems with time delay was studied. The bridge between graph structures and the maximum delay the equilibrium dynamics can tolerate before losing synchronizability (stability) is established. It is shown that weak coupling strengths between the connected nodes can increase the delay tolerance of the large-scale network. Moreover, by following certain rules revealed here, and under certain conditions, it is possible to maintain a certain delay margin of the large-scale system by tailoring two subgraphs using Cartesian product operation.
