This paper presents a novel conditionally suboptimal filtering algorithm on estimation problems that arise in discrete nonlinear time-varying stochastic difference systems. The suboptimal state estimate is formed by summing of conditionally nonlinear filtering estimates that their weights depend only on time instants, in contrast to conditionally optimal filtering, the proposed conditionally suboptimal filtering allows parallel processing of information and reduce online computational requirements in some nonlinear stochastic difference system. High accuracy and efficiency of the conditionally suboptimal nonlinear filtering are demonstrated on a numerical example.
Introduction
Some simple Kalman-Bucy filters [1] [2] [3] [4] lead to some conditionally optimal filtering [5] [6] [7] . This main idea is that the absolute unconditional optimality is rejected and in a class of admissible estimates with some nonlinear stochastic differential equations or nonlinear stochastic difference equations that can be solved online while receiving the results of the measurements, the optimal estimate is found. In this paper we are interesting in constituting a novel conditionally filtering algorithm addressing estimation problems that suboptimal arise in discrete nonlinear time-varying stochastic difference systems with different types of measurements [8] [9] [10] . By a weighted sum of local conditionally nonlinear stochastic filtering estimates, the suboptimal estimate of state of this conditionally nonlinear stochastic filtering is given, thus due to its inherent parallel structure, it can be implemented on a set of parallel processors. The aim of this paper is to give an alternative conditionally suboptimal filtering for that kind of discrete time nonlinear stochastic difference systems. As same as the conditionally optimal filtering, the conditionally suboptimal filtering represents the state estimate as a weighted sum of local conditionally filtering estimates associated with the weights depending only on time instants and being independent of current measurements.
Problem Statement for Nonlinear
Stochastic Difference Systems In [6] , consider a nonlinear discrete stochastic system whose state vector is determined by a nonlinear stochastic difference system
Suppose that the observation vector l is composed of differential types of observation sub-vectors, i.e.,
where
is determined by the stochastic system,
in ( , , , , ,
V is a sequence of independent random variables with known distribution. We shall also assume that 1) The state sequence of random variables   .
2) The random variables is a sequence of Gaussian white noise with zero mean and covariance matrix , 1 (10) and (11) into (8) we obtain a sequence of conditionally optimal filtering equations
X  are independent of l and the unbiaseness of estimate
, we can deduce from (1) and (16) that the difference equations for ,
for any . Remark 3.1 l , l K , l , 2 are determined by the Equations (17)- (19) and the Equations (9), (17), (18) are linear difference equations, so l , l R δ l m K are determined successively. However, it follows from the formula (9) that 2 depends on l , therefore, Equation (19) is nonlinear difference equation with respect to .
Conditionally Suboptimal Nonlinear Filter
Next, we start with the suboptimal estimate of conditionally nonlinear filtering I , it follows from (15) and (19) that the conditionally nonlinear filtering I has filtering estimates l
, N X X X  * at each step. Then the suboptimal estimate ˆl X for the conditionally nonlinear filtering I is constructed from these estimates
where I is an unit matrix,
are positive semi-definite matrices and weighted coefficients that are determined by the following mean square criterion,
, using (20), we can obtain
The Accuracy of Conditionally Suboptimal Nonlinear Filter
Now, we derive the equation for the actual variance matrix * , ,
where l X is the state vector (1), * l X is the suboptimal filtering estimate (20), and
substitute (24) into (23) we can derive that
where is determined by Equation (19), is determined by the following formula
The question is that there is a sequence of positive semi-definite matrices
such that (21) has a minimal value. Here, we point out that the equations of the optimal coefficients
for any 1, ,
The proof of these equations is given in the Appendix. Then the actual variance matrix of the filtering error l and the actual mean square error can be calculated by using the formula (25) and Equations (19), (26), (27) . Thus the Equations (9), (12), (13), (14), (19) 
Example
Consider the problem of recursive estimate of an unknown scalar parameter [4] . To estimate the value of the unknown parameter X from two types of observations corrupted by additive white noises, the observation models of the stochastic system are given by
where l X , l , l , and are independent Gaussian noises,
based on observation system (30), (31) is determined by the structural functions, respectively,
Then such this problem is a conditionally nonlinear filtering estimation problem, and applying conditionally nonlinear filtering theory, it follows from (9), (10), (11), (12), (13), and (14) that
and
Next, we will compute conditionally suboptimal nonlinear filtering with two different types of observations and the error variance matrix . Firstly, we need compute covariance
Secondly, we will find two weighted coefficients
such that the error variance l is minimal. It follows from Equation (27) at that
moreover, we can derive from (51) that
it follows from (20) that the suboptimal estimate 
