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Abstract
The universal embedding dimension of the binary symplectic dual polar space DSp(2d; 2)
equals (2d + 1)(2d−1 + 1)=3. This settles an old conjecture.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Given a set X , let F2X denote the vector space with basis X over the 5eld F2 with
2 elements.
Let (X;L) be a partial linear space with lines of size 3. Consider the linear map
 :F2L→F2X sending each line to the sum of its (three) elements. The universal em-
bedding module of (X;L) is the vector space F2X=(F2L). The universal embedding
dimension (udim) of (X;L) is the dimension of the universal embedding module.
Clearly, when X and L are 5nite, udim(X;L)= |X | − rk2 N , where N is the 0-1
point-line incidence matrix of (X;L) and rk2 denotes the 2-rank, that is, the rank over
F2.
Let (X;L) be a partial linear space. A subset Y of X is called a subspace when each
line that meets Y in at least two points is contained in Y . We say that a subset S of
X is a spanning (or generating) subset when it is not contained in a proper subspace.
Let sdim(X;L) be the cardinality of the smallest spanning subset of (X;L).
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Clearly, if (X;L) is a partial linear space with lines of size three and S is a spanning
subset, then the image of S in F2X=(F2L) is not contained in a proper subspace, and
it follows that sdim(X;L)¿udim(X;L).
In this note we are mainly interested in the partial linear space DSp(2d; 2) de5ned
as follows. Let V be a vector space of dimension 2d over F2 provided with a non-
degenerate symplectic form f. Let X be the collection of maximal totally isotropic
(t.i.) subspaces (of dimension d) of (V; f). Let L be the collection of t.i. subspaces
of dimension d−1 of (V; f). Then (X;L) becomes a partial linear space with lines of
size 3 if we let A be incident with L whenever L⊂A (for A∈X and L∈L). We shall
call this partial linear space DSp(2d; 2) (or DV , in case the underlying space needs to
be speci5ed), and its universal embedding module Ud.
Our main result is the following.
Theorem 1.1. For d¿0 we have udimDSp(2d; 2)= (2d + 1)(2d−1 + 1)=3.
Probably also sdimDSp(2d; 2)=udimDSp(2d; 2), but we do not show that here.
2. History
Let us put m(d) := (2d + 1)(2d−1 + 1)=3. The second author proved in 1990 that
dimUd¿m(d) with equality for d64, and conjectured that equality holds for all
d. (The result that dimU3 = 15 can also be found in [8] and [2].) Cooperstein [4]
showed udimDSp(2d; 2)= sdimDSp(2d; 2)=m(d) for d65, and found 7156udim
DSp(12; 2)6sdimDSp(12; 2)6716. Later, according to McClurg [7] and Li [6], Ivanov
and Bardoe showed that udimDSp(2d; 2)=m(d) for d=6; 7. Ivanov [5] formulated a
conjecture on linear modules that would imply the conjecture on dimUd. Very re-
cently Paul Li [6] showed udimDSp(2d; 2)=m(d) for all d by proving the case j=2
of Ivanov’s conjecture. Unaware of his work we proved the same result a few weeks
later in a completely diIerent way.
3. Lower bound
Let N be the point-line incidence matrix of DSp(2d; 2). Let rk denote the rank (over
R) of a matrix. Then rk2 N6rk N and rk N = rk NN. Let A be the adjacency matrix
of the collinearity graph  on X . Then NN=A+(t+1)I where t+1 is the number of
lines on each point. This matrix is positive semide5nite, and its rank is its size minus
the multiplicity of −t − 1 as eigenvalue of A. For this we turn to [3]. The graph 
has classical parameters (d; b; + 1; + 1)= (d; 2; 1; 3) (cf. [3], Table 6.1 and Section
9.4). The number of lines on each point is the number of codimension 1 subspaces
of a d-space, that is, 2d − 1. Comparing with [3] (8.4.2) and (8.4.3) we 5nd after a
small computation that d =−t − 1 has multiplicity fd =(2d + 1)(2d−1 + 1)=3. Thus
udimDSp(2d; 2)= |X | − rk2 N¿|X | − rk N =fd =(2d + 1)(2d−1 + 1)=3.
This argument, together with the main result of this paper, shows that rk2 N =
rk N .
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4. A reformulation
Let V be a vector space carrying the structure of Sp(2d; 2). Then V can be regarded
as W=N , where W is a vector space carrying the structure of O(2d + 1; 2), and N is
the radical of its bilinear form. Recall that DV is the set of totally isotropic d-spaces
in V provided with lines, namely the triples of totally isotropic d-spaces containing a
5xed totally singular (d− 1)-space. Let H be a hyperbolic hyperplane of W , so that it
carries the structure of O+(2d; 2). Let DH be the set of totally singular d-spaces in H
provided with grids, namely the sets of six totally singular d-spaces containing a 5xed
totally singular (d− 2)-space. The linear structure of DV can be translated in terms of
the structure of H .
Lemma 4.1. The binary vectorspace U spanned by the elements of DV under the
relations that lines sum to zero (that is, the universal embedding module for DV),
is canonically isomorphic to the binary vector space UH spanned by the elements of
DH under the relations that grids sum to zero.
Proof. If Z is a totally singular d-space not contained in H , then Z ∩H is a totally
singular (d− 1)-space, a line in the DO(2d+ 1; 2) on W . The two points on this line
distinct from Z are contained in H , and we see that Z is expressed canonically as a
sum of two totally singular d-spaces in H . The relations in DV now translate into the
relations in DH .
If we de5ne spanning in DH by saying that any 5ve elements of a grid span the
sixth, then anything spanned in DH by a subset of DH is also spanned in DV .
5. Spanning
It remains to indicate a spanning set of DV (the DSp(2d; 2) on V ) of the right
cardinality.
Choose a 5xed orthogonal decomposition V =H1⊥ : : : ⊥Hd of V into hyperbolic
lines. Each vector v∈V can be written uniquely in the form v= v1 + · · · + vd with
vi ∈Hi (16i6d). Let the weight of v be the number of i for which vi 	= 0.
Let I = {1; : : : ; d} and let J ⊂ I . Let VJ = ⊥j∈J Hj. Let hi be some nonzero element
of Hi (16i6d). Consider the map  :C → C + 〈hi|i∈ I\J 〉. It maps the points and
lines of DVJ to points and lines of DV , preserving collinearity. Indeed, this map is
an isomorphic embedding of DVJ onto the subspace of DV consisting of the elements
that contain {hi|i∈ I\J}.
Let Hi = {0; h1i ; h2i ; h3i }. Our spanning set will be constructed by induction on d.
Given a spanning subset S of VJ where |J |= j we take for each C ∈ S the 2d−j points
 (C) where the elements hi de5ning  are chosen in all possible ways from {h1i ; h2i }.
This suJces to generate all maximal t.i. subspaces of V that meet all hyperbolic lines
Hi for i∈ I\J since for any t.i. C of dimension d−1 in H⊥i the three points C+ 〈h1i 〉,
C+〈h2i 〉, C+〈h3i 〉 form a line, so that we can generate maximal t.i. subspaces containing
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h3i using those containing h
1
i and h
2
i . Having taken these, for all possible choices of
J ⊂ I , we take nd additional points to generate all of DV .
In order to arrive at the right number, we want
(2d + 1)(2d−1 + 1)=3=
d∑
j=0
2d−j
(
d
j
)
nj
that is,
n0 = 1; nd =(2d−1 − (−1)d−1)=3 (d¿0):
6. Spanning modulo weight one spaces
For J ⊂ I , let AJ = 〈h1j |j∈ J 〉 and uJ =
∑
j∈J h
2
j and BJ =(AJ ∩ u⊥J ) + 〈uJ 〉. For a
partition ' of I , let B' = ⊥J∈'BJ .
Claim 1. The maximal t.i. subspaces of V containing a nonzero vector of weight at
most 2 generate all of DV.
Claim 2. The maximal t.i. subspaces of V containing a vector of weight 1 together
with those of the form B', where ' is a partition of I without parts of size 1, generate
all of DV.
For disjoint nonempty subsets A, B of I and a partition ( of I\(A ∪ B) let us
write A; B; ( for the partition ' of I with parts A and B and the parts of ( (that is,
'= ( ∪ {A; B}). For disjoint subsets A, B of I , let us write AB for A∪B.
Claim 3. In DV we have for all pairwise disjoint nonempty subsets A, B, C, D of I
and each partition ( of I\(A∪B∪C ∪D) without parts of size 1 the equality
BAB;CD;( + BAC;BD;( + BAD;BC;( =BABCD;(
modulo maximal t.i. subspaces of V containing a vector of weight 1.
Claim 3 is the only place in the proof where an equality in Ud is used. If we want
to show sdimDV =udimDV then this part must be changed.
For brevity, let us call a maximal t.i. subspace (of some symplectic space) a max.
6.1. Proof of Claim 1
If A is a max and v∈V\A and u∈A\v⊥ then the three points A, (A∩ v⊥)+ 〈v〉 and
(A∩ v⊥) + 〈u + v〉 form a line. If A does not contain a nonzero vector of weight at
most 2, then we can choose u of minimal nonzero weight k in A and pick v of weight
2 such that u + v has weight k − 1, thus expressing A in terms of maxes containing
nonzero vectors of smaller weight.
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6.2. Proof of Claim 2
Let h be a nonzero element of Hi for some i. Let A be a max and let a∈A\h⊥. The
three points A, (A∩ h⊥)+〈h〉, (A∩ h⊥)+〈a+h〉 form a line. This shows that when all
points containing a weight 1 vector are given, we may replace A by (A∩ h⊥)+ 〈a+h〉
in a spanning set—that is, we may permute the three nonzero elements of Hi for
each i. In particular, modulo the points containing a weight 1 vector, the point B'
de5ned by a partition ' does not depend on the numbering of the nonzero elements of
the Hi.
Let A be a max containing a vector a of weight 2 but none of weight 1. By what
was just observed, we may assume that a= h11 + h
1
2. Since h
1
1 =∈A, there is a vector
u∈A with u1 = h21, and we can 5nd a basis E of A containing a and u and such that
e1 = 0 for e∈E\{a; u}. Now use induction on d. Let u˜= u−u1 and E˜=E\{a; u}∪ {u˜}.
Then E˜ is the basis of a maximal t.i. subspace A˜ of V˜ :=H2⊥ : : : ⊥Hd. (Indeed, u˜
is not linearly dependent on E\{a; u} since otherwise A would contain a weight 1
vector.) By induction A˜ can be generated by maxes containing a vector of weight 1
together with maxes of the form B' where ' is a partition of {2; : : : ; d} without parts
of size 1. De5ne a map - : V˜ →V by -(x)= x+f(x; a)u1, and let this map induce a
map O- from the maxes of V˜ to those of V de5ned by O-(C)=-(C) + 〈a〉. This map
preserves collinearity and preserves the property of having a weight 1 vector in some
Hi, i¿2. If C contains h12, then so does O-(C). If C contains h
2
2 then O-(C) contains
B{1;2}. (Now apply induction to D, where C = 〈h22〉 + D and D⊂H3⊥ : : : ⊥Hd to
conclude that O-(C)=B{1;2}⊥D is generated as desired.) Finally, O-(BJ )=BJ if 2 =∈ J
and O-(BJ )=BJ ∪{1} if 2∈ J .
6.3. Proof of Claim 3
The relation that the six elements of a grid sum to zero yields in particular that
BAB;CD;( +BAC;BD;( +BAD;BC;( =BABCD;( +P+Q, where P and Q are identical modulo
elements containing (a weight 1 vector) h1i for some i.
6.4. Proof of the main theorem
In the next section we shall show that the binary vector space generated by the par-
titions ' without parts of size 1, with relations AB; CD; (+ AC; BD; (+ AD; BC; (=0
has dimension (2d−1 − (−1)d−1)=3 and hence a basis of this size. By induction on
the number of parts of the partition, it follows from Claim 3 that we can express
an arbitrary partition in terms of these basis partitions. (The partition space is graded
by the number of parts, and if we already expressed partitions with fewer parts, then,
modulo what was spanned already, our relation BAB;CD;(+BAC;BD;(+BAD;BC;( =BABCD;(
becomes BAB;CD;( + BAC;BD;( + BAD;BC;( =0.) And then from Claim 2 that an ar-
bitrary max can be expressed in terms of maxes containing a vector of weight 1
and maxes of the form B' for basic '. Thus we found a basis of Ud of the right
cardinality.
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7. Dimension of a partition space
Let 1 be the set of all partitions of I := {1; : : : ; d} without parts of size 1. Turn 1
into a partial linear space with lines of size 3 by letting any three partitions AB; CD; (
and AC; BD; ( and AD; BC; ( (for nonempty pairwise disjoint subsets A; B; C; D of I)
be collinear. Let R be the set of lines obtained this way.
Proposition 7.1. For d¿1 we have udim(1;R)= sdim(1;R)= (2d−1 − (−1)d−1)=3.
We cannot have a smaller udim(1;R), because that would lead to an upper bound on
udimDSp(2d; 2) violating our lower bound. Thus, it suJces to show that sdim(1;R)6
(2d−1 − (−1)d−1)=3.
A spanning set S of this size is easy to exhibit explicitly. Let us say that two pairs
ij and kl (subsets of I) cross when one separates the other, say i¡k¡j¡l. Take for
S the collection of all elements ' of 1 such that:
(S1) All elements of ' have size 2 or 3, except possibly the element containing d.
(S2) No two pairs in ' cross.
(S3) The smallest element of each pair in ' is smaller than every element in a part of
size larger than 2.
(S4) The triples in ' can be ordered such that in the union of the non-pairs, each triple
consists of the three smallest elements not in earlier triples.
The shape of a partition is the vector of sizes of its parts, given in increasing
order, but with the size of the part containing d given last. We write multiplicities as
exponents.
Lemma 7.2. S contains precisely(
d− 1
m
)
−
(
d− 1
m− 1
)
elements of shape 2m3nh.
Proof. For a partition of shape 2m3nh, let an edge be one of the m pairs not containing
d. There are(
d− 1
m
)
ways of choosing the set of largest elements of the edges. Such a choice determines
at most one partition in S: We know the largest elements of all pairs. Condition (S3)
ensures that we know where the smallest elements of the pairs are, and condition (S4)
says that the triples now are determined uniquely. The fact that the pairs do not cross
is equivalent to the statement that smallest elements of pairs and largest elements of
pairs behave as open and close parentheses in a well-formed parenthesized expression.
We use an AndrPe type argument to 5nd the number of bad choices. Go along the
elements 1; : : : ; d of I and construct a path in Z2 from (0; 1) to (d; 1) by moving for
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each i diagonally upwards (vector (1; 1)) when i is the smallest element of a pair,
diagonally downwards (vector (1;−1)) when i is the largest element of a pair, and
horizontally (vector (1; 0)) otherwise. There is an unmatched closing parenthesis if and
only if our path meets the X -axis. But the cases in which that happens are in 1-1
correspondence (by reQecting the part of the path before the place where the X -axis is
met for the 5rst time in the X -axis) with the paths from (0;−1) to (d; 1) with m+ 1
or m+ 2 steps up and m− 1 non5nal steps down. Thus, there are(
d− 1
m− 1
)
bad choices for the set of largest elements of edges.
In particular, if d=2m then S contains precisely(
2m
m
)
−
(
2m
m− 1
)
=
1
m+ 1
(
2m
m
)
1-factors (partitions into m pairs). This, together with the rest of the present paper,
shows that this number is the universal embedding dimension of the space of 1-factors
(a subspace of (1;R)). This is the main result of [1].
Lemma 7.3. S has cardinality (2d−1 − (−1)d−1)=3.
Proof. Given a shape with largest element larger than 3, let the derived shape be the
one obtained by subtracting 2 from the largest element and adding a new pair. Thus,
for d=9 we have the sequence of successively derived shapes 9, 27, 225, 2223 and
also 36, 234, 2232 and also 333. Adding the number of elements of S of some shape
in a maximal sequence of successively derived shapes starting with 3nh we 5nd(
d− 1
m
)
when d=2m+ 3n+ 2 or d=2m+ 3n+ 3. That means that we must show that
∑
m
(
d− 1
m
)
=(2d−1 − (−1)d−1)=3
where the sum is over all nonnegative m with d=2m + 3n + 2 or d=2m + 3n + 3
for some nonnegative n. Replace in the 5rst case m by d− 1−m to transform it into
d=2m− 3n. This reduces the problem to showing that
∑
m
(
d− 1
m
)
=(2d−1 − (−1)d−1)=3
where the sum is over all m with 3|m + d. And that is an easy exercise. (If ! is a
cube root of unity, then
∑
i
(
d− 1
i
)
!i =(1 + !)d−1:
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Now make a suitable linear combination of the three equations obtained for the three
cube roots of unity, and use that if ! is a primitive cube root of unity then 1 + ! is
a sixth root of unity.)
So, the size is right. Next we must worry about spanning. First, we handle partitions
with two parts. Given a subset J of I , let the corresponding partition be the partition
{J; I\J}. Now we can talk about spanning among subsets of I (in (1;R)).
Lemma 7.4.
(i) The pairs 12; : : : ; 1d span the collection of all pairs.
(ii) If moreover d¿6, then all partitions of I into two parts are generated by the
d− 2 pairs 12; : : : ; 1(d− 1) and the triple 123.
Proof. Interpreted for partitions with two parts, our relation AB; CD+AC; BD+BC; AD
=0 means that while generating subsets we may take the symmetric diIerence (‘sum’)
of two sets that have a nonempty intersection and do not together cover I . Since the
pair ij is the sum of the pairs 1i and 1j we have (i). The pairs 12; : : : ; 1(d−1) generate
all pairs not containing d, and using the triple we 5nd all triples not containing d, and
then all subsets of I\{d} of cardinality between 2 and d− 2. Since we may also take
complements, we have (ii).
Lemma 7.5. S spans (1;R).
Proof. Given a partition ' in 1, we must show that it is in the span of S. Use
induction on the number of pairs, assuming that we have already spanned all partitions
with more pairs than '. If ' has two parts of size at least 4, then use the previous
lemma to see that ' is spanned by partitions with fewer parts of size at least four. If
' has a part of size at least 4 and it does not contain d, then use induction and the
previous lemma (on the union of this part and the part containing d) to span ' by
partitions satisfying (S1). If ' has a pair and a nonpair violating (S3), use part (i) of
the previous lemma to 5x that. If ' contains two triples, or a triple and a larger part
(containing d) such that (S4) is violated, then again use induction and the previous
lemma on these two parts to 5x that. Finally our relation expresses a partition with
two crossing pairs in two partitions with fewer crossing pairs.
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