Adaptación del tamaño de la población en los algoritmos genéticos / Adaptation of population size in genetic algorithms by Cantor Monroy, Giovanni Antonio
IADAPTACIÓN DEL TAMAÑO DE LA POBLACIÓN EN LOS ALGORITMOS
GENÉTICOS
Presentado por:
Giovanni Antonio Cantor Monroy
Director:
P.h.D Jonatan Gómez Perdomo
Bogotá, 2009
II
ADAPTACIÓN DEL TAMAÑO DE LA POBLACIÓN EN LOS ALGORITMOS
GENÉTICOS
GIOVANNI ANTONIO CANTOR MONROY
Trabajo de grado para optar al titulo de:
Magíster en Ingeniería de Sistemas y Computación
Director: Jonatan Gómez Perdomo P.h.D en Ciencias de la Computación
Bogotá, 2009
III
Nota de Aceptación
______________________
______________________
______________________
______________________
Director
______________________
Jurados
______________________
______________________
IV
DEDICATORIA
Este trabajo está dedicado a mi familia, especialmente a mi mami que siempre ha
impulsado mis estudios y a Lilianita quien con su apoyo incondicional siempre me
fortalece.
VAGRADECIMIENTOS
Al profesor Jonatan Gómez, por contribuir altamente en mi proceso de formación,
apoyando y coordinando el desarrollo de mi investigación. A la profesora Elizabeth
León y el profesor Yoan Pinzón por su colaboración en el proceso de revisión y
evaluación de este documento. En especial a la Universidad Nacional por permitirme
trabajar y estudiar con personas de gran calidad humana.
VI
RESUMEN
Este documento describe un algoritmo genético combinado con un autómata celular
que utiliza un esquema de población celular para mantener diversidad en la población
y determinar automáticamente el tamaño de la población. Los individuos del algoritmo
genético son organizados en un autómata celular de 2 dimensiones, donde los individuos
son considerados activos o inactivos en cada iteración del proceso evolutivo de acuerdo
con una función de transición de estados configurada en el autómata celular. Solo los
individuos activos son sujetos al proceso de evolución y cuando múltiples padres son
requeridos por un operador genético, un esquema de selección local es utilizado, donde
los individuos activos en la vecindad pueden ser seleccionados como padres. Un modelo
de Explosiones Cámbricas y Extinción Masivas es introducido en el esquema, permi-
tiendo controlar la extinción o sobrepoblación de individuos activos en la población.
Experimentos muestran que el esquema propuesto es capaz de mantener diversidad en
la población mientras encuentra buenas soluciones en un número apropiado de evalua-
ciones de la función de aptitud.
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Capítulo 1
Introducción
Los algoritmos genéticos (AGs) son técnicas de optimización que utilizan principios
de evolución natural [18]. Estos algoritmos han sido utilizados en la solución de muchos
problemas de optimización de manera exitosa. Sin embargo, su rendimiento (medido en
tiempo consumido y calidad de la solución producida) depende de la selección adecua-
da de sus parámetros: tamaño de la población, operadores genéticos, probabilidad de
aplicación de los mismos, esquema de selección, etc [22].
La configuración de los parámetros de un AG ha sido estudiado arduamente a lo
largo de los años, incluso se han hecho clasificaciones de los AGs tomando como punto
de referencia la forma en que se asignan los valores de los parámetros dentro de estos [8].
Específicamente el proceso de fijar el parámetro tamaño de la población puede tornarse
una tarea compleja[11], debido a que el valor configurado para un problema puede que
no sea el más adecuado para otro.
Los AGs crean y eliminan individuos en la población con el fin de buscar los mejores.
Entre mayor sea el tamaño de la población, mayor será la cantidad de soluciones y la
posibilidad de obtener la solución óptima. Desafortunadamente configurar tamaños de
población muy grandes consume recursos de procesamiento demasiado elevados. Por
esta razón, una asignación eficiente del parámetro tamaño de la población conllevará a
un mejor desempeño del AG. Los conceptos “Edad y tiempo de vida” y “Competencia
entre poblaciones” han sido los más utilizados para este proceso [20][10].
Teniendo en cuenta la importancia de este proceso varios trabajos de investigación
han tratado de manejarlos de diversas maneras [21]. Las técnicas que han presentado
un mejor desempeño son las llamadas Adaptación de Parámetros, en las cuales se ha
tratado de eliminar el proceso de selección, mediante la adaptación del parámetro al
mismo tiempo que el algoritmo genético está siendo ejecutado. En la actualidad no se ha
dicho la última palabra en la forma de adaptar el parámetro tamaño de la población,
por esta razón el estudio de nuevas técnicas de adaptación es un campo de amplia
exploración.
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1.1. Objetivo
Este proyecto tiene por propósito el diseño y desarrollo de un mecanismo de asig-
nación del parámetro tamaño de población, mediante el uso de técnicas de adaptación
de parámetros. Con tal fin se pretende extender el Algoritmo Evolutivo de Adaptación
Híbrida (HAEA por sus siglas en ingles) propuesto por Gómez en [14], de tal man-
era que no solo adapte las probabilidades de los Operadores Genéticos sino también el
tamaño de población. El modelo propuesto concentrará como caso particular de estudio
los Algoritmos Genéticos. A continuación se presenta una descripción de los principales
objetivos que comprenden este trabajo de investigación:
Diseñar, implementar y validar un esquema de adaptación del tamaño
de la población, que utilice un autómata celular. El modelo de adaptación
se estructura con un algoritmo genético, que apoyado en un autómata celular con
superficie bidimensional, permita ubicar espacialmente los individuos y simular
la interacción entre estos. La implementación de este modelo será utilizado como
base para modelos de adaptación posteriores y la validación se realizará utilizando
pruebas de unidad con conocidas funciones de aptitud.
Diseñar, implementar y validar un esquema de adaptación del tamaño
de la población, inspirado en explosiones cámbricas y extinciones ma-
sivas. Los principios de evolución natural como son las explosiones cámbricas y
extinciones masivas, serán introducido en la computación evolutiva para construir
un modelo de adaptación del parámetro tamaño de la población y controlar los
procesos caóticos que puede sufrir una población, como es la extinción y la sobre-
población. La validación del modelo será realizado utilizando pruebas de unidad
con conocidas de funciones de aptitud.
Integrar los esquemas anteriormente propuestos. El esquema de adaptación
que utiliza un autómata celular y el esquema de adaptación inspirado en explo-
siones cámbricas y extinciones masivas serán integrados en un esquema unificado
de adaptación del parámetro tamaño de la población.
Validar y evaluar el algoritmo genético propuesto mediante pruebas ex-
perimentales que involucren problemas de optimización clásicos y prob-
lemas de minería de datos. El esquema unificado de adaptación del parámetro
tamaño de la población propuesto, será validado y evaluado mediante pruebas ex-
perimentales que involucren problemas de optimización clásicos y problemas de
minería de datos. Los resultados experimentales serán comparados con resultados
equivalentes reportados en la literatura.
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1.2. Contribuciones Principales
Este proyecto plantea una solución al problema de fijar el parámetro de tamaño de
la población mediante técnicas de adaptación de parámetros. Con tal fin se pretende
extender el Algoritmo Evolutivo de Adaptación Híbrida (HAEA por sus siglas en ingles)
propuesto por Gómez en [14], de tal forma que no solo adapte las probabilidades de los
Operadores Genéticos sino también el tamaño de la población.
En esta dirección se evalúan técnicas que simulan la interacción de los individuos en
una superficie bidimensional, utilizando un autómata celular para apoyar este proceso.
Los individuos se ubican espacialmente, permitiendo implementar sobre ellos de una
forma más natural principios evolutivos, en el caso particular del modelo propuesto
las Explosiones Cámbricas y Extinciones Masivas para controlar la extinción y sobre-
población de individuos.
Los individuos son considerados activos o inactivos en cada iteración del algoritmo
genético de acuerdo a una regla de transición de estados que utiliza el autómata celular,
solo los individuos activos son sujetos al proceso de evolución, encontrando para cada
iteración individuos activos en diferentes estados de evolución, cuando múltiples padres
son requeridos para aplicar un operador genético, se propone un esquema de selección
local donde los individuos activos en la vecindad pueden ser seleccionados como padres.
El modelo general permite determinar automáticamente el tamaño de la población
para cada iteración del algoritmo, manteniendo alta diversidad en la población mientras
se está en la búsqueda de una solución óptima, esta propiedad es especialmente usada
cuando buscamos por múltiples sub-óptimas soluciones o cuando la función de aptitud
es no estacionaria.
El trabajo muestra que es posible encontrar buenas soluciones cuando los individu-
os se mantienen dentro de la población no solo por su valor de aptitud. Los conceptos
y actividades dadas por el ambiente así como las relaciones que pueden existir entre
individuos, necesariamente influyen la permanencia de los individuos en la población.
Este trabajo es un primer paso en tratar de demostrar que la evolución de los buenos
individuos casi puede ser realizada sin una selección natural impuesta, este tipo de se-
lección pertenece a un desempeño emergente de los individuos.
Adicionalmente, la diversidad presente en el modelo de adaptación del parámetro
tamaño de la población, se sustenta en un análisis genotípico de la población cuando esta
se encuentran en su proceso evolutivo, este proceso es realizado utilizando un algoritmo
de agrupación jerárquica. El modelo propuesto demuestra que es capaz de mantener
diversidad en la población, aunque su proceso de evolución se encuentre altamente
avanzado.
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1.3. Contenido
Este documento se encuentra estructurado por capítulos como se describe a contin-
uación:
Capítulo 2: presenta los conceptos preliminares necesarios para comprender el tra-
bajo propuesto. Son introducidos los conceptos de: Algoritmos Genéticos Simples,
Algoritmos Genéticos Paralelos, Métodos de asignación de parámetros en los Al-
goritmos Genéticos, Asignación del parámetro tamaño de la población, Algoritmo
Evolutivo de Adaptación Híbrida(HAEA), Autómatas Celulares y finalmente se
realiza una introducción a las Explosiones Cámbricas y Extinciones Masivas como
principios evolutivos.
Capítulo 3: describe un modelo de adaptación del parámetro tamaño de la población
llamado "Población Celular", este modelo combina un algoritmo genético con un
autómata celular, permitiendo ubicar espacialmente los individuos en una grilla
bidimensional y simular la interacción entre estos. Para cada iteración del algo-
ritmo los individuos activos en el autómata celular conformarán la población del
algoritmo genético, determinado automáticamente el tamaño de la población.
Capítulo 4: presenta un modelo de adaptación del parámetro tamaño de la población
inspirado en los principios evolutivos de Explosiones Cámbricas y Extinciones Ma-
sivas. El modelo de Explosiones Cámbricas y Extinciones Masivas es integrado
con el modelo de "Población Celular" presentado en el capítulo 3 conformando un
modelo integrado llamado "CAHAEA". Este modelo controla la extinción y so-
brepoblación de individuos activos en la grilla del autómata celular y determina
el tamaño de la población para cada iteración del algoritmo genético.
Capítulo 5: presenta un análisis de diversidad para el modelo integrado de adaptación
del parámetro tamaño de la población (CAHAEA). Este análisis es realizado a
nivel genotípico, utilizando un algoritmo de agrupación jerárquica para revelar
agrupaciones naturales dentro los genotipos de la población cuando los individu-
os se encuentran en su proceso evolutivo.
Capítulo 6: presenta las conclusiones y sugiere futuras investigaciones en esta área.
Capítulo 2
Preliminares
2.1. Marco General
Los Algoritmos Genéticos (AGs) son técnicas de optimización que utilizan principios
de evolución natural[18], también llamados algoritmos de búsqueda con heurística. Este
tipo de algoritmos se encuentran en un constante cambio, porque aun no se ha definido
a cabalidad cómo obtener su mejor desempeño; razón por la cual investigadores en
el área trabajan en cómo mejorar su desempeño a partir del perfeccionamiento de
cada una de sus partes [22]. Los Algoritmos Genéticos fueron desarrollados por John
Holland a principios de los 60’s con la motivación de resolver problemas de aprendizaje
maquinal y se convirtieron en uno de los enfoques más sobresalientes en el campo de
los Algoritmos Evolutivos. La forma de operar de un Algoritmo Genético es presentada
en el Algoritmo 2.1, al iniciar su ejecución el algoritmo genera una población inicial
de individuos (línea 1), cada uno de estos es un candidato a solucionar el problema de
optimización que se está resolviendo, a continuación los individuos son evaluados en su
aptitud para resolver el problema (línea 3) y un esquema de selección es ejecutado para
elegir los individuos sobre los cuales serán aplicados los operadores genéticos (línea 4),
los individuos resultantes después de aplicar los operadores genéticos se convertirán en la
nueva población sobre la cual se repetirá el proceso de evolución descrito anteriormente
hasta un número de generaciones determinado.
En la actualidad los AGs han sido aplicados en la solución de diversos problemas de
optimización, en diferentes áreas del conocimiento de manera exitosa, el rendimiento de
ellos (medido en tiempo consumido y calidad de la solución producida) depende de la
selección adecuada de sus parámetros: operadores genéticos, probabilidad de aplicación
de los mismos, tamaño de la población, esquema de selección, etc. El proceso de fijar
estos parámetros correctamente se considerada como una tarea de alta complejidad [11].
Teniendo en cuenta la importancia de este proceso muchos trabajos de investigación
han tratado de manejarlos de diversas maneras [21].
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Algorithm 2.1 Algoritmo Genético
AlgoritmoGenético () {
1. Producir una población inicial.
2. while( Condición de Terminación ) do{
3. Evaluar la aptitud de la población.
4. Seleccionar individuos para la reproducción.
5. Producir nuevos individuos.
6. Generar una nueva población insertando individuos nuevos y descartando individuos
viejos.
7. Mutar algunos individuos
}
2.2. Asignación de Parámetros en los Algoritmos
Genéticos
El problema de la correcta configuración de los parámetros de un Algoritmo Genético
ha sido estudiado arduamente a lo largo de los años, incluso se han hecho clasificaciones
de los Algoritmos Genéticos tomando como punto de referencia la forma en que se asig-
nan los valores de los parámetros dentro de estos. Eiben, Hinterding y Michalewicz [8]
dividen los Algoritmos Genéticos en dos tipos, la configuración de parámetros antes
de la ejecución, la cual se denomina Afinamiento de Parámetros, y la configuración de
parámetros durante la ejecución, llamada Control de Parámetros.
La Afinación de Parámetros es la técnica más utilizada en la actualidad, permitiendo
encontrar parámetros óptimos para un Algoritmo Genético antes de correr el algoritmo
y luego utilizarlos para su ejecución. Los parámetros para un problema pueden no ser
los mejores para otro, es por eso que el Afinamiento de Parámetros debe hacerse para
cada algoritmo genético que se implemente de forma independiente. Existen diferentes
configuraciones de parámetros posibles para un algoritmo [9], en la mayoría de los casos
es necesaria la asesoría de un experto para realizar esta configuración.
El Control de Parámetros permite cambiar los valores de los parámetros del al-
goritmo genético durante su ejecución, buscando un valor óptimo para estos. Eiben
diferencia tres tipos de Control de Parámetros, los determinísticos, los adaptativos y
los auto-adaptativos.
Los Determinísticos efectúan el cambio del valor de los parámetros sin tomar en
cuenta cómo actúa el cambio en el algoritmo, es decir no utiliza retroalimentación. Un
ejemplo de esta técnica, es realizar el cambio de los valores, dependiendo únicamente
del número de iteraciones que lleve ejecutándose el algoritmo.
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Figura 2.1: Asignación de Parámetros en los Algoritmos Genéticos
Los algoritmos adaptativos se describen como los algoritmos que toman alguna for-
ma de retroalimentación y la usan para determinar la dirección y/o magnitud del cambio
de los parámetros que se están controlando.
Los Algoritmos auto-adaptativos son el último tipo de algoritmo descrito. En estos
algoritmos, mientras el algoritmo está evolucionando, los parámetros cambian mediante
otra evolución. Los parámetros son codificados y expuestos a operadores de mutación
y cruce. Para cada una de las iteraciones del algoritmo, el valor de los parámetros es
ajustado, adaptándose al problema que está resolviendo.
La Figura 2.1 agrupa los diferentes métodos utilizados para realizar la asignación de
parámetros en los Algoritmos Genéticos. Actualmente los investigadores del área han
centrado sus investigaciones en los métodos adaptativos, auto-adaptativos y un Híbrido
entre estos. A través de la experimentación se ha demostrado [11] que estos métodos
son adecuados para la construcción de un Algoritmo Genético que realice la correcta
adaptación de sus parámetros independientemente del problema que este resolviendo.
Otra clasificación utilizada por algunos autores [20][14], es un poco más específica
que la expuesta anteriormente. Se dividen las técnicas de adaptación de parámetros en
dos, las técnicas centralizadas y las descentralizadas (Figura 2.2). En las técnicas de con-
trol centralizado, existe una regla definida globalmente que es la encargada de evaluar
la productividad de cada operador iteración por iteración y con esta información realiza
la adaptación de sus parámetros. En las técnicas de control descentralizado, este tipo de
técnicas no tiene una única regla de control sino que utilizan comúnmente estrategias
evolutivas para la adaptación de los parámetros. Cuando un algoritmo reúne caracterís-
ticas de técnicas de control centralizado y descentralizado se le llama algoritmo Híbrido.
Si se comparan las clasificaciones de la Figura 2.1 y la Figura 2.2, se pueden en-
12 CAPÍTULO 2. PRELIMINARES
Figura 2.2: Control de Parámetros en los Algoritmos Genéticos
contrar puntos de similitud entre las dos clasificaciones, la segunda clasificación es más
específica y solo clasifica la Adaptación de Parámetros, a la que en la primera se le llama
Control de Parámetros. La adaptación centralizada y la descentralizada que pertenecen
a la segunda clasificación son similares a la adaptativa y autoadaptativa propuesta
en la primera clasificación y la clasificación híbrida no es contemplada por la primera
clasificación.
2.3. Asignación del Parámetro Tamaño de la Población
El parámetro tamaño de la población es uno de los parámetros necesarios para la eje-
cución de un Algoritmo Genético, este parámetro determina el tamaño de la población
que el algoritmo utilizará para cada una de sus iteraciones, algunos estudios han de-
mostrado que el utilizar un rango de (50 - 100 individuos) para problemas de baja
complejidad es adecuado, pero el tamaño de la población depende de la complejidad
del problema, si la población es demasiado pequeña el algoritmo converge hacia pobres
soluciones, en caso contrario el algoritmo consume recursos de procesamiento muy altos.
El costo computacional de evaluar la función de aptitud de una población es uno de
los principales factores a tener en cuenta, cuando se requiere configurar el tamaño de
la población. Algunos usuarios de algoritmos genéticos desconocen este factor y config-
uran tamaños de la población extremadamente elevados sin prestar mayor importancia
a este proceso, pero cuando se vean enfrentados a problemas donde la evaluación de la
función de aptitud de un individuo es moderadamente alta, se percatan que evaluar en
cada iteración la aptitud de una población de gran tamaño, se puede convertir en una
tarea de nunca acabar. Por esta razón algunos investigadores evalúan técnicas donde se
puedan obtener los beneficios de grandes poblaciones en poblaciones reducidas, uno de
los principales beneficios a rescatar es la diversidad de la población.
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Conscientes de la importancia de realizar una correcta asignación del tamaño de la
población, muchos trabajos de investigación han tratado de manejarlo de diversas man-
eras. Se ha considerado como un problema de toma de decisión estadística en el cual
se buscan ecuaciones que determinen el tamaño de la población de acuerdo a la dimen-
sionalidad y el número de bloques útiles inherentes al problema [20]. Se han diseñado
estrategias de incremento de tamaño de la población basados en criterios de tiempo de
vida [2]. Se han diseñado mecanismos que le permiten al algoritmo la reproducción o
competencia entre individuos de acuerdo al nivel de recursos de los que dispone [27].
Las técnicas que han presentado un mejor desempeño son las llamadas Adaptación de
Parámetros, en las cuales se ha tratado de eliminar el proceso de selección, mediante
la adaptación del parámetro al mismo tiempo que el algoritmo genético está siendo
ejecutado. Los conceptos “Edad y tiempo de vida” y “Competencia entre poblaciones”
han sido los más utilizados para este proceso. A continuación se presenta un resumen
de los principales esquemas de adaptación del tamaño de la población reportados en la
literatura[21]:
GAVaPS (1994)[2]: El algoritmo llamado Genético de Variación del tamaño de la
población (GAVaPS por sus siglas en inglés), fue propuesto por, Arabas, Michalewicz,
y Mulawka, usando el concepto de edad y tiempo de vida. Cuando se crea la
primera generación de individuos, para cada uno de ellos es asignada una edad de
cero, haciendo referencia al nacimiento del individuo. Cada vez que llega una nue-
va generación la edad aumenta en uno. Al mismo tiempo que se crea un individuo
se le asigna un tiempo de vida, que representa cuánto tiempo vivirá el individuo
dentro de la población, cuando su edad llegue a este tiempo de vida, morirá. En
cada generación se escoge a los individuos que se utilizarán para generar nuevos
individuos, a los cuales también se les asigna un tiempo de vida. El tiempo de
vida depende de la comparación entre la aptitud del individuo y el promedio de
aptitud de la población, así, si un individuo tiene mejor valor en su función de ap-
titud tendrá mayor tiempo de vida, dándole mayor posibilidad de generar nuevos
individuos, con sus características.
Estrategia de Adaptación por Competencia de Sub-Poblaciones (1994-1996)[27]:
Schlierkamp-Voosen y Muhlenbein propusieron un esquema en el cual la población
se divide en varias poblaciones, sub-poblaciones, las cuales compiten entre sí por
un recurso, como lo hacen las especies reales por recursos como comida. La com-
petición se simula evolucionando por separado cada una de las poblaciones, esta
evolución se realiza con un algoritmo de búsqueda diferente para cada población.
Cada cierto tiempo las poblaciones compiten entre sí, la población con el mejor
valor de aptitud aumenta su población, mientras las otras lo disminuyen. Du-
rante todo el proceso de evolución, la suma de los tamaños de población de todas
las sub–poblaciones es constante. En 1996, los autores extendieron este esque-
ma agregándole un factor de consumo a cada población, esto con la idea que
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cada algoritmo trabaja mejor con diferentes tamaños de población. Hinterding,
Michalewicz, y Peachey, proponen el Algoritmo Genético Auto Adaptativo (SAGA
por sus siglas en inglés), donde se describe un esquema de adaptación del tamaño
de la población, en el cual existen tres poblaciones diferentes, las cuales son inicial-
izadas con tamaño de población diferente y además utilizan un algoritmo genético
diferente para cada una de estas poblaciones. El mejor valor de aptitud de cada
población es utilizado como criterio de ajuste del tamaño de la población uti-
lizando unas reglas globales (mover-derecha, mover-izquierda, comprimir-derecha,
comprimir-izquierda), las cuales analizan las tres poblaciones y dependiendo del
mejor valor de aptitud de cada población se realiza el crecimiento o reducción del
tamaño de cada una de las poblaciones.
Parameter Less (1999)[17]: Harik y Lobo proponen un nuevo algoritmo en el cual
los parámetros de rata de selección y probabilidad de cruce son afinados con los
valores de 4 y 0.5 respectivamente, el operador genético de mutación no es utiliza-
do por los autores, ellos dedican su mayor esfuerzo en encontrar una estrategia
para asignar el tamaño de la población, esta estrategia consiste en simular un
continuo crecimiento del tamaño de población en busca del tamaño adecuado,
estableciendo múltiples poblaciones de varios tamaños, las poblaciones están en
diferentes estados de evolución en un momento dado, así cada una estas pobla-
ciones estaría en un número de generación diferente. La creación y eliminación
de poblaciones está controlado por un supervisor de promedios de función de ap-
titud, el cual utilizará esta información para seleccionar el tamaño de población
adecuado para el algoritmo.
APGA (2000)[4]: El Algoritmo Genético con Adaptación de Tamaño de Población
(APGA por sus siglas en inglés), fue propuesto por Back, Eiben, y Van der Vaart.
Esta es una variación del algoritmo GAVaPS, que utiliza el concepto de edad y
tiempo de vida, la diferencia con este algoritmo reside en que el individuo con el
mejor valor de aptitud de la población no envejece, es decir, cada vez que se le
aumenta la edad a los individuos, los mejor individuos mantiene su edad, esto hace
que pueda vivir más tiempo que el designado por su tiempo de vida. Para este
algoritmo se designó un MaxLT, máximo tiempo de vida, y un MinLT, mínimo
tiempo de vida, los valores de tiempo de vida están entre 1 y 11, esto porque la
experimentación presento un buen desempeño con MaxLT = 11.
PRoFIGA (2004)[10]: El algoritmo llamado Algoritmo Genético de cambio de
tamaño de población sobre mejoramiento del valor de aptitud (PRoFIGA por
sus siglas en inglés), es un algoritmo genético típico excepto en que el tamaño
de su población puede aumentar o disminuir dependiendo del mejoramiento de la
aptitud de la población. El tamaño de la población crece cuando existe una mejora
en el valor de aptitud de la población o cuando no se mejora en un largo tiempo,
y decrece cuando no ocurre ninguno de los dos casos anteriores, esta disminución
se hace por un pequeño porcentaje (1-5%).
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2.4. Algoritmos Genéticos Paralelos
El algoritmo genético tradicional se describe como una implementación que se realiza
de forma secuencial, en la actualidad nos enfrentamos a problemas cada día más com-
plejos e interesantes que requieren paralelizar los algoritmos genéticos para mejorar su
desempeño[30]. Los algoritmos genéticos paralelos exploran el comportamiento natural
de poblaciones espacialmente distribuidas y permiten ahorrar tiempo de ejecución por
distribución de esfuerzo computacional. Existen clasificaciones [6] que permiten agrupar
estos algoritmos teniendo en cuenta su estrategia de paralelización, estas clasificaciones
coinciden en que la forma general de clasificación es la siguiente:
Algoritmos Penosamente Paralelos: Ejecuta versiones del mismo problema con condi-
ciones iníciales diferentes, cada versión corre sobre un procesador diferente y al final de
todas las ejecuciones, la solución es la mejor de las múltiples ejecuciones independientes.
Algoritmo Genético Paralelo Global: Permite paralelizar la evaluación de la función
de aptitud, ya que dicha evaluación es la que más tiempo consume en el algoritmo,
existe un proceso maestro que distribuye las evaluaciones en los diferentes procesadores
habilitados y recolecta la información de estas evaluaciones para apoyar el proceso nor-
mal del algoritmo genético.
Algoritmo Genético Paralelo de Islas (Grano Grueso): Son implementados en el nivel
del individuo y se caracterizan por separar geográficamente sub-poblaciones de un rela-
tivo tamaño de población, es permitida la migración de individuos de una subpoblación
a otra generando más diversidad en la población, las migraciones se realizan siguiendo
algunos patrones determinados con antelación.
Algoritmo Genético Paralelo de Grillas (Grano Fino): Los individuos son colocados
en una malla de dos dimensiones, un individuo por cada celda. La evaluación de la
aptitud para cada individuo se hace de forma simultánea y la selección y el cruce toma
lugar localmente dentro de cada vecindad. Este modelo permite mantener diversidad en
la población, controlando la convergencia prematura y permitiendo explorar diferentes
porciones del espacio de búsqueda.
2.5. Algoritmo Evolutivo de Adaptación Híbrida
El Algoritmo Evolutivo de Adaptación Híbrida (HAEA por sus siglas en ingles) fue
propuesto por Gómez en [14] y es presentado en el Algoritmo 2.2, este es un algoritmo
evolutivo que desarrolla una técnica de control de parámetros híbrida, en la cual se
mezclan técnicas de control de parámetros centralizadas y descentralizadas, donde cada
individuo es evolucionado independientemente de los otros individuos de la población.
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Algorithm 2.2 Algoritmo Evolutivo de Adaptación Híbrida (HAEA)
HAEA (λ, terminationCondition) {
1. t = 0
2. P0 = initPopulation(λ)
3. while( terminationCondition( t, Pt ) is false ) do{
4. Pt+1= {}
5. for each ind E Pt do {
6. rates = extract rates( ind )
7. δ = random(0,1) // learning rate
8. oper = Op Select( operators, rates )
9. parents = ParentSelection(Pt, ind )
10. offspring = apply( oper, parents )
11. child = Best( offspring, ind )
12. if ( fitness( child ) ¿ fitness( ind ) ) then
13. rates[oper] = (1.0 + δ)*rates[oper]
14. else
15. rates[oper] = (1.0 - δ)*rates[oper]
16. normalize rates( rates )
17. set rates( child, rates )
18. Pt+1= Pt+1U {child}
19. }
20. t = t + 1
21. }
}
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En las generaciones del algoritmo, cada individuo selecciona solo un operador de
un grupo de posibles operadores (línea 8), tales operadores son seleccionados de acuer-
do a una rata del operador codificada en el individuo que será actualizada utilizando
un mecanismo de aprendizaje aleatorio, este mecanismo aleatorio se define localmente
por individuo utilizando la probabilidad del operador genético y una probabilidad de
aprendizaje. Si un operador no-unario es seleccionado, los padres adicionales son se-
leccionados utilizando alguna estrategia de selección (línea 9), entre los descendientes
producidos por el operador genéticos, sólo un individuo es elegido como hijo (línea 11),
y tomará el lugar de su padre en la siguiente generación.
Para garantizar buenos individuos a través de la evolución, HAEA compara los
padres contra la descendencia generada por el operador, el mecanismo de selección de
la función ’Best’ determinará el descendiente que tiene el valor de aptitud más alto
(línea 11). Sin embargo un padre es preservado a través de la evolución, si este es mejor
que todos los posibles individuos generados aplicando el operador genético. Finalmente
las probabilidades de los operadores son adaptadas de acuerdo al rendimiento alcanzado
por la descendencia, comparada con la de sus padres y la probabilidad de aprendizaje
generada (línea 17).
2.6. Autómata Celular
Los autómatas celulares (AC’s) son modelos matemáticos que fueron introducidos a
finales de los años 50’s por John Von Neumann [24], con el objetivo de crear un modelo
real del comportamiento de sistemas extensos y complejos, mediante la integración de
células finitas, que interactúan de acuerdo a reglas simples. Estos modelos se han uti-
lizado para modelar sistemas de diferentes disciplinas [7]. Un Autómata celular se puede
definir utilizando tres elementos: Superficie, Vecindad y Reglas de Evolución o también
llamadas de Transición de Estados. A continuación se describen estos elementos:
Superficie. Espacio n-dimensional dividido en un numero de sub-espacios homogé-
neos conocidos como celdas, cada celda puede estar en uno de un conjunto finito
o numerable de estados. Una de las superficies más conocidas es la de dos di-
mensiones toroidal de N x M celdas. Cada una de esas celdas tiene dos posibles
estados (activo o inactivo).
Vecindad. La vecindad de una celda está definida por un grupo de sus celdas
cercanas. Tal grupo de celdas influencian la manera de cómo una celda del AC
cambia de estado. Dos de las más conocidas vecindades son Von Neumann y
Moore (ver Figura 2.3).
Reglas de Evolución. Grupo de reglas que determinan el estado de una celda en
el AC de acuerdo al comportamiento de la celda con su vecindad, las reglas son
aplicadas sincrónica o asincrónicamente para cada una de las celdas del autómata.
Una de las reglas más conocidas es la regla del ‹Juego de la vida›[23].
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Figura 2.3: Vecindades en el Autómata Celular. a. Von Neumann. b. Moore.
2.7. Explosiones Cámbricas y Extinciones Masivas
Las Explosiones Cámbricas y Extinciones Masivas son procesos o periodos naturales
que modificaron el proceso evolutivo de las especies[26], en los dos casos generaron in-
dividuos mejor equipados. A continuación son presentados estos procesos naturales,
permitiendo vislumbrar como estos conceptos podrían ser introducidos en el mundo de
la computación evolutiva.
Explosiones Cámbricas: Desde sus inicios, la vida en el planeta tierra inicia una
carrera de cambios y adaptaciones de forma imparable. Las Explosiones Cám-
bricas sostienen que hace unos 545 millones de años, el proceso de evolución del
planeta se vio afectado por una explosión espontánea de diversidad, las formas
vivas se propagaron con rapidez adaptándose al medio, los seres vivos se hicieron
más complejos aumentando su diversificación y posibilidades de adaptación. Las
nuevas especies eran más complejas y sofisticadas, incluso se hicieron sociables
dando lugar a comportamientos que favorecían la supervivencia del grupo por
encima de la del individuo. Esta explosión de diversidad se relaciona con la gen-
eración de la mayoría de los principales grupos de animales que conocemos hoy
día.
Extinciones Masivas: Desde que surgiera el primer ser vivo hasta nuestros días,
factores terrestres y extraterrestres han marcaron épocas de grandes cambios;
un fuerte descenso en el número de especies en un relativo corto tiempo, afec-
to la mayoría de los principales grupos taxonómicos presentes en el momento;
millones de especies desaparecieron para siempre en estos periodos marcados por
una inusual mortandad denomina extinción masiva. Los ecosistemas del planeta
fueron destruidos, pero siempre quedaron plantas y animales como punto de par-
tida para una nueva diversificación; los organismos sobrevivientes tuvieron que
esforzarse para recuperarse y en la mayoría de los casos fue acelerado el proceso
de evolución desarrollando individuos más aptos.
2.8. Resumen
En este capítulo, fueron presentados los conceptos introductorios necesarios para la
comprensión y análisis de modelos que serán presentados en capítulos posteriores. Ini-
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cialmente se realiza una descripción de los Algoritmos Genéticos, realizando un análisis
exhaustivo de las técnicas de asignación de parámetros para este tipo de algoritmos.
La asignación del parámetro tamaño de la población se estudia ampliamente y se pre-
senta un resumen de sus principales esquemas de adaptación reportados en la literatura.
También es presentada una descripción del Algoritmo Evolutivo de Adaptación Híbrida
(HAEA), ya que este algoritmo será extendido en capítulos posteriores, para que además
de adaptar sus operadores genéticos, tambien adapte el tamaño de su población.
Finalmente se realiza una descripción de los "Algoritmos Genéticos Paralelos", "Autó-
matas Celulares" y las "Explosiones Cámbricas y Extinciones Masivas". Estos conceptos
que aunque parecen aislados, se conectarán en capítulos posteriores para la construc-
ción de un modelo unificado de adaptación del parámetro tamaño de la población en
los Algoritmos Genéticos.
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Capítulo 3
Modelo de Población Celular
3.1. Introducción
Un Algoritmo Genético capaz de auto-adaptar sus parámetros es un caso ideal de im-
plementación, porque los usuarios eliminan el proceso de configuración de parámetros.
Un modelo de estas características es catalogado como de alta complejidad, teniendo
en cuenta que existen diversos factores que deben ser considerados en la asignación de
estos parámetros, así como la modelación de las relaciones entre estos. Por esta razón
investigadores en esta área, se han concentrado en la adaptación de cada uno de estos
parámetros de forma independiente, explorando diversas estrategias que permitan vis-
lumbrar la construcción de un algoritmo genético completamente auto-adaptable.
Este capítulo describe un modelo de adaptación para el parámetro "Tamaño de la
Población", que utiliza como caso de estudio los Algoritmos Genéticos. El modelo de
Población Celular presentado, combina un Algoritmo Genético con un Autómata Celu-
lar, permitiendo que los individuos puedan ser organizados en una grilla bidimensional.
En cada iteración del algoritmo, los individuos son considerados activos o inactivos
de acuerdo a una regla de transición de estados que utiliza el autómata celular. Este
esquema poblacional permite mantener diversidad en la población y determinar au-
tomáticamente el tamaño de la población.
3.2. Distribución Espacial
Los Algoritmos Genéticos tradicionales generan procesos evolutivos en su población
indiferentemente de la ubicación espacial de sus individuos, existen Algoritmos Genéti-
cos más elaborados llamados "Paralelos de Grillas" o de "Grano Fino", que ubican a
sus individuos en una malla de dos dimensiones donde cada uno tiene asignada una
celda. El modelo de Población Celular introducido en este capítulo abstrae el diseño
conceptual de los Algoritmos "Paralelos de Grillas" y permite aplicar estos conceptos
para el diseño de un modelo de población celular.
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Figura 3.1: Población Celular
El modelo de población celular combina el funcionamiento de un Algoritmo Genético
tradicional con un modelo de Autómata Celular. La población es organizada en una
grilla bidimensional toroidal donde cada individuo de la población tiene una celda que
lo representa en el Autómata Celular (Figura 3.1), cada celda puede tener uno de dos
posibles estados (Activo ó Inactivo) y el número total de celdas de la grilla determina
el máximo número de individuos activos que podría tener la población.
3.3. Vecindad y Transición de Estados
El concepto de vecindad es aplicado para cada una de las celdas del Autómata Celu-
lar, donde el vecindario de una celda está definido por un conjunto de celdas cercanas
que están configuradas en una topología establecida previamente. Tal grupo de celdas
determinan el cambio de estado de la celda dueña de esta vecindad.
La superficie que utiliza el Autómata Celular es bidimensional y toroidal, esto sig-
nifica que cuando se aplique el concepto de vecindad a celdas que se encuentran en las
fronteras del autómata, la vecindad será completada con celdas de la frontera contraria.
Por ejemplo, cuando una celda se encuentra en la última posición de la derecha, la celda
siguiente será la primera de la izquierda; en el caso en que la celda se encuentre en la
última posición de abajo, la celda siguiente será la primera de arriba.
Para la ejecución del Autómata Celular es necesario configurar una topología de vecin-
dad y las reglas de transición de estados a utilizar, estas reglas de transición definen
cuales individuos se encontrarán activos y serán expuestos al proceso de evolución para
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Figura 3.2: Selección de Padres del Individuo X
cada una de las iteraciones del Algoritmo Genético.
Un ejemplo de regla de transición de estados es el clásico "Juego de la Vida", fue
desarrollado por John en 1970 [23] y define un conjunto de reglas para simular la su-
pervivencia de individuos. Este conjunto de reglas utiliza como vecindad a Moore de
radio 1. El conjunto de reglas es listado a continuación:
Cada celda en estado activo con dos o tres celdas vecinas en estado activo sobrevive
a la siguiente generación.
Cada celda en estado activo con ninguna, una, o más de tres celdas en estado
activo a su alrededor pasa a estar no activo.
Cada celda en estado activo con tres celdas vecinas en estado activo resucita en
la siguiente generación.
3.4. Esquema de Selección
Los Algoritmos Genéticos en cada una de sus iteraciones, exponen a sus individuos
a procesos de selección en los cuales el principal factor a tener en cuenta es el valor asig-
nado a los individuos por su función de aptitud. Los Algoritmos Genéticos "Paralelos
de Grillas" utilizan un esquema de selección local donde la ubicación geográfica influye
en el proceso de selección, este tipo de selección es utilizado como marco de trabajo
para el modelo de Población Celular.
El esquema de selección local a utilizar, se sale del esquema de selección clásico y
global de los Algoritmos Genéticos. Los padres candidatos de un individuo son selec-
cionados de los individuos activos en la vecindad, este grupo de posibles padres son
expuestos a un esquema de selección (Elitismo, ruleta, torneo, etc) donde se determi-
narán los padres del individuo. Cuando no existan padres activos en la vecindad el
individuo es clonado como padre. Este esquema tiene la ventaja de reducir la acción del
cruce, puesto que los individuos no son capaces de interactuar con toda la población.
La Figura 3.2 muestra un ejemplo de los padres candidatos para el individuo X cuando
en la vecindad de Moore es definida para el Autómata Celular.
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Algorithm 3.1 Población Celular
PoblaciónCelular (CellularAutomata ca, terminationCondition cond) {
1. t = 0
2. Po = initPopulation (ca.getNumberCell ())
3. while (terminationCondition (t, Pt) is false) do {
4. Pt+1 = {}
5. for (each ind of Pt)and(ca.getStatus(ind)==ACTIVE) do {
6. oper = Op_Select (ind, operators)
7. parents = ParentSelection (Pt, ind, ca)
8. offspring = apply (oper, parents)
9. child = Best (offspring, ind)
10. updateRates( child )
11. Pt+1 = Pt+1 U {child}
12. }
13. ca.update_state()
14. t = t + 1
15. }
}
3.5. Adaptación del Parámetro Tamaño de la Población
El modelo "Población Celular" propuesto, presenta un esquema de adaptación del
parámetro tamaño de la población para los Algoritmos Genéticos. En cada iteración
del Algoritmo Genético solo los individuos en estado activo son expuestos al proceso de
evolución, el tamaño de la población para cada generación del Algoritmo Genético, está
definido por la suma de los individuos activos en el autómata celular. La ubicación ge-
ográfica de los individuos permite implementar principios de evolución al interior de la
población, guiando esta evolución por la relación de los individuos con sus vecindades y
su ambiente. Adicionalmente será el encargado de soportar modelos posteriores diseña-
dos en este documento, que se articularán posteriormente en la búsqueda de un modelo
unificado de Algoritmo Evolutivo completo y correcto con adaptación del parámetro
tamaño de la población. El modelo “Población Celular” se presenta en el Algoritmo 3.1.
El método initPopulation, de la línea 2, crea la población del Algoritmo Genético
con un tamaño igual al número de celdas que tiene el Autómata Celular (ca), los in-
dividuos se inician de forma aleatoria con estado activo o inactivo. Por ejemplo, si el
autómata celular contiene 10 x 10 celdas, el tamaño de la población máximo es de 100
individuos.
Independientemente de si el tamaño máximo de la población es constante, la población
que es evolucionada por iteración depende de la dinámica del Autómata Celular (línea
5); solo los individuos que están activos son expuestos al proceso de evolución. De esta
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Algorithm 3.2 Función de Actualización de Estados en el Autómata Celular
UPDATE_STATE () {
1. caTemp = ca.clone();
2. for (y = 0; y < ca.sizeY(); y++) {
3. for (x = 0; x < ca.sizeX(); x++) {
4. neighborhood.init(caTemp, x, y)
5. ca [x][y] = rule(neighborhood)
6. }
7.}
}
manera el Algoritmo Genético es capaz de reducir el costo computacional por iteración
(no todos los individuos son evaluados) mientras que se conserva diversidad (Retardan-
do la convergencia prematura).
En el modelo de "Población Celular" cada individuo es evolucionado independiente-
mente, siguiendo el orden individual de la población como en HAEA. En cada generación
es seleccionado solo un operador a utilizar de un grupo de posibles operadores (línea
6). El operador es seleccionado de acuerdo a la rata del operador codificada en el in-
dividuo, ver [14]. Cuando un operador de aridad mayor a uno es aplicado, los padres
son seleccionados considerando al individuo que es evolucionado como el primer padre,
la selección del padre o padres adicionales se realiza entre los individuos que están
activos en la vecindad durante la generación evolutiva (ver línea 7). El esquema de
selección local utilizado, se sale de la clásica y global selección de padres tradicional en
los algoritmos Genéticos. Después de determinar el grupo de padres candidatos, algún
esquema de selección (Elitismo, ruleta, torneo, etc) puede ser aplicado para determi-
nar los padres del individuo. Este esquema tiene la clara ventaja de reducir la acción
del cruce, puesto que los individuos no son capaces de interactuar con toda la población.
Cuando un hijo es producido (línea 8), este es comparado contra sus padres (com-
parando la función de aptitud de cada uno) en orden de determinar si puede tener un
lugar en la población (línea 9) y determinar la productividad del operador (línea 10).
El operador es recompensado si el hijo es mejor que su padre y penalizado si es peor.
La magnitud de la recompensa o penalización está definida por una rata de aprendizaje
que es generada de forma aleatoria. Las ratas de los operadores son computadas, nor-
malizadas y asignadas al individuo que avanza a una siguiente generación (línea 11).
Finalmente, el Autómata Celular es actualizado de acuerdo a sus reglas de actual-
ización de estados (línea 13). De esta manera algunos individuos se activaran mientras
que otros se inactivaran independientemente de la evaluación de su función de aptitud.
El Algoritmo 3.2 describe en detalle cómo se realiza la actualización de estados en el
autómata celular. En la línea 1 se realiza una copia de la grilla del autómata, esta
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copia determina el estado actual de las celdas y será utilizada como punto de referencia
para realizar la actualización de estados. Para cada una de las celdas se construye su
vecindad (línea 4) y sobre esta vecindad es aplicada la regla de actualización de estados
que determinará el nuevo estado de la celda (línea 5). Este esquema le permitirá al
Algoritmo Evolutivo simular alguna clase de tiempo de vida de los individuos, solo los
individuos activos avanzan en su proceso de evolución, razón por la cual se encontrarán
individuos en diferentes estados de evolución para cada generación del algoritmo.
3.6. Resultados Experimentales
El modelo de "Población Celular" es analizado utilizando tres configuraciones de
reglas de transición de estados para el autómata celular. Los experimentos reportados
presentan el desempeño del modelo aplicando funciones de aptitud conocidas y estos
resultados son comparados con experimentos tomados de la literatura. Una codificación
binaria es utilizada para estos experimentos, donde parte de la solución es codificada
en una cadena de símbolos binarios [18].
3.6.1. Funciones de Prueba
Fueron utilizadas cuatro funciones de Aptitud conocidas: La función MaxOnes (100
bits) donde la aptitud de un individuo está definida por el número de bits que tiene con
valor de 1. La función ten deceptive order-3 y ten bounded deceptive order-4 desarrol-
ladas por Goldberg en [13] y el función Royal Road (8 x 8) desarrollada por Forrest y
Mitchell [12].
3.6.2. Configuración de Grilla
El tamaño configurado para la grilla del autómata celular, determina el tamaño
máximo sobre el cual podrá oscilar el tamaño de la población del Algoritmo Genético.
La figura 3.3 presenta un análisis de cinco diferentes configuraciones de tamaño de la
grilla para el Autómata Celular, permitiendo explorar el desempeño de su función de
transición de estados (Juego de la Vida).
Los experimentos reportan que el número de celdas activas disminuye de forma uni-
forme para las diferentes configuraciones, las grillas de 10X10 y 15X15 presentan muy
pocas celdas activas para cada iteración del Autómata, mientras que las grillas de 25X25
y 30X30 muestran un número más alto de celdas activas, pero estas últimas necesitan
un número muy alto de celdas en la grilla. El tamaño de grilla a utilizar para los ex-
perimentos será de 21X21, este valor es adecuado para no comprometer la diversidad
de la población por utilizar grillas con demasiadas celdas, adicionalmente este valor
evitará la extinción de celdas activas asegurando población activa para un mínimo de
200 iteraciones del Algoritmo Genético.
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Figura 3.3: Grilla - Autómata Celular
3.6.3. Configuración de los Experimentos
Para cada función de aptitud, un Autómata Celular de 21x21 celdas fue usado,
para un total 441 individuos que conformarán la población, algunos de estos individuos
estarán activos mientras que otros estarán inactivos. El estado inicial del Autómata
Celular estará definido por lo siguiente: Cada celda tiene entre 30% y 40% de probabil-
idad de estar en estado activo. Estas probabilidades fueron fijadas después de analizar
el desempeño del Autómata Celular con diferentes ratas y diferentes reglas de evolu-
ción. Cuando estas probabilidades fueron asignadas fuera de estos rangos el Autómata
Celular tiende a inactivar todos los individuos.
El Algoritmo Genético fue ejecutado para un máximo de 200 generaciones. Un tor-
neo de tamaño 4 fue aplicado para determinan los padres adicionales del cruce en
la vecindad. Los resultados reportados son el promedio de 30 diferentes corridas del
algoritmo. Los resultados fueron obtenidos utilizando tres bien conocidos operadores
genéticos: mutación de punto simple, cruce de punto simple y transposición simple. En
la mutación de punto simple, un bit de la solución es seleccionado con una distribución
uniforme. Este operador siempre modifica el genotipo cambiando únicamente el punto
de bit. El cruce de punto simple corta la solución en un punto que es seleccionado de
forma aleatoria, los padres son divididos en dos partes (izquierda y derecha) utilizando
tal punto de corte, la parte izquierda de un padre es combinada con la parte derecha del
otro. En el operador de transposición simple dos puntos en la solución son seleccionados
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de forma aleatoria y los genes entre estos puntos son transpuestos. [28].
Tres diferentes versiones del juego de la vida de Conway son comparados (todas las
reglas utilizan la vecindad de Moore de radio uno): La original regla del Juego de la
vida, el juego de la vida utilizando celdas egoístas y una propia variación del juego de
la vida. El juego de la Vida (GOL) fue desarrollado por John Horton Conway en 1970,
se definen reglas de supervivencia que observamos a continuación:
Cada célula viva con dos o tres células vecinas vivas sobrevive a la siguiente
generación.
Cada célula viva con ninguna, una, o más de tres células vivas a su alrededor pasa
a estar muerta.
Cada célula muerta con tres células vecinas vivas resucita en la siguiente gen-
eración.
El Juego de la vida con egoístas (GOL-UNO) fue introducido en [19]. La modificación
al juego de la vida introduce individuos egoístas al interior de la población, las reglas
modificadas del juego de la vida para los individuos egoístas son las siguientes:
Cuando un individuo está rodeado por cuatro o más vecinos, no muere sino mata
un numero apropiado de sus vecinos hasta que solo tiene tres para sobrevivir.
Este proceso de eliminar vecinos se realiza siguiendo la dirección de las mancilla
del reloj iniciando en la parte superior izquierda. Por cada iteración en que el
individuo mata a sus vecinos, el individuo incrementa su factor de vitalidad en
uno.
Cuando se está rodeado por 0 o 1 vecino en lugar de morir en todas las ocasiones
el puede sobrevivir si tiene un factor de vitalidad mayor o igual a 1. Por cada
iteración que sobrevive el individuo su factor de vitalidad disminuye en uno.
Si el individuo esta no activo y tiene 3 o 4 vecinos activos, entonces el individuo
sobrevive.
Una propia variación al Juego de Vida (GOL-DOS) modifica la regla de nacimientos del
tradicional, activando una celda si tiene dos y nos tres celdas activas en su vecindad.
3.6.4. Resultados
Las figuras 3.4 a 3.7 muestran el desempeño experimentado para cada una de las
variantes presentadas y la evolución promedio del tamaño de la población generación
por generación. La parte izquierda de estas figuras muestra el desempeño promedio
del mejor individuo, el peor individuo y el promedio de la población después de cierto
número de evaluaciones de la función de aptitud. La parte derecha de las figuras pre-
senta el comportamiento del tamaño de la población para cada iteración del Algoritmo
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Genético.
Claramente, el modelo propuesto es capaz de mantener alta diversidad en la población
mientras encuentra una buena ó óptima solución. Sin embargo, la variación diseñada del
juego de la vida (GOL-DOS) es una de las que presenta un menor desempeño a través
de las diferentes funciones de prueba. Este es el resultado de utilizar una regla de actu-
alización de estados que mantiene muy estable el tamaño de la población, con un alto
número de individuos activos generación por generación (alrededor de 150 individuos
activos). Ver figuras 3.4.f a 3.7.f. Sin embargo la diversidad que mantiene GOL-DOS es
más alta que la diversidad mantenida por HAEA (en alrededor de 5000 evaluaciones de
su función de aptitud, la población en HAEA converge a la solución óptima).
De otro lado, la variación que tiene un alto nivel de diversidad es el juego de la
vida con egoístas (GOL-UNO), las celdas egoístas tienden a permanecer activas inde-
pendientemente de su función de aptitud, de esta manera, ellas están capacitadas para
mantener su genotipo original por largos periodos de tiempo (inactivando vecinos y re-
duciendo la acción del cruce), esta variación mantiene la población activa estable entre
110 y 130 individuos, ver figura 3.4.d a 3.7.d. Cuando el original Juego de la Vida (GOL)
es usado por el modelo propuesto, la diversidad de la población se mantiene a través del
proceso evolutivo independientemente del tamaño de la población activa, disminuyendo
hasta un valor de 30 individuos (menos del 10% del tamaño de la población), ver figura
3.4.b a 3.7.b. Sin embargo GOL permite encontrar una solución óptima casi para todas
las funciones de prueba, en muy pocas evaluaciones de la función de aptitud (menos
de 10000). Claramente es posible encontrar una solución óptima sin comprometer la
diversidad de la población.
Finalmente la Tabla 3.1 presenta el desempeño de GOL, GOL-UNO y GOL-DOS
comparado con algunos resultados reportados en la literatura, específicamente resulta-
dos de HAEA. El valor de ‹a›±‹b›[‹c›] son valores asociados al mejor individuo prome-
dio evolucionado por la técnica, donde ‹a› es el valor de la aptitud en promedio, ‹b› la
desviación estándar y ‹c› es el promedio de evaluaciones de la función de aptitud. Los
resultados reportados en la Tabla 3.1 muestran que GOL, GOL-UNO y GOL-DOS son
superados por HAEA cuando consideramos el número de evaluaciones de la función de
aptitud. Sin embargo GOL tiene la ventaja de mantener individuos en diferentes esta-
dos de evolución mientras encuentra buenas ó óptimas soluciones. Aunque GOL-UNO
y GOL-DOS encuentran buenas soluciones, GOL-DOS mantiene un número muy alto
de individuos por iteración, manteniendo poca diversidad en la población y GOL-UNO
adiciona un parámetro extra que indica la probabilidad de inicialización de celdas egoís-
tas en el autómata y esto no es bueno cuando se está intentando eliminar un parámetro.
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Figura 3.4: Función de aptitud MaxOnes y evolución de la población. (a-b) Juego de la
vida, (c-d) Juego de la vida con egoístas (e-f) juego de la vida propio y (g-h) HAEA.
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Figura 3.5: Función de aptitud Royal Road y evolución de la población. (a-b) Juego de
la vida, (c-d) Juego de la vida con egoístas (e-f) juego de la vida propio y (g-h) HAEA.
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Figura 3.6: Función de aptitud Deceptive-3 y evolución de la población. (a-b) Juego de
la vida, (c-d) Juego de la vida con egoístas (e-f) juego de la vida propio y (g-h) HAEA.
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Figura 3.7: Función de aptitud Deceptive-4 y evolución de la población. (a-b) Juego de
la vida, (c-d) Juego de la vida con egoístas (e-f) juego de la vida propio y (g-h) HAEA.
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MaxOnes Royal Road Deceptive-3 Deceptiva-4
GOL 100±0.0[8440] 61.9±5.4[9989] 300±0.0[9025] 40±0.0[8108]
GOL-UNO 100±0.0[12975] 61.9±4.5[10587] 300±0.0[9409] 40±0.0[11097]
GOL-DOS 100±0.0[17543] 61.6±4.2[12472] 300±0.0[11698] 40±0.0[24313]
HAEA 100±0.0[3900] 64±0.0[4900] 300±0.0[3400] 40±0.0[3500]
GGA 100±0.0[4800] 49.52±9.24[10000] 293.52±3.01[10000] 37.08±1.29[2900]
SSGA 100±0.0[2800] 48.24±9.01[10000] 288.56±3.08[2000] 35.00±1.38[1100]
T-GGA 99.96±0.20[7714] 35.52±6.02[7804] 289.68±2.41[5960]
T-SSGA 100±0.0[2172] 40.64±7.25[3786] 289.12±3.08[3506]
T-D-SSGA 99.52±0.64[8438] 31.36±6.16[60.86] 289.12±2.83[5306]
T-D-SSGA 100±0.0[2791] 29.76±8.32[2428] 289.32±2.61[2555]
GA 100±0.0[2500] 14.00[10000]
PL-GA 100±0.0[7400] 28.00[10000]
Cuadro 3.1: Comparación del modelo de "Población Celular" y algunas aproximaciones
reportadas en la literatura (tomadas de [14])
3.7. Resumen
El modelo de Población Celular propuesto, utiliza un autómata celular para definir
el concepto de activo o inactivo en los individuos del Algoritmo Genético, así como
el concepto de selección local de padres para el proceso de evolución. Tales conceptos
permiten que el proceso de evolución mantenga diversidad en la población mientras se
está en la búsqueda de una solución óptima y automáticamente determine el tamaño
de la población para cada iteración del algoritmo. Los experimentos mostraron que es
posible encontrar buenas soluciones cuando los individuos no solo se mantienen dentro
de la población por su valor de aptitud, sino por conceptos y actividades dadas por
el ambiente en el cual se encuentran los individuos y las relaciones que pueden existir
entre estos.
Sin embargo, aunque las pruebas experimentales demostraron el buen desempeño del
modelo de "Población Celular", también fue percibido lo susceptible que puede ser este
modelo a los procesos caóticos que puede sufrir el autómata celular, como son la ex-
tinción y sobrepoblación de celdas activas; para lo cual se hizo necesario inicializar las
celdas del autómata con porcentaje de activación entre 30% y 40%. El capítulo 4 pre-
sentará un modelo de Explosiones Cámbricas y Extinciones Masivas para controlar los
procesos caóticos que pueden tener lugar en el autómata celular y con esto asegurar
población activa para todas las iteraciones del Algoritmo Genético.
Capítulo 4
Modelo de Explosiones Cámbricas y
Extinciones Masivas
4.1. Introducción
El modelo de "Población Celular" presentado en el capítulo 3, realiza la de Adaptación
del parámetro "Tamaño de la Población" combinando un Algoritmo Genético con un
Autómata Celular. Aunque las pruebas experimentales demostraron su alta competitivi-
dad al enfrentarse a diferentes funciones de aptitud así como su alto grado de diversidad
en la población mientras el tamaño de la población era adaptado, también fue percibido
lo susceptible que puede ser este modelo a los procesos caóticos que puede sufrir el autó-
mata celular, como son la extinción y sobrepoblación de celdas activas; para lo cual es
necesario inicializar las celdas del autómata con un determinado porcentaje de acti-
vación, permitiendo mitigar en gran medida el efecto de estos procesos.
Las Explosiones Cámbricas y Extinciones Masivas, son considerados procesos o perio-
dos naturales que modificaron el proceso evolutivo de las especies en el planeta tierra,
afectando positivamente el mejoramiento de las especies. Estos conceptos son la in-
spiración de un nuevo modelo de adaptación del parámetro "Tamaño de la Población" a
presentar en este capítulo. Este nuevo modelo extiende el modelo de "Población Celular"
presentado en el Capitulo 3, en la búsqueda de un modelo robusto de adaptación del
parámetro "Tamaño de la Población".
El modelo de Adaptación del parámetro "Tamaño de la Población" inspirado en "Ex-
plosiones Cámbricas y Extinciones Masivas" permite controlar la extinción y sobre-
población de celdas activas, indiferentemente de los procesos caóticos que puedan tener
lugar en el autómata celular que apoya este proceso de adaptación. El modelo unifica-
do es expuesto a diferentes funciones de aptitud de dominio binario y real, así como
problemas del agente viajero.
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Figura 4.1: Explosión Cámbrica
Figura 4.2: Patrón R-Pentonimo
4.2. Explosiones Cámbricas
El modelo de Explosiones Cámbricas tiene por finalidad controlar el proceso caóti-
co de extinción de celdas activas en el autómata celular, evitando la extinción de la
población del Algoritmo Genético. La ocurrencia de una explosión cámbrica (Figura
4.1) en el autómata celular está asociada a una probabilidad que depende del número
total de celdas del autómata y el tamaño de la población activa. Entre más pequeño se
encuentre el tamaño de la población activa, más alta será la probabilidad de ocurrencia
de una Explosión Cámbrica. La ecuación 4.1 describe la probabilidad de ocurrencia de
una Explosión Cámbrica para la iteración t del Algoritmo Genético.
pc,t (ca) = 1− |activo (ca)||ca| (4.1)
La función |activo (ca)| determina el número de individuos activos en la iteración
t y |ca| determina el tamaño de la grilla del Autómata Celular. Una Explosión Cám-
brica es implementada en los siguientes tres pasos: Primero, una celda en el autómata
es seleccionada aleatoriamente, segundo, un patrón de crecimiento de celdas activas
es construido a partir de la celda que fue seleccionada aleatoriamente y su vecindad.
Finalmente el estado de las celdas y su vecindad son remplazados por el patrón.
Después de comparar el desempeño individual de varios patrones (r-pentonimo, bee-
hive, boat, ship, loaf, square) presentes en la evolución de la regla del “Juego de la
Vida”, el patrón llamado “r-pentonimo” (Figura 4.2) fue seleccionado como patrón de
crecimiento para la implementación de las Explosiones Cámbricas, este patrón presentó
un mejor desempeño como generador de celdas activas en el autómata celular, evitando
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Figura 4.3: Extinción Masiva
con esto la extinción de la población activa.
4.3. Extinciones Masivas
Cuando las celdas activas en el autómata celular aumentan en gran medida, es
necesario inactivar un número de estas celdas para que no se vea afectada la diversidad
de la población, al mantener un número muy alto de individuos en cada iteración, este
proceso es considerado una Extinción Masiva (ver Figura 4.3). La ocurrencia de una
Extinción Masiva está asociada a una probabilidad que depende del número total de
celdas del autómata celular y el tamaño de la población activa. Entre más elevado se
encuentre el tamaño de la población activa más alta será la probabilidad de ejecución
de una Extinción Masiva. La ecuación 4.2 presenta la probabilidad de ocurrencia de
una extinción masiva para la iteración t del Algoritmo Genético.
pm,t (ca) =
|activo (ca)|
|ca| (4.2)
La función |activo (ca)|determina el número de individuos activos en la iteración t y
|ca| determina el tamaño de la grilla del Autómata Celular. Una Extinción Masiva ocurre
de acuerdo a su probabilidad de activación en alguna iteración del Algoritmo Genético,
su implementación se realiza seleccionando una celda aleatoriamente en el Autómata
Celular y generando a partir de esta celta aleatoria la vecindad Von Neumann de radio
(r) 6 como estrategia de extinción, la ejecución de la extinción generará 2r(r + 1) + 1
celdas inactivas, controlando la sobrepoblación de celdas activas en el autómata celular.
4.4. Adaptación del Parámetro Tamaño de la Población
El modelo unificado de Explosiones Cámbricas y Extinciones Masivas propuesto
(CAHAEA), presenta un esquema de adaptación del parámetro tamaño de la población
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Algorithm 4.1 Función de Actualización de Estados, implementando Explosiones
Cámbricas y Extinciones Masivas
UPDATE_STATE () {
1. caTemp = ca.clone();
2. for (y = 0; y < ca.sizeY(); y++) {
3. for (x = 0; x < ca.sizeX(); x++) {
4. neighborhood.init(caTemp, x, y)
5. ca [x][y] = rule(neighborhood)
6. }
7.}
8. Pc = 1− |activo(ca)||ca|
9. δc = random(0,1)
10. if(δc<= Pc){
11. xc = rand.generate(1, ca.sizeX());
12. yc = rand.generate(1, ca.sizeY());
13. cambric.apply(ca, xc,yc);
14. }
15.Pm = |activo(ca)||ca|
16. δm = random(0,1)
17. if(δm<= Pm){
18. xm = random(1, ca.sizeX());
19. ym= random(1, ca.sizeY());
20. massive.apply(ca, xm,ym);
21. }
}
para los Algoritmos Genéticos. El nuevo modelo es un diseño mejorado que extiende
el modelo de "Población Celular" descrito en el capítulo 3. Los procesos caóticos que
pueden producirse en el autómata celular como son la extinción y sobrepoblación de
celdas activas, son controlados con este nuevo modelo.
El Algoritmo 3.1 que describe el modelo de "Población Celular" fue alterado en su línea
13. La función UPDATE_STATE fue modificada para no solo realizar la transición de
estados de las celdas del autómata celular, sino que adicionalmente se implemente un
modelo de Explosiones Cámbricas y Extinciones Masivas.
El Algoritmo 4.1 describe la nueva función UPDATE_STATE donde se implementa
el modelo de Explosiones Cámbricas y Extinciones Masivas. La línea 1 realiza una
copia de la grilla bidimensional que define el estado en el cual se encuentran los indi-
viduos del Algoritmo Genético. Para cada una de las celdas en el autómata celular se
construye una vecindad (línea 4) sobre la cual será aplicada una regla de transición de
estados predefinida en el autómata, que determinará el nuevo estado asignado para esta
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celda (línea 5.). Las líneas 1 - 5 son las mismas que utiliza la función de actualización
de estados en el modelo de "Población Celular".
La implementación de una posible Explosión Cámbrica ó Extinción Masiva dependen
de una probabilidad que es calculada en las líneas 8 y 15 respectivamente. Un número
aleatorio entre 0 y 1 determinará la ejecución de la Explosión Cámbrica si cumple con
la probabilidad anteriormente calculada (línea 10), esto ocurre de forma similar para
una Extinción Masiva (línea 17). Cuando una Explosión Cámbrica o Extinción Masiva
debe ser ejecutada, son seleccionadas las coordenadas de su implementación de forma
aleatoria (línea 11-12 ó línea 18-19). Finalmente la ejecución de estos modelos es real-
izada en la línea 13 para las Explosiones Cámbricas o en la línea 20 para las Extinciones
Cámbricas.
Es de aclarar que las Explosiones Cámbricas y Extinciones Masivas no son modelos
excluyentes, en una misma iteración los modelos pueden ser ejecutados simultánea-
mente. El diseño de estos modelos no depende de la comparación de los valores de
aptitud de los individuos. Los modelos emergen por la relación de los individuos con
sus vecindades.
4.5. Resultados Experimentales
El modelo de Explosiones Cámbricas y Extinciones Masivas (CAHAEA) se analiza
utilizando funciones de codificación binaria y de dominio en los reales[3]. Los experi-
mentos son comparados con resultados reportados en la literatura, adicionalmente es
utilizado un Algoritmo Genético Paralelo de Grilla (HAEAPLL) y HAEA para estas
comparaciones.
4.5.1. Funciones de Prueba
4.5.1.1. Dominio Binario
Son utilizadas cuatro funciones de prueba: La función MaxOnes (100 bits) donde
la aptitud de un individuo está definida por el número de bits que tiene con valor de
1. La función ten deceptive order-3 y ten bounded deceptive order-4 desarrolladas por
Goldberg en [13] y el función Royal Road (8 x 8) desarrollada por Forrest y Mitchell
[12].
4.5.1.2. Dominio Real
Son utilizadas cuatro funciones de dominio real reportadas en la Tabla 4.1, cada una
de estas funciones permite analizar el desempeño del modelo de "Explosiones Cámbricas
y Extinciones Masivas" y aunque las funciones de aptitud son de dominio real, los
experimentos reportados utilizan codificación binaria para modelar estas funciones.
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Nombre Función Región Factible
Rosenbrock f(x) = 100 ∗ (x21 − x2)2 + (1− x1)2 −2,048≤xi≤2,048
Schwefel f(x) = 418,9829 ∗ n +∑ni=1 [−xi ∗ sin (√| xi |)] −512≤xi≤512
Rastrigin f(x) = n ∗A +∑ni=1 [x2i −A ∗ cos (2Πxi)] −5,12≤xi≤5,12
Griewangk f(x) = 1 +∑ni=1 [ x2i4000]−∏ni=1 [cos ( xi√i)] −600≤xi≤600
Cuadro 4.1: Funciones de aptitud de dominio real
4.5.2. Configuración de los Experimentos
Para evaluar cada función de aptitud, se utilizó un Autómata Celular de 21x21 cel-
das, por consiguiente un total de 441 individuos conformarán la población; algunos de
estos individuos estarán activos mientras que otros estarán inactivos para cada iteración
del proceso evolutivo. El estado inicial de activación de celdas en el Autómata Celular,
es indiferente para el modelo Explosiones Cámbricas y Extinciones Masivas, por esta
razón la celdas son configuradas con un 50% de probabilidad de ser activadas en el
estado inicial del autómata celular.
El modelo de Explosiones Cámbricas y Extinciones Masivas fue ejecutado con 200
iteraciones del Algoritmo Genético para las funciones de codificación binaria y para las
funciones de dominio real por su alta complejidad se utilizarán alrededor de 200000
evaluaciones de su función de aptitud. Un torneo de tamaño 4 fue aplicado para de-
terminan los padres adicionales del cruce en la vecindad. Los resultados reportados
son el promedio 30 diferentes corridas del algoritmo. Los resultados fueron obtenidos
utilizando los operadores genéticos: mutación de punto simple, cruce de punto simple
y transposición simple. La regla de transición de estados a utilizar para el autómata
celular, es el conocido Juego de la vida sin variaciones, por consiguiente es utilizada la
vecindad de moore de radio 1.
4.5.3. Resultados de las Funciones de Dominio Binario
Las figuras 4.4 al 4.7 presentan el desempeño alcanzado por el modelo Explosiones
Cámbricas y Extinciones Masivas(CAHAEA) de 21X21 celdas, un Algoritmo Genéti-
co Paralelo de Grano Fino (HAEAPLL) de 21X21 celdas y el Algoritmo Evolutivo de
Adaptación Híbrida (HAEA) para un promedio de 30 diferentes corridas. Cada una de
las figuras en su parte izquierda muestra el desempeño promedio del mejor individuo, el
peor individuo y el promedio de la población, después de cierto número de evaluaciones
de la función de aptitud. La parte derecha de las figuras presenta el comportamiento
del tamaño de la población para cada iteración del Algoritmo Genético.
El algoritmo propuesto (CAHAEA) permite mantener diversidad en la población al
mismo tiempo que encuentra soluciones óptimas para sus funciones de aptitud (ver
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MaxOnes Royal Road Deceptive-3 Deceptive-4
CAHAEA 100±0.0[12612] 64±0.0[12259] 300±0.0[10961] 40±0.0[10066]
HAEAPLL 100±0.0[15435] 64±0.0[12348] 300±0.0[11025] 40±0.0[10584]
HAEA 100±0.0[3900] 64±0.0[4900] 300±0.0[3400] 40±0.0[3500]
GOL 100±0.0[8440] 61.9±5.4[9989] 300±0.0[9025] 40±0.0[8108]
Cuadro 4.2: Desempeño del modelo de Explosiones Cámbricas y Extinciones Masivas
(CAHAEA) para funciones de aptitud de dominio binario.
Figuras 4.4a - 4.7a). La diversidad presentada por CAHAEA y HAEAPLL es más alta
que la presentada por HAEA, que después de 5000 evaluaciones su función de aptitud ya
ha convergido. El aumento en la diversidad de CAHAEA y HAEAPLL está influenciado
por la utilización de una vecindad para cada uno de sus individuos, permitiendo aplicar
la selección local de padres, cuando múltiples padres son requeridos para la generación
de descendientes. Sin embargo, HAEAPLL mantiene un alto número de individuos ac-
tivos por generación (441 individuos activos), mientras que CAHAEA mantiene cerca
de 70 individuos activos por generación (ver Figuras 4.4b - 4.7b y 4.4d - 4.7d).
El tamaño de la población activa para CAHAEA es casi la misma después de pocas
generaciones, sin importar el comportamiento caótico de la población (incluyendo ex-
tinciones masivas y explosiones cámbricas) o la función de aptitud que está siendo con-
siderada. Asimismo el modelo propuesto es capaz de mantener un apropiado número de
individuos activos por generación, para resolver diferentes problemas de optimización
utilizando un alto grado de diversidad.
La Tabla 4.2 presenta el desempeño del modelo propuesto (CAHAEA) comparado con
HAEAPLL, HAEA y una variación del modelo de Población Celular (GOL) reportado
en el capítulo 3. El valor de ‹a›±‹b›[‹c›] pertenece al mejor individuo promedio evolu-
cionado por la técnica, donde ‹a› es el valor de la aptitud en promedio, ‹b› la desviación
estándar y ‹c› es el promedio de evaluaciones de la función de aptitud.
Los resultados reportados en la Tabla 4.2 muestran que el modelo de Explosiones
Cámbricas y Extinciones Masivas (CAHAEA) es superado por HAEA y GOL cuan-
do consideramos el número de evaluaciones de la función de aptitud. Sin embargo el
modelo es capaz de alcanzar el óptimo para cada una de las funciones de aptitud al
mismo tiempo que mantiene diversidad en la población con pocos individuos activos
por iteración. HAEAPLL al igual que CAHAEA puede mantener alta diversidad pero
necesita un número de superior de individuos para el proceso evolutivo. El modelo de
"Población Celular" (GOL) utiliza pocas evaluaciones de su función de aptitud, pero no
para todas sus funciones de aptitud encuentra el óptimo. Esto puede ser el resultado de
no implementar el modelo de explosiones cámbricas y extinciones masivas, por lo tanto
las últimas iteraciones del proceso evolutivo son ejecutadas con muy pocos individuos.
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Figura 4.4: Función de aptitud MaxOnes y evolución de la población. (a-b) CAHAEA,
(c-d) HAEAPLL (e-f) HAEA.
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Figura 4.5: Función de aptitud Royal Road y evolución de la población. (a-b) CAHAEA,
(c-d) HAEAPLL (e-f) HAEA.
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Figura 4.6: Función de aptitud Deceptive-3 y evolución de la población. (a-b) CAHAEA,
(c-d) HAEAPLL (e-f) HAEA.
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Figura 4.7: Función de aptitud Deceptive-4 y evolución de la población. (a-b) CAHAEA,
(c-d) HAEAPLL (e-f) HAEA.
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4.5.4. Resultados de las Funciones de Dominio Real
Las figuras 4.8 al 4.11 presentan el desempeño alcanzado por el modelo Explosiones
Cámbricas y Extinciones Masivas(CAHAEA) de 21X21 celdas, un Algoritmo Genéti-
co Paralelo de Grano Fino (HAEAPLL) de 21X21 celdas y el Algoritmo Evolutivo de
Adaptación Híbrida (HAEA) para un promedio de 30 diferentes corridas. Cada una
de las figuras utiliza una escala logarítmica, para permitir visualizar los resultados con
una distribución más representativa para efecto de comparaciones. Estas figuras al igual
que los experimentos anteriores, presentan en su parte izquierda el desempeño promedio
del mejor individuo, el peor individuo y el promedio de la población después de cier-
to número de evaluaciones de la función de aptitud y en la parte derecha presentan el
comportamiento del tamaño de la población para cada iteración del Algoritmo Genético.
El algoritmo HAEA que en experimentos previos presentaba los mejores resulta-
dos, alcanzando los valores óptimos en pocas evaluaciones de su función de aptitud,
cuando fue evaluado con las funciones de aptitud de dominio real, obtuvo una caída
en su desempeño(ver Figuras 4.8d - 4.11d ); este es el resultado de enfrentar funciones
de alta complejidad manejando poca diversidad en la población del Algoritmo Genético.
El algoritmo propuesto (CAHAEA) presento un mejor desempeño para las funciones
de aptitud configuradas, superando a HAEA y HAEAPLL (ver Figuras 4.8a - 4.11a),
este es resultado de mantener alta diversidad en la población al mismo tiempo que está
en la búsqueda de las soluciones óptimas. Aunque HAEAPLL presenta alta diversidad
(ver Figuras 4.8c - 4.11c), tiene que mantener una población de 441 individuos para
cada iteración del proceso evolutivo, sus resultados así como su nivel de diversidad son
inferiores a CAHAEA, que mantiene alrededor de 70 individuos para cada iteración del
proceso evolutivo.
Finalmente la Tabla 4.3 reporta el desempeño del modelo propuesto (CAHAEA)
comparado con HAEAPLL y HAEA. El valor de ‹a›±‹b›[‹c›] representa los resultados
alcanzados por el mejor individuo promedio evolucionado por la técnica, donde ‹a› es
el valor de la aptitud en promedio, ‹b› la desviación estándar y ‹c› es el promedio de
evaluaciones de la función de aptitud. Los resultados muestran que el modelo de Ex-
plosiones Cámbricas y Extinciones Masivas (CAHAEA), alcanza resultados superiores
a HAEA y HAEAPLL cuando fueron evaluadas las funciones de aptitud de dominio
real.
4.5.5. El Problema del Agente Viajero
El problema del Agente viajero es uno de los problemas más estudiados en el mundo
de la computación evolutiva, su objetivo es encontrar la ruta de viaje más corta para
un grupo de ciudades predefinidas. El agente viajero tiene que viajar por todas las
ciudades, pero debe visitar cada ciudad exactamente una vez y después de finalizar su
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Rosenbrock Schwefel Rastrigin Griewangk
CAHAEA 7.2723E-4±0.000691 0.263003±0.818231 4.8435E-06±4.83E-6 0.033802±0.014600
HAEAPLL 0.001328±0.001571 0.465758±1.0641794 0.066338±0.2481863 0.050272±0.032576
HAEA 0.0052139±0.006668 8.48968038±22.47153 0.0066347±0.248187 0.067562±0.037569
Cuadro 4.3: Desempeño de CAHAEA, HAEAPLL y HAEA para funciones de Aptitud
de dominio Real
Figura 4.8: Función de aptitud Rosenbrock y evolución de la población. (a-b) CAHAEA,
(c-d) HAEAPLL (e-f) HAEA.
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Figura 4.9: Función de aptitud Schwefel y evolución de la población. (a-b) CAHAEA,
(c-d) HAEAPLL (e-f) HAEA.
4.5. RESULTADOS EXPERIMENTALES 49
Figura 4.10: Función de aptitud Rastrigin y evolución de la población. (a-b) CAHAEA,
(c-d) HAEAPLL (e-f) HAEA.
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Figura 4.11: Función de aptitud Griewangk y evolución de la población. (a-b) CAHAEA,
(c-d) HAEAPLL (e-f) HAEA.
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recorrido el agente viajero tiene que regresar a su ciudad de partida.
Este tipo de problema es considerado como simple en su definición pero complejo en
su solución, su espacio de búsqueda es muy amplio y pertenece al grupo de los proble-
mas NP-Completos[16]. Las técnicas que han presentando un mejor desempeño para la
solución de este tipo de problemas, son las búsquedas con heurística o las técnicas de
inteligencia artificial, estas técnicas minimizan los recursos para encontrar soluciones
óptimas.
Un grupo de problemas del agente viajero son recopilados en TSPLIB[1], un subgrupo
de estos problemas serán utilizados para analizar el modelo de Explosiones Cámbricas y
Extinciones Masivas (CAHAEA). A continuación se describe la configuración utilizada
por el algoritmo para abordar los problemas del agente viajero.
4.5.5.1. Configuración de los Experimentos
El modelo de adaptación del parámetro tamaño de la población (CAHAEA) utiliza
un Autómata Celular de 21x21 celdas que representan su población; algunos de estos
individuos estarán activos mientras que otros estarán inactivos para cada iteración del
proceso evolutivo. El algoritmo es evaluado para 200000 evaluaciones de su función de
aptitud y los operadores genéticos a utilizar son los siguientes:
Mutación 2-OPT[5]: Operador de optimización heurística que utiliza la búsqueda
local para la solución del problema del agente viajero, el operador optimiza la
ruta del agente arista por arista mediante el método de eliminación de cruces.
Grupos de dos aristas son seleccionadas comprobando la posibilidad de conectar
estos cuatro nodos de una manera diferente con la intención de obtener una ruta
más corta.
Cruce codicioso (GX)[15]: Operador de aridad dos que utiliza dos rutas padres
para generar un descendiente que combinará la cadena genética de sus padres. El
operador selecciona la ciudad origen en uno de los padres y las ciudades adicionales
se adicionan comparando las ciudades adjuntas a esta ciudad en los dos padres y
eligiendo la más cercana. Si la ciudad a adicionar ya se encuentra en el ruta, se elige
otra ciudad aleatoriamente entre las ciudades que aun no han sido adicionadas en
la ruta.
4.5.5.2. Resultados
El algoritmo CAHAEA es evaluado utilizando 7 problemas de optimización del
agente viajero y estos resultados son comparados con resultados previos reportados en
la literatura (ver Tabla 4.4). Los experimentos reflejan el buen desempeño del algoritmo
CAHAEA, que aunque no es un algoritmo especializado para este tipo de problemas
y utilice por iteración entre 60 a 70 individuos pero con alta diversidad, para cinco de
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EIL51 St70 Eil101 KroA100 KroB100 A280 Pr1002
TSPLIB(óptimo) 426 675 629 21282 22141 2579 259045
CAHAEA 426 675 629 21282 22141 2591 274976
XUE[31] 428.87 677.11 – 21285 – – –
AG XUE[31] 429.53 690.66 – 21311 – – –
PULLAN[25] 426 675 629 21282 22141 – –
BROCKI[5] 426 – 646 – – – –
Cuadro 4.4: Comparación de CAHAEA con algunos resultados reportados en la liter-
atura para el problema del agente viajero.
los problemas del agente viajero encuentra el óptimo y para los dos restantes encuentra
buenas soluciones.
4.6. Resumen
Los conceptos evolutivos de Explosiones Cámbricas y Extinciones Masivas son in-
troducidos como modelos de computación evolutiva, para controlar la extinción y sobre-
población de individuos activos en la población de un Algoritmo Genético. El modelo
de "Población Celular" presentado en el capítulo 3, fue integrado con el modelo de
Explosiones Cámbricas y Extinciones Masivas para conformar un modelo unificado de
adaptación del parámetro tamaño de la población. El modelo unificado permite contro-
lar los procesos caóticos de extinción y sobrepoblación de celdas activas presentes en el
autómata celular, asegurando población activa durante todo el proceso evolutivo y de-
termina automáticamente el tamaño de la población para cada iteración del algoritmo.
El modelo unificado fue analizado utilizando funciones de aptitud de dominio bina-
rio y real, así como problemas del agente viajero, donde haciendo uso de la diversidad
en su población, demuestra ser capaz de encontrar buenas ó óptimas soluciones. La
diversidad del modelo unificado será analizada en el capítulo 5, explorando el genotipo
de las individuos a través de su proceso evolutivo.
Capítulo 5
Análisis de Diversidad
5.1. Introducción
El modelo unificado de adaptación del parámetro tamaño de la población (CA-
HAEA) introducido en el capítulo 4, presentó un buen desempeño cuando fue evaluado
con funciones de aptitud de dominio binario y real, así como problemas del agente via-
jero. Este buen desempeño fue atribuido a la diversidad que puede obtener la población
por mantener individuos en diferentes estados de evolución al mismo tiempo que se está
en la búsqueda de soluciones óptimas. La diversidad en las poblaciones es un beneficio
de poblaciones de tamaño elevado, pero CAHAEA es capaz de obtenerlo utilizando
poblaciones de tamaño reducido para cada generación del Algoritmo Genético.
Como la diversidad es un atributo relevante para CAHAEA, este capítulo realiza un
análisis más detallado de este atributo explorando el genotipo de las poblaciones, cuando
el algoritmo se encuentra en su proceso evolutivo. Un algoritmo de agrupación jerárquica
es utilizado para revelar agrupaciones naturales o clusters dentro los genotipos de la
población.
5.2. Representación Genotípica
Cuando se quiere definir un Algoritmo Genético, lo primero en lo que se tiene que
pensar es en cómo llevar el problema original al espacio donde se resuelve por medio del
algoritmo. Para esto, las posibles soluciones del problema son codificadas en individuos
y la forma en que se codifican los individuos es llamada representación, algunos ejemp-
los de representación pueden ser cadenas binarias, como 1010001, cadenas de enteros o
de reales. La codificación binaria fue propuesta inicialmente por Holland[18] y goza de
gran popularidad por su simplicidad en la implementación, este tipo de representación
es utilizada por los experimentos reportados en este documento.
La población inicial de los Algoritmos Genéticos presentados en este documento es
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Figura 5.1: Población aleatoria inicial del Algoritmo Genético.
generada aleatoriamente, donde cada gen es seleccionado con un probabilidad uniforme
dentro de sus posibles valores (0 , 1). Existen otras técnicas de inicialización no aleatoria,
que utilizan una heurística para generar la población inicial, pero estas técnicas pueden
acelerar la convergencia del Algoritmo Genético y con esto converger rápidamente hacia
óptimos locales. La Figura 5.1 presenta una gráfica genotípica de la población aleatoria,
donde el color verde representa el valor 0 y el color rojo representa el valor 1.
5.3. Agrupación Jerárquica de Especies y Familias
El análisis de agrupamiento jerárquico es una herramienta exploratoria diseñada
para revelar las agrupaciones naturales o clusters dentro de un conjunto de datos. Ex-
istenten dos aproximaciones básicas para generar un agrupamiento jerárquico[29], los
‹Aglomerativos› inician con un grupo de puntos o clusters, sucesivamente son selec-
cionados dos puntos utilizando una noción de proximidad entre clusters, estos puntos
son mezclados generando un nuevo clusters, el algoritmo deja de iterar hasta que ex-
ista un único cluster. Los ‹Divisivos› realizan el proceso contrario, inicial con un único
cluster y realizan particiones de cluster hasta finalizar con un grupo de puntos.
La representación gráfica más representativa del agrupamiento jerárquico son los den-
dogramas, este tipo de diagrama de árbol permite observar todo el proceso jerárquico de
agrupación y es por esto que será el utilizado en el análisis jerárquico de las poblaciones
a presentar en este capítulo. El análisis jerárquico de especies y familias presentes en las
poblaciones de los Algoritmos Genéticos, es realizado desde el punto de vista genotípico
de la población, donde cada genotipo de los individuos representará a un cluster y sobre
ellos se aplicará una técnica aglomerativa de agrupamiento jerárquico.
EL dendograma de la Figura 5.2, es el resultado del agrupamiento jerárquico aplicado
a una población inicial creada aleatoriamente, es posible observar la baja conforma-
ción de familias o especies presentes en esta población, cuando aún no ha iniciado su
proceso evolutivo. Este tipo de dendograma será el utilizado para efectos de análisis
y comparaciones, cuando las poblaciones sean analizadas a través de todo su proceso
evolutivo.
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Figura 5.2: Agrupamiento Jerárquico de una población inicial aleatoria.
5.3.1. Configuración de los Experimentos
Con el propósito de evaluar la diversidad de la población presente en CAHAEA(utilizando
explosiones cámbricas y extinciones masivas), HAEAPLL(Algoritmo Genético Paralelo
de Grano Fino) y HAEA, las poblaciones de estos algoritmos serán analizadas genotípi-
camente a través de su proceso de evolución. Un algoritmo de agrupamiento jerárquico
(Complete Linkage) que utiliza como noción de proximidad la distancia euclidiana,
es utilizado como herramienta para el análisis de familias o especies presentes en los
genotipos de las poblaciones. Las funciones de aptitud que son utilizadas para estos
experimentos son tomadas del capítulo 4, permitiendo examinar estos experimentos
previos, desde un punto de vista genotípico mientras realizan su proceso evolutivo.
Como función de aptitud de dominio binaria es utilizada "ten bounded deceptive order-
4" desarrollada por Goldberg en [13] y como función de aptitud de dominio real fue
seleccionada "Rastrigin".
5.3.2. Resultados con Dominio Binario
La figura 5.3 presenta el desempeño promedio del algoritmo CAHAEA y HAEA,
cuando estos algoritmos fueron evaluados con la función de aptitud ten bounded de-
ceptive order-4. Estos resultados son tomados del capítulo 4, donde se muestran que
los dos algoritmos son capaces de encontrar el óptimo global, pero CAHAEA puede
mantener un grado más alto de diversidad en la población que HAEA.
Los algoritmos HAEA y CAHAEA son analizados genotípicamente en la Figura 5.4,
para cada uno de los algoritmos se reportan dos dendogramas, el primero registra el
agrupamiento jerárquico cuando la población del algoritmo genético inicia su proceso
56 CAPÍTULO 5. ANÁLISIS DE DIVERSIDAD
Figura 5.3: Función de Aptitud ten bounded deceptive order-4. a. CAHAEA, b. HAEA.
10% 20% 30% 40% 50% 60% 70% 80% 90%
CAHAEA(10000) 1 1 3 6 9 11 16 21 27
HAEA(3500) 1 2 2 3 4 5 8 9 16
Cuadro 5.1: Análisis de Similitud para CAHAEA y HAEA, cuando evaluan la función
de aptitud ten bounded deceptive order-4.
de evolución y el segundo cuando los individuos alcanzan el óptimo global por primera
vez (HAEA utiliza 3500 evaluaciones de su función de aptitud y CAHAEA 10000 aprox-
imadamente).
Cuando la población inicia su proceso de evolución (ver Figura 5.4 parte a y b), los
dendogramas reflejan la aleatoriedad en las cadenas genéticas que después de aplicar
una agrupación jerárquica, presentan baja conformación de especies o familias. Las fig-
uras 5.4 (c) y (d), presentan el agrupamiento jerárquico aplicado para las poblaciones
de CAHAEA y HAEA, en la generación evolutiva que es encontrado el valor óptimo
para la función de aptitud. Estos dendogramas muestran un grado de diversidad mayor
por parte de CAHAEA, que aunque tiene un cluster que agrupa los individuos que
representan la solución (una cadena de unos), existen clusters en la población que rep-
resentan agrupaciones de especies o familias definidas. En el caso de HAEA, existen
una diversidad reducida en la población y gran parte de los cluster generados son muy
similares a el cluster que agrupa la solución.
Un análisis de diversidad más detallado puede observarse en la Tabla 5.1, donde ca-
da uno de los algoritmos es evaluado con diferentes porcentajes de similitud, en otras
palabras el dendograma es evaluado para diferentes alturas de corte, determinando
cuantos clusters son generados para cada una de estos porcentajes de altura. Los re-
sultados muestran que CAHAEA supera a HAEA en el número de grupos generados,
superado por HAEA únicamente para un 20% de similaridad.
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Figura 5.4: Dendograma Poblacional.
5.3.3. Resultados con Dominio Real
Los algoritmos CAHAEA, HAEAPLL y HAEA fueron analizados realizando 200000
evaluaciones de la función de aptitud para la función «Rastringin» de dominio real. La
Figura 5.5 presenta el resultado de la aptitud promedio(experimentos tomados del capí-
tulo 4) para cada uno de los algoritmos, donde CAHAEA reporta los mejores resultados
y HAEAPLL presenta mejores resultados que HAEA.
Las poblaciones de CAHAEA, HAEA y HAEA de los experimentos previos, son
examinadas a través de su proceso evolutivo desde un punto de vista genotípico en la
Figura 5.6, un grupo de cinco dendogramas son registrados para cada algoritmo, los
Figura 5.5: Función de Aptitud Rastringin. a. CAHAEA, b. HAEAPLL, c. HAEA.
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10% 20% 30% 40% 50% 60% 70% 80% 90%
HAEA(50000) 2 2 2 2 2 2 2 2 2
HAEAPLL(50000) 2 3 7 15 24 37 46 57 72
CAHAEA(50000) 4 5 15 27 47 61 71 75 85
HAEA(100000) 2 2 2 2 2 2 2 2 2
HAEAPLL(100000) 2 2 2 2 2 2 2 2 4
CAHAEA(100000) 2 2 2 4 5 5 5 5 10
HAEA(150000) 2 2 2 2 2 2 2 2 2
HAEAPLL(150000) 2 2 2 2 2 2 2 2 4
CAHAEA(150000) 2 2 2 2 2 2 2 4 4
HAEA(200000) 2 2 2 2 2 2 2 2 2
HAEAPLL(200000) 2 2 2 2 2 2 2 2 2
CAHAEA(200000) 2 2 2 2 2 2 2 2 4
Cuadro 5.2: Análisis de Similitud para CAHAEA, HAEAPLL y HAEA, cuando evaluan
la función de aptitud "Rastringin".
dendogramas presentan el agrupamiento jerárquico aplicado para los genotipos de las
poblaciones, en 5 etapas de su proceso evolutivo para cada algoritmo. Las etapas a
utilizar fueron: Población inicial, 50000, 100000, 150000 y 200000 evaluaciones de la
función de aptitud.
Las figuras 5.6a, 5.6b y 5.6c, muestran la población de los algoritmos CAHAEA,
HAEAPLL y HAEA en su estado inicial donde es posible ver la distribución aleatoria
de las poblaciones. Para 50000 evaluaciones de la función de aptitud, HAEA presen-
ta un agrupamiento reducido de 2 clusters(ver Figura 5.6d), mientras que CAHAEA
y HAEAPLL presentan diversas agrupaciones, que pueden corresponder a especies o
familias en la población(ver Figuras 5.6e y 5.6f ).
En 100000 evaluaciones de la función de aptitud, CAHAEA muestra un nivel de di-
versidad superior en la población, es posible encontrar pequeñas agrupaciones aunque
se han realizado un número alto de evaluaciones de la función de aptitud (ver Figura
5.6i). En el caso de HAEAPLL las agrupaciones son muy reducidas al igual que en
HAEA que parece estar en un óptimo local(ver Figuras 5.6g y 5.6h).
Para 150000 evaluaciones de la función de aptitud CAHAEA presenta pequeñas agru-
paciones al igual que HAEAPLL, pero en 200000 evaluaciones de la función de aptitud,
CAHAEA es el único que no ha caído en el óptimo local(ver Figura 5.6o).
La Tabla 5.2 analiza los dendogramas utilizando diferentes porcentajes de similaridad
para este proceso. Los resultados confirman que CAHAEA presenta un número más
alto de agrupaciones en las diferentes etapas de su proceso evolutivo, demostrando que
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Figura 5.6: Dendogramas para la Función Rastringin de dominio real.
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es capaz de mantener diversidad en la población aunque utilice una población reducida,
mientras está en la búsqueda de buenas ó óptimas soluciones.
5.4. Resumen
El buen desempeño atribuido al modelo unificado de Explosiones Cámbricas y Extin-
ciones Masivas (CAHAEA), por mantener diversidad en la población al mismo tiempo
que está en la búsqueda de buenas ó óptimas soluciones, es sustentado realizando un
análisis genotípico de su población, cuando esta se encuentra en su proceso evolutivo.
Un algoritmo de agrupación jerárquica es utilizado para revelar agrupaciones naturales
presentes en los genotipos de la población, cuando CAHAEA fue expuesto a funciones
de aptitud de dominio binario y real. Los experimentos mostraron que CAHAEA es
capaz de mantener diversidad en la población, aunque realice un número alto de eval-
uaciones de su función de aptitud.
La diversidad reportada por CAHAEA es útil cuando sea necesario evaluar funciones
de aptitud, que necesiten explorar por múltiples sub-óptimas soluciones; en este caso
CAHAEA mantiene en su población múltiples bloques útiles de genotipo, que pueden
ser utilizados en la construcción de una especie de individuos más aptos.
Capítulo 6
Conclusiones y Trabajo Futuro
El principal objetivo que se propuso al iniciar esté proyecto de investigación, fue el
diseño y desarrollo de un mecanismo de asignación del parámetro tamaño de población,
utilizando técnicas de adaptación de parámetros. Para tal fin, se extendió el Algoritmo
Evolutivo de Adaptación Híbrida (HAEA por sus siglas en ingles), de tal forma que no
solo adapte las probabilidades de los Operadores Genéticos sino también el tamaño de
la población.
Durante el proceso de construcción del nuevo esquema de adaptación, inicialmente
se presento un modelo llamado "Población Celular", donde fueron evaluadas técnicas
que simulan la interacción de los individuos en una superficie bidimensional y toroidal,
utilizando un autómata celular para apoyar este proceso. Los individuos fueron ubicados
espacialmente en una grilla bidimensional, donde son considerados activos o inactivos
en cada iteración del Algoritmo Genético y es introducido un nuevo esquema de selec-
ción local de padres. Esta activación e inactivación de individuos permitió determinar
automáticamente el tamaño de la población, porque solo los individuos activos serán
expuestos al proceso de evolución. Es importante mencionar que en este esquema de
adaptación, la permanencia de los individuos en la población activa, no estará guiada
por el valor de aptitud de los individuos, sino por la dinámica del ambiente en el cual
se encuentran.
Las pruebas experimentales del modelo de "Población Celular", se realizaron evalu-
ando conocidas funciones de aptitud y con la configuración de tres diferentes reglas de
transición de estados: GOL(tradicional juego de la vida), GOL-UNO(juego de la vida
utilizando celdas egoístas) y GOL-DOS(juego de la vida modificando regla de nacimien-
tos). El modelo demostró su alta competitividad al enfrentarse a diferentes funciones
de aptitud, así como un nivel alto de diversidad en la población, mientras el tamaño de
la población era adaptado. Sin embargo, se percibió lo susceptible que puede ser este
modelo a los procesos caóticos que pueden producirse en el autómata celular, como es la
extinción y sobrepoblación de celdas activas; para lo cual se hizo necesario inicializar las
celdas del autómata con un determinado porcentaje de activación, permitiendo mitigar
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en gran medida el efecto de estos procesos.
Los conceptos de evolución natural denominados Explosiones Cámbricas y Extin-
ciones Masivas, fueron introducidos novedosamente en la computación evolutiva, como
inspiración de un nuevo modelo de adaptación. Este nuevo esquema es integrado con
el modelo de "Población Celular" para controlar la extinción y sobrepoblación indi-
viduos. Las probabilidades de ejecución de las Explosiones Cámbricas ó Extinciones
Masivas no se covertirán en un nuevo parámetro para el algoritmo, sus probabilidades
depende únicamente del total de celdas del autómata y el número de celdas activas. Los
modelos son no excluyentes, en una misma iteración los modelos pueden ser ejecuta-
dos simultáneamente, introduciendo procesos no determinísticos en el autómata celular.
El desempeño presentado por el modelo unificado, demostró que es capaz de deter-
minar automáticamente el tamaño de la población para cada iteración del algoritmo,
asegurando con las Explosiones Cámbricas y Extinciones Masivas, población activa
para todas las iteraciones del proceso evolutivo y manteniendo alta diversidad en la
población mientras se está en la búsqueda de una solución óptima, esta propiedad es
especialmente usada cuando exploramos por múltiples sub-óptimas soluciones o cuando
la función de aptitud es no estacionaria.
Un novedoso análisis de diversidad se presenta en el capítulo 5, permitiendo analizar
los genotipos de la población cuando esta se encuentra en su proceso evolutivo. Un al-
goritmo de agrupación jerárquica es utilizado en este proceso, revelando agrupaciones
naturales presentes en los genotipos de los individuos. Este análisis de diversidad apli-
cado al modelo propuesto, sustenta la diversidad que en capítulos anteriores ya se
vislumbraba. El modelo unificado demuestra que es capaz de mantener diversidad en
la población, aunque su proceso de evolución se encuentre altamente avanzado. Este
tipo de análisis de diversidad genotípica, no fue reportado con anterioridad y podría
convertirse en un modelo a seguir por investigadores en éste campo.
El modelo propuesto demuestra que es posible encontrar buenas soluciones, cuando
los individuos se mantienen dentro de la población no solo por su valor de aptitud.
Los conceptos y actividades dadas por el ambiente así como las relaciones que pueden
existir entre individuos, necesariamente influyen en la permanencia de los individuos en
la población. Este trabajo es un primer paso en tratar de demostrar que la evolución de
los buenos individuos casi puede ser realizada sin una selección natural impuesta, este
tipo de selección pertenece a un desempeño emergente de los individuos.
Para trabajos futuros se propone un análisis exhaustivo de la grilla del autómata
celular, explorando técnicas que permitan aumentar o disminuir su tamaño, dependien-
do de las relaciones emergentes de la población. Adicionalmente, un análisis de posibles
migraciones de individuos entre vecindades es sugerido, buscando explorar nuevos com-
portamientos en la población, cuando por ejemplo los individuos necesiten moverse en
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la grilla para reunirse con individuos de características similares o cuando necesiten mo-
verse para obtener un recurso. Finalmente se sugiere un análisis del modelo predador
presa, cuando grupos de sub-poblaciones fueran ubicadas en la grilla del autómata
celular.
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