In this paper, we analyze a multiscale operator splitting method for solving systems of ordinary differential equations such as those that result upon space discretization of a reactiondiffusion equation. Our goal is to analyze and accurately estimate the error of the numerical solution, including the effects of any instabilities that can result from multiscale operator splitting. We present both an a priori error analysis and a new type of hybrid a priori-a posteriori error analysis for an operator splitting discontinuous Galerkin finite element method. Both analyses clearly distinguish between the effects of the operator splitting and the discretization of each component of the decomposed problem. The hybrid analysis has the form of a computable a posteriori leading order expression and a provably higher order a priori expression. The hybrid analysis takes into account the fact that the adjoint problems for the original problem and a multiscale operator splitting discretization differ in significant ways. In particular, this provides the means to monitor global instabilities that can arise from operator splitting.
Introduction.
Operator decomposition is perhaps the most widely used technique for solving multiscale, multiphysics problems. The general approach is to decompose a model into components involving simpler physics over a relatively limited range of scales, and then to seek the solution of the entire system by using numerical solutions of the individual components. This approach has many appealing aspects. For example, it capitalizes on the significant progress that has been made on the stable, accurate, and efficient solution of a broad spectrum of single-physics problems. It provides an avenue to use highly evolved legacy codes to tackle multiphysics problems. It also provides a natural way to tackle problems encompassing multiple time and length scales.
The classic example of operator decomposition is operator splitting for reactiondiffusion equations. The generic picture is a relatively fast, destabilizing reaction component interacting with a relatively slow, stabilizing diffusion component. Accuracy considerations dictate the use of relatively small steps to integrate the reaction component. On the other hand, stability considerations over moderate to long time intervals suggest the use of implicit, dissipative numerical methods for integrating diffusion problems. Such methods are expensive to use per step, but relatively large steps can be used on a purely dissipative problem. If the reaction and diffusion components are integrated together, then the small steps required for accurate resolution of the reaction lead to an expensive computation.
In a multiscale operator splitting approach, the reaction and diffusion components are integrated independently inside each time interval of a discretization of time and "synchronized" in some fashion only at the nodes of the interval. The reaction component is often integrated by using significantly smaller substeps (e.g., 10
−5 smaller is not uncommon) than those used to integrate the diffusion component, which can lead to a tremendous computational savings.
However, operator decomposition presents an entirely new set of accuracy and stability issues, some obvious, some subtle, and all difficult to correct. In the case of operator splitting, the instantaneous interaction between reaction and diffusion is discretized and this has a strong effect on accuracy and stability, even if each component is solved exactly. For example, consider the instability observed in the Brusselator problem [28, 27] . Example 1.1. We illustrate the instability of operator splitting applied to the Brusselator problem in Figure 1 .1. We apply a standard first order splitting scheme to a space discretization of the Brusselator model with 500 discrete points (see (6.6) in section 6 with α = .6, β = 2, k 1 = k 2 = .025). We integrate using the trapezoidal rule with time step of .2 for the diffusion and backward Euler with time step of .004 for the reaction. On the left of Figure 1 .1, we show a numerical solution that exhibits nonphysical oscillations that developed after some time. On the right, we show plots of the error versus time steps at different times. There is a critical time step above which the instability develops. Moreover, changing the space discretization does not improve the accuracy. In [25, 28] , it is demonstrated that a finer spatial discretization for a constant time step size leads to significantly more error in the long time solution. The observed instability is a direct consequence of the operator splitting, which in effect separates the stabilizing effect of the diffusion component from the destabilizing reaction component.
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Beginning with the classic work of Marchuk and Strang, there is a highly developed literature devoted to a priori convergence analysis of operator splitting for reaction-diffusion equations; see, for example, [32, 23, 5, 20, 31, 34, 8] and the references therein. Almost all of the classic literature assumes that the time steps for the reaction and diffusion components are comparably sized, though Dawson and Wheeler consider multiscale operator splitting for convection-reaction-diffusion problems in [5] . There are also studies of stability properties of various operator splitting procedures; see, for example, [21] .
All of the existing convergence analysis is carried out under assumptions that, if strictly enforced, would prevent instabilities arising from the operator splitting discretization. However, enforcing such requirements presents serious problems on both theoretical and practical grounds. This provides the motivation to seek an a posteriori error analysis that devises a computational basis for detecting and correcting instabilities and inaccuracies arising from operator splitting as a particular computation proceeds.
To simplify the presentation, we consider a simple example of operator splitting applied to a model system of ordinary differential equations of the following form:
where A is an l × l constant matrix representing a "diffusion component" and
) is a vector of nonlinear functions representing a "reaction component." Example 1.2. Such a system arises after semidiscretization of a reaction-diffusion governed by the initial boundary value problem,
where Ω ⊂ R d is a spatial domain. For example, using a continuous, piecewise linear finite element method for a Dirichlet problem with N e elements, we obtain the initial value problem (1.1). The unknown y consists of the vector of nodal values of the finite element solution with dimension N e − 1, and A is a symmetric negative definite sparse matrix.
Our results extend in a straightforward way to different operator splitting schemes and differential equations with a nonlinear diffusion component, e.g.,ẏ = F D (y) + F R (y), albeit at the cost of complicated notation. Formally, our approach also extends directly to reaction-diffusion problems (1.2) where the splitting is carried out at the continuous differential equation level followed by the discretization independently for each component. A technical issue is dealing with the finite-dimensional representation of the reaction component, which is an ordinary differential equation in a Banach space when the reaction is decoupled from the diffusion.
Our main goal is to derive a computable a posteriori expression that accurately estimates the error in a specified quantity of interest computed from a multiscale operator splitting approximate solution of (1.1). The a posteriori analysis is based on duality, adjoint operators, and variational analysis [14, 15, 13, 10, 11, 17, 24, 29] .
To deal with operator splitting, we distinguish the effects of operator splitting from the effects of numerical discretization of the components. The latter can be treated with the standard a posteriori analysis. Estimating the error arising from operator splitting requires a new approach.
A main technical issue is the definition of a suitable adjoint problem. The standard approach in error analysis is to form an implicit equation for the error, linearize this problem around an average of the true and approximate solutions using the integral mean value theorem, and then employ the unique adjoint to this linearized error equation [17] . This approach generally works for implicit discretizations, for which the differential operator and its discretization are close in some sense. This approach generally fails or requires significant modification for other discretizations, e.g., explicit, multistep, and implicit/explicit schemes. Indeed, the solution operator for many classes of numerical schemes is associated with different adjoint operators than the solution operator for the original problem. This is particularly true for operator decomposition methods, which are generally associated with radically different adjoint operators than the forward problem (see below and [2, 18] ). This is one important reason, perhaps unrecognized, why previous a posteriori analyses of evolution problems have focused on fully implicit time integration methods.
Because an adjoint problem carries the global stability information about the quantity of interest computed from the solution, accounting for the differences between adjoint problems associated with the original problem and a numerical discretization is critical for obtaining accurate error estimates. In the estimate derived below, this difference takes the form of "residuals" between certain adjoint operators associated with the fully coupled problem and an analytic operator split version. A practical difficulty with such a result is that solving the adjoint for the fully coupled problem poses the same multiphysics challenges as solving the original forward problem. We therefore develop a new hybrid a priori-a posteriori estimate that combines a computable leading order expression obtained using a posteriori arguments with a provably higher order bound obtained using a priori convergence result.
The rest of the paper is organized as follows. In section 2, we formulate the analytic operator splitting procedure for (1.1) and conduct a preliminary investigation of the instability in operator splitting using an illuminating "blow up" problem. We present a multiscale operator splitting Galerkin finite element method for (1.1) in section 3. We begin the analysis by presenting the results of an a priori convergence analysis of the finite element method in section 4. The main result of the a posteriori analysis of the operator splitting finite element method is presented in section 5, followed by several numerical examples in section 6. In section 7, we give the details of proof of the a priori result. Finally, in section 8, we present a conclusion.
Analytic operator splitting.
In this section, we define an analytic operator splitting version of (1.1). We first discretize [0, T ] into 0 = t 0 < t 1 < t 2 < · · · < t N = T with diffusion time steps {Δt n } N n=1 , Δt n = t n − t n−1 , and Δt = max 1≤n≤N (Δt n ). For the first discretization, we introduce a theoretical discretization in which each component is solved exactly. We define a piecewise continuous approximate solution
with nodal valuesỹ n obtained from the following procedure. • Setỹ 0 = y 0 . Applying the analytic operator splitting (2.2), (2.3) to (2.4), the solutions of the two components and the true solution are
when the reaction component is defined. We see that splitting off the smoothing effect provided by instantaneous interaction with the diffusion component means that the reaction component can blow up in finite time.
The different behavior of the reaction and diffusion components introduces a difference in scales. Consider λ = 2 with initial condition y 0 = 1, so y(t) = 2/(1+e 2t ). This solution has an asymptotic decay rate proportional to e −2t , i.e., an asymptotic decay time scale of 1/2. This same asymptotic behavior is observed for any y 0 < 2. related to the time scale of the coupled process in the limit of small solutions, but the time scale τ R is completely unrelated.
On the left side of Figure 2 .1, we plot the true solution and the nodal values of the approximationỹ for N = 50 diffusion steps and M = 1 reaction step per diffusion step. The approximation is reasonably accurate.
Next, we increase the diffusion step by choosing N = 10 and, in order to maintain the same resolution, we correspondingly increase to M = 5. In Figure 2 .1, we plotỹ, the reaction component y r , and the true solution. The node values ofỹ are relatively close to those of y. The subsequent nodal values of the reaction component solution y r inside each step move away from the true solution. This large departure is somewhat counteracted by application of the diffusion operator. The multiscale reaction components exhibit significant growth inside each diffusion step, which severely affects accuracy.
If we increase the diffusion step by taking N = 5 and maintain resolution in the reaction component by taking M = 10, the approximation becomes even less accurate. In Figure 2 .1, we plotỹ, the reaction component y r , and the true solution. If we increase the diffusion step further, then the reaction component actually blows up inside a diffusion step.
3.
A multiscale operator splitting finite element method. We first dis-
, Δt n = t n − t n−1 , and Δt = max 1≤n≤N (Δt n ). For each diffusion step, we choose a (small) time step Δs n = Δt n /M n with Δs = max 1≤n≤N (Δs n ), and the nodes t n−1 = s 0,n < s 1,n < · · · < s Mn,n = t n (see Figure 3. We observe that an operator splitting discretization is actually a consistent discretization of the analytic operator split problem, that is, a consistent discretization of (2.2) followed by a consistent discretization of (2.3). Since the a posteriori analysis is based on the framework of variational formulation and adjoint problems, we formulate the discretization as a discontinuous Galerkin (dG) finite element method in time [7, 6, 13, 16, 17] .
The variational formulation of (1.1) reads, for n = 1, . . . , N, find
where
and we setỹ n = y d− n . The finite element approximate solutions are sought in piecewise polynomial spaces,
denote the left-and right-hand limits of U at t n and
n the jump value of U at t n . LetỸ (t) be the piecewise continuous finite element approximation of the operator splitting withỸ
The nodal valuesỸ n are obtained from the following procedure. Algorithm 3.1 (multiscale operator splitting finite element method).
• SetỸ 0 = y 0 .
In general, the dG method using polynomials of degree q converges with order up to q + 1 at all points t, while its nodal values from the left converge with order up to 2q + 1 under certain conditions; see [11, 13] .
The dG approximations for the two components are
The former is equivalent to the forward Euler scheme, while the latter is equivalent to the backward Euler scheme. By employing quadrature formulas to evaluate the integrals in (3.3) and (3.4), many popular finite difference schemes can be described using this variational framework; see [7, 6, 16, 17] . Using quadrature requires a straightforward extension of the a posteriori analysis presented below. The results also extend easily to higher order dG methods as well as the continuous Galerkin (cG) method [15, 17] .
Example 3.3. We can use the dG q d = 0 for the diffusion component and the cG q r = 1 implemented with the trapezoidal rule to obtain the reaction component approximation
which is equivalent to the Crank-Nicolson scheme.
4. An a priori convergence analysis. In this section, we carry out an a priori convergence analysis for the multiscale operator splitting dG finite element method. We require this convergence result for the hybrid a posteriori-a priori error analysis. The convergence analysis uses familiar tools from standard results for difference schemes. However, we carry out the analysis in an unusual way by using the analytic operator split problem (2.2) and (2.3) directly.
The goal is to estimate the global error (y −Ỹ ) = (y −ỹ) + (ỹ −Ỹ ), which we decompose as the sum of the error due to the analytical operator splitting and the error due to the numerical discretization of the components of the problem. We give estimates of these two errors in Theorems 4.2 and 4.4, respectively, and combine these in Theorem 4.5.
For y ∈ R l , we define the Euclidean norm as |y|
A priori error analysis of analytic operator splitting.
With y n = y(t n ), we write the Taylor expansion of y(t) solving (1.1) around t n−1 as
where F (y) denotes the Jacobian of F (y). Similarly,
and
Since
Furthermore, substitution of (4.2) in (2.1) yields a representation ofỹ(t) with
Lemma 4.1. In the case ofỹ n−1 = y n−1 ,
Proof.
from which we get the first part of the lemma. Moreover, subtraction of (4.3) from (4.1) withỹ n−1 = y n−1 yields
and the second estimate in the lemma results from integration over I n . Theorem 4.2 (global analytic operator splitting error). Let y be the solution of (1.1) and letỹ be the solution of the analytical operator splitting (2.2) and (2.3).
Remark 4.1. If we use higher order splitting, analogous analysis yields a higher order accuracy.
Proof. Subtraction of (4.3) from (4.1) gives
where C is a generic constant independent of Δt. Summing,
Example 4.3. We consider the blow up example in section 2. Assuming a uniform diffusion time step, induction yields
Using (2.5), we obtain an estimate of the analytic operator splitting error 4.2. Analysis of the multiscale operator splitting dG finite element method. We now turn to the analysis of the numerical solution of the multiscale operator splitting problem (2.3) and (2.2). The unusual feature of this problem is the numerical solution of an alternating sequence of diffusion and reaction components. The analysis is carried out using the analogue of the standard local error analysis for a finite difference scheme. For each component solve on each interval, we decompose the error as a sum of the error in the initial condition inherited from the previous component solve and the error of the numerical solution of the component assuming exact initial conditions on the current interval. We describe the main results below and give the detailed proof in section 7.
Theorem 4.4 (numerical discretization error). Letỹ be the solution of analytic operator splitting and letỸ be the multiscale operator splitting dG finite element solution, which approximatesỹ. Assume that there exists a positive constant L such that
Proof. We set e =ỹ −Ỹ and write
where X and θ are defined in Lemma 7.5. Subtracting (3.4) from (7.6) yields
Arguing as in the proof of Lemma 7.1, we find
where C A = |A|. By Lemma 7.2, this inequality together with (4.5) and Lemma 7.5 give the recursive relation
where τ n = CΔt n . From this recursive inequality, we have
yielding the desired result.
Combining Theorems 4.2 and 4.4 we have the following global a priori error bound.
Theorem 4.5 (global a priori error bound). LetỸ be a multiscale operator splitting dG finite element solution. Assume that there exists a positive constant
5. An a posteriori-a priori analysis. We now turn to the hybrid a posterioria priori analysis of the multiscale operator splitting dG finite element method. As mentioned in section 1, the analysis differs from the standard a posteriori analysis for an evolution problem in several ways. Mainly, we have to account for the fact that different adjoint operators are associated with the fully coupled problem (1.1) and the analytic operator split version (2.2)-(2.3). The difference between these adjoints provides the means to estimate the effects of operator splitting on the stability properties of a quantity of interest computed from a solution.
Defining adjoint problems.
To define adjoint operators for the forward problems, we seek analogues of the classic representation formula involving the Green's function of a linear elliptic problem. In order to obtain unique adjoint problems from this condition, we use linearization. We assume that y = 0 is a steady state solution of (1.1), which can be achieved by assuming that Homogeneity assumption: F (0) = 0, and we linearize in a region around 0. In terms of applications to reaction-diffusion problems, there are mathematical reasons for making the homogeneity assumption [30] , and it is satisfied in a great many cases. We can modify the analysis to allow for linearization around any other constant steady state solution and more generally around any known function of time. The selection of a suitable "point" for linearization requires some insight into the behavior of the solution being approximated. We illustrate below in the bistable example presented in section 6.
On time interval (t n−1 , t n ), we consider the linearized problem
where F (y) is a matrix whose ijth entry is expressed as
We note that F (y)y = F (y) because F (0) = 0. The generalized Green's function ϕ satisfies the adjoint problem
where ψ n determines the quantity of interest (y(t n ), ψ n ), and A and F (y) denote the transpose of A and F (y), respectively. Remark 5.1. The analysis extends to cover quantities of interest of the form
(y, ψ) dt in a straightforward way. We choose ψ n = ϕ(t + n ), which couples the local adjoint problems (5.1) to form a global adjoint problem. This definition yields a simple representation of the solution value over one time step. Taking the Euclidean inner product of (5.1) with y and integrating over I n gives
The second term on the right-hand side vanishes by (1.1), and thus integrating the first term yields
Using the analogous approach for each component of the analytic operator splitting (2.2) and (2.3), we define the two adjoint problems for n = 1, . . . , N,
Note that (5.4) is linearized around y r . We obtain the following representations for the component solutions: Now we combine (5.6) and (5.7) to get
To obtain a representation of the local error of operator splitting, we assume that the adjoint problems (5.1) and (5.5) and (5.4) have the same data ψ d n = ψ n at time t n . Using (5.3) and (5.9) we obtain the error representation
At this point, it is convenient to change notation and introduce the solution operators of the various adjoint problems. Let Φ n (y) be the solution operator for the full adjoint problem (5.1) so Φ n (y)ψ n = ϕ n−1 . For a problem of the form (1.1),
Similarly, we set Φ 
To conduct a local analysis, we assume that the forward problems have the correct dataỹ n−1 = y n−1 . Thus, we obtain the following.
Theorem 5.1 (local analytical splitting error). The splitting error over a single diffusion time step is represented by
We note that the first term on the right-hand side of (5.11) includes the effects associated with the linearization of the nonlinear reaction function around y and y r , respectively. The goal now is to use (5.11) to derive a computable estimate.
5.
3. An error representation for the multiscale operator splitting dG finite element solution. We now derive the error estimate for the numerical discretization of the analytic operator splitting. Let ϑ d define the adjoint solution associated with (3.4) (diffusion component) satisfying
Furthermore, let ϑ r define the adjoint solution associated with (3.3) (reaction component) satisfying 
∂F
We set
Using integration by parts
) and using the fact that e
To get a representation for e 
Note that e d− n =ỹ n −Ỹ n , and thus we can combine all these representations into the following result.
Theorem 5.2 (local discretization error). The discretization error over a single diffusion step is represented by
Im,n
A computable error representation.
In light of (5.12) and (5.11), which represent the errors over a single diffusion step, and usingỹ n−1 = y n−1 , we obtain the recursive relation
Undoing (5.13) after choosing the adjoint data ψ n−1 = ϑ r+ 0,n for n = 2, . . . , N − 1 and summing the resulting expressions up to N yields the following result. 
where ψ n−1 = ϑ r+ 0,n for n = 2, . . . , N − 1. Q 1 represents the accumulated effects of operator splitting measured using the adjoint residual ΔΦ n ψ n weighted by the solution values y n−1 . Note that if y tends to zero as time passes, then the accumulated effects of operator splitting decrease correspondingly. On the other hand, if y is increasing, then the effects of operator splitting also increase. The quantities Q 2 and Q 3 are typical a posteriori error representations for the dG finite element approximate solutions of the component problems and are computable up to the linearization of the error equation (which typically does not cause difficulty [17, 9] .) Note that we expect the dG approximations to be much closer to the analytic operator split solutions, O(Δs qr+1 ) and O(Δt q d +1 ), respectively, than to the solution of the full problem.
Unfortunately,Q 1 contains quantities that are not computable, namely, the exact solution of the fully coupled problem (1.1) and the associated adjoint operator. Even if we have the true solution, we cannot expect to solve the adjoint of the full problem since this nominally presents the same difficulties as the original forward problem. We now decomposeQ 1 into a computable leading order expression and a remainder that is provably higher order. As a first step, (5.15)
where Q 2 and Q 3 are the same as for (5.14), and the new expression Q 1 does not depend directly on the solution values. Next, we derive a computable estimate for the factor ΔΦ n ψ n in Q 1 and then use asymptotic analysis to prove that after substituting the estimate the remainders from Q 1 as well as from Q 4 are higher order.
Example 5.4. To motivate (5.15) as a natural representation, we consider the blow up example in section 2 once again. Since there is no numerical solution involved, the expressions Q 2 and Q 3 drop out. The adjoint associated with the blow up problem is
Since the diffusion component is linear, the associated adjoint is readily seen to be
For the reaction component, the associated adjoint is Table 5 .1 illustrates the performance of the a posteriori error representation. We use λ = 0.9 and initial condition y 0 = 1. The column with title "order" shows the computed order of convergence of Q 4 to zero. This example suggests that
If this is true, then Q 4 is O(Δt q d +2 ) and can be ignored in the asymptotic limit when computing an estimate.
It helps to decompose (5.16) into two separate quantities,
E 1 measures the splitting error around the true solution, while E 2 measures the effect of switching the linearization from around the true solution y to around y r in the nonlinear reaction.
We next derive an asymptotic representation for E 1 . Lemma 5.5.
, with
Proof. Using the expansion exp(B) = 
E 1 can be approximated by the first term in (5.17) up to O(Δt 3 n ). For practical reasons, the dependence on y has to be avoided. A natural candidate to replace y is the operator splitting solutionỹ, which is approximated to high order by the operator splitting dG finite element method. By adding and subtracting appropriate terms, we write (5.18)
It is obvious that the first term is computable. The task is to demonstrate that the remaining terms in (5.18) are higher order. Specifically, we show that
For (5.19), we may write
where we have used the usual vector norms and the corresponding subordinate matrix norms. In particular, since R(y) involves the matrix transpose, 
We want to show that
This requires estimating the difference between the solution operators of the reaction component adjoints corresponding to linearization around y andỹ. The solution operator Φ r n (y) is associated with the problem
while the solution operator Φ r n (ỹ) is associated with
We expect that ifỹ closely approximates y, then the solutions of these differential equations are close as well. In fact, Lemma 4.1 implies that
Using a Taylor expansion, we write
Similarly,
In these two expansions, we have applied the initial condition ω(t n ) =ω(t n ) = Φ d n ψ n . Taking the difference between the expansions,
In elemental form, we may write
where we have used the assumption that ∂F i (y)/∂y j is Lipschitz continuous. Moreover, we may write 
Arguing as above shows this term is O(Δt
We have finally obtained the hybrid a posteriori-a priori error estimate, where the leading order expressions are computable and the remainder is provably higher order. Recall that the term E 1 is a matrix that consists of the diffusion matrix A and the Jacobian of the nonlinear reaction, R(Ỹ ) = In F (Ỹ )dt. These are computable and do not require the solution of an adjoint problem. On the other hand, the term E 2 involves the computation of three adjoint solutions, namely, one adjoint solution of the diffusion component and the adjoint solutions of the reaction components linearized aboutỸ and Y r , respectively.
5.5.
Remark on the definition of the adjoint problem. The homogeneity assumption F (y) = 0 implies that y = 0 is a steady state solution of (1.1). We can also define adjoint problems using other steady state solutions or a given function of time. We illustrate by assuming that c is a vector such that General homogeneity assumption: F (c) = 0.
We define the variable z = y − c and set
The associated generalized Green's function ϕ satisfies the adjoint differential equation
Arguing as in section 5.1 yields The second term on the right-hand side vanishes by (5.24), and thus integrating the first term yields
Using the analogous approach for each component of the analytic operator splitting (2.2) and (2.3), we define, respectively, z r = y r − c and z d = y d − c, and the associated differential equationṡ
To these differential equations, we define the respective adjoint problems
Again, arguing as in section 5.1, we obtain the following representations for the component solutions:
Next we can follow the analysis in section 5.2 to get an error representation analogous to Theorem 5.1.
Theorem 5.8. Let c be a vector such that F (c) = 0. Then the splitting error over a single diffusion time step can be represented by
We note that when c = 0, the original error representation in Theorem 5.1 is recovered. Also, we showed above that the first term involving ΔΦ n ψ n can be cast into expressions that are computable. Similar analysis can be carried out for the last term involving ϕ − ϕ d . To see this, we write
where ω andω are the functions governed by differential equations (5.21) and (5.22) . Using the expansion of ϕ and ω gives
from which we obtain (5.30)
Using a similar argument to that in the proof of Lemma 5.6, we can deduce that
Finally, the functionω is actually computed in the error estimator and thus we may write
We note that in this setting, the rest of the error estimator components remains as before.
Numerical examples.
In this section, we present several numerical examples that show the performance of the error estimates. All of these problems originate as reaction-diffusion initial boundary value problems. Unless otherwise noted, we use a continuous, piecewise linear Galerkin finite element method with N e elements to discretize space. All forward problems are solved using the lowest order, piecewise constant dG method, which is equivalent to backward Euler scheme, while the adjoint solutions are computed using a second order, piecewise linear, cG method, which is equivalent to the Crank-Nicolson scheme.
Assessment of the operator splitting exact error.
To gain some insights into the splitting procedure, we solve a nonlinear initial boundary value problem described in (1.2) with the following specification:
After spatial discretization, the vector of initial conditions g has entries g j = sin(πx j ) = sin(jπ/N e ), while using the trapezoidal rule to approximate the integrals involving the forcing terms gives
The eigenvalues of the matrix A are
with the associated eigenvectors V i whose entries are
We note that g = V 1 and assume that the exact solution of (1.1) has entries
where ξ(t) is a scalar function to be determined later and V 1 is the eigenvector of matrix D associated with the eigenvalue λ 1 . Consequently, we have
using the fact that V 1i = sin(iπ/N e ) = sin(πx i ). Substitution of (6.5) and (6.4) into (1.1) yields the ordinary differential equation (noting that with ξ i (0) = 1. This has the analytical solution The plot on the right shows the exact error at T = 2 while the diffusion time step is kept constant. As the reaction time step is decreased, the error also decreases until it reaches a condition where the dominating error comes from the diffusion time step. After this, there is no improvement in accuracy. This result confirms the a priori analysis established in the previous section that the error in the operator splitting is dominated by the component that is of O(Δt).
Performance of the a posteriori error representation.
The main purpose of the next four examples is to test the accuracy of the computable parts of the hybrid a posteriori-a priori error estimate where we drop the uncomputable higher order terms. Since we do not have true solutions for most of these problems, we approximate exact errors by computing the difference between the operator splitting solution with numerical solution of the fully coupled problems computed on a very fine mesh. We refer to this approximated error as the "error."
The first three examples fall into the category of stable diffusion interacting with unstable reaction. The reaction components in the three examples present a range of instability. The last example is radically different in that it represents competition between stable reaction and diffusion components.
A blow up problem.
The first example is the "blow up" problem obtained from 
. Blow up results: Comparison of errors against the spatial location (left), time history of errors at the midpoint location (right). The dotted line is the exact error and the + is the estimated error.
As mentioned in section 2, the solution of the reaction component exhibits finite time blow up when undamped by the diffusion component. This is perhaps the most extreme form of instability. For this computation, we use 20 spatial finite elements. Table 6 .1 shows the effectivity index of the error estimate computed at the final time T = 1. In this computation, we keep the reaction time step constant and varied the diffusion time step and number of reaction time steps. Figure 6 .2 shows a comparison of the errors computed using Δt = 0.05 and M = 50 reaction time steps. The left plot in Figure 6 .2 compares the errors at T = 1 plotted against the spatial location. In this plot, we plot each of the expressions contributing to the overall estimate. In the plot on the right, the time history up to T = 1.3 of the error at the midpoint location is shown.
Chemical dynamics:
The Brusselator problem. The Brusselator problem is represented by a coupled set of equations first introduced by Prigogine and Lefever [26] as a model of chemical dynamics: and u 2 (x, 0) = β/α + 0.1 sin(πx), which yields an oscillatory solution. In this case, the reaction is very mildly unstable, with at most a polynomial rate accumulation of perturbations as time passes. We use a 32 node spatial finite element discretization, resulting in an ordinary differential equation system with dimension 62. We note that in original form, the reaction terms do not satisfy the requirement F (0) = 0. Instead, we use a vector c as discussed in section 5. 
Chaotic dynamics:
The Lorenz problem. In this example, we treat the chaotic Lorenz equations as a reaction component of a reaction-diffusion problem:
The chaotic nature of the Lorenz equations implies that errors accumulate locally at an exponential rate in an average sense, placing this instability between that of the blow up and the Brusselator problems. Here, we use 20 spatial finite elements, resulting in a system of ordinary differential equations with dimension 57. Figure 6 .4 shows typical error estimates for the three species. Across the top row, we compare estimates and errors at the final time T = 2 using Δt = 5× 10 −3 and M = 10 reaction time steps. We show the time history at the midpoint across the bottom row. Again the figures show good agreement between exact and estimated errors.
We illustrate the accuracy at a longer time of T = 16 in Figure 6 .5. reaction are stabilizing, while instability arises because of the competition between these two components. Nonequilibrium solutions are characterized by long periods of "metastability" during which the solution is nearly stationary over periods of time on the order of exp(1/ ) that are punctuated by rapid transients. The spatial profile of a metastable solution consists of narrow layers between regions where the solution has values of 1 and −1. We emphasize that the interaction between reaction and diffusion is very delicate in a metastable solution, and it is by no means clear that operator splitting is a reasonable approach.
For the computation we use 100 spatial finite elements. We compute the solution until final time level T = 41. Figure 6 .6 shows comparison of the error. Here, we use c = 0 and c = 1 as the linearization points. The figure shows an observable improvement when computing the error using c = 1 than when using c = 0. Note that the solution eventually converges to 1. Proof. By construction, ξ ∈ V (qr) (I n ). It is obvious that for q r = 0, 1, 
Conclusion.
In this paper, we derive both an a priori convergence estimate and a hybrid a posteriori-a priori estimate for the multiscale operator splitting discontinuous Galerkin finite element method for a system of ordinary differential equations. The system of equations is assumed to have a form that typically arises from space discretization of a reaction-diffusion problem. The a priori analysis uses the fact that an operator splitting approximation is a consistent approximation of an analytic operator splitting problem. The a posteriori analysis takes into account the fact that the original problem and an analytic operator split version are associated with different adjoint problems. The differences in the adjoints provides the means to accurately understand the effects of operator splitting on the stability properties of a quantity of interest computed from the solution. To produce a computable a posteriori estimate of the error, we manipulate the original a posteriori error representation to obtain a computable expression plus uncomputable quantities that are provably higher order in an asymptotic sense. We conclude with some examples that demonstrate the accuracy of the computable parts of the hybrid a posteriori-a priori estimate.
Our results can be extended in a straightforward way to differential equations with a more general nonlinear form, higher order splitting schemes, and different time finite element methods. The results also extend formally, and rigorously for the most part, to operator splitting finite element schemes for reaction-diffusion problems where the splitting occurs at the partial differential equation level. We will pursue the complete extension to the latter in future work.
The general approach to analyzing operator splitting can be used to analyze operator decomposition in a wide variety of settings; see, e.g., [2, 18] .
