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a b s t r a c t
This paper considers the online scheduling problem with machine cost. We are given a
sequence of independent jobs with positive sizes. Jobs come one by one and it is required
to schedule jobs irrevocably to amachine as soon as they are given, without any knowledge
about jobs that follow later on. No machines are initially provided. When a job is revealed,
the algorithm has the option to purchase new machines. The objective is to minimize the
sumof themakespan and cost of purchasedmachines.Weprove that
√
2 is a lower boundof
the problem, which significantly improves the previous one of 4/3. We also present a new
algorithm with competitive ratio (2+√7)/3 ≈ 1.5486, which improves the current best
algorithmwith competitive ratio (2
√
6+3)/5 ≈ 1.5798.Moreover,we prove that applying
only the lower bounds on the optimumobjective value introduced before, no algorithm can
be proven to have a competitive ratio less than 3/2.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
This paper considers an online scheduling problem with machine cost, which was first studied in [1]. We are given a
sequence of independent jobs J1, J2, . . . , Jn with positive sizes. Jobs come one by one and it is required to schedule jobs
irrevocably to a machine as soon as they are given, without any knowledge about jobs that follow later on. Jobs are available
at times zero, and no preemption is allowed. Unlike classical online parallel machine scheduling [2–5], no machines are
initially provided. When a job is revealed, the algorithm has the option to purchase newmachines. The cost of purchasing a
machine is a fixed constant. The objective is to minimize the sum of the makespan and cost of purchased machines.
The quality of an online algorithm H is measured by its competitive ratio. For any sequence I of jobs, let CH(I) denote
the corresponding objective value of a schedule produced by H , and C∗(I) denote the optimal objective value. Then the
competitive ratio of H is defined as the smallest number t such that CH(I) ≤ tC∗(I) for all sequences. An algorithm with a
competitive ratio at most t is called a t-competitive algorithm. An online scheduling problem has a lower bound ρ if no online
algorithm has a competitive ratio smaller than ρ.
In [1], Imreh and Noga proved that 4/3 is a lower bound for the problem. They also designed an online algorithm Aρ with
competitive ratio (1+√5)/2 ≈ 1.618. An improved algorithmwith competitive ratio (2√6+ 3)/5 ≈ 1.5798 is presented
by Dósa and He [6]. Some variants of the problem have been studied in [7–9]. In [10], Imreh considered a more general
model, where the cost of purchased machines is described by a non-decreasing function.
In this paper, we give improved lower and upper bounds for the scheduling problemwith fixedmachine cost 1.We prove
that
√
2−ε is a lower bound of the problem,where ε can be an arbitrarily small positive number. To the authors’ knowledge,
it is the first improvement on the lower bound over the past ten years. Then we present a more sophisticated algorithm,
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Fig. 1. Sequence used for proving Theorem 2.1 (N is an odd number). Left: Schedule produced by an online algorithm. Right: A better schedule.
which uses new machine purchasing strategies, and the competitive ratio is (2 + √7)/3 ≈ 1.5486. It improves the best
known upper bound, and the idea of the algorithm may be used to related problems as well.
The improvement may seem small. However, we prove that applying only the lower bounds on the optimum objective
value introduced in [1] and used in the previous papers, no online algorithm can be proven to have a competitive ratio less
than 3/2. This result strictly limits the performance of online algorithms that can be achieved using known technique. Note
that the competitive ratio of our algorithm is only 0.05 larger. It seems that the performance of online algorithms can hardly
be further improved unless new lower bounds on the optimum objective value can be found. Albers [4] gave similar results
for classical online parallel machine scheduling. Applying only three lower bounds on the optimal makespan ever used, no
online algorithm can be proven to have a competitive ratio less than 1.916, which is 0.04 smaller than the competitive ratio
of the best known online algorithm [3].
The result of the paper is organized as follows. In Section 2 we present the new lower bounds. In Section 3 we give the
description of the algorithm and some preliminary results. The competitive ratio of the algorithm is proved in Section 4.
2. Lower bounds
Theorem 2.1. Any deterministic online algorithm has a competitive ratio of at least
√
2.
Proof. We use the adversary method to get a new lower bound arbitrarily close to
√
2. Let ε be an arbitrarily small positive
number. Let q be a rational number such that
√
2 − ε2 ≤ q <
√
2, and N be a sufficiently big integer such that qN > 4/ε
and qN is an even number.
The sequence of jobs consists of atmost qN2+1 jobs (Fig. 1). All the jobs, except the last one, are divided intoN successive
batches. Each batch has qN jobs with the same size. The size of jobs in the ith batch is iN , i = 1, . . . ,N . We will prove that
in order to be (
√
2− ε)-competitive, any algorithm A assigns each job to a new machine.
On the contrary, suppose the kth job in the jth batch is the first job that is assigned to an existingmachine, k = 1, . . . , qN ,
j = 1, . . . ,N . Then the sequence stops. The makespan of the current schedule is at least N + jN , the number of purchased
machines is (j − 1)qN + k − 1. Hence, CA ≥ (j− 1) qN + k − 1 + (j+ 1)N . In a better schedule, each job in the lth batch
shares onemachine with one job in the (j− l)th batch, l = 1, . . . , ⌊ j−12 ⌋. Two jobs in the j2 th batch share onemachine when
j is an even number. Each job in the jth batch occupies one machine. The load on each of the (j − 1) qN2 + kmachines is jN .
Hence, the objective value of above schedule is (j− 1) qN2 + k+ jN . It follows that
CA
C∗
≥ (j− 1) qN + k− 1+ (j+ 1)N
(j− 1) qN2 + k+ jN
≥ (j− 1) qN + qN − 1+ (j+ 1)N
(j− 1) qN2 + qN + jN
= jq+ (j+ 1)j+1
2 q+ j
− 1( j+1
2 q+ j
)
N
>
jq+ (j+ 1) q22
j+ (j+ 1) q2
− 1
(q+ 1)N
= q− 1
(q+ 1)N > q−
ε
2
≥ √2− ε,
where the second inequality is due to k ≤ qN , the third inequality is due to q < √2 and j ≥ 1, and the second last inequality
is due to qN > 4
ε
.
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Now suppose the last job of size N (N + 1) comes. Whether the last job is assigned to a newmachine or not by algorithm
A, CA ≥ N · qN + 1 + N (N + 1). In a better schedule, each job in the lth batch shares one machine with one job in the
(N − l+ 1)th batch, l = 1, . . . , ⌊N2 ⌋. Two jobs in the (N+12 )th batch share one machine when N is an odd number. The last
job occupies one machine. The load on each of the N qN2 + 1 machines is N(N + 1). Hence, C∗ ≤ N2 qN + 1 + N (N + 1). It
follows that
CA
C∗
≥ N · qN + 1+ N (N + 1)
N qN2 + 1+ N (N + 1)
>
qN2 + N (N + 2)
qN2
2 + N (N + 2)
= qN + N + 2qN
2 + N + 2
= N + q(N + 2)qN
2 + N + 2
− 2q− 2qN
2 + N + 2
>
N q
2
2 + q(N + 2)
qN
2 + N + 2
− 1qN
2 + N + 2
= q− 1qN
2 + N + 2
> q− ε
2
≥ √2− ε,
where the third inequality is due to 32 < q <
√
2, and the second last inequality is due to qN > 4
ε
. 
To evaluate the competitiveness of the online algorithm, one has to determine lower bounds on the objective value of
the optimal schedule. All the analysis so far are based on the following ‘‘natural’’ lower bounds. Let the largest size of the
first i jobs, and total size of the first i jobs be Li and Ti, respectively. Define
LB′i =
Li +
Ti
Li
, if Li ≥
√
Ti,
2
√
Ti, otherwise.
(1)
Lemma 2.1 ([1]). C∗ ≥ LB′n.
However, Theorem 2.2 implies that using only the above lower bound on the optimum objective value, it is impossible
to prove that an online algorithm has a competitive ratio less than 3/2.
Theorem 2.2. Using only LB′n as a lower bound on the optimum objective value for the sequence containing n jobs, it is impossible
to prove a competitiveness smaller than 3/2 on the performance of any deterministic online algorithm.
Proof. We use again the adversary method to prove the statement. Let ε be an arbitrarily small positive number, N be an
integer such that N > 2/ε. The sequence consists of two phases (Fig. 2). In the first phase, there are N jobs, each having
size N . Suppose the kth job is the first job that is assigned to an existing machine by algorithm A, 2 ≤ k ≤ N , then the
sequence stops. The makespan of the current schedule is at least 2N , the number of purchased machines is k − 1. Hence,
CA ≥ 2N + k− 1. On the other hand, Lk = N ≥
√
kN = √Tk and thus LB′k = N + kNN = N + k. It follows that
CA
LB′k
≥ 2N + k− 1
N + k ≥
2N + N − 1
N + N >
3
2
− ε,
where the second inequality is due to k ≤ N , and the last inequality is due to N > 2
ε
. Therefore, A should assign each job of
the first phase to a new machine. Otherwise, the objective value of the schedule of the first k jobs produced by A is at least
3
2 LBk.
There are N2 jobs in the second phase. The ith job of this phase has size N + i/2, i = 1, . . . ,N2. If the kth job of
this phase is the first job that is assigned to an existing machine by algorithm A, 1 ≤ k ≤ N2, then the sequence
stops. The makespan of the current schedule is at least 2N + k2 , the number of purchased machines is N + k − 1. Hence,
CA ≥ 2N + k2 + (N + k− 1) = 3N + 3k2 − 1. On the other hand,(
N + k+ 1
2
)2
> TN+k = N2 +
k∑
i=1
(
N + i
2
)
= N2 + kN + k(k+ 1)
4
>
(
N + k
2
)2
= L2N+k.
Hence, LB′N+k = 2
√
TN+k < 2N + k+ 1 and thus
CA
LB′N+k
≥ 3N +
3k
2 − 1
2N + k+ 1 >
3N − 1
2N + 1 >
3
2
− ε,
where the second last inequality is due to k > 0, and the last inequality is due to N > 2
ε
.
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Fig. 2. Sequence used for proving Theorem 2.2.
If A assigns each job to a newmachine, then makespan of the schedule after the sequence ends is N + N22 , the number of
purchased machines is N + N2. It follows that CA = N + N22 + (N + N2) = 3N
2
2 + 2N and
CA
LB′N+N2
≥
3N2
2 + 2N
2N + N2 + 1 =
3
2
− N +
3
2
2N + N2 + 1 >
3
2
− ε,
where the last inequality is due to N > 2
ε
. The proof is thus finished. 
3. Algorithm and preliminaries
Themain idea of the first algorithm Aρ from paper [1] is consistent with the following geometric consideration: A square
has the shortest perimeter among all rectangles with fixed area. Thus a new machine is purchased by Aρ if the sum of the
sizes of arrived jobs becomes bigger than the square of the number of existing machines. However, this idea fails to obtain
a satisfactory schedule if a large job comes. To settle this situation, a new idea lying in the opposite direction was proposed
in [6]. The new job is assigned to an existing machine if the new makespan will not be greater than twice the number of
the existing machines. Thus the algorithm works a little bit better. Our further improved algorithm described below in fact
uses a combined strategy. That is, the new job will be assigned to a newmachine either if the makespan would be too big by
assigning it to an existing machine, or the job itself is quite big. Thus this is the first algorithm for the problem which uses
both conditions, we call it as Heuristic with Two Conditions (H for short).
By normalizing, we assume that the cost of purchasing a machine is 1. The size of job Ji is pi, i = 1, . . . , n. Suppose Ji is
the incoming job, then the number of purchasedmachines just before assigning this job is denoted bymi, the minimum and
maximum load of allmi machines are denoted by ci and Ci, respectively.
Algorithm H. 1. Assign J1 to the first machine. Let i = 1,m1 = 0 andm2 = 1.
2. If no new job arrives, stop. Otherwise, let i = i+ 1.
3. If (i) ci + pi ≤ Ci, or
(ii) Ci < ci + pi ≤ mi + 1+ Li and pi ≤ mi + 1,
then assign Ji to a machine with minimum current load. Letmi+1 = mi and return to step 2.
4. If (i) Ci < ci + pi ≤ mi + 1+ Li and pi > mi + 1, or
(ii) ci + pi > mi + 1+ Li,
then assign Ji to a new machine. Letmi+1 = mi + 1 and return to step 2.
It is not difficult to prove by induction that Ci ≤ mi + 1+ Li for any i, so the algorithm is well-defined. Let t = 2+
√
7
3 ≈
1.5486, which is the positive solution of 3t2 − 4t − 1 = 0.
Theorem 3.1. The competitive ratio of H is t, and the bound is tight.
The remaining part of the paper is devoted to prove the theorem.We first construct a sequence to show the bound is tight.
Let ε be an arbitrarily small positive number, and q be a rational number such that t − ε ≤ q < t . Clearly, 3q2− 4q− 1 < 0.
Let N be a sufficiently big integer such that N > 10q−4
1+4q−3q2 and qN is an even number.
The sequence consists of four phases (Fig. 3). In the first phase, there are N jobs. The ith job of this phase has size i + 1,
i = 1, . . . ,N . For any 1 < i ≤ N , since ci = 2, Ci = i, pi = Li = i + 1 and mi = i − 1, Ji will be assigned to a new machine
by step 4(i). As a result, there are N machines at the end of the first phase, the load of the ith machine is i+ 1, i = 1, . . . ,N .
There are N(N−1)2 identical jobs with size 1 in the second phase. All of them will be assigned to an existing machine with
minimum current load by step 3(i). At the end of the second phase, there are still N machines, but the load of each machine
is N + 1. In the third phase, there are (q− 1)N jobs. The ith job of this phase has size N + i+ 1, i = 1, . . . , (q− 1)N . Similar
as the first phase, H assigns each job to a new machine. At the end of the third phase, there are qN machines. The load of
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Fig. 3. Sequence used for proving tightness of the competitive ratio of H . Left: Schedule produced by H . Right: A better schedule.
the ith machine is N + 1 for i = 1, . . . ,N , and i + 1 for i = N + 1, . . . , qN . The last phase contains only one job with size
qN + 1. Since its size is no greater than the number of purchased machines plus 1, it will be assigned to an existing machine
with minimum load by step 3(ii). Hence, CH = (N + 1+ qN + 1)+ qN = (1+ 2q)N + 2. In a better schedule, all qN jobs of
the first and third phase are assigned to qN2 machines. A job of size i+ 1 is assigned to the same machine with a job of size
qN − i + 2, i = 1, . . . , qN2 . The load of each machine is qN + 3. The last job is assigned to a machine alone. The jobs in the
second phase are assigned to
⌈
N(N−1)
2
qN+3
⌉
machines as evenly as possible, the load of each of these machines does not exceed
qN + 3. Thus we know
C∗ ≤ (qN + 3)+
(
qN
2
+ 1+
⌈
N(N−1)
2
qN + 3
⌉)
≤ 3qN
2
+ N
2q
+ 5.
Hence,
CH
C∗
≥ (1+ 2q)N + 23qN
2 + N2q + 5
≥ q,
where the last inequality is due to the definition of N .
In order to prove the competitiveness of H , we need a lower bound on C∗, which is a little bit larger than LB′n. Let
LBi =
{
LB′i, ifmi+1 ≥ 3,
max{min {Ti + 1, Li + 2} , LB′i}, ifmi+1 = 1 or 2. (2)
Clearly,
LBn ≥ LB′n =
Ln +
Tn
Ln
≥ 2√Tn, if Ln > √Tn,
2
√
Tn, otherwise.
(3)
Lemma 3.1. C∗ ≥ LBn.
Proof. Clearly, we only need to prove C∗ ≥ min {Tn + 1, Ln + 2}. If in the optimal schedule, all jobs are assigned to one
machine, then C∗ ≥ Tn + 1. Otherwise C∗ ≥ Ln + 2. 
Though LBi may be strictly larger than LB′i in some cases, it is not difficult to verify that Theorem 2.2 remains true for LBn.
Moreover, we have the following technical lemma, which establish the ‘‘monotone property’’ of this lower bound.
Lemma 3.2. If Tn ≥ T ′, then LBn ≥ 2
√
T ′. Furthermore, if Tn ≥ T ′ and Ln ≥ L′ ≥
√
T ′, then LBn ≥ L′ + T ′/L′.
Proof. Obviously, LBn ≥ LB′n ≥ 2
√
Tn ≥ 2
√
T ′. If further Ln ≥ L′ ≥
√
T ′, then
LBn ≥ LB′n ≥ Ln +
1
Ln
min
{
Tn, L2n
} ≥ Ln + 1Ln min {T ′, L2n} = Ln + T
′
Ln
≥ L′ + T
′
L′
. 
In the rest of the paper, the number of machines and the makespan when H terminates are denoted m and CHmax,
respectively. Corresponding values of an optimal schedule are denoted m∗ and C∗max, respectively. Note that m = mn+1,
CH = CHmax +m and C∗ = C∗max +m∗.
130 G. Dósa, Z. Tan / Discrete Optimization 7 (2010) 125–135
4. Competitiveness of the algorithm
In this section, we will prove the competitive ratio of H is at most t . By Lemma 3.1, it is enough to see that CH ≤ tLBn
holds. We show it by contradiction. Suppose that there exist job sequences such that CH > tLBn, and pick the one with the
fewest number of jobs among all such sequences.Wewill deduce the contradiction through some lemmas. First we consider
the case ofm = 1 separately as below.
Lemma 4.1. If m = 1, then CH ≤ 32 LBn.
Proof. Suppose that m = 1 after the last job Jn is assigned, then we state that CHmax = cn + pn ≤ Ln + 2. In fact, cn = Cn
sincem = 1. If cn + pn > Ln + 2 = mn + 1+ Ln, then Jn will be assigned to a new machine by step 4(ii), which contradicts
to the assumption m = 1. Therefore, CH = CHmax + 1 ≤ Ln + 3 ≤ 32 (Ln + 2) and CH = CHmax + 1 = Tn + 1. By (2),
CH ≤ 32 min{Tn + 1, Ln + 2} ≤ 32 LBn. 
By Lemma 4.1, we assume thatm ≥ 2 in the following. Let
m0 =
{
mk, if Jk is the last job which is assigned by step 4(ii),
0, if no job is assigned by step 4(ii).
When such Jk exists, since ck + pk > mk + 1+ Lk ≥ m0 + 1+ pk, we have
ck > m0 + 1. (4)
Now we get a lower bound on the total size of jobs.
Lemma 4.2. Tn ≥ m2/2.
Proof. For themachines purchased later than them0th machine, the condition of step 4(i) must be satisfied. In other words,
the first job assigned to the jth machine must have a size of at least j, for allm0 + 2 ≤ j ≤ m. Moreover, the load of each of
the firstm0 machines is at leastm0 + 1 by (4). Hence,
Tn ≥ m0 (m0 + 1)+
m∑
j=m0+2
j = m0 (m0 + 1)+ 12 (m0 + 2+m) (m−m0 − 1)
= 1
2
m2 + 1
2
(m+m20 −m0 − 2).
Ifm ≥ m0+2, then Tn ≥ 12m2+ 12m20 ≥ 12m2. Ifm = m0+1, then Tn ≥ 12m2+ 12 (m20−1) ≥ 12m2 sincem0 = m−1 ≥ 1. 
Lemma 4.3. If CHmax = Ln, then CH ≤ 32 LBn.
Proof. If Tn < L2n, then by (3), LBn ≥ Ln + TnLn . Thus,
CH = CHmax +m = Ln +m ≤
3
2
(
Ln + m
2
3Ln
)
≤ 3
2
(
Ln + TnLn
)
≤ 3
2
LBn,
where the first inequality is equivalent to L2n+m2 ≥ 2Lnm, the second inequality is valid sincewe have shown Tn ≥ m
2
2 >
m2
3
in Lemma 4.2.
If Tn ≥ L2n, then by (3), LBn ≥ 2
√
Tn ≥ 2Ln. Ifm ≤ 2Ln, then we get CH = CHmax + m = Ln + m ≤ 3Ln ≤ 32 LBn. Otherwise,
m > 2Ln. By Lemma 4.2, we have Tn ≥ 12m2 > 14m2. Hence, CH = CHmax +m = Ln +m ≤ 32m ≤ 3
√
Tn ≤ 32 LBn. 
Lemma 4.4. For any fixed m and m0 ≤ m− 1, define
G(cn) = tm
(
m0 ·max{cn,m0 + 1} + cn +
m∑
i=m0+2
max{cn, i}
)
− cn +
(
m+ 1+ 1
m
)
t − (2m+ 1)
as a function of cn. Then G(cn) ≥ 0 for any 0 ≤ cn ≤ m.
Proof. Clearly, G(cn) is a decreasing function of cn when 0 ≤ cn ≤ m0 + 1. Hence, we only need to consider m0 + 1 ≤
cn ≤ m. It is easy to see that G is a piece-wise linear, and continuous function of cn, and all non-differentiable points are j,
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j = m0 + 1, . . . ,m. Thus it is enough to verify the non-negativity of G in the non-differentiable points. For any integer j,
m0 + 1 ≤ j ≤ m,
G(j) = t
m
(
m0j+ j+
j∑
i=m0+2
j+
m∑
i=j+1
i
)
− j+
(
m+ 1+ 1
m
)
t − (2m+ 1)
= t
m
(
j2 + 1
2
(m− j)(m+ j+ 1)
)
− j+
(
m+ 1+ 1
m
)
t − (2m+ 1)
= t
2m
(
3m2 + j2 + 3m− j+ 2)− (2m+ j+ 1).
The inequality
t
2m
(3m− j+ 2) ≥ t (2m+ 2)
2m
≥ t > 1 (5)
trivially holds since j ≤ m. Thus it suffices to prove that
t
2m
(
3m2 + j2) ≥ 2m+ j, (6)
which is equivalent to (3t − 4)m2− 2jm+ tj2 ≥ 0. Define F(m) = (3t − 4)m2− 2jm+ j2t . Since 3t − 4 > 0, the minimum
value of F(m) is j2
(
t − 13t−4
) = 0. By (5) and (6), the lemma is thus proved. 
Lemma 4.5. If CHmax > Ln and Jn is assigned to an existing machine, then C
H ≤ tLBn holds.
Proof. Since Jn is assigned to an existing machine, and we consider a minimum counterexample, the condition of step 3(ii)
must be satisfied, i.e., Cn < cn + pn ≤ mn + 1+ Ln and
pn ≤ mn + 1 = m+ 1. (7)
We distinguish two cases according to the value of Tn.
Case 1. Tn ≤ m2.
If m = m0 + 1, then by (4), the loads of the first m0 = m − 1 ≥ 1 machines are more than m0 + 1 = m. Moreover, Jn
is assigned to the machine with minimum load and the makespan increases. Thus, the final loads of all m machines are at
leastm, and Tn > m2, which is a contradiction. Therefore, we conclude thatm ≥ m0 + 2.
Since Jn is assigned to an existing machine, there are already m machines purchased before Jn arrives. The load of each
machine is at least cn. Combining with the same argument as those at the beginning of the proof of Lemma 4.2, we can get
a tighter estimation of Tn−1. That is
Tn−1 ≥ m0max{cn,m0 + 1} + cn +
m∑
i=m0+2
max{cn, i}.
Note that cn ≤ m since Tn ≤ m2. By (7), Lemma 4.4 and 1− tm > 0, we have
t
m
Tn−1 − cn +m(t − 1)−
(
1− t
m
)
pn
≥ t
m
(
m0max{cn,m0 + 1} + cn +
m∑
i=m0+2
max{cn, i}
)
− cn +m(t − 1)−
(
1− t
m
)
(m+ 1)
= G(cn) ≥ 0. (8)
Sincem ≥ m0+2, the first job on themthmachine, which is assigned by step 4(i), has size at leastm. Hence, Ln ≥ m ≥ √Tn.
By Lemma 3.2,
CH = CHmax +m = cn + pn +m ≤ t
(
m+ Tn−1 + pn
m
)
≤ t
(
Ln + TnLn
)
≤ tLBn,
where the first inequality is due to (8).
Case 2. Tn ≥ m2.
Since Jn is assigned to the machine with minimum current load, and there are already mmachines when Jn is assigned,
by (7), we have
CHmax ≤
Tn − pn
m
+ pn = Tnm +
m− 1
m
pn ≤ Tnm +
m− 1
m
(m+ 1) < Tn
m
+m.
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If Tn ≤ 4m2, then CH = CHmax + m ≤ Tnm + 2m ≤ 3
√
Tn ≤ 32 LBn, where the second inequality is equivalent to
T 2n − 5m2Tn + 4m4 = (Tn − 4m2)(Tn −m2) ≤ 0.
Now consider the case of Tn > 4m2. Since Jn is assigned to an existing machine, CHmax = cn + pn ≤ m + 1 + Ln. Hence,
4m2 < Tn ≤ mCHmax ≤ m(m+ 1+ Ln), i.e., Ln > 3m− 1. It follows that
L2n = Ln(Ln −m)+mLn ≥ (3m− 1)(2m− 1)+mLn = 6m2 − 5m+ 1+mLn
≥ m2 +m+mLn = m(Ln +m+ 1) ≥ mCHmax ≥ Tn.
By (3), we have
CH = CHmax +m ≤ Ln + 2m+ 1 =
1
2
(2Ln + 4m+ 2) ≤ 12 (2Ln + 4
√
3m)
≤ 1
2
(
2Ln + Ln + 12m
2
Ln
)
= 3
2
(
Ln + 4m
2
Ln
)
≤ 3
2
(
Ln + TnLn
)
≤ 3
2
LBn. 
By Lemmas 4.3 and 4.5, we can restrict our further investigations to those cases where CHmax > Ln and Jn is assigned to a
new machine. It implies that Jn cannot determine makespan. Note that final load on each of the firstm− 1 machines must
be less than Ln +m. Otherwise, the last job assigned to any of these machines should be assigned to a newmachine by step
4(ii). Moreover, the final load of the last machine is pn ≤ Ln ≤ Ln +m. Hence,
CHmax ≤ Ln +m (9)
holds. We will finish the proof of Theorem 3.1 by establishing three more lemmas.
Lemma 4.6. If pn ≤ m, then CH ≤ 32 LBn.
Proof. Since pn ≤ m = mn + 1 and Jn is assigned to a new machine,
cn + pn > mn + 1+ Ln = m+ Ln (10)
must hold. Note that pn ≤ min {m, Ln}, we have cn > max {m, Ln} ≥ m+Ln2 . Thus the load of each of the firstm− 1 machines
is larger than m+Ln2 . Together with (10), we have Tn ≥ m+Ln2 m.
If Ln ≤ m, then by (9) and (3), we have
CH = CHmax +m ≤ Ln + 2m ≤ 3
√
m+ Ln
2
m ≤ 3√Tn ≤ 32 LBn,
where the second inequality is equivalent to 2L2n − Lnm−m2 = (2Ln +m)(Ln −m) ≤ 0.
If Ln > m, we first prove m ≥ 3 holds. Suppose m = 2, then Ln > m = 2 ≥ pn. It follows that pn is not the largest job,
while the largest job is assigned to the first machine. However, since the size of the largest job is greater than 2 = mn + 1,
it should be assigned to a new machine by H , which is a contradiction.
By (10),m ≥ 2 and pn ≤ m, we have
Tn ≥ (m− 1)cn + pn = (m− 1)(cn + pn)− (m− 2)pn
≥ (m− 1)(m+ Ln)− (m− 2)m = (m− 1)Ln +m.
On the other hand, L2n > mLn > (m− 1) Ln +m. By Lemma 3.2 and (9), we have
CH = CHmax +m ≤ Ln + 2m ≤
3
2
(
Ln + (m− 1) Ln +mLn
)
≤ 3
2
LBn,
where the second inequality is equivalent tom(Ln − 3) ≤ Ln(Ln − 3), which easily follows from Ln > m ≥ 3. 
Lemma 4.7. If pn > m and Ln > 32m, then C
H ≤ 32 LBn.
Proof. Let Jl be the last job which increases makespan. Since we assume CHmax > Ln and pl ≤ Ln, Jl must be assigned to an
existing machine by step 3(ii), and cannot be the last job. Therefore,
pl ≤ ml + 1 ≤ m. (11)
We distinguish three cases according to the value of cl.
Case 1. cl ≤ 34m.
By Lemma 4.2, Tn ≥ 12m2. Since Ln > 32m, L2n > 94m2 > 12m2. By Lemma 3.2 and (11), we obtain
CH = CHmax +m = cl + pl +m ≤
3m
4
+m+m = 11m
4
= 3
2
(
3
2
m+
m2
2
3
2m
)
≤ 3
2
LBn.
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Case 2. 34m < cl ≤ m.
We first state that
Tn ≥ 34m
2. (12)
Recall that cl > 34m and C
H
max > Ln >
3
2m. The load on each of the firstmlmachine is already greater than
3
4mwhen Jl arrives.
For the later purchased machines, the sum of loads of any two machine of them is greater than CHmax >
3
2m. Otherwise, one
of the two machines need not be purchased by step 3(i). If there is only one more machine purchased after Jl is assigned,
then the sum of loads of this machine and any one of the firstmlmachines is also greater than CHmax >
3
2m. Thus (12) follows.
Similarly as in Case 1, by Lemma 3.2, (9) and (12), we get
CH = CHmax +m = cl + pl +m ≤ m+m+m = 3m =
3
2
(
3
2
m+
3
4m
2
3
2m
)
≤ 3
2
LBn.
Case 3. cl > m.
By CHmax = cl+pl and cl > m ≥ pl, we have cl > 12CHmax. Similarly as in Case 2, we can prove Tn ≥ m2 CHmax. By Ln > 32m > m
and (9), it follows that L2n > m · m+Ln2 ≥ m2 CHmax. Again by (9) and Lemma 3.2, we have
CH = CHmax +m =
(
1− 3m
4Ln
)
CHmax +m+
3m
4Ln
CHmax
≤
(
1− 3m
4Ln
)
(Ln +m)+m+ 3m4Ln C
H
max
≤ 3Ln
2
+ 3m
4Ln
CHmax =
3
2
(
Ln + mC
H
max
2Ln
)
≤ 3
2
LBn.
where the second inequality is equivalent to 2L2n − 5Lnm+ 3m2 = (2Ln − 3m)(Ln −m) ≥ 0. 
Lemma 4.8. If pn > m and Ln ≤ 3m2 , then CH ≤ tLBn.
Proof. We distinguish three cases according to the value ofm.
Case 1.m = 2.
Since Tn ≥ Ln ≥ pn > m = 2 and (9), we have CH = CHmax + 2 ≤ Tn + 2 ≤ 32 (Tn + 1) and CH = CHmax + 2 ≤ Ln + 2+ 2 ≤
3
2 (Ln + 2). Hence, CH ≤ 32 min{Tn + 1, Ln + 2} ≤ 32 LBn by (2).
In order to prove the remaining cases of m ≥ 3, consider the partial sequence which only contains the first n − 1 jobs.
We conclude that CHn−1 ≤ tLBn−1, where CHn−1 is the objective value just before Jn arrives. Otherwise, we get a job sequence
with n− 1 jobs and CHn−1 > tLBn−1, which contradicts to the assumption of minimum counterexample. Since Jn is assigned
to a new machine and does not determine makespan, we have CHn−1 = CHmax + (m− 1). Hence,
CHmax + (m− 1) ≤ tLBn−1. (13)
Case 2.m ≥ 4 andmn = m− 1 ≥ 3.
We distinguish several subcases according to the different values of Ln−1, corresponding values of LBn−1 and LBn are given
by (2).
Subcase 1. L2n−1 ≤ Tn−1 and thus LBn−1 = 2
√
Tn−1.
By (9), CHmax ≤ Ln +m ≤ 3m2 +m = 5m2 . By (13) and (3), pn > m and t > 32 , we have
(CH)2 = (CHmax +m)2 = (CHmax +m− 1+ 1)2 = (CHmax +m− 1)2 + 2(CHmax +m− 1)+ 1
≤ 4t2Tn−1 + 2CHmax + 2m− 1 ≤ 4t2(Tn − pn)+ 5m+ 2m
≤ 4t2Tn − 4t2m+ 7m ≤ 4t2Tn ≤ t2LB2n.
Hence, CH ≤ tLBn.
Subcase 2. L2n−1 ≥ Tn > Tn−1 and thus LBn−1 = Ln−1 + Tn−1Ln−1 .
Since Ln−1 ≤ Ln ≤ 32m < 32pn < tpn and CHmax + (m− 1) ≤ t
(
Ln−1 + Tn−1Ln−1
)
by (13), we have
CH = Cmax +m ≤ t
(
Ln−1 + Tn−1Ln−1
)
+ 1 ≤ t
(
Ln−1 + Tn−1Ln−1
)
+ t pn
Ln−1
= t
(
Ln−1 + TnLn−1
)
≤ t
(
Ln + TnLn
)
≤ tLBn.
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Subcase 3. Tn−1 < L2n−1 < Tn and thus LBn−1 = Ln−1 + Tn−1Ln−1 .
Let 0 < y < 1 be a real number such that Tn = L2n−1 + ypn and Tn−1 = Tn − pn = L2n−1 − (1− y)pn. We first prove
tpn > Ln−1 + y4t . (14)
In fact, since pn > m ≥ 4 and t = 2+
√
7
3 ,
tpn > tm = m
(
t − 3
2
)
+ 3m
2
≥ 4
(
t − 3
2
)
+ 3m
2
≥ 1
4t
+ 3m
2
≥ 1
4t
+ Ln > y4t + Ln−1.
Hence,
(2tLn−1 + y)2 = 4t2L2n−1 + 4tyLn−1 + y2 = 4t2L2n−1 + 4ty
(
Ln−1 + y4t
)
≤ 4t2L2n−1 + 4t2ypn = 4t2
(
L2n−1 + ypn
) = 4t2Tn,
i.e.,
2t
√
Tn − 2tLn−1 ≥ y.
On the other hand,
tLn−1 − t Tn−1Ln−1 = t
(
L2n−1
Ln−1
− Tn−1
Ln−1
)
= t (1− y)pn
Ln−1
>
3
2
(1− y)m
3
2m
= 1− y.
Sum up the previous two inequalities, we have
2t
√
Tn − t
(
Ln−1 + Tn−1Ln−1
)
≥ 1.
By (3), we have
CH = CHmax +m = CHmax + (m− 1)+ 1 ≤ tLBn−1 + 1 ≤ t
(
Ln−1 + Tn−1Ln−1
)
+ 1 ≤ 2t√Tn ≤ tLBn.
Case 3.m = 3.
Sincemn = m− 1 = 2, LBn−1 can be strictly larger than LB′n−1 by (2). If LBn−1 = LB′n−1, we can do similar analysis as Case
2, only need to prove (14) also valid for m = 3. Note that pn > m = 3. If Ln = pn, then tpn > 32 Ln = Ln + 12 Ln > Ln + 32 >
Ln−1 + y4t . Otherwise, Ln−1 = Ln > pn. By (9),
L2n = L2n−1 < Tn ≤ 2CHmax + pn ≤ 2(Ln + 3)+ pn < 2(Ln + 3)+ Ln,
i.e., Ln < 3+
√
33
2 . Hence, tpn > 3t >
3+√33
2 + 14t > Ln−1 + y4t .
Now the only case left to consider is
LBn−1 = min {Tn−1 + 1, Ln−1 + 2} > LB′n−1 ≥ 2
√
Tn−1. (15)
Recall that Jn does not determine makespan and pn > m = 3. If CHmax ≤ 6, then Tn ≥ CHmax + pn > CHmax + 3 and
Ln ≥ pn > 3 ≥
√
CHmax + 3. By Lemma 3.2,
CH = CHmax + 3 ≤
3
2
(
3+ C
H
max + 3
3
)
≤ 3
2
LBn.
Now suppose CHmax > 6. Then Tn−1 ≥ CHmax > 6. By (15), Ln−1 + 2 ≥ LBn−1 > 2
√
Tn−1 > 4, i.e., Ln−1 > 2. Suppose
Tn−1 > 2Ln−1, then by the definition of LB′n−1, we have
LB′n−1 = Ln−1 +
Tn−1
Ln−1
> Ln−1 + 2Ln−1Ln−1 = Ln−1 + 2
when Ln−1 ≥ √Tn−1, and LB′n−1 = 2
√
Tn−1 > 2Ln−1 > Ln−1 + 2 when Ln−1 < √Tn−1. Hence,
LBn−1 ≥ LB′n−1 > Ln−1 + 2 ≥ min {Tn−1 + 1, Ln−1 + 2} = LBn−1,
which is a contradiction. Therefore, Tn−1 ≤ 2Ln−1, which results
CHmax ≤
3
2
Ln. (16)
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In fact, recall that Jl is the job determine makespan. Ifml = 2, i.e., there are already two machines when Jl arrives, then
CHmax = cl + pl ≤
Tn−1 − pl
2
+ pl = Tn−12 +
pl
2
≤ Ln−1 + 12 Ln−1 ≤
3
2
Ln.
Ifml = 1 and Jl is assigned to the existing machine, then the size of jobs which arrive no later than Jl is less thanml+ 1 = 2.
Otherwise, it will be assigned to a new machine. Hence, CHmax ≤ ml + 1+ Ll ≤ 4, which contradicts CHmax > 6. Ifml = 1 and
Jl is assigned to a new machine, then CHmax = pl ≤ Ln ≤ 32 Ln trivially holds.
Since Jn is assigned to a newmachine, cn+pn > CHmax. Hence, Tn = CHmax+cn+pn ≥ 2CHmax ≥ 2Ln. By Ln ≥ pn ≥ 3 ≥
√
2Ln,
(16) and Lemma 3.2, we obtain
CH = CHmax + 3 ≤
3
2
Ln + 3 = 32
(
Ln + 2LnLn
)
≤ 3
2
LBn.
The proof is thus finished. 
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