Deep neural network (DNN) regression models are widely used in applications requiring state-of-the-art predictive accuracy. However, until recently there has been little work on accurate uncertainty quantification for predictions from such models. We add to this literature by outlining an approach to constructing predictive distributions that are 'marginally calibrated'. This is where the long run average of the predictive distributions of the response variable matches the observed empirical margin. Our approach considers a DNN regression with a conditionally Gaussian prior for the final layer weights, from which an implicit copula process on the feature space is extracted. This copula process is combined with a nonparametrically estimated marginal distribution for the response. The end result is a scalable distributional DNN regression method with marginally calibrated predictions, and our work complements existing methods for probability calibration. The approach is first illustrated using two applications of dense layer feed-forward neural networks. However, our main motivating applications are in likelihood-free inference, where distributional deep regression is used to estimate marginal posterior distributions. In two complex ecological time series examples we employ the implicit copulas of convolutional networks, and show that marginal calibration results in improved uncertainty quantification. Our approach also avoids the need for manual specification of summary statistics, a requirement that is burdensome for users and typical of competing likelihood-free inference methods.
Introduction
Deep models involving multiple layers of latent variables have become extremely popular in applications requiring high predictive accuracy (Goodfellow et al., 2016) . In addition to being flexible, these models are scalable to large datasets with high-dimensional features.
However, in some applications it is crucial to represent uncertainty in predictions accurately, which is something that naïve applications of deep learning models often fail to do. This has motivated recent research on extensions that are able to capture aspects of the predictive distributions beyond the mean, and on methods to calibrate the full predictive distributions accurately. Our aim in the present work is to review and add to this existing literature in the area of distributional calibration methods for deep neural network (DNN) models.
To do so we develop a new scalable method for 'distributional deep regression', by which we mean a DNN regression method that provides predictions for the full distribution. The proposed method uses the implicit copula (Nelsen, 2006, p.51 ) of a vector of values on a response variable that arises from a DNN regression. We call this variable a 'pseudo-response' because it is not observed directly. The resulting copula is a highly flexible deep function of the feature vector, which we combine with a non-parametrically estimated marginal distribution for the observed response variable. The predictive distributions from the model are marginally-calibrated (where the long-run average of the predictive distributions matches the empirically observed margin) and the approach extends the marginally-calibrated regression copula models of Klein and Smith (2019) and Smith and Klein (2019) to deep models.
Even though the proposed implicit copula is of very high dimension, the likelihood is easy to compute using Bayesian methods and efficient existing neural net libraries optimized for scalability.
Importantly, all aspects of the predictive distribution-such as the mean, variance, higher order moments and tail behaviour-are learned jointly in this deep regression. To illustrate this, and other advantages of our approach, we first consider the implicit copula of a dense layer feed-forward network, and apply the resulting distributional deep regression to two popular benchmark datasets. In both cases, our approach provides substantially more accurate predictive densities, compared to those obtained from applying the feed-forward network directly to the data with, or without, probability calibration.
However, our main application of this new distributional deep regression model is in likelihood-free inference. Here, we estimate Bayesian posterior distributions for models with intractable likelihood functions. A posterior distribution is a conditional distribution for the parameters, given data, derived from a data generating process and a Bayesian prior. In cases where the likelihood is intractable, distributional regression methods can be employed to estimate the posterior density using training samples simulated under the joint model, with the parameter as response and the data as features. After fitting the regression, the approximate posterior is obtained as the predictive distribution from the regression with features given by the observed data. The approach we propose is quite general, but in likelihood-free inference applications we show that the marginal calibration property acts to improve uncertainty quantification significantly.
To illustrate the advantages of our approach in likelihood-free inference, we construct the implicit copula of a convolutional network, and apply the resulting distributional deep regression to compute inference for two complex applications in ecological time series considered in Wood (2010) and Fasiolo et al. (2016) . Wood (2010) considered the use of likelihood-free inference methods based on summary statistics for inference in state space models where the likelihood may be highly irregular. Wood (2010) developed an approximate likelihood, called the synthetic likelihood, which is based on a Gaussian model for a vector-valued nonsufficient summary statistic, where the summary statistic mean and covariance are estimated for each parameter value by Monte Carlo simulation. Discarding some information by using a non-sufficient summary of the data can lead to a better behaved likelihood function.
A recent comparison of full likelihood and synthetic likelihood inference is given in Fasiolo et al. (2016) , where some typical applications in ecology and epidemiology are described.
Bayesian implementations of synthetic likelihood are discussed in detail in Price et al. (2018) .
There are alternative likelihood-free inference methods that can be applied for time series data, most notably the approximate Bayesian computation (ABC) framework (Sisson et al., 2018) . A recent discussion of ABC methods for time series is given in Frazier et al. (2019) . Frazier et al. (2019) consider ABC approaches to forecasting, and suggest that accurate estimation of the posterior on parameters may not be needed for this purpose. However, like synthetic likelihood and its extensions, ABC methods require suitable summary statistics for the data. Even without the requirement that these statistics be multivariate normal for every parameter value, choosing statistics that are informative and low-dimensional is difficult. A major advantage of our proposed approach is that manually specified summary statistics are not required, and instead the whole dataset is used as the feature vector in a regression model. A further comparison of our approach and alternative likelihood-free inference methods is given in Section 5.
The rest of the paper is organized as follows. Section 2 introduces deep learning regression models, including uncertainty quantification of predictions from such models. Section 3 shows how the copula smoother of Klein and Smith (2019) can be extended to the DNN case, including efficient implementation and calculation of the predictive distributions. Section 4 illustrates our approach using dense layer feed-forward networks for two benchmark datasets.
Section 5 reviews likelihood-free inference, and uses an implicit copula constructed from a convolutional network to compute likelihood-free inference in two complex ecological time series models. A comparison to some leading alternative approaches is also provided, while Section 6 concludes.
Deep Learning for Regression
In this section we briefly introduce deep learning regression models, and review the existing literature on uncertainty quantification for deep learning.
Deep learning regression models
Suppose we observe n response and features pairs (Z i , x i ), i = 1, . . . , n, where Z i is the ith scalar response and x i = (x i1 , . . . , x ip ) is the corresponding vector of p feature values.
A feed-forward neural network specifies a function of the input features as a convolution, written as a sequence of transformations called 'layers'. The feature vector, x, enters the model at an initial input layer, while the final transformation gives the predicted response at an output layer; the intermediate component transformations are the hidden layers. For an introduction to neural network terminology from a statistical perspective see recent overviews by Polson and Sokolov (2017) and Fan et al. (2019) .
In this paper we consider DNNs for regression with a single output, so that the response is scalar-valued. The function defined by a DNN can be written as f η (x), where η is the set of all parameters (weights) in the network. We assume that the activation function for the output layer is linear, so that f η (x) can be written as
where β are the output layer coefficients, ζ are the coefficients of all other layers (so that η = (β 0 , β , ζ ) ), and ψ ζ (x) is the vector of q basis functions defined by the last hidden layer of the network. In general an intercept β 0 is also included, although later in Section 3
we set β 0 = 0 in the output layer because implicit copulas are location free.
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Training of a neural network such as (1) is usually done by minimizing a penalized empirical loss function with respect to η. A popular loss in regression problems is the squared error over the observed values z = (z 1 , . . . , z n ) of the response, given by
A regularization penalty-such as the L2 or L1 norm of the weights-is usually added to prevent over-fitting and simplify the optimization. Regularization can also be undertaken in an implicit manner in the optimization algorithm, using a variety of methods such as early stopping, drop-out or batch normalization; see Goodfellow et al. (2016) for an introduction to these ideas. For posterior mode estimation in a Bayesian framework, the loss is equivalent to the negative log-likelihood and an explicit penalty is equivalent to the negative log prior density. When (2) is used in a regression setting, it is equivalent to assuming a homoscedastic Gaussian model, and the simplest way to construct predictive distributions for future responses is to use a Gaussian predictive density, after estimating the response variance.
However, in many applications more sophisticated uncertainty quantification is necessary, which is the focus of the current paper.
In our approach we consider an initial DNN regression fit, from which data-dependent basis functions ψ ζ (x) are obtained. We make use of highly optimized standard neural network libraries for the adaptive construction of the basis functions, which will be employed in our Bayesian copula regression model outlined in Section 3. Our methodology is related to that in Nalenz and Villani (2018) , where data-dependent basis functions from tree ensemble methods were further used within a Bayesian statistical model with shrinkage priors to obtain uncertainty quantification. The work of Nalenz and Villani (2018) , however, is not concerned with marginal calibration, DNN basis functions or any applications to likelihoodfree inference. Gneiting et al. (2007) discuss different ways to gauge the accuracy of uncertainty quan-tification in prediction. In this paper we focus on two of these: 'probability calibration' and 'marginal calibration'. Gneiting et al. (2007) define notions of calibration formally by considering a sequence of forecasting problems indexed by time. "Nature" chooses a distribution H t at time t, from which an outcome is drawn, and the forecaster gives a predictive distribution F t . Intuitively, probability calibration means that an event predicted to have probability p occurs with relative frequency p. This is formalized in Gneiting et al. (2007) by the requirement that
Uncertainty quantification for deep learning
for all p ∈ (0, 1). Roughly speaking, marginal calibration is where the average of nature's true distribution should match the average forecast distribution. Marginal calibration occurs
and if the limits on the left-and right-hand sides above exist. In practice, H t is not observed, but only observations drawn from H t , and we can consider replacing H t with a point mass at the observed value, which makes the average of H t an empirical distribution. In the current work, the forecaster is a regression model, and F t will be a predictive distribution from such a model. We do not follow the above theoretical framework strictly in our later development. For example, the definition of a particular ordering of the observations into a time sequence is artificial in our applications. However, as noted in Gneiting et al. (2007) , the above theoretical framework can be inspirational for related empirical notions of calibration that are useful in their own right.
In the deep learning literature previous approaches to achieve accurate uncertainty quantification are of two main types, which we discuss separately below.
Post-processing calibration adjustments
The first type of approach to deep learning uncertainty quantification uses post-processing adjustments to achieve probability calibration. The early machine learning literature on this topic is concerned with classification problems (see Platt (2000) for an early example), while calibration in regression has received far less attention. One approach for regression is due to Keren et al. (2018) , who consider discretizing a continuous response so that calibration methods developed for classifiers can be applied. A related method is described in Li et al. (2019) , who consider classification methods which account for the ordering of the discretized response, and where the estimation remains stable even for a fine discretization with possibly very few observations in each class.
Another approach, which we compare to our own later, is due to Kuleshov et al. (2018) and can be briefly explained as follows. Suppose we have a training set of features and responses, and a regression model has been fitted to them. The fitted model provides predictive distributions for the response for any value of the feature vector. Now consider a calibration set of features and responses, which may be disjoint from the training set. For every probability p ∈ [0, 1] we can ask what is the value p = p (p) such that the p -quantiles of the predictive distributions upper bound a relative frequency of p of the responses in the calibration set? We then adjust all predictive distributions such that the p-quantile is changed to the corresponding p -quantile. This adjustment can be achieved using isotonic regression for a set of p and p pairs, and is a form of probability calibration.
The method we describe in Section 3 ensures that the marginal distribution of the model response matches an empirically estimated marginal distribution. However, whether the ergodic averaging of predictive distributions leads to equality with the model marginal distribution is something that depends on the properties of the implicit regression copula. We show that the average predictive distribution from our method reproduces the empirically estimated marginal well in the examples. Kuleshov et al. (2018) , in their discussion of the notion of marginal calibration in Gneiting et al. (2007) , state that "We found that their notion of marginal calibration was too weak for our purposes, since it only preserves guarantees relative to the average distribution." We show that, in certain cases, the notion of marginal calibration can be highly constraining, so that marginal calibration methods are an interesting complement to probability calibration post-processing methods. In our experience, these methods are particularly useful when the response distribution is skewed, heavy-tailed, or involves a range constraint.
Distributional regression approaches
Post-processing calibration methods are not the only way to improve uncertainty quantification for deep learning models in regression. An alternative is to use more flexible models which are able to capture complex features of the response distribution beyond the mean.
In the context of deep learning, loss functions equivalent to Gaussian log-likelihoods with heteroscedasticity have been considered (Kendall and Gal (2017); Lakshminarayanan et al. (2017) , among others) where both the mean and log-variance are modelled as functions of the features in a flexible way. However, with such an approach the response distribution is still conditionally Gaussian, which will result in a lack of calibration in some problems. These authors also consider various other innovations designed to improve uncertainty quantification, (1992) and Neal (1996) . A recent review of deep learning methods emphasizing the connections between existing algorithms and models and Bayesian thinking is given by Polson and Sokolov (2017) .
3 Marginally-Calibrated Deep Learning Regression Klein and Smith (2019) and Smith and Klein (2019) introduce a new approach to distributional regression that uses a copula decomposition to ensure marginal calibration. We outline how to extend this approach to deep learning regression.
Copula model
Consider n realizations Y = (Y 1 , . . . , Y N ) of a continuous-valued response, with corre- Following Sklar (1959) , the joint density of the distribution Y |x can always be written as
with y = (y 1 , . . . , y n ) . Here, c † (u|x) is a n-dimensional copula density with u = (u 1 , . . . , u n ) , and F (y i |x i ) is the distribution function of Y i |x i ; both of which are typically unknown. We call such a copula a 'regression copula' 2 because it is a function of the features x. In copula modelling it is common to replace c † in (3) with the density of a parametric copula with parameters θ, and we do so here with c DNN (u|x, θ), which is the implicit copula of a DNN regression specified below in Section 3.2. Klein and Smith (2019) suggest calibrating the distribution of Y i |x i to its invariant margin, so that density p(y i |x i ) = p Y (y i ) with distribution function F Y estimated non-parametrically. Thus, we can write
We stress that even though Y i |x i is assumed invariant with respect to x i , the response is still affected by the features x though the joint distribution. For example, we show in Section 3.4
that the entire predictive distribution of a future response Y 0 is a function of the feature vector x 0 .
Regression copula
The key to the success of our approach is the specification of the regression copula with density c DNN . For this we employ the implicit copula of a pseudo-response vector from a DNN regression model derived as follows. Consider a pseudo-response given by the output layer observed with Gaussian noise, so that if ε i is distributed independently N (0, σ 2 ),
Then from (1), the vector of n realizationsZ = (Z 1 , . . . ,Z n ) is given by the linear model
with
We assume that ζ is known so that the basis functions are fixed, and the procedure for obtaining ζ is described later. To produce smooth and efficient estimates we regularize the basis coefficient vectors β. In a Bayesian context this corresponds to adopting a shrinkage prior, with a common choice being the conditionally Gaussian prior
where P (θ) is a sparse precision matrix that is a function of the regularization parameters θ.
We extract the copula of the distribution of the pseudo-response vectorZ with β integrated out. Such a copula is either called an 'implicit ' (McNeil et al., 2005, p.190) or 'inversion' (Nelsen, 2006, p.51 ) copula because it is constructed by inverting Sklar's theorem. The copula is n-dimensional with a dependence structure that is a function of the feature values x. To derive this copula, first notice that integrating β out of the linear model at (6) gives the Gaussian distributioñ
which is derived in Sec.2.1 of Klein and Smith (2019) . The implicit copula of this distribution is called the Gaussian copula (Song, 2000) , and it is constructed by standardizing the distribution above to have zero mean and unit variances. To do so here, we set Z =
with elements
Following Song (2000) and many others, the resulting Gaussian copula has density
where
. . , z n ) , and φ n (·; 0, R) and φ 1 are the densities of N n (0, R) and N (0, 1) distributions, respectively.
Because σ 2 does not feature in the expression for c DNN , it is therefore unidentified, so that we simply set it equal to 1 throughout the rest of the paper. 3 This is because implicit copulas are always invariant to the scale of the pseudo-response. Also, while the copula is n-dimensional-and therefore potentially of very high dimension-the matrix R at (8) is a parsimonious function of θ. Klein and Smith (2019) give expressions for R for three different shrinkage priors, and we consider two different choices here:
Horseshoe: The horseshoe prior is attractive due to its robustness, local adaptivity and analytical properties (Carvalho and Polson, 2010) . It is a scale mixture, where β j |λ j ∼ N(0, λ 2 j ), with prior π 0 (λ j |τ ) = Half-Cauchy(0, τ ) and π 0 (τ ) = Half-Cauchy(0, 1). With this prior θ = {λ, τ }, with λ = (λ 1 , . . . , λ q ) , while
Ridge: The ridge prior is one of the simplest forms of shrinkage priors, where β j |τ 2 ∼ N(0, τ 2 ) and we use the scale-dependent prior of Klein and Kneib (2016) for τ 2 . With this
Last, to see the link between the two regression copulas in (3) and (4), it is straightforward to see that c † (u|x) = c DNN (u|x, θ)p(θ)dθ for some prior density p(θ). Klein and Smith (2019) highlight that even though c DNN is a Gaussian copula, c † can be far from a Gaussian copula, although its computation through integration with respect to θ has to be undertaken numerically.
Estimation
We employ a multi-stage estimator with the following three steps:
Algorithm 1 (Estimation of Distributional Deep Regression)
1. Estimate the marginal F Y using a non-parametric estimator, for which we use the kernel density estimator of Shimazaki and Shinomoto (2010) .
. . , n. Using existing neural net libraries applied to z = (z 1 , . . . , z n ) , construct output layer basis functions, and evaluate them at the feature values to obtain B ζ (x).
3. Given F Y and B ζ (x), compute the posterior distribution θ|y of the copula parameters using Markov chain Monte Carlo.
Step 2 is dependent upon the choice of architecture, which we discuss later in the context of each application.
Step 3 is the main challenge, where computing the posterior requires evaluation of the likelihood, which is given by the copula decomposition at (4). To do so directly requires evaluation of the copula density at (7), which is computationally infeasible in general because of the need to invert the n × n matrix R. Klein and Smith (2019) solve this problem by instead using the likelihood conditional on β, which is
and can be evaluated in O(n) operations because S(x, θ) is diagonal. These authors propose standard MCMC schemes that generate β and θ, so that β is integrated out in a Monte
Carlo manner and direct computation of R is avoided. We refer readers to Klein and Smith (2019) for further details on these samplers, which produce draws {(β
from the augmented posterior distribution β, θ|y.
Predictive densities
The predictive density p(y 0 |x 0 ) of a new observation of the response Y 0 , given new feature values x 0 = (x 01 , . . . , x 0p ) , is estimated using its Bayesian posterior predictive density
.
, and the first term in the integrand above can be computed by changing variables from y 0 to z 0 , giving
which follows from (5) with σ 2 = 1, so that
where f
The density forecast (10) is readily computed using the output of Algorithm 1 for any point in the feature space. This is the approach we employ throughout our empirical work.
However, to speed up calculation Klein and Smith (2019) suggest a second estimator obtained by replacing the summation in (10) with a single term evaluated at the plug-in valuesβ =
0 . Empirical work by these authors suggests that using the plug-in values provides a density forecast that is very close to (10).
Last, we stress that in (10) the entire densityp 0 (y 0 |x 0 ) varies with the feature vector x 0 , something that we now highlight in the examples below.
Dense Feed-Forward Network Examples
To illustrate our approach we construct a regression copula from a dense layer deep feedforward network, and apply it to two widely used benchmark regression datasets.
Description of datasets The first dataset is the Boston housing data (Harrison and Rubinfeld, 1978) with n = 506 observations and 14 features, while the second is the Framingham cholesterol data (Zhang and Davidian, 2001) Both feature sets include binary, categorical and continuous variables, the latter of which we standardize to the unit interval.
Architecture and benchmarks We considered our DNN copula (labelled 'DNNC') with both ridge and horseshoe regularization priors. For the feed-forward network we used ReLU activation functions for one to three hidden layers, along with a linear activation function for the output layer. At Step 2 of Algorithm 1, we obtained the basis functions of the linear activation layer using the package keras in R (Chollet and Allaire, 2018) . We found that two hidden layers of size 64 are sufficient and use them combined with L2 regularization and a dropout rate of 0.5. In training the network early stopping was used based on ten-fold cross-validation in both cases, with the optimization run for 200 epochs.
The predictions from the DNNC are compared to two benchmarks. The first is a feedforward network with the same architecture above, but applied directly to the response data y with N (0, σ 2 ) disturbances and non-zero intercept β 0 for the output layer (labelled 'DNN').
The second benchmark is a recalibration of the predictive densities from the DNN obtained using the approach of Kuleshov et al. (2018) (labelled 'DNN-recalibrated').
Measuring accuracy To judge accuracy of the predictive distributions, they are evaluated at the observed feature values to give predictive densities {p 1 (·|x 1 ), . . . ,p n (·|x n )} using (10), from which distribution functions {F 1 (·|x 1 ), . . . ,F n (·|x n )} are also computed. From these we constructed the following three measures of accuracy.
(i) The first is a plot of the average predictive densitŷ
overlaid on a histogram of the response values. We use this plot to assess marginal calibration of the different methods.
(ii) The second is a plot to assess probability calibration. Consider an increasing set of values 0 ≤ p 1 < p 2 < ... ≤ p k ≤ 1, and definẽ
to be the relative frequency of observations falling below the p j -quantile of the predictive distribution, where # denotes the cardinality of a set. A plot ofp j against p j should be close to a 45 degree line if a method produces probability calibrated predictive distributions.
(iii) The third is the mean in-and out-of-sample logarithmic score. To compute the latter we use ten-fold cross-validation as follows. Partition the data into ten approximately equally-sized sub-samples of sizes n k , denoted here as {(y i,k , x i,k ); i = 1, . . . , n k } for k = 1, . . . , 10. For each observation in sub-sample k we compute the predictive density using the remaining nine sub-samples as the training data, and denote these densities here asp i,k (y i,k |x i,k ). The ten-fold mean out-of-sample logarithmic score is then MLS = 1 10 In panel (a) the DNN produces homoscedastic Gaussian densities, whereas in panel (b) the DNN-recalibrated method produces densities that are non-Gaussian, but nevertheless still homoscedastic. In contrast, the DNNC provides non-parametric predictions in panels (c) and (d) which are highly heteroscedastic. As discussed in depth in Smith and Klein (2019) , a key strength of the regression copula modelling approach is that the entire predictive distribution-including higher order moments-can vary with feature values.
Empirical results
Figures 3 and 4 show both calibration plots for the different methods and two datasets, and we make three observations. First, the DNN is neither marginally nor probability calibrated. Second, the DNN-recalibrated is probability calibrated well by construction, but this does not lead to marginal calibration, which can be very poor, such as in Figure 3(b) . Third, in contrast, the DNNC-whether using either the horseshoe or ridge prior for regularizationexhibits accurate marginal calibration, along with near probability calibration.
Finally, Table 1 reports the in-and out-of-sample mean logarithmic scores for the two datasets, and we make three observations. First, the DNN performs poorly, which is because the response distributions are non-Gaussian in both examples. Second, the shrinkage prior considered for β matters, with the predictions from the horseshoe prior superior to those from the ridge prior in both examples. Last, the predictive performance of the DNNC is clearly higher than the benchmarks DNN and DNN-recalibrated.
Application to Likelihood-Free Inference
In this section we discuss likelihood-free inference. We will discuss here only regression approaches to likelihood-free inference. For a recent comprehensive overview of alternative methods see Sisson et al. (2018) . We show how to use the distributional deep regression copula model in Section 3 to compute likelihood-free inference, and highlight the advantage of marginal calibration-which is an intrinsic aspect of the copula model-in this context. To illustrate, a regression copula is constructed from a convolutional network, and the resulting copula model is used to construct likelihood-free inference in two empirical applications. 
Likelihood-free inference

Introduction
Let ρ denote the parameters in a parametric statistical model for data observed from a sampling distribution with density p(d|ρ). Consider Bayesian inference with prior density p(ρ), and observed data denoted as d obs , so that the posterior density is p(ρ|d obs ). 5 Suppose we can simulate data (
We refer to the density p(ρ, d) = p(ρ)p(d|ρ) as the 'joint model' for the data and parameters. By definition, the posterior density is the conditional density of ρ given d = d obs obtained from this joint density. In cases where the likelihood function p(d|ρ) is intractable (but can still be simulated from), we can use a regression fitted to the simulated data to approximate the conditional density of ρ given d in the joint model. Fitting a regression model to data (ρ i , d i ), i = 1, . . . , n, where ρ i is the response and d i is the feature vector, will give a predictive density p(ρ|d) for any d. The predictive densityp(ρ|d obs ) is then an approximation to the posterior density based on the regression model. Thus, selecting a regression method that produces an accurate density estimatep(ρ|d) is key to conducting accurate likelihood-free inference in this approach.
Later we consider only modelling scalar functions of ρ in the regression, rather than a multivariate regression model. Posterior distributions for one-dimensional functions of the parameter are enough for scientific inferences in most cases, although the joint posterior is needed for some purposes such as full posterior predictive inference. Multivariate extensions of our methods are left to future work.
Advantage of marginal calibration
For simplicity, we denote scalar functions of ρ as ρ. Then the marginal distribution for the regression training data ρ i ∼ p(ρ), i = 1, . . . , n is the prior p(ρ). In this case, marginal calibration as defined in Section 2.2 occurs when the marginal distribution for ρ (i.e. p(ρ)
here) matches the average posterior predictive density 
To highlight why it is advantageous for such a property to hold, write the joint Bayesian model as p(ρ, d) = p(d)p(ρ|d) and then notice that
which shows that marginal calibration always holds for the true posterior density. Thus it is desirable for the regression-based approximations to the posterior to respect this kind of calibration also.
Previous flexible regression models for likelihood-free inference
The use of flexible regression models for conditional density estimation in likelihood-free inference is not new. For example, Fan et al. (2013) consider flexible regression models for approximating the summary statistic distribution, and hence the likelihood, based on a copula of a mixture and flexible mixture of experts regression estimates of summary statistic marginal distributions. Raynal et al. (2018) consider applying the quantile regression forests method of Meinshausen (2006) to likelihood-free inference. Izbicki and Lee (2017) have also been used in post-processing adjustments of conventional ABC samplers (Blum and François, 2010) , where empirical residuals are used within the fitted regression model to give particle approximations to the posterior. The method of Blum and François (2010) builds on an earlier seminal paper of Beaumont et al. (2002) .
Many of the regression methods discussed above require the use of summary statistics for their application. The method we develop here does not require summary statistics, and makes use of convolutional neural networks for the mean specification, where the time series is used directly for the features in the regression. Jiang et al. (2017) is the first work that we know of considering the use of deep learning methods to automate the choice of summary statistics in likelihood-free inference, although they do not consider convolutional networks.
Convolutional networks have been used in likelihood-free inference for time series by Dinev and Gutmann (2018) , where similar to Jiang et al. (2017) the regression is being used as an automated way of obtaining summary statistics, rather than for density estimation in itself. Greenberg et al. (2019) suggest a way to use a proposal which focuses on a relevant part of the parameter space without the difficulties of the proposal corrections in Papamakarios and
Murray (2016) and Lueckmann et al. (2017) , and also avoiding additional computations after the conditional density estimation step. In their method, a parametrized family of approximations is considered, such as Gaussian or a mixture of Gaussians, and a mapping from the data to the parameters in the approximation is learned using a certain loss function. In the case of time series data, it may be possible to avoid the use of summary statistics using this approach for a suitable neural network parametrization of the function mapping the data to the parameters of the approximation. The difficulties of training increase with increasingly flexible parametric approximating families, as one would expect. In contrast, the semiparametric approach proposed here has only very modest computational demands. The general principle of marginal calibration could be applied in conjunction with some of the other flexible regression methods described above, and in that sense it represents a complementary direction in the existing literature on flexible regression methods in likelihood-free inference.
Convolutional network examples
In the context of likelihood-free inference for time series models, Dinev and Gutmann (2018) considered using a convolutional neural network ( In the following we show the potential of our proposed approach (labelled as DNNC as in the previous subsection) in two complex ecological time series examples. In both examples we consider 10,000 data sets simulated under the prior, and use 8,000 data sets for training and 2,000 for testing, denoted as {d i } and {d * j }, respectively. The simulated series have the same length T as the observed data. Since for simulated data the true parameter values are known, we can assess different likelihood-free inference methods according to how well the true parameter values are predicted from the corresponding data. We also report results for the real data and use data splitting and predictive assessment of the quality of point estimates using a composite scoring role to to judge the accuracy of different methods.
Nicholson's blowfly model As the first example we consider the Nicholson's Blowflies data of experiment E2 of a series of laboratory experiments to elucidate the population dynamics of sheep blowfly (Lucilia cuprina) under resource limitation reported by Nicolson (1954) . To model the observed dynamics and to make the model feasible, Wood (2010) propose the model d t = r t + s t for the population at time t, where r t ∼ Poi (P n t−τ exp(−n t−τ /n 0 )e t ) .
represents the delayed recruitment process with model parameters P , n 0 , τ , δ, while s t ∼ Binom(exp(−δ t ), n t−1 ), is the adult survival process and e t , t are independent gamma disturbances with unit mean and variances σ 2 p and σ 2 d respectively. Consequently, p = 6, ρ = (δ, P, n 0 , σ 2 p , τ, σ 2 d ) and the length of the series is T = 275. We use the prior for p(ρ) specified in Table 13 of Fasiolo et al. (2016) , see Table 2 for details.
A chaotic prey-predator model for modelling voles abundance The second model we consider has been used by Fasilio and Wood (2018) to describe the dynamics of Fennoscandian voles (Microtus and Clethrionomys). There has been an observed shift in voles abundance dynamics from low-amplitude oscillations in central Europe and southern Fennoscandia to high-amplitude fluctuations in the north. One possible reason is the absence of generalist predators in the north, where voles are hunted primarily by weasels (Mustela nivalis).
In the notation of Fasilio and Wood (2018) , the predator-prey dynamics are given by the following system of differential equations (Turchin and Ellner, 2000) dN
where dw(t 2 ) − dw(t 1 ) ∼ N(0, σ 2 (t 2 − t 1 )), t 2 > t 1 , is a Brownian motion process with constant volatility σ; and N and P represent voles and weasels abundances, respectively.
Turchin and Ellner (2000) considered a mechanistic version of this model without the driving
Brownian motion, and investigate the effects of environmental noise through perturbing the model parameters. The model is formulated in continuous time, with the parameters r and s representing intrinsic population growth rates of voles and weasles respectively, while K is the carrying capacity of r. Averaging of these parameters is done over the seasonal component with amplitude e and period equal to one year. Peak growth is achieved in summer. Further, G and H as well as C and D are the parameters of type II and III functional response models of generalist predation and predation by weasels, respectively; see Fasilio and Wood (2018) for further details. These authors assume the number of trapped voles to be Poisson distributed, d t ∼ Poi(ΦN t ), at times t ∈ {1, . . . , T } when trapping took place. Finally, the model is not fitted directly to data but rescaled to a dimensionless form, where
We used the same strategy as Fasilio and Wood (2018) to arrive at T = 90 data points collected during the spring (mid-June) and autumn (September) of each year between 1952
and 1997. The prior on the parameter ρ = (r, e, g, h, a, δ, s, σ, φ) is specified in Table 3 .
CNN specification To set up the basis functions for our DNNC in Step 2 of Algorithm 1, we fitted separate CNNs for each model parameter in turn (six parameters in the case of the blowfly model, nine in the case of the voles abundance model) with pseudo-responses z as outputs and the simulated series as features. Beginning with the generic architecture suggested in Dinev and Gutmann (2018) and experimenting also with other specifications, we ended up using two convolutional layers with 31/7 filters, and kernel sizes of 31/10 for the blowfly and voles data respectively. In the later cross-validation comparisons where training based on the first 80% of the series is considered, the kernel sizes were 31/8 for the blowfly and voles data, respectively. We used ReLU activation functions for the convolutional layers followed by two dense layers of sizes 100/1 and ReLU/linear activation functions for the first and second dense layers respectively. It is important to not normalize the inputs as this may destroy the time series structure. Instead we use batch normalization after each layer. As proposed by Dinev and Gutmann (2018) we apply a max-pooling layer after the first convolutional layer and a flattening layer after the second one. Extracting the resulting basis functions was done as in the previous subsection using the keras package.
Benchmark models To compare or DNNC method with, we consider the following leading benchmark methods:
(i) DNN: the same DNN as used to construct the copula, but applied directly to the original response values as outputs, and with Gaussian errors in the output layer.
(ii) ABC: the method of (Blum and François, 2010 ) with a DNN regression adjustment, as implemented in the R package abc by Csilléry et al. (2012) . We found that using the maximal possible size of 30 for the number of nodes in the hidden layer of the DNN worked best. The L2 regularization parameter for the weights in the neural network was chosen by cross-validation, and with a tolerance of one that corresponds to no rejection step in the ABC procedure, which is recommended for high-dimensional settings.
Bounded parameters were transformed to the real line used logistic transformations.
(iii) ABCrf: ABC with random forests, as implemented in the R package abcrf by Marin et al. (2017) . For tuning the ABCrf method, we used 500 trees and tuned several other algorithmic parameters (mtry, the number of randomly chosen features to consider for splits in the trees, sample.fraction the sample fraction of points used in constructing the trees and min.node.size, the node size at which splitting stops) using the tuneRanger package (Probst et al., 2018) , see Tables 4 and 5 for the optimal hyperparameter settings obtained. Raynal et al. (2018) emphasize increasing training sample size to control varaibility and monitoring out-of-bag error. However, in a simulation study it is not possible to adaptively increase the training sample size based on one of the methods. The default random forests implementation gives poor results with the sample size used here, with overfitting evident in both examples, but after tuning with the tuneRanger package performance was greatly improved.
(iv) BSL: the Bayesian synthetic likelihood approach implemented in the R package BSL by An et al. (2019) ). This is the most computationally expensive method considered, and which is why this method is not included in the assessments based on the simulated data. The BSL is run with 10e 4 steps and a diagonal covariance for the proposal until convergence. We then take the covariance of these samples as a proposal for the final run.
(v) semiBSL: a semi-parametric version of BSL which estimates the marginal distributions non-parametrically and combines them with a Gaussian copula, as implemented in the R package BSL. The settings are the same as for BSL estimator. Both the BSL and semiBSL can experience numerical difficulties if the MCMC starting value is in the posterior tail, so we initialized these using the posterior mean parameters of ABC.
The methods BSL, semiBSL, ABC and ABCrf require summary statistics, and we used the same choices as Fasiolo et al. (2016) and Fasilio and Wood (2018) (23 statistics for the blowfly data and 16 for the voles data) and implemented in the R packages synlik (Fasiolo and Wood, 2018) and volesModel (available on Github). Tables 6 and 7 report mean squared errors and coverage rates of 95% credible intervals for the logarithm of the parameters in the simulated test data sets for both applications. Figures 5 and 6 depict the average marginal posteriors of the six/nine log-parameters averaging over the 2,000 test replicates, to examine marginal calibration of different methods.
Measures of performance
Comparison of the performance of different methods when applied to the observed data, is undertaken using data splitting. Here, the first 80% of the time series is used as training data, while the last 20% is test data used to assess out-of-sample predictive performance.
Full posterior predictive inference is not considered, because our own method as well as the 
where S t (·, ·) is the multivariate energy score for the pair (d t , d t+1 ) (Gneiting et al., 2008) .
The multivariate energy score is the natural generalization of the continuous ranked probability score to a multivariate setting. The composite scores CLS and CES are easier to compute than alternative scoring rules that involve looking at a full joint distribution for
The bivariate predictive densities are estimated using kernel estimates based on Monte Carlo simulation from the model. We report the scores in 
Discussion
In this work we have contributed to the growing literature on uncertainty quantification for deep neural network regression models, exploring a marginal calibration approach derived from a deep neural network implicit copula. Our approach is complementary to existing postprocessing adjustments of neural network regression approaches which attempt to achieve probability calibration. We have focused particularly on applications to likelihood-free inference for times series models using convolutional networks to avoid the need for hand-crafted summary statistics. In these likelihood-free applications the marginal calibration property has a strong motivation as imposing a consistency requirement on regression approximations to the posterior density that holds for the true posterior density.
We have only been concerned in this work with regressions for a scalar response. In the case of our motivating likelihood-free applications, mostly posterior densities for scalar functions of the parameter are all that are required for scientific inferences, but the joint posterior may be required for purposes such as full posterior predictive inference. It would be possible to extend the approach considered here to a multivariate response. It would also be interesting in future work to apply the marginal calibration principle to other regressionbased likelihood-free approximations that have been suggested in the literature. Scores are given for all four regression models in columns, and for both in-sample (top half) and out-of-sample (bottom half) predictions. The latter are constructed using ten-fold cross-validation, as discussed in the text. Higher values correspond to more accurate predictive densities, with the highest values for each case in bold. Each cell gives the mean squared error value, along with coverage of the 95% credible interval in parentheses, of the logarithm of the parameters from the simulated Voles test data sets. Each row corresponds to a different parameter, and the columns give results for the ABC, ABCrf, DNN and DNNC methods. score -1967.97 -1989.98 -2409.92 -1911.50 -2310.61 -1923.89 Voles data Log-score -10. 
