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ABSTRACT
Simulating dwarf galaxy haloes in a reionizing Universe puts severe constraints on the subgrid
model employed in the simulations. Using the same subgrid model that works for simulations
without a UV-background (UVB) results in gas-poor galaxies that stop forming stars very
early on, except for haloes with high masses. This is in strong disagreement with observed
galaxies, which are gas rich and star forming down to a much lower mass range. To resolve this
discrepancy, we ran a large suite of isolated dwarf galaxy simulations to explore a wide variety
of subgrid models and parameters, including timing and strength of the UVB, strength of the
stellar feedback and metallicity-dependent Pop III feedback. We compared these simulations to
observed dwarf galaxies by means of the baryonic Tully–Fisher relation (BTFR), which links
the baryonic content of a galaxy to the observationally determined strength of its gravitational
potential. We found that the results are robust to changes in the UVB. The strength of the
stellar feedback shifts the results on the BTFR, but does not help to form gas-rich galaxies at
late redshifts. Only by including Pop III feedback are we able to produce galaxies that lie on
the observational BTFR and that have neutral gas and ongoing star formation at redshift zero.
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1 IN T RO D U C T I O N
Dwarf galaxies are the lowest mass inhabitants of the extragalactic
Universe. Their haloes are predominantly made up of dark mat-
ter (DM), which makes them the ideal probing ground for DM
or alternative gravity theories. Moreover, their relatively shallow
gravitational potential makes their evolution very sensitive to all
sorts of internal and external physical processes, ranging from
stellar feedback by supernovae (SNe) to the heating by an exter-
nal UV background (UVB). For these reasons, numerical simula-
tions of the formation and evolution of dwarf galaxies provide a
promising way to solve many questions about the existence and
character of DM (Oh et al. 2011; Vogelsberger et al. 2014), the
strength and timing of the UVB (Simpson et al. 2013; Sawala
et al. 2015) and the specifics of star formation and stellar feed-
back (Cloet-Osselaer et al. 2012; Schroyen et al. 2013; Wheeler
et al. 2015).
There are two major classes of numerical simulations of dwarf
galaxies. Cosmological zoom simulations start with a large cos-
mological box filled with DM and optionally baryons, and locally
increase the resolution by means of refinement levels (Shen et al.
2014; Vogelsberger et al. 2014; Sawala et al. 2015). Some of these
simulations focus on more massive haloes and mainly study dwarf
galaxies as satellites or close companions of these haloes. These
satellite haloes are influenced by the presence of their host, and it
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remains unclear if this makes them fundamentally different from
the isolated field dwarf galaxies (Sawala et al. 2015). Since the
best observational data about dwarf galaxies comes from Milky
Way satellites, this type of constrained simulations is very useful.
There are also zoom simulations of individual isolated dwarf galax-
ies (Vogelsberger et al. 2014) or groups of dwarf galaxies (Shen
et al. 2014). Setting up a cosmological zoom simulation however
requires a careful selection of an appropriate zoom region, which
is an expensive process that requires a suite of preliminary simula-
tions to be run and even then allows for little control over the final
properties of the selected halo.
Simulations of isolated dwarf galaxy haloes either start with
an idealized set-up containing a DM halo with a theoretically de-
rived density profile and a gas halo embedded therein to study the
self-consistent formation of the galaxy (Stinson et al. 2009; Cloet-
Osselaer et al. 2012; Revaz & Jablonka 2012; Schroyen et al. 2013;
Verbeke et al. 2014), or start with a fully self-consistent galaxy in-
cluding a stellar disc and subject this galaxy to external processes
(Łokas, Kazantzidis & Mayer 2011). Because these simulations
only contain the mass that resides in the dwarf halo, it is possible
to obtain much higher resolutions than for zoom simulations, with
less computational cost. This also allows for a large parameter sur-
vey where not only model parameters but also structural parameters
can be easily changed. However, these simulations do not take into
account cosmological effects like the large-scale gravitational po-
tential or the effects of mass accretion, apart from the initial density
profile, which is derived from cosmological simulations. This draw-
back can be alleviated by running merger simulations which take
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into account the merger history of the isolated halo (Cloet-Osselaer
et al. 2014).
The ultimate goal of numerical dwarf galaxy simulations is to pro-
duce model data that can be compared to observed dwarf galaxies
to constrain theoretical models. We therefore need to find model
quantities that can be easily and unambiguously observed. An
often-quoted relation is the so-called Mstar–Mhalo relation (Behroozi,
Conroy & Wechsler 2010; Guo et al. 2010; Moster, Naab & White
2013; Stinson et al. 2013), which links haloes from large-scale cos-
mological (zoom)simulations to observed stellar mass aggregates
by means of an abundance matching technique. This relation is
not applicable in the dwarf regime however, since (a) halo masses
cannot easily nor unambiguously be observed, and (b) the starting
premise of the technique, i.e. the most massive halo corresponds
to the most luminous stellar aggregate, breaks down at low masses
(Sawala et al. 2015). A more accessible tracer of the halo poten-
tial is the circular velocity, which can be measured from resolved
rotation curves. Together with the observed stellar and neutral gas
mass, this quantity yields the so-called baryonic Tully–Fisher rela-
tion (BTFR; McGaugh 2012). This purely observational relation is
a more promising candidate for model comparisons, since it relates
a halo property to baryonic properties. Brooks & Zolotov (2014)
discuss the position of a set of simulated dSph satellites on the
Tully–Fisher relation, but to our knowledge, no simulated BTFR in
the dwarf regime has been published before.
Without an UVB, numerically producing dwarf galaxies that have
realistic observational properties poses no real challenge (Valcke,
De Rijcke & Dejonghe 2008), especially since there is a degener-
acy between the stellar feedback parameters and the position of the
resulting dwarf galaxy on a range of observational scaling relations
(Cloet-Osselaer et al. 2012). However, these systems tend to have
unrealistically high stellar masses and bursty star formation histo-
ries (SFHs; Schroyen et al. 2013). When the UVB is taken into
account, the evolution of these galaxies looks a lot different: star
formation is limited to very early in the simulation, after which the
galaxies become gas poor and star formation stops (Simpson et al.
2013). Or star formation is delayed until very late in the simulation,
yielding very exotic dwarf galaxies (Shen et al. 2014). Cosmo-
logical zoom simulations predict that only half of the DM haloes
with circular velocities of ∼25 km s−1 host galaxies that are able to
form stars, let alone keep neutral gas, and this fraction rapidly de-
creases towards lower circular velocities (Sawala et al. 2015). This
is in disagreement with observed dwarf irregular galaxies (dIrrs),
which have continuous SFHs (Monelli et al. 2010a; Weisz et al.
2014a), are able to keep neutral gas throughout their evolution and
show no clear imprint of reionization (Monelli et al. 2010b; Weisz
et al. 2014b). The number density of these systems roughly equals
that of the DM haloes from cosmological simulations (Tollerud
et al. 2015), indicating that much more DM haloes host gas-rich,
star-forming, low-mass dwarf galaxies than predicted. Furthermore,
ultrafaint dIrrs such as Leo P (Giovanelli et al. 2013), Leo T (Irwin
et al. 2007) and Pisces A (Tollerud et al. 2015) have a large neutral
gas content and circular velocities of ∼15 km s−1.
This disagreement has two possible explanations: (a) there is
something wrong with the simulations and, especially, the subgrid
model that is employed, or (b) there is something wrong with how
models and observations are compared, e.g. the halo masses inferred
from observations are lower than the corresponding halo masses in
simulations.
In this work, we will run a large suite of simulations of isolated
dwarf galaxy haloes to try to reproduce the observed BTFR and
address this problem. We will discuss the differences between theo-
retical quantities and the quantities that are actually observed and try
to produce mock observations that resemble the real observations
as closely as possible. This should allow us to reliably compare our
models with observed field dIrrs and allow us to constrain the de-
tails of our galaxy evolution model. We will focus on three different
aspects of our model: the stellar feedback strength, the strength and
timing of the external UVB and the specifics of a new Population
III (Pop III) feedback model. We will explain how these parameters
affect the galaxy SFH and how this influences the final position of
the galaxy on the BTFR.
This paper is structured as follows. Section 2 gives the details of
our simulations and the model parameters. Section 3 gives details
about our analysis of the results. Section 4 gives an overview of
the results for the different parameters, including a discussion of
the effect of stochasticity and resolution on the final result. Finally,
Section 5 will present our conclusions.
2 MO D EL
We ran a large suite of numerical simulations of isolated dwarf
galaxy haloes using an adapted version of the N-body/SPH code
GADGET2 (Springel 2005). The adaptations consist of a model for
star formation using sink particles (Valcke et al. 2008), gas cool-
ing and heating using a five-parameter model that includes metal-
dependent cooling and heating by an ionizing UVB (De Rijcke
et al. 2013), stellar feedback from Type II supernova (SNII), SNIa,
stellar winds (SW) and optionally Pop III stars, and an advanced
equation of state that takes into account the ionization state of the
gas (Vandenbroucke et al. 2013).
In this section, we describe the initial conditions (ICs) of our mod-
els, and discuss the different subgrid models and parameters that
are varied during our study. We conclude with a general overview
of our models and simulations.
2.1 Initial conditions
2.1.1 Isolated set-ups
The ICs for our isolated haloes are generated using a Monte Carlo
sampling technique for both the initial DM-halo and gas halo.
The former is set up as an NFW-halo (Navarro, Frenk & White
1997) with a concentration parameter given by (Cloet-Osselaer et al.
2014)
c ≈ 33
(
Mh
108 M
)−0.06
, (1)
with Mh the total mass of the halo. The latter is set to be in pseudo-
thermal equilibrium, with a density profile of the form (Schroyen
et al. 2013):
ρgas(r) = ρgas,c
1 +
(
r
rc
)2 , (2)
where rc is set to equal the scalelength of the NFW-halo, while the
central density ρgas,c is related to the central density of the NFW-halo
through
ρgas,c = b
DM
ρDM,c, (3)
with b
DM
= 0.2115 (Spergel et al. 2007).
Initially, the particles that sample the DM receive random veloci-
ties drawn from the isotropic distribution function corresponding to
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the NFW density profile. To prevent these velocities from erasing
the NFW cusp in the scarcely sampled central part of the distribu-
tion, we construct the so-called quiet ICs, in which the velocities
are assigned in a symmetric way (Cloet-Osselaer et al. 2012).
The gas halo is initially in rest, but is optionally set up with a con-
stant solid body rotation, to study the effect of angular momentum
on the dwarf galaxy (Schroyen et al. 2013). The rotation velocity
vrot is a model parameter.
All models are run with 50 000 DM particles and 50 000 smoothed
particle hydrodynamics (SPH) gas particles (which we will call
low-resolution runs). To verify that this is indeed enough to obtain
a qualitatively correct behaviour of the resulting dwarf galaxy, we
ran some of our models with 200 000 particles of each type (high-
resolution runs). Note that low and high resolution do not explicitly
denote an actual physical resolution difference, but rather a fixed
relative resolution difference of a factor of 4. The actual mass res-
olution for the particles is set by the desired total mass of the DM
halo. The smoothing length of the gas particles is dynamically set
by requiring a fixed number of 50 ± 1 neighbours for all particles.
The softening length of all components (DM, gas and stars) is set to
a fixed value, which roughly corresponds to the smoothing length
of a gas particle that has a density equal to the density threshold for
star formation (calculated as the radius of a sphere with this density,
containing 50 gas particles). For clarity, the mass resolution and
softening lengths for the different models have been specified in
Table 2.
Our models start at a redshift of 12, which corresponds to a look-
back time of 13.37 Gyr with the cosmological parameters employed
(Spergel et al. 2007), and are run until a redshift of 0, or until the
total computation time exceeded the arbitrary limit of 3 months,
which happened for some of the high-resolution simulations due to
physical reasons. All simulations were run on our local computing
infrastructure, which consists of five computing nodes with Intel
CPUs with between 16 and 64 physical cores.
The ICs for our simulations contain only three free parameters:
the total halo mass Mh that is sampled, the initial rotation velocity
vrot and the number of particles used to sample the distributions.
2.1.2 Merger simulations
Due to the idealized set-up of the isolated ICs, we might potentially
miss two important effects that might shape the BTFR: the accretion
of cold gas that will fuel star formation and the angular momentum
acquisition of the halo due to mergers. To effectively resolve these
effects, cosmological zoom simulations are needed. It is however
very computationally expensive to run a parameter study of the size
considered in this work with this type of simulations.
To get an idea of the effect of including these effects, we will
also consider a merger simulation. Instead of simulating a single
isolated halo, we set up a system of smaller haloes, that are then al-
lowed to merge according to a merger tree that is sampled using the
extended Press–Schechter theory, with a conditional mass function
that is fitted to the merger trees from the Millennium simulation
(Cloet-Osselaer et al. 2014; Verbeke, Vandenbroucke & De Rijcke
2015). This allows us to incorporate cosmological effects into our
simulations without using full blown cosmological zoom simula-
tions. The haloes we consider are relatively light, so we expect
them to only accrete gas through this type of mergers with other
small haloes, since they lack the mass to acquire unbound UVB
heated gas.
2.2 Subgrid models
2.2.1 UV background
The standard UVB we use is the one provided by Faucher-Gigue`re
et al. (2009), which kicks in at a redshift of 10.5 and reaches its peak
strength at a redshift of 2. Since our runs start at a redshift of 12,
the start of the UVB coincides with the onset of star formation in
our models. We therefore also experimented with a UVB that only
starts at a redshift of 7 (we will call this late UVB runs, contrary to
the standard early UVB). To qualify the effect of the UVB on the
star formation, we also ran models with a UVB with a strength that
is only 10 per cent of the normal strength (low UVB runs).
The UVB acts as a heating term (De Rijcke et al. 2013) and also
influences the ionization equilibrium, which introduces a redshift
dependence for the cooling curves and the multiphase equation of
state (this is an extension of the model of Vandenbroucke et al.
2013). The latter takes into account the potential energy reservoir
connected to the ionization of (mainly) hydrogen, which breaks the
linear dependence of the gas temperature on the internal energy of
the gas. This takes care of the thermal energy absorbed by the ion-
ization of neutral gas in a subgrid fashion, but does not significantly
affect our models.
2.2.2 Star formation rate and stellar feedback
Star formation is modelled using the approach described by Valcke
et al. (2008). If a gas particle is in a region of converging gas flow,
has a temperature below 15 000 K and a density above a density
threshold of 100 amu cm−3 (Schroyen et al. 2013), it is potentially
converted into a star particle, which is dynamically equal to a DM
particle, but has some extra properties attached to it (metallicity,
formation time, etc.). These star formation criteria together with the
multiphase equation of state guarantee that only cold, neutral and
collapsing gas can form stars. The probability with which this con-
version happens is stochastically sampled to reproduce a Schmidt
law of the form
dρstars
dt
= c∗ ρgas
tdyn
, (4)
where ρstars and ρgas are the density of the stars and the gas, and the
dynamical time tdyn is given by
tdyn = 1√4πGρgas . (5)
The star formation efficiency is set by a single parameter, c∗.
However, this parameter is degenerate due to the self-regulating
character of star formation (Stinson et al. 2006). A lower star forma-
tion efficiency leads to a larger initial star formation peak, since gas
is converted into stars more slowly and more gas reaches the density
threshold before stellar feedback shuts down further star formation
efficiently. This in turn leads to a higher stellar feedback at later
times, which suppresses later star formation. The star formation ef-
ficiency parameter is therefore also coupled to another parameter in
our system: the stellar feedback efficiency, which sets the fraction
of the stellar feedback that is effectively absorbed by the interstellar
medium (ISM). This parameter is closely related to the numerical
restrictions of our feedback model: since we do not resolve the hot
gas bubbles around SN explosions, we do not heat the gas particles
in our simulation efficiently enough and most of the energy we put
in is radiated away by our cooling model (Dalla Vecchia & Schaye
2008). Because of this, it is unclear how much energy ultimately
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Constraining subgrid physics in dwarf galaxy simulations 915
ends up in the ISM. Hence, the feedback efficiency parameter. To
prevent severe overcooling, we shut off radiative cooling for all gas
particles that receive direct stellar feedback from SNII and SW, al-
lowing the feedback to spread out adiabatically. For SNIa feedback
we do not shut off radiative cooling, since this feedback typically
affects gas that is more hot and diffuse and does not suffer from
overcooling. We also present a model in which we do not switch off
cooling to illustrate the effect of overcooling.
Due to the degeneracy of the star formation efficiency and feed-
back efficiency parameters, it suffices to only vary one, while keep-
ing the other fixed. We choose to fix c∗ at a value of 0.1 (Cloet-
Osselaer et al. 2014).
Since this resolution issue affects all types of feedback, we use
the same feedback efficiency parameter to scale all energy injections
due to stellar feedback, irrespective of the feedback type. Different
types of feedback then still differ in relative strength and timing,
which will cause them to affect the simulations in distinct ways.
Star particles in our simulations return three distinct types of feed-
back to the surrounding gas during their lifetime. Immediately after
the star particle has formed, massive stars with masses in the range
8–70 M will return high energetic radiation to the surrounding
ISM in the form of SW. Following Valcke et al. (2008), we in-
sert 1.0 × 1050 erg M−1 energy due to SW in the surrounding ISM,
weighted with the fraction of the mass of a single stellar population
(SSP) that is in the range 8–70 M for a Chabrier IMF (1.18 ×
10−2) (Chabrier 2003) and multiplied with the feedback parameter.
This energy injection is spread out uniformly over a time interval
0–31 Myr, corresponding to the lifetime of these massive stars.
When these massive stars reach the end of their lifetime, they
explode in SNII explosions, which return an energy of 1.0 ×
1051 erg M−1 to the ISM, again weighted with the SSP fraction and
the feedback parameter. This happens in a time interval 3.8–31 Myr
and is also done uniform in time.
Next to energy, SNII also return material to the ISM. Some of it
is in the form of H and He, but part of it is also in the form of heavy
metals, that enrich the ISM. For every SSP, we return a fraction of
0.191 of its mass to the surrounding ISM (Valcke et al. 2008). For
every gas particle, we also keep track of the mass in Fe and Mg
(the two metallicity tracers used for the cooling and heating and the
advanced gas physics). For every SSP, we return a fraction 9.33 ×
10−4 of its mass as Fe and a fraction of 1.51 × 10−3 of its mass as
Mg. All matter is returned uniformly during the same time interval
as the SNII energy.
Stars with masses less than 8 M do not give rise to SNII ex-
plosions. However, less massive stars can form white dwarfs, and
if they are part of a binary system, mass overflow between a red
giant and its companion white dwarf can cause the latter to ex-
ceed its Chandrasekhar limit, giving rise to a SNIa explosion. If
we assume that all stars in the mass range 3–8 M form white
dwarfs, we can estimate the number of possible SNIa explosions
from the initial mass function (IMF). This then has to be multi-
plied with an extra factor to take into account that not all white
dwarfs will be part of a binary system and not all binary systems
will experience the necessary mass overflow. We use a fixed ratio of
SNIa to SNII explosions of 0.15 (Valcke et al. 2008). These SNIa
explosions also release an energy of ∼1.0 × 1051 erg M−1 to the
surrounding ISM.
Due to the large variety of companion masses in binary systems,
SNIa feedback is spread out over a large interval in time. We use
the Gaussian model of Strolger, Dahlen & Riess (2010) and return
the total energy using a normal distribution centred on a delay time
of τ = 4 Gyr and with a standard deviation of 15 τ (Bonaparte et al.
2013). To limit the computational overhead caused by returning
very low feedback values in the tails of the normal distribution, we
limit feedback to a 3σ time interval around the Gaussian peak value.
SNIa also return mass and metals to the ISM. We return a fraction
of 6.55 × 10−3 of the mass of the SSP in mass, a fraction of 1.65 ×
10−3 of its mass as Fe, and a fraction of 2.58 × 10−4 as Mg (Valcke
et al. 2008).
When energy or mass is transferred between a star particle and
the surrounding ISM, we will always spread it out across 50 neigh-
bouring SPH particles of the star particles. To this end, we associate
a smoothing length to every star particle and iteratively look for
neighbouring SPH particles until 50 neighbours are found within
this smoothing length. The energy or mass is then spread out ac-
cording to the same kernel function that is also used for the SPH
density calculation and using this smoothing length. To ease the
iteration, a small deviation in the number of neighbours is allowed.
We set this deviation to 1 for all our runs.
2.2.3 Pop III feedback
In all our runs, the gas starts off with zero metallicity, and hence,
we can consider star particles formed out of this zero-metallicity
gas to be very metal poor ‘population three’ or Pop III stars. We can
also relax this characterization to include stellar particles with very
low, non-zero metallicities (we use the arbitrary upper limit [Fe/H]
< −5).
Pop III stars are still poorly constrained, mainly because there are
no observational data and all our knowledge has to come from nu-
merical simulations (Nomoto, Kobayashi & Tominaga 2013; Susa,
Hasegawa & Tominaga 2014). Although most models do suggest
that they can obtain very high masses, there is no consensus on the
form of the Pop III IMF, nor on the energy output of Pop III SN
explosions. Nomoto et al. (2013) composed tables of energy and
metal yields for massive stars, including Pop III stars, up to 300 M.
These energies are very different from the typical energies released
by normal ‘Population II’ (Pop II) and ‘Population I’ (Pop I) SNe,
and hence will probably affect the ISM in the simulations in a
different way.
Model 1: As a first method to include Pop III stars, we just
assumed Pop III stars to be star particles with zero metallicity
and with masses in the range 60–300 M. The lower limit was
chosen arbitrarily and is close to the upper limit we use for the
masses of Pop II and Pop I stars. As a first approximation, we
only look at the energy output of the Pop III SNe and not their
metal output. To this end, we scale up the number of SN explosions
per star particle (which represents a stellar population) to match
the total energy output of a Pop III stellar population with the
same total mass, but we keep the energy and metal output per SN
fixed.
Even in this simple model, there are already some uncertainties
coming from the uncertainty on the Pop III IMF. We can assume
the same Chabrier IMF we use for the Pop II and Pop I stars for
the Pop III stellar population and extrapolate it out to the upper
mass limit 300 M, but we can also use a flat IMF in the mass
range 60–300 M, which seems to be in better agreement with
numerically found IMFs for Pop III stars (Susa et al. 2014). Since
the number of massive stars in the latter case will be a lot higher, this
will have a major impact on the total energy output of the Pop III
stellar population. We will call this model ‘Pop III model 1A’, and
parametrize it by the fraction of the total mass of the star particle that
consists of high-mass stars that will explode as SNe and each return
1051 erg of energy to the ISM. The total energy a star particle pumps
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into the ISM (over the whole feedback time interval) is then given by
multiplying this parameter with the mass of the stellar particle. We
will consider a model with fraction 0.063 58 × 1051 erg M−1 (low
feedback), 4.9025 × 1051 erg M−1 (high feedback) and 0.1467 ×
1051 erg M−1 (middle feedback). The high feedback value illustrates
the fact that for a flat IMF, the total energy emitted by a Pop III SN
is a lot higher than for a SNII. The time interval for this feedback
corresponds to the expected lifetime of the lower and upper mass
limit stars: 0.006–0.36 Myr (Nomoto et al. 2013).
We also investigate the effect of the lower mass limit for Pop
III stars on the Pop III energy feedback, by considering a model
with lower limit 140 M instead of 60 M. In this case, all Pop
III stars will be extremely short lived, and will deposit a large
amount of energy into the ISM over a very short time interval
(0.006–0.043 Myr). We will call this model ‘Pop III model 1B’
and consider two feedback parameters: 0.1814 × 1051 erg M−1 (low
feedback) and 0.32 × 1051 erg M−1 (high feedback).
Model 2: A second, more advanced Pop III model also takes into
account the energy radiated away by the Pop III stars during their
stellar lifetime, which is similar to the energy output provided by
SW for Pop II and Pop I stars, but is potentially a lot higher (Heger
& Woosley 2010). This energy output bridges the very short gap
between the birth of the star particle and the onset of Pop III SN
feedback and provides a further early energy input into the ISM. We
consider two versions of this model: a model with high SW energy
(1052 erg) and low Pop III SN feedback (0.007 361 × 1051 erg M−1 ),
and a model with low SW energy (1051 erg) and high Pop III SN
feedback (0.051 765 × 1051 erg M−1 ).
Model 3: A third and most advanced Pop III model also takes
into account the metal yields provided by Nomoto et al. (2013)
to provide a more realistic metal enrichment of the ISM by Pop
III SNe. This model combines the knowledge obtained from the
previous two models with a fully consistent treatment of Pop III
stars, and is used by Verbeke et al. (2015). We will verify this
model as part of our parameter study. Apart from returning the low
Pop III SW feedback and high Pop III SN feedback to the ISM, a
Pop III star particle returns a fraction of 0.45 of its total mass to the
surrounding ISM. Most of this mass is in the form of H and He, but
a fraction of 0.026 is in the form of metals, with a total Fe mass
fraction of 9.327 × 10−5 and an Mg mass fraction of 1.514 × 10−4.
These last values are simply 10 per cent of the corresponding value
Table 2. IC naming convention.
Mass and DM particle Gas particle Softening
resolution code mass (103 M) mass (103 M) length (pc)
M1L 20.0 4.23 9.76
M1H 5.0 1.06 6.15
M3L 60.0 12.7 14.1
M3H 15.0 3.17 8.87
M5L 100.0 21.2 16.7
M5H 25.0 5.29 10.5
M7L 140.0 29.6 18.7
M7H 35.0 7.40 11.8
M9L 180.0 38.1 20.3
M9H 45.0 9.52 12.8
Rotation code Physical velocity ( km s−1)
R00 0.0
R05 5.0
R10 10.0
for a normal SNII, and were based on the metals yields of Nomoto
et al. (2013).
2.3 Simulation overview
In total, 263 simulations were run, with a total of 15 different com-
binations of code versions and parameter values as discussed above.
Apart from this, we considered ICs with five different halo masses
(1 × 109 M, 3 × 109 M, 5 × 109 M, 7 × 109 M and 9
× 109 M), three halo rotation velocities (no rotation, 5 km s−1
and 10 km s−1) and two resolutions (2 × 50 000 and 2 × 200 000
particles). We adopt a simple naming convention for our simula-
tions, based on (a) the code and parameters with which the simu-
lations was performed (Table 1), and (b) the parameters of the ICs
(Table 2). The name for a simulation of a 1 × 109 M model with
a low resolution and no rotation with a code with no Pop III stars
and a late and low UVB, and with a low stellar feedback parameter
e.g. will be C1P1M1R00L.
We only have 30 different ICs, of which 15 low-resolution ICs
that were used for almost all models. To check the effect of stochas-
tic changes to the simulations due to Poisson noise in these ICs,
we reran one model with ICs that were generated using a differ-
ent random seed. This model is called C1P1bis and has code and
parameter values equal to those of C1P1.
Table 1. Code and parameter values naming convention.
Code Symbol UVB model ffeedback Pop III model Number of simulations
C1P1  Low and late 0.7 No Pop III stars 30
C1P1bis  Low and late 0.7 No Pop III stars 15
C2P1  Full and late 0.7 No Pop III stars 16
C3P1  Full and early 0.7 No Pop III stars 16
C3P2  Full and early 1.0 No Pop III stars 30
C3P3  Full and early 2.0 No Pop III stars 16
C4P2 ◦ No UVB 1.0 No Pop III stars 16
C7P4  Full and early 0.7 Pop III model 1A: low feedback 16
C7P6  Full and early 0.7 Pop III model 1A: high feedback 16
C7P7  Full and early 0.7 Pop III model 1A: middle feedback 16
C9P8  Full and early 0.7 Pop III model 1B: low feedback 16
C9P9  Full and early 0.7 Pop III model 1B: high feedback 6
CaPa  Full and early 0.7 Pop III model 2: high stellar winds, low feedback 16
CbPc ♠ Full and early 0.7 Pop III model 2: low stellar winds, high feedback 16
CcPd ♣ Full and early 0.7 Pop III model 3 6
CeP1 ♥ Full and early 0.7 No Pop III stars, no adiabatic cooling period 16
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For models C1P1 and C3P2, we ran all simulations using both
the low-resolution and the high-resolution ICs, to check the con-
vergence of our simulations. For the other models, we only ran
one high-resolution simulation, M9R10H, and use this as a general
check on the convergence of that specific model.
Apart from the ICs described above, we also discuss one merger
simulation, to assess the influence of cosmological effects on our
models. This merger simulation is part of a suite of merger simula-
tions that was run as a result of the parameter study performed in
this work (Verbeke et al. 2015). For clarity, we will keep its name
from that work: DG10e9-NP3. This model has the same properties
as model C3P1: a full and early UVB, feedback efficiency 0.7 and
no Pop III feedback. We will denote it by a + symbol.
In the end, 7 out of 263 simulations exceeded the 3 month
time limit imposed: models C1P1M7R00H, C1P1M9R00H and
C1P1M9R05H; model C3P2M9R00H; and models CeP1M5R00L,
CeP1M7R00L and CeP1M9R10H. All these models form an exces-
sive number of stars from the beginning of the simulations, leading
to a very computationally expensive stellar feedback contribution,
which explains the long run time. However, this excessive star for-
mation is in line with other results for the same code and parameter
values, so we learn nothing new from these simulations. We will
discard them anyway.
Three simulations crashed: CeP1M1R00L, CeP1M3R00L and
CeP1M9R00L. These simulations did not apply an adiabatic cooling
periodic to gas that received stellar feedback and as a result formed
so many stars that the program did no longer find any gas to give
feedback to and crashed. Similar behaviour was found for the other
simulations of this model that did successfully run, so that we can
discard these simulations.
Model C1P1M9R00H shows very strange behaviour, in the sense
that while for all other models the circular velocity tends to decrease
over time, it increases significantly for this model, ending up with
an unrealistically high circular velocity of more than 150 km s−1.
The low-resolution equivalent C1P1M9R00L has a more realistic
circular velocity but ends up with almost no neutral gas, contrary to
similar models with the same mass and different rotation parameters
or the same rotation parameter and lower masses, which still have
neutral gas at the end. Simulation C1P1bisM9R00L, which has the
same parameters but a differently sampled IC, shows the same be-
haviour. We conclude that something is fundamentally wrong with
model C1P1M9R00 and will therefore discard these three simu-
lations. For very similar reasons, we will also discard simulation
C3P2M9R00L. Other models with the M9R00L IC will be taken
into account.
From the 263 simulations, 250 will hence be discussed in the
remainder of this paper.
3 A NA LY SIS
Since we are interested in the location of our simulations on the
BTFR, we need to determine (a) baryonic masses for all simulations,
which are the sum of the stellar masses and neutral gas masses, and
(b) circular velocities for all simulations. Since the BTFR is an
observational relation, we will try to determine these quantities in
the same way as observers would do. We of course also have access
to precise values for most of these quantities (some halo properties
are shown in Fig. 1), which will allow us to assess the validity of
some observational proxies. Apart from the BTFR, we will also
determine some other global galaxy properties and compare them
to observed dwarf galaxies, as a further validation of our models.
All analysis was performed using our open source analysis tool
HYPLOT.1 Since showing the results for all 250 simulations in the
same plot makes the plots very hard to read, we also provide online
interactive versions of some of our plots.2
3.1 Stellar mass
Numerically, we can determine the stellar mass by simply adding
together the masses of the star particles in the simulation. However,
the value obtained in this way will likely be larger than what will
be observationally observed. Not all star particles reside within
the central regions of the galaxy and will hence be observed. And
even the star particles that are in the central regions might be too
old and weak to be observationally detectable. To obtain mock
observational values for our simulations, we fit a Se´rsic profile to
the surface brightness profile of our galaxy, cut off at a surface
brightness of 30 mag arcsec−2 and use this to estimate a half-light
radius (Re) and an absolute magnitude in the V- and I-band. Surface
brightnesses are estimated from the age and metallicity of the star
particles using the tables of Vazdekis et al. (2012). We then use the
I-band luminosity and V − I colour to estimate the total stellar mass
(Bell & de Jong 2001).
Not all our simulations contain enough stars to fit a general Se´rsic
profile. We therefore use a simple exponential curve if the Se´rsic
profile is visibly a bad fit. All simulations of the C7P6 model have
very little stars, which are spread out over huge volumes, so that
even an exponential fit is impossible. For these models, we will
use the sum of the star particle masses as stellar mass, keeping in
mind that these systems in no way resemble real dwarf galaxies.
Some of the more massive models (mainly with the M9R00L and
M9R00H ICs) have very steep Se´rsic profiles with indices larger
than 1.5. The total magnitudes obtained from these fits are generally
much smaller than the total magnitudes obtained by summing the
luminosities of the star particles, so that the estimated mass for these
systems tends to be wrong by a large factor. We will therefore also
fit an exponential curve to the central brightness profile of these
models, so that the estimated total magnitude better resembles the
summed luminosities. In total, 216 of the 250 simulations were fitted
with a general Se´rsic profile and 18 were fitted using an exponential
profile. All 16 simulations of the C7P6 models were discarded.
In Fig. 2, we show the actual stellar mass as a function of the mock
observational value. We find quite a good correlation between both
values, with a mean observed to simulated stellar mass ratio of 0.63
± 0.38 (discarding the C7P6 and CeP1 models and models with a
Se´rsic index larger than 1.5), which means that this simple technique
indeed works. The fact that we systematically underestimate that the
stellar mass is due to the differences in assumed IMF between the
models used to derive luminosities for our star particles (Vazdekis
et al. 2012) and the mass-to-light ratio models of Bell & de Jong
(2001).
3.2 Neutral gas mass
As described above, we need a detailed model of the ionization state
of the gas to correctly describe the hydrodynamics of the gas in our
simulation. To this end, we keep track of two metallicity tracers
and the temperature, density and redshift of the SPH particles and
determine the ionization equilibrium by a 5D interpolation on pre-
calculated tables (De Rijcke et al. 2013). We can use the same
1 http://sourceforge.net/projects/hyplot/
2 http://www.dwarfs.ugent.be/btfr
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Figure 1. Some general final properties of our simulations. Top left: stellar mass within the virial radius as a function of the total virial mass; top right: neutral
gas mass within the virial radius as a function of the stellar mass within the virial radius; bottom left: neutral gas mass within the virial radius as a function of
the total virial mass; bottom right: virial radius as a function of the total virial mass. The virial radius was calculated as the radius at which the mean density of
the halo equals 200 times the mean density of the Universe. The symbols represent the different code and parameter values following Table 1.
Figure 2. The mock observational stellar mass as a function of the actual
value. The different symbols represent the different code and parameter
values, following Table 1. The dashed line represents the mean ratio of
observed and simulated masses and the dotted lines are a 1σ interval around
these values. The full line is a 1:1 relation. Model C7P6 (grey left pointing
triangles) lies on the full line since we set its mock observational mass to be
equal to the actual value.
tables as used in the simulation to calculate the neutral fraction
of the gas for the snapshots of the simulation in post-processing.
By multiplying these neutral fractions with the masses of the gas
particles, we can hence very easily determine neutral gas masses.
As for the stellar mass, these numerically determined masses
might overestimate the observational values, since not all gas will be
confined to the central regions of the galaxy. However, observational
H I clouds can be significantly larger than the physical size of the
galaxy as estimated from Re.
Since we consider galaxies in isolation and in the presence of an
ionizing UVB, we do not expect neutral gas at large distances from
the galactic halo. So rather than introducing an arbitrary cutoff on
the gas taken into account for the neutral gas mass, we will always
consider all gas.
3.3 Circular velocity
The circular velocity of a halo is a measure for the strength of its
gravitational potential. Theoretically, one can construct a circular
velocity profile of a galaxy based on the gravitational potential
inferred from its total mass profile. To characterize this profile,
one then has to either choose a characteristic radius at which to
evaluate this profile or take e.g. the maximal value as ‘the’ circular
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Constraining subgrid physics in dwarf galaxy simulations 919
Figure 3. The rotation velocity of the stars and gas in three simulations using the same model, but with ICs with different rotation parameters. Left: rotation
velocity of the stars, computed as their tangential velocity and weighted with the number of RGB stars per particle, cut off at twice the estimated half-light
radius. Right: rotation velocity of the gas, computed as the velocity in the x-direction and measured as a function of the distance to the y-axis (the z-axis
corresponds to the rotation axis for models receiving an initial rotation), cut off at 10 times the estimated half-light radius. The symbols represent the different
rotation parameters, as indicated in the legend.
velocity. The latter makes sense for haloes with a strictly rising
circular velocity profile that tends to become flat at larger radii, and
for which both methods should obtain the same result if the chosen
radius is large enough.
Observationally, the total mass profile is not accessible and one
has to derive the circular velocity using a tracer, e.g. the neutral gas
halo or the stellar body, see Fig. 3. The BTFR of McGaugh (2012)
uses the maximal circular velocity as obtained from resolved H I
rotation profiles, and we will try to use the same definition for the
circular velocity of our galaxies whenever possible. Alternatively,
McGaugh (2012) also uses circular velocities derived from line
widths if a full rotation curve is not available. We will use the same
technique and compare it with the circular velocities obtained from
rotation curves.
Unlike McGaugh (2012) however, we cannot use H I for all our
simulations, since not all our simulations contain neutral gas at the
end. We therefore will introduce an alternative method to estimate
the circular velocity of our haloes based on the velocity profile of
the stars. To this end, we consider an observationally accessible
property of the stellar body, namely the velocity dispersion along a
line of sight. For an isothermal sphere, the stellar velocity dispersion
can be shown to correlate linearly with the circular velocity (Binney
& Tremaine 2008). In Fig. 4, we show the velocity dispersions in
the x-, y- and z-direction of the stars within a sphere with radius
2Re for all our simulations as a function of the actual theoretically
determined maximal circular velocity. To correct for the fact that
not all stars are equally bright and contribute equally to the spectra
that can be used to observationally measure velocity dispersions,
we have weighted the contributions of the different star particles
with the number of red giant branch (RGB) stars per particle. Apart
from a few outliers which do not contain enough stars to fit a Se´rsic
profile and for which the whole procedure is in fact meaningless,
the values clearly trace out a linear relation.
A least-squares fit to the simulation data yields the following
relation between the ‘observed’ stellar velocity dispersion and the
circular velocity of the halo:
σv = (0.52 ± 0.07) vc. (6)
Figure 4. The velocity dispersions of the stars within a sphere with radius
two times the half-light radius, weighted with the number of RGB stars per
star particle, as a function of the theoretical circular velocity. The symbols
represent the different code and parameter values following Table 1, the
dashed line represents a linear least-squares fit to the points and the dotted
lines represent a 1σ interval around this fit.
If no neutral gas is available, we will derive the circular velocity
using this relation. We could of course also use the theoretical value,
but this is in no way observationally accessible, while the proposed
relation in principle is.
If neutral gas is available, we can of course use the rotation of
the neutral gas as a tracer for the circular velocity. To this end, we
produce a mock rotation curve of the neutral gas and determine its
maximum value. We visually checked all rotation curves and only
kept the values that were obtained from curves with a clear rotation
and enough neutral gas. In Fig. 5, we show the circular velocity
derived from the neutral gas as a function of the theoretical value.
The agreement is reasonable on the massive end, but gets worse for
haloes with a small theoretical circular velocity. Overall, we find
that H I rotation curves underestimate the true circular velocity.
Fig. 6 shows the circular velocities obtained by using line widths
for the neutral gas, following McGaugh (2012), as a function of
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Figure 5. The circular velocity derived from the rotation profile of the
neutral gas as a function of the theoretical circular velocity. The symbols
represent the different code and parameter values following Table 1, the full
line represents a 1:1 relation, the dashed line is a linear least-squares fit,
while the dotted lines correspond to a 1σ interval around this fit. Only the
simulations for which a workable rotation profile was found are shown.
Figure 6. The circular velocities obtained by using line widths as a func-
tion of the theoretical value. The symbols represent the different code and
parameter values following Table 1, the full line represents a 1:1 relation,
the dashed line is a linear least-squares fit and the dotted lines a 1σ interval
around this fit. Only the simulations for which a workable mock spectrum
could be constructed are shown.
the theoretical value. To produce these values, we fitted normal
distributions to mock spectral lines. The circular velocity is then
half W20, the width of the Gaussian bell curve at 20 per cent of its
maximum value. We average this value over eight distinct edge-on
lines of sight and again only kept the values for which we could
visually confirm a decent fit. We find slightly better agreement than
for the velocities derived from rotation curves, but the theoretical
value is still underestimated for most of the simulations.
Fig. 7 shows the same velocities, but as a function of the values
obtained using the rotation curves. We notice that the values de-
rived from the line widths are systematically higher than the values
obtained from the rotation curves. Not all simulations have circular
velocities determined using both methods (because of a bad quality
rotation curve or a bad Gaussian fit to the line widths), in which case
we set the corresponding velocity to zero. In total, 113 simulations
have enough neutral gas to estimate a circular velocity from the gas.
Figure 7. The circular velocities obtained by using full rotation curves as
a function of the ones obtained by using line widths of mock spectra. The
symbols represent the different code and parameter values following Table 1,
the full line represents a 1:1 relation, the dashed line is a linear least-squares
fit and the dotted lines a 1σ interval around this fit. Only simulations for
which both a workable rotation curve and a workable mock spectrum were
constructed are shown.
For 90, we were able to determine the circular velocity using both
methods. 11 more have circular velocities derived from the rotation
curve of the gas, so that in total we will use rotation curve based
circular velocities for 101 simulations. For the remaining 12 simu-
lations with enough neutral gas, but for which the rotation curves
could not be used, we will use the value derived from line widths
instead.
It should be noted that observed circular velocities sometimes
correct for turbulence by adding correction factors to the quadratic
circular velocities, both for those estimated from rotation profiles
as from line widths. For an exponential disc, it is straightforward
to determine an asymmetric drift correction. However, our galaxies
do not show exponential discs, which makes it much harder to
estimate correction factors. Moreover, as noted by McGaugh (2012),
these corrections are typically small for low-mass haloes. We will
therefore quote the circular velocity derived from the neutral gas
as a directly observable quantity, without applying any corrections
to it.
3.4 BTFR
Fig. 8 shows the BTFR for all our simulations. The top panel shows
the BTFR obtained using circular velocities derived from the gas,
while the bottom panel shows those derived from the stellar velocity
dispersion. We have also indicated the power-law fit of McGaugh
(2012) in both panels. It is clear that (a) the BTFR with velocities
from the gas lies above the observational relation for the bulk of
our simulations, and (b) there is a clear difference between the
relation obtained using gas circular velocities and stellar circular
velocities. Since we showed above that stellar circular velocities are
more closely related to the real theoretical circular velocities, this
means that circular velocities derived from neutral gas observations
systematically underestimate the circular velocity. Notice also that
there is a bend in the bottom BTFR at stellar circular velocities of
∼30 km s−1, which indicates the transition between a mass regime
where all haloes keep gas and form stars for the entire lifetime of the
simulation, and a mass regime where the haloes lose their gas and
contain only old stars. This bend is absent in the top panel, since we
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Constraining subgrid physics in dwarf galaxy simulations 921
Figure 8. The BTFR for all 250 simulations in the set. The top panel
shows the BTFR with circular velocities derived from the neutral gas, the
bottom panel those derived from the stellar velocity dispersion. The symbols
represent the different code and parameter values following Table 1, the stars
are the observational values from McGaugh (2012) and McGaugh & Wolf
(2010). The full line is the fit of McGaugh (2012), while the dashed lines
are least-squares fits to the simulation data.
cannot derive circular velocities from the neutral gas for the haloes
which lose their gas. The observational BTFR of McGaugh & Wolf
(2010) does not show this bend, but has considerably more scatter
in this regime than the observed BTFR of McGaugh (2012).
Keeping this in mind, we will always show two BTFRs when
discussing our simulations: the one derived from the gas, which
we can directly compare to the observations of McGaugh (2012),
but which can only be calculated if there is neutral gas, and the
one derived from the stellar velocity dispersions, which we can
calculate for all our simulations, and which we will compare to the
observed BTFR of McGaugh & Wolf (2010). To guide the eye, we
will compare the latter to a least-squares fit to the BTFR in the
bottom panel of Fig. 8, which will tell us how the particular model
compares to the other models in the set.
3.5 Star formation histories
The final stellar mass and neutral gas mass of a simulated galaxy
are completely determined by its SFH. Differences in these masses
between different models will therefore always trace back to differ-
ences in the SFH for these models, and it is important to have a good
way of investigating the SFH. Observationally, the SFH is inferred
from the colour–magnitude diagram (CMD), using a complex fit
of stellar population models with different ages and metallicities.
Since there is a degeneracy in colour between old metal-rich and
young metal-poor stars, there is a large uncertainty on these ob-
served SFHs, which makes it difficult to compare them with our
simulations. Moreover, these observations suffer from the same
luminosity constraints discussed above and only trace the central
galaxy.
To explain the differences between our models, we need a more
detailed SFH than what is observationally accessible, and we need
to take into account all stars, not only those that happen to be in the
central galaxy at the end of the simulation. We will therefore use a
theoretical SFH in our analysis, shown as the effective star formation
rate (SFR) as a function of time. It is determined by counting the
stellar particles that are born in a specific time interval during the
simulation, irrespective of their position or intrinsic properties. We
note that these SFHs cannot be compared to the observed SFHs in
e.g. Weisz et al. (2014a), which are based on a fit to the observed
CMD. Determining mock observational SFHs based on a fit to mock
CMDs falls outside the scope of this paper and will be subject of
future work.
3.6 Scaling relations
To check whether our simulated galaxies look like observed galax-
ies, we look at the so-called scaling relations. These relations de-
scribe the correlations of various global observational quantities
that were found for observed dwarf galaxies and they loosely define
the typical size and luminosity for a dwarf galaxy. Cloet-Osselaer
et al. (2012) showed that there is a large range of stellar feedback
parameters which gives rise to dwarf galaxies well within the range
of these scaling relations, so we cannot in general use them to con-
strain our models. However, they do provide a first check on the
result, as models that do not lie on the scaling relations cannot be
considered to represent real dwarf galaxies.
The scaling relations are shown in Fig. 9. The observational
data with which we compare consists of early- and late-type galax-
ies within the Local Volume (van Zee 2000; Grebel, Gallagher &
Harbeck 2003; Hunter & Elmegreen 2006; McConnachie 2012),
including recent additions such as Leo P (McQuinn et al. 2013;
Rhode et al. 2013) and Pisces A and B (Tollerud et al. 2015), galax-
ies within the Coma (Graham & Guzma´n 2003), Virgo (van Zee,
Barton & Skillman 2004) and M81 cluster (Lianou, Grebel & Koch
2010) and isolated dwarf galaxies (van Zee 2000; Magorrian &
Ballantyne 2001; Geha, Guhathakurta & van der Marel 2003; Grebel
et al. 2003; Hunter & Elmegreen 2006; Dunn 2010).
Model C7P6 is not shown, since we were unable to fit a Se´rsic pro-
file to these simulations (see Section 3.1). Simulation CaPaM1R00L
is also not shown, since for that simulation the B-band Se´rsic fit
was very bad (leading to an unrealistic B − V colour of −4.96). The
large scatter at the high surface brightness end of the V − I colour
is similarly caused by bad-quality Se´rsic fits to the low stellar mass
simulations at this end, but these simulations are shown. All other
simulations fall well within the observational scatter.
We do notice two important effects: all simulations have B −
V colours at the high end of the observational distribution, and all
simulations have large half-light radii. Both effects can be linked
to a large initial peak in the galactic star formation, as this will (a)
produce a predominantly old stellar population, and (b) lead to a
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Figure 9. The position of our models on four observational scaling relations. Top left: B − V colour; top right: V − I colour; bottom left: half-light radius;
bottom right: central surface brightness. The symbols represent the different code and parameter values following Table 1, the stars are the observational values
from van Zee (2000), Magorrian & Ballantyne (2001), Geha et al. (2003), Grebel et al. (2003), van Zee et al. (2004), Hunter & Elmegreen (2006), Dunn (2010),
McConnachie (2012), McQuinn et al. (2013), Rhode et al. (2013) and Tollerud et al. (2015).
high stellar feedback at the start of the simulation that will disperse
the interstellar gas and lead to an overall larger and shallower halo.
3.7 Metallicities
To determine stellar metallicities, we follow Kirby et al. (2013),
who observed the stellar metallicities for seven Local Group dIrrs
from the optical colours of its RGB. To this end, we use the stellar
evolution tracks of Bertelli et al. (2008, 2009) for Pop I and Pop II
stars and those of Marigo et al. (2001) for Pop III stars to estimate
the fraction of the SSP represented by a star particle that will reside
on the RGB at any given time. We then weigh the metallicities of
the star particles within the galaxy with this fraction to calculate the
average [Fe/H]-metallicity.
We note that this method will yield lower metallicities than for
example a luminosity-weighted average metallicity as can be ob-
tained from stellar spectroscopy, since it is biased towards the older
star particles, that will have significantly higher RGB fractions. This
effect is visible for the high-metallicity end of Fig. 10. The low-
metallicity end corresponds to galaxies with a predominantly old
stellar population, where both methods yield the same metallicities.
We also compare the average 〈[Fe/H]RGB〉 metallicities with
the metallicities of the averaged metal content of the galaxies,
[〈Fe/HRGB〉]. The former is the quantity discussed in Kirby et al.
(2013), while the latter is a more meaningful measure of the total
metallicity of the galaxy. It is clear from Fig. 10 that 〈[Fe/H]RGB〉
Figure 10. The metallicities as determined from the RGB colours as a
function of the spectroscopic luminosity-weighted metallicities for all sim-
ulations. The upper panel shows the mean RGB metallicity as used in Kirby
et al. (2013), the bottom panel shows the metallicity calculated from the
mean metal content of the RGB stars. The symbols represent the different
code and parameter values following Table 1, the dashed lines represent a
1:1 relation. Simulations which only formed a single generation of Pop III
stars (model C7P6) and hence have no metallicity ([Fe/H] = −99.0) are not
shown.
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Constraining subgrid physics in dwarf galaxy simulations 923
Figure 11. The metallicities of all simulations as a function of their V-band
magnitude. The symbols represent the different code and parameter values
following Table 1, the stars are the observational values from Kirby et al.
(2013).
underestimates the metallicity of the galaxy by giving too much
weight to low-metallicity RGB stars.
Fig. 11 shows the average 〈[Fe/H]RGB〉 metallicities as a function
of the V-band magnitudes for all simulations, compared to the ob-
servational data of Kirby et al. (2013). It is clear that all our models
lie below the observations and our too metal poor. The reason for
this is that most of our simulations form most of their stars early on
and then stop forming stars or form very little stars for the rest of the
simulation. Most stars are hence born from gas that is metal poor.
In Section 4, we will discuss ways to reduce the relative strength
of this initial star formation peak. It is already worth noting that
the models that somewhat succeed in this are closer to the observed
metallicities.
4 R ESULTS AND DISCUSSION
4.1 Stochasticity
Before we can start comparing different models, we first have to
assess the effect of small random changes in the system on the
outcome of the simulations. This will help us distinguish between
differences caused by stochastic effects and fundamental differences
caused by physical ingredients. When discussing differences, we
will focus on the BTFR and related quantities: stellar and neutral
gas masses, circular velocities and SFHs.
Fig. 12 shows the BTFR for the same models, but with ICs
generated with different random seeds (the C1P1bis model). Both
BTFRs are clearly very similar, although there are small differences
in final masses between the models with the same initial mass and
rotation parameters. However, most models have almost no neutral
gas at the end of the simulation, so the agreement stems mostly
from very similar final stellar masses.
When we look at the final neutral gas masses of the different
models (Fig. 13), we see that the agreement between the models with
different ICs is a lot worse, especially in the cases with intermediate
neutral gas masses, where the relative difference can be up to a factor
2. This makes sense, since in these cases the galaxy has lost almost
all of its gas by the end of the simulation, so the fraction that is left
will be largely determined by small stochastic differences between
the simulations.
Figure 12. The BTFR for the simulations using the same model, but with
different ICs. The stars and the full line represent the observational data
and a fit to it from McGaugh (2012), the other symbols are our models, as
indicated in the legend. The dashed lines correspond to the least-squares fit
to all simulations in Fig. 8. For clarity, simulations that represent the same
IC have been joined by a full line.
Figure 13. The relative difference of the final neutral gas mass as a function
of the average final baryonic mass for the simulations using the same model,
but with differently sampled ICs. The symbols correspond to the different
IC parameters as indicated in the legend.
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Figure 14. The SFH for two simulations using the same model, but with
different ICs.
Fig. 14 shows the SFH for the same model, with two different
ICs. We see good qualitative agreement over the entire run time of
the simulation.
We conclude that stochastic effects do not significantly change the
position of our models on the BTFR, nor their final stellar masses
and SFHs. When discussing the neutral gas masses of different
models however, we have to keep in mind the large sensitivity of
these masses to stochastic effects, especially when there is neutral
gas left but its final mass is low. This poses no real threat to our
work, since the ultimate goal is to produce dwarf galaxies with final
neutral gas masses that are of the same order of magnitude as the
final stellar masses, in which case the outcome is less determined
by stochastic effects. And for other models, our simulations are
capable of determining whether or not a galaxy will be able to keep
a significant fraction of its neutral gas, which is all that matters for
our purposes.
4.2 Convergence
Since we want to explore a large parameter range, we want to keep
the computational cost of the simulations to a minimum. It is there-
fore important to carefully select the numerical resolution of the
simulations. A high resolution will improve the accuracy of the
results, but will at the same time increase the run time of the sim-
ulation. Meanwhile, our subgrid model is based on the assumption
that we can treat individual star particles in our simulations as stellar
populations with statistically averaged properties, which limits our
highest resolution to a star particle mass of ∼1000 M.
We therefore opt to use lower resolution simulations with shorter
run time for the bulk of our simulations, as long as this resolution
is sufficient to resolve the properties of interest. The simulations in
e.g. Schroyen et al. (2013), Cloet-Osselaer et al. (2014) and Verbeke
et al. (2014) use 200 000 SPH particles, which for the lowest mass
simulations in our mass range of interest roughly corresponds to
five times the minimal star particle mass. The mean run time of
these simulations is however too long for a large parameter study.
Simulations with four times less particles are computationally a lot
cheaper. In this subsection, we will compare these low-resolution
simulations to the high-resolution simulations for two distinct UVB
models and discuss the convergence of the results.
Note that there is almost a factor of 10 difference between the
masses of the lowest mass and the highest mass ICs we employ.
Figure 15. The SFH for the same model, but with different resolutions. The
full line represents the low-resolution version and the dashed line represents
the high-resolution version.
This means that there will also be a factor of 10 difference between
the effective mass resolution of these simulations. Likewise there
is a difference in the mass resolutions used for baryons and DM,
since we use the same number of particles for both components.
Since the run time of the simulation is set by the actual number of
particles and not by their masses, we will use the same number of
particles for ICs with different masses. We expect the resolution to
be worst for the galaxies with the highest total mass.
We are interested in global properties of the final dwarf galaxy:
total stellar mass, neutral gas mass and the location of the galaxy
on the BTFR. These properties are mainly set by two mechanisms.
On the one hand, the star formation itself will govern the amount
of neutral gas converted into stars, which affects both the stellar
mass and the neutral gas mass. On the other hand, feedback from
already formed stars will affect the neutral gas mass and through
the gravitational interaction between gas and DM will affect the
galaxy potential and hence the circular velocity of the halo. To
obtain a converged result, we hence need sufficient resolution to
(a) get the global SFH right, and (b) correctly resolve the effect of
stellar feedback on the gas surrounding young star particles.
In Section 4.1, we concluded that, for the low-resolution models,
stochastic effects do not cause significant differences in final stellar
mass, circular velocity or being able to keep a significant amount
of neutral gas. They do however affect the final neutral gas mass
if it is low compared to the stellar mass. Since ICs with a different
number of particles inevitably will suffer from the same stochastic
effects, we should keep this in mind when comparing the results for
different resolutions.
Fig. 15 shows the typical SFH for one of our models and for both
the low-resolution and the high-resolution versions of the simula-
tion. Qualitatively, the SFH is very similar: there is a large peak in
star formation at the start of the simulation, after which the feed-
back of these initially formed stars strongly suppresses further star
formation by dispersing the neutral gas. Heating by the UVB pre-
vents this dispersed gas from falling in again, resulting in a very
low ongoing star formation for the remainder of the simulation.
For models with a halo mass below 5 × 109 M, all neutral gas
is removed after the initial star formation peak, so that star forma-
tion shuts down entirely. This behaviour is reproduced by both the
low- and high-resolution runs and also depends upon the rotation
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Figure 16. Cumulative SFH for the model with early and full UVB and high
feedback efficiency, a halo mass of 3 × 109 M and the three different rota-
tion parameters: no rotation (full lines), 5 km s−1 (dashed lines), 10 km s−1
(dotted lines). The black lines represent the low-resolution version, the grey
lines the high-resolution version.
Figure 17. The relative difference of the final neutral gas mass as a function
of the average final baryonic mass for the simulations using the same model,
but with different resolutions. The symbols correspond to the different model
and IC parameters as indicated in the legend.
parameter of the halo (see Section 4.3). It is also in agreement with
the results of Simpson et al. (2013).
Qualitatively, there is hence no difference between the high- and
the low-resolution runs. Both form the bulk of their stellar mass
during the first gigayear of the simulations, as can be seen from
Fig. 16. The simulations with a higher rotation parameter build up
their stellar mass somewhat slower and this behaviour is reproduced
for both the low- and the high-resolution versions.
Fig. 17 shows the relative difference in final neutral gas mass
for the two models between both resolutions. We notice the same
pattern as in the case of stochastic differences between the ICs: the
relative difference is small in the low- and high-mass regimes, but
is significant in the intermediate-mass regime. Again, this is due to
the stochastic nature of feedback in the simulations. If the overall
neutral gas mass is low, not much feedback is needed to disperse
this gas, so small stochastic differences can lead to significantly
different neutral gas masses.
Figure 18. The relative difference of the final neutral gas mass as a function
of the average final baryonic mass for all models (except model CeP1), for
every model comparing simulation M9R10L with simulation M9R10H. The
symbols represent the different code and parameter values following Table 1.
As a result, models with relatively more feedback and less neu-
tral gas will have larger differences between the low-resolution and
high-resolution versions, as illustrated in Fig. 18. Model CeP1 is ex-
cluded from this figure, as simulation CeP1M9R10H exceeded the 3
month time limit. However, both CeP1M9R10L and CeP1M9R10H
have no neutral gas at the latest time a snapshot was written for
CeP1M9R10H.
The resolution has only a minor effect on the location of the
simulations on the theoretical BTFR for these models, as can be
seen from the bottom panels of Figs 19 and 20. For the mock
observational BTFR, the resemblance is worse, but this is mainly
caused by the overall low neutral gas masses, which make it very
difficult to obtain reliable circular velocity estimates. For model
C1P1, the mock observational BTFR looks better and in this case
high- and low-resolution simulations trace out the same BTFR,
which is higher than the observed one.
We conclude that our low-resolution simulations are well con-
verged in terms of stellar mass and theoretical circular velocity. If
enough neutral gas is present, the neutral gas mass is also converged
and circular velocities derived from the neutral gas are reliable. If
the neutral gas mass is low, convergence is less clear, but this is
in line with the effect of stochasticity. The low-resolution runs are
hence sufficient to distinguish between galaxies that are unable to
keep any neutral gas and those that keep a significant amount of
neutral gas. We can hence study the effect of different parameters
on the BTFR using the computationally cheaper low-resolution sim-
ulations and expect our results to be qualitatively correct. For more
detailed studies of other properties of the dwarf galaxies, especially
related to the small-scale structure of the gas halo, we should use
the more expensive high-resolution runs, but this falls outside the
scope of this work.
4.3 UV background
Without a UVB, all our models form too many stars and are able to
keep a significant amount of neutral gas, making them trace out a
BTFR that consistently lies above the observed relation (Fig. 21).
We need a high stellar feedback parameter (1.0) to somewhat sup-
press star formation in these models and even this high value is
clearly not sufficient (Cloet-Osselaer et al. 2012).
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Figure 19. The BTFR for the models with late and low UVB and low
stellar feedback efficiency. The upward facing triangles correspond to the
low-resolution versions, the left facing triangles correspond to the high-
resolution versions. The stars and the full line represent the observational
data and a fit to it from McGaugh (2012), the other symbols are our models,
as indicated in the legend. The dashed lines correspond to the least-squares
fit to all simulations in Fig. 8. For clarity, simulations representing the same
IC have been joined by a line.
We already saw in Section 4.2 that this behaviour dramatically
changes when including a UVB: UVB heating after the initial star
formation peak quickly disperses most of the neutral gas that is
heated by stellar feedback and prevents the gas from cooling and
falling in again. This means that the SFH is qualitatively different
from the one in the reference model without UVB (Fig. 22). After
the initial peak, further star formation is strongly suppressed in the
models with UVB and even completely stops in the lowest mass
models.
When comparing different models for the UVB, the BTFR turns
out to be very resilient against changes in UVB model. This is
illustrated in Fig. 23, where we compare models with, respectively,
a late and low UVB, a late and full UVB and an early and full UVB
(see Section 2.2.1 for the parameters of these models). The three
models trace out a very similar BTFR.
The reason for this resilience is twofold. On the one hand, the
strength of the UVB heating does not scale linearly with the strength
of the UVB. For instance, when the UVB intensity is decreased,
the neutral fraction of the gas will go up, which means that there is
Figure 20. The BTFR for the models with early and full UVB and high
stellar feedback efficiency. The upward facing triangles correspond to the
low-resolution versions, the left facing triangles correspond to the high-
resolution versions. The stars and the full line represent the observational
data and a fit to it from McGaugh (2012), the other symbols are our models,
as indicated in the legend. The dashed lines correspond to the least-squares
fit to all simulations in Fig. 8. For clarity, simulations representing the same
IC have been joined by a line.
more neutral gas that can absorb UV radiation. As a result, the UVB
heating rate will be almost unchanged. If we really want to lower
the strength of the heating with a considerable factor, we would
need to use unphysically low UVB intensities. On the other hand,
the timing of the onset of the UVB is completely masked by the
first star formation peak. Although there is a significant difference
in redshift between an early and a late UVB, there is only a small
difference in time between these events at these high redshifts. This
means that the UVB will still kick in early in the simulation, while
the gas is collapsing and causing the first large star formation peak.
The effect of either UVB on the galaxy will only become noticeable
after this first peak, when the gas is dispersed by feedback from the
first stars. At this moment, both the early and the late UVB will
already have kicked in and their strengths will be comparable.
4.4 Merger simulation
It is clear that many of the problems with our models are caused
by the large star formation peak at the beginning of the simulation.
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Figure 21. The BTFR for the models without a UVB and the models with
a full and early UVB with the same stellar feedback strength. The stars and
the full line represent the observational data and a fit to it from McGaugh
(2012), the other symbols are our models, as indicated in the legend. The
dashed lines correspond to the least-squares fit to all simulations in Fig. 8.
For clarity, simulations representing the same IC have been joined by a line.
Figure 22. The SFH for a model with (full line) and without (dashed line)
UVB.
Figure 23. The BTFR for the three different UVB models. The upward
facing triangles correspond to the model with a late and low UVB, the left
facing triangles correspond to the model with a late and full UVB, and
the right facing triangles correspond to the model with an early and full
UVB. The stars and the full line represent the observational data and a fit
to it from McGaugh (2012), the other symbols are our models, as indicated
in the legend. The dashed lines correspond to the least-squares fit to all
simulations in Fig. 8. For clarity, simulations representing the same IC have
been joined by a line.
To check whether this initial peak is caused by the idealized ICs
that neglect cosmological effects, we will investigate the SFH of the
merger simulation DG10e9-NP3. This is shown in Fig. 24. From
Fig. 8, it is already clear that this model lies significantly above the
observational BTFR.
Compared to an isolated model with a comparable final halo
mass, the merger simulation shows an overall lower SFR, so that
the final stellar mass is roughly a factor 2 lower than for the isolated
model. The initial star formation peak however still stands out as a
clear feature in the SFH.
We conclude that cosmological effects alone are not enough to
reduce the initial star formation peak. We do however expect that
models that are able to reduce this peak in isolated simulations,
will perform even better when cosmological effects are taken into
account (Verbeke et al. 2015). This falls outside the scope of this
work, where we focus on the effect of internal feedback mechanisms
on the initial star formation peak.
MNRAS 458, 912–933 (2016)
 at Biom
edical Library G
ent on M
ay 13, 2016
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
928 B. Vandenbroucke, R. Verbeke and S. De Rijcke
Figure 24. The SFH for an isolated model (full line) and for the merger
simulation (dashed line). Both models have a comparable final halo mass of
∼109 M.
4.5 Overcooling
Before we can investigate the effect of varying the stellar feedback
efficiency parameter, we have to address the effect of overcooling
on our simulations. As discussed in Section 2.2.2, we ad hoc switch
off cooling for gas particles that receive feedback from SW and
SNII, to allow them to go through a phase of adiabatic cooling
before radiative cooling starts to radiate away the feedback energy.
If we would not do this, most of the feedback energy would be
radiated away immediately, leading to very inefficient feedback.
The resulting galaxies form way too many stars and are far above
the observed BTFR, as shown in Fig. 25.
The excessive star formation is entirely due to the first peak
in star formation, which immediately consumes all the gas in the
simulation, as illustrated by the SFH in Fig. 26.
4.6 Stellar feedback efficiency
In Section 4.3, we discussed the influence of an external heating
mechanism on the BTFR, and we showed that, if this external
heating is provided by an UVB, this influence is very small. In this
part, we will examine the influence of internal heating processes,
which are due to feedback from massive stars.
For the bulk of our simulations, we used a feedback parameter
of 0.7. To assess the influence of the parameter, we compare it with
a model with, respectively, a feedback parameter of 1.0 and of 2.0.
The latter is strictly speaking unphysical, although due to numerical
resolution issues we cannot guarantee that all energy that is put into
the gas is ultimately used to heat the gas, so in this sense a value of
2.0 might be justified.
The results of the comparison are shown in Fig. 27. The effect is
considerable: the models with a higher feedback parameter gener-
ally have a lower baryonic mass and the more massive models tend
to also have lower circular velocities. The models with feedback pa-
rameter 2.0 are completely absent on the mock observational BTFR,
since none of them has any neutral gas mass left at the end of the
simulation.
If we only look at the final neutral gas mass of the models
(Fig. 28), we see that the feedback parameter regulates the cut-
off mass for which haloes are no longer able to keep neutral gas:
this cutoff mass is higher for the models with a higher feedback
parameter.
Figure 25. The BTFR for the simulations not including an adiabatic cooling
period for gas receiving stellar feedback. The stars and the full line represent
the observational data and a fit to it from McGaugh (2012), the other symbols
are our models, as indicated in the legend. The dashed lines correspond to
the least-squares fit to all simulations in Fig. 8.
Figure 26. The SFH for a model without an adiabatic cooling period for
gas that receives stellar feedback.
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Figure 27. The BTFR for the three different feedback parameter values. The
upward facing triangles correspond to the model with feedback parameter
0.7, the left facing triangles correspond to the model with feedback parameter
1.0 and the right facing triangles correspond to the model with feedback
parameter 2.0. The stars and the full line represent the observational data
and a fit to it from McGaugh (2012), the other symbols are our models, as
indicated in the legend. The dashed lines correspond to the least-squares fit
to all simulations in Fig. 8. For clarity, simulations representing the same IC
have been joined by a line.
Figure 28. The relative difference of the final neutral gas mass as a func-
tion of the average final baryonic mass for the simulations with different
feedback parameters. The left facing triangles correspond to the relative dif-
ference between the models with feedback parameters 1.0 and 0.7, the right
facing triangles to the relative difference between the models with feedback
parameters 2.0 and 0.7. For clarity, simulations representing the same IC
have been joined by a line.
Figure 29. The latest formation time of a Pop III star as a function of the
final stellar mass for all simulations including Pop III feedback. The symbols
represent the different code and parameter values following Table 1.
Decreasing the feedback parameter below 0.7 will only shift the
BTFR to higher baryonic masses, while it is already too high at the
high-velocity end. Although we could expect this to lead to more
realistic final neutral gas masses, it will also lead to excessive stellar
masses.
Apart from slightly shifting the total stellar mass and the circular
velocity to lower values, increasing the feedback parameter does
hence not help to produce galaxies that lie on the observational
BTFR and even has a detrimental effect on the final neutral gas
mass.
4.7 Pop III feedback
In Sections 4.3 and 4.6, we discussed the effect of external and
internal heating on the resulting BTFR for our models. For the case
of the external UVB, we considered two aspects of the external
feedback: its strength and its timing. Both are well constrained and
hence leave us little to play with. For the internal stellar feedback,
we only discussed the strength. The timing of the feedback is in this
case also well constrained: SW and SNII feedback occur shortly
after the star population was born, while SNIa feedback occurs
with some delay and is more spread out over time. There is no
reason why the feedback strength should vary with time, since
temporal changes in energy absorption in the ISM are handled by
the metallicity dependence of our gas cooling model.
An exception to this are Pop III stars, which are born from very
low metallicity gas early in the simulation and have a different feed-
back compared to other stars. Since they enrich the ISM with their
feedback, Pop III stars will only be born early on in the simulation,
which effectively causes the stellar feedback to change over time.
This could provide a solution to the problems caused by the initial
large star formation peak, since this gives us a mechanism to reduce
this first peak without affecting star formation in later stages of the
simulation.
Fig. 29 shows the latest formation time of a Pop III star as a
function of the final stellar mass for all simulations including Pop
III feedback. It is clear that Pop III stars are indeed only formed
at the early stages of the simulations, so that Pop III feedback is
limited to these early stages.
In Section 2.2.3, we introduced three models for Pop III feedback.
Model 1 only affects the SN feedback from Pop III stellar particles,
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Figure 30. The BTFR for the three different feedback parameter values for
Pop III model 1A. The upward facing triangles correspond to the model with
low feedback, the left facing triangles correspond to the model with middle
feedback and the right facing triangles correspond to the model with high
feedback. The squares correspond to the model with the same parameters and
no Pop III feedback. The stars and the full line represent the observational
data and a fit to it from McGaugh (2012), the other symbols are our models,
as indicated in the legend. The dashed lines correspond to the least-squares
fit to all simulations in Fig. 8. For clarity, simulations representing the same
IC have been joined by a line.
model 2 also includes a Pop III SW, while model 3 implements more
advanced metal yields. We will discuss the effect of the different
models separately.
4.7.1 Model 1
Model 1 has two variants: variant A assumes a lower limit of 60 M
on the mass of Pop III stars, while variant B has a lower limit of
140 M and hence returns its energy over a much shorter time
interval.
Fig. 30 shows the BTFR for the three realizations of model 1A,
which have different Pop III feedback energies. It is clear that the
realization with a high feedback energy results in gas-poor galaxies
which have very little stars. The other two realization lead to similar
BTFRs.
In Fig. 31, we show the SFH for the same ICs and the low
energy and middle energy realization of the model. The Pop III
feedback effectively reduces the height of the initial star formation
Figure 31. The SFR for Pop III model 1A. The full line represents the
model with low Pop III feedback, the dashed line the model with middle
Pop III feedback.
peak, while at the same time leaving the further SFH untouched,
apart from stochastic differences. We also notice that the initial star
formation peak is not completely reduced. Further increasing the
Pop III feedback does not work to completely reduce the peak, as
we can conclude from the high feedback model.
Figs 32 and 33 show the BTFR and SFR for model 1B, which
gives Pop III feedback over a much shorter time interval (and hence
gives stronger feedback over a shorter period of time compared to
model 1A). We see that this model effectively completely reduces
the initial star formation peak.
We can conclude that the time dependence of stellar feedback
introduced by Pop III feedback significantly changes the strength
of the initial star formation peak.
4.7.2 Model 2
To completely suppress the initial star formation peak, we have
to assume Pop III feedback over an extremely short time interval,
which corresponds to unrealistically high masses for Pop III stars.
We can get the same effect if we use a more realistic Pop III mass
range and also include Pop III SW. Figs 34 and 35 show the BTFR
and SFH for the two models including Pop III SW. One model has
high SW feedback and low SN feedback and vice versa. Both show a
significant suppression of the initial star formation peak and further
star formation and are able to keep realistic amounts of neutral gas
for the more massive ICs. However, they both form too many stars
and have very low circular velocities.
4.7.3 Model 3
In the last model, we also include Pop III metal yields in our feed-
back model, taking into account the fact that Pop III stars will return
less metals to the ISM than Pop I and Pop II stars. This in turn will
affect the cooling and heating of the gas and can influence the further
star formation. The results of this model are very similar to those of
model 2, apart from some stochastic differences. They trace out the
BTFR shown in Fig. 36, which is still a bit higher than the observed
relation, but has the same slope.
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Figure 32. The BTFR for the two different feedback parameter values for
Pop III model 1B. The upward facing triangles correspond to the model
with low feedback, and the left facing triangles correspond to the model
with high feedback. The squares correspond to the model with the same
parameters and no Pop III feedback. The stars and the full line represent the
observational data and a fit to it from McGaugh (2012), the other symbols
are our models, as indicated in the legend. The dashed lines correspond
to the least-squares fit to all simulations in Fig. 8. For clarity, simulations
representing the same IC have been joined by a line.
Figure 33. The SFR for Pop III model 1B. The full line represents the
model with low Pop III feedback, the dashed line the model with high Pop
III feedback.
Figure 34. The BTFR for the two different feedback parameter values
for Pop III model 2. The upward facing triangles correspond to the model
with low SN feedback and high SW feedback, the left facing triangles
correspond to the model with high SN feedback and low SW feedback. The
squares correspond to the model with the same parameters but no Pop III
feedback. The stars and the full line represent the observational data and a fit
to it from McGaugh (2012), the other symbols are our models, as indicated
in the legend. The dashed lines correspond to the least-squares fit to all
simulations in Fig. 8. For clarity, simulations representing the same IC have
been joined by a line.
Figure 35. The SFR for Pop III model 2. The full line represents the model
with low Pop III SN feedback and high SW feedback, the dashed line the
model with high Pop III SN feedback and low SW feedback.
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Figure 36. The BTFR for Pop III model 3. The squares correspond to the
model with the same parameters but no Pop III feedback. The stars and
the full line represent the observational data and a fit to it from McGaugh
(2012), the other symbols are our models, as indicated in the legend. The
dashed lines correspond to the least-squares fit to all simulations in Fig. 8.
For clarity, simulations representing the same IC have been joined by a line.
5 C O N C L U S I O N
In this paper, we explored a large range of subgrid models and
parameters in order to produce simulated dwarf galaxies that lie
on the observed BTFR and are gas rich and star forming at late
redshifts, such as the observed ultrafaint dIrrs Leo P, Leo T and
Pisces A. We found that the bulk of our simulations experience
a large peak in star formation around the time the UVB kicks in,
which then leads to an excess in stellar feedback that drives the
pre-heated ISM out of the galaxies and leaves them gas poor and
dead. As a result, most simulations form too many stars, do not have
enough neutral gas and consequently lie above the observed BTFR.
They are also too metal poor compared to observed dwarf galaxies.
The star formation peak is unaffected by changing the timing
or intensity of the UVB within a physically meaningful range due
to the self-regulating character of the UVB heating and the fact
that UVB heating only starts affecting the galaxies at low redshifts,
when the UVB is already strong.
Changing the stellar feedback strength affects the absolute height
of the initial star formation peak and consequently shifts the result-
ing galaxies on the BTFR, but does not help in reducing the relative
height of the peak with respect to the consecutive star formation,
mainly due to the self-regulating character of the star formation.
The only way to reduce the initial star formation peak with re-
spect to the consecutive star formation is by including a time depen-
dence in the stellar feedback, caused by the metallicity-dependent
feedback of Pop III stars. We explored the properties this Pop III
feedback needs to have in order to produce realistic dwarf galaxies
and found that in the most successful model, a Pop III stellar pop-
ulation returns 40 times more energy in the form of UV radiation
early during its lifetime than a normal stellar population (which we
call SW feedback), and 4 times more energy in the form of SN
explosions from massive stars. These values are well within the
current constraints from simulations of primordial stars (Heger &
Woosley 2010; Nomoto et al. 2013). Furthermore, a Pop III stellar
population loses 45 per cent of its mass due to stellar feedback, of
which 0.009 327 per cent is Fe and 0.015 14 per cent is Mg.
We note that the time dependence of the stellar feedback intro-
duced by Pop III feedback is similar to introducing a time-dependent
star formation efficiency as discussed in Krumholz (2013), although
it is unclear whether the effect of the latter will be as strong.
With our new Pop III feedback prescriptions, we succeed in re-
producing the slope of the observed BTFR and we obtain galaxies
with more realistic metallicities. Our simple model does however
not completely solve the problems discussed above, because the
simulations still form slightly too much stars and lose too much
neutral gas. This is mainly caused by the fact that we still consider
galaxies in isolation, while galaxies in a  cold dark matter Uni-
verse are formed by subsequent mergers of smaller haloes, which
has considerable effect on the properties of these galaxies (Karman
et al. 2015). Cloet-Osselaer et al. (2014) showed that including the
merger history of a halo also helps reducing the initial star formation
peak, leading to galaxies that have more realistic stellar metal con-
tents. Although computationally more efficient than cosmological
simulations, these merger simulation are not suited for a parameter
study of the size considered for this work. Using our advanced sub-
grid model including Pop III feedback for a smaller set of merger
simulations is subject of Verbeke et al. (2015).
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