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We show that two smooth nearby Riemannian metrics can be glued interpolating their
scalar curvature. The resulting smooth metric is the same as the starting ones outside the
gluing region and has scalar curvature interpolating between the original ones. One can
then glue metrics while maintaining inequalities satisﬁed by the scalar curvature. We also
glue asymptotically Euclidean metrics to Schwarzschild ones and the same for asymptot-
ically Delaunay metrics, keeping bounds on the scalar curvature, if any. This extends the
Corvino gluing near inﬁnity to non-constant scalar curvature metrics.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The Corvino–Schoen method enables gluing near inﬁnity constant scalar curvature metrics (or more generally relativistic
initial data) to a Schwarzschild (or Kerr) type model. This method was used in many contexts and has a lot of very nice
applications [12,13,3,4,8,11,6,9], etc.
It is now natural to see how far this approach can be extended. In [14] the author shows that the method works for
a large class of underdetermined elliptic operators of any order. In the present study, we will see that the gluing can be
done if we substitute the assumption that the scalar curvature interpolates between the starting metric and a model, for
the constant scalar curvature assumption. We then keep the bound on the scalar curvature if there is one. We also recover
a constant scalar curvature metric if we start with such a metric.
Let (M, g) be a smooth Riemannian manifold. We do not assume that (M, g) is connected nor complete nor compact.
Let Ωi , i = 1,2,3, be open subsets of M with smooth boundary and such that Ω1 ⊂ Ω2 ⊂ Ω2 ⊂ Ω3. We set Ω = Ω2\Ω1
and we assume that Ω is compact. Let g be another smooth Riemannian metric on Ω3\Ω1.
We will use a perturbation argument to glue g with g on Ω , so we are interested in P g , the linearized scalar curvature
operator:
P gh := DR(g)h = divg divg h + g Trg h −
〈
Ric(g),h
〉
g,
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formal adjoint:
P∗gu = Hessg u + gu g − u Ric(g).
We will say that the metric g is non-degenerate on Ω if the kernel K of P∗g is trivial on this set. This condition is generic [1].
We now state the local deformation:
Theorem 1.1. Let χ be a smooth cutoff function equal to 1 near Ω1 and to 0 near the complementary of Ω2 . If g is non-degenerate
and g is close to g on Ω then there exists a symmetric covariant two tensor h ∈ C∞(Ω3), supported in Ω such that the metric
g˜ := χ g + (1− χ)g + h,
solves
R(g˜) = χ R(g) + (1− χ)R(g).
The closeness of the metrics used is made precise in Proposition 2.5, proximity in Cm(Ω) with m [n/2]+6 is suﬃcient
for instance.
This ﬁrst result is very closely related to Theorem 1 in [12], and the proof is almost the same: it is given in Section 2.
Probably the most important consequence of Theorem 1.1 is that eventual inequality veriﬁed by the scalar curvature
are maintained after gluing. For instance for positive mass Theorems type results (see e.g. [15,7,2]) one assumes that the
scalar curvature is bounded below by the scalar curvature of the model. Our result can then be used at a ﬁrst step to prove
positive mass theorems for non-spin manifolds of large dimensions (see also comments after Theorem 1.2).
We are now interested in asymptotically Euclidean (AE for short) metrics (see Section 3 for the precise deﬁnition). We
will use the procedure to glue these metrics with a Schwarzschild model (slice), deﬁned on Rn\{c} by:
gS = gm,c =
(
1+ m
(n − 1)|x− c|n−2
) 4
n−2
δ,
where δ is the Euclidean metric. The gluing will occur on an annulus
Aλ,4λ =
{
x ∈Rn, λ < r = |x| < 4λ}.
The proximity of the metrics will be guaranteed for λ large.
Theorem 1.2. Let g be an asymptotically Euclidean metric of order α > n/2 − 1. Assume the mass mg of g is not zero, assume also
R(g) = O (r−β) with β > n, and ﬁnally assume that g satisﬁes the asymptotic parity condition. Then there exists λ0 > 0 such that for
all λ > λ0 the metric g can be glued with a Schwarzschild metric on the annulus Aλ,4λ . The resulting metric gλ has scalar curvature
interpolating between R(g) and 0 on Aλ,4λ . In particular, if g has non-negative scalar curvature then so has gλ .
The asymptotic parity condition is deﬁned in Section 3, it ensures the center of mass to be well deﬁned on an AE chart.
Letting λ → ∞ in Theorem 1.2 proves in particular that the set of non-negative scalar curvature AE metrics which are
exactly Schwarzschild outside of a compact set is dense in the set of non-negative scalar curvature AE metrics. This show
that the positive mass conjecture for non-spin AE manifolds of large dimensions need only be proved for manifolds exactly
Schwarzschild outside of a compact set.
Finally, we show in Section 4 that the method can be adapted to asymptotically Delaunay metrics giving Theorem 4.1.
There also exists such a constant scalar curvature gluing in an asymptotically hyperbolic setting [6]. The AH metrics are
then glued to a Schwarzschild AdS (a particular Kottler) metric on an annulus near the inﬁnity. This result can certainly
be adapted to non-constant scalar curvature metrics as before. However the result there is probably not sharp, so it seems
sensible to wait for a sharper (and if possible simpler) version before extending it to the non-constant scalar curvature case.
The approach developed here can certainly be adapted to the full constraint map [13,4] and to other operators [14], but
the utility is less clear for the moment.
2. Gluing on a ﬁxed set
In this section we give the proof of Theorem 1.1. This proof is almost the same as in [12] or [4] for instance. We just
recall the different steps for completeness.
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We will use the spaces already introduced in the appendix of [4] in the special case of a compact boundary. We keep
the general notation of [4] for easy comparison with that paper.
Let x ∈ C∞(Ω) be a (non-negative) deﬁning function of the boundary ∂Ω = x−1({0}).
Let a ∈N, s ∈R, s > 0 and let us deﬁne
φ = x2, ψ = x2(a−n/2)e−s/x and ϕ = x2ae−s/x.
For k ∈N let Hkφ,ψ be the space of Hkloc functions or tensor ﬁelds such that the norm
‖u‖Hkφ,ψ :=
(∫
M
(
k∑
i=0
φ2i
∣∣∇(i)u∣∣2g
)
ψ2 dμg
) 1
2
(2.1)
is ﬁnite, where ∇(i) stands for the tensor ∇ · · ·∇︸ ︷︷ ︸
i times
u, with ∇ — the Levi-Civita covariant derivative of g; For k ∈N we denote
by H˚kφ,ψ the closure in H
k
φ,ψ of the space of H
k functions or tensors which are compactly (up to a negligible set) supported
in Ω , with the norm induced from Hkφ,ψ . The H˚
k
φ,ψ ’s are Hilbert spaces with the obvious scalar product associated to the
norm (2.1). We will also use the following notation
H˚k := H˚k1,1, L2ψ := H˚01,ψ = H01,ψ ,
so that L2 ≡ H˚0 := H˚01,1. We set
Wk,∞φ :=
{
u ∈ Wk,∞loc such that φi
∣∣∇(i)u∣∣g ∈ L∞},
with the obvious norm, and with ∇(i)u — the distributional covariant derivatives of u.
For k ∈N and α ∈ [0,1], we deﬁne Ck,αφ,ϕ the space of Ck,α functions or tensor ﬁelds for which the norm
‖u‖
Ck,αφ,ϕ
= sup
x∈M
k∑
i=0
(∥∥ϕφi∇(i)u(x)∥∥g + sup
0 
=dg (x,y)φ(x)/2
ϕ(x)φi+α(x)
‖∇(i)u(x) − ∇(i)u(y)‖g
dαg (x, y)
)
is ﬁnite.
Remark 2.1. In the context of compact boundary, it is more usual to use φ = x and for ψ and ϕ a power of x which can
be done here also as long as we work with ﬁnite differentiability. We choose to take the exponential weight to treat all the
cases in the same way.
2.2. The gluing
We give the proof of Theorem 1.1 by three propositions, giving the different steps needed. Let g be a smooth ﬁxed
Riemannian metric on Ω . We denote by K the kernel of P∗g . For any metric g˜ on Ω , we set
Lφ,ψ (g˜) := ψ−2P g˜ψ2φ4P∗g˜ .
We denote by K⊥ the L2ψ(g˜) orthogonal to (the ﬁxed set) K, and πK⊥ the L2ψ(g˜) projection onto K⊥ . We have (see [4]
for instance)
Proposition 2.2. For k 0, the map
πK⊥Lφ,ψ (g˜) :K⊥ ∩ H˚k+4φ,ψ (g˜) −→K⊥ ∩ H˚kφ,ψ (g˜) (2.2)
is an isomorphism such that the norm of its inverse is bounded independently of g˜ close to g in Wk+4,∞φ .
We can now state
Proposition 2.3. Let k > n/2. Let χ be a smooth cutoff function equal to 1 near Ω1 and to 0 near the complementary of Ω2 . Let us
deﬁne
gχ := χ g + (1− χ)g and Rχ := χ R(g) + (1− χ)R(g).
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πK⊥ψ
−2[R(gχ + h) − Rχ ]= 0. (2.3)
Proof. Apply [4] Theorem 5.9, with K = Y = J = 0, N = u and δρ = Rχ − R(gχ ). In fact we can solve
πK⊥ψ
−2[R(gχ + h) − R(gχ )]= πK⊥ψ−2[Rχ − R(gχ )]
for gχ close to g by a uniform inverse function theorem using Proposition 2.2. Note that Rχ − R(gχ ) vanishes near the
boundary and tends to zero together with gχ − g when g approaches g . 
Remark 2.4. The cutoff function χ used to interpolate the scalar curvatures can be chosen to be different from the one
interpolating the metrics.
From Proposition 5.10 and Corollary 5.11 of [4] we have more regularity.
Proposition 2.5. Under the conditions of Proposition 2.3, assume moreover that k [ n2 ] + 1, and g is close to g in Ck+4,α(Ω). Then
the solution h of Proposition 2.3 is in φ2ψ2Ck+2,αφ,ϕ (Ω). Moreover, if g ∈ C∞ , then h ∈ φ2ψ2C∞φ,ϕ(Ω) ⊂ C∞(Ω) and can be smoothly
extended by zero across the boundary.
This proposition then concludes the proof of Theorem 1.1 which assumes that the metric g is non-degenerate. We will
see in the next sections that the kernel projection can be removed in some circumstances when a kernel is present.
2.3. Remark on a regularity improvement
In the Corvino–Schoen construction, there is a loss of regularity in the following way. Assume g has regularity of order
k + 4 and g has regularity k + 2, the ﬁnal glued metrics can only have a regularity of order k because of the Ricci term
in P∗gχ . In [5] we regularize gχ in order to recover a better regularity. There is a simpler way that can be used for many
applications such as the ones that follow. We deﬁne L̂(gχ ) as L(gχ ) but by replacing just the P∗gχ term by P∗g . Clearly, this
operator has the same isomorphism properties as L(g) for g close to g with k + 2 derivatives, with also a uniform inverse
bound. Using this, we then improve the regularity of the ﬁnal glued metric. We do not use this for the applications, in order
to avoid unnecessary complications of the comprehension.
3. Exactly Schwarzschild end
We show that the gluing construction of Corvino [12] for scalar ﬂat AE metrics, can be done without the scalar ﬂat
assumption, by interpolating the scalar curvature of g and zero. This just needs a fast decay of the scalar curvature (the
natural decay for R(g) ∈ L1).
An asymptotically Euclidean manifold (M, g) of order α > 0 is for us a Riemannian manifold with (at least) an end
E ≈ [A,+∞[ × Sn−1, A > 0, such that there exists a chart of this end on which the components of g satisfy, for multi-
indices β ,
∂β(gij − δi j) = O
(
r−α−|β|
)
,
near inﬁnity, where r = |x|.
In order to guarantee existence of a center of mass, we impose an asymptotic parity condition. That is, we assume there
exist an AE chart in which∣∣g−i j ∣∣+ r∣∣∂k(g−i j )∣∣ C(1+ r)−α− , α− > α, α + α− > (n − 1), (3.1)
and ∣∣R(g)−∣∣ C(1+ r)−β− , β− > β, β− > n + 1, (3.2)
where f −(x) = 12 [ f (x) − f (−x)]. Note that this condition may probably be relaxed [10].
We can now give the proof of Theorem 1.2.
Proof. Let φλ : A1,4 −→ Aλ,4λ be deﬁned by
φλ(x) = λx.
For any α-asymptotically Euclidean metric g we deﬁne on A1,4
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In particular one has gλ = δ+ O (λ−α) on A1,4. Now let g as in Theorem 1.2. Let χ be a smooth non-negative function equal
to 1 on A1,2 and 0 on A3,4. Let
gλ,S = χ gλ + (1− χ)gλ,S .
The equation we will solve is
R(gλ,S + h) = χ R(gλ), (3.3)
where h and its derivatives vanish on ∂ A1,4. Let
K= span{1, x1, . . . , xn},
the kernel of P∗δ . We can use the preceding procedure to solve
πK⊥ψ
−2[R(gλ,S + h) − R(gλ,S)]= πK⊥ψ−2[χ R(gλ) − R(gλ,S)],
for any λ large enough. Note that the correction is of order the error, that is h = O (λ−γ ), γ = min(α,n − 2, β − 2) =
min(α,n − 2).
We will now prove that we can choose S = (m, c) to kill the kernel projection. Let g˜λ,S = gλ,S + h = δ + O (λ−γ ). The
components of the projections onto the kernel are
q0λ(S) :=
〈
1,ψ−2
[
R(g˜λ,S) − χ R(gλ)
]〉
L2ψ
=
∫
A1,4
[
R(g˜λ,S) − χ R(gλ)
]= ∫
A1,4
R(g˜λ,S) + O
(
λ2−β
)
,
qlλ(S) :=
〈
xl,ψ−2
[
R(g˜λ,S) − χ R(gλ)
]〉
L2ψ
=
∫
A1,4
xl
[
R(g˜λ,S) − χ R(gλ)
]= ∫
A1,4
xl R(g˜λ,S) + O
(
λ2−β
)
.
We can deduce (see Appendix A for details, also recall that β > n)
q0λ(S) = 4ωn−1λ2−n
[
(m −mg) + o(1)
]+ O (λ2−β)= 4ωn−1λ2−n[(m −mg) + o(1)],
qlλ(S) = 4ωn−1λ2−n
[
ClgS − Clg + o(1)
]+ O (λ2−β)= 4ωn−1λ2−n[ClgS − Clg + o(1)],
where the o(1)’s are uniform relatively to (m,C) when (m,C) stay in a compact set where m 
= 0, say a small closed ball
around (mg,Cg). From an application to the Brouwer ﬁxed point theorem (see e.g. Lemma 3.18 in [4] for details), for any λ
large enough, there exist (m,C) (so an S = (m, c)) such that qλ(S) = 0. 
4. Exactly Delaunay end
We show that the gluing of asymptotically Delaunay metrics of [8,11] can be extended to non-constant scalar curvature
metrics.
Let N be a smooth compact (n− 1)-dimensional manifold without boundary. A (generalized) Delaunay metrics on R× N
is of the form
g˚ = u 4n−2 (dy2 + h˚),
where h˚ is the Einstein metric on N with scalar curvature (n − 1)(n − 2), and u = u(y) > 0 is a periodic solution of
u′′ − (n − 2)
2
4
u + n(n − 2)
4
u
n+2
n−2 = 0.
The metric depends on two parameters, the period of u and the neck size ε which is the minimum of u (we do not allow
the critical cases of the sphere and the cylinder):
0< ε <
(
n − 2
2
) n−2
4
.
Let (M, g) be a smooth n-dimensional Riemannian manifold. We will say that M is asymptotically Delaunay, if there exists
an end E ≈ [0,+∞) × N , on which g is asymptotic to a Delaunay metric g˚ = g˚ε together with derivatives up to order four.
On the end E the Delaunay metric can be written of the form
g˚ε = dx2 + e2 f (x)h˚,
where f has a period T = T (ε). Let χ be a smooth cut off function on [0, T ] equal to 1 near zero and zero near T , and let
χi be its translated on [iT + σ , (i + 1)T + σ ] for a ﬁxed σ to be made precise later. Let Ωi = [iT + σ , (i + 1)T + σ ] × N .
We then have (compare [8], Theorem 3.1)
438 E. Delay / Differential Geometry and its Applications 29 (2011) 433–439Theorem 4.1. Assume that (M, g) is asymptotic to a Delaunay metric g˚ε on an end E. Then for i large enough, there exist ε′ and a
metric gi on E which coincide with g before Ωi and with a Delaunay g˚ε′ after Ωi and such that
R(gi) = χi R(g) + (1− χi)n(n − 1).
Proof. We just mention the changes needed in the proof of Theorem 3.1 in [8]. We deﬁne gε′ = χi g + (1 − χi)g˚ε′ and
Rε′ = χi R(g) + (1− χi)n(n − 1). We can then solve on Ωi , for i large enough the equation
πK⊥ψ
−2
i
[
R(gε′ + hi) − R(gε′)
]= πK⊥ψ−2i [Rε′ − R(gε′)],
where ψi is the translation on Ωi of ψ deﬁned on [0, T ] as before. Here K is one-dimensional and spanned by the N˚
of [8]. We also call the resulting metric g˜ε′ := gε′ + hi . Here also the correction is of order the perturbation introduced
hi = O (|ε′ −ε|)+oi(1), where oi(1) tends to zero uniformly relatively to ε′ bounded when i tends to inﬁnity. The projection
onto the kernel becomes (see Eq. (3.11) in [8])1
qi
(
ε′
) := ∫
Ωi
N˚
[
R(g˜ε′) − Rε′
]
dμgε′ .
This projection can be rewritten as
qi
(
ε′
)= ∫
Ωi
N˚
[
R(g˜ε′) − n(n − 1)
]
dμgε′ +
∫
Ωi
N˚
[
n(n − 1) − Rε′
]
dμgε′
=
∫
Ωi
N˚
[
R(g˜ε′) − n(n − 1)
]
dμgε′ + oi(1)
=
∫
Ωi
N˚
[
R(g˜ε′) − n(n − 1)
]
dμg˜ε′ + O
((∣∣ε′ − ε∣∣+ oi(1))2)+ oi(1).
We can then proceed as in Eq. (3.19) in [8] (with the misprints of the boundary and the measure corrected):
qi
(
ε′
)= ∫
{(i+1)T+σ }×N
U
i dSi −
∫
{iT+σ }×N
U
i dSi + O
((∣∣ε′ − ε∣∣+ oi(1))2)+ oi(1)
= λ(m′ − m˚)+ O ((ε′ − ε)2)+ O (∣∣ε′ − ε∣∣)oi(1) + oi(1),
where we recall that σ has been chosen such that
λ := 4ωn−1(n − 1)N˚|x=σ 
= 0.
By the intermediate value theorem, for any i large enough, we can choose m′ (equivalently ε′) such that qi(ε′) = 0. 
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Appendix A. Scalar curvature, mass and center of mass
Here we recall the basic deﬁnitions and relations between the objects of the title in the AE setting.
Let g be an asymptotically Euclidean metric of order α > n/2− 1. Assume also that the asymptotic parity condition (3.1)
and (3.2) holds. In this section, we will lower or raise indices with the Euclidean metric δ and its inverse. Let us deﬁne
Vij := gij − (Trδ g)δi j.
The mass of g is deﬁned by
mg := lim
λ→∞mg(λ), mg(λ) :=
1
4ωn−1
∫
Sλ
(
∂ i V i j
)
ν jds,
1 The measure used in [8] Eq. (3.11) appears to be the wrong one when using the theorem of [4] as described there, this does not affect their proof, just
a small change in Eq. (3.19) there is needed.
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the unit sphere in Rn . The center of mass is deﬁned by
Clg = (mc)lg := lim
λ→∞C
l
g(λ), C
l
g(λ) :=
1
4ωn−1
∫
Sλ
[
xl∂ i V i j − V lj
]
ν j ds.
The scalar curvature satisﬁes near inﬁnity,
R(g)
√|g| = ∂ j∂ i V i j + Q ,
where |g| is the determinant of g , e = g − δ, and Q is quadratic in ∂e = O (r−(α+1)). In particular we see that,
1
4ωn−1
∫
Aλ,ν
R(g)dμg =mg(λ) −mg(ν) + O
(
λ−2α+n−2
)
,
and when R(g) = O (r−β), β > n, we have (for ν = +∞):
mg(λ) =mg + O
(
λ−2α+n−2
)+ O (λ−β+n)=mg + o(1).
In the same way, and using parity considerations (just write e = e+ + e−), we see that,
1
4ωn−1
∫
Aλ,ν
xl R(g)dμg = Clg(λ) − Clg(ν) + O
(
λn−1−α−α−
)
.
When R(g)− = O (r−β− ), β− > n + 1, we have (for ν = +∞):
Clg(λ) = Clg + O
(
λn−1−α−α−
)+ O (λn+1−β−)= Clg + o(1).
As the computations needed are made on a rescaled annulus we give the simple relations between the scalar curvatures
and the measures. Let g be α-AE and gλ as in Section 3, for x ∈ A1,4 let y = φλ(x) so
R(gλ)(x) = λ2R(g)(y),
and √|gλ|(x)dx = λ−n√|g|(y)dy = (1+ O (λ−α))λ−n dy.
Thus one obtains
R(gλ)(x)
√|gλ|(x)dx = λ2−nR(g)(y)√|g|(y)dy. (A.1)
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