One-step ahead prediction for the multinomial model is considered. The performance of a predictive density is evaluated by the average Kullback-Leibler divergence from the true density to the predictive density. Asymptotic approximations of risk functions of Bayesian predictive densities based on Dirichlet priors are obtained. It is shown that a Bayesian predictive density based on a specific Dirichlet prior is asymptotically minimax. The asymptotically minimax prior is different from known objective priors such as the Jeffreys prior or the uniform prior.
Introduction
We consider one step ahead prediction for the multinomial model. Suppose that we observe a random variable x = (x 1 , x 2 , . . . , x k−1 ) distributed according to the multinomial distribution p(x|θ) = N x 1 , x 2 · · · , x k θ 
The parameter space is ∆ := {θ = (θ 1 , θ 2 , . . . , θ k−1 ) | θ i ≥ 0 (i = 1, . . . , k),
The objective is to predict y distributed according to the the multinomial distribution p(y|θ) = θ with index 1, where y = (y 1 , . . . , y k−1 ) and y k := 1 − k−1 i=1 y i , by using a predictive density q(y; x). The performance of a predictive density q(y; x) is evaluated by the risk function R(θ, q(y; x)) = y x p(x, y|θ) log p(y|θ) q(y; x) ,
which is the average Kullback-Leibler divergence from the true density p(y|θ) to the predictive density q(y; x). When a Dirichlet prior
where A := k i=1 a i , a = (a 1 , . . . , a k ) and a i > 0 for every i, is adopted, the posterior density and the Bayesian predictive density are given by p πa (θ|x)dθ 1 · · · dθ k−1 = Γ(N + A) Γ(x 1 + a 1 ) · · · Γ(x k + a k ) θ
and p πa (y | x) = p(y|θ)p πa (θ|x)dθ 1 · · · dθ k−1 = B(x 1 + y 1 + a 1 , . . . , x k + y k + a k ) B(x 1 + a 1 , . . . ,
respectively, where
.
We defineπ
which is π a with a 1 = · · · a k = α.
In the present paper, we consider the asymptotics as the sample size N goes to infinity, and construct a Bayesian predictive density based on a Dirichlet prior that is asymptotically minimax in the sense described below. It is known that a minimax predictive density for one step ahead prediction for the multinomial model can be constructed by using a latent information prior defined as a prior maximizing the conditional mutual information between y and θ given x; see Komaki (2011) . However, the explicit form of such a prior is difficult to obtain, and we need to develop asymptotic methods.
We consider a sequence of parameter subspaces ∆ ε N := {θ = (θ 1 , θ 2 , . . . , θ k−1 ) | θ i ≥ ε N (i = 1, . . . , k),
where {ε N } is a decreasing sequence of real numbers such that lim N →∞ ε N = 0 and 0 < ε N < 1/k for every N , to avoid singularity problems concerning the boundary of the original parameter space ∆. Then, ∆ ε N ⊂ ∆ ε N+1 , lim n→∞ ∆ ε N = ∆, and
Increasing sequences of parameter subspaces converging to the original parameter space are often considered to construct asymptotic objective priors; see e. g. Berger and Bernardo (1989) , Clarke and Barron (1994) , and Bernardo (2005) .
Let π (N ) * be a prior on ∆ ε N such that the corresponding Bayesian predictive density p π (N) * (y | x) is minimax with respect to the parameter space ∆ ε N . Thus,
The existence of such a prior is guaranteed by Theorem 2 in Komaki (2011) , since p π (x) > 0 for every x if π ∈ P(∆ ε N ). Here, P(∆ ε N ) is the set of all probability measures on ∆ ε N .
We show that the Bayesian predictive density based on a Dirichlet priorπα withα := 1 + 1/ √ 6 is asymptotically minimax in the sense that
if {ε N } satisfies appropriate conditions. For example, when the model is binomial (k = 2), the minimax prior is θ 1/
and is different from the Jeffreys prior θ −1/2 (1 − θ) −1/2 /B(1/2, 1/2) or the uniform prior.
Although the multinomial model is relatively simple, the results in the present paper could be a prototype for further development of theories on other models.
Closely related but essentially different prediction problems have been extensively studied in the framework of reference prior and Bayes coding; see e. g. Ibragimov and Hasminskii (1973) , Bernardo (1979) , Clarke and Barron (1994), and Bernardo (2005) . In this setting, the objective is to predict large amount of future observables without using data at hand. Roughly speaking, the Jeffreys prior is asymptotically minimax under suitable regularity conditions.
In contrast, we consider here one step ahead prediction by using N observed data at hand and consider the asymptotics as N goes to infinity. The priors attaining minimax prediction in these two settings are quite different; see Komaki (2004) and Komaki (2011) for discussion on the relation between the two settings, and see Clarke (2007) for various related approaches.
In Section 2, we obtain an asymptotic approximation of risk functions of Bayesian predictive densities based on Dirichlet priors. The approximation is uniform on ∆ ε N . In Section 3, we prove that the Bayesian predictive density based on the Dirichlet priorπα withα := 1 + 1/ √ 6 is asymptotically minimax if {ε N } satisfies appropriate conditions. In Section 4, some discussions are given.
Asymptotic evaluation of the risk function
In this section, we obtain an asymptotic approximation, which is uniform for θ ∈ ∆ ε N , of the risk functions of Bayesian predictive densities based on Dirichlet priors.
The risk function (1) of p πa (y|x) based on π a defined by (2) is given by
where
Here, w i (i = 1, 2, . . . , k) are random variables with E θ i (w i ) = 0, and k i=1 θ i s i = 0. If we fix a true parameter value θ satisfying θ i ∈ (0, 1) for all i = 1, . . . , k, then it is easy to verify that
A higher order pointwise approximation of the risk function has been studied; see Komaki (1996) . Here, instead of the pointwise approximation, we obtain an asymptotic approximation that is uniform for θ ∈ ∆ ε N . Theorem 1. Let p πa (y | x) be a Bayesian predictive density based on a Dirichlet prior π a defined by (2). Suppose that {ε N } be a decreasing sequence of real numbers such that lim
✷
The proof is given at the end of this section. From Theorem 1, we obtain the following corollaries.
Corollary 1. Suppose that {ε N } be a decreasing sequence of real numbers such that lim
, we obtain (6) from Theorem 1. ✷ Corollary 2. Suppose that {ε N } be a decreasing sequence of real numbers such that lim
ε N = ∞, and 0 < ε N < 1/k for every N . Then, the risk function of the Bayesian predictive density based on a Dirichlet priorπα(θ), whereα := 1 + 1/ √ 6, satisfies
and
Proof. We have (7) from Corollary 1 because 6α 2 − 12α + 5 = 0, −4α 3 + 18α 2 − 24α + 9 = − √ 6/9, 30α 4 − 240α 3 + 660α 2 − 720α + 251 = −(20 √ 6 − 11)/6, and −Â 2 /2 +Â − k/2 + 1/12 = −(k − 1){1 + (7 + 2 √ 6)k}/12, whereÂ := kα. The equality (8) is directly obtained from (7) because 1/(6 √ 6) − 11/720 > 0. ✷ We see that the Bayesian predictive density p π J (y | x) based on the Jeffreys prior π J is not asymptotically minimax. The Jeffreys prior π J is a Dirichlet priorπ α with α = 1/2. Thus, 6α 2 − 12α + 5 = 1/2, and −A 2 /2 + A − k/2 + 1/12 = −(3k 2 − 2)/24, where A = kα = k/2. Thus, from Theorem 1, we have
By putting θ 1 = ε N and
is not asymptotically minimax. From Corollary 2, we obtain Corollary 3, which is used to prove Theorem 3 in the next section. We define
The Bayes risk of a predictive density q(y; x) with respect to a prior π is denoted by
Corollary 3. Suppose that {ε N } is a decreasing real number sequence such that lim
Proof of Corollary 3. From (7), we obtain
Here, we have
Since the marginal density of θ 1 of the Dirichlet priorπα is the Beta density θα
We use the following Lemmas 1-3 to prove Theorem 1. The proofs of the lemmas are given in the appendix. Lemma 1. For every nonnegative integer m and every x > −1,
be the m-th central moments of the binomial distribution Bi(N, θ) with index N and parameter θ. Suppose that {ε N } be a decreasing sequence of real numbers such that lim
N ε N = ∞, and 0 < ε N < 1 for every N .
(1) For every positive integer l, there exists a positive constant C 2l−1 such that
(2) For every positive integer l, there exists a positive constant C 2l such that
. Let x be a random variable distributed according to the binomial distribution Bi(N, θ).
where a is a positive real number. Suppose that {ε N } be a decreasing sequence of real numbers such that lim
N ε N = ∞, and 0 < ε N < 1 for every N . Then, for every nonnegative integer
for all θ ∈ [ε N , 1] and N . ✷ By using the lemmas, we prove Theorem 1.
Proof of Theorem 1. From (4) and Lemma 1, we have
From Lemma 2, we have
for every a i > 0. Obviously, the inequality
holds since 0 < θ i < 1 and 0 < a i < A.
From (9), (11), (12), (13),
, and Lemma 3, we have
where C ′ is a positive constant not depending on N or θ.
In a similar way, from (10) and (11), we have
where C ′′ is a positive constant not depending on N or θ. The first to eighth central moments of the binomial distribution Bi(N, θ) are given by
where φ i,j (θ) ((i, j) = (6, 1), (7, 1), (7, 2), (8, 1), (8, 2), (8, 3)) are polynomials of θ. Therefore, by using (14), (15), (16), and the inequalities
we obtain (5) by a straightforward but lengthy calculation. In addition to the calculation by hand, the result is verified by using a computer algebra software. ✷
Minimax predictive densities
In this section, we prove that the Bayesian predictive density based on a Dirichlet priorπα, wherê α := 1 + 1/ √ 6, is asymptotically minimax in the sense of (3) if {ε N } satisfies appropriate conditions. The Bayesian predictive density with respect to the priorπ α is given by
and that with respect to the priorπ
is given by
where we define
In the proof of minimaxity of prediction, the inequalities
which hold for every π ∈ P(∆) and π * ∈ P(∆ ε N ), play an essential role; see Grünwald and Dawid (2004) for related inequalities in a very general setting. Each inequality in (19) is easy to verify. The last inequality in (19) is due to the fact, proved by Aitchison (1975) , that the Bayes risk of a predictive density with respect to a prior π * is minimized when it is the Bayesian predictive density p π * (y | x) based on π * . Thus, by putting π * =π
In the following, we first prove Theorem 2 that shows that the difference R(π 
✷ Theorem 2 means that the disadvantage of adopting a priorπ α that does not satisfy ∆ε Nπ α (θ)dθ 1 · · · dθ k−1 = 1 is asymptotically small. We use Lemmas 4-8 below to prove Theorem 2. The proofs of the lemmas are given in the Appendix.
Lemma 4. For every α 1 > 0, . . . , α k > 0 and 0 < ε < 1/k,
Lemma 5. If 0 ≤ s < t ≤ 1, 0 ≤ u < v ≤ 1, s ≤ u, and t ≤ v, then for all α > 0 and β > 0,
✷
Lemma 6. For every α 1 > 0, . . . , α k > 0, and 0 < ε < 1/k, the inequality
holds. ✷ Lemma 7. For every α 1 > 0, . . . , α k > 0, the equality
holds. ✷ Lemma 8. For every α > 0, β > 0, and ε ∈ [0, 1), the inequality
holds. ✷
By using the lemmas, we prove Theorem 2.
Proof of Theorem 2. From (17) and (18), the difference between the risk functions of R(θ, pπ α (y | x)) and R(θ, pπ(N)
To evaluate the difference between the Bayes risks R(π
, it is sufficient to consider the case y 1 = 1 because of the symmetry of the index i. Thus,
Because log(x + 1) ≤ x for x > −1, we have
From Lemma 4, we obtain
From Lemmas 6 and 7, we have
because of Lemma 8, we have
where we define z/(z + α − 1) = 0 if α = 1 and z = 0. Since there exists a constant C α > 0 such that |z/(z + α − 1)| < C α for every z, we have
✷
Now we prove Theorem 3 that shows pπα(y | x), whereα = 1 + 1/ √ 6, is asymptotically minimax. The constant 1/α = √ 6/( √ 6 + 1) in the theorem is approximately 0.7101.
Theorem 3. Let pπα(y | x) be the predictive density based on the prior
Suppose that {ε N } be a decreasing sequence of real numbers such that lim
By setting π =πα and π * =π
From Theorem 2, we have (20) and (21), we have
Here, from Corollary 3,
From (22) and (23), we obtain the desired equality. ✷
Discussion
The results in the present paper indicate thatπα(θ)
be a reasonable objective prior for one-step ahead prediction. The priorπα(θ) can be regarded as an asymptotic approximation to the latent information prior, based on which a minimax predictive density is constructed, and it seems to consistent with some numerical results in Komaki (2011) . Bayesian predictive densities based on commonly used objective priors, such as the Jeffreys priors π J on ∆, π 
A Proofs of lemmas
Proof of Lemma 1. (1) Let
Then, f (0) = 0, and
Thus, f ′ (x) > 0 for −1 < x < 0, f ′ (x) = 0 for x = 0, and f ′ (x) < 0 for x > 0. Therefore, f (x) ≤ 0 for x > −1, and the equality holds only when x = 0.
(2) Let
Thus, f ′ (x) < 0 for −1 < x < 0, f ′ (x) = 0 for x = 0, and f ′ (x) > 0 for x > 0. Therefore, f (x) ≥ 0 for −1 < x, and the equality holds only when x = 0. ✷ Proof of Lemma 2. We prove the desired results by induction. Assume that µ 2l−1 (N, θ) and µ 2l (N, θ), where l is a positive integer, are represented as
where f 2l−1,i (θ) (i = 1, 2, . . . , l−1) and f 2l,i (θ) (i = 1, 2, . . . , l) are polynomials with integer coefficients. Then, by using the recurrence equation
by Romanovsky (1923) , we have
Thus, µ 2l+1 (N, θ) and µ 2l+2 (N, θ) are represented as
where f 2l+1,i (θ) and f 2l+2,i (θ) are polynomials of θ with integer coefficients. Since µ 1 (N, θ) = 0 and µ 2 (N, θ) = N θ(1 − θ), the equation (24) holds for every positive integer l. Therefore, because N ε N goes to infinity, there exist constants C 2l−1 and C 2l not depending on N or θ such that
respectively. ✷ Proof of Lemma 3. We have
Here, for every x ≥ 0,
Thus,
where we define µ 0 (N + 1, θ) := 1. By Lemma 2, there exist positive constantsC i (i = 0, . . . , 2l) such
Since N ε N goes to infinity, there exists a constant C such that
Therefore,
✷
Proof of Lemma 4. The desired inequality is equivalent to
Let
Then,
We define
. . , w k−1 )} by using appropriate functions L(w 2 , . . . , w k−1 ) and U (w 2 , . . . , w k−1 ) because ∆ ε is a bounded closed convex set.
If (θ 1 , (1−θ 1 )w 2 , . . . , (1−θ 1 )w k ) ∈ ∆ ε , then (ε, (1−ε)w 2 , . . . , (1−ε)w k−1 ) ∈ ∆ ε because (1−ε)w i ≥ (1 − θ 1 )w i ≥ ε for i = 2, . . . , k and ε + k i=2 (1 − ε)w i = 1. Thus, L(w 2 , . . . , w k−1 ) ≥ ε. Obviously, L(w 2 , . . . , w k−1 ) ≤ ε because θ / ∈ ∆ ε if θ 1 < ε. Hence, L(w 2 , . . . , w k−1 ) = ε. 
