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We study possible applications of high critical temperature nodal superconductors for the search
for Majorana bound states in the DIII class. We propose a microscopic analysis of the proximity
effect induced by d-wave superconductors on a semiconductor wire with strong spin-orbit coupling.
We characterize the induced superconductivity on the wire employing a numerical self-consistent
tight-binding Bogoliubov-De-Gennes approach, and analytical considerations on the Green’s funtion.
The order parameter induced on the wire, the pair correlation function and the renormalization of
the Fermi points are analyzed in detail, as well as the topological phase diagram in the case of weak
coupling. We highlight optimal Hamiltonian parameters to access the non trivial topological phase
which could display time-reversal invariant Majorana doublets at the boundaries of the wire.
I. INTRODUCTION
After the theoretical proposal by Kitaev1, the race
for the search for Majorana Bound States (MBSs) in
solid state devices, is producing interesting theoretical
and experimental results2–4. MBSs have been predicted
in a wide class of low-dimensional solid state devices.
For instance, they are expected to appear in conven-
tional superconductors in contact with topological insu-
lators (TIs)5, quasi one-dimensional systems with strong
spin-orbit interactions6–9, helical magnets10 and other
materials11–16. Also, the peculiar features of MBSs aris-
ing at the interface between a topological superconductor
and an interacting one-dimensional electron liquid17,18,
have been recently discussed using an adapted version
of the field theoretical approach of Refs19–21. Most of
the quoted proposals resort to external magnetic fields or
magnetic materials, in order to get rid of the unwanted
Kramers degeneracy. The same is true for recent ex-
perimental realizations22–25, mostly focused onto systems
with explicit time-reversal symmetry breaking. They all
belong to ”class D” according to the mathematical clas-
sification of Bogoliubov de Gennes Hamiltonians26–28.
However, the presence of external magnetic fields, that
have to be finely tuned in order to satisfy the topo-
logical criterion without suppressing the proximity gap,
poses limitations to the operating temperature, to the
device geometries, and confines experiments to limited
range of materials. On the other hand, a recent paper
by Zhang and coworkers29 investigates a different class
(DIII) of time-reversal invariant (TRI) topological su-
perconductors (TS). Their idea is to utilize proximity ef-
fect devices which combine Rashba semiconductors (RS)
and superconductors with s± or dx2−y2 spin-singlet pair-
ing potential that switches sign between the Γ and M
points, whose boundary excitations are Majorana dou-
blets (MD)s. However a detailed microscopic analysis
of the proximity effect on such system is still lacking,
and the stability of the topological phases expected in
these TRI topological superconductors (TRITS) has to
be studied in detail. This is exactly the point that we
address in our research.
High critical temperature superconductors (HTS) have
been proposed as a key building block to experimen-
tally produce MBSs, since the high critical tempera-
ture may induce a robust superconductivity by proximity
effect16,30,31. More importantly, d-wave superconductors
can induce an extended s-wave superconductivity, and
this can be the main ingredient for the production of TRI
MDs29,32. On the other way around, Majorana quasipar-
ticles on the wire may couple to the nodal fermions in
d-wave superconductors, and leaking of Majorana states
in the substrate has been theoretically predicted33. This
motivated us to deepen our understanding of the proxim-
ity effect in semiconductor-superconductor heterostruc-
tures.
Theoretical literature on TRITS mainly focuses on (i)
intrinsic superconductivity, or (ii) proximity induced su-
perconductivity. In the first case, the topological phase
diagram and the prediction of Majorana states at the
boundaries are analyzed upon changing the experimental
conditions (geometry, spin-orbit coupling, gate potential,
disorder, symmetry of the order parameter)7,29,33–35 and
criteria for the recognition of MBSs are proposed36,37.
In the second case, most of papers adopt an analyti-
cal model for the self-energy to represent the proximity-
induced superconductivity30,32,38–41.
In this paper we present a detailed study of the physics
of semiconductor nanowires in the presence of Rashba
spin-orbit coupling42, such as InAs or InSb in proxim-
ity to a cuprate high critical temperature dx2−y2 super-
conductor (such as YBCO), employing both a micro-
scopic self-consistent approach based onto a tight-binding
Bogolubov De Gennes (TBBDG) scheme and a semi-
analytical formulation, based on a path-integral scheme,
allowing us to calculate explicitly the exact proximity
self-energy. A deep analysis of the correlation effects in-
duced on the wire, the induced gap, the excitation spec-
trum and the projected density of states, and their im-
plications for the formation of Majorana bound states, is
reported.
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2The paper is organized as follows. In Sec. II we in-
troduce the model Hamiltonian in real and momentum
spaces, and we describe our numerical and analytical
computational methods. In section III we discuss our
results. In particular, in section IIIA, using the expres-
sion of the selfenergy calculated before, we show the main
difference between the induced gap by nodal and con-
ventional superconductors. In section IIIB we carefully
analyze the peculiarities of the excitation spectrum and
the pair correlation function induced on the wire by a
nodal superconductor. In Sec. IIIC we discuss criteria
for the formation of Majorana bound states and show a
topological phase diagram in a topological weak regime.
In Sec. IIID we focus on the role of spin-orbit coupling
on the induced pair correlation functions. In Sec. IV
we summarize the results and compare with the existing
literature.
II. MODEL HAMILTONIAN
Our model system is formed by a semiconducting
nanowire with strong spin-orbit interaction lying onto a
dx2−y2 superconductor. Because of its layered structure,
here we model a typical d-wave superconductor as a two-
dimensional material in the x − y plane, ignoring the
coupling between the underlying planes43. We describe
the superconductor with a square lattice with periodic
boundary conditions. The wire is modeled as a one-band
semiconductor whose chemical potential is determined by
the doping level. A top view of the system is given in Fig.
1 (left panel).
FIG. 1: Left panel: Top view of the system. The semicon-
ductor wire (blue circles) lies on top of the superconductive
substrate (yellow circles). The wire on the superconductor
at angle θ = 0. The wire/superconductor is represented by
blue/yellow spheres. Right panel: The region inside the black
rectangular box represents the unit cell.
We describe the system by a tight-binding Hamiltonian
composed of three terms:
H = Hs +Hw +HT , (1)
where Hs describes the 2D superconductor, Hw describes
the 1D wire and HT expresses the coupling between the
two.
1. d-wave Superconductor
Following Scalapino44 we describe our superconductor
with the following mean-field Hamiltonian:
Hs = −µs
∑
i,σ
c†iσciσ − ts
∑
〈i,j〉,σ
c†iσcjσ
+
∑
l
∆d(l)
2
[(c†l+x↑c
†
l↓ − c†l+x↓c†l↑)
−(c†l+y↑c†l↓ − c†l+y↓c†l↑) + (c†l−x↑c†l↓ − c†l−x↓c†l↑)
−(c†l−y↑c†l↓ − c†l−y↓c†l↑) + H.c.] , (2)
where x, y are the elementary displacement. Here and in
the following we set the lattice spacing a = 1. The first
two terms describe the chemical potential µs and the hop-
ping ts between nearest neighbours electron sites, while
the pairing term corresponds to a dx2−y2 combination of
singlets between the lth lattice site and its four nearest
neighbours of the 2D square lattice. In what follows all
the energies are calculated in units of ts, except where
defined otherwise. The order parameter for d-wave su-
perconductivity is defined as
∆d(l) = −Vd[Fl,l+x + Fl,l−x − Fl,l+y − Fl,l−y]/4 (3)
where the singlet pairing amplitude on a bond is de-
scribed by45,46
Fi,j =
1
4
〈ci↑cj↓ − ci↓cj↑ + cj↑ci↓ − cj↓ci↑〉 . (4)
The order parameters are determined self-consistently
from the resolution of the TBBDG equations, whereas
the pair potential Vd is kept at a fixed value. In Eq. (2)
d-wave superconductivity is considered. As a reference,
we will compare our proximity superconductivity with
that induced by a s-wave superconductor, with order pa-
rameter ∆0(l) = −V0Fl,l.
The bulk superconductor is investigated by Fourier-
transforming Eq. (2) to k-space. By defining k =
(kx, ky), the Hamiltonian of the superconductor is writ-
ten as
Hs =
∑
k
ξs(k)(c
†
k↑ck↑ + c
†
−k↓c−k↓) + (5)
+
∑
k
∆(k)[(c†k↑c
†
−k↓ − c†−k↓c†k↑) + h.c.] ,
where ξs(k) = −µs − 2 [cos(kx) + cos(ky)] and ∆(k) =
2∆d[cos(kx)− cos(ky)].
3The pair correlation function in k-space reads
Fk =
1
2
〈ck↑c−k↓ − c−k↓ck↑〉 , (6)
and the d-wave order parameter is
∆d = − Vd
2Nk
∑
k
Fk [cos(kx)− cos(ky)] , (7)
where Nk is the number of k-points and the sum is over
the first Brillouin zone. The Hamiltonian in Eq. (5)
is diagonalized using a standard BdG scheme47. In the
new operator basis set, the Hamiltonian in Eq. (5) is
represented in a matrix form, whose eigenvalues give the
excitation energies of the superconductors. At each step
of the self-consistent scheme, a new value of the order
parameter is calculated from the eigenvectors, according
to Eqs. 6 and 7, then the Hamiltonian is updated and di-
agonalized again, and a new order parameter is obtained.
The scheme is repeated iteratively until the pair corre-
lation function Fk reaches the self-consistency for each
k-point.
For the numerical simulations, we fix the parameters
in such a way to obtain a given reference electron density
at the end of the self-consistent calculation. We choose
a value Vd = 1.5 for the d-wave pair interaction, which
is consistent with the parameter used in Ref. 48. In Fig.
2, the order parameter and the electron density obtained
at the end of the self-consistent scheme are reported as
a function of µs. We use a value of µs maximizing the
superconductor density and pairing, namely µs = −0.3,
corresponding to an induced density 〈nind〉 = 0.88 at the
end of the self-consistent calculation, in agreement with
Ref. 48. The self-consistent gap is ∆d = 0.15, in agre-
ment with the gap used in Ref. 33. The convergence
of all the results has been carefully verified with respect
to the number of k-points. Throughout the paper, we
also discuss the trends of some physical variables, upon
changing the gap, or the superconductor chemical po-
tential. For instance, we calculate the induced gap on
the wire as a function of the superconductive gap, or the
topological phase diagram. In these cases, a non self-
consistent (one-shot) TBBDG approach is employed at
fixed values of ∆d and µs.
2. Nanowire
The semiconducting nanowire is described by the fol-
lowing Hamiltonian:
Hw = −µw
∑
i,σ
d†iσdiσ − tw
∑
<i,j>
σ
d†iσdjσ + (8)
+ ıα
∑
<i,j>
σσ′
d†iσ(σˆy)σσ′djσ′ + h.c. ,
where α accounts for the spin-orbit coupling of Rashba
type42, and σˆx, σˆy and σˆz are the spin Pauli matrices.
FIG. 2: Amplitude of superconductor d-wave order parame-
ter (upper panel) and average electron density (lower panel)
as a function of µs, calculated using the self-consistent BdG
technique. The pairing parameter used for the self-consistent
calculation is: Vd = 1.5.
We allow for a chemical potential µw different from that
of the superconductor, and tunable by gating the het-
erostructure. Superconducting correlations in the singlet
channel, in our one dimensional wire, can either be of
s-wave or extended s-wave type, whose pair correlation
functions, extended to the nth order, are defined as
F
(n)
i = [Fi,i+n + Fi,i−n]/2 . (9)
In particular, F
(0)
i is the local s component, F
(1)
i is the
extended s component, F
(2)
i is the extended next-nearest-
neighbor s component. The opportunity of introducing
the definition in Eq. (9) follows by the fact that the
proximity effect induces on the wire a spread of the cor-
relation functions well beyond the local and the first s-
wave extended components. In this respect, the model
of an isolated wire, where the ”induced” superconductiv-
ity is put by hands, is in general very poor with respect
to our more realistic model of a wire placed on top of a
superconductor, where the effective correlations induced
by the proximity effect are accounted for.
3. Superconductor + nanowire
The coupling between the wire and the superconductor
is given by a simple hopping Hamiltonian:
HT = −tT
∑
〈l,i〉z,σ
c†lσdiσ + h.c. (10)
The hopping happens in the z direction and involves d
electrons, belonging to the wire, and c electrons, belong-
ing to the superconductor, and is supposed to be spin
independent.
4A. Computational method
In the description of the whole system, periodic bound-
ary conditions are assumed along the x direction. The
unit cell is composed by a strip, as it is reported in Fig. 1
(right panel). The field operators are Fourier transformed
along the x-direction. For each site i of the unit cell,
we calculate a superconductor pair correlation function
Fi(k) (allowing us to compute the superconductor gap
∆i), that we iteratively update until the self-consistency
is obtained on each site and k-point. Once the selfconsis-
tency on the superconductor is achieved, the pair correla-
tion function induced on the wire, Find(k), is calculated
at each k-point. From Find(k) the s-wave components of
the pair correlation function are evaluated at all orders
of neighbors.
It is convenient to introduce the Nambu notation to
write the Hamiltonian. The field operators for the super-
conductor are defined as ψsjk = (cjk↑, cjk↓, c
†
j−k↑, c
†
j−k↓),
where j = 0 . . . N − 1 labels the superconductor sites in
the unit cell, and k is the k vector along x. We intro-
duce the field operator ψwk = (dk↑, dk↓, d
†
−k↑, d
†
−k↓), for
the wire. The Hamiltonian is therefore written as
Hs =
1
2
∑
jk
ψs†jk[ξ
s
k τˆz − 2∆j cos(k)σˆy τˆy]ψsjk (11)
+
1
2
∑
jk
[
ψs†jk(−tsτˆz + ∆j σˆy τˆy)ψsj+1k + h.c.
]
Hw =
1
2
∑
k
ψw†k [ξ
w
k − 2α sin(k)σˆy]τˆzψwk
HT =
1
2
∑
k
ψw†k (−tT τˆz)ψs0k + h.c. ,
where ξsk = −µs − 2 cos(k), ξwk = −µw − 2tw cos(k), and
τˆx, τˆy and τˆz are the Nambu matrices. The singlet pair
correlation function is defined for the superconductor as
Fi,j(k) =
1
4
〈cik↑cj−k↓−cik↓cj−k↑+cjk↑ci−k↓−cjk↓ci−k↑〉.
(12)
For each superconductor site the d-wave pairing is calcu-
lated as
∆j = − Vd
4Nk
∑
k
[2Fj,j(k) cos(k)− Fj,j+1(k)− Fj,j−1(k)] .
(13)
Starting from an initial guess of the order parameter, the
Hamiltonian of the whole system is diagonalized, the d-
wave pair correlation function is calculated at each site
and k-value, and the value of the order parameter is up-
dated in the Hamiltonian, that is diagonalized again. The
procedure is iterated until the self-consistency is obtained
at each site. Once the self-consistent solutions are ob-
tained, the pair correlation function induced on the wire
is calculated in k-space as
F (w)(k) =
1
2
〈dk↑d−k↓ − dk↓d−k↑〉 , (14)
and in real space, at all order of neighbors (l=0,1,2 . . . ),
it is
F
(w)
l =
1
Nk
∑
k
F (w)(k) cos(kl) . (15)
In particular, l = 0 and l = 1 refer to the local and
extended s wave contributions of the pairing induced in
the wire.
The selfconsistent results reported in the following
have been performed using N = 200 sites in the unit cell,
and a 256 k-points grid in the Brillouin zone. After the
selfconsistent solution is found, the band structure and
the pair correlation functions are calculated on a finer
k-point mesh.
B. Selfenergy calculation without selfconsistency
As the hopping of Eq. 10 is supposed to be spin inde-
pendent, we can calculate the selfenergy induced in the
nanowire within a restricted basis
ψsk = (ck↑, c
†
−k↓) (16)
ψwkx = (dkx↑, d
†
−kx↓) (17)
The full partition function can be written as a fermionic
path-integral49 as:
Z =
∫
D[ψ¯s, ψ¯w, ψs, ψw]e−S[ψ¯s,ψ¯w,ψs,ψw] (18)
with
S = Ss + Sw + ST . (19)
We have
Ss[ψ¯
s, ψs] =
1
β
∑
ωn
∫ +pi
−pi
dkx
2pi
∫ +pi
−pi
Ndky
2pi
× ψ¯skx,ky
[
−ıωn + ξskx,ky τˆz + ∆kx,ky τˆx
]
ψskx,ky , (20)
where β = 1/kBT and ωn are the Fermionic Matsubara
frequencies. Similarly
Sw[ψ¯
w, ψw] =
1
β
∑
ωn
∫ +pi
−pi
dkx
2pi
ψ¯wkx
[−ıωn + ξwkx τˆz]ψwkx .
(21)
Moreover, the contribution to the action due to the tun-
neling Hamiltonian HT reads,
ST =
1
β
∑
ωn
∫ +pi
−pi
dkx
2pi
∫ +pi
−pi
Ndky
2pi
[
ψ¯wkx Tˆψ
s
kx,ky + ψ¯
s
kx,ky Tˆ
†ψwkx
]
(22)
where Tˆ = −tT τˆz/
√
N . In order to obtain an effective
action Sew for the wire, we integrate out the superconduc-
tor’s degrees of freedom to obtain the effective action:
Sew = Sw +
1
β
∑
ωn
∫ +pi
−pi
dkx
2pi
∫ +pi
−pi
Ndky
2pi
Tˆ Gˆskx,ky (ıωn)Tˆ † ,
(23)
5where we have introduced the Matsubara Green’s func-
tion of the superconductor
Gˆskx,ky (ıω) =
[
ıω − ξskx,ky τˆz −∆kx,ky τˆx
]−1
. (24)
The added term in Eq. 23, appears as a self-energy in
the wire effective Hamiltonian:
Σˆ(ıω, kx) = |tT |2
∫ +pi
−pi
dky
2pi
[−ıω − ξskx,ky τˆz + ∆kx,ky τˆx
ω2n + (ξ
s
kx,ky
)2 + |∆kx,ky |2
]
.
(25)
This is clearly independent of the spin-orbit coupling and
the chemical potential of the wire. Starting from the self-
energy, the Matsubara and retarded Green’s functions of
the wire can be calculated. In the Appendix, the ex-
pressions for the analytical continuation of the Green’s
function and the density of the states are given.
In the case ∆0 = ts, we can calculate exactly the self-
energy of Eq.(25) in the limit µs = 0. After the integra-
tion over ky we have
Σˆ(ıω, kx) =
|tT |2 −ıω + 2ts cos(kx)(τˆx + τˆz)√
(8t2s cos(kx)
2 + ω2)(8t2s(1 + cos(kx)
2) + ω2)
(26)
III. RESULTS AND DISCUSSION
A. Renormalization and induced pairing
The path-integral approach described in the previous
section allows us to write down an analytic expression for
the self-energy, that accounts for an effective interaction
of the superconductor on the wire. The Matsubara self-
energy, reported in Eq. (25), can be numerically com-
puted for given sets of parameters (µs, µw, tT , ∆). In
order to simplify the notation, we write the self-energy
in a compact form as Σˆ(ıω, kx) = (−ıωA − Bτˆz + Cτˆx),
where A, B and C can be numerically estimated from Eq.
(25) for each value of kx and ω. Starting from the Green’s
function of the wire, an expression for the induced gap
∆ind can be deduced as in Ref. 41. In particular,
Gˆw(ıω, kx) = 1
ıω − ξwkx τˆz − Σˆ(ıω, kx)
=
Z
ıω − ξ˜wkx τˆz −∆indτˆx
(27)
where Z = 1/(1 +A) is the renormalization factor, and
ξ˜wkx = Z(ξ
w −B) (28)
∆ind = ZC =
C
1 +A
.
The renormalization induces a displacement of the wire’s
Fermi level (via the B term of the self-energy) and the
formation of a superconducting gap by proximity effect
(∆ind). In the case of s-wave superconductivity, we have
FIG. 3: The gap induced by proximity effect (∆ind) as a func-
tion the superconductor gap (∆0), and the coupling γ between
the superconductor and the wire for d-wave (left panel) and
s-wave (right panel) order parameter in the superconductor.
Present results were obtained using analytical expression of
the self-energy, and taking into account the renormalization
due to dynamical effects. The self-energy was evaluated at
the chemical potential of the wire µw = −2tw cos(kx)|kx=pi/4.
C = A∆0, and we formally recover the induced gap
∆ind = (1− Z)∆0 reported in Ref. 41.
In order to give a numerical estimation of the induced
superconducting gap, we compute the A, B and C com-
ponents of the self-energy in the static approximation
(ω=0).
In Fig. 3 the induced gap is shown as a function of
the superconductive gap, and of the coupling strength
γ = NB(µw)t
2
T , where NB(µw) is the tunneling density
of states of the superconductor at the chemical potential
of the wire, in the absence of superconductivity40.
The left panel of Fig. 3 reports the induced gap cal-
culated at kwF , in the case of a d-wave order parameter,
while the right one, the induced gap for a s-wave order
parameter, as a comparison. Contour plots show that,
while in the case of a conventional s-wave superconduc-
tor, the induced gap increases both as a function of γ
and as a function of ∆0, in the case of a d-wave super-
conductor, the induced gap increases monotonically as a
function of γ but not with ∆d. In other words, there
is an optimal intermediate value of the gap amplitude
in the superconductor that maximizes the induced gap
in the nanowire. This unexpected behavior, showing a
degeneration of the proximity effect in d-wave supercon-
ductors upon increasing the gap, is confirmed by the full
TBBDG calculation. To better visualize this result, we
also calculate, within our analytic approach, the density
of states of the wire, starting from the retarded Green’s
function of the wire:
ρw(ω) = − 1
2pi
=mTr
(
τˆ3Gˆwret
)
. (29)
Thus, we need to compute the retarded self-energy that
can be done by substituting ıω → ω + ı0+ in the Mat-
subara expression of Eq.(25). Mathematical details are
given in the Appendix.
6The same can be done also in our selfconsistent nu-
merical tight-binding approach, after a projection of the
Hamiltonian spectrum onto the wire states. Projection
is, sometimes, demanding, thus we resort to our analyt-
ical densitiy of states in the following. The results are,
of course, in agreement, when selfconsistency is ignored.
Here we plot curves obtained using the Green’s function
of Eq. 27.
FIG. 4: Density of states of the wire at µs = 0 for different
values of ∆d, and the coupling tT . In the lower right panel, the
density of states mimic that of a fully gapped system. How-
ever, this picture is not correct, because subgap states states
are always present (cfr. other panels), even though their num-
ber is exponentially suppressed as a function of |tT |2, as ex-
plained in the text.
In Fig. 4 we plot the density of states of the wire close
to its Fermi energy for different values of the Hamiltonian
parameters. We are mostly interested in the induced su-
perconducivity, thus, in this part of the paper, for the
sake of simplicity, we use negligible spin-orbit coupling
and focus on the density of states of the wire very close
to the Fermi energy.
Conventional d-wave superconductors present coher-
ence peaks at ω ∼ ∆d, there is no gap in the excitation
spectrum, and subgap states manifest in a linear behav-
ior of the density of states for ω < ∆d, and it is exactly
zero only at the Fermi level. Proximity induced super-
conductivity in the wire, inherits all these properties, as
clear from the plots in Fig.s 4. In agreement with Fig. 3,
the stronger is the coupling tT , the larger is the distance
between the coherence peaks, and as a consequence, a
more robust superconductivity is induced in the wire.
Fine tuning of the chemical potential of the wire with
respect to the one of the superconductor, e.g. by gating
the structure, can allow us to improve proximity effect.
Indeed, at fixed tT and ∆0, we show that for our choice
of the parameters, away from half filling (at µw = 1) the
distance of the coherence peaks and the depletion of the
subgap region show that a more robust superconductivity
is induced in the wire with respect to µw = 0.
B. Proximity effect: peculiarities of nodal
superconductors
We now move to our self-consistent TBBDG calcula-
tions. In Fig. 5 we report a typical excitation spectrum
of the wire+superconductor system, in the presence of
strong Rashba spin-orbit coupling (α = 0.1), in weak
coupling tunneling regime (tT = 0.1), The nodal struc-
ture of the superconductive substrate leads to a net par-
tition of the Brillouin zone into separate regions. This
has been recognized, in the literature, as a key ingredi-
ent for the appearance of non trivial TRITS29. Indeed,
the absence of a nodal line makes s-wave superconductors
of poor relevance for the search for TRITS32.
Following 29, the wire is in its topological phase if the
pairing amplitude is negative in an odd number of Fermi
points within kx ∈ [0, pi]. Therefore it is crucial to de-
termine the relative position of the Fermi points of the
wire with respect to the superconductor nodal point. The
nodal point kN of the superconductor, defined as the k-
point in the folded 1D Brillouin zone where the gap is
zero (see Fig. 5), can be calculated as the intersection
between the 2D Fermi surface ξskx,ky = 0 and the 2D
nodal line ∆kx,ky = 0. According to the present model,
it is the solution of the two-equation system:
− 2ts (cos kx + cos ky) = µs (Fermi surface)(30)
kx = ky (nodal line) (31)
The nodal point is thus kN = arccos(−µs/4ts). In the
self-consistent scheme, the value of the chemical potential
µs ' −0.3 corresponds to kN ' 1.49. It is reported in
Fig. 5 as a vertical line lying close to pi/2. The Fermi
points of the isolated wire are defined by the condition
ξwkx = 0, which becomes (in the presence of Rashba spin-
orbit couoling):
− 2tw cos kx ± 2α sin kx = µw . (32)
The solutions of the above equation in the [0, pi] interval
are reported in Fig. 5 as k1 and k2. A Rashba interaction
of α = 0.1 is used, to simulate a strong spin-orbit regime,
as it is the case in InAs wires experimentally realized [16,
42,50–53], other parameters are tw = 1, µw = −0.3, tT =
0.3. A tiny gap opens in the wire spectrum. This may
seem to be not in agreement with the density of states
of Fig. 4, clearly indicating subgap states in the wire.
However, wire states are strongly hybridized with those
of the underlying superconductor localized at k ∼ kN
down to zero energy: these states populates the subgap
density of states of the wire.
7FIG. 5: Excitation spectrum of the full superconductor+wire
system, calculated with the self-consistent TBBDG scheme,
for µw = −1. The two Fermi points of the isolated wire are
labeled as k1 and k2, in this case they both lie at the left of the
superconductor nodal point kN . The bands of the wire at the
chemical potential, are easily recognized, they open close to
the Fermi points of the isolated wire. A coupling tT = 0.3 and
a spin-orbit interaction α = 0.1 are used in the calculation,
to simulate weak coupling and strong spin-orbit interaction.
Self consistent calculations have been performed using a unit
cell with N = 200 atoms and a mesh in the Brillouin zone of
256 k-points.
1. Band structure and pair correlation as a function of µw
Looking at Fig. 5, it is clear that, if we restrict to the
kx ∈ [0, pi] interval, the nodal point divides the Brillouin
zone into two regions, defined by (1) kx < kN and (2)
kx > kN . In the absence of spin-orbit coupling, the wire
has a single Fermi point kF lying either in region (1) or
(2). At the nodal point, the chemical potential of the
wire is
µw = −2tw cos(kN ) = −tw µs
2ts
(33)
Within the present work we take tw = ts = 1, therefore
the Fermi point of the wire coincides with the nodal point
when µw = µs/2. In self-consistent calculations we fix
µs = −0.3, and we find that kF is located at kN when
µw = −0.15. When µw < µs/2, kF is at the left of kN ,
otherwise kF is at the right of kN .
The inclusion of spin-orbit coupling in the wire splits
the Fermi point into two points k1 and k2, and their
relation with kN leads to three possible scenarios: (i)k1 <
k2 < kN , (ii) k1 < kN < k2, (iii) kN < k1 < k2, as it
is schematically shown in Fig. 6 (upper panels). The
three panels represent a magnification of the excitation
spectrum around the Fermi points. Upon increasing the
chemical potential of the wire, the Fermi points change
their location with respect to the superconductor nodal
point, moving from the case (i) to (iii).
In Fig. 6 (upper panels) also shown is the excita-
tion spectrum of the bulk superconductor (shadow re-
gion). While the bulk excitations of the superconductor
are poorly affected by the presence of the wire, the ex-
citations localized on the wire feel the presence of the
substrate through an opening of the gap at the Fermi
points of the isolated wire.
The pair correlation function induced on the wire,
F (w), has been computed as a function of kx, in the
[0, pi] interval, for several values of µw, and the results
are illustrated in Fig. 6 (lower panels). A moderate
wire-superconductor coupling was considered (tT = 0.3),
FIG. 6: Induced pairing reported as a function of k, upon
increasing the chemical potential of the wire. Self-consistent
calculations with spin-orbit coupling have been performed us-
ing the parameters µw = −1,−0.15, 1, α = 0.1, tT = 0.3. Cor-
respondingly (lower panels) we show the pairing correlation
function changing signs depending on the chemical potential.
The Fermi points of the isolated wire, k1 and k2, are
indicated by crosses. They lie close to the extrema of
the curve Find(k), except when the Fermi points lie far
from kN . The interesting information emerging from Fig.
6 is that the location of the Fermi points with respect
to the superconductor nodal point fully determines the
topological phase of the wire, as it is explained below.
A non trivial phase is expected when the induced pair-
ing is negative on an odd number of Fermi points28.
When the induced pair correlation function is positive
(or negative) on both the Fermi points k1 and k2, the
wire is in a trivial topological phase. On the other way
around, an opposite sign of Find at the two Fermi points
leads to a non trivial topological phase.
Figure 6 shows that the sign of the pair correlation
function is fully determined by the position of the Fermi
points with respect to the nodal point. When k1 lies in
the first region (k1 < kN ), the pair correlation function
8is negative, when k1 lies in the second region (k1 > kN ),
F (w) is positive. A similar discussion holds for k2. Such
geometrical considerations lead to a simple analytical cri-
terion for the determination of the topological phase of
the wire. In fact, by looking at Eqs. (32) and (33), we
found a non trivial TRITS if the chemical potential of
the wire satisfies the following condition
∣∣∣∣µwtw − µs2ts
∣∣∣∣ ≤ 2αtw
√
1−
(
µs
4ts
)2
. (34)
In the limit |µs|  4ts, a 4α width for the non trivial
topological region is found, in agreement with Ref. 29,
where a nodal superconductivity originating from a s±
superconductor is hypotheisized.
2. Band structure and pair correlation as a function of tT
Upon increasing the coupling tT between the wire and
the superconductor, there is a transition from weak to
strong coupling regime. The parameter tT has a key
importance, since it can be experimentally modified by
a suitable engineering of the interface between the in-
trinsic superconductor and the wire, leading to a possi-
ble technological realization of TRITS. Thus we perform
self-consistent TBBDG calculations of the band structure
and the induced pair correlation function, upon increas-
ing tT . The results are illustrated in Fig. 7 for d-wave
superconductivity.
The weak coupling regime leads to negligible effects on
the position of the Fermi points, while, in strong coupling
regime the Fermi points might be significantly displaced
by proximity effect. In the middle panels of Fig. 7 the in-
duced pair correlation function is reported as a function
of kx. It can be noted that Find has two extrema at the
Fermi points of the isolated wire (cross symbols). Upon
increasing the coupling, its shape changes from a Dirac-
like function to a sinusoidal curve, with a significant in-
crease of the broadening. So, it could be misleading to
try getting an estimation of the induced gap just look-
ing at the pair correlation function at the Fermi point,
since the value of Find(kF ) is quite insensitive to the cou-
pling with the substrate. More interesting, instead, is
to Fourier transform the pair correlation function and
look at the real space components F
(w)
l (lower panels of
Fig. 7). At very weak couplings, the correlations have
a long range and the real space components are spread
over many neighbors. By increasing the coupling, only a
few nearest neighbor correlations survive with increased
strength. Thus explicitly accounting for the proximity
effect, tells us that superconducting correlations in the
real space can be even long ranged. Thus, local , F
(w)
0 ,
and extended, F
(w)
1 correlations are the most relevant but
do not always give a complete description of the induced
superconducting phase.
FIG. 7: Excitation spectra (upper panels), induced pair cor-
relation function in the momentum space (middle), real space
components of the pair correlation functions as a function
of the distance δx between neighouring sites (lower panels),
calculated using a self-consistent TBBDG approach, upon in-
creasing the coupling tT between wire and superconductor
(tT = 0.1, 0.3, 0.6 going from left to right). The shadow region
in the upper panels corresponds to the excitation spectrum of
the bare superconductor. In panels are explicitly reported the
Fermi point of the isolated wire. The chemical potential of
the wire was fixed at µw = −1. The spin-orbit coupling is
α = 0.1.
3. Spin-orbit coupling
Local, F
(w)
0 , and extended, F
(w)
1 , s-wave components
of the induced pair correlation function have been cal-
culated as a function of µw, and the results are shown
in Fig. 8. The two components have the same weight
at the band edges (same sign at the bottom, opposite
sign at the top of the band), but the extended compo-
nent is always negative, while the local component feels
a change of sign at µw = µs/2. In Fig. 8 the dependence
on the spin-orbit coupling strength is reported. By in-
creasing α, there is an increase of the width of the central
region around µw = µs/2, where the local component is
smaller (in absolute value) than the extended component.
As it is known from the literature29, the extended com-
ponent is responsible of the appearance of a non trivial
TRI topological phase. Upon increasing the spin-orbit
coupling, the extended component increases in the non
trivial topological region.
C. Criteria for the formation of Majorana bound
states: Topological phase diagram in the weak
coupling regime
A non trivial phase is expected in the wire when the
induced pairing is negative on an odd number of Fermi
points28. Such phase, in the case of a finite wire, would
display Kramers Majorana doublets at the two ends of
9FIG. 8: Pair correlation function induced on the wire by a
d-wave superconductor in weak coupling regime. Local and
extended s-wave components are shown upon changing the
chemical potential of the wire µw. Self-consistent calculations
have been performed using the parameters µs = −0.3, tT =
0.1. The local component is vanishing at µw = µs/2.
the wire. As reported above, in weak superconductor-
wire coupling regime, the topological phase can be de-
duced only on the ground of geometrical considerations.
If the two Fermi points of the isolated wire lie at opposite
sides with respect to the superconductor nodal point, the
induced pairing is negative on an odd number of Fermi
points and this leads to a simple, analytical condition for
the non trivial phase, given by Eq. (34).
FIG. 9: Topological phase diagram in weak coupling regime,
defined from Eq. (34). The chemical potential of the wire is
plotted versus the chemical potential of the superconductor.
Inside the shadow zone, the system is in a non trivial TRI
topological phase. A value α = 0.1 has been used.
In Fig. 9, the phase diagram of the system is reported
as a function of µs and µw. At µs = 0 the criterion
for the topological phase ( −2α < µw < 2α) is the
same found from Zhang et al. for intrinsic, extended, s-
wave superconductivity29. The phase diagram consists of
two parallel straight lines, whose distance is proportional
to the spin-orbit coupling. Upon changing the chemi-
cal potential of the superconductor, the agreement with
Ref. 29 is kept in the region far from the boundaries
(µs = ±4ts). Approaching the band edges (bottom and
top of the band), a collapse of the topological region is
observed.
The phase diagram, reported in Fig. 9, has been ob-
tained analytically, according to Eq. (34). In fact, our
results, illustrated in previous sections, do show that the
spin-orbit coupling does not modify the shape of the ex-
citation spectrum. The same happens for the shape of
the pair correlation function close to the Fermi points, as
explained in the following section. The main effect of the
spin-orbit coupling consists of a translation of the Fermi
points. The same phase diagram can be constructed us-
ing the TBBDG results, just looking at the sign of the
pair correlation function at the Fermi points of the iso-
lated wire. The results are in agreement with Fig. 9.
In the strong coupling regime, the phase diagram is not
that simple to be accessed, as there is a substantial shift
of the Fermi points with respect to the uncoupled sys-
tems and different approaches based on the full Green’s
function of the systems have to be adopted, which are far
from the purposes of this paper54.
D. Further considerations of the pair correlation
functions and topological phase diagram in the weak
coupling limit
We here compute the pair correlation function at the
Fermi points of the isolated wire (k1, k2). The results are
shown in Fig. 10 as a function of the chemical potential
(upper panels) and as a function of the Fermi k-vector
(lower panel). Black(solid)/red(dashed) lines correspond
to the two spin-orbit bands, while the dotted line is the
result without spin-orbit coupling. The left/right pan-
els correspond to different values of spin-orbit coupling.
This picture summarizes all we discussed above, and sev-
eral considerations are worth emphasizing.
1) A non trivial phase is expected when the induced pair-
ing is negative on an odd number of Fermi points28. In
Fig. 10 (upper panels), this criterion consists of saying
that the system is in a non trivial phase when the two
curves have opposite signs. And this is true in the central
region around µs/2. The width of this region increases
upon increasing the spin-orbit coupling. The analytical
expression based on geometrical arguments, defining that
region is given in Eq. (34).
2) The spin-orbit coupling makes the correlation weaker
with respect to the results without spin-orbit coupling.
3) Once the Rashba interaction is switched on, the curves
with different spin-orbit couplings are identical, apart
from a rigid shift of Fermi points. This is even more
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FIG. 10: Induced pair correlation function, calculated at the
two Fermi points of the isolated wire, plotted as a function
of µw (upper panels) and as a function of kF (lower panels),
in weak coupling regime. Two different values of the spin-
orbit coupling have been considered: α = 0.1 (left), α =
0.3 (right). For comparison, the results without spin-orbit
coupling are also shown (dotted line). In lower panels, both
the spin-orbit curves (dashed and solid lines) perfectly match.
All calculations have been performed using a self-consistent
scheme, with the parameters ts = 1, µs = −0.3, tT = 0.1.
evident in the lower panels, where the induced pair cor-
relation is shown as a function of the k-vector. All the
curves match perfectly one to the other, to indicate that
the unique role of the spin-orbit coupling consists of a
rigid shift.
4) F (w)(kF ) changes the sign at the superconductor nodal
point kN (Fig. 10 lower panels). This confirms what we
anticipated above: if a Fermi point of the wire lies at
the left of kN , the corresponding induced pair correla-
tion is negative, otherwise it is positive. The topological
criterion thus becomes a question of finding where the
Fermi points of the wire are located with respect to the
superconductor nodal point.
IV. CONCLUSIONS
The superconductivity induced on a wire by proximity
effect has been analyzed in detail, with the implementa-
tion of a self-consistent tight-binding code for the resolu-
tion of the Bogoliubov de Gennes Hamiltonian, comple-
mented with the calculation of self-energy and Green’s
function using a path-integral approach.
The TBBDG scheme allowed us to study the whole
system (superconductor+wire), and to compare it either
to the isolated wire or the bare substrate. We observe
some interesting features emerging from our analysis.
In the weak coupling regime the Fermi points of the
wire are only poorly shifted with respect to the case of
an isolated wire. Following Ref. 28 the system is in a
non trivial topological phase when the induced pairing is
negative on an odd number of Fermi points. Since spin-
orbit coupling has the only effect to split the Fermi points
of the wire, it is easy to verify whether the criterion is
satisfied, or not. This leads us to a simple, analytic,
expression determining the topological phase diagram of
the system as a function of the chemical potentials of the
superconductor and the wire, and the spin-orbit coupling
interaction α, as reported in Eq. 34. Pair correlations in-
duced on the wire, consist of localized functions centered
at the Fermi points in the momentum space. This cor-
responds to real-space superconducting correlations ex-
tended to many neighbors, as shown in lower panels of
Fig. 7. By contrast, in Ref. 29 the authors assume
only local and nearest neighbor superconducting pair-
ings. However, our topological criterion is consistent with
that found in Ref. 29 when µs  ts, and extending it to
a range of parameters accessible within our approach.
At stronger coupling the pair correlation functions get
broadened in the k-space, and the wire Fermi points get
displaced with respect to the isolated wire, and eventu-
ally proliferate. This makes the study of the topological
phase diagram more involved, and it will be the subject
of further studies54.
To conclude, HTS are likely to be good candidates
for TRITS, but the experimental conditions have to be
carefully chosen, in order to maximize the induced su-
perconductivity by proximity effect. In contrast to s-
wave superconductors, d-wave superconductors have the
required features for generating Majorana modes with-
out the introduction of external magnetic fields, and this
could open the way to new experimental realizations of
Majorana states.
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Appendix A: Density of states
The density of states of the wire can be calculated from
the retarded Green’s function of the wire as:
ρw(ω) = − 1
2pi
=mTr
(
τˆxGˆwret
)
. (A1)
In order to calculate the wire’s Green’s function we need
to compute the retarded self-energy. This can be done by
substituting ıω → ω+ı0+ in the Matsubara expression of
Eq.(25). The calculation can be done using the relation
1
f(x) + ı0+
= P 1
f(x)
− ıpiδ(f(x)) . (A2)
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After a straightforward integration of Eq. 25 we obtain, in the case ∆0 = ts = 1, for Σˆret = <eΣˆret + i=mΣˆret
=mΣˆret(kx, ω) = |tT |
2
8
[
ω2
8
− cos(kx)2
]− 12 [
1− ω
2
8
+ cos(kx)
2
]− 12
sign(ω)× (A3)
θ
[
ω2
8
− cos(kx)2
]
θ
[
1− ω
2
8
+ cos(kx)
2
]
[−ω1ˆ + 2 cos(kx)(τˆx + τˆz)] ,
and
<eΣˆret(kx, ω) = −|tT |
2
8
{[
ω2
8
− cos(kx)2
] [
ω2
8
− cos(kx)2 − 1
]}− 12
× (A4){
θ
[
ω2
8
− cos(kx)2
]
− θ
[
1− ω
2
8
+ cos(kx)
2
]}
[−ω1ˆ + 2 cos(kx)(τˆx + τˆz)] .
Similarly, one can compute the self-energy for an arbitrary value of ∆0. The calculation is slightly more involved but
nevertheless the result can be presented in a closed form. Let us introduce the following functions:
v1,2 =
cos(kx)(∆
2
0 − 1)±
√
∆20[ω
2/4− 4 cos2(kx)] + ω2/4
1 + ∆20
.
When ω2 < 16∆20 cos(kx)
2/(1 + ∆20) the roots v1 and v2 are complex and the self-energy is given by
Σˆret(kx, ω) =
|tT |2
4(v2 − v1)(1 + ∆20)
{
1√
1− 1/v21
[
αˆ
v1
+ βˆ
]
− 1√
1− 1/v22
[
αˆ
v2
+ βˆ
]}
, (A5)
where the matrices
αˆ = −ω1ˆ + 2 cos(kx)(τˆz + ∆0τˆx) ,
and
βˆ = 2τˆz − 2∆0τˆx ,
have been introduced. For ω2 ≥ 16∆20 cos(kx)2/(1 + ∆20), using again the relation in Eq.(A2) we obtain for the real
part of the self energy:
<eΣˆret(kx, ω) = |tT |
2
4(v1 − v2)(1 + ∆20)
{
αˆ+ v1βˆ√
v21 − 1
[θ(−1− v1)− θ(v1 − 1)] − αˆ+ v2βˆ√
v22 − 1
[θ(−1− v2)− θ(v2 − 1)]
}
.
(A6)
For the imaginary part of the self-energy we have
=mΣˆret(kx, ω) = |tT |2 sign(ω)
4|v1 − v2|(1 + ∆20)
{
αˆ+ v1βˆ√
1− v21
θ(1− v21) +
αˆ+ v2βˆ√
1− v22
θ(1− v22)
}
. (A7)
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