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Abstrat. In this paper in the spae W
(2,1)
2 (0, 1) square of the norm of the error funtional of a optimal
quadrature formula is alulated.
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Many well known mathematiians be oupied with onstrution of optimal formulas for
approximate integration. Full bibliography by this diretion an be found in books [1,2,3,4℄.
In works [5,6℄ in spae W
(m,m−1)
2 (0, 1) was onsidered problem of onstrution of the optimal
quadrature formulas of the form
1∫
0
p(x)ϕ(x)dx ∼=
N∑
β=0
Cβϕ(xβ) (1)
with error funtional
ℓ(x) = p(x)ε[0,1](x)−
N∑
β=0
Cβδ(x− xβ), (2)
where Cβ and xβ ∈ [0, 1] (β = 0, N) are alled oeients and nodes of the quadrature formula
(1) respetively, p(x) is a weight funtion, ε[0,1](x) is the harateristi funtion of the interval
[0,1℄, δ(x) is Dira delta funtion, and ϕ(x) is suh a funtion, that is ontained in Hilbert spae
W
(m,m−1)
2 (0, 1) norm of funtions in whih is dened by formula
‖ϕ(x)|W
(m,m−1)
2 (0, 1)‖ =


1∫
0
(
ϕ(m)(x) + ϕ(m−1)(x)
)2
dx


1/2
.
Note that in work [5℄ was found the extremal funtion and with its help following representation
of square of the norm of the error funtional (2) was obtained:
‖ℓ(x)‖2
W
(m,m−1)∗
2 (0,1)
= (−1)m
[ N∑
β=0
N∑
β′=0
CβCβ′ψm(xβ − xβ′)−
−2
N∑
β=0
Cβ
1∫
0
p(x)ψm(x− xβ)dx+
1∫
0
1∫
0
p(x)p(y)ψm(x− y)dxdy
]
, (3)
where
ψm(x) =
signx
2
(
ex − e−x
2
−
m−1∑
k=1
x2k−1
(2k − 1)!
)
. (4)
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Moreover, the error funtional (2), as shown in [5℄, satises following orthogonality onditions
(ℓ(x), xα) = 0, α = 0, m− 2, (5)
(ℓ(x), e−x) = 0. (6)
The norm (3) of the error funtional ℓ(x) is many-dimensional funtion of the oeients Cβ
(β = 0, N). Sine error of the quadrature formula (1) is estimated from above by the norm of
the error funtional ℓ(x) in onjugate spae, then in order to onstrut the optimal quadrature
formula of the form (1) it is required to minimize, taking aount of onditions (5) and (6),
square of the norm (3) by oeients Cβ when the nodes xβ are xed, i.e. we need nd ondition
minimum of square of the error funtional norm in onditions (5), (6).
Further in [5℄, applying the method of Lagrange undetermined fators, for nding of minimum
of square of the error funtional norm following disrete system of Wiener-Hopf type was
obtained
N∑
γ=0
Cγψm(xβ − xγ) + Pm−2(xβ) + de
−xβ =
1∫
0
p(x)ψm(x− xβ)dx, β = 0, N, (7)
N∑
γ=0
Cγx
α
γ =
1∫
0
p(x)xαdx, α = 0, m− 2, (8)
N∑
γ=0
Cγe
−xγ =
1∫
0
p(x)e−xdx, (9)
where ψm(x) is dened by formula (4), Pm−2(x) is unknown polynomial of degree m − 2, d
is unknown onstant. And also existene and uniqueness of the solution of this system were
proved.
In [6℄ when xβ = hβ, β = 0, N, h =
1
N
, N = 1, 2, ... the system (7)-(9) was solved and it
was found the analytial representations of the oeients Cβ (β = 0, N). The oeients for
whih minimum of square of the error funtional norm is attained are alled by optimal. In
partiular, for m = 2, p(x) = 1 following theorem was proved
Theorem 1. The oeients of optimal quadrature formulas of the form (1) in the spae
W
(2,1)
2 (0, 1) when p(x) = 1 have following view:
Cβ =


eh−1−h
eh−1
−K(h)(λ1 − λ
N
1 ), β = 0
h−K(h)
[
(λ1 − e
h)λβ1 + (λ1e
h − 1)λN−β1
]
, β = 1, N − 1,
heh−eh+1
eh−1
−K(h)(λ1 − λ
N
1 )e
h, β = N,
(10)
2
where
K(h) =
(2eh − 2− heh − h)(λ1 − 1)
2(eh − 1)2(λ1 + λ
N+1
1 )
, (11)
λ1 =
h(e2h + 1)− e2h + 1− (eh − 1)
√
h2(eh + 1)2 + 2h(1− eh)
1− e2h + 2heh
. (12)
Present paper is diret ontinuation of works [5,6℄. Aim of given work is with using theorem
1 to alulate the square of the norm of the error funtional ℓ(x) in the spae W
(2,1)∗
2 (0, 1).
Following is take plaed
Òåîðåìà 2. For square of the norm (3) of the funtional (2) of optimal quadrature formula
(1) when p(x) = 1, xβ = hβ in the spae W
(2,1)∗
2 (0, 1) following equality is valid
‖ℓ(x)‖2
W
(2,1)∗
2 (0,1)
=
h2
12
+
h(2− eh − 3e2h) + 4 + 2eh + 6e2h
4(1− eh)2
+
+K(h)
[(λN1 + λ21)(1 + eh)− (λN+11 + λ1)(1 + 2eh)
2(1− λ1)
+
+
h2(λ21 + λ1)(λ
N
1 − 1)(1 + e
h)
2(1− λ1)2
+
+
(λ1 − e
h)2(λN1 − λ1e
h)− (1− λ1e
h)2(λ1 − λ
N
1 e
h)
2(1− λ1eh)(λ1 − eh)
]
,
where K(h) and λ1 are determined by (11) and (12) respetively.
Proof. The system (7)-(9) for m = 2, p(x) = 1, xβ = hβ have form
N∑
γ=0
Cγψ2(hβ − hγ) + P0(hβ) + d e
−hβ =
1∫
0
ψ2(x− hβ)dx, (13)
N∑
γ=0
Cγ = 1, (14)
N∑
γ=0
Cγe
−hγ = 1− e−1. (15)
Then for square of the norm (3) of the funtional ℓ(x) we obtain
‖ℓ(x)‖2 =
N∑
β=0
Cβ

 N∑
β′=0
Cβ′ψ2(hβ − hβ
′)−
1∫
0
ψ2(x− hβ)dx

−
−
N∑
β=0
Cβ
1∫
0
ψ2(x− hβ)dx+
1∫
0
1∫
0
ψ2(x− y)dxdy.
Hene, taking into aount (13), we have
‖ℓ(x)‖2 = −
N∑
β=0
Cβ
(
P0(hβ) + d e
−hβ
)
−
3
−
N∑
β=0
Cβ
1∫
0
ψ2(x− hβ)dx+
1∫
0
1∫
0
ψ2(x− y)dxdy. (16)
From here, taking aount of (4), for integrals of (16) we get
1∫
0
ψ2(x− hβ)dx =
ehβ + e−hβ + e1−hβ + ehβ−1 − 4
4
−
(hβ)2 + (1− hβ)2
4
, (17)
1∫
0
1∫
0
ψ2(x− y)dxdy =
e2 − 1
2e
−
7
6
. (18)
In representation (16) of the error funtional norm polynomial P0(hβ) = b0 and onstant d
are unknowns. For ‖ℓ(x)‖2, using (14), (15), (17), (18), we have
‖ℓ(x)‖2 = −b0 +
1− e
e
d−
e+ 1
4e
N∑
β=0
Cβe
hβ −
1 + e
4
(1− e−1) +
5
4
+
+
1
2
N∑
β=0
Cβ(hβ)
2 −
1
2
N∑
β=0
Cβ(hβ) +
e2 − 1
2e
−
7
6
. (19)
The equality (13) take plaed in any hβ when β = 0, N , h = 1
N
, i.e. is identity by powers hβ
and ehβ, e−hβ. Equating oeients of the left and the right sides of (13) in front of e−hβ and
onstant term, by using theorem 1, equalities (4), (14), (15), (17), for d and b0 we get
d =
C0
2
+
1
2
(
heh
1− eh
+ a1
λ1e
h
1− λ1eh
+ b1
λN1 e
h
λ1 − eh
)
−
1
4
N∑
γ=0
Cγe
hγ +
1 + e
4
,
−b0 =
h(1 + eh)
2(1− eh)
+ ha1
λ1
(1− λ1)2
+ hb1
λN+11
(1− λ1)2
−
1
2
N∑
γ=0
Cγ(hγ) +
5
4
,
where a1 = K(h)(e
h − λ1), b1 = K(h)(1− λ1e
h).
Then from (19), taking aount of d and b0, using identities
N−1∑
γ=1
λγγ =
λ− λN+1 −NλN (1− λ)
(1− λ)2
,
N−1∑
γ=1
λγγ2 =
λN (λ2 + λ+N2(1− λ)2 + 2N(λ− λ2))
(λ− 1)3
−
λ2 + λ
(λ− 1)3
and theorem 1, after simpliation we get the statement of the theorem 2.
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