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ABSTRACT 
‘Let obe a signed measure on [-I, 11, with total mass0, and [a, b] & (-1, 11. We estimate ]a([a, b])] in 
terms of the logarithmic potential of v in a complex neighborhood of [a, b]. Applications include a 
detailed description of the distribution of zeros of a class of orthogonal polynomials, including 
Pollaczek polynomials. 
1. INTRODUCTION 
Let (T be a signed Bore1 measure on Z := [- 1 , 11. We define the discrepancy of D 
by 
(1.1) D[c7] := sup ]U(.Z)], 
where the supremum is taken over all subintervals J c I. If {vn} is a sequence 
of probability measures on I, converging to a probability measure ~1 on Z in the 
sense that D[vn - ~1 -+ 0 as n + 00, then the sequence {v,,} converges to p in 
the weak-star sense. Thus, the discrepancy D[v” - ~1 serves as a measurement 
on the rate of weak-star convergence. The discrepancy notion D[c] was studied 
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Science Foundation 
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(and generalized) under various conditions in a lot of papers (for correspond- 
ing results and references, see [2] - [12], [14], [15], [20], [22]. 
In the following, p denotes the equilibrium measure on I, i.e., 
(14 &(x) = 
1 
7rqc-2 
dx. 
Moreover, 17, denotes the collection of all algebraic polynomials of degree at 
most n. Let P,, be a polynomial in 17, \ 17, _ 1. The zero-counting measure for 
P,,, denoted by u,(P,), is defined to be the measure that associates the mass l/n 
with each of the zeros of P,,, taking multiplicities into account. ErdSs and 
Tut-an [ 1 l] have shown that if P,, E Ii’, \ 17, _ 1 is a manic polynomial having all 
its zeros in I, and 
(1.3) 
then 
(1.4 D[%(Pn) - PI 5 c 
where c is an absolute constant. Here and in the following, we use the notion 
11 . llB for the Chebyshev (supremum) norm over B c I. 
Introducing for any signed (Borel) measure (T on Z the logarithmic potential 
(1.5) U”(z) := log ,z ! t, da(t) 
(for details, see [23]) the discrepancy result (1.4) can be stated in the following 
way, namely 
(1.6) D[v,(P,) - p] 5 c I ):L uv”(p”)-qz)~1’2 
(cf. Ganelius [14]). 
An important aspect of recent improvements of the estimate (1.6) is the fact 
that in many applications, not only ( inf,,a: ZP(z)] is small but moreover, 
1 U”(z)I itself has a sufficiently small bound outside some neighborhood of the 
support of 0. To describe this result in the context of the interval Z we need 
some notations. Let : = C U {co}. In dm we choose the branch such that 
dm/z is 1 at infinity. Then 
w=@(z):=z+p=T 
maps @\Z onto n := {w: ]w] > 1) with the normalization @P(W) = 00, 
G’(W) = 2. For any (Y > 1, let E, be the ellipse with foci at fl and major axis 
(Y + l/0. 
Let 0 be a signed Bore1 measure on I, then the discrepancy estimate in [7] is 
based on the global bound 
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of the logarithmic potential of (T on the ellipse E,. 
Theorem 1.1 ([7, Theorem 2.11). Let c := o+ - o- be a signed measure, where 
u+ and U- are positive unit Bore1 measures on I. Moreover, let M > 0, 0 < y 5 1 
be constants such that for all subintervals J = [a, b] of Z, 
(1.8) a+(J) 5 M(b -u)‘. 
Then, there exists a constant c = c (M, y) such that 
(1.9) 
1 
D[C7] I CE(cX) log- 
e(a) 
for alla with a 2 1 + ~(a)‘+“~ and&(a) < l/e. 
We observe that Theorem 1.1 does not require that either of the measures of 
have the entire interval Z for its support. Nevertheless, the estimate (1.9) is 
given in terms of the values of U”(z) on the ellipse E, that surrounds the whole 
interval I. In the case when (T is supported only on a subinterval J of I, it is 
natural to expect that only the values of U”(z) near J should contribute to the 
estimate in a significant way. On the other hand, since da is the distributional 
derivative of the harmonic conjugate of U”, a complete localization cannot be 
expected. 
The objective of this paper is to formulate these ideas in a precise manner. In 
Section 2, we state and prove our main theorem. For the simplicity of pre- 
sentation, we formulate our result only in the case of the interval, but it is 
equally valid in the more general case of Jordan curves as in [7] (cf. [l]). In 
Section 3, we present an application to the distribution of zeros of certain Pol- 
laczek-type polynomials. 
2. MAIN RESULT 
In this section, we consider the problem of obtaining local discrepancy esti- 
mates by local bounds for the logarithmic potential U”. To be precise, let 
J = [a, b] c Z be a subinterval, and (T be a signed Bore1 measure on I. The local 
discrepancy of u on J is defined by the expression 
(2.1) 
For 6 > 0, let 
(2.2) B(6, J) := {z = x + iy : a - S 5 x 5 b + 6, IyI 2 S2}, 
(see Figure 1) and 
(2.3) E := ~~(6, J) := z f5$$ I ~“@I . 
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Figure 1 
In the following theorem, we give an estimate of D.&T] in terms of ~~(6, J). 
Theorem 2.1. Let o = c+ - u- be a signed measure, where u+ and u- are posi- 
tive unit Bore1 measures on I. Moreover, suppose that CY+ satisfies (1.8). Then for 
.Z = [a,b] C ZandO < S < l/2, 
(2.4) oJ[o] 5 k(Z+log(l +y)) + 166log;+2MC 
where E is defined by (2.3), and M and y are defined by (1.8). 
Proof. We may assume that 6 < l/16 since otherwise (2.4) is trivial. Let 
f : R! --+ [0, l] be a monotone function such thatf(x) = 1 for --03 < x < 0 and 
f(x) = 0 for 1 5 x < 00. Moreover,f can be chosen in such a way that/ is twice 
continuously differentiable and If”(x) 1 5 4 for all x E R. First, let us show that 
(2.5) a(J) > +++log(l +q)) + 166log;+2M6’). 
We introduce the function 
g(z) =g(x+iy) :=I(: (x- b))f(i (a-x)), z E @, 
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which is twice continuously differentiable in R2 s C and all partial derivatives 
up to second order vanish in C \ St and & where Sr and & are the strips 
S1 :={x+iy:a-6/2Ix~b+6/2} 
and 
S2:={x+iy:a~x~b}. 
Let us define the polygonal line 1 consisting of the line segments 
(2.6) It:= a-~+i6, a+iS , 1 
(2.7) 12 := 
[ 
a + i6, 
(2.8) 13 := [F+i(b-F), b+ib], 
(2.9) 14 := b + i6, b +i + iS 1 . 
Here and in what follows, [ZI , z2] stands for the line segment between the points 
z1 and ~2. Moreover, let 7 = {Z : z E 1) denote the reflection of 1 at the real axis. 
We define V as the closed subset of St bounded by I and T(see Figure 2). 
Y 
6 
- 
-6 
I 
* 2 
a - 612 a b b+6/2 
F --I 
Figure 2 
By Green’s formula, for z E I, 
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where a/an, denotes the operator of differentiation with respect o the outward 
normal to the curve d V at the point < E ak’. This normal derivative exists at all 
points different from the corners of the polygon dV. 
Keeping in mind that Ag(<) = 0 for < E ST and that g(c) and U’(c) are sym- 
metric with respect to the real axis, integration with respect to ~7 and Fubini’s 
theorem imply that 
where 
V, := {X + iy : y E [O, P], x E [a - 6/2, a] u [b, b + 6/2]} 
and 
V, := {x + iy : y E [S2, S], x E [a - S/2, a] u [b, b + S/2]}. 
To estimate the first integral on the right-hand side of (2.10) we need bounds for 
lgrad WC)I. I-I ence, let us use in the disk Iz - (1 5 r with r < dist(C,Z) 
Schwarz’s formula 
h(z) = & J ‘+l;;2C 
It-CI=r 
UU(t) 3, 
where h is analytic in )z - <I < r with U”(z) as real part. Differentiation yields 
h’(z) = l J v(t) -& 
?ri It-+r 
For ZEB=B(S,J) with IIm zI 2 2b2 we may choose r = d/2 with d = 
dist(z, cW) and obtain 
(2.11) lgrad V’(z)I 5 7 . 
Since dist(Z, aZ3) > 6/2 we obtain 
(2.12) (/ i, g(c) & V’(C) 1411 5 2if (grad U”(C)l I4 5 8~ 
I 4 
and 
(2.13) 
// 2 5 3 g(c) & u”(C) 14~ = I/ 2 ,s, 3 & U”(C) Idill 
< i, Igrad U”(C)I 4 
, 2 3 
5 8ti~ log ( 1 -I- 7). 
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Since o(Z) = 0, for z E C \ Z we have the obvious inequality 
IVz)I = (s log -&$ dM/ I log(1 +&). 
Hence, 
(2.14) 
Next, 
(2.15) 
J Ag(C)U”(<)dxdy 5; 67 lo+ +;) dy I486 log;. 
VI 0 
J- 4(C) U"(C)dxdy 516~. 
v2 
Taking into account (2.13) - (2.15) we obtain 
lJgdg1 ,4++log(l+q)) +1661og;, 
which together with the relation 
implies (2.5). 
In order to prove that 
(2.16) o(J)<4~(2+log(l+~))+l66logf+2Ms. 
we may assume that b - a > 2 6. Then we repeat the same reasoning with the 
function 
g(x + iy) :=f ; (a + S - x)). 
Combining (2.5) with (2.16) yields (2.4). 0 
3. ZEROS OF ORTHOGONAL POLYNOMIALS 
Let 7 be a positive, finite Bore1 measure on Z with infinite support. Then the 
system of orthonormal polynomials 
Pn(X) :=pn(7; x) := m(7) xn + . . . E IIn, y,(7) > 0, 
is uniquely defined by the normalization 
Since r is fixed, we often use for abbreviation p,, instead of p,,(r; .). For each 
n > 1, the polynomial p,, has n simple zeros in (- 1, 1). We denote by u, = v,, (T) 
the zero-counting measure of p,, = p,, (T; .). 
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An important expression in the theory of orthogonal polynomials is the 
Christoffel-Darboux kernel 
which reproduces polynomials P,, E IIn, i.e., 
(3.1) P,(x) = J P,(u) K,+ 1 (TX, u) do. 
In particular, 
(3.2) Kn+i(~;x,x) = s K,+i (~,u)~dr(~). 
If the Radon-Nikodym derivative 7’ of 7 with respect to the Lebesgue meas- 
ure exists and satisfies T’ 2 K. > 0, then by Theorem 1.1 we obtain 
(logn)2 
D [L+(T) - P] 5 c ~ 
n ’ 
n=2,3,... 
(cf. [5]). The same estimate holds for Jacobi and generalized Jacobi poly- 
nomials. 
If we apply Theorem 1.1 to the zeros of orthogonal Pollaczek polynomials 
(see [21, Appendix, p. 3931) then we get the estimate 
(3.3) 
log n 
D[v,(T) - p] 5 c - 
fi’ 
n = 2,3,. . . . 
We recall that the Pollaczek polynomials P,(x; a,b) are orthonormal poly- 
nomials with respect to &(x) = w(x; a,b) dx, where a and b are real para- 
meters, a > Ibl, and the weight function w(x; a, 6) is defined for x = case, 0 < 
0 < r, by 
w(x; a, b) := e(2B-?r)h(B)[cosh(~lTh(e))]-1 
with 
ucos 8+b 
‘(‘) = 2sin 8 ’ 
The highest coefficient in 
P,(x; a, b) = ~~(7) xn + . . . 
satisfies ~~(7) = 0(n”/22”) as n -+ oo (cf. [21, Appendix]). Moreover, the Pol- 
laczek weight functions satisfy for all - 1 < x < 1 the inequality 
(3.4) w(x; a, b) 2 CI g(x), 
where g(x) := exp { -Q/J-} with some positive constants cl = ci (a, b) 
and c2 = c2 (a, b). 
If cos 6’j, ,, are the zeros of the Pollaczek polynomials, where 
30 
0 < 91,, < e2,n < . . . < e,), < lr, 
then for any fixed value ofj, 
(3.5) lim tl'j28j,n = (a + b)1'2. 
il'co 
Hence, the estimate (3.3) is optimal up to the log-term. On the other hand, we 
will show with Theorem 2.1, that the estimate for the distribution of the zeros of 
P,,(x; a, b) can be sharpened considerably in the interior of the interval I. 
Motivated by the example of Pollaczek weights, we say that a weight function 
W is a generalized Pollaczek (or GP-) weight function, if supp ( W) = Z and 
there exists an algebraic polynomial P the zeros of which are all on Z and simple 
such that 
(3.6) W(x)=exp(-G), -12x< 1. 
Let-l <.zi <.22<.. . < z, 5 1 be the zeros of P(x) and set Z(W) := {z~}?!~. 
Define the intervals 
(3.7) On( w; Zj) := 
{ 
y E 1 : p ([Zi,Yl) < + 
I 
fori= l,..., m. Moreover, we need 
(34 In(W) :=I\ 6 O,(W; Zi). 
i= I 
In the sequel, the symbols c, cl,. . . will denote positive constants depending 
only on the weight functions and intervals involved. The following theorem 
gives local discrepancy bounds for the measures ~~(7) - ,u for a large class of 
mass distributions r related to GP-weight functions. 
Theorem 3.1. Let T be a positive Bore1 measure on Z, W a GP-weight function, 
and let the Radon-Nikodym derivative r’ satisfy r’(x) > W(x) a.e. in I. Then 
(3.9) 
(log n)2 
q,b] [V”(T) - PI I c - 
n ’ 
n = 2,3,. . . , 
for every closed interval [a, b] c Z \ Z(W). 
We remark that in the case when T’(X) is the Pollaczek weight w(x; a, b) then 
(3.3) and (3.5) show that 
logn 
5 I D [b(T) - 4 I Cl - 
&’ 
n = 2,3,. . . . 
Hence, the ‘local 
provement. 
Before proving 
discrepancy estimate’ (3.9) is seen to be a substantial im- 
Theorem 3.1 we want to consider some basic facts about 
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GP-weight functions. In the following, we will use m(W), pn( W;x) and 
K,+I( W;x,t) insteadofy,(r),P,(~;x), Kn+l(qx,t) if&(x) = W(x)dx. 
Proposition 3.2. Let W be a GP-weight function and r a positive Bore1 measure 
with Radon-Nikodym derivative r’ 2 W a.e. in I. Then there exist positive con- 
stants c and cl such that 
(3.10) ~12” 5 ~~(7) 5 m(W) 5 nc2”, n = 2,3,. . . . 
Proof. Since 
mW2 = ,pjy, J (x” -pW2 dT_(x) 
” 
we have 
1 = S pn(qx)2d+x) 5 J (g T~(x))~ dT(x) 
where T,,(x) is the n-th Chebyshev polynomial. This proves the first inequality 
in (3.10). Furthermore, 
rn(~)-~ > ,m+_, S (x” - ~(x))~ W(x) dx 
” 
= m( w)-2. 
It remains to prove the third inequality in (3.10). 
The polynomial p,, ( W; x) has n simple zeros 
-1 < xn,, < X+,,n < . . . < Xl,n < 1 
and we have 
n 
pn(W;x) =m(W) n (x-Xk,n). 
k=l 
Therefore, 
or 
1 = m( w)‘[ kc, (x - xk,d2 w(x) dx 
m(W)_2 2 nl$ k$ (x - Xk,nj2 w(x) ~~4-44. 
Define pn := ~/,LL(&), then pcL,(Zn2) = 1 and by Jensen’s inequality 
logy,(w)-2 2 log7r+logp(Zn2) 
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+IJ log( kijl Ix - Xk,n12 W(x) p},.(x) 
(3.11) =log~+logP(Z”2) --& J 
( 
W,(X) 
I$ IP( 
-Q logI -4444 -Q logI +444x) 
-2 5 J log IXk,n - xl4-+) . 
k=l I.2 1 
We observe that 
(3.12) Z~(l\l,z) = 11 - /.~(Z,2)1 5 ;. 
Therefore, for 6 E I, 
J log I( - Xl&(X) = / log I< - 4444 - I$ h3 IE - .++44 
(3.13) In2 n’ 
> logf - p(Z \ Zn2) log2 2 logi - ; . 
Finally, since all the zeros of P are simple, it is easy to deduce that 
(3.14) d Ip;)l I c log n. 
Summarizing, we obtain that 
logy,(W)-2~(2n+I)log~-cs-c410gn 
with absolute constants c3 and ~4. Hence, (3.10) is proved. 0 
Proposition 3.3. Let W be a GP-weight function. Then there exists no > 0 such 
that for n > no, 
(3.15) bn(W;x)j2 IK,+r(W;x,x) 5 ?J(;~;_t forxEz7 
1 for x E Z,(W), 
where c is an absolute constant. 
Proof. We define for any x E Z,, the intervals 
l(x,n) := 
[ 
1 1 
x---,x+- . 
n2 n2 1 
Then there exist no > 0 and CO > 0 such that dist(Z(x, n), Z(W)) 2 z for all 
n 2 no. Consider the function 
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For x, y E Z(x, n) the mean value theorem yields 
(h(x) - h(Y)1 I cl, 
where cr > 0 is independent of n. Hence, 
(3.16) WY) l/c2 I - 
W(x) I c2 
for all x, y E Z(x, n) n I. 
First, let us assume that 1x1 5 1 - l/n2. We set n := l/n2. Let v be the 
function defined by v(u) := lI(7rd-X if u E I(x,n), and equal to 0, if 
u 6 Z(x, n). We have 
p,(v;x+~COSe) = 
{ 
JZcos(ne), if n # 0, 
1, if n = 0, 
and hence (cf. [ 16, Example 1.1.11) 
(3.17) &+~(v;Y,Y) I2n + 5, y E Z(x,n). 
Now, using (3.1), Schwarz’s inequality and (3.2), we get for t E l(x, n), 
(v2 - (x- t)2)2K,+l (W;x,t)2 
= J (772-(X--)2)K,+,(W;x,u)K,+3(v;t,u)v(u)du 2 
> 
(3.18) 5 ( 
J K,+1 (w;x,u)2 W(u)du 
> 
( 
J (n2 - (x - 42)3’2 &+3 (v; t, g2 $g du) 
IKr2+1(W;x,x)v3J K.+3(v;fdgp. 
Using (3.16) - (3.18), we obtain 
V(U) 
J Kn+3 (v; 4 uj2 - 
cn 
- 
vu> 
du< wc(x, Kl+3(v;t,t) I-. 
W(x) 
Therefore, (3.18) yields for t E,l(x, n): 
We use this estimate with t = x, and simplify to arrive at (3.15) when x E Zn( W) 
and 1x1 5 1 - 7. From this result we obtain (3.15) for all x E Zn( W) by means of 
Bernstein’s inequality. Using again Bernstein’s inequality we also get 
Kn+l(W;x,x) 5 exp(cfi) ,x E I. 0 
Corollary 3.4. Zf W is a GP-weight function and F a compact set in Z,, (W), then 
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(3.19) K,+](W;x,x)~cnW(x)-‘, n=o, 1,2 )... 
with a positive constant c depending on F and W. 
Proof. Let [a, b] c Zn( W), then there exists E > 0 such that [a - E, b + E] c 
Z”(W). Since cr 5 W(x) ‘; CZ. for x E [a - E, b + E] we choose n = E fixed and 
independent of n. Then the estimate (3.18) and the estimates subsequent o 
(3.18) lead to (3.19). q 
Part of the proof of Theorem 3.1 does not require the full force of the conditions 
of the theorem. Moreover, the following upper bound for the logarithmic po- 
tential U~(‘)-~ can be used also for weights r of the Szegd class. For this rea- 
son, we state this in a separate lemma. 
Lemma 3.5. Let r be a positive, finite Bore1 measure on Z with infinite support. 
Then for all z E @ \ I, 
(3.20) V’“(+~(z) 5 ;log 
( 
---& g 
where d(z, Z) denotes the distance of z to I. 
I@(z) I2 
d(z,Z)(I@P(z)l - 1)
Proof. Let T, _ 1 be the Chebyshev polynomial of degree n - 1 normalized to 
IIT,_I((~ = 1 and let us denote by ~k,~, k = 1,. . . , II, the zeros of p,,. By La- 
grange’s interpolation formula we obtain 
Tn-l(z) = kcl G-~hvdLk,&)~ Pn (z) J&Z(Z) := (z _Xk,n)P;(Xk n>. 
Let 
Ak,n := .f Lk,n(X) d+) 
be the Christoffel numbers, i.e., the weights of the Gauss-quadrature formula 
with respect to 7. Then 
(see [21, p. 481) and 
Tn_l(z) _ ‘YQ-(;;’ pn(z> 5 Xk,n P~-l(Xkn)T~-l(xk~)~ 
n k=l z - Xk,n 
Since m-r(r) < m(r) and using Schwarz’s inequality as well as the Gauss- 
quadrature formula we have for z E @ \ I, 
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Therefore, 
u~nWyz) = ilog ( m(T) I@‘(z) In - - lP”(Z>I 2” > 
5 llog 1 m(T) I@(z) In 
n yo(7)2” +,I) lL&)l > 
Now, with @ = Q-l for (WI > 1, 
T,_l(!P(w)) =&IV-’ + w-“+l) 
(cf. [13, p. 120]), and thus for it > 2, 
ITn-l(@k(w))l 1 
I WY 2 qq (1 - Id- 
Hence, (3.20) holds. Cl 
We pause in our discussion to point out an application of Lemma 3.5. 
Proposition 3.6. Let r be as in Lemma 3.5 and let the highest coeficients T,,(T) of 
pn (7, -4 satisfy 
(3.21) ~~(7) 5 nC2”, n = 1,2,. . . , 
with some positive constant c. Then 
(3.22) D[v,(T) -p] 5 cl 
Proof. Lemma 3.5, together with (3.21), implies that 
log n 
uV”(‘)-yz) 5 c2 - 
n ’ 
n = 2,3,. . . , 
where z E Et + I/,,. Then Theorem 7 of [3] yields the discrepancy estimate 
(3.22). 0 
Applications of Proposition 3.6 are GP-weights or, more generally, weights T as 
in Proposition 3.2. Other examples are weights 7 of the Szegii class, i.e., 7 has a 
Radon-Nikodym derivative T’ and 
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J IIW’(X)ldX< o. 
j/c-T * 
Then the leading coefficients ~~(7) satisfies m(r) = O(2”) as n -+ 00 (cf. [21, 
Theorem 12.7.11). 
Now, we resume our discussion of the GP-weight functions. 
Proof of Theorem 3.1. There exists no > 0 such that the intervals On( W; zi) are 
pairwise disjoint. Because of Proposition 3.3 the potential Up-Vn(7)(x) satisfies 
x E I, 
(3.23) Up-un(7)(x) I 
Let !ij be the inverse mapping of @, continuously extended to ItI 2 1, then 
z&(C) = CFVn’“(‘) (@(l/C)) 
is harmonic in ]<I < 1. Moreover, un(eis) is in LP[-7r, ~1, p > 1, and by (3.23), 
(3.24) 
un(ei’)‘? (logn+j$ (la-ql:l,~+l~+~j,~lj\/ii)) 
for all 13 E [-X, rr] where we have used 
(3.25) zj = S(eiej) = s(e-iej), j = 1,. . . ,m. 
Let K > 0. We define 
& = {C = l/t: t = @p(z), z=x+iywitha-K<x<b+K, y#O} 
and 
E,={<:1<]<1, ]<-e*i3]>2n,j=1 ,..., m}. 
Now, the constant K can be chosen in such a way that 0 < IC < r/2, 8, c E,. 
By Poisson’s formula 
and we note that 
(3.26) 1 = !$ i Ic diiO,, . 
77 
Let j be fixed and let 
g(e) =IS-S,]: l/fi’ 
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We consider for At := [$ - 6, 0, + K] and A2 = [Oj + K, 0, - n + 27r] the in- 
tegrals 
17 = 1 - ICI2 -s g(d) d6 27r A,, ]++3]2’ k=1,2. 
By (3.26) we have 22 5 ~2. For ]C - eiej] 2 2~. we obtain 
I< - eiel L I< - Pjl - (eiej - eiel 2 K, 0 6 Al, 
and therefore 
2,<Cjj df3 o 8+ l,fi I c4 log n, n =2,3,.... 
Using such estimates for j = 1, . . . , m, and also for -0, instead of ej, we finally 
get by (3.24) 
(3.27) 
log n 
U,(C) 5 c3 - 
n 
for all 5 E E,. Next, we choose 6 = l/n2 and combine Lemma 3.5 with (3.27). 
Thus 
1 u’1- vd7) (z) I 5 c !y, z E B(6, [l&b]), 
where c = c (K, r) is constant. Hence, Theorem 2.1 yields the discrepancy esti- 
mate (3.9) taking into account that y = l/2. 0 
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