Abstract. This paper introduces a new Inductive Logic Programming (ILP) framework called Top Directed Hypothesis Derivation (TDHD). In this framework each hypothesised clause must be derivable from a given logic program called top theory ( ). Top theory can be viewed as a logic program declarative bias which defines the hypothesis space. This replaces the metalogical mode statements which are used in many ILP systems and has all the expressive power of a logic program, and can be efficiently reasoned with using standard logic programming techniques. In this paper firstly we present a theoretical framework for TDHD and show that a standard SLD derivation can be used to efficiently derive hypotheses from . Secondly, we present a prototype implementation of TDHD within a new ILP system called TopLog. Thirdly, we show that the accuracy and efficiency of TopLog, on several benchmark datasets, is comparable with the accuracy and efficiency of a state of the art ILP system like Aleph.
Many Inductive Logic Programming (ILP) papers deal with various aspects of search efficiency. Recent techniques explored include methods for learning declarative bias [2] , the use of special purpose data structures [3] and the use of stochastic search [15, 17, 18] .
In this paper we introduce a new approach to providing declarative bias called Top-Directed Hypothesis Derivation (TDHD). The approach extends the use of the ⊥ clause in Mode-Directed Inverse Entailment (MDIE) [14] . In Inverse Entailment ⊥ is constructed for a single, arbitrarily chosen training example. Refinement graph search is then constrained by the requirement that all hypothesised clauses considered must subsume ⊥. In TDHD we further restrict the search associated with each training example by requiring that each hypothesised clause must also be entailed by a given logic program, . can be viewed as a form of first-order declarative bias which defines the hypothesis space, since each hypothesised clause must be derivable from .
The use of the theory in TopLog is in some ways comparable to grammarbased declarative biases [4, 10] . In a context-free grammar it is usual to differentiate between terminal and non-terminal symbols, where terminal symbols are those which can appear in a sentence generated by the grammar. Likewise in it is useful to distinguish between terminal and non-terminal predicates. Terminal predicates represent those that can appear in hypotheses derived from .
Non-terminal predicates are simply used for control purposes within . However, compared with a grammar-based declarative bias, has all the expressive power of a logic program, and can be efficiently reasoned with using standard logic programming techniques.
The SPECTRE system [1] employs an approach related to the use of . SPECTRE also relies on an overly general logic program as a starting point. However, unlike the TopLog system described in this paper, SPECTRE proceeds by successively unfolding clauses in the initial theory. The explicit distinction between and first-order background knowledge allows TopLog to avoid some of the problems early versions of SPECTRE encountered in learning recursive programs. TDHD is also related to Explanation-Based Generalisation (EBG) [11] . EBG starts with an initial general theory, which is used to explain individual examples. EBG distinguishes between operational and non-operational predicates in a similar fashion to the terminal and non-terminal distinction made in TDHD. As with TDHD, the proofs of individual examples in EBG are generalised to provide clausal explanations by dropping all non-operational predicates. However, like SPECTRE, EBG does not make the key MDHD distinction between the theory and background knowledge. Thus in EBG the initial starting theory is interpreted as domain knowledge, which means that the explanations can be assumed correct by derivation. For this reason EBG and the associated EBL [9] were viewed as a form of deductive learning, aimed at speeding up program performance. By contrast, the clauses generated by TDHD represent inductive hypotheses.
In this paper we show how hypotheses can be efficiently derived using Prolog's inbuilt theorem-proving techniques by re-ordering and pruning the individual refutations of examples. This allows a form of test-incorporation to be used in the derivation of hypotheses, avoiding the less efficient generate-and-test approach employed in many ILP systems. The TopLog system, described in this paper, uses this technique to generate all hypotheses in a single pass through the training data. The example coverage information in these hypotheses is then used by TopLog in a second phase to support the choice of a set of hypothesised clauses. Maximisation of information compression is used as the criterion to judge sets of clauses in this second phase. One of the key efficiency strengths of TopLog is that there is no requirement for theorem proving in this second phase. This paper is arranged as follows. Section 1 provides a theoretical framework for the work. This starts with an introduction to the notation used for SLD derivations and refutations in Section 1.1. We then review Mode-Directed Inverse Entailment in Section 1.2 before defining TDHD in Section 1.3. We prove a theorem concerning the MDHD technique of re-ordering and pruning refutations to obtain derivations of hypotheses. A worked example is provided. The reordering theorem is then used as the basis for the Hypothesis Generation system in the TopLog described in Section 2. Experiments comparing the speed and accuracy of TopLog and Aleph are given in Section ??. In Section 4 we conclude and discuss further work.
In this section we survey MDIE and then introduce the TDHD framework. We start by introducing the notation used in this section.
Mathematical preliminaries
In this paper we will use standard notation from Inductive Logic Programming [16] to describe general clauses, Horn clauses, definite clauses, entailment, resolution and subsumption. Special notation will be used for SLD derivations and refutations as follows. Figure 1 shows the SLD derivation R = G 0 , C 1 , C 2 . Clauses G 0 and C 1 are first resolved on their leftmost respective literals to give the resolvent G 1 . Similarly in the second resolution C 2 is resolved with G 1 to give the final resolvent G 2 . Thus R derives G 2 . We now define SLD refutation as a special case of SLD derivation. Definition 2. SLD refutation. An SLD refutation is an SLD derivation which derives the empty clause, .
Mode-Directed Inverse Entailment
Mode-Direct Inverse Entailment (MDIE) was introduced in [14] as the basis for the ILP system Progol. The input to an MDIE system is the vector S M DIE = M, B, E where M is a set of mode statements, B is a logic program representing the background knowledge and E is set of examples. M can be viewed as a set of metalogical statements used to define the hypothesis language L M . The aim of the system is to find a set of consistent hypothesised clauses H such that for each clause h ∈ H there is at least one positive example e ∈ E such that the following holds.
B, h |= e For any B, h, e this is equivalent to the following.
B, ¬e |= ¬h
This form allows hypotheses to be derived from B and e using standard Prolog theorem proving techniques. Since ¬h takes the form of a ground conjunction of literals, for any finitely bound hypothesis language L M there is a maximal ground conjunction ⊥ e for which the following holds.
B, ¬e |= ¬⊥ e |= ¬h
Having selected an example e and constructed ⊥ e Progol conducts a refinement graph search which considers hypotheses h in the interval
where " " denotes θ-subsumption.
Top-Directed Hypothesis Derivation
The input to an TDHD system is the vector S T DHD = N T, , B, E where N T is a set of "non-terminal" predicate symbols, is a logic program representing the declarative bias over the hypothesis space, B is a logic program representing the background knowledge and E is a set of examples. The following two conditions hold for clauses in : (a) each clause in must contain at least one occurrence of an element of N T while clauses in B and E must not contain any occurrences of elements of N T and (b) clauses in B cannot call clauses in , i.e. any predicate appearing in the head of some clause in must not occur in the body of any clause in B. The aim of a TDHD system is to find a set of consistent hypothesised clauses H, containing no occurrence of N T , such that for each clause h ∈ H there is at least one positive example e ∈ E such that the following hold.
Given the assumptions above we can now show the following lemma. (2) 
Lemma 1. Example derivability. Given S T DHD = N T, , B, E assumptions (1) and
From (3) and (2) it follows that for each positive example e ∈ E , B |= e.
From (4) and the completeness of SLD derivation [12] it follows that there exists an SLD refutation R of ¬e from , B. This contradicts the assumption and completes the proof. According to the following theorem, the results of the preceding lemma can be used to extract implicit hypotheses from the refutations of a positive example e ∈ E. (1) and (2) Figure 2 shows the linear refutation R = ¬e, 1 , 2 , b 1 . We now construct 
Theorem 1. Re-ordering theorem. Given S T DHD = N T, , B, E and a positive example e ∈ E, each SLD refutation R of ¬e from , B can be reordered to give R = D h R e where D h is an SLD derivation of a hypothesis h for which
N T = {$body} B = b 1 = pet(lassy) ← e = nice(lassy) ← =    1 : nice(X) ← $body(X) 2 : $body(X) ← pet(X) 3 : $body(X) ← friend(X)
System Description
TopLog is a prototype ILP system developed to implement the TDHD scheme described in the previous sections. It is totally implemented in Prolog and is ensured to run at least in YAP, SWI and Sicstus Prolog. It is publicly available at [22] and may be freely used for academic purposes.
It is about 3000 lines of Prolog code and is composed of ten modules with only one, TopLog, required to be imported by the user. This module exports a few predicates and has all the user needs to interact with the system. Some effort has been taken to ensure TopLog remains input compatible with existing ILP systems, namely Aleph and Progol.
From mode declarations to theory
As the user of TopLog may not be familiar with specifying a search bias in the form of a logic program, TopLog has a module to build a general theory automatically from user specified mode declarations. In this way input compatibility is ensured with existing ILP systems. Below is a simplified example of user specified mode declarations and the automatically constructed theory.
modeh(mammal(+animal)). modeb(has milk(+animal)). modeb(has eggs(+animal)). The above illustrated theory is extremely simplified. The actual implementation has stricter control rules like: variables may only bind with others of the same type, a newly added literal must have its input variables already bound.
It is worth pointing out that the user could directly write a theory specific for the problem, potentially restricting the search better than the generic theory built automatically from the mode declarations.
Hypothesis derivation
In TopLog hypotheses are generated in a novel way. There is no construction of the bottom clause but rather an example guided generalization, deriving all hypotheses that entail the example with respect to the background knowledge.
The hypothesis derivation procedure is composed of two distinct steps. In the first step an example is proved from the background knowledge and the theory. That is, the theory is executed having the example as its start clause. This execution yields a proof consisting of a sequence of clauses from the theory and background knowledge.
For instance, using the theory from figure 3 and B = b 1 = has milk(dog) to derive refutations for example e = mammal(dog), the following two refutations would be yielded: r 1 = ¬e, 1 , 2 and r 2 = ¬e,
In the second step, Theorem 1 is applied to r 1 and r 2 deriving, respectively, the clauses
Basic TopLog Learning Algorithm
The table below shows the pseudo code for the basic TopLog Learning algorithm. Notice that the hypothesis derivation procedure described above corresponds to step 2.1 below. 
The third step of the algorithm, computing the coverage of each hypothesis, would not be needed if the user program is a pure logic program (i.e. no cut symbol, nor usage of Prolog built in operators) and no negative examples exist. This is because, by construction, the TDHD algorithm generates all hypotheses that entail a given example with respect to the user supplied mode declarations. This implies that the coverage of an hypothesis is exactly the set of examples that have it as their generalization.
However, this coverage computation step is needed for the negative examples, as they were not used to build the hypothesis set, and we also apply it to the positive examples because of two practical reasons. First, it is often the case that the user program is not a pure logic program (e.g. uses the cut symbol or built in comparison operators like < and >). Second, it is not guaranteed that all hypotheses generalizing an example are generated from it in the case not enough resources (e.g. maximum proof depth, maximum hypotheses per example) are given to the program.
Notice that, contrary to the default setting in Aleph and Progol, no examples are retracted during the hypothesis construction stage (possibly changing the hypotheses that may be generated later) and thus the final theory is not influenced by the relative example order in the user program.
Building the final theory
The data available for building the final theory is a set of hypotheses, H, where each hypothesis has associated the set of examples from which it was derived and the set of examples which it entails. As we have seen above, for pure logic programs and when the given search resources are enough, these two sets have the same elements.
The final theory, T , is a subset H of H that maximizes a score function. Two important metrics are defined for T : 1) set of examples covered, E c T , and 2) number of literals. The set of examples a theory covers is the union of the examples covered by its individual hypotheses and the total number of literals in a theory is the sum of all literals present in all its hypotheses. The ultimate goal of a theory is to, while keeping good comprehensibility, achieve the highest accuracy on unseen data. In order to fulfill that goal, TopLog's default compression-based evaluation function for theories is:
The weight associated to an example, weight(e), is user defined with positive examples having weight 1 and negative examples weight -1 by default. Weights greater than zero mean the example is positive, smaller than zero means it is negative.
The rationale behind this score function is to, assuming each example is worth one literal, measure by how many literals a theory compresses a dataset. Notice that this score function is similar to Progol's and Aleph's compression measure.
The problem of building a final theory, in our setting, is similar to the set covering problem, which is known to be NP-Complete and has plenty of literature on other related theoretical results [23] .
As there is no known efficient algorithm to generate the optimal T , an approximation will have to suffice. Natural choices for generating T are optimization approaches like simulated annealing or genetic algorithms, however we opted for a much simpler greedy algorithm which has several advantages. It is deterministic, has no parameters to tune, is efficient, simple to implement in Prolog and, for the similar case of the set covering problem, there are theoretical results proving that a greedy algorithm is the best-possible polynomial time approximation [13] .
1. Let H be the unique set of hypotheses generated from the examples 2. Let T , the final theory, be an empty set of hypotheses 3. While there exists an Hi in H that may increase T 's score 3.1. Pick the H i that, when added to T , most increases T 's score 3.2. Remove Hi from H 4 Output all the hypotheses on T as the final theory This greedy approach is computationally efficient and returns reasonably good solutions.
Efficient cross-validation
When the user provides examples they may also indicate which fold each example belongs to or let TopLog randomly and uniformly assign examples to folds. TopLog builds all hypotheses that are generated from each example in a first stage. In a second stage the final theory is chosen, allowing a efficient crossvalidation implementation.
In the first stage all hypotheses are generated for each example regardless of the fold it belongs to, thus allowing TopLog to have associated with each hypothesis two sets of examples: 1) the examples that generated it, 2) the examples it covers (a superset of the first). Only the theory generation algorithm, detailed in table 2, needs to take folds into account.
In step 1 the hypotheses considered are only the ones generated by at least one example from a training fold (i.e. hypotheses generated exclusively from examples from the current test fold are removed). In step 3, the computation of T 's score by adding a new hypothesis to it now also has to take folds into account. For the purpose of scoring the merit of adding a H i to T , any positive or negative examples H i covers are ignored, thus we only consider H i 's coverage on the training folds.
The generation and coverage computation dominates execution times. This is done only once, which minimizes the cost of the greedy algorithm and its application in cross-validation. Notice that this efficient cross-validation, which is internal to TopLog is in sharp contrast with the one performed in most other ILP systems (e.g. Aleph, Progol) where the time consuming hypothesis generation step needs to take place for each fold of the dataset. These ILP systems typically do not support directly cross-validation but rather rely on external scripts to separate the data into folds and run the system fold times in each of them.
Comparison with other ILP Systems
There are many existing ILP systems. Two of the widely used systems are Progol [14] and Aleph [21] . Aleph tries to integrate ideas from many systems and, with the proper settings, can emulate Progol. Aleph's main algorithm is: 1) Select an example to be generalized, 2) Build most-specific-clause, ⊥, for the example, 3) Heuristic search to find a clause more general than ⊥ but bounded by it, 4) Remove examples covered by the clause found in step 3, 5). If more positive examples exist go to step 1 otherwise stop.
Some of TopLog's advantages are: irrelevance of example order, global optimization of the theory after all hypothesis are available (possible leading to higher accuracy), efficient cross-validation. The main disadvantage is that the hypothesis derivation procedure is not heuristically guided which may lead to many non interesting hypothesis being generated leading to decreased efficiency.
Experimental Evaluation
In this section we empirically evaluate TopLog and Aleph using four well known datasets and compare their results.
Materials
The datasets we chose are: mutagenesis [20] , carcinogenesis [19] , alzheimersamine [24] and DSSTox [25] mainly because they are well known to the ILP community and are good examples of practical problems where relational knowledge is important.
In these datasets the purpose is to characterize an active molecule (for the problem at hand). It is given examples of molecules that exhibit the property (i.e. positives) and examples of molecules that do not exhibit the property (i.e. negatives). The task of the ILP system is to find a theory that entails as most of the positive examples while entailing as few of the negative examples as possible.
Notice that to ensure the problems are interesting from an ILP perspective we have only used structural features (e.g. atoms, bonds, and structural motifs formed of atoms and bonds). When we use quantitative features (e.g. logp and lumo) the accuracies are higher but the hypotheses found are poorer in the sense that they offer less clues on how to build such molecules. The table below summarizes the dataset information. The meaning of the columns is: number of positive examples, number of negative examples, total number of examples, default accuracy, number of body mode declarations and size of the background knowledge measured in number of clauses. The default accuracy is the accuracy yielded by the simple model that classifies an example as belonging to the most common class, its value is thus max(#E + , #E − )/#E and should be considered the baseline that any non-trivial classifier should beat.
Methods
We chose to compare TopLog against Aleph because Aleph is a Mode Directed Inverse Entailment ILP system 1 and is also implemented in Prolog. The Prolog interpreter underlying an ILP system plays an important rule in its overall performance as the majority of the CPU time is spent building dynamic clauses (i.e. inducing hypotheses) and computing their coverage (i.e. scoring them). Most Prolog interpreters are not optimized for these tasks which can degrade tremendously the overall system performance.
YAP distinguishes itself from other Prolog interpreters in this respect. It implements demand driven indexing [5] , even for dynamic predicates [7] , which is crucial for good performance in ILP engines. When running on Sicstus, TopLog is about 10 times slower and on SWI about 100 times slower! The experiments were performed on a Intel Core 2 Duo @ 2.13 GHz with 2Gb of RAM using Ubuntu Linux with kernel version 2.60.3. Aleph current version (5.0) is publicly available at [21] and TopLog current version (0.2) is publicly available at [22] . Both TopLog and Aleph were executed on the latest YAP (a CVS pre-release of version 5.1.3).
Aleph and TopLog were executed with as close as possible settings to ensure a fair test. The clause length (i.e. maximum number of literals in the body of an hypothesis) was set to 4 (except in DSSTox where it was set to 10), noise (i.e. maximum percentage of negative examples a clause may cover 100%), evaluation function set to compression, and number of search nodes (i.e. hypotheses) per example set to 1000.
Aleph was called both with induce and induce max settings. The difference between the two is that induce (the default), after finding a compressive clause for an example, retracts all the positive examples covered by that clause while induce max does not. TopLog also does not retract any example during the search and thus we make a fair test if we compare the induce max times rather than the induce times.
Results and Discussion
In the table below the time column has the running time, in CPU seconds, the ILP system took to build the model in the training data (Train column) and the total time it took to build the models for the ten folds (CV column). We distinguish between the two times to highlight the benefits of the efficient cross validation in TopLog 2 . The accuracy column has the average (over the ten folds) percentage of correct predictions made by model with the respective standard deviation. If we only consider the training time, TopLog, except for the Alzheimers dataset, is always faster than Aleph with the induce max setting. Comparing with the induce setting the advantage is not clear (e.g. in Alzheimers Aleph is much faster than TopLog but in DSSTox the reverse occurs).
Considering cross validation then TopLog is often clearly faster. Although this may seem a side point, built-in efficient cross validation is important in practical applications in order to assess properly the model accuracy. Furthermore, this is not possible to do efficiently (i.e. without having to recompute all the hypotheses) in a MDIE system like Aleph because there is no association between hypotheses and the examples from which they were derived.
Conclusions and Future work
The key innovation of the TDHD framework is the introduction of a first order theory which constrains the search space. We prove that SLD derivation can be used to efficiently derive hypotheses from . A multi-pass algorithm is described, together with its implementation, in a new general ILP system TopLog.
Unlike other forms of declarative bias, in TDHD the theory is a logic program, allowing it first class status for logic program-based reasoning mechanisms. Thus, for instance, one could apply efficiency improving program transformations to such as fold/unfold operations, and other forms of partial evaluation. In line with recent interest in learning declarative bias [2] , in the TDHD setting could potentially be learned using ILP techniques as a logic program.
The empirical comparison demonstrates that this new approach is competitive, both in predictive accuracy and speed, with a state of the art system like Aleph. Below we discuss future work and some limitations of TopLog.
Natural opportunities for parallelization
Due to the way hypothesis are built in TopLog, where the construction of the set of hypothesis that covers one example is independent of the construction of the hypothesis set for the other examples, it is straightforward to parallelize the algorithm presented in Table 1 . The idea is simply to divide the number of examples by the number of processors available. Each child process (running on its own processor) would collect the unique set of hypothesis for the subset of examples that was given to it, still keeping a list of unique hypothesis generated. At the end the parent process would merge this lists of hypothesis into a unique list. It should be noted that the same technique can be used for parallelizing the hypothesis coverage computation and the cross fold validation step.
Learning recursive theories
TopLog can learn the recursive definition for simple recursive programs like member/2, append/3, and even more complex ones like qsort/2, nchoosem/3 and fibonacci/2. Notice that fibonacci/2 and nchoosem/3 are particularly problematic to be learned in Aleph or Progol due to requiring the construction of a very large ⊥ clause.
However, TopLog currently requires the theory base cases to be present in the background knowledge. This is because hypotheses are generated individually and, when computing their coverage, are assumed to be independent of each other which does not hold for recursive theories.
Sampling hypothesis space
Currently TopLog searches the hypothesis space according to the theory automatically constructed from the user mode declarations. Although this approach seems to work well in practice, for large hypotheses spaces with a low recall only the surface of the space is searched. Possible clusters of interesting hypotheses will go unnoticed if they are further than the defined recall.
If the hypothesis space is sampled according to a user defined bias it is possible to cover more areas of the hypothesis space and reduce the overlap of identical hypothesis being generated by distinct examples. These two factors allow for an increase in the hypothesis space searched while using the same memory and CPU time resources.
