Abstract-This paper presents a system that detects unexpected moving obstacles that appear in the path of a navigating robot, and estimates the relative motion of the object with respect to the robot. The system is designed for a robot navigating in a structured environment with a single wide-angle camera. The objective of the system is to detect moving obstacles in order to gradually stop the robot to avoid collision; maneuvering around the obstacle is not considered here. The system has been assembled using pieces of existing vision techniques with a strong emphasis on real-world applications and very fast processing with conventional hardware. The system uses polar mapping to simplify the segmentation of the moving object from the background. The polar mapping is performed with the focus of expansion (FOE) as the center. A vision-based algorithm that uses the vanishing points of segments extracted from a scene in a few threedimensional (3-D) orientations provides an accurate estimate of the robot orientation. This is used to maintain the motion of the robot along a purely translational path and also used to subtract the effects of any drifts from this path from each image acquired by robot. By doing so, the determination of the FOE is simplified. In the transformed space qualitative estimate of moving obstacles is obtained by detecting the vertical motion of edges extracted in a few specified directions. Relative motion information about the obstacle is then obtained by computing the time to impact between the obstacles and robot from the radial component of the optical flow. The system was implemented and tested on an indoor mobile robot at our laboratory. Results from the robot navigating in real environments are presented and analyzed here. The system is able to detect moving obstacles at 100 ms/frame and can be used as a cueing mechanism for moving obstacles.
I. INTRODUCTION

D
ETECTING obstacles from a moving platform is one of the key issues to the successful application of mobile robot systems. This problem has attracted a number of computer vision researchers over the years. A wide variety of approaches and algorithms have been proposed to tackle this complex problem, from simple algorithms that detect an obstacle and stop the robot short of the object to avoid collision, to more complex algorithms that estimate the po-sition and dimensions of the obstacle and prepare strategies to maneuver around it. Detecting moving obstacles from a moving robot has received little attention especially for robot systems that use only vision for obstacle avoidance. One of the reasons (and also a key issue) is the inherent difficulty in differentiating between the stationary background and the nonstationary objects, since, from a moving platform, both the background and the object appear to be moving.
The notable algorithms for detecting moving objects from a moving platform using only a vision sensor (camera) use temporal or spatial disparities estimated from the image sequence for detection purposes. These algorithms can be grouped into two distinct classes, namely:
1) methods using optical flow (temporal disparity); 2) methods using qualitative estimates of motion. Algorithms in the first class ([1]- [5] ) first compute the global flow field (optical flow) from the whole image and then use the optical flow information to analyze scenes obtained by a moving observer. A disadvantage with these methods is the difficulty in computing the optical flow with an acceptably low level of noise. The higher level of noise makes the segmentation process highly unreliable in real life applications. This is particularly true for cases where the object covers a large portion of the image or where the motion of the object is sudden and abrupt. However, optical flow is a powerful tool to determine the depth, structure and motion of the object relative to the observer. Some methods have been developed that are solely based on the normal flow rather than the full optical flow field ([6] - [8] ). The second class of algorithms ( [9] - [13] ) use image transformations and qualitative analysis of the motion of scene points to detect and segment the moving obstacles. These methods are typically more effective in the object segmentation process, but additional processing is required to get information about the object's motion. The focus of expansion (FOE) plays an important role in a majority of the algorithms mentioned in both classes. However, determining the FOE in real scenes is a nontrivial problem. Most methods use optical flow vectors obtained from a sequence of frames to determine the FOE. Results obtained for this again depend on the accuracy of the computed motion information. In [14] , an approach to compute a fuzzy FOE was presented.
In this paper, we present a system to detect unexpected moving obstacles that appear in the path of a navigating robot and to estimate the relative motion of the object with respect to the robot. The aim of this system is to realize the task of moving obstacle detection from the robot with the aim of a real-time effective implementation. Since the robot does not maneuver around the obstacle, the need for the complete segmentation of the moving obstacle is not required (which may be time-consuming). The system is proposed for the robot ROBOTEX that navigates in a structured environment with a single wide-angle camera. This approach detects the moving obstacles using qualitative analysis of the scene, similar to the algorithms that belong to the second class of motion detection algorithms mentioned above. The system uses a polar transformation to aid the segmentation of the moving object from the background. The problem of determining the FOE accurately for this detection process is simplified by constraining the motion of the robot (and hence the camera) to almost pure translation. Slight drifts in the robot motion from the translational path is corrected by subtracting the robot's angular motion from each acquired frame in an image sequence. Accurate estimate of the robot's egomotion is obtained from the odometry after correcting it using a vision based algorithm. The vision based algorithm uses vanishing points of lines in three significant three-dimensional (3-D) orientations to accurately estimate the robot's heading, roll, and pitch. After qualitative detection of the moving obstacles, relative motion information of the objects is obtained by computing the time to impact between the robot and the obstacles. The time to impact is computed from the radial component of the optical flow of the object.
The rest of the paper is organized as follows: Section II describes the navigation environment and the method used to constrain the robot motion to pure translation. The process of subtracting the robot's angular motion from each acquired image is discussed here. Section III describes the process by which a qualitative estimate of the moving objects is obtained. In Section IV the relation between the radial component of the optical flow and the time to impact is derived, and the method used to compute the relative motion of the obstacle is described. In Section V the experimental robot, ROBOTEX, is described and implementation results of the proposed system are presented. Conclusions are presented in Section VI.
II. ROBOT NAVIGATION
The robot navigates in a structured environment (like corridors, hallways, etc.) with a single wide-angle camera. The robot's odometry along with robot heading values computed using a vision based algorithm, are used to restrict the robot's motion close to pure translation. The procedure is described in more detail below.
A. Coordinate Systems
The robot and world coordinate systems used in this paper are as shown in Fig. 1 .
represents the world coordinate system with a vertical -axis, the robot coordinate system, the camera coordinate system and the image coordinate system (used for the perspective projection on the CCD of the camera). The transformation from to is given by (1) , the homogeneous coordinate transformation matrix from to is given by (2) where, , and represent the roll, pitch, and heading of the robot.
, and represent the relative translation of the robot with respect to the world and can be accurately obtained from the odometry.
, the coordinate transformation matrix from to , is completely determined through eye/wheel calibration [15] . The calibration procedure is used to determine intrinsic parameters, including barrel distortion, as well extrinsic parameters (camera-robot relationship). An optical method is used to determine the location of the optical center of the camera in pixel units. The optical center is determined by the position on the camera (image), where a low-power beam shown onto the camera from a carefully aligned laser reflects onto itself. A calibration pattern consisting of a grid of black dots placed every 10 cm is used to determine the focal length and the barrel distortion of the camera. The focal length is computed using points lying close to the optical center, where the distortion is minimal. The focal length is given by , where is the distance in pixels of the imaged points, is the length in mm between the points on the calibration pattern, and is the physically measured distance from the location of the CDD of camera to the pattern. An estimate of the barrel distortion is obtained by measuring the two-dimensional (2-D) displacements between the theoretical and actual positions of the pattern points when imaged. Care is taken to ensure that the pattern covers the entire field of view of the camera. The 2-D distortion function is then estimated by linear interpolation between data points. To speed up distortion correction, a lookup table is constructed at calibration time to translate the pixels from the distorted image to the undistorted one.
To calibrate the extrinsic parameters, the translations are physically measured. The roll of the camera is forced to zero by aligning cross hairs digitally superimposed on the image to the horizontal axis of the calibration pattern. The pan and tilt angles of the camera are reduced to zero by adjusting them until the robot can back away from the grid in a straight line, while keeping the same calibration point at the optical center. The resulting transformation is given by
where, , and represent the camera to robot translations.
Finally, the perspective projection from camera to image plane is given by (4) where, and represent the coordinates of a point on the image plane (pixels). and are conversion factors (pixels per unit length), and are the coordinates of the optical center of the camera (pixels), and is the focal length (unit length). These parameters are determined through the calibration of the camera as described above. represents the depth, and therefore cannot be determined from a single image. The robot heading is defined as a rotation of the robot about the vertical axis in the world coordinate system.
B. Robot Orientation
Measurements from the robot's odometry provide the relative position and the heading at a given instant. However, since the odometers drift without bounds, these measurements cannot be used alone to maintain the path of the robot. Our robot is equipped with an odometer on its left and right driving wheels. Rotations (changes in the robot's heading) rely on the difference between these odometry readings, and hence are not accurately measured over long periods of time. In practice, they are adequate for estimating the motion between a few images. Therefore, the odometer heading reading is periodically corrected by an algorithm that computes the heading from the vanishing points of the lines extracted in three significant 3-D orientations from an image. Vanishing points have been used for camera calibration [16] and methods to extract vanishing points from indoor and outdoor scenes have been presented in [17] and [18] . Line segments in three prominent 3-D orientations (one vertical and two horizontal orientations perpendicular to each other), are extracted from an image using a fast line detector [17] . The line detector uses the a priori knowledge of the location of the vanishing points to extract line segments. Only one 3-D orientation is considered at a time. The 2-D segments that converge to the corresponding vanishing point are detected and associated with the 3-D orientation. Also, the vanishing points are not explicitly computed. Instead, a vector pointing to the vanishing point is computed for each image pixel using very few operations. Fig. 2 shows a typical image obtained in a man-made corridor and the corresponding vanishing points obtained from the significant 3-D lines in the environment.
The robot's roll, pitch, and heading can be computed from the vanishing points of the extracted 2-D segments. To achieve good precision, these angles should be computed from the vanishing point which varies most with that angle. For example, the heading of the robot (i.e., a rotation around the vertical axis of ) can be obtained by using the vanishing point of the 2-D segments in either of the two horizontal directions. The vanishing point that lies closest to the center of the image is used in this case. Since this vanishing point varies both with the pitch ( ) and the heading ( ) of the robot, both these angles can be computed from it. By definition, the vanishing point is given by (5) where, , and are given by (4) . Simplifying by using the fact that the position of the vanishing point is independent of the roll of the camera, the values of the pitch, and heading of the robot can be obtained using (6) , as shown at the bottom of the page, where the transformation matrix from robot to perspective and represents the element of matrix . Similarly the roll of the robot can be computed from the vanishing point that most varies with it [19] .
Ideally, to maintain the path of the robot in a given direction (approximately translating) the heading of the robot should be corrected every time it drifts from the path. However, due to physical limitations the robot cannot accurately perform rotations that are below a certain value (10 ) . Hence, rather than update the robot heading at every time it drifts from the original path, it is done only when the rotation is greater than a certain threshold. In between these rotation updates, the condition of pure translation is maintained by removing the effects of robot rotation from each acquired image. This is done by derotating each image as explained below.
The quality of the results depend on the error associated with the vanishing point extraction and the precision of calibration. To illustrate the effectiveness of the heading computation using the vision algorithm, the path of the robot while navigating along a building corridor is plotted in Fig. 3 . Fig. 3(a) shows the path of the robot using only the odometer readings, while Fig. 3(b) with the heading extracted by the vision algorithm combined to the translation given by the odometry. At the beginning of the experiments, the robot was approximately aligned with the center of a hallway. The total distance traveled was 125 m, and 97 images were used to compute the headings. In the robot used for our experiments, the error introduced due to the odometer was systematic and always introduced a slight drift to the left. However, the method described here will work for drifts both to the left and right from the original path. Another experiment was conducted to test the performance of the heading computation in the presence of obstacles (i.e., people and open doors). The robot was programmed to rotate (i.e., change its heading) in increments of 2 up to 10 in three different corridor settings [ Fig. 4(a)-(c) ]. Images were acquired in the presence of moving objects such as those in Figs. 5(a), 6(a), 7(a), and 8. The algorithm is unaffected by people moving in the field of view unless they occupy a large portion of the field of view as shown in Fig. 8 where the significant 3-D lines in the image cannot be detected. The accuracy in the heading estimation depends on how accurately the lines in the image can be determined. An experiment was conducted to quantify the accuracy in the heading measurement. The robot was initially placed at the center of the corridor facing in a direction parallel to the walls of the corridor (i.e., with a heading of 0 .) The robot was then rotated clockwise by increments of two degrees from 2-10 and the heading values computed by the algorithm described (6) above was recorded. Table I gives the accuracy in the heading measurements for these experiments. The average error in the heading estimation is about 2.3%.
C. Subtracting Angular Movements of the Robot From an Image
An accurate estimate of the robot heading, pitch, and roll at any instant of time is either obtained from its odometry or computed using vanishing points from an image. In practice, however, it was noticed that roll and pitch of the robot time vary very little and are almost constant. This is true when the robot navigates on even floors. Once the angular motion of the robot is known, it can be subtracted from each image using a simple transformation as derived below.
The rotation of the projection onto the image plane of a point in the world plane due to the rotation of the robot (i.e., heading) can be obtained through the following steps. First, determine the location of the world point, ,
in the image plane assuming that the robot has undergone a rotation. Let this location on the image plane be ( ). Then, ( ) is given by
where, , and are the transformation matrices from the world coordinate system to the image plane defined by (1)-(4). Next, determine the location of the same world point on the image plane if the robot had not undergone a rotation. Let this location on the image plane be denoted by ). Then, ( ) is given by
Using (8) and (9), we need to arrive at a transformation that maps ( ) to ( ) for all values of and in an image. The resulting image, where the pixel locations are given by ( ) represents the image of a scene from which the rotation of the robot has been removed. Simplifying the above equations using (1)-(4), the angular rotation of the robot can be removed from each point in an image using the following transformation:
where is the inverse of the rotation matrix associated with the heading of the robot [given in (2) ]. Since this matrix is orthonormal, its inverse is obtained as the transpose of the corresponding rotation matrices.
represents the inverse of the camera to perspective transformation matrix (4) and represents the inverse of the robot to camera transformation matrix, and are given by the relations Expanding the transformation matrices in (10) and simplifying (assuming that 0 and 0), we arrive at (12) where and . Fig. 9(a) shows image where the robot is heading in the direction of the FOE, Fig. 9(b) where its heading is 3 with respect to the FOE. Fig. 9(c) shows the image after the image Fig. 9(b) is derotated to compensate for the heading, and Fig. 9(d) shows the error between the images in Fig. 9(a) and (c) .
Hence, by correcting the path of the robot at regular intervals and by subtracting the angular movements of the robot from each acquired image, almost pure translation is maintained.
III. QUALITATIVE DETECTION OF MOVING OBJECTS
The first step in detecting the moving obstacles in the robot's path is done in a qualitative manner because, in practice, estimation using optical flow techniques is noise prone and usually fails when motions are abrupt and large. In a typical corridor, common obstacles are in the form of people walking or doors that are flung open suddenly. A qualitative estimate of such motion can provide sufficient information to control the robot's action. Such an estimate is obtained by using a polar mapping to segment the moving object(s) from the background. The various stages in this segmentation process are described next.
A. Polar Mapping of Images
To segment moving objects from the background, each image acquired by the robot is transformed from Cartesian coordinates to polar coordinates, using a polar mapping (PM) that transforms the image to a polar coordinate system with the FOE as the center. The FOE is that distant point in the environment toward which the moving platform is translating, whereas all the stationary objects in the environment move radially away from the FOE. The image is transformed to polar coordinates using and (13) where is the radial distance from the FOE to the rectangular image coordinate ( ), and represents the angle (from 0 to 2 ) subtended by the rectangular image coordinates ( ), the FOE, and the rectangular image coordinate (1, 0).
The advantages of using the polar and the log-polar [or complex logarithmic mapping (CLM)] for detecting and segmenting moving objects from moving platforms have been shown in [10] and [11] . For the complex logarithmic mapping, the transformation is similar to the one shown above, except that the logarithm of the radius is used. Although both of these transformations give almost identical results for detecting and segmenting the moving objects in a qualitative manner, quantization errors degrade the performance of the CLM approach when trying to get a quantitative estimate of the object (for example when trying to compute the optical flow). Hence the polar mapping was used for all experiments described here.
If this transformed image is represented with the radial and angular axes as the Cartesian coordinates (as shown in Fig. 10 ), then the motion of the stationary objects will be in the horizontal direction [i.e., increasing radius ( )]. Objects that are moving with respect to the moving observer will have motion in an angular direction in this transformed space. Thus, by detecting this angular motion, the moving objects can be segmented from the background.
To perform the above mapping, the FOE must be located accurately. Determining the FOE automatically is a complex problem in itself [14] . The problem of accurately determining the FOE is circumvented here by constraining the robot motion to be purely translation. This is achieved by regularly updating the heading of the robot using the vision based algorithm described in Section II. In the intervals between the updates, the robot's angular movements are delineated from each acquired image using the transformation given by (10). Using the above methods, the robot is constrained to translate toward a distant point whose perspective projection onto each acquired 2-D image is given by the location of the optical center of the camera on the image plane.
B. Detecting Vertical Motion
After transforming the image to polar coordinates, the problem of detecting a moving object is reduced to finding vertical motion along an angular axis in a sequence of transformed images. A qualitative measure of the motion is obtained by detecting the vertical motion of edges (horizontal and angular) present in the transformed image. The method used in here is similar to that used in [10] , which used horizontal edges in the transformed images to determine vertical motion in consecutive images. However, better detection of the moving object is obtained by combining the vertical motion information of edges oriented in different directions with that obtained from the horizontal edges. In this case, edges oriented at 45 were used. Let and be the polar transformed images of the th and ( )th images in a typical image sequence. A qualitative estimate of the motion of the object in these images is obtained as follows. (14) is a map of all horizontal and angular edges that moved vertically in image since the earlier frame [ ]. Some edges that have moved horizontally may be present in this resultant image, but they are usually very small pieces and can be removed by suitable thresholding. This image contains the detected motion.
Figs. 10 and 11 goes through the entire qualitative motion detection process for two frames in a sequence. Fig. 10(a) and (b) show two images from a typical sequence. Fig. 10(c)  and (d) show the polar mapped representations of the original images. Fig. 11(a) and (b) show the edges detected in the polar mapped images. Fig. 11(c) shows the resulting image obtaining after subtracting the product of the images in Fig. 11(a) and (b) from the image in Fig. 11(a) . This image contains the detected motion. Fig. 11(d) shows the detected motion transformed back to the rectangular frame.
IV. RELATIVE MOTION OF OBSTACLES
After obtaining a qualitative measure of the motion of the moving object in front of the navigating robot, the presence of a moving object can be easily detected using the procedure outlined above. This information itself can be used to modify the navigation parameters of the robot. In the simplest case, the robot can be halted at the first instance of detected motion. However, it is important to know the relative motion and location of the objects with respect to the robot for navigation purposes. In practice, for navigation in corridors (like in the experiments considered here), the knowledge of the relative motion of the object is more important that its position. This is due to the lack of space for the robot to maneuver around moving objects in narrow corridors. Hence, we consider only determining the relative motion of the object. A method for determining the region in the image occupied by the object (region of interest) is described in [21] .
A. Obtaining the Time to impact
The relative motion of moving object(s) is obtained by computing the time to impact between the robot and the object(s). Relative motion is computed (whenever possible, as explained later) at all regions in an image where qualitative motion was detected. No attempt is made to identify the different moving objects in a scene. The smallest time to impact value obtained is used for deciding the next navigation move. Time to impact is obtained from the radial component of the optical flow computed from a sequence of images. There are an abundance of equations in the polar and log polar transformed domain to compute the time to collision from the optical flow [22] , [23] . As mentioned earlier, quantization errors, although present in both the transformed spaces, give larger (unacceptable) errors when the log polar transformed domain is used. Given a fairly dense (five to ten images/s) sequence of images, an accurate estimate of the optical flow can be obtained using any one of the standard techniques [24] .
Assuming general motion of the camera as both rotational and translational, the velocity of the image plane along the radial and angular coordinates (for small angular rotations) is (15) (16) where, is the relative translational velocity, are the components of rotational motion referred to the camera coordinate axes as shown Fig. 1 , is the distance of the world point from the image plane, is the radial coordinate of the world point on the image plane and is the angular coordinate of the world point in the image plane. The partial derivatives of with respect to are
From the above two equations, we obtain (as shown in [22] ) (19) where, represents the time to impact. This equations shows that the polar mapping allows us to compute the time to impact from the radial component of the optical flow, i.e., by analyzing the rate of expansion of the objects in the scene. The above equations that are used to estimate the time to impact are valid only when the FOE is at the polar or log-polar center, which is the case in the application described in this paper.
For the experiments reported in this paper the optical flow was computed using the feature based estimation method reported in [25] . This approach is based on the extraction and interframe match of features. Features are extracted using the monotonocity operator, which classifies each pixel in the image into one of the classes 0 to 8 according to the number of gray values in the pixel's immediate neighborhood, which are less than the gray value of the pixel. It is seen that pixels in each class tend to form blobs. The optical flow is computed by component labeling and matching components of the same class over the two images. Component labeling is achieved through blob coloring and determining the area and centroid of each blob. The area, centroid and feature class information are used to match components over the two images and, hence, to compute the optical flow.
V. EXPERIMENTAL RESULTS
The system was implemented and tested on an indigenously fabricated autonomous mobile robot (Robotex) [26] . RoboTex is a 1.5 m tall, tetherless mobile robot, weighing about 150 kg (see Fig. 12 ). The robot subsystems are described in detail below. They are comprised of: 1) TRC Labmate base and rigid metal frame to support the equipment; 2) fast, on-board UNIX workstation to digitize video images and control the robot; 3) camera and digitizer; 4) I/O system; 5) power supplies, which enable completely autonomous operation. The Labmate base can carry 90 kg of equipment at speeds of up to 1 m/s, and accelerations of 10 cm s . We use it at 40 cm/s and 5 cm s to avoid wheel slippage and remove motion blur. The right and left driving wheels are mounted on a suspension for a good floor contact. Passive casters in each corner ensure stability. The Labmate controller processes measurements from the right and left odometers to update the 2-D position and heading of the robot. We found that, provided the accelerations were reasonable, the odometric readings were reliable. A rigid metal frame is bolted onto the Labmate base to carry all the equipment. Rigidity is very important since the transformation between the coordinate systems of the robot and the camera must be calibrated precisely. The main computer on the robot is an HP-735 UNIX workstation, rated at 124 MIPS and 40 MFLOPS with a 99-MHz CPU The robot has a camera (Panasonic WV-CD 50) equipped with a wide-angle lens (6 mm Computar TV lens, for a 2/3 in CCD camera). Barrel distortion introduced by the wide-angle lens is corrected using a bilinear interpolation procedure [15] . The monochrome or RGB video signal from the camera is digitized by a Chorus PC-EYE frame grabber, providing either 8 b for monochrome or 15 b for color. The image size is 512 484.
Extensive tests were conducted to test the system. The effectiveness of the qualitative estimate of the motion was tested on numerous runs in the typical building corridors. The obstacles in these tests were in the form of moving humans and opening doors. Fig. 13(a) and (b) show the start and end frames of a typical sequence. In this sequence there are two subjects walking toward the moving robot. The robot is moving at a speed of 40 cm/s while the subject closest to the robot is walking at a speed of 114.5 cm/s and the second subject is walking at a speed of 85 cm/s. The initial distance of the closer subject from the robot is 1500 cm while that of the other subject is 1650 cm. Three consecutive frames from the Table II also shows the true time to impact and the estimated time to impact at varying distances of the moving objects from the robot. The distances between the robot and the subject were obtained by using the blueprints of the floor plan of the corridor the experiment was conducted in. These results show that the time to impact values become reliable when the subject is less than 900 cm from the robot and the error rate is about 6%. For navigation purposes, we make the assumption that the average walking speed of a human is known and this information is used to estimate an approximate distance between the robot and the human. In many cases, although a qualitative estimate of the motion is obtained, the optical flow cannot be computed accurately. These cases arise when the object motion is very abrupt and information about the object is present in only one of the images. In such cases, time to impact values are not very reliable and the qualitative estimate of motion provides the only reliable source of motion information.
An indication of the real-time performance of this system can be obtained by computing the time taken from acquiring an image to computing the time to impact. The following steps occur during this time:
1) acquire an image from camera sensor; 2) acquire orientation of robot; 3) derotate image; 4) perform polar mapping of the image; 5) extract horizontal and angular edges from the image; 6) detect qualitative motion; 7) compute optical flow; 8) determine time to impact. On a PA-RISC based HP-735 workstation, running at 99 MHz, the time taken to perform the above, when Step 2 is obtained directly from the odometry of the robot, is 100 ms. An additional 7 ms is required when the orientation of the robot is acquired from the vanishing points of significant lines in the image.
VI. CONCLUSION
In this paper, we have presented a system to detect unexpected moving obstacles that appear in the path of a moving robot. The system has been proposed for navigation in a man-made environment such as corridors and is designed to detect moving objects and determine the time to impact of the robot to the object. The emphasis has been in forming a system running nearly in real-time and in real situations by integrating an appropriate choice of vision techniques. The detection of the moving object is simplified with the use of polar mapping using the FOE as the center. The problem of determining the FOE accurately is simplified by constraining the motion of the robot to almost pure translation. This is done by using the robot motion readings obtained from the odometry corrected using a vision-based algorithm. Additional precision is obtained by removing the effects of small drifts in the robot motion from its original path using a derotation transformation from each new frame acquired by the robot camera. The polar transformation reduces the problem of detecting the moving object to detecting vertical motion in the transformed space. The relative time to impact of the robot is computed (whenever possible) from the radial component of the optical flow in the image plane. Segmentation of the image prior to computation of the optical flow reduces the uncertainties associated with optical flow computations over the whole image and reduces the computation complexity. However, because the proposed system uses fewer areas in the image over which the optical flow and hence the time to impact is computed and the smallest time to impact measurement is used to alert the robot, the system is sometimes prone to isolated erroneous measurements.
The system was implemented and tested on a mobile robot developed in our lab. The system is able to detect moving obstacles at 100 ms/frame and therefore can be used as a cueing mechanism for moving obstacles in structured indoor environments (mainly corridors). To our knowledge, there are no documented experimental demonstrations of systems that detect moving obstacles from a moving platform with comparable performance as the system presented in this paper.
