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Abstract
We show that the Yang–Mills equation in three dimensions in the temporal gauge is locally
well-posed in Hs for s43
4
if the Hs norm is sufﬁciently small. The temporal gauge is slightly less
convenient technically than the more popular Coulomb gauge, but has the advantage of
uniqueness even for large initial data, and does not require solving a nonlinear elliptic
problem. To handle the temporal gauge correctly we project the connection into curl- and
divergence-free components, and develop some new bilinear estimates of X s;b type which can
handle integration in the time direction.
r 2002 Elsevier Science (USA). All rights reserved.
MSC: 35J10
1. Introduction
This paper is concerned with the low regularity local existence theory for the
Cauchy problem for the Yang–Mills equation. We give only a brief description of
this Cauchy problem here; for more detail, see e.g. [8].
Let g be a ﬁnite-dimensional Lie algebra, and let Aa : R
3þ1-g be a g-valued
connection on Minkowski space–time, where a ranges over 0; 1; 2; 3: We use the
usual summation conventions on a; and raise and lower indices with respect to the
Minkowski metric Zab :¼ diagð1; 1; 1; 1Þ: We deﬁne the curvature tensor Fab :
R3þ1-g by
Fab :¼ @aAb  @bAa þ ½Aa; Ab;
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where ½ ;  denotes the Lie bracket on g: We say that Aa satisﬁes the Yang–Mills
equation if F ab is divergence free with respect to the covariant derivative, or more
precisely that
@aF
ab þ ½Aa; F ab ¼ 0:
We can expand this as
&Ab  @bð@aAaÞ þ ½Aa; @aAb  ½Aa; @bAa þ ½Aa; ½Aa; Ab ¼ 0
where & :¼ @a@a ¼ @2t þ D is the d’Lambertian. The Cauchy problem for this
equation is not well-posed because of gauge invariance. However, if one ﬁxes the
connection to lie in the temporal gauge A0 ¼ 0; the Yang–Mills equations become
essentially hyperbolic, and simplify to
@tðdiv AÞ þ ½Ai; @tAi ¼ 0 ð1Þ
and
&Aj  @jðdiv AÞ þ ½Ai; @iAj  ½Ai; @jAi þ ½Ai; ½Ai; Aj ¼ 0: ð2Þ
As usual, Roman indices i; j will range over 1; 2; 3 while Greek indices a; b range
over 0; 1; 2; 3: Henceforth, we shall focus exclusively on the temporal gauge
equations (1) and (2), and will no longer consider the situation of more general
gauges.
The initial data Að0Þ; @tAð0Þ to (1) and (2) must of course satisfy the compatibility
condition
div @tAð0Þ þ ½Aið0Þ; @tAið0Þ ¼ 0: ð3Þ
Note that one can easily deﬁne the notion of a weak solution to Eqs. (1) and (2) as
long as ðA; AtÞAHsðR3Þ  Hs1ðR3Þ for some s412; here HsðR3Þ denotes the usual
Sobolev space Hs :¼ ff : ð1 DÞs=2fAL2g:
The purpose of this paper is to prove
Theorem 1.1. For all s43=4; Eqs. (1) and (2) are locally well-posed for data in Hs 
Hs1 satisfying (3) for times 1ptp1; if the Hs  Hs1 norm of the data is sufficiently
small.
By ‘‘locally well-posed’’ we mean that there is a Banach space XDC0t H
s
x-C1t Hs1x
on the space–time slab ½1; 1  R3 such that for all sufﬁciently small data ðA; AtÞ in
Hs  Hs1 obeying (3), there is a unique (weak) solution to (1) and (2) which lies in
the space X ; and that the map from data to solution is continuous from Hs  Hs1
to X :
The analogue of Theorem 1.1 for the slightly simpler Maxwell–Klein–Gordon
equations in the Coulomb gauge was proven in [3]. One could also consider the well-
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posedness of the Yang–Mills equation in the Coulomb gauge, but the resulting
equations include a nonlinear elliptic equation which is not always globally
solvable, and one must localize the gauge condition somehow. See [8] for further
discussion.
The temporal gauge is slightly more difﬁcult technically to handle than the
Coulomb gauge, although the two gauges are still quite closely related (for instance,
they are more similar to each other than they are to other gauges such as the Lorenz
and Cronstrom gauges). We will emulate the Coulomb gauge analysis (see e.g. [8]) by
splitting the connection A into divergence-free Adf and curl-free Acf components. As
in the Coulomb gauge, the divergence-free component Adf is the main component of
A; and has the most interesting dynamics, evolving via a nonlinear wave equation
(5). The curl-free component Acf can be recovered from the divergence-free
component by a time integration (see (4); contrast with the Coulomb gauge case,
where one needs to solve a nonlinear elliptic equation to recover A0 from A).
Heuristically, this integration in time should recover one order of smoothness in
space; the main technical difﬁculty is to make this heuristic rigorous and thus allow
one to iterate away the nonlinearity.
Theorem 1.1 could probably be extended in several directions, some of which we
discuss below. However, our purpose here is not so much to obtain a sharp result,
but to illustrate that the techniques developed to handle gauge ﬁeld theories in the
Coulomb gauge largely carry over to the temporal gauge setting, and so allow for an
easier treatment of the Yang–Mills equations. In order to control various time
integrals one needs to obtain certain LrxL
q
t and H
s
xH
b
t estimates on solutions to the
wave equation, which may be of independent interest.
It is likely that Theorem 1.1 extends to higher dimensions d43; with the condition
on s replaced by s4d
2
 3
4
: This would be an improvement of 1=4 a derivative over
what can be obtained by Strichartz estimates, although work on simpliﬁed models of
these equations suggests that one should be able to get within epsilon of the critical
regularity (i.e. s4d
2
 1) by using more sophisticated function spaces,1 see [10,11,20].
However, the regularity 3=4 appears to be the best one can do in three dimensions by
X s;b type spaces alone.
Since the regularity is sub-critical, the small data assumption should be easily
removed by shrinking the time interval. Unfortunately, the usual technique of
exploiting short time intervals by manipulating the b index of the X s;b space (see e.g.
[15]) runs into difﬁculty because there are too many time derivatives on the right-
hand side in one of the equations (4) in the Yang–Mills equation in the temporal
gauge.2 Scaling arguments do not work either, because the L2 component of the Hs
norm is super-critical. This issue appears to be surprisingly delicate. It appears that
1Recently, Selberg [16] has been able to achieve this result for s4d
2
 1 for the closely related Maxwell–
Klein–Gordon equation when dX4; even more recently, Machedon and Sterbenz [13] have extended this
to d ¼ 3:
2 In particular, there is not enough room to concede b indices in (15) and (16). More precisely, the
implicit epsilons in the b exponents 1=2þ and 1=2þ must match, because each derivative in time must
reduce the b regularity by at least 1 (since jjtj  jxjj is comparable to jtj when jtj is large).
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one needs to exploit the Lie bracket structure in (4) in a nontrivial manner to prevent
the curl-free portion of the ﬁeld A from blowing up instantaneously for large data.
One might also need to use the curl-free part of (2).
For sX1; local and global well-posedness (in either the Temporal or Coulomb
gauges) was established in [8], with the smooth case achieved earlier in [4]. It is
plausible that one can adapt the techniques in [7] to push the global well-posedness
result for Yang–Mills in the temporal gauge down to s47=8; however, there is an
obstruction because the Hamiltonian does not control the entire H1 norm of the
energy in the temporal gauge.3
2. Notation
Throughout this paper s43=4 will be ﬁxed.
We use AtB to denote the statement that ApCB for some constant C depending
only on s and the Lie algebra g; and ABB to denote the statement AtBtA:
If a is a number, we use aþ to denote a number of the form a þ e for some
0oe5s  3=4: Similarly deﬁne a  : We deﬁne N to be any sufﬁciently large
number ( 100
s3=4 will do).
As is usual in the study of gauge ﬁeld theories (see e.g. [8,10]) we shall use the
projection P :¼ D1ðcurlcurlÞ to divergence-free ﬁelds, and the companion projection
1 P ¼ D1ðrdivÞ to curl-free ﬁelds.
We use Lqt L
r
x to denote the space given by the norm
jjujjLq
t
Lrx
:¼
Z
jjuðtÞjjqLrx dt
 1=q
and similarly deﬁne LrxL
q
t ; etc. with the obvious modiﬁcations when q ¼N; or when
Lebesgue spaces are replaced by Sobolev spaces Hs; etc.
It is by now standard that nonlinear wave equations should be studied using the
X s;b spaces. These spaces ﬁrst appear in [14] (see also [1]) and were applied to local
existence theory by Bourgain, Klainerman and Machedon, and others. See e.g. [6]
for a discussion. We shall use the notation in [19], and deﬁne the wave equation
spaces X s;bjtj¼jxj on R
3  R via the norm
jjujj
X
s;b
jtj¼jxj
:¼ jj/xSs/jtj  jxjSbuˆjjL2
x;t
;
3Using the notation of the sequel, the Hamiltonian is roughly of the form HðAÞEjjrAdf jj2 þ jjAcft jj2 þ
jjAdft jj2; and so one loses control of jjrAcf jj2: It is possible that one might be able to recover this control by
integrating Acft in time (cf. [8]), but this seems to introduce an additional factor of T for long times
0ptpT ; which may worsen the numerology when trying to go below the energy norm.
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where the space–time Fourier transform uˆ is deﬁned by
uˆðx; tÞ :¼
Z Z
e2piðxxþttÞuðx; tÞ dx dt
and /xS :¼ ð1þ jxj2Þ1=2:
We also deﬁne the product Sobolev norms X s;bt¼0 ¼ HsxHbt by
jjujj
X
s;b
t¼0
:¼ jj/xSs/tSbuˆjjL2
x;t
:
In frequency space, the X s;bjtj¼jxj norm is localized to the light cone jtj ¼ jxj and is thus
well adapted for measuring solutions to wave equations &u ¼ F ; while the X s;bt¼0 is
localized to the hyperplane t ¼ 0 and is thus adapted to measuring solutions to
equations such as @tu ¼ F :
We use the multiplier norms deﬁned in [19]. Speciﬁcally, if mðx1; t1; x2; t2; x3; t3Þ is a
function on the space
fðx1; t1; x2; t2; x3; t3ÞAðR3  RÞ3 : x1 þ x2 þ x3 ¼ t1 þ t2 þ t3 ¼ 0g
then we deﬁne jjmjj½3;R3R to be the best constant in the inequality
Z
mðx1; t1; x2; t2; x3; t3Þ
Y3
i¼1
uˆiðxi; tiÞdðx1 þ x2 þ x3Þdðt1 þ t2 þ t3Þ


pjjmjj½3;R3R
Y3
i¼1
jjuijjL2
x;t
for all u1; u2; u3 on R
3  R: Similarly deﬁne jjmjj½3;R3  for purely spatial multipliers.
We shall use several estimates on these multipliers from [19] in the sequel.
3. Preliminary reductions
In this section, we simplify Eqs. (1) and (2) to a schematic form and reduce matters
to proving some bilinear and trilinear X s;b estimates.
Eq. (2) is not yet a nonlinear wave equation because of the presence of the gradient
@jðdiv AÞ: To eliminate this we shall use the projections P; ð1 PÞ: More precisely,
we split
A ¼ Acf þ Adf ;
where Acf :¼ ð1 PÞA is the curl-free part of A; and Adf :¼ PA is the divergence-free
part of A: Eq. (1) then becomes
@tA
cf ¼ D1r½Ai; @tAi ð4Þ
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while if one applies P to (2) one obtains
&Adf ¼ P½Ai; @iA þ P½Ai;rAi  P½Ai; ½Ai; A: ð5Þ
One could also apply 1 P to (2) to obtain an additional equation, but this turns out
to be redundant, and we shall not need it for the small-data theory. It may play a role
in the large-data problem, however.
Roughly speaking, the smoothing operator D1r in (4) ensures that Acf has better
spatial regularity properties than Adf : In our applications, we shall only exploit the
fact that Acf has at least 1=4 more spatial regularity, but this is not optimal (see [3]
for the analogous situation in Maxwell–Klein–Gordon).
We shall show that system (4) and (5), is locally well-posed for initial data
satisfying divAdfð0Þ ¼ divAdft ð0Þ ¼ 0; curl Acfð0Þ ¼ 0; and
jjAdfð0ÞjjHs þ jjAdft ð0ÞjjHs1 þ jjAcfð0ÞjjHsoe
for e sufﬁciently small. Note that one does not need to specify Acft thanks to (3) and
the fact that (4) is ﬁrst-order in time. Note that solutions to the above problem
automatically satisfy divAdf ¼ curl Acf ¼ 0 for all times t for which the solution
exists. Also, by approximating the data by smooth data and using the global
existence and uniqueness of smooth solutions to Yang–Mills in the temporal gauge
([5]; see also [8]) we see that the ﬁeld A constructed in this manner solves (1) and (2),
and Theorem 1.1 follows.
It thus remains to establish the local well-posedness of the Cauchy problem (5),
(4). Eq. (4) we shall treat schematically4 as
@tA
cf ¼ r1ðA@tAÞ: ð6Þ
We could also treat (5) schematically as
&Adf ¼ ArA þ A3
but this is a bit too crude, as generic expressions of the form AdfrAdf are too badly
behaved (cf. [12]). To get around this difﬁculty, we exploit some cancellation in (5).
Speciﬁcally, we shall isolate one particular component of (5), namely the null form
NðA1; A2Þ :¼ P½ðPA1Þi; @iA2 þ P½ðA1Þi;rðA2Þi: ð7Þ
4By ‘‘schematically’’ we mean that we will ignore such algebraic structures as the Lie bracket, thus for
instance A@tA is just shorthand for a tensor of the form C
i
jkA
j@tA
k for some constant coefﬁcient tensor Cijk:
We also ignore any Riesz transforms D1r2; since they are bounded on every space under consideration
and so are harmless. The notation r1 refers to any differential operator of order 1: As remarked in the
introduction, it may be that this algebraic structure needs to be exploited further to obtain large data well-
posedness, or to go below 3/4 (cf. [13]).
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The null form is so named because NðA1; A2Þ vanishes whenever A1; A2 are parallel
plane waves. It has the schematic form NðA1; A2Þ ¼ A1rA2 but exhibits some
additional cancellation.
If we split A ¼ Adf þ Acf in (5), and use (7) to handle the self-interaction of Adf ; we
may write (5) in the schematic form
&Adf ¼ NðAdf ; AdfÞ þ AdfrAcf þ AcfrAdf þ AcfrAcf þ A3: ð8Þ
Note we only need the null structure on the self-interaction of Adf ; the terms
involving Acf will be better behaved as Acf will turn out to be 1=4 of a derivative
smoother than Adf :
To prove the local well-posedness of system (5) and (4) in Hs; we shall iterate in the
norm
jjAjjX :¼ jjAdf jjXs;3=4þjtj¼jxj þ jjA
cf jj
X
sþ1=4;1=2þ
t¼0
; ð9Þ
this is probably not the only norm for which iteration is possible, but it will sufﬁce
for our argument.
From the standard manipulations involving X s;b spaces restricted to ﬁxed time
intervals (see e.g. [6,15]) it sufﬁces to estimate &Adf in X
s1;1=4þ
jtj¼jxj and @tA
cf in
X
sþ1=4;1=2þ
t¼0 : More precisely, by (5) and (4) it sufﬁces to prove the seven estimates
jjNðA1; A2Þjj
X
s1;1=4þ
jtj¼jxj
tjjA1jj
X
s;3=4þ
jtj¼jxj
jjA2jj
X
s;3=4þ
jtj¼jxj
; ð10Þ
jjA1rA2jj
X
s1;1=4þ
jtj¼jxj
þ jjA2rA1jj
X
s1;1=4þ
jtj¼jxj
tjjA1jj
X
s;3=4þ
jtj¼jxj
jjA2jj
X
sþ1=4;1=2þ
t¼0
; ð11Þ
jjA1rA2jj
X
s1;1=4þ
jtj¼jxj
tjjA1jj
X
sþ1=4;1=2þ
t¼0
jjA2jj
X
sþ1=4;1=2þ
t¼0
; ð12Þ
jjA1A2A3jj
X
s1;1=4þ
jtj¼jxj
t
Y3
i¼1
minðjjAijj
X
s;3=4þ
jtj¼jxj
; jjAijj
X
sþ1=4;1=2þ
t¼0
Þ; ð13Þ
jjr1ðA1@tA2Þjj
X
sþ1=4;1=2þ
t¼0
tjjA1jj
X
s;3=4þ
jtj¼jxj
jjA2jj
X
s;3=4þ
jtj¼jxj
; ð14Þ
jjr1ðA1@tA2Þjj
X
sþ1=4;1=2þ
t¼0
þ jjr1ðA2@tA1Þjj
X
sþ1=4;1=2þ
t¼0
tjjA1jj
X
s;3=4þ
jtj¼jxj
jjA2jj
X
sþ1=4;1=2þ
t¼0
; ð15Þ
jjr1ðA1@tA2Þjj
X
sþ1=4;1=2þ
t¼0
tjjA1jj
X
sþ1=4;1=2þ
t¼0
jjA2jj
X
sþ1=4;1=2þ
t¼0
ð16Þ
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for all ﬁelds A1; A2; A3 on R
3þ1 (not necessarily divergence-free or curl-free). Indeed,
if estimates (10)–(16) held, then we would have the a priori estimate
jj&Adf jj
X
s1;1=4þ
jtj¼jxj
þ jjAcf jj
X
sþ1=4;1=2þ
t¼0
tjjAjj2X þ jjAjj3X
for solutions to (5) and (4), where X was the norm in (9). From the standard energy
estimates5 for X s;b spaces (see [6,15]), and the smallness assumption on the initial
data, we thus have
jjAjjXteþ jjAjj2X þ jjAjj3X ;
which will give an a priori bound on jjAjjX by continuity arguments if e is sufﬁciently
small. One can then set up a standard Picard iteration scheme (see e.g. [6,15]) in the
Banach space X for the Cauchy problem (5) and (4) and adapt the above argument
to differences of solutions to obtain local well-posedness (indeed one even obtains
analytic dependence of the solution on the initial data this way).
From (7) it is well-known (see [8,11]) that N is of the schematic form
NðA1; A2Þ :¼ Qðr1A1; A2Þ þ r1QðA1; A2Þ;
where r1 is some Fourier multiplier of order 1; and Q is some ﬁnite linear
combination of the null forms
QijðA1; A2Þ :¼ @xi A1@xj A2  @xj A1@xi A2:
Claim (10) then follows immediately from [19, Proposition 9.2] (or [3, Lemma 4]; see
also [7]).
We remark that the main difference between the full Yang–Mills equation and the
simpliﬁed models studied in e.g. [11], for the purposes of local existence theory, is
that the treatment of the model only requires estimates similar to (10), and not the
additional estimates (11)–(16) arising from the gauge.6 Note that the new estimates
(11)–(16) which need to be proven do not require any sort of null structure.
It of course remains to prove (11)–(16). These are hybrid estimates combining the
wave X s;bjtj¼jxj spaces with the product Sobolev spaces X
s;b
t¼0; and so are not covered by
systematic tables of estimates such as those in [5] or [19]. These hybrid estimates can
be proven solely by a large number of applications of the Cauchy–Schwarz
inequality, however we have elected to use a mix of techniques, combining the
machinery of [19] with some Strichartz estimates which may be of independent
5The standard energy estimates actually give a little extra regularity on Adf ; allowing one to obtain
control on @tA
df : Unfortunately, we do not have a similar amount of surplus time regularity for Acf ; which
is why we were unable to extend this result to large data.
6 In [11] the regularity is so close to critical that one cannot rely purely on X s;b spaces alone, and must
iterate in more complicated spaces which have a physical space component in addition to a frequency
space component even for the model equation. Nevertheless, recent work in [13,16] has been able to use
these more complicated norms for genuine gauge equations, and not just the model equations.
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interest. We shall also use some algebraic ‘‘denominator games’’ to redistribute
various Fourier weights; these can be viewed as variants of the fractional Leibnitz
rule. (An equivalent approach would have been to decompose the multiplier into
various regions such as jx1jBjx2j\jx3j and then simplify the weights on each region
individually).
For a ﬁrst reading of the proofs of (11)–(16) we recommend setting s ¼ 3=4 and
ignoring epsilons.
In estimates (14)–(16) the expressions jjr1ðyÞjj
X
sþ1=4;1=2þ
t¼0
can automatically be
replaced by the slightly smaller quantities jjyjj
X
s3=4;1=2þ
t¼0
by general separation of
scale arguments (see7 [19, Corollary 8.2]). We shall implicitly assume this
replacement in the sequel.
4. Strichartz estimates
In this section, we list some estimates of Strichartz type which will be useful in
proving (11)–(16).
We have the well-known energy estimate
jjujjLN
t
Hsx
tjjujj
X
s;1=2þ
jtj¼jxj
: ð17Þ
We also have the Strichartz estimate
jjujjL4
t;x
tjjujj
X
1=2;1=2þ
jtj¼jxj
; ð18Þ
however for our purposes we shall need the bilinear improvement
jjuvjjL2
t;x
tjjujj
X
1=2þd;1=2þ
jtj¼jxj
jjvjj
X
1=2d;1=2þ
jtj¼jxj
ð19Þ
for all jdjp1=2; see [5,9] (or [2] for the analogous estimate for Schro¨dinger). Actually
we shall only need this estimate with jdjo1=4:
We shall also use another estimate of Strichartz type (but with LrxL
q
t norms rather
than Lqt L
r
x), which does not seem to be explicitly in the literature.
8
7More precisely, one can write all estimates (14)–(16) as bounds on multiplier norms jjmjj½3;R3R or
jjmjj½4;R3R for various multipliers m; which in the x variables have singularities which blow up like 1=jxj j at
worst. Corollary 8.2 in [19] then allows us to replace those singularities with 1=/xjS; which is equivalent to
the replacement mentioned above. Intuitively, the explanation for this is that low frequencies jxj51 do not
play a signiﬁcant role in the short-time existence theory because the uncertainty principle does not give
them enough time to properly form for times jtjp1; note that in wave equations time and space have a
similar scaling.
8A similar estimate, however, was used by Tataru [9].
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Proposition 4.1. For any u in R3þ1; we have
jjujjL4xL2ttjjujjX1=4;1=2þjtj¼jxj :
Proof. By the usual averaging over time modulations argument9 we may assume
that u is a free solution to the wave equation. By time reversal symmetry we may
assume u is a forward solution
uðtÞ ¼ eit
ﬃﬃﬃﬃDp u0
in which case it sufﬁces to show the scale-invariant estimate
jjeit
ﬃﬃﬃﬃDp u0jjL4xL2ttjju0jj ’H1=4 :
By the usual Littlewood–Paley arguments (e.g. [18]) we may assume that u0 is
restricted to a dyadic annulus; by scale invariance we may assume that uˆ0 is
supported on the annulus jxjB1:
By Plancherel in t we have
jjeit
ﬃﬃﬃﬃDp u0jjL4xL2tBjjdðt ﬃﬃﬃﬃﬃﬃﬃDp Þu0jjL4xL2t :
By Plancherel in x; polar co-ordinates, and the frequency localization we have
jju0jj ’H1=4Bjju0jj2B
Z
jxj¼t
juˆðxÞj2 dx
 1=2



L2t
:
By the frequency localization we may restrict t to the range tB1: The claim then
follows from the embedding L2tL
4
xCL
4
xL
2
t and the Stein–Tomas–Sjo¨lin ðL2; L4Þ
restriction theorem
jjdðt
ﬃﬃﬃﬃﬃﬃﬃ
D
p
ÞujjL4xt
Z
jxj¼t
juˆðxÞj2 dx
 1=2
for tB1
for the sphere S2 (see e.g. [17]). &
This proposition should be compared (using Sobolev embedding) with (18) as well
as with the estimate
jjujjLNx L2ttjjujjX1;1=2þjtj¼jxj
proven in [8].
9See, e.g. [6,15]. The idea is to use the identity uðt; xÞ ¼ R
R
eitlulðt; xÞ dl; where bulðt; xÞ :¼ dð7t
jxjÞuˆðtþ l; xÞ and u˜ is supported on the half-plane7tX0: This expresses a general X 1=4;1=2þ function as a
modulated average of H1=4 free solutions. Since the eitl phase has no impact on the L4xL
2
t norm, the
reduction then follows from Minkowski’s inequality and Cauchy–Schwarz (noting that the weight
/lS1=2 is in L2l).
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5. The cubic term: Proof of (13)
In the remainder of this paper we prove estimates (11)–(16). We shall tackle these
estimates in increasing order of difﬁculty, beginning with the easy cubic estimate
(13).
There is plenty of room in this estimate, and we shall be somewhat generous with
regularity.
By interpolating (17) for s ¼ 0 with the trivial identity X 0;0jtj¼jxj ¼ L2t L2x we have
jjujjL4
t
L2x
tjjujj
X
0;1=4
jtj¼jxj
:tjjujj
X
1s;1=4
jtj¼jxj
so by duality
jjujj
X
s1;1=4þ
jtj¼jxj
tjjujj
L
4=3þ
t
L2x
:
To show (13) it thus sufﬁces by Ho¨lder to show that
jjujj
L4þ
t
L6x
tjjujj
X
s;3=4þ
jtj¼jxj
and
jjujj
L4þ
t
L6x
tjjujj
X
sþ1=4;1=2þ
t¼0
:
The former follows from (18) and Sobolev, since s43=4: The latter follows from the
Sobolev embeddings H1=2þt CL
4þ
t and H
sþ1=4
x CH
1
xCL
6
x: This shows (13).
6. Curl-free interactions: Proof of (16) and (12)
In this section we prove (16) and (12), which control the interactions between two
curl-free ﬁelds. These estimates are relatively easy because the curl-free component is
quite regular; indeed, they will mostly follow from Sobolev embedding and Ho¨lder.
We ﬁrst show the preliminary estimates
Lemma 6.1. We haveZ Z
uvw dx dt

tjjujjX3=4s;1=2
t¼0
jjvjj
X
sþ1=4;1=2þ
t¼0
jjwjj
X
sþ1=4;1=2þ
t¼0
ð20Þ
and Z Z
uvw dx dt

tjjujjXs3=4;1=2þ
t¼0
jjvjj
X
sþ1=4;1=2þ
t¼0
jjwjj
X
5=4s;1=4þ
t¼0
: ð21Þ
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Proof. By Tao [19, Lemma 3.6] the above estimates split into the spatial estimatesZ Z
fgh dx

tjjf jjH3=4sx ðR3ÞjjgjjHsþ1=4x ðR3ÞjjhjjHsþ1=4x ðR3Þ;Z Z
fgh dx

tjjf jjHs3=4x ðR3ÞjjgjjHsþ1=4x ðR3ÞjjhjjH5=4sx ðR3Þ
and the temporal estimatesZ Z
FGH dx

tjjF jjH1=2
t
ðRÞjjGjjH1=2þ
t
ðRÞjjHjjH1=2þ
t
ðRÞ;Z Z
FGH dx

tjjF jjH1=2þ
t
ðRÞjjGjjH1=2þ
t
ðRÞjjHjjH1=4þ
t
ðRÞ:
But these follow from Sobolev multiplication laws ([19, Proposition 3.15], or [15];
alternatively, use fractional Leibnitz, Sobolev embedding and Ho¨lder) and the
hypothesis s43=4: (In fact, one has some regularity to spare in all of these estimates,
except for the ﬁrst temporal estimate). &
By duality and the remarks at the end of Section 3, (16) follows from (20) and the
easily veriﬁed embedding
jjwtjj
X
sþ1=4;1=2þ
t¼0
tjjwjj
X
sþ1=4;1=2þ
t¼0
:
Estimate (12) similarly follows from duality, (21), and the easily veriﬁed embeddings
jjrujj
X
s3=4;1=2þ
t¼0
tjjujj
X
sþ1=4;1=2þ
t¼0
and
jjwjj
X
5=4s;1=4þ
t¼0
tjjwjj
X
1s;1=4
jtj¼jxj
(the latter following from the crude estimate /xS=/tSt/jtj  jxjS).
7. Hybrid curl-free interactions: Proof of (15)
We now prove (15), which controls the extent to which a curl-free and div-free
ﬁeld may interact and produce another curl-free ﬁeld.
We ﬁrst observe that we may assume that Aˆ1 is restricted to the neighbourhood of
the light cone
jjtj  jxjj5jxj: ð22Þ
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This is because if Aˆ1 vanishes on (22), then we have the embedding
jjA1jj
X
sþ1=4;1=2þ
t¼0
tjjA1jj
X
s;3=4þ
jtj¼jxj
ð23Þ
and so (15) would then follow from (16), which was previously proven.
By duality it thus sufﬁces to show the estimatesZ Z
uvtw dx dt

þ
Z Z
uvwt dx dt

tjjujjX3=4s;1=2
t¼0
jjvjj
X
sþ1=4;1=2þ
t¼0
jjwjj
X
s;3=4þ
jtj¼jxj
whenever wˆ is supported on (22).
Using the notation of [19], it sufﬁces to show that
ðjt2j þ jt3jÞwjjx3 jjt3jj5jx3 j
/x1S
3=4s/t1S
1=2/x2S
sþ1=4/t2S
1=2þ/x3S
s/jt3j  jx3jS3=4




½3;R3R
t1:
Since jjx3j  jt3jj5jx3j; we have /t3SB/x3S: Since t1 þ t2 þ t3 ¼ 0; we thus have
jt2j þ jt3jt/t1S1=2/t2S1=2þ þ/t1S1=2/x3S1=2þ þ/t2S1=2þ/x3S1=2:
Inserting this into the above comparison principle [19, Lemma 3.1] and rewriting
things in integral form, we reduce this to showing the estimatesZ Z
uvw dx dt

tjjujjX3=4s;0
t¼0
jjvjj
X
sþ1=4;0
t¼0
jjwjj
X
s;3=4þ
jtj¼jxj
; ð24Þ
Z Z
uvw dx dt

tjjujjX3=4s;0
t¼0
jjvjj
X
sþ1=4;1=2þ
t¼0
jjwjj
X
s1=2;3=4þ
jtj¼jxj
; ð25Þ
Z Z
uvw dx dt

tjjujjX3=4s;1=2
t¼0
jjvjj
X
sþ1=4;0
t¼0
jjwjj
X
s1=2;3=4þ
jtj¼jxj
: ð26Þ
To show (24), it sufﬁces by (17) and the hypothesis s43=4 to show that (conceding
some derivatives) Z Z
uvw dx dt

tjjujjL2t;x jjvjjL2t H1x jjwjjLNt H1=2x :
But this follows from Sobolev and Ho¨lder.
To show (25) and (26), it sufﬁces by Proposition 4.1 and the hypothesis s43=4 to
show that (conceding some derivatives)Z Z
uvw dx dt

tjjujjL2t;x jjvjjH1=2þt H3=4x jjwjjL2t L4x
Terence Tao / J. Differential Equations 189 (2003) 366–382378
and Z Z
uvw dx dt

tjjujjH1=2þ
t
L2x
jjvjj
L2
t
H
3=4
x
jjwjjL2
t
L4x
:
But these estimates follow from Sobolev and Ho¨lder. This completes the proof
of (15). &
8. Divergence-free interactions: Proof of (14)
We now prove (14), which controls how two div-free ﬁelds may interact to cause a
curl-free ﬁeld. We may assume as before that Aˆ1; Aˆ2 are supported in region (22),
since the claim follows from (23) and the previously proven estimates (15) and (16)
otherwise. By duality we can thus rewrite the estimate as
jt3jwjjx2 jjt2jj5jx2 jwjjx3 jjt3 jj5jx3 j
/x1S
3=4s/t1S
1=2/x2S
s/jt2j  jx2jS3=4þ/x3Ss/jt3j  jx3jS3=4þ




½3;R3R
t1:
Since jjxij  jtijj5jxij for i ¼ 2; 3 and t1 þ t2 þ t3 ¼ 0; we have the estimate
jt3jt/t1S1=2/x3S1=2þ þ/x2S1=2/x3S1=2þ:
Inserting this into the previous using the comparison principle [19, Lemma 3.1] and
rewriting things in integral form, we reduce to provingZ Z
uvw dx dt

tjjujjX3=4s;0
t¼0
jjvjj
X
s1=2þ;3=4þ
jtj¼jxj
jjwjj
X
s;3=4þ
jtj¼jxj
; ð27Þ
Z Z
uvw dx dt

tjjujjX3=4s;1=2
t¼0
jjvjj
X
s1=2þ;3=4þ
jtj¼jxj
jjwjj
X
s1=2;3=4þ
jtj¼jxj
: ð28Þ
To prove (27), it sufﬁces from the hypothesis s43=4 and Cauchy–Schwarz to show
that
jjvwjjL2
x;t
tjjvjj
X
s1=2þ;3=4þ
jtj¼jxj
jjwjj
X
s;3=4þ
jtj¼jxj
:
But this follows from (19) and the hypothesis s43=4:
To prove (28), we observe from Proposition 4.1, the hypothesis s43=4 and a little
bit of Sobolev embedding that
jjvjj
L2þ
t
L4x
tjjvjj
X
s1=27;3=4þ
jtj¼jxj
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and similarly from w: The claim then follows from Ho¨lder and the Sobolev
embedding
jjujjLN
t
L2x
tjjujj
X
3=4s;1=2
t¼0
:
9. Hybrid divergence-free interactions: Proof of (11)
We now prove (11), which controls how a curl-free and div-free ﬁeld may interact
to cause a div-free ﬁeld; this is the most difﬁcult of all the estimates.
We can rewrite (11) as
ðjx2j þ jx3jÞ/x1Ss1/jt1j  jx1jS1=4þ
/x2S
s/jx2j  jt2jS3=4þ/x3Ssþ1=4/t3S1=2þ




½3;R3R
t1:
We may restrict to the region jx2jpjx1j since the other region then follows by
symmetry and the comparison principle [19, Lemma 3.1]. In this case we may
estimate jx2j þ jx3j by /x1S:
We will discard the bounded factor /jt1j  jx1jS1=4þ: By two applications of the
averaging argument in [19, Proposition 5.1] it then sufﬁces to show that
/x1S
swjjx2jjt2 jjB1wjt3 jB1
/x2S
s/x3S
sþ1=4




½3;R3R
t1:
Suppose we restrict t2 to the region t2 ¼ T þ Oð1Þ for some integer T ; then t1 is then
restricted to the region t1 ¼ T þ Oð1Þ; and x2 is restricted to the annulus jx2j ¼
jT j þ Oð1Þ: The t1 regions are essentially disjoint as T varies along the integers, and
similarly for t2: By Schur’s test [19, Lemma 3.11] it thus sufﬁces to show that
/x1S
swt1¼TþOð1Þwt2¼TþOð1Þwjx2 j¼jT jþOð1Þwjt3jB1
/x2S
s/x3S
sþ1=4




½3;R3R
t1
uniformly in T : The t behaviour is now trivial, and we can reduce (e.g. by Tao [19,
Lemmata 3.6 and 3.14]) to the spatial estimate
/x1S
swjx2 j¼jT jþOð1Þ
/TSs/x3S
sþ1=4




½3;R3
t1:
We may of course assume that T is a positive integer. We may assume that jx3jpjx1j;
since the other case then follows by symmetry and the comparison principle [19,
Lemma 3.1].
There are only two remaining cases in which the symbol does not vanish:
jx1jBjx3j\T and jx1jBT\jx3j: In the ﬁrst case we reduce to
wjx2 j¼TþOð1Þ
Tsþ1=4
  
½3;R3 
t1:
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On the other hand, from a Cauchy–Schwarz estimate [19, Lemma 3.14] we have
jjwjx2 j¼TþOð1Þjj½3;R3 pjfx2 : jx2j ¼ T þ Oð1Þgj
1=2tT ;
and the claim follows since s43=4:
Now suppose that jx1jBT\jx3j: We thus reduce to
jjwjx2 j¼TþOð1Þ/x3S
sþ1=4jj½3;R3 t1:
At this point, we resort to Cauchy–Schwarz [19, Corollary 3.10], and reduce to
showing that
jjwjxj¼TþOð1Þ*/xS2sþ1=2jjNt1:
But this is easily veriﬁed since s43=4:
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