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Abstrat: Disriminatory Proessor Sharing poliy introdued by Kleinrok is of a great in-
terest in many appliation areas, inluding teleommuniations, web appliations and TCP ow
modelling. Under the DPS poliy the job priority is ontrolled by a vetor of weights. Varying
the vetor of weights, it is possible to modify the servie rates of the jobs and optimize system
harateristis. In the present paper we present results onerning the omparison of two DPS
poliies with dierent weight vetors. We show the monotoniity of the expeted sojourn time of
the system depending on the weight vetor under ertain ondition on the system. Namely, the
system has to onsist of lasses with means whih are quite dierent from eah other. For the
lasses with similar means we suggest to selet the same weights.
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Comparaison des politiques DPS
Résumé : L'ordre de servie DPS (Disriminatory Proessor Sharing) qui était introduit par
Kleinrok est un problème très intéressant et peut être appliqué dans beauoup de domaines omme
les téléommuniations, les appliations web et la modélisation de ux TCP. Ave le DPS, les jobs
qui viennent dans le système sont ontrlés par un veteur de poids. En modiant le veteur de
poids, il est possible de ontrler les taux de servie des jobs, donner la priorité à ertaines lasses
de jobs et optimiser ertaines aratéristiques du système. Le problème du hoix des poids est
don très important et très diile en raison de la omplexité du système. Dans le présent papier,
nous omparons deux politiques DPS ave les veteurs de poids diérents et nous présentons des
résultats sur la monotoniité du temps moyen de servie du système en fontion du veteur de
poids, sous ertaines onditions sur le système. Le système devrait onsister en plusieurs lasses
ave des moyennes très diérentes. Pour les lasses qui ont une moyenne très prohe il faut hoisir
les meme poids.
Mots-lés : Disriminatory Proessor Sharing, le temp de servie exponentielle, optimisation.
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1 Introdution
The Disriminatory Proessor Sharing (DPS) poliy was introdued by Kleinrok [11℄. Under the
DPS poliy jobs are organized in lasses, whih share a single server. The apaity that eah
lass obtains depends on the number of jobs urrently presented in all lasses. All jobs present
in the system are served simultaneously at rates ontrolled by the vetor of weights gk > 0,
k = 1, . . . ,M}, where M is the number of lasses. If there are Nj jobs in lass j, then eah job
of this lass is served with the rate gj/
∑M
k=1 gkNk. When all weights are equal, DPS system is
equivalent to the standard PS poliy.
The DPS poliy model has reently reeived a lot of attention due to its wide range of applia-
tion. For example, DPS ould be applied to model ow level sharing of TCP ows with dierent
ow harateristis suh as dierent RTTs and paket loss probabilities. DPS also provides a nat-
ural approah to model the weighted round-robin disipline, whih is used in operating systems
for task sheduling. In the Internet one an imagine the situation that servers provide dierent
servie aording to the payment rates. For more appliations of DPS in ommuniation networks
see [2℄, [4℄, [5℄, [7℄, [12℄.
Varying DPS weights it is possible to give priority to dierent lasses at the expense of others,
ontrol their instantaneous servie rates and optimize dierent system harateristis as mean
sojourn time and so on. So, the proper weight seletion is an important task, whih is not easy to
solve beause of the model's omplexity.
The previously obtained results on DPS model are the following. Kleinrok in [11℄ was rst
studying DPS. Then the paper of Fayolle et al. [6℄ provided results for the DPS model. For
the exponentially distributed required servie times the authors obtained the expression of the
expeted sojourn time as a solution of a system of linear equations. The authors show that
independently of the weights the slowdown for the expeted onditional response time under the
DPS poliy tends to the onstant slowdown of the PS poliy as the servie requirements inreases
to innity.
Rege and Sengupta in [13℄ proved a deomposition theorem for the onditional sojourn time.
For exponential servie time distributions in [14℄ they obtained higher moments of the queue
length distribution as the solutions of linear equations system and also provided a theorem for the
heavy-tra regime. Van Kessel et al. in [8℄, [10℄ study the performane of DPS in an asymptoti
regime using time saling. For general distributions of the required servie times the approximation
analysis was arried out by Guo and Matta in [7℄. Altman et al. [2℄ study the behavior of the
DPS poliy in overload. Most of the results obtained for the DPS queue were olleted together
in the survey paper of Altman et al. [1℄.
Avrahenkov et al. in [3℄ proved that the mean unonditional response time of eah lass is
nite under the usual stability ondition. They determine the asymptote of the onditional sojourn
time for eah lass assuming nite servie time distribution with nite variane.
The problem of weights seletion in the DPS poliy when the job size distributions are ex-
ponential was studied by Avrahenkov et al. in [3℄ and by Kim and Kim in [10℄. In [10℄ it was
shown that the DPS poliy redues the expeted sojourn time in omparison with PS poliy when
the weights inrease in the opposite order with the means of job lasses. Also in [10℄ the authors
formulate a onjeture about the monotoniity of the expeted sojourn time of the DPS poliy.
The idea of onjeture is that omparing two DPS poliies, one whih has a weight vetor loser
to the optimal poliy provided by cµ-rule, see [15℄, has smaller expeted sojourn time. Using the
method desribed in [10℄ in the present paper we prove this onjeture with some restritions on
the system parameters. The restritions on the system are suh that the result is true for systems
for whih the values of the job size distribution means are very dierent from eah other. The
restrition an be overome by setting the same weights for the lasses, whih have similar means.
The ondition on means is a suient, but not a neessary ondition. It beomes less strit when
the system is less loaded.
The paper is organized as follows. In Setion 2 we give general denitions of the DPS poliy
and formulate the problem of expeted sojourn time minimization. In Setion 3 we formulate the
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main Theorem and prove it. In Setion 4 we give the numerial results. Some tehnial proofs
an be found in the Appendix.
2 Previous results and problem formulation
We onsider the Disriminatory Proessor Sharing (DPS) model. All jobs are organized in M
lasses and share a single server. Jobs of lass k = 1, . . . ,M arrive with a Poisson proess with
rate λk and have required servie-time distribution Fk(x) = 1− e
−µkx
with mean 1/µk. The load
of the system is ρ =
∑M
k=1 ρk and ρk = λk/µk, k = 1, . . . ,M . We onsider that the system is
stable, ρ < 1. Let us denote λ =
∑M
k=1 λk.
The state of the system is ontrolled by a vetor of weights g = (g1, . . . , gM ), whih denotes
the priority for the job lasses. If in the lass k there are urrently Nk jobs, then eah job of lass
k is served with the rate equal to gj/
∑M
k=1 gkNk, whih depends on the urrent system state, or
on the number of jobs in eah lass.
Let T
DPS
be the expeted sojourn time of the DPS system. We have
T
DPS
=
M∑
k=1
λk
λ
T k,
where T k are expeted sojourn times for lass k. The expressions for the expeted sojourn times
T k, k = 1, . . . ,M an be found as a solution of the system of linear equations, see [6℄,
T k

1− M∑
j=1
λjgj
µjgj + µkgk

− M∑
j=1
λjgjT j
µjgj + µkgk
=
1
µk
, k = 1, . . . ,M. (1)
Let us notie that for the standard Proessor Sharing system
T
PS
=
m
1− ρ
.
One of the problems when studying DPS is to minimize the expeted sojourn time T
DPS
with
some weight seletion. Namely, nd g∗ suh as
T
DPS
(g∗) = min
g
T
DPS
(g).
This is a general problem and to simplify it the following subase is onsidered. To nd a set G
suh that
T
DPS
(g∗) ≤ T
PS
, ∀g∗ ∈ G. (2)
For the ase when job size distributions are exponential the solution of (2) is given by Kim and
Kim in [10℄ and is as follows. If the means of the lasses are suh as µ1 ≥ µ2 ≥ . . . ≥ µM , then G
onsists of all suh vetors whih satisfy
G = {g| g1 ≥ g2 ≥ . . . ≥ gM}.
Using the approah of [10℄ we solve more general problem about the monotoniity of the expeted
sojourn time in the DPS system, whih we formulate in the following setion as Theorem 1.
3 Expeted sojourn time monotoniity
Let us formulate and prove the following Theorem.
INRIA
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Theorem 1. Let the job size distribution for every lass be exponential with mean µi, i = 1, . . . ,M
and we enumerate them in the following way
µ1 ≥ µ2 ≥ . . . ≥ µM .
Let us onsider two dierent weight poliies for the DPS system, whih we denote as α and β. Let
α, β ∈ G, or
α1 ≥ α2 ≥ . . . ≥ αM ,
β1 ≥ β2 ≥ . . . ≥ βM .
The expeted sojourn time of the DPS poliies with weight vetors α and β satises
T
DPS
(α) ≤ T
DPS
(β), (3)
if the weights α and β are suh that:
αi+1
αi
≤
βi+1
βi
, i = 1, . . . ,M − 1, (4)
and the following restrition is satised:
µj+1
µj
≤ 1− ρ, (5)
for every j = 1, . . . ,M .
Remark 2. If for some lasses j and j + 1 ondition (5) is not satised, then in pratie, by
hoosing the weights of these lasses to be equal, we an still use Theorem 1. Namely, for lasses
suh as
µj+1
µj
> 1− ρ, we suggest to set αj+1 = αj and βj+1 = βj .
Remark 3. Theorem 1 shows that the expeted sojourn time T
DPS
(g) is monotonous aording
to the seletion of weight vetor g. The loser is the weight vetor to the optimal poliy, provided
by cµ-rule, the smaller is the expeted sojourn time. This is shown by the ondition (4), whih
shows that vetor α is loser to the optimal cµ-rule poliy then vetor β.
Theorem 1 is proved with restrition (5). This restrition is a suient and not a neessary
ondition on system parameters. It shows that the means of the job lasses have to be quite dierent
from eah other. This restrition an be overome, giving the same weights to the job lasses, whih
mean values are similar. Condition (5) beomes less strit as the system beomes less loaded.
To prove Theorem 1 let us rst give some notations and prove additional Lemmas.
Let us rewrite linear system (1) in the matrix form. Let T
(g)
= [T
(g)
1 , . . . , T
(g)
M ]
T
be the vetor
of T
(g)
k , k = 1, . . . ,M . Here by [ ]
T
we mean transpose sign, so [ ]T is a vetor. By [ ](g) we note
that this element depends on the weight vetor seletion g ∈ G. Let us onsider that later in the
paper vetors g, α, β ∈ G, if the opposite is not notied. Let dene matries A(g) and D(g) in the
following way.
A(g) =


λ1g1
µ1g1+µ1g1
λ2g2
µ1g1+µ2g2
. . . λMgM
µ1g1+µMgM
λ1g1
µ2g2+µ1g1
λ2g2
µ2g2+µ2g2
. . . λMgM
µ2g2+µMgM
. . .
λ1g1
µMgM+µ1g1
λ2g2
µMgM+µ2g2
. . . λMgM
µMgM+µMgM

 (6)
D(g) =


∑
i
λigi
µ1g1+µigi
0 . . . 0
0
∑
i
λigi
µ2g2+µigi
. . . 0
. . .
0 0 . . .
∑
i
λigi
µMgM+µigi

 (7)
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Then (1) beomes
(E −D(g) −A(g))T
(g)
=
[
1
µ1
. . . .
1
µM
]T
. (8)
We need to nd the expeted sojourn time of the DPS system T
DPS
(g). Aording to the denition
of T
DPS
(g) and equation (8) we have
T
DPS
(g) =
1
λ
[λ1, . . . , λM ]T
(g)
=
1
λ
[λ1, . . . , λM ](E −D
(g) −A(g))−1
[
1
µ1
, . . . ,
1
µM
]T
. (9)
Let us onsider the ase when λi = 1 for i = 1, . . . ,M . This results an be extended for the
ase when λi are dierent, we prove it following the approah of [10℄ in Proposition 10 at the end
of the urrent Setion. Equation (9) beomes
T
DPS
(g) = 1′(E −D(g) −A(g))−1 [ρ1, . . . , ρM ]
T λ−1. (10)
Let us give the following notations.
σ
(g)
ij =
gj
µigi + µjgj
.
Then σ
(g)
ij have the following properties.
Lemma 4. σ
(g)
ij and σ
(g)
ji satisfy
σ
(g)
ij gi = σ
(g)
ji gj,
σ
(g)
ij
µi
+
σ
(g)
ji
µj
=
1
µiµj
. (11)
Proof. Follows from the denition of σ
(g)
ij .
Then matries A(g) and D(g) given by (6) and (7) an be rewritten in the terms of σ
(g)
ij .
A
(g)
i,j = σ
(g)
ij , i, j = 1, . . . ,M,
D
(g)
i,i =
∑
j
σ
(g)
ij , i = 1, . . . ,M,
D
(g)
i,j = 0, i, j = 1, . . . ,M, i 6= j.
For weight vetors α, β the following Lemma is true.
Lemma 5. If α and β satisfy (4), then
αj
αi
≤
βj
βi
, i = 1, . . . ,M − 1, ∀ j ≥ i. (12)
Proof. Let us notie that if a < b and c < d, then ac < bd when a, b, c, d are positive. Also if j > i
then there exist suh l > 0 that j = i+ l. Then
αi+1
αi
≤
βi+1
βi
,
αi+2
αi+1
≤
βi+2
βi+1
, . . .
αi+l
αi+l−1
≤
βi+l
βi+l−1
, i = 1, . . . ,M − 2.
Multiplying left and right parts of the previous inequalities we get the following:
αi+l
αi
≤
βi+l
βi
, i = 1, . . . ,M − 2,
whih proves Lemma 5.
INRIA
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Lemma 6. If α and β satisfy (12), then
σ
(α)
ij ≤ σ
(β)
ij , i ≤ j,
σ
(α)
ij ≥ σ
(β)
ij , i ≥ j.
Proof. As (12) then
αj
αi
≤
βj
βi
, i ≤ j,
αjµiβi ≤ βjµiαi, i ≤ j,
αj(µiβi + µjβj) ≤ βj(µiαi + µjαj), i ≤ j,
αj
µiαi + µjαj
≤
βj
µiβi + µjβj
, i ≤ j,
σ
(α)
ij ≤ σ
(β)
ij , i ≤ j.
We prove the seond inequality of Lemma 6 in a similar way.
Lemma 7. If α, β satisfy (4), then
T
DPS
(α) ≤ T
DPS
(β),
when the elements of vetor y = 1′(E −B(α))−1M are suh that y1 ≥ y2 ≥ . . . ≥ yM .
Proof. Let us denote B(g) = A(g) +D(g), g = α, β. Then as (10)
T
DPS
(g) = λ−11′(E −B(g))−1 [ρ1, . . . , ρM ]
T
, g = α, β.
Following the method desribed in [10℄ we get the following.
T
DPS
(α) − T
DPS
(β) = λ−11′(E −B(α))−1 [ρ1, . . . , ρM ]
T
− λ−11′(E −B(β))−1 [ρ1, . . . , ρM ]
T
=
= λ−11′((E −B(α))−1 − (E −B(β))−1) [ρ1, . . . , ρM ]
T =
= λ−11′((E −B(α))−1(B(α) −B(β))(E −B(β))−1) [ρ1, . . . , ρM ]
T
.
Let us denote M as a diagonal matrix M = diag(µ1, . . . , µM ) and
y = 1′(E −B(α))−1M. (13)
Then
T
DPS
(α) − T
DPS
(β) = 1′(E −B(α))−1MM−1(B(α) −B(β))T
(β)
=
= yM−1(B(α) −B(β))T
(β)
=
=
∑
i,j
(
yj
µj
σ
(α)
ji +
yi
µi
σ
(α)
ij −
(
yj
µj
σ
(β)
ji +
yi
µi
σ
(β)
ij
))
T
(β)
j =
=
∑
i,j
(
yj
(
σ
(α)
ji
µj
−
σ
(β)
ji
µj
)
+
yi
µi
(σ
(α)
ij − σ
(β)
ij )
)
T
(β)
j .
As (11):
σ
(g)
ji
µj
=
1
µiµj
−
σ
(g)
ij
µi
, g = α, β,
RR n° 6475
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then
T
DPS
(α)− T
DPS
(β) =
∑
i,j
(
−yj
(
σ
(α)
ij
µi
−
σ
(β)
ij
µi
)
+
yi
µi
(σ
(α)
ij − σ
(β)
ij )
)
T
(β)
j =
=
∑
i,j
(
−
yj
µi
(
σ
(α)
ij − σ
(β)
ij
)
+
yi
µi
(σ
(α)
ij − σ
(β)
ij )
)
T
(β)
j =
=
∑
i,j
((
σ
(α)
ij − σ
(β)
ij
)
(yi − yj)
1
µi
)
T
(β)
j .
Using Lemma 6 we get
(
σ
(1)
ij − σ
(2)
ij
)
(yi− yj) is negative for i, j = 1, . . . ,M when y1 ≥ y2 ≥ . . . ≥
yM . This proves the statement of Lemma 7.
Lemma 8. Vetor y given by (13) satises
y1 ≥ y2 ≥ . . . ≥ yM ,
if the following is true:
µi+1
µi
≤ 1− ρ,
for every i = 1, . . . ,M .
Proof. The proof ould be found in the appendix.
Remark 9. For the job lasses suh as
µi+1
µi
> 1−ρ we prove that to make yi ≥ yi+1 it is suient
to set the weights of these lasses equal, αi+1 = αi.
Combining the results of Lemmas 5, 6, 7 and 8 we prove the statement of the Theorem 1.
Remark 9 gives the Remark 2 after Theorem 1.
Proposition 10. The result of Theorem 1 is extended to the ase when λi 6= 1.
Proof. Let us rst onsider the ase when all λi = q, i = 1, . . . ,M . It an be shown that for this
ase the proof of Theorem 1 is equivalent to the proof of the same Theorem but for the new system
with λ∗i = 1, µ
∗
i = qµi, i = 1, . . . ,M . For this new system the results of Theorem 1 is evidently
true and restrition (5) is not hanged. Then, Theorem 1 is true for the initial system as well.
If λi are rational, then they ould be written in λi =
pi
q
, where pi and q are positive integers.
Then eah lass an be presented as pi lasses with equal means 1/µi and intensity 1/q. So, the
DPS system an be onsidered as the DPS system with p1+ . . .+ pK lasses with the same arrival
rates 1/q. The result of Theorem 1 is extended on this ase.
If λi, i = 1, . . . ,M are positive and real we apply the previous ase of rational λi and use
ontinuity.
4 Numerial results
Let us onsider a DPS system with 3 lasses. Let us onsider the set of normalized weights
vetors g(x) = (g1(x), g2(x), g3(x)) ,
∑3
i=1 gi(x) = 1, gi(x) = x
−i/(
∑3
i=1 x
−i), x > 1. Every point
x > 1 denotes a weight vetor. Vetors g(x), g(y) satisfy property (4) when 1 < y ≤ x, namely
gi+1(x)/gi(x) ≤ gi+1(y)/gi(y), i = 1, 2, 1 < y ≤ x. On Figures 1, 2 we plot T
DPS
with weights
vetors g(x) as a funtion of x, the expeted sojourn times T
PS
for the PS poliy and T
opt
for the
optimal cµ-rule poliy.
On Figure 1 we plot the expeted sojourn time for the ase when ondition (5) is satised for
three lasses. The parameters are: λi = 1, i = 1, 2, 3, µ1 = 160, µ2 = 14, µ3 = 1.2, then ρ = 0.911.
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1 2 3 4 5 6 7 8 9 10
3.1
3.15
3.2
3.25
3.3
3.35
3.4
3.45
3.5
TDPS(g(x))
TPS
Topt
Figure 1: T
DPS
(g(x)), T
PS
, T
opt
funtions,
ondition satised.
1 2 3 4 5 6 7 8 9 10
3.7
3.72
3.74
3.76
3.78
3.8
3.82
3.84
3.86
3.88
3.9
Topt
TPS
TDPS(g(x))
Figure 2: T
DPS
(g(x)), T
PS
, T
opt
funtions,
ondition not satised
On Figure 2 we plot the expeted sojourn time for the ase when ondition (5) is not satised
for three lasses. The parameters are: λi = 1, i = 1, 2, 3, µ1 = 3.5, µ2 = 3.2, µ3 = 3.1, then
ρ = 0.92. One an see that T
DPS
(g(x)) ≤ T
DPS
(g(y)), 1 < y ≤ x even when the restrition (5)
is not satised.
5 Conlusion
We study the DPS poliy with exponential job size distributions. One of the main problems
studying DPS is the expeted sojourn time minimization aording to the weighs seletion. In the
present paper we ompare two DPS poliies with dierent weights. We show that the expeted
sojourn time is smaller for the poliy with the weigh vetor loser to the optimal poliy vetor,
provided by cµ-rule. So, we prove the monotoniity of the expeted sojourn time for the DPS
poliy aording to the weight vetor seletion.
The result is proved with some restritions on system parameters. The found restritions on
the system parameters are suh that the result is true for systems suh as the mean values of
the job lass size distributions are very dierent from eah other. We found, that to prove the
main result it is suient to give the same weights to the lasses with similar means. The found
restrition is a suient and not a neessary ondition on a system parameters. When the load
of the system dereases, the ondition beomes less strit.
Aknowledgment
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6 Appendix
In the following proof in the notations we do not use the dependeny of the parameters on g to
simplify the notations. We onsider that vetor g ∈ G, or g1 ≥ g2 . . . ≥ gM . To simplify the
notations let us use
∑
k instead of
∑M
k=1.
Lemma 8. Vetor y = 1′(E −B)−1M satises
y1 ≥ y2 ≥ . . . ≥ yM ,
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if the following is true:
µi+1
µi
≤ 1− ρ,
for every i = 1, . . . ,M .
Proof. Using the results of the following Lemmas we prove the statement of Lemma 8 and give
the proof for Remark 9.
Let us give the following notations
µ˜ = µT (E −D)−1, (14)
A˜ = M−1AM(E −D)−1. (15)
Let us notie the following
(E −D)−1j =
1
1−
∑
k
gk
µjgj+µkgk
=
1
1− ρ+
∑
k
µjgj
µk(µjgj+µkgk)
> 0, j = 1, . . . ,M,
A˜ij =
µjgj
µi(µigi+µjgj)
1−
∑
k
gk
µjgj+µkgk
=
µjgj
µi(µigi+µjgj)
1− ρ+
∑
k
µjgj
µk(µjgj+µkgk)
> 0, i, j = 1, . . . ,M
Let us give the following notation
f(x) =
∑
k
x
µk(x+ µkgk)
.
Then
(E −D)−1j =
1
1− ρ+ f(µjgj)
, j = 1, . . . ,M,
A˜ij =
µjgj
µi(µigi + µjgj)(1 − ρ+ f(µjgj))
, i, j = 1, . . . ,M.
Let us rst prove additional Lemma.
Lemma 11. Matrix
A˜ = M−1AM(E −D)−1
is a positive ontration.
Proof. Matrix A˜ is a positive operator as elements of matriesM and A are positive and elements
of matrix (E −D)−1 are positive. Let Ω = {X |xi ≥ 0, i = 1, . . . ,M}. If X ∈ Ω, then A˜X ∈ Ω.
Then to prove that matrix A˜ is a ontration it is enough to show that
∃ q, 0 < q < 1, ||A˜X || ≤ q||X ||, ∀ X ∈ Ω. (16)
As X ∈ Ω, then we an take ||X || = 1′X =
∑
i xi. Then
1′A˜X =
∑
j
xj
∑
i
A˜ij =
∑
j
xj
∑
i
µjgj
µi(µjgj+µigi)
(1− ρ+ g(µjgj))
=
=
∑
j
xj
f(µjgj)
1− ρ+ f(µjgj)
=
∑
j
xj
(
1−
1− ρ
1− ρ+ f(µjgj)
)
=
=
∑
j
xj − (1− ρ)
∑
j
xj
1− ρ+ f(µjgj)
.
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Let us nd the value of q, whih satises ondition (16).
1′A˜X ≤ 1′X,∑
j
xj − (1 − ρ)
∑
j
xj
1− ρ+ f(µjgj)
≤ q
∑
j
xj
1− (1− ρ)
∑
j
xj
1−ρ+f(µjgj)∑
j xj
≤ q.
As f(µjgj) > 0 then
0 < 1− (1− ρ)
∑
j
xj
1−ρ+f(µjgj)∑
j xj
< 1.
Let us dene δ in the following way:
δ =
1
1− ρ+maxj f(µjgj)
<
∑
j
xj
1−ρ+f(µjgj)∑
j xj
.
Then
1− (1 − ρ)
∑
j
xj
1−ρ+f(µjgj)∑
j xj
< 1− (1− ρ)δ.
Let us notie that maxj f(µjgj) always exists as the values of µjgj , j = 1, . . . ,M are nite. Then
we an selet
q = 1− (1− ρ)δ, 0 < q < 1.
Whih ompletes the proof.
Lemma 12. If
y
(0)
1 = [0, . . . , 0], (17)
y(n) = µ˜+ y(n−1)A˜, n = 1, 2, . . . , (18)
then y(n) → y, when n→∞.
Proof. Let us present y in the following way. As B = E −A−D, then
y = 1(E −B)−1M,
yM−1(E −D −A) = 1,
yM−1(E −D) = −yM−1A+ 1,
y(E −D)−1M = −yM−1A(E −D)−1M + 1(E −D)−1M.
As matrixes D and M are diagonal, the MD = DM and then
y = µT (E −D)−1 + yM−1AM(E −D)−1,
where µ = [µ1, . . . , µM ]. Aording to notations (14) and (15) we have the following
y = µ˜+ yA˜.
Let us denote y(n) = [y
(n)
1 , . . . , y
(n)
1 ], n = 0, 1, 2, . . . and let dene y
(0)
1 and y
(n)
by (17) and ( 18).
Aording to Lemma 11 reetion A˜ is a positive reetion and is a ontration. Also µ˜i are
positive. Then y(n) → y, when n→∞ and we prove the statement of Lemma 12.
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Lemma 13. Let y(n) is dened by (18) and y(0) is given by (17), then
y
(n)
1 ≥ y
(n)
2 ≥ . . . ≥ y
(n)
M , n = 1, 2, . . . (19)
if
µi+1
µi
≤ 1− ρ for every i = 1, . . . ,M .
Proof. We prove the statement (19) by indution. For y(0) the statement (19) is true. Let us
assume that (19) is true for the (n−1) step, y
(n−1)
1 ≥ y
(n−1)
2 ≥ . . . ≥ y
(n−1)
M . To prove the indution
statement we have to show that y
(n)
1 ≥ y
(n)
2 ≥ . . . ≥ y
(n)
M , whih is equal to that y
(n)
j ≥ y
(n)
p , if j ≤ p.
As
y
(n)
j = µ˜j +
M∑
i=1
y
(n−1)
i A˜ij ,
then
y
(n)
j − y
(n)
p = µ˜j +
M∑
i=1
y
(n−1)
i A˜ij −
(
µ˜p +
M∑
i=1
y
(n−1)
i A˜ip
)
=
= µ˜j − µ˜p +
M∑
i=1
y
(n−1)
i (A˜ij − A˜ip).
To show that y
(n)
j − y
(n)
p we need to show that µ˜j − µ˜p ≥ 0 and
∑M
i=1 y
(n−1)
i (A˜ij − A˜ip) ≥ 0, when
j ≤ p. Let us show that to prove that
∑M
i=1 y
(n−1)
i (A˜ij − A˜ip) ≥ 0, j ≤ p it is enough to prove
that
∑r
i=1(A˜ij − A˜ip) ≥ 0, j ≤ p, r = 1, . . . ,M . If we regroup this sum we an get the following
M∑
i=1
y
(n−1)
i (A˜ij − A˜ip) =
M∑
i=1
(y
(n−1)
i − y
(n−1)
i+1 + y
(n−1)
i+1 − . . .− y
(n−1)
M + y
(n−1)
M )(A˜ij − A˜ip) =
=
M−1∑
i=1
(y
(n−1)
i − y
(n−1)
i+1 )
[
(A˜1j − A˜1p) + (A˜2j − A˜2p) + . . .+ (A˜ij − A˜ip)
]
+
+y
(n−1)
M ((A˜1j − A˜1p) + . . .+ (A˜(M−1)j − A˜(M−1)p) + (A˜Mj − A˜Mp)) =
=
M−1∑
i=1
(y
(n−1)
i − y
(n−1)
i+1 )
r∑
k=1
(A˜kj − A˜kp) + y
(n−1)
M
M∑
k=1
(A˜kj − A˜kp).
As y
(n−1)
i ≥ y
(n−1)
i+1 , i = 1, . . . ,M , aording to the indution step, then to show that
∑M
i=1 y
(n−1)
i (A˜ij−
A˜ip) ≥ 0, j ≤ p it is enough to show that
∑r
i=1(A˜ij − A˜ip) ≥ 0, j ≤ p, r = 1, . . . ,M . We show this
in Lemma 15. In Lemma 14 we show µ˜j ≥ µ˜p, j ≤ p, when
µi+1
µi
≤ 1 − ρ for every i = 1, . . . ,M .
Then we prove the indution statement and so prove the statement of Lemma 13.
Lemma 14.
µ˜1 ≥ µ˜2 . . . ≥ µ˜M , (20)
if
µi+1
µi
≤ 1− ρ for every i = 1, . . . ,M .
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Proof. Let us ompare µ˜j and µ˜p, j ≤ p. If µj = µp and gj = gp, then µ˜j = µ˜p and (20) is
satised. Let us denote
f2(x) =
∑
k
gk
x+ µkgk
,
whih has the following properties
0 < f2(x) < ρ. (21)
Then
µ˜i =
µi
1−
∑
j
gj
µigi+µjgj
=
µi
1− f2(µigi)
.
Let us nd
µ˜j − µ˜p =
µj
1− f2(µjgj)
−
µp
1− f2(µpgp)
=
µj − µp − (µjf2(µpgp)− µpf2(µjgj))
(1− f2(µjgj))(1 − f2(µpgp))
.
As (21) then
µjf2(µpgp)− µpf2(µjgj) < µjρ.
Then
µ˜j − µ˜p >
(µj − µp)
(1 − f2(µjgj)(1 − f2(µpgp)))
(
1− ρ
(
µj
µj − µp
))
=
=
(µj − µp)
(1 − f2(µjgj)(1 − f2(µpgp)))
(
1− ρ
(
1
1−
µp
µj
))
≥ 0,
when
µp
µj
≤ 1− ρ.
So, if
µp
µj
≤ 1 − ρ and gj ≥ gp, then µ˜j ≥ µ˜p. Let us show that if µj > µp and gj = gp, then
µ˜j ≥ µ˜p. In this ase
µ˜j − µ˜p =
µj
1− f2(µjgj)
−
µp
1− f2(µpgp)
=
=
µj − µp − (µjf2(µpgj)− µpf2(µjgj))
(1− f2(µjgj))(1 − f2(µpgj))
=
∆1
(1− f2(µjgj))(1− f2(µpgj))
.
Let us nd when ∆1 > 0.
∆1 = µj − µp −
(
µj
M∑
k=1
gk
µpgj + µkgk
− µp
M∑
k=1
gk
µjgj + µkgk
)
=
= µj − µp −
(
M∑
k=1
gk(gj(µ
2
j − µ
2
p) + µkgk(µj − µp))
(µpgj + µkgk)(µpgj + µkgk)
)
= (µj − µp)
(
1−
M∑
k=1
gk(gj(µj + µp) + µkgk)
(µpgj + µkgk)(µpgj + µkgk)
)
.
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As
0 < µjµpg
2
j , k = 1, . . . ,M,
gkµk(gj(µj + µp) + µkgk) < (µjµpg
2
j + gj(µj + µp)µkgk + µ
2
kg
2
k), k = 1, . . . ,M
gkµk(gj(µj + µp) + µkgk) < (µjgj + µkgk)(µpgj + µkgk), k = 1, . . . ,M
gk(gj(µj + µp) + µkgk)
(µjgj + µkgk)(µpgj + µkgk)
<
1
µk
, k = 1, . . . ,M.
Then
∆1 > (µj − µp)
(
1−
M∑
k=1
1
µk
)
= 1− ρ > 0.
Then we proved the following:
If µj = µp, gj = gp, then µ˜j = µ˜p,
If µj > µp, gj = gp, then µ˜j > µ˜p,
If
µp
µj
≤ 1− ρ, gj ≥ gp, then µ˜j ≥ µ˜p.
Setting p = j + 1 and remembering that µ1 ≥ . . . ≥ µM , we get that µ˜1 ≥ µ˜2 . . . ≥ µ˜M is true
when
µi+1
µi
≤ 1− ρ for every i = 1, . . . ,M . That proves the statement of Lemma 14.
Returning bak to the main Theorem 1, Lemma 14 gives ondition (5) as a restrition on a
system parameters.
Let us notie that for the job lasses suh for whih the means are suh as
µi+1
µi
< 1− ρ, if the
weights given for these lasses are equal, then still µ˜i ≥ µ˜i+1. This ondition gives us as a result
Remark 9 and Remark 2.
Lemma 15.
r∑
i=1
A˜i1 ≥
r∑
i=1
A˜i2 ≥ . . . ≥
r∑
i=1
A˜iM , r = 1, . . . ,M.
Proof. Let us remember A˜ = M−1AM(E −D)−1. Then as ρ =
∑M
k=1
1
µk
, then
r∑
i=1
A˜ij =
∑r
i=1
µjgj
µi(µjgj+µigi)
1−
∑M
k=1
gk
µjgj+µkgk
=
∑r
i=1
µjgj
µi(µjgj+µigi)
1− ρ+
∑M
k=1
µjgj
µk(µjgj+µkgk)
Let us dene
f3(x) =
∑r
i=1
x
µi(x+µigi)
1− ρ+
∑M
k=1
x
µk(x+µkgk)
=
h1(x)
1− ρ+ h1(x) + h2(x)
,
where
h1(x) =
r∑
i=1
x
µi(x+ µigi)
> 0,
h2(x) =
M∑
j=r+1
x
µj(x+ µjgj)
> 0.
Let us show that f3(x) is inreasing on x. For that it enough to show that
df3(x)
dx
≥ 0. Let us
onsider
df3(x)
dx
=
h′1(x)(1 − ρ) + h
′
1(x)h2(x) − h1(x)h
′
2(x)
(1− ρ+ h1(x) + h2(x))2
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Sine h′1(x) > 0 and 1− ρ > 0:
df3(x)
dx
≥ 0 if h′1(x)h2(x) − h1(x)h
′
2(x) ≥ 0.
Let us onsider
h′1(x)h2(x) − h1(x)h
′
2(x) =
r∑
i=1
gi
(x+ µigi)2
M∑
k=r+1
x
µk(x+ µkgk)
−
r∑
i=1
x
µi(x+ µigi)
M∑
k=r+1
gk
(x+ µkgk)2
=
=
r∑
i=1
M∑
k=r+1
(
gix
(x + µigi)2(x+ µkgk)µk
−
gkx
µi(x+ µigi)(x+ µkgk)2
)
=
=
r∑
i=1
M∑
k=r+1
x
(x + µigi)(x + µkgk)
(
gi
µk(x + µigi)
−
gk
µi(x+ µkgk)
)
=
=
r∑
i=1
M∑
k=r+1
x
(x + µigi)(x + µkgk)
(
µigi(x + gkµk)− µkgk(x+ µigi)
µiµk(x+ µkgk)(x + µigi)
)
=
=
r∑
i=1
M∑
k=r+1
x2 (µigi − µkgk)
(x + µigi)2(x+ µkgk)2µkµi
≥ 0,
Then
df3(x)
dx
≥ 0 and f3(x) is an inreasing funtion of x. As µjgj ≥ µpgp, j ≤ p, then we prove
the statement of Lemma 15.
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