Regression with Non-independent Values of the Dependent Variable by Steel, Robert G. D. et al.
December, 1957 
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of the Dependent Variable 
Robert G. D. Steel* 
Consider the model 
BU-89-Iv 
where x.=X.-x, i=l,•••,n, and €; is normally distributed with zero mean. 
:L :L .. 
The complete set of observations may be written as 
Y = X(~) + R 
where Y and R are n x 1 matrices and X is an n x 2 matrix. Let the covari-
ance matrix of the € 1s 1 i.e. RR', be M. 
In the usual regression, we assume M = Ia2 , i,e, the € 1s are inde-
pendent and have a common variance. A fairly common regression problem 
arises when 
0 .•. 0 
0 
' 
i.e. when the € 1s are assumed to be independent but are multiples of a 
common variance; a regression of means, based on different numbers of ob-
servations, on an independent variable exemplit'ies this case. The lea.st 
common case, where M is a non-singular, covariance matrix, arises when 
the assumptions of independence are not justified. 
\f.hen normality is assumed, the joint distribution of the Y.'s requli·cs 
l. 
the quadratic form 
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where aij is an element of M-1• It is required to minimize this expression 
. . . 
by appropriately estimating ~ and ~. 
The partial derivatives are: 
8Q ij ~- = - I: (Yi·~-x.~) I: a u~ i ~ j 
Equating the derivatives to zero, we obtain 
ij A . ij A ij ( I: a )~ + (I: xi I: a )~ = I: Yi E a 
i,j . 1 J . i j 
Solution of these equations is given by 
A 
J..l. = 
A 
~ = 
I: aij 
i,j 
I: aijx 
i,j j 
I: aij 
i,j 
i" E a Jx 
. J j ~, 
(as 
If we define x as 
EY1Eaij 
i j 
ij EY1Ea xj i j 
for ~) I 
(l) 
(2) 
-3-
then 
and • 
\{hen the € 1s are independent and their variances are multiples of a 
common variance, equations (l) and (2) reduce to 
Ew1Y1 !:wixi 
,. Ew1x1Y1 Ew1x~ 
~ = r.w. Ew1x1 l. 
!:wixi r.wixf 
!:w. 
.Ewi yi l. 
,. 
t3 = I (as for ~)I 
since the ~2 's now cancel. -In this case, it is customary to define x as 
-
(.Ewixi)/Ewi • Then r.w.x.=O and ~=(Ew.Y.)/r.w .• l. l. l. l. l. 
When the € 1 s are independent and have a common variance, equations (l) 
and (2) become 
!:Yi Ex. l. 
~iyi .Ex2 ,. i 
ll = n !:xi 
Ex1 Ex~ l. 
n LY i 
r.xi r.xi yi 
j(as for~)~ 
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and the cr21 s again cancel. Here we define x as (r.Xi)/n. Now r.x1=0 and 
~:r:EY1/n. 
In the general case, i.e. correlated € 13 1 we have assumed that M was 
"" "" at our disposal. Since ~ and ~ turn out to be linear combinations of the 
Y's, we are able to compute their variances and covariance. In the two 
special cases, the same is true. However if cr2 is unknown, it is now 
possible and relatively easy to estimate cr2 and, in turn, compute an esti-
mate of the variances and covariance, Known sampling distributions apply 
to these two special cases. 
Example 
Consider the following set of data 
i X y 
1 ool 114 
2 0 124 
3 +1 143 
with 7/24 1/6 1/12 
M= 1/6 4/6 2/6 
1/12 2/6 7/6 
and 
-5-
4 
-1 0 
-1 
-1 2 -1/2 M = ; 
0 -1/2 1 
Applying equations (1) and (2), we find 
3(114)~(124)~(143) 
-4(114)+(l~X124)+1(143) 
4 
3(-1)+1(~) 
= 127.3 
55/4 
i:olj 
= 3. 
i:cr2j = 1/2 
i:cr3j = 1/2 
~1(3)+1(!) 
-1(-4)+1(1) 
1 
-2-2 
5 
If there were zero covariances and the variances were 7/24, 4/6 
and 7/6, then 
0 
( 240/7 6/04 00 ) and M-1 = 
0 0 6/7 
4/6 
0 
Now 
-6--
= 126.8 
.. 
= 13.5 • 
If the variances were equal, then we would find 
,. r,y 
fJ.. = 3 
= 127 
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