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IMAGE SETS AND BASIC ERGODIC PROPERTIES IN
NON-INVERTIBLE DYNAMICS
ROLAND ZWEIMU¨LLER
Abstract. While routinely used in other areas of dynamics, image sets are
ill-defined objcts in non-invertible measurable dynamics. We propose a way
of consistently working with them, and illustrate it in the context of basic
ergodic properties like recurrence, ergodicity and exactness of null-preserving
transformations.
1. Introduction
The purpose of this note is to address the role of image sets in elementary mea-
surable dynamics, where their na¨ıve use may invalidate formal arguments. Beyond
the inescapable fact that the image-set operation A 7→ TA does not commute with
intersection, there are two unpleasantries specific to measurable dynamics. These
cause a few inaccuracies and unnecessary restrictions scattered across the ergodic
theory literature. We propose a way of efficiently alleviating these two problems.
Consider a measure preserving map T on a probability space (X,A, µ). Unless T
is invertible, images TA of measurable sets A ∈ A can exhibit appalling properties
and are therefore best avoided in the general theory: First, in the present general
setup, there is no reason for TA to be measurable. Second, even if T has measurable
images, meaning that A ∈ A implies TA ∈ A, the operation A 7→ TA does not,
in general, preserve null-sets. There may be ambitious null-sets A ∈ A for T with
µ(A) = 0 but µ(TA) > 0.
Example 1.1 (Ambitious null-sets of probability preserving maps). a) Let
X := {0, 1}, A its power set, and µ := δ0 (unit point mass at x = 0). Then Tx := 0
defines a measure preserving map on the probability space (X,A, µ). Here, A := {1}
satisfies µ(A) = 0 and µ(TA) = 1. Admittedly, this bad set simply disappears if
we restrict the map to the forward invariant subset Y := {0} of full measure, thus
passing to a nicer isomorphic version of the system. Now a more serious example:
b) Let X := [0, 1]N0 = {x = (sj)j≥0 : sj ∈ [0, 1]}, A :=
⊗
n≥0 B[0,1], and
µ :=
⊗
n≥0 λ
1, where λ1 denotes one-dimensional Lebsgue measure. The shift
map T : X → X with T (sj)j≥0 := (sj+1)j≥0 defines a probability preserving sys-
tem of fundamental importance, the (one-sided) Bernoulli shift (X,A, µ, T ) over
([0, 1],B[0,1], λ
1). It provides us with the canonical model for an independent se-
quence of uniformly distributed random variables Xj in [0, 1], via (Xj)j≥0 := (pi ◦
T j)j≥0, where pi((sj)j≥0) := s0.
This very important system comes with an abundance of ambitious null-sets.
For example, letting As := {s} × [0, 1]N ∈ A, we obviously have µ(As) = 0 and
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µ(TAs) = 1 for all s ∈ [0, 1], since TAs = X. (This is a folklore example, see e.g.
[1], p.7.)
It is impossible to get rid of these problematic sets by removing some small set of
bad points as in a) above: Take any Y ∈ A with µ(Y c) = 0. Apply Fubini’s theorem
to the product X = [0, 1] × [0, 1]N to see that for λ1-a.e. s ∈ [0, 1], the projection
into [0, 1]N of the section (Y ∩As) ∩ pi−1{s} has full measure under
⊗
n≥1 λ
1. But
then µ(T (Y ∩ As)) = 1 for all such s.
For these reasons, A 7→ TA is not a meaningful operation in the general theory.
This is regrettable since a good understanding of certain image sets can be crucial
for the study of concrete families of dynamical systems, and thinking in terms of
image sets may aid our intuition also when working in an abstract framework.1
The issue of measurability has been addressed before. Reference [3] proposes to
replace TA by (a version of) its measurable hull. However, this still does not result
in a natural operation (one which preserves set relations satisfied up to null-sets)
and the undesirable phenomena caused by ambitious null-sets remain.
Below we propose to use, in place of the set-theoretic image TA (or its measurable
hull), the “essential image” TˆA of A, which is always measurable, unique up to
sets of measure zero and, most important, has the “right” properties, meaning
that the operation A 7→ TˆA is consistent with set theoretic relations mod µ, and
behaves well under countable set operations (Section 2). Moreover, A 7→ TˆA is
also consistent with our intuitive understanding of dynamical properties, where
the operation A 7→ TA is not. We illustrate this is Sections 3 and 4, where we
characterize several basic ergodic properties of null-preserving dynamical systems
in terms of essential images. The point to keep in mind there is that, while easy,
many of these results fail (even for systems with measurable images) if we use set-
theoretic images TA (or their measurable hulls) rather than essential images TˆA.
The arguments below are easy, elementary, and work for arbitrary σ-finite mea-
sure spaces (rather than just Lebesgue spaces, say) and null-preserving (not just
measure-preserving) maps.
Acknowledgments. I am grateful to Max Thaler and Maik Gro¨ger for inspiring
discussions related to this subject. The use of corridors in the discussion of exact-
ness was suggested by Max Thaler (a long time ago).
2. Null-preserving maps and essential images
Relations mod null-sets. For ν some measure on a measurable space (X,A),
call A ∈ A a measurable support of ν if it carries all the mass in that ν(Ac) = 0.
We shall say that ν is equivalent to another measure µ on A, written ν ≃ µ, if
ν ≪ µ ≪ ν. Given A ∈ A we denote the restriction of ν to the trace-σ-algebra
A ∩ A simply by ν|A. The set A is a null-set if A ∈ A and ν(A) = 0.
1In fact, various texts define basic concepts from topological dynamics using image sets rather
than (better behaved) preimages, presumably for exactly this reason. For example, topological
mixing of T : X → X is often defined by requiring that for any non-empty open U, V one has
TnU∩V 6= ∅ for n ≥ N(U, V ). The equivalent formulation that U∩T−nV 6= ∅ for n ≥ N(U, V ) is
less popular even though it involves nicer objects (the T−nV being open). It seems the consensus
is that the first variant is more intuitive.
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Let (X,A, λ) and (X ′,A′, λ′) be σ-finite measure spaces. We often wish to
identify sets which only differ by a set of measure zero, and for the sake of brevity
use the symbols
.
= and
.
⊆ to indicate this essential equality, and inclusion up to
null-sets, in the respective spaces when the measures are understood. Thus, for
A,B ∈ A, the statement A
.
= B means λ(A△B) = 0, and for A′, B′ ∈ A′, we write
A′
.
⊆ B′ to express that λ′(A′ \ B′) = 0. Trivially, A
.
= B iff A
.
⊆ B and B
.
⊆ A,
and we shall call any such B ∈ A a version of A. Under countable set operations
these relations obey the same rules as = and ⊆ (which can be expressed by saying
that the quotient space of equivalence classes forms a Boolean σ-algebra, see §15.2
of [9]). For measurable maps S, T : X → X ′ we write S
.
= T if S = T outside some
null-set, and call S a version of T .
We shall work with actual sets and functions rather than equivalence classes for
the relation
.
=. Where an object is only defined up to sets of measure zero, we use
an arbitrary but fixed version.
Null-preserving maps. One minimal assumption which ensures that a measur-
able map T : X → X ′ respects null-sets in a sense natural for ergodic theory is that
T should be null-preserving (with respect to λ and λ′), meaning that the image of
λ under T is absolutely continuous, λ ◦ T−1 ≪ λ′. Explicitly,
(2.1) λ′(A′) = 0 implies λ(T−1A′) = 0 for A′ ∈ A′.
In this case, the canonical preimage operation T−1 : A′ → A obviously preserves
the relations
.
= and
.
⊆ in that A′
.
⊆ B′ entails T−1A′
.
⊆ T−1B′ and (hence) A′
.
=
B′ entails T−1A′
.
= T−1B′. (Whence T−1 is a σ-homomorphism of Boolean σ-
algebras.) But there may still be a ambitious null-set for T , see Example 1.1. Any
version T◦
.
= T of T is again null-preserving and satisfies T−1◦ A
′ .= T−1A′ for all
A′ ∈ A′.
Essential images under null-preserving maps. To motivate our main defini-
tion, we adopt the viewpoint that the statements x′ ∈ A′ and x′ ∈ B′ represent the
same information2 about the position of some point x′ ∈ X ′ provided that A′
.
= B′.
Now let T : X → X ′ be a null-preserving map, and suppose that x′ = Tx. The
statements x′ ∈ A′ and x′ ∈ B′ imply x ∈ T−1A′ and x ∈ T−1B′, respectively, and
the previous paragraph then confirms that these two represent same information
about the position of x.
However, the possibility of ambitious null-sets means that we cannot revert the
preceding argument. Assuming A
.
= B, the statements x ∈ A and x ∈ B should
represent same information, but the respective “predictions” x′ ∈ TA and x′ ∈ TB
about the position of x′ := Tx which they result in, can differ wildly. Consequently,
the operation A 7→ TA does not provide a consistent way of predicting the position
of x′ in the present setup.
We are going to replace it by a related operation A 7→ TˆA which is not only
consistent with
.
=, but is also the most useful variant of the flawed A 7→ TA in the
following sense: The smaller the predicted target set, the more useful the prediction.
Given A ∈ A we thus wish to choose an essentially minimal set A′ ∈ A′ such that
x ∈ A ⇒ Tx ∈ A′ is true3 for a.e. x, that is, A
.
⊆ T−1A′. The latter condition
2Throughout, the terms “information” and “prediction” are used in an informal way.
3Note: For arbitrary T : X → X′ and A ⊆ X, the set-theoretic image TA is the smallest
A′ ⊆ X′ such that ∀x ∈ X : x ∈ A⇒ Tx ∈ A′ is true.
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can be stated as λ(A \ T−1A′) = λ|A ◦ T
−1((A′)c) = 0, which says that A′ is a
measurable support (see above) of the image measure λ|A ◦ T
−1. This leads us to
Definition 2.1. Let T : X → X ′ be a null-preserving map between two σ-finite
measure spaces (X,A, λ) and (X ′, A′, λ′). For A ∈ A an essential image of A
under T is a measurable support A′ of λ|A ◦ T
−1 which is λ′-minimal (we cannot
remove any λ′-positive subset and still have a support of λ|A ◦ T
−1), and hence a
set A′ ∈ A′ such that
(2.2) λ′|A′(C
′) > 0 iff λ|A ◦ T
−1(C′) > 0 whenever C′ ∈ A′,
that is,
(2.3) λ′(A′ ∩ C′) > 0 iff λ(A ∩ T−1C′) > 0 whenever C′ ∈ A′.
Essential images A′ of A are unique up to λ′-null sets (details below). We shall
use TˆA to denote an arbitrary version of A′, fixed for the statement or argument
in which it occurs. Clearly then, statements about TˆA can only hold up to sets of
measure zero. For example, the trivial fact that any set A′ ∈ A′ with A′
.
= ∅ is
an essential image of A := ∅, will be expressed by writing Tˆ∅
.
= ∅. Since these
objects are just defined up to λ′-null-sets, only countable set operations are well
defined on essential images, while uncountable unions etc are not.
One simple and useful characterization of essential images TˆA (statement (ii) of
the following result), which also motivates the present notation, is in terms of the
transfer operator T̂ of T . For u ∈ L1(λ) and ν the measure with density u with
respect to λ, we let T̂ u denote any version (fixed for the statement or argument in
which it occurs) of the density of ν◦T−1 w.r.t. λ′. Then,
∫
(f ′◦T )u dλ =
∫
f ′ T̂ u dλ′
for u ∈ L1(λ) and f ′ ∈ L∞(λ′), and the definition of T̂ u extends to possibly non-
integrable measurable u : X → [0,∞) in the obvious way.
The operation of taking essential images has natural properties, and goes well
with countable set operations. The proofs are easy exercises (in patience). But
be aware that due to the possibility of ambitious null-sets, the “obvious” state-
ments (2.5)-(2.9) and (2.20) are false if we replace essential images by ordinary
set-theoretic images, even if we assume that the latter are measurable.
Proposition 2.1 (Elementary properties of essential images TˆA). For any
null-preserving map T : X → X ′ between two σ-finite measure spaces (X,A, λ) and
(X ′,A′, λ′) the following hold.
(i) Every A ∈ A posesses an essential image A′. The essential images of A form
an equivalence class under
.
=. We use TˆA to denote an arbitrary representative of
this class.
(ii) The essential images of A are exactly the sets A′ = {u′ > 0} with u′ some
density of λ|A ◦ T
−1 with respect to λ′. In brief,
(2.4) TˆA
.
= {T̂1A > 0}.
IMAGE SETS AND BASIC ERGODIC PROPERTIES 5
(iii) For A ∈ A and A′ ∈ A′,
λ(A) > 0 iff λ′(TˆA) > 0,(2.5)
λ(T−1A′) > 0 iff λ′(TˆX ∩ A′) > 0.(2.6)
(iv) For A,B ∈ A and B′,M ′ ∈ A′,
A
.
= B implies TˆA
.
= TˆB,(2.7)
A
.
⊆ B implies TˆA
.
⊆ TˆB,(2.8)
A
.
⊆ T−1B′ iff TˆA
.
⊆ B′.(2.9)
A
.
= T−1B′ implies A
.
= T−1TˆA.(2.10)
T−1A′
.
⊆ T−1B′ iff TˆX ∩ A′
.
⊆ TˆX ∩B′.(2.11)
∃M ′ s.t. A
.
⊆ T−1M ′ & B
.
⊆ (T−1M ′)c iff TˆA ∩ TˆB
.
= ∅.(2.12)
(v) For A,B ∈ A and B′ ∈ A′,
A
.
⊆ T−1TˆA,(2.13)
Tˆ T−1B′
.
= TˆX ∩B′,(2.14)
Tˆ
(
A ∩ T−1B′
) .
= TˆA ∩B′,(2.15)
T−1(TˆX ∩B′)
.
= T−1B′.(2.16)
(vi) For any An ∈ A, n ≥ 1,
Tˆ
(⋃
n≥1An
)
.
=
⋃
n≥1TˆAn,(2.17)
Tˆ
(⋂
n≥1An
) .
⊆
⋂
n≥1TˆAn.(2.18)
(vii) Let T ′ : X ′ → X ′′ be a null-preserving map between the σ-finite spaces
(X ′, A′, λ′) and (X ′′, A′′, λ′′). Then, for any A ∈ A,
(2.19) ̂(T ′ ◦ T )A
.
= Tˆ ′TˆA.
If (X,A, λ) = (X ′, A′, λ′), then T̂ nA
.
= Tˆ nA for A ∈ A and n ≥ 1.
(viii) Let T◦ : (X,A, λ)→ (X ′, A′, λ′) be another null-preserving map. Then
(2.20) T = T◦ a.e. on A implies TˆA
.
= Tˆ◦A.
In particular, if T = T◦ a.e. on X, then TˆA
.
= Tˆ◦A for all A ∈ A.
(ix) If λ or λ′ is replaced by an equivalent σ-finite measure, then the essential
images TˆA of any A ∈ A remain the same.
To keep the arguments very elementary, we will not use the characterization (2.4)
via the transfer operator T̂ (and hence the Radon-Nikodym Theorem) in the proof
of the other statements. As a warm-up we therefore give an independent proof that
any measure has a measurable support which is minimal with respect to a given
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σ-finite reference measure. (Note that the image of a σ-finite measure need not be
σ-finite, even if the map is null-preserving.)
Lemma 2.1 (Existence of a λ-minimal support for ν). Let (X,A, λ) be a σ-
finite measure space, and ν another measure on (X,A). Then there is a measurable
support A ∈ A of ν, unique (mod λ), which is λ-minimal in that every measurable
support B ∈ A of ν satisfies A
.
⊆ B.
Proof. Passing to an equivalent measure, we can assume w.l.o.g. that λ(X) = 1.
Set N := {N ∈ A : ν(N) = 0}, then ∅ ∈ N and N is closed under countable
unions. A routine exhaustion argument shows that N contains some λ-maximal
set M . Indeed, let s := sup{λ(N) : N ∈ N} ∈ [0, 1], then there are Mn ∈ N such
that λ(Mn) → s. Define M :=
⋃
n≥1Mn, then M ∈ N . Since λ(Mn) ≤ λ(M) ≤ s
for all n, we have λ(M) = s. Thus, M is λ-maximal in N (in that N
.
⊆ M for
all N ∈ N ), and A := M c is a λ-minimal support of ν. Uniqueness (mod λ) is
immediate. 
Proof of Proposition 2.1. (i)Apply the lemma to ν′ := λ|A◦T
−1 on (X ′,A′, λ′).
(iii) Statement (2.5) is immediate if we take C′ := X ′ in (2.3). Assertion (2.6)
is also a special case of (2.3), with A := X .
(v) For (2.13) set C′ := (TˆA)c, then λ′(TˆA ∩ C′) = 0. By definition of TˆA, we
thus find that λ(A \ T−1TˆA) = λ(A ∩ T−1C′) = 0 as required.
Evidently, (2.14) is contained in (2.15), and we prove that latter statement: To
see that D′ := TˆA ∩ B′ is an essential image of D := A ∩ T−1B′, we need only
check that for every C′ ∈ A′ we have λ′(D′ ∩ C′) > 0 iff λ(D ∩ T−1C′) > 0. But
λ′(D′ ∩C′) = λ′(TˆA ∩ (B′ ∩C′)) while λ(D ∩ T−1C′) = λ(A ∩ T−1(B′ ∩C′)), and
the desired equivalence is immediate from the definition of TˆA.
The opposite inclusion of (2.16) being obvious, we have to check that T−1B′
.
⊆
T−1(TˆX∩B′). This follows via (2.14) and (2.13) as T−1(TˆX∩B′)
.
= T−1Tˆ (T−1B′)
.
⊇
T−1B′.
(iv) We check (2.9): Writing A′ := TˆA we have A′
.
⊆ B′ iff λ′(A′ ∩ (B′)c) = 0.
By (2.3) the latter condition is equivalent to λ(A ∩ (T−1B′)c) = 0, that is, to
A
.
⊆ T−1B′.
Statement (2.7) is immediate once we prove (2.8). Note that (2.8) follows from
(2.9) once we check that B′ := TˆB satisfies A
.
⊆ T−1B′. But this is easy since
A
.
⊆ B
.
⊆ T−1B′ by (2.13).
Turning to (2.10), note that by (2.13) we have A
.
⊆ T−1TˆA anyway, and we only
need to check T−1TˆA
.
⊆ A, that is, λ(Ac ∩ T−1TˆA) = 0. In view of (2.3) this is
equivalent to λ′(TˆAc ∩ TˆA) = 0. Due to (2.9), our assumption A
.
= T−1B′ entails
TˆA
.
⊆ B′. But it also implies Ac
.
= (T−1B′)c = T−1(B′)c, and hence (using (2.9)
again) TˆAc
.
⊆ (B′)c. Therefore, TˆAc ∩ TˆA
.
= ∅ as required.
Consider statement (2.11), and assume first that TˆX ∩ A′
.
⊆ TˆX ∩ B′. As T is
null-preserving, this implies T−1(TˆX ∩A′)
.
⊆ T−1(TˆX ∩B′) and hence, via (2.16),
T−1A′
.
⊆ T−1B′. For the converse suppose that the right-hand inclusion fails,
so that C′ :
.
= TˆX ∩ (A′ \ B′) ∈ A′ satisfies λ′(C′) > 0. Then (2.6) shows that
λ(T−1(A′ \B′)) > 0, meaning that T−1A′
.
⊆ T−1B′ fails, too.
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As for assertion (2.12), assume first that A
.
⊆ T−1M ′ and B
.
⊆ (T−1M ′)c for
some M ′ ∈ A′. Then (2.9) shows that TˆA
.
⊆ M ′ while TˆB
.
⊆ (M ′)c. Conversely,
suppose that TˆA ∩ TˆB
.
= ∅, and set M ′ := TˆA ∈ A′. Due to (2.13) we then have
A
.
⊆ T−1M ′ and B
.
⊆ T−1TˆB
.
⊆ T−1(M ′)c.
(vi) To check that the set A′ :=
⋃
n≥1TˆAn is an essential image of A :=
⋃
n≥1An,
we directly use (2.3). Take any test set C′ ∈ A′ and assume that λ′(A′ ∩ C′) =
λ′(
⋃
n≥1TˆAn ∩ C
′) > 0, then λ′(TˆAn ∩ C′) > 0 for some n, and hence λ(An ∩
T−1C′) > 0 by definition of TˆAn. Consequently, λ(A ∩ T
−1C′) = λ(
⋃
n≥1An ∩
T−1C′) > 0, too. Analogously for the converse. This gives (2.17).
Now D :=
⋂
k≥1Ak ⊆ An and hence λ
′(TˆD ∩ (TˆAn)c) = 0 for n ≥ 1 by (2.8).
Therefore, λ′(TˆD \
⋂
n≥1TˆAn) ≤
∑
n≥1λ
′(TˆD ∩ (TˆAn)c) = 0, proving (2.18).
(vii) Take any C′′ ∈ A′′. By definition of Tˆ ′(TˆA) and TˆA, we see that indeed
λ′′(Tˆ ′TˆA ∩ C′′) > 0 iff λ′(TˆA ∩ (T ′)−1C′′) > 0 iff λ(A ∩ T−1(T ′)−1C′′) > 0, which
proves that Tˆ ′TˆA is an essential image of A under T ′ ◦ T .
(viii)We show that A′ := TˆA is an essential image of A under T◦. This amounts
to checking that for every C′ ∈ A′,
λ(A ∩ T−1C′) > 0 iff λ(A ∩ T−1◦ C
′) > 0.
But A ∩ {T = T◦} ∩ T−1C′ = A ∩ {T = T◦} ∩ T−1◦ C
′, and by assumption, A
.
=
A ∩ {T = T◦}. Hence the asserted equivalence.
(ix) Condition (2.2) does not change if we pass to equivalent measures.
(ii) According to the Radon-Nikodym Theorem the image measure λ|A ◦T
−1 ≪
λ′ has a density u′, and all its densities form an equivalence class under λ′-a.e.
equality of functions. It is straightforward that A′ ∈ A′ is a minimal support of
λ|A ◦ T
−1 iff A′ = {u′ > 0} for some density of this measure. 
Essential images and set-theoretic images. Let us further substantiate the
claim that essential images are not only similar to ordinary set-theoretic images,
but really are the right objects to study. Part (iii) of the next observation confirms
that in situations with measurable images, TˆA is indeed a version of a set-theoretic
image, provided that we take a suitable version of the set A to start with. Statement
(iv) shows that for strictly invertible T , the essential image TˆA is just a version of
TA. Here we call T a strictly invertible null-preserving map if it is bijective with
inverse T−1 : X ′ → X also null-preserving (with respect to λ′ and λ). In this case,
λ ◦ T−1 is equivalent to λ′.
Proposition 2.2 (Essential images versus set-theoretic images). Consider
a null-preserving map T : X → X ′ between two σ-finite measure spaces (X,A, λ)
and (X ′,A′, λ′). Then the following hold for every A ∈ A.
(i) If TA ⊆ A′ ∈ A′, then TˆA
.
⊆ A′.
(ii) In particular, if TA ∈ A′, then TˆA
.
⊆ TA.
(iii) Moreover, if TA ∈ A′, then there is some A◦ ∈ A, A◦ ⊆ A, such that
A◦
.
= A and TA◦ ∈ A
′ with TˆA
.
= TˆA◦
.
= TA◦.
(iv) If T is a strictly invertible null-preserving map, then TˆA
.
= TA.
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Proof. (i) & (ii) For (i) take the test set C′ := TˆA \ A′ ∈ A′, then A ∩ T−1C′ ⊆
A ∩ (T−1A′)c = ∅, so that λ(A ∩ T−1C′) = 0. By definition of TˆA this implies
λ′(TˆA \A′) = λ′(TˆA ∩C′) = 0, as required. For (ii) let A′ := TA.
(iii) Set A◦ := A ∩ T−1TˆA ∈ A, then A◦
.
= A because of (2.13), and (2.7)
ensures that TˆA◦
.
= TˆA. On the other hand, TA◦ = TA ∩ TˆA ∈ A′. To verify
TˆA◦
.
= TA◦, it remains to check that TA ∩ TˆA
.
= TˆA, which is is clear from (ii).
(iv) By strict invertibility we have TA ∈ A′ and λ ◦ T−1 ≃ λ′. Moreover,
A ∩ T−1C′ = T−1(TA ∩ C′) for every C′ ∈ A′. Hence λ′(TA ∩ C′) > 0 iff λ(A ∩
T−1C′) > 0, proving that TA is an essential image of A. 
Property (i) shows that TˆA is always contained (mod λ′) in the measurable hull
of TA which was used in [3]. As a caveat we mention that in general, that is,
without measurability of TA, assertion (iii) of the proposition fails:
(2.21) TˆA need not be a version of T◦A◦ for any A◦
.
= A and T◦
.
= T .
Example 2.1. Here is a probability-preserving map T : X → X ′ with a set A ∈ A
such that there is no A◦ ∈ A satisfying A◦
.
= A and TˆA
.
= TA◦.
Let X = X ′ := {0, 1}, A the power set of X, while A′ := {∅, X}, and let
µ = µ′ := (δ0 + δ1)/2. Then the identity Tx := x defines a measurable map of
(X,A, µ) onto (X ′, A′, µ′) with µ ◦ T−1 = µ′. Take A := {0}, then there are no
other versions A◦ of A, or T◦ of T , and X
′ is the only essential image of A. But
TA is not measurable, TA /∈ A′.
A characterization of the essential image operation. The above confirms
that essential images have natural properties. Given a null-preserving T , it turns
out that A 7→ TˆA is the unique monotone and null/positive preserving map Tˇ :
A → A′ which resembles the set-theoretic image operation in that Tˇ T−1B′
.
⊆ B′
for B′ ∈ A′.
Proposition 2.3 (Charactrization of A 7→ TˆA). Consider a null-preserving
map T : X → X ′ between two σ-finite measure spaces (X,A, λ) and (X ′,A′, λ′).
Assume that Tˇ : A → A′ satisfies, for A,B ∈ A and B′ ∈ A′,
λ(A) > 0 iff λ′(TˇA) > 0,(2.22)
A
.
⊆ B implies TˇA
.
⊆ TˇB,(2.23)
Tˇ T−1B′
.
⊆ B′,(2.24)
then TˇA
.
= TˆA for A ∈ A.
Proof. Fix any A ∈ A. Recalling A
.
⊆ T−1TˆA, we first note that (2.23) and (2.24)
immediately imply TˇA
.
⊆ Tˇ T−1TˆA
.
⊆ TˆA.
To check that also TˆA
.
⊆ TˇA, we prove that TˇA is a measurable support of
λ|A ◦ T
−1. Assume for a contradiction that
(2.25) λ|A ◦ T
−1((TˇA)c) = λ(A ∩ T−1(TˇA)c) > 0.
As B := A∩ T−1(TˇA)c
.
⊆ A, property (2.23) ensures that TˇB
.
⊆ TˇA. On the other
hand, B
.
⊆ T−1(TˇA)c, so that (2.23) and (2.24) give TˇB
.
⊆ Tˇ T−1(TˇA)c
.
⊆ (TˇA)c.
Together, these imply TˇB
.
= ∅, which in view of (2.22) contradicts (2.25). 
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A basic dynamical /probabilistic example. We conclude this section by il-
lustrating that essential images do provide the right answer in the context of a
fundamental type of measure preserving systems (or stochastic processes).
Example 2.2 (Images of cylinder sets of a Markov shift). Let I be a finite
set, P = (pi,j)i,j∈I an irreducible stochastic matrix over I, and p = (pi)i∈I its
invariant probability distribution, p = pP. A canonical way of constructing the
corresponding stationary Markov chain (Xn)n≥0 with state space I is to take X :=
IN0 = {x = (jk)k≥0 : jk ∈ I}, with σ-algebra A generated by all cylinder sets
[i0, . . . , im−1] := {x = (jk)k≥0 : jk = ik for 0 ≤ k < m}, and Markov measure
µ characterized by µ([i0, . . . , im−1]) = pi0pi0,i1 · · · pim−2,im−1 for all cylinders. The
shift map T : X → X with T (jk)k≥0 := (jk+1)k≥0 preserves µ. Now define pi :
X → I by pi(jk)k≥0 := j0, and set Xn := pi ◦ T n : X → I, n ≥ 0.
For a cylinder of the form A := [i], we trivially have TA = X, so that the set-
theoretic image in this concrete representation of the Markov chain does not enable
us to make a useful prediction if we know that x ∈ A, or equivalently, X0 = i. On
the other hand,
(2.26) TˆA
.
=
⋃
j:pi,j>0
[j],
corresponding to the obvious natural prediction that X0 = i a.s. implies X1 ∈
B :=
⋃
j:pi,j>0
[j] a.s. To validate (2.26) we can use the transfer operator (easily
obtained from the transition matrix), and observe that T̂1A
.
=
∑
j∈I
pi,j
pj
1[j], and
hence {T̂1A > 0}
.
= B. Now recall (2.4).
3. Essential images and basic dynamical properties
Null-preserving dynamical systems. In the following, a null-preserving (dy-
namical) system is a tuple S = (X,A, λ, T ) with (X,A, λ) some σ-finite measure
space, and T : X → X a null-preserving map. The goal of this section is to show
that essential images allow us to describe some basic dynamical properties and
objects in a way compatible with our intuitive understanding of image sets.
The dynamical features discussed below are not affected if we change the maps,
sets, or functions involved on sets of measure zero. By routine arguments which
we do not reproduce here, we can regard the systems given by two null-preserving
maps S and T on (X,A, λ) as the same whenever S
.
= T . It is therefore enough for
T to be defined mod λ.
Invariant sets. Given a null-preserving system S = (X,A, λ, T ), a set A ∈ A
is forward invariant (or absorbing) if A
.
⊆ T−1A. It is invariant4 if A
.
= T−1A.
In either case, we can restrict T to A to obtain a smaller null-preserving system5
S |A:= (A,A ∩ A, λ |A∩A, T |A). In the second case, Ac is also forward invariant,
and we can study the subsystems S |A and S |Ac separately. The system is ergodic
if every invariant set A satisfies 0 ∈ {λ(A), λ(Ac)}.
4It seems natural to a priori define notions like (forward) invariant sets, wandering sets, tail
sets etc via conditions insensitive to null-sets. We skip the easy routine arguments proving that
this leads to the standard concepts. For example, for any invariant set A
.
= T−1A in the sense of
our definition there is some strictly invariant set B = T−1B with A
.
= B.
5Note that T |A need not map all of A into A, but it maps a.e. point of A into A, and we use
the convention of the previous paragraph.
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It is tempting to intuitively interpret forward invariance as meaning that TA ⊆
A (mod λ). Due to the possibility of ambitious null-sets this is false, even for
probability preserving maps and measurable TA, but the corresponding statement
for essential images is correct.
Proposition 3.1 (Invariant sets via essential images). Let S = (X,A, λ, T )
be a null-preserving system and A ∈ A. Then,
(3.1) A is forward invariant iff TˆA
.
⊆ A.
In particular,
(3.2) A is invariant iff TˆA
.
⊆ A and TˆAc
.
⊆ Ac.
Therefore S is ergodic iff TˆA
.
⊆ A and TˆAc
.
⊆ Ac together imply λ(A)λ(Ac) = 0.
Proof. Since A is invariant iff both A and Ac are forward invariant, it suffices to
prove (3.1). If A
.
⊆ T−1A, then by (2.8) and (2.14), TˆA
.
⊆ Tˆ T−1A
.
⊆ A. But if
TˆA
.
⊆ A, then A
.
⊆ T−1TˆA
.
⊆ T−1A by (2.13). 
Identifying (forward) invariant sets is a basic reduction step. To analyse the
behaviour of (forward) orbits of points from a given set A ∈ A, we have to study
(at least) the smallest subsystem S |Y which contains A (mod λ). A na¨ıve first look
might suggest that any suitable Y ∈ A must satisfy
⋃
n≥0 T
nA
.
⊆ Y . This is false
(even for probability preserving maps and measurable T nA), but the corresponding
assertion using essential images is correct. Call Y ∈ A a (forward) invariant hull
of A ∈ A if Y is (forward) invariant with A
.
⊆ Y , and if it is minimal in that every
(forward) invariant Z ∈ A with A
.
⊆ Z satisfies Y
.
⊆ Z. It is immediate from the
minimality condition in this definition that the (forward) invariant hulls of A form
an equivalence class under
.
=. If a set which is only defined up to null-sets has this
property, we can justly call it the (forward) invariant hull of A. Be aware that,
in general, the following is incorrect if we use T nA in place of Tˆ nA, even if T has
measurable images.
Proposition 3.2 (Invariant hulls via essential images). Let S = (X,A, λ, T )
be a null-preserving system and A ∈ A. Then,
(3.3) A→ :=
⋃
m≥0Tˆ
mA is the forward invariant hull of A,
and
(3.4) A	 :=
⋃
n≥0T
−n⋃
m≥0Tˆ
mA is the invariant hull of A.
Proof. (i) We have A→ ∈ A and A
.
⊆ A→ by definition. Suppose that A
.
⊆ H
for some forward-invariant set H ∈ A, then TˆmA
.
⊆ TˆmH
.
⊆ H for m ≥ 0, and
hence A→
.
⊆ H . The set A→ itself is forward-invariant: Using (2.13) confirms that
A→
.
⊆
⋃
m≥0T
−1Tˆm+1A = T−1
⋃
m≥1Tˆ
mA ⊆ T−1A→.
(ii) Evidently, A	 ∈ A and A
.
⊆ A	. Suppose that A
.
⊆ H for some invariant
set H ∈ A. By (i) we have A→
.
⊆ H and hence T−nA→
.
⊆ T−nH for n ≥ 0,
which implies T−nA→
.
⊆ H . Therefore, A	 =
⋃
n≥0 T
−nA→
.
⊆ H . Also, T−1A	
.
=⋃
n≥1 T
−nA→
.
= A	 because (i) shows that A→
.
⊆ T−1A→. 
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Nonsingular sets and systems. In the literature, the term nonsingular is used
in different ways. We shall say that the null-preserving system S is nonsingular if
λ ◦ T−1 is equivalent to λ, λ ◦ T−1 ≃ λ, but we do not ask for invertibility. Call
A ∈ A a nonsinglar set for S if it is forward invariant with S |A nonsingular.
Intuitively, a null-preserving system is nonsingular if the map T is onto. But again,
the na¨ıve interpretation TX = X (mod λ) fails to characterize the desired property,
unless it is modified by using essential images.
Proposition 3.3 (Nonsingular sets via essential images). Let S = (X,A, λ, T )
be a null-preserving system and A ∈ A. Then,
(3.5) A is nonsingular iff TˆA
.
= A.
In particular,
(3.6) S is nonsingular iff TˆX
.
= X.
Proof. It suffices to prove (3.5). Under either condition, A is forward invariant (use
Proposition 3.1), so that λ(A ∩ T−1C) = λ(A ∩ T−1(A ∩C)) = λ(T−1|A (A ∩C)) for
every C ∈ A. Therefore, the condition for S|A to be nonsingular, λ|A(C) > 0 iff
λ(T−1|A (A∩C)) > 0, is equivalent to A being an essential image of A, λ(A∩C) > 0
iff λ(A ∩ T−1C) > 0. 
There is always a well-defined maximal nonsingular set (possibly empty). We
call the set XN in the next proposition the nonsingular part of X , and S |XN the
nonsingular part of S.
Proposition 3.4 (The nonsingular part of S). Let S = (X,A, λ, T ) be a null-
preserving system. Then there exists a nonsingular set XN ∈ A, unique (mod λ),
which is maximal in that A
.
⊆ XN for every nonsingular A ∈ A.
Proof. Uniqueness (mod λ) is immediate from the maximality condition. Passing
to an equivalent measure, we can assume w.l.o.g. that λ(X) = 1. Define M :=
{M ∈ A : M nonsingular for S}, then ∅ ∈ M and M is closed under countable
unions. Indeed, if M1,M2, . . . are nonsingular for S, then (2.17) shows that M :=⋃
n≥1Mn satisfies TˆM
.
=
⋃
n≥1TˆMn
.
= M , and hence is nonsingular. Now let
s := sup{λ(M) : M ∈ M} ∈ [0, 1], then there are Mn ∈M s.t. λ(Mn)→ s. Define
XN :=
⋃
n≥1Mn, then XN ∈M, and since clearly λ(XN) ≥ s, this nonsingular set
is maximal in the required sense. 
Observe that Tˆ (
⋂
n≥0Tˆ
nX)
.
⊆
⋂
n≥1Tˆ
nX
.
=
⋂
n≥0Tˆ
nX by (2.18) and mono-
tonicity of (Tˆ nX)n≥0, and that this forward invariant set contains any nonsingular
set. In particular, XN
.
⊆
⋂
n≥0Tˆ
nX , but in general these sets do not coincide:
Example 3.1. Let X := {(m,n) : 1 ≤ m ≤ n} ∪ {(1, 0), (0, 0)} ⊆ Z2 equipped with
counting measure λ = # on its power set A (or any equivalent finite measure).
Define a null-preserving map T : X → X by T (m,n) := (m−1, n) for m > 1, while
T (1, n) := (1, 0) and T (1, 0) := T (0, 0) := (0, 0). For this system,
⋂
n≥0Tˆ
nX =
{(1, 0), (0, 0)} while XN = {(0, 0)}.
Remark 3.1. Why study null-preserving rather than nonsingular maps? One ob-
vious reason is that an abstract theory of null-preserving systems is more easily
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applied to concrete systems, since there are fewer conditions to check, and since
we do not have to identify the nonsingular part XN to get started. The latter can
be a nontrivial task, and the set XN may be a more complicated and hence less
convenient space to work on.
In addition, the class of nonsingular systems is not as robust as that of null-
preserving systems. For instance, if S is nonsingular, and A a forward invariant
set, then S |A need not be nonsingular. (Take Tx := x2 on X := [0, 1] with
Lebesgue measure, and A := [0, η] for some η ∈ (0, 1).)
Recurrence properties. Let S = (X,A, λ, T ) be a null-preserving system. Basic
standard notions describe recurrence properties of individual sets. Call A ∈ A a
wandering set if A ∩ T−nA
.
= ∅ for n ≥ 1. In contrast, A ∈ A is a recurrent set if
A
.
⊆
⋃
n≥1T
−nA. A routine argument shows that a recurrent set A is automatically
an infinitely recurrent set in that A
.
⊆ limn→∞T−nA.
Turning to essential images, property (2.3) immediately entails
(3.7) A is a wandering set iff A ∩ Tˆ nA
.
= ∅ for n ≥ 1.
Note, however, that the ad-hoc attempt to characterize recurrence (or infinite re-
currence) of a set A via A
.
⊆
⋃
n≥1Tˆ
nA (or A
.
⊆ limn→∞Tˆ nA) is misguided:
Example 3.2. Take Tx := 2x on [0,∞) with Lebesgue measure, then any bounded
neighborhood A of x = 0 satisfies A
.
⊆ Tˆ nA for n ≥ n0(A) without being recurrent.
(Since the system is invertible, this is not a question of how to interpret T nA.)
Nonetheless, one can characterize recurrence of the whole system in terms of
essential images. Recall that S is said to be conservative if λ(W ) = 0 for each
of its wandering sets. By a classical result (e.g. Theorem 2.3.4 of [7]), this is
equivalent to every A ∈ A being an (infinitely) recurrent set, and also to S being
incompressible, meaning that T−1B
.
⊆ B implies B
.
⊆ T−1B for all B ∈ A. Here is
a dual version of this theorem.
Proposition 3.5 (Recurrence properties of S via essential images). Let
S = (X,A, λ, T ) be a null-preserving system. Then the following are equivalent:
(i) S is conservative;
(ii) for every A ∈ A we have A
.
⊆
⋃
n≥1Tˆ
nA;
(iii) for every A ∈ A we have A
.
⊆ limn→∞Tˆ nA;
(iv) for every A ∈ A with TˆA
.
⊆ A we have TˆAc
.
⊆ Ac.
In this case, S is also nonsingular.
Proof. Obviously, (iii) implies (ii). Next, we check that (ii) entails (i): Asuming
(ii) we see that for every A ∈ A with λ(A) > 0 there is some n ≥ 1 for which
λ(A ∩ Tˆ nA) > 0. In view of (3.7) this means that A cannot be a wandering set,
and we conclude that S is conservative.
We now show that (i) implies (iii). Fix any A ∈ A. Suppose that λ(A) > 0
(otherwise the condition in (iii) is trivially satisfied). Assume first that we also
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have λ(A) < ∞, and hence 1A ∈ L1(λ). According to classical results (Theorem
3.1.6 in [4]),
∑
n≥1 T̂
n1A = ∞ a.e. on A. But since each T̂ n1A is in L1(λ) and
hence real-valued a.e., there is a null-set outside of which the series can only diverge
at x if x ∈ {T̂ n1A > 0} = Tˆ nA for infinitely many n. We can thus conclude that
A
.
⊆ limn→∞Tˆ
nA whenever λ(A) <∞. The general set A ∈ A can be represented
as A =
⋃
j≥1Aj with λ(Aj) < ∞. Apply the above to each Aj to see that again
A
.
⊆
⋃
j≥1 limn→∞Tˆ
nAj
.
⊆ limn→∞Tˆ nA.
To see that (i) is equivalent to (iv), recall that conservativity is equivalent to
incompressibility. Observe then that the two conditions T−1B
.
⊆ B and B
.
⊆ T−1B
which appear in the definition of the latter property translate into TˆBc
.
⊆ Bc and
TˆB
.
⊆ B, respectively, and set A := Bc.
Finally, assume conservativity. Then TˆX
.
⊆ X
.
⊆
⋃
n≥1Tˆ (Tˆ
n−1X)
.
⊆ X , due to
(ii) and the fact that Tˆ jX
.
⊆ X for j ≥ 0. Hence S is nonsingular by (3.6). 
4. The tail-σ-algebra and exactness
Sets which remain separated. Corridors. Identifying an invariant set A of a
null-preserving system S = (X,A, λ, T ) reveals a basic aspect of its global structure
and allows us to predict that for a.e. x ∈ A and y ∈ Ac the images T nx and T ny
will belong to the disjoint sets A and Ac at all times n.
To capture a general situation in which predictions of this flavour are possible
we shall, for A,B ∈ A, say that B remains separated from A (or simply that A
and B remain separated) if for every n ≥ 0 there is some set An ∈ A such that
A
.
⊆ T−nAn and B
.
⊆ T−nAcn so that, after n steps, a.e. point of A gets mapped
into An, while a.e. point of B is mapped into A
c
n. Using essential images, we can
express this very neatly, since (2.12) implies that
(4.1) A and B remain separated iff Tˆ nA ∩ Tˆ nB
.
= ∅ for n ≥ 0
(a characterization which fails if we use ordinary images Tˆ nA and Tˆ nB instead of
essential ones). A special case of the above occurs when A
.
= T−nAn (and hence
B := Ac
.
= T−nAcn) for n ≥ 0. We call (An)n≥0 a corridor with entrance A (or for
A) if the latter condition is satisfied.
Tail-σ-algebra and tail-sets. The tail σ-algebra of a null-preserving system
S = (X,A, λ, T ) is T(S) := {A ∈ A : A
.
= B for some B ∈
⋂
n≥0T
−nA}. Its
elements are the tail sets of S. This is a classical concept, first introduced in [8].
It is sometimes regarded the least intuitive of the concepts discussed here, but it is
easy to grasp the dynamical signficance of tail sets via the concepts just introduced.
Be aware that, in general, characterizations (iii) and (iv) below are incorrect if we
use T nA in place of Tˆ nA, even if T has measurable images.
Proposition 4.1 (Tail sets, corridors and essential images). Assume that
S = (X,A, λ, T ) is null-preserving and A ∈ A. Then the following are equivalent:
(i) A is a tail set;
(ii) A is the entrance to some corridor;
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(iii) A satisfies A
.
= T−nTˆ nA for n ≥ 0;
(iv) A and Ac remain separated.
In this case, a sequence (An)n≥0 in A is a corridor with entrance A iff
(4.2) Tˆ nA
.
⊆ An
.
⊆ Tˆ nA ∪ (Tˆ nX)c for n ≥ 0.
In particular, (Tˆ nA)n≥0 and (Tˆ
nA ∪ (Tˆ nX)c)n≥0 are the smallest and the largest
(mod λ) corridor with entrance A, respectively.
Proof. (i) implies (iv): Suppose that A is a tail set, A
.
= B with B ∈ T(S). By
definition of the tail-σ-algebra, there are Bn ∈ A such that B = T−nBn for n ≥ 0.
Hence, A
.
= T−nBn and therefore also A
c .= T−nBcn. According to (2.9) these
imply Tˆ nA
.
⊆ Bn and Tˆ nAc
.
⊆ Bcn, so that Tˆ
nA ∩ Tˆ nAc
.
= ∅ for all n ≥ 0.
(iv) implies (iii): By (2.13) it is clear that A
.
⊆ T−nTˆ nA. On the other hand,
using (2.13) and (iii) we see that Ac
.
⊆ T−nTˆ nAc, and therefore Ac ∩ T−nTˆ nA
.
⊆
T−nTˆ nAc ∩ T−nTˆ nA
.
= T−1(Tˆ nAc ∩ Tˆ nA)
.
= ∅, so that indeed A
.
= T−nTˆ nA.
(iii) implies (ii) since An := T
−nTˆ nA obviously defines a corridor.
(ii) implies (i): If (An)n≥0 in A is a corridor with entrance A, we define another
sequence (Bn) in A by letting Bn :=
⋂
l≥1
⋃
m≥lT
−mAm+n, n ≥ 0. It is immediate
that B := B0 = T
−nBn for all n, and thus B ∈ T(S). By assumption, T−mAm
.
= A
for all m ≥ 0, and therefore
⋃
m≥lT
−mAm
.
= A for all l ≥ 1, which entails B
.
= A.
Hence A is a tail set.
Assume now that A is a tail set. Suppose, in addition, that (An)n≥0 is a corridor
with entrance A. In view of (2.14), the defining condition A
.
= T−nAn of the
corridor implies Tˆ nA
.
= An ∩ Tˆ nX for n ≥ 0 and hence (4.2).
Conversely, suppose that (An) satisfies (4.2). Setting Bn := Tˆ
nA we have
A
.
⊆ T−nBn
.
⊆ T−nAn for n ≥ 0 by (2.13) and (4.2). On the other hand,
(4.2) guarantees that the sets Cn := Tˆ
nA ∪ (Tˆ nX)c satisfy T−nAn
.
⊆ T−nCn
.
⊆
T−nTˆ nA ∪ (T−nTˆ nX)c. Here, (T−nTˆ nX)c
.
= ∅ by (2.16), and T−nTˆ nA
.
= A as
remarked before. Therefore, T−nAn
.
⊆ A for n ≥ 0, and (An) is a corridor. 
It is immediate from the definition of a corridor that, for m ≥ 1,
(4.3) if (An)n≥0 is a corridor, then so are (A
c
n)n≥0 and (T
−mAn)n≥0.
There is a similar statement regarding (essential) forward images if the system is
nonsingular rather than just null-preserving.
Proposition 4.2 (Tail sets and corridors of nonsingular systems). Assume
that S = (X,A, λ, T ) is nonsingular and that A ∈ A is a tail set. Then,
(i) a sequence (An)n≥0 is a corridor with entrance A iff An
.
= Tˆ nA for n ≥ 0,
(ii) the essential image TˆA is a tail set with corridor (Tˆ n+1A)n≥0.
Proof. Statement (i) follows at once from the characterization (4.2) of coridors,
since (Tˆ nX)c
.
= ∅ for n ≥ 0 in the nonsingular case.
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Turning to (ii), let B := TˆA. Since S is nonsingular, we have TˆA∪TˆAc
.
= TˆX
.
=
X by (2.17). Equivalently, (TˆA)c ∩ (TˆAc)c
.
= ∅, so that Bc
.
⊆ TˆAc. But since A
fulfils condition (iv) of Proposition 4.1, we then find that
Tˆ nB ∩ Tˆ nBc
.
⊆ Tˆ n+1A ∩ Tˆ n+1Ac
.
= ∅ for n ≥ 0,
and applying Proposition 4.1 to B we see that the latter is indeed a tail set. The
explicit form of the corridor(s) follows from assertion (ii). 
Note that these fail if we drop the assumption that S is nonsingular:
Example 4.1. Let X := {0, 1}, A its power set, and λ := # (counting measure).
Then Tx := 0 defines a null-preserving map on (X,A, λ). Trivially, A := X is
a tail set, but B := {0} = TA
.
= TˆA is not, since there is no C ∈ A for which
B
.
= T−1C. Note that B is the only version of TˆA, hence TˆA is not a tail set.
We also see that the sequence (An)n≥0 with A0 := A and An := B for n ≥ 1 is a
corridor, while (An+1)n≥0 is not (because A1 is not a tail set).
What is the information that an initial point belongs to A ∈ A worth in terms of
set separation? To answer this, we need to identify the largest (mod λ) set B ∈ A
which remains separated from A. Call Y ∈ A a tail-measurable hull of A ∈ A (or
simply a tail of A) if Y is a tail set with A
.
⊆ Y , and if it is minimal in that every
tail set Z ∈ A with A
.
⊆ Z satisfies Y
.
⊆ Z. It is immediate from the minimality
condition in this definition that the tail-measurable hulls of A form an equivalence
class under
.
=. Be aware that, in general, assertion (i) below is false if we use TmA
in place of TˆmA, even if T has measurable images.
Proposition 4.3 (Tail-measurable hulls and separation). Let S = (X,A, λ, T )
be a null-preserving system. Take A,B ∈ A, then
(i) A≀ :=
⋃
m≥0T
−mTˆmA is the tail-measurable hull of A,
(ii) it satisfies (TˆA)≀
.
⊆ TˆA≀, and
(iii) (A≀)c is the largest set which remains separated from A.
(iv) Moreover, A≀ ∩B≀
.
= ∅ iff A≀ and B≀ remain separated
iff A and B remain separated.
Proof. (i)Note first that by (2.13), Am := T
−mTˆmA = T−(m−1)(T−1Tˆ (Tˆm−1A))
.
⊇
T−(m−1)(Tˆm−1A) = Am−1 for m ≥ 1. Therefore A≀
.
=
⋃
m≥nAm for all n ≥ 0. To
see that A≀ is a tail set, we validate condition (iii) of Proposition 4.1. Fix any n ≥ 0,
then (2.17) and (2.14) show that
T−nTˆ nA≀
.
= T−nTˆ n
⋃
m≥nAm
.
=
⋃
m≥nT
−n
(
Tˆ nT−n(T−(m−n)TˆmA)
)
.
⊆
⋃
m≥nT
−n(T−(m−n)TˆmA)
.
= A≀,
while A≀
.
⊆ T−nTˆ nA≀ by (2.13). Hence A≀ is a tail set. Evidently, A
.
⊆ A≀. Let Z
be any tail set with A
.
⊆ Z. Appealing to condition (iii) of Proposition 4.1 again,
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we then get T−nTˆ nA
.
⊆ T−nTˆ nZ
.
= Z for n ≥ 0, so that A≀
.
⊆ Z. This confirms
that A≀ is a tail-measurable hull of A.
(ii) Again exploiting monotonicity of (Am) and appealing to (2.13) we see that
T−1(TˆA)≀
.
= T−1
⋃
m≥0T
−mTˆm+1A
.
=
⋃
m≥1Am
.
= A≀
.
⊆ T−1TˆA≀. This is equiva-
lent to (ii).
(iii) It is immediate from (iv) in Proposition 4.1 that B := (A≀)c remains sep-
arated from A. To prove that B is maximal (mod λ) with this property, take any
C ∈ A which remains separated from A, and assume for a contradiction that C∩A≀
has positive measure. By definition of A≀ this means that there is some m ≥ 0 for
which λ(C ∩ T−mTˆmA) > 0. By the definition of TˆmC, however, the latter is
equivalent to λ(TˆmC ∩ TˆmA) > 0, thus contradicting our assumption that A and
C remain separated.
(iv) Assume first that A and B remain separated. Then (iii) ensures that B
.
⊆
(A≀)c, whence B≀
.
⊆ (A≀)c. Conversely, suppose that A≀ ∩ B≀
.
= ∅. Then Tˆ nA
.
⊆
Tˆ nA≀ while Tˆ nB
.
⊆ Tˆ nB≀
.
⊆ Tˆ n(A≀)c, and by (iv) of Proposition 4.1 we have
Tˆ nA≀ ∩ Tˆ n(A≀)c
.
= ∅ for every n ≥ 0. Hence A and B remain separated. Finally,
apply the equivalence just established with A≀ and B≀ in place of A and B, and use
that (A≀)≀
.
= A≀ and (B≀)≀
.
= B≀. 
Exactness. More on tail sets. The null-preserving system S = (X,A, λ, T )
is said to be exact if T(S) is trivial (mod λ), that is, if A ∈ T(S) implies
0 ∈ {λ(A), λ(Ac)}. The following provides a highly tangible characterization of
exactness.
Proposition 4.4 (Exactness via separation). Let S = (X,A, λ, T ) be a null-
preserving system. The following are equivalent:
(i) S is exact;
(ii) S has no nontrivial corridors;
(iii) no two sets of positive measure remain separated.
Proof. (i) implies (iii): Suppose that S is exact and A,B ∈ A remain separated.
According to (iv) of Proposition 4.3 this means that A≀
.
⊇ A and B≀
.
⊇ B are disjoint
tail sets. By exactness therefore 0 ∈ {λ(A≀), λ(B≀)} and a fortiori 0 ∈ {λ(A), λ(B)}.
(iii) implies (i): Assume (iii) and take any tail set A. By (iv) of Proposition 4.1,
A and Ac remain separated, hence 0 ∈ {λ(A), λ(Ac)} proving that S is exact.
Equivalence of (i) and (ii) is also clear from Proposition 4.1. 
As already pointed out in [8], in the case of systems preserving a probability
measure µ exactness is related to the growth (in measure) of image sets. The
following is well known under the assumptions that λ = µ and that T should have
measurable images. If we use essential images, that extra measurability condition
is no longer required.
Proposition 4.5 (Exactness of probability preserving systems). Let S =
(X,A, λ, T ) be a null-preserving system and assume that S admits an invariant
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probability measure µ≪ λ. Then S is exact iff
(4.4) A ∈ A and λ(A) > 0 imply µ(Tˆ nA) −→ 1 as n→∞.
Remark 4.1. In view of statement (ii) of Proposition 2.2, having Tˆ nA instead of
T nA in (4.4) does not weaken the conclusion in the classical case where µ = λ and
T has measurable images. On the contrary, (4.4) is stronger in that µ(T nA) may
be strictly larger than µ(Tˆ nA).
Proof. (i) Assume that S satisfies (4.4). Take any tail set A, then
(4.5) µ(Tˆ nA) = µ(A) for n ≥ 0
(this only requires µ to be σ-finite). Indeed, A
.
= T−nAn for any corridor (An) with
entrance A, which by (2.10) entails A
.
= T−nTˆ nA and hence (4.5) as µ = µ ◦ T−1.
If λ(A) > 0, then (4.4) forces µ(Tˆ nA) → 1, and hence µ(A) = 1 via (4.5).
Suppose that also λ(Ac) > 0, then the same argument yields µ(Ac) = 1, which is
impossible. Therefore λ(Ac) = 0, proving that S is exact.
(ii) Assume that S is exact. Choose any A ∈ A with λ(A) > 0. Since the
tail−σ-algebra is trivial, we then have A≀
.
= X . According to Proposition 4.3,
T−nTˆ nA
.
ր X as n→∞, so that µ(Tˆ nA) = µ(T−nTˆ nA)ր 1 as required. 
It is immediate from the definitions that every invariant set A ∈ A is a tail set.
The notion of forward separation allows us to give a concise characterization of
situations in which the converse is true (see [5]). Its consequence (4.6) is sometimes
used to prove exactness ([6]). So far, these were only available for systems with
measurable images and no ambitious null-sets.
Proposition 4.6 (Tail sets versus invariant sets). Let S = (X,A, λ, T ) be a
null-preserving system. Then the following are equivalent:
(i) every tail set is invariant;
(ii) if A ∈ A, then A and TˆA remain separated iff A
.
= ∅.
As a consequence,
(4.6) S is exact iff S is ergodic and A remains
separated from TˆA iff A
.
= ∅.
Proof. Assume (i) and take any A ∈ A for which A and TˆA remain separated.
Proposition 4.3 shows that A≀ and (TˆA)≀ also remain separated, and therefore
(TˆA)≀ ∩ A≀
.
= ∅. But due to our assumption, the tail-measurable hull A≀ is an
invariant set, and recalling (ii) of Proposition 4.3 we get (TˆA)≀
.
⊆ TˆA≀
.
⊆ A≀. These
two statements together imply that λ((TˆA)≀) = 0, which entails λ(TˆA) = 0, and
hence λ(A) = 0.
Suppose now that S satisfies (ii). Take any tail set A, and consider C := TˆA∩Ac
and B := A∩T−1C. Then B
.
⊆ A while (2.15) shows that TˆB
.
= TˆA∩C
.
= C
.
⊆ Ac.
In view of Proposition 4.1, A and Ac remain separated, and hence so are B and TˆB.
Because of (ii) we thus have B
.
= ∅, and hence C
.
= TˆB
.
= ∅ by (2.5). This means
that TˆA
.
⊆ A. But Ac is a tail set, too, and the same argument yields TˆAc
.
⊆ Ac.
We conclude that A is invariant (Proposition 3.1).
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The criterion (4.6) follows immediately. 
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