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Abstract. This paper is the last in a three-part study of efficient evaluations of expressions. Here 
the optimal evaluation ‘I. - cithms for systems of graph-like expressions tudied earlier are 
compared with the best possible performance of evaluation algorithms for classical systems of 
expressions. For a wide class of systems it is shown that a graph-like version can speed up the 
classical system whiie maintaining correctness. 
1. Introduction 
1.1. This paper is the third part of a study begun in [S, 61 of computation on 
graph-like expressions. Familiarity with [5] is assumed. Here we show that a wide 
class of subtree replacement systems in the sense of Rosen [3] can be strongly 
speeded up, in the sense of 14, Section 6.51, by systems of graph-like expressions in 
the sense of [S]. 
The subtree replacement systems so speeded up belong to a class which has 
previously been shown by Rosen [3, Theorem 6.51 to have the Church-Rosser 
property; see Hindley [2, p. 71 for an alternative description of that class. The 
description which we shall give here of the subclass which interests us is however 
chosen for its compatibility with the concept of graph-like exnression introduced 
in [S]. 
The proof of speedup is basically an application of the abstract speedup theorem of 
[4, Section 71. 
1.2. Throughout this paper all terms and expression graphs considered are acyclic. 
Expression graphs may be called simply ‘graphs’. 
* Current address: Department of Computer Science, University of Queenslarjd, St. Lucia 4067, 
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2. Subtree replacement systems 
2.1. Our first task is to describe the subtree replacement systems of [3] in 
notation of [S]. begin with, a term in the of Section 1.2 called a tree if it 
satisfies the following two conditions: 
(i) every address of the term other than the root occurs in just one value of the 
term, and just once in that value, 
(ii) for every assignment s := v of the term, s is a singleton set and v is not the 
empty value. 
2.2. A tree rule is defined to be a replacement rule 
as defined in [S] such that R,, CP are trees; say with roots rP, c, respectively. 
23. A subtree replacement system is a system in the sense of [6, Section 1.21 such that 
the terms of the system are trees and the contractions of the system are all instances 
of some fixed set of tree rules. 
2.4. In order to describe the subtree replacement systems which are to be speeded 
up we next define a tree rule scheme to be a replacement rule p = (R,, CP) which 
satisfies the follo,wing conditions: 
(i) every address of R, (respectively C,,) except its root occurs in just one value of 
the term, and just once in that value, 
(ii) for every assignment 5 := v of R,, s is a singleton set, 
(iii) for every assignment s := v of CP such that v is not the empty value, s is a 
singleton set, 
(iv) every empty-valued address of CP is a committed address of the rule. 
Note that it is essential for us that distinct empty-valued addresses of CP may be 
equivalent. Empty-valued addresses play in the present approach the role of the 
parameters of Rosen [3, Section 61, called meta-variables by Hindley [2]; equivalent 
empty-valued addresses of Cp correspond to occurrences of the same parameter. 
2.5. For CP as in Section 2.4 we write Cz for the term which is obtained from CP by 
making inequivalent addresses which are equivalent in CP. 
2.6. A tree rule u = (R,, Ca) is said to match a tree rule scheme p as in Section 2.4 if 
there is a horn h : R, + R, and a horn h' : Ci + Ca such that h, h’ map the roots of 
RP, Ci to the roots of R,, C, respectively and for every empty-valued address a in 
Co, h’(a) is the root of a subtree of C, which is isomorphic to the subtree of .18, which 
has root h(a). 
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2.7. A set D of tree rule schemes is called disjoint if for all terms T, all p, u E D and 
all instances h : R, + T, k : R, + T of p, u respectively applied to Y; either p = c and 
h = k, or else h and k are disjoint. 
2.8. A subtree replacement system (V, +) is called quasidisjoint if there is some 
disjoint set D of tree rule schemes uch that the set D* of tree rules which defines =s~ 
is the set of tree rules which match some scheme of D. 
2.9. In order to describe the subcommutative systems which will be used to speed up 
quasidisjoint subtree replacement systems we define a covering y : T+ U to be a 
horn y which maps the root of T to the root of U and which maps empty-valued 
addresses to empty-valued addresses. 
Evidently, 
Property 1. The composition of two coverings is a covering. 
2.10. Given a set V of trees, we write V’ for the set of all terms T’ such that for 
some T E V there is a covering T + T’. 
2.11. Our main result will be that, in the notation of Section 2.8 and 2.11, 
every quasidisjoint subtree replacement system (V, jt) can be strongly speeded 
up, in the sense of [4], by the subcommutative system (V’, +,), where 3g is the 
set of all contractions of terms of V’ which are defined by instances of elements 
of D. 
2.12. We conclude this section by indicating that quasidisjoint subtree replacement 
systems atisfy the hypotheses of Rosen [3, Theorem 6.51; we discuss those hypo- 
theses in the form given by Hindley [2]. In Hindley’k notation the hypotheses are 
(Ci), i = 1, . . . ,5, where: 
- (Cl) is just closure under the application of the rules, which1 is implied by our 
assumption that (V, +) is a subtree replacement system, 
- (C2) is given by our assumption of disjointness, 
- (C3) is given by (iv) of the definition of tree rule scheme, 
- (C4) is given by (ii) of the definition of tree rule scheme, 
- (C5) is given by the disjointness assumption. 
3. The speedup result 
3.1. Given a quasidisjoint subtree replacement system B = ( V, =+) as in Section 
2.8, we show that the set V’ defined in Section 2.11 is closed under the application of 
instances of the disjoint set D of rules which defines +. Thus % == (V’, +) is 
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subcommutative, from [S]. We also show that %Y strongly speeds up 9 in the sense of 
[4, Section 6.53, basic:, ‘V by applying the abstract speedup Theorem 7.6 of [4] to 
prove weak speedup. 
9.2. III order to apply that abstract speedup theorem we define as follows a relation 
SC= V x V’ and an ordering 2 on each set 
s(b)={c:(b,c)~S}, bE V, 
in such a way that for each b with normal form in V, S(b) is nonempty and has a 
greatest element which we shall denote g(b). 
We tiefine (b, c) E S if and only if h E V, c E V’ and there is a covering b + c. For 
(6, cl), (b, ~2) E S we define c I S- c2 if and only if there is a covering cl + ~2. It is then 
e:c;nentary &at for all b E V, S(b) is nonempty, and that 3 is a partial order which 
has as its greatest element b itself e It is also elementary from this definition that, in the 
notation of [4, Section 7.61, if SN is a weak speedup of 9 by %‘, then it is also a strong 
speedup; since for every term U there is at most one tree T such that there is a 
covering T -, U. 
3.3. The following lemma, which verifies condition (iv) of the abstract speedup 
theorem, is evident from the definition of at. 
Lemma 1. For ali a, b E Vsuch that a + b there is c E V’ and a covering b + c scxh 
that a =+ c. 
It is also evident that, in satisfaction of condition (ii) of the abstract speedup 
theorem, 
Lemma 2. For all b E Vand all coverings b + c, b is in normal form in 93 if and only if c 
is in normal form in %. 
3.4. In order to verify the remaining conditions (i) and (iii) of the abstract speedup 
theoredm, as well as to complete the proof that V’ is closed under contraction, we 
introduce a notion for terms which corresponds to a particular case of a concept 
which is wellknown in the theory of subtree replacement systems. 
First we say that a set {a *, . . . , ak}, k 2 1, of addresses of a term T is a special set if 
there are paths pl, . . . , pk which all start at the root of T and are such that pi has end 
a,, and no address aj is equivalent to an address of pi, j # i, i, j = 1, . . . , k. 
We recall from [6, Lemma 21 that 
Lemma 3. If h : R, + Tis an instance of a rule p and if p is a path of T which starts at 
the root of Tand does not in&de any address equivalent to h (rP ), the image under h of 
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the root of R,, then p is also a path in the term U which is obtained by contracting T 
according to h. 
Hence, in the notation of Section 3.6 and 3.7: 
Lemma 4. If (h (r,,), al, a2) is a special set of addresses of T, then (a 1, a2) is a special 
set of addresses of U. 
3.5. Next we define a set {hl, . . . , hk}, k 3 1, of disjoint instances of a rule p applied 
to a term T to be a special set of instances of p, if {h 1 (rp), . . . , hk (rP)} is a special set of 
addresses of T. It follows from Lemma 4 that: 
Result 1. If {hl,. . . , hk) is a special set of instaxes d?, + T and if h 1 defines the 
con traction T + U, then (hz, . . . , hk) is a special set of instances R, + U. 
Thus the subcommutativity result of [S] gives the following commutativity result: 
Result 2. If {hl, . . . , hk] is a special set of instances R, + T, then those instances can 
be applied in arbitrary order to give reductions of length k which all reduce Tto the same 
term U. 
3.6. We call a special reduction any reduction which is, as in Result 1, defined by a 
special set of instances. 
The following lemma is useful for the application of the notion of special 
reduction : 
Lemma 5. For every tree rule scheme p, every instance h : R, + U, every covering 
y : T -3 U and every address a of T such that y (a ) = h (rp), there is a unique instance 
h’:R,+Tofpsuch that 
h’(r,) = a. 
Proof. Define h’(p) for p E R, by induction on the distance of the shortest path from 
r, to p, and simultaneously check that whenever p has value of the form 
f(? 19 l ..,?h),maO, th en h’(p) has value of the form f(ql,. . . , qm), where 
y(qi j, h (pi) are equivalent, i = 1, . . . , m. 
First, define h’(r,) = a. In the case that r, has value of the form f( ~1, . . . , p,), h (ri7 j 
has value of the form f(sl, . . . 9 spn) where si is equivalent to k( pi). Thus as ?(a)~ = 
h(r,,) and y is a covering, a has value of the form f (ql, . , . , q,), where y(qi) and Si are 
equivalent, i = 1, . . . , m ; so that r(qi) and h (pi) are equivalent as required. 
Next suppose that the length 1 of the shortest path from rP to an address p is 
positive, and that h’(p’) is defineId for addresses p’ at shorter distance from r,. Now p 
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occurs as, say, the ith address of some value, g(ti, . . . , t,) say, of some address p’ for 
which h’( p’) has already been defined; and p occurs in this way once only, since p is a 
tree rule scheme. By inductive hypothesis, h’( p’) has value of the form g(ul, . . . , u,) 
where y( ui) and h (pi) are equivalent; we define h’(p) to be Ui. If then p has value of 
theformf(pi,. . . , pm), then as y is a covering we find as before that h’(p) has value 
fk? 1, .. s , q,,,), where r(qi), h (pi) are equivalent, i = 1, . . . , m. 
3.7’. We next state two lemmas which enable the proof of the main result to be 
concluded. The proof of the main result from these lemmas will then be given; finally 
we shall return to the proofs of the lemmas. 
Lemma 6, For every tree b E V and every special reduction b 3: c there is a reduction 
b *:: b’ tn 9 such that there is a covering b’ + c (see Fig. 1). 
rb /’ / I’ 0 I 
S-reduction , ’ I 
/ 
0 1 covering 
0 
/ I 
0 
0 
6’ 
1 
*C 
special 
reduction 
Fig. 1. 
Proof. See Section 3. 
Lemma 7. For all cl, c2 E V*, for every covering y : cl + c2 and for every contraction 
c2 =+g e2 there is a special reduction c 1 +g el such that there is a covering S : el + e2 (see 
Fig. 2). 
Proof. See Section 3. 
special 
reduction 
C, -----------+e, 
I 
I 
Y I 6 
I 
V 
c2 -_ 
Fig. 2. 
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3.8. Our first application of Lemma 7 is the following result, which will verify 
condition (iii) of the abstract speedup theorem, once we have shown that V’ is closed 
under contraction by instances of rules of D. 
*Result 3. For all ~1, c2 E V’ such that there is a covering y : cl + c2 and for every 
contraction cl + c’ there is a contraction c2 +g e2 and a reduction c’ *i el such that 
there is a covering el+ e2 (see Fig. 3). 
s I 
c2 --_--- - 
+ reduction 
_-------_ --) PI 
I 
I covering 
L _----_---_-_ (2 
2 
+ 
Fig. 3. 
Proof. Say cl =$, c’ is defined by an instance h : R, + cl of a rule p. Then y 0 h is an 
instance R, + c2 of p, which defines a contraction c2 + e2 say. From Lemma 7 there 
is an induced special reduction cl +g el such that there is a covering e1 + e2. 
Evidently h is one of the instances of the special set which defines the special 
reduction cl +p* e;, and we can choose to perform this special reduction by first 
performing the contraction defined by h, thus giving the required reduction 
cl + c’ *$ el. 
3.9. The following combination of Lemma 6 and 7 shows that V’ is closed under 
contraction and that condition (i) of the abstract speedup theorem is satisfied. It 
therefore concludes the proof of the result of Section 3.1, apart from the proofs of 
Lemma 6 and 7. 
Result 4. For all b E V, for all coverings b + c and for all contractions c jg e2 which 
are defined by the rules of D, there is a reduction b +r 6’ such that there is a covering 
6 : b’ + e2 (see Fig. 4). 
* 
b ------a --_, )I’ 
1 
I 
I 
covering 1 covering 6 
I 
1 
C - 42 
R 
Fig. 4. 
46 J. Staples 
Proof, From Lemma 7 there is a special reduction b +p* el such that there is a 
covering el + e2. From Lemma 6 there is therefore a reduction b +r b’ in 9? such 
that there is a covering b’ + el. Since the composition of two coverings is a covering, 
we have the stated result. 
3.10. Proof of Lemma 6 
Write !z : R, --, b for the instance of tree rule scheme p which defines b + c. Note 
that all assignments of R, and CP with nonempty values have unique addresses, and 
all addre;ises of R,, Cp except he root occur in some value. Thus the only difference 
between the action b ag c of h and the action, b at 6: say, of the corresponding tree 
rule instance is merely that some identical disjoint subtrees of the tree b’ may be 
identified to form e; thus Lemma 6 is evident. 
3.11. Proof of Lemma 7 
To do that we first write c2 + f2 + e2 for the contraction c2 1 ezr where as in [S, 
Section 2.11 (iv)], f2 is the set of assignments from which e2 is obtained by deleting 
addresses which are not on a path from the root of ~2. It is enough to show that there 
is a map S : el --, f2 with the properties: 
(9 
(ii) 
(iii) 
images of empty-valued addresses of el are empty-valued addresses of f2, 
S preserves assignments. That is, 
( 1) for every assignment s := u of el there is an assignment s’ := u’ of f2 such 
that S(s) E s’, 
Write h : Rp + c2 for the instance of the rule p of D which defines the contraction 
~2 =$,e2. We first show that the set r-‘(h(Q) is a special set of addresses of cl. To see 
that, notice that the image of every path under the horn y is again a path, of the same 
length. Thus if the set y-*(h(r,)) had two elements al and a2, al f a2, such that a2 
occurred as an address on some path from the root of cl to a2, then there would be a 
path in c1 from al to a2 of positive length, and hence a path in c2 of positive length 
from y(al) = h (rJ to y(a2) = h(r,). That is, c2 would include a cycle, contradiction. 
Notice next that, as y is a covering, for each address a of &z(r,)) there is an 
instance h, : R, + cl of p such that a = h,(r,.,); and the instances defined by distinct 
elements of r-‘(h(~,)) are disjoint since D is disjoint. Thus these instances form a 
special set which defines a special reduction, cl +g* el say. It remains to show that 
there is a covering S : el + e2, which makes the diagram of Fig. 2 commute. 
(2) for every assignment s := f(pl, . . . , p,) of el, and s’ := v’ in fi such that 
S(s) c s’, v’has the form f(ql, . . . , qm), where 6( pi) and q1 are equivalent. 
But such a map S is evidently defined as follows: 
Case 2, p is an address of cl. Then define S(p) to be p. 
Case 2. p is an address of an introduced copy of C. Then define S(p) to be the 
rresponding address of the copy of C which was introduced into c2 to produce fzw 
4. Discussion 
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Quasidisjointness is an evident property c 3 the more elementary examples of 
subtree replacement systems, such as weak combinatory logic and the systems which 
arise in the study of McCarthy’s recursive definitions. However the usual form of the 
lambda calculus is not quasidisjoint. 
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