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Abstrakt 
Předkládaná diplomová práce se zabývá vyhodnocením pozice duhovky vzhledem 
k očnímu okolí pro vyuţití k ovládání počítače. Vytvořená aplikace pracuje v reálném 
čase, přičemţ snímky jsou pořizovány pomocí běţné webové kamery připojitelné 
k počítači. 
V úvodu jsou představeny základní úpravy obrazu, které se pouţívají v počítačovém 
vidění. Dále jsou popsány teoretické moţnosti metod pro vyhledání obličeje, očí 
a detekce duhovky. Zmíněny jsou ty, které lze vyuţít pro ovládání počítače. Detekce 
a následná separace obličeje je zaloţená na vyhledávání barvy kůţe v barevném 
prostoru YCbCr. Pozice očí je poté ve vyhledaném obličeji detekována pomocí 
Haarových příznaků. Z oblasti očí se na základě horizontální projekce získává nejtmavší 
místo oka, z něhoţ je spuštěno semínko. Z oblasti, kterou semínková metoda (záplavové 
vyplňování) vyplní jako duhovku, se pak pomocí získaných souřadnic x-ové a y-ové osy 
vyhodnocuje pohyb kurzoru. 
 
Klíčová slova 
Haarovy příznaky, detekce obličeje, barevný prostor YCbCr, detekce duhovky, 
záplavové vyplňování, ovládání PC 
 
Abstract 
The presented master thesis deals with the evaluation of the position of the iris 
compared with surroundings of the eye. This technique is supposed to be use for 
computer control. The created software works in real-time mode, the pictures are taken 
with an ordinary webcam. 
The first part of the work presents basic algorithms used in computer vision for edit 
of images. The following part is focused on abilities of methods to find the face, eyes 
and to detect the iris. The detection and the subsequent separation of the face is based 
on the recognition of skin colour in the YCbCr color space. The position of eye is then 
searched in the face by Haar-like features. The darkest part of the eye is found by 
horizontal projection from surroundings and the seed point is started from this place. 
From the area which is filled by the seed method (Flood Fill) and which shows the iris, 
the cursor movement is controlled by obtained x and y position. 
 
Keywords 
Haar-like features, detection face, YCbCr color space, detection iris, Flood Fill, PC 
control 
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1 ÚVOD 
V součastné době se zpracování obrazu těší velké pozornosti škol, mnoha vývojových 
institucí a firem. Širokou škálu uplatnění mají systémy zpracovávající obraz například 
v nemocničním sektoru u handicapovaných či postiţených lidí, v dopravní 
infrastruktuře nebo při identifikaci osob apod. Problematika zpracování obrazu je velmi 
rozsáhlá a stále otevřená, a proto nově objevující se algoritmy pořád zdokonalují, 
zpřesňují a zrychlují toto odvětví. 
Detekce obličeje s následnou detekcí očí (sítnice či duhovky) patří mezi základní 
principy vyuţívané v biometrii nebo u iteračních metod práce člověka s počítačem. 
V druhém případě jde o snahu zprostředkovat přístup k počítači handicapovaným 
osobám, které nemají moţnost pracovat s klasickými nástroji jako je klávesnice nebo 
myš. Moţnost alternativního ovládání počítače mohou vyuţít i ostatní lidé, kteří si práci 
s počítačem chtějí jen urychlit nebo usnadnit. 
Tématem této diplomové práce je vytvořit algoritmus, pomocí kterého bude moţné 
ovládat počítač v závislosti na poloze očí. K dispozici bude pouze webová kamera dnes 
uţ běţně integrována v kaţdém notebooku. Další důleţitou podmínkou bude, aby 
systém pracoval v reálném čase a došlo tedy k zajištění rychlé reakce při změnách 
pohybu očí. 
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2 ZÁKLADY ZPRACOVÁNÍ OBRAZU 
Tato kapitola obsahuje teoretické techniky, které se pouţívají k předzpracování 
a segmentaci obrazu. Nejsou zde zmíněny všechny techniky, které se k těmto úpravám 
obrazu pouţívají. Pouze jsou uvedeny některé z těchto metod, které byly v diplomové 
práci buď pouţity, zkoušeny či jsou uvedeny jako dílčí doplněk k jednotlivým pouţitým 
postupům.  
Obrazy dokreslující principy jednotlivých technik jsou získané z citovaných 
literatur, vlastní snímky při pouţití těchto technik jsou uvedeny v kapitole 5. 
2.1 Předzpracování 
Cílem předzpracování je především odstranění nechtěných zkreslení obrazu, vzniklých 
při snímání scény. Zpravidla se předzpracováním eliminuje šum, který se v obraze 
většinou vyskytuje následkem digitalizace. 
2.1.1 Vyhlazování obrazu 
Výsledkem vyhlazování obrazu je potlačení náhodného šumu, kde šum je prezentován 
vyššími frekvencemi obrazu. Dochází tedy i k částečnému potlačení významných 
jasových přechodů, které nesou významnou informaci např. ostré čáry či hrany. [3] 
2.1.1.1 Průměrování 
Principem průměrování je upravit obraz tak, ţe bodu v obraze přidělíme hodnotu jasu, 
kterou získáme zprůměrováním jeho okolí, v závislosti na velikosti pouţité masky. 
U průměrování tedy předpokládáme, ţe jsou sousední elementy podobné a výsledný 
bod má tutéţ hodnotu. Naopak pokud jsou hodnoty jasu rozdílné, je tento bod potlačen 
velikostí jasu jeho okolí.  
Dochází zde k neţádoucímu efektu rozostřování hran. Příklad pouţívaných masek: 

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2.1.1.2 Filtr s Gaussovým rozložením 
Vyuţívají se dva typy tohoto filtru – jednorozměrný (v poli) a dvourozměrný (v ploše). 
Jednorozměrný filtr je definován vztahem: 
2
2
2
2
1
)( 

x
exG

      (3) 
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Pro pouţití Gaussova filtru ve dvou rozměrech získáváme vztah: 
2
22
2
2
1
)( 

yx
exG


      (4) 
kde x udává vzdálenost od počátku ve vodorovné ose, y udává vzdálenost ve svislé 
ose a σ je směrodatná odchylka definující velikost okolí ve kterém filtr pracuje. 
Aplikací dvourozměrného Gaussova filtru získáme plochu s Gaussovským 
rozloţením hodnot směrem ze středu. Ze získaných hodnot je vytvořena konvoluční 
maska, která je aplikována na originální obraz. 
V upraveném obraze je hodnota kaţdého pixelu odvozena z váhy okolních bodů 
pouţité masky. Nejvyšší váhu má pixel na původní pozici a ke krajům váha pixelů 
klesá.  
Příklad pouţité masky o rozměrech 5x5 a σ=1:[6] 
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2.1.1.3 Medián 
Medián se určí jako střední hodnota posloupnosti vzestupně uspořádaných hodnot jasu 
 v lokálním okolí. Výhodou mediánu je fakt, ţe sniţuje rozmazávání hran. Nevýhodou 
je poškozování tenkých hran a ořezávání výrazných rohů. [6] 
 
Obr. 1 Výsledná hodnota bodu s použitím mediánu [6] 
2.1.2 Ekvalizace histogramu 
Ekvalizace histogramu patří do části předzpracování s bodovou úpravou jasu, konkrétně 
transformace jasové stupnice. Ve výsledném vyrovnaném (ekvalizovaném) histogramu 
jsou úrovně jasu zastoupeny se stejnou četností. Dochází tedy ke zvýšení kontrastu 
obrazu. 
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Obr. 2 Původní obraz a jeho histogram [6] 
Pokud platí, ţe hodnoty jasů původního obrazu jsou v intervalu <p0,pk > a k tomuto 
obrazu je vytvořen histogram H(p), je naším cílem najít takovou monotónní 
transformaci q = T(p), aby výsledný histogram G(p) byl rovnoměrný pro celý výstupní 
interval <q0,qk >. M a N jsou počty řádků, respektive sloupků.[6] 
0
0 )()()( piH
NxM
qq
pTq
p
pi
k 

 

   (6) 
 
Obr. 3 Ekvalizovaný obraz a jeho histogram [6] 
2.1.3 Morfologické operace 
Matematická morfologie, která pracuje s binárním obrazem, se řadí do prostřední části 
zpracování obrazu. Pouţitím morfologických operací na nalezené objekty dosáhneme 
následovného: 
 úpravy vstupního obrazu (odstranění šumu, zjednodušení tvaru objektů), 
 zdůraznění tvaru objektu (ztenčování, zesilování, značení objektu, kostra), 
 popisu objektů číselnými vztahy (obvod, obsah, projekce, atd.).[3]  
2.1.3.1 Dilatace 
Jedná se o vektorový součet dvou mnoţin popsaný vztahem (7). 
 BbIibipEpBI   , ,:2    (7) 
Dilatace se pouţívá k zaplnění malých děr obrazu či k vyplnění úzkých zálivů. 
Pokud je tedy na obraz aplikována morfologická dilatace, jsou blízké oblasti 
sjednoceny. Je vhodná především ke zjednodušení struktury objektů.[3] 
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2.1.3.2 Eroze 
Eroze zbaví obraz slabých čar a menších shluků v závislosti na strukturním elementu. 
Pouţitím eroze můţeme jednoduše a rychle získat také obrys objektů, kdyţ 
od původního obrazu odečteme erozi. Pro morfologickou erozi platí následující vztah 
(8).[3]
  
I ⊖  BbIbpEpB   pro :2
   
(8) 
2.1.3.3 Morfologické otevření a uzavření 
Operace otevření a uzavření vychází z faktu, ţe eroze je duální transformací k dilataci, 
nikoliv inverzní. Eroze následována dilatací je nazývána otevřením a platí vztah (9). 
Dilataci následovanou erozí nazýváme uzavření, kde platí vztah (10).[3] 
I ∘ B = ( I ⊖ B ) ⊕ B      (9) 
I • B = ( I ⊕ B ) ⊖ B     (10) 
Pouţitím morfologického otevření a uzavření získáme obraz se sníţeným 
mnoţstvím detailů, přičemţ se výsledný tvar objektu nezmění. 
Význam jednotlivých symbolů pouţitých v předcházejících podkapitolách popíšeme 
následovně: I je bodová mnoţina obrazu, B strukturní element, E2 je dvourozměrný 
obrazový prostor. 
2.2 Segmentace 
Segmentace patří mezi základní a nejdůleţitější úpravy vedoucí k analýze obrazových 
dat. Obecnou snahou je oddělit části korespondující s hledanými předměty od zbylého 
obrazu a získat tak redukovaný objem dat. Segmentaci můţeme rozdělit na kompletní, 
kdy oblasti jednoznačně korespondují s objekty vstupního obrazu, nebo hovoříme 
o částečné segmentaci v případě, kdy oblasti nemusí přímo s objekty souhlasit.  
Kompletní segmentace bývá obtíţně dosaţitelná. Většinou tedy poţadujeme 
segmentaci částečnou, která můţe být posléze zpřesněna operacemi vyšších úrovní.  
Hlavním problémem získaných dat je, ţe jsou deformována hlavně šumem ovlivňujícím 
jejich jednoznačnost.[3] 
 
2.2.1 Segmentace prahováním 
Patří mezi nejjednodušší a nejméně náročné metody segmentace, které lze provádět 
 v reálném čase. Úprava vstupního obrazu spočívá v přiřazení definované hodnoty 
pixelům na základě zvoleného prahu. Platí tedy vztah: 
 






Tjigprob
Tjigproa
jif
),(  
),(  
,     (11) 
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kde ),( jig je hodnota jasu nebo barvy pixelu, která je porovnávána s hodnotou 
prahu T. Podle zvoleného kritéria se danému pixelu přiřadí poţadovaná hodnota 
a v případě hledaného objektu a b jedná-li se o pozadí nebo naopak. Zvolíme-li 
za hodnoty a = 1, b = 0 dostaneme binární obraz.[3] 
     
Obr. 4 Prahování s vhodným prahem, nízkým a příliš velkým prahem [3] 
Další moţnou variantou této metody je zavést více prahů dle vztahu (12), popřípadě 
určit práh na základě histogramu. 
 











nTjigpron
Tjigprob
Tjigproa
jif
),(  
),(  
),(  
,
2
1

    (12) 
2.2.2 Segmentace na základě detekce hran 
Segmentace na základě hran slouţí k nalezení hranic oblastí, které jsou ohraničeny 
právě hranami. Hrany tedy představují místa v obraze, kde dochází k výrazným změnám 
jasu, barvy nebo textury. Při hledání hran je moţné vybírat z několika hranových 
detektorů. Kaţdý z nich se liší v metodách nalezení hrany, citlivosti rozpoznání hrany, 
odolnosti proti neţádoucím vlivům působícím na obraz, převáţně však odolnostem 
týkajících se šumu. 
Hranové detektory lze v základním členění dělit na detektory vyuţívající první 
derivaci nebo druhou derivaci jasové funkce. V prvním případě se hrana nachází v místě 
s největší změnou intenzity, naopak v homogenní oblasti je intenzita a tedy i první 
derivace rovna nule. U druhé metody je hrana detekována v místě, kdy druhá derivace 
obrazové funkce prochází nulou. [1][3] 
 
Obr. 5 Průběh obrazové fce: a) původní b) první derivace c) druhá derivace [16] 
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Mezi nejrozšířenější operátory vyuţívající první derivaci obrazové funkce patří 
operátory: Sobelův, Prewittův, Robinsonův. 
Sobelův operátor 













101
202
101










 121
000
121












012
101
210
 (13) 
Prewittův operátor 













101
101
101










 111
000
111










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
011
101
110
  (14) 
Robinsonův operátor 













111
121
111












111
121
111












111
121
111
 (15) 
 
   
Obr. 6 Aplikace a) Sobelova, b) Robinsnova c) Prewittova operátoru [1] 
2.2.2.1 Cannyho hranový filtr 
Cannyho hranový filtr patří mezi nejvíce rozšířený a zároveň nejoptimálnější hranový 
detektor. Vlastnosti ideálního hranového detektoru stanovil J. F. Canny do následujících 
bodů: 
 minimální počet chyb – musí být detekovány všechny hrany nikoliv však ţádné 
hrany falešné, 
 přesnost – vzdálenost mezi skutečnou a detekovanou hranou musí být 
co nejmenší,  
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 jednoznačnost – kaţdá hrana můţe být detekována pouze jednou, nesmí docházet 
ke zdvojení.[1] 
Cannyho detektor patří mezi metody vyuţívající první derivaci. Aby splnil výše 
uvedené vlastnosti, vyuţívá algoritmus několika kroků. V prvním kroku je aplikován 
Gaussův filtr eliminující šum vstupního obrazu. Dále se provádí standardní detekce hran 
pouţitím Sobelova operátoru pro nalezení velikosti gradientu a jeho směru. 
Jelikoţ po výpočtu první derivace (pouţitím Sobelova operátoru) vznikají silné 
hrany, je nutné provést ztenčení, abychom získali hranu pouze tam, kde se vyskytuje. 
Dochází tedy k hledání největšího lokálního maxima ze zjištěného gradientu.  
Posledním krokem je prahování s hysterezí. Jsou nastaveny dva prahy T1 a T2 mezi 
nimiţ se můţe gradient pohybovat. Je-li hodnota gradientu vyšší neţ práh T2 jedná se 
jistě o hranu. Pokud se však gradient pohybuje mezi oběma prahy, povaţujeme daný 
pixel za hranu jen v případě, sousedí-li s bodem, který uţ byl označen dříve jako 
hrana.[1] 
 
Obr. 7 Aplikace Cannyho hranového detektoru [1] 
2.2.3 Obecná Houghova transformace 
Houghova transformace je metoda pro nalezení parametrického popisu objektů v obraze 
zaloţená na znalosti analytického popisu hledaného objektu. Pouţívá se pro detekci 
jednoduchých křivek jako je přímka, kruţnice či elipsa. Primární výhodou této metody 
je necitlivost k porušení hranic a pouţitelnost i při částečném překrývání se objektů  
s malou závislostí na šumu.[3] 
2.2.3.1 Detekce přímky 
Pokud rovnici přímky zapíšeme v normálovém tvaru, bude vypadat následovně: 
ryx   sincos      (16) 
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kde r je vzdálenost přímky od počátku souřadnicového prostoru a   je úhel mezi 
normálou a osou x. 
Vstupními daty jsou souřadnice bodů x a y. Za proměnnou   se dosadí hodnoty 
 z intervalu 360,0  a následně se podle vzorce (16) dopočítá parametr r.  
V Houghově prostotu tak pro kaţdý bod vznikne jedna křivka. Provedeme-li 
výpočet pro všechny body a budou-li to body patřící přímce, vzniknou křivky protínající 
se v jednom bodě. Souřadnice tohoto bodu jsou definovány parametry   a r, které 
představují hledanou přímku. [3] 
2.2.3.2 Detekce kružnice 
Obdobný postup vyuţijeme i při detekci kruţnic v obraze. Pro výpočet bude platit 
vztah: 
    222 b a ryx      (17) 
kde r je poloměr, bod [a,b] je středem kruţnice. Všechny tři hledané parametry 
zvýší náročnost algoritmu, jelikoţ Houghův prostor obsahuje 3 dimenze. 
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3 STÁVAJÍCÍ ŘEŠENÍ A METODY 
DETEKCE OBLIČEJE 
3.1 Segmentace obličeje na základě barvy kůže  
Detekce obličeje na základě barvy kůţe můţe být jednou z variant, s níţ je následně 
moţné začít samotné hledání očí. Základem detekčního algoritmu je databáze vzorků 
kůţe, která slouţí jako trénovací mnoţina. Čím bude databáze obličejů při proměnném 
osvětlení rozmanitější, tím bude výsledná klasifikace přesnější.  
Z dat získaných pomocí trénovací mnoţiny se následně sestavuje barevný model, ten 
je posléze rozšířen metodou mean-shift. Tato metoda je zaloţena na vyhledávání 
podobných pixelů nalézajících se v n-rozměrném prostoru blízko sebe, v tzv. shlucích. 
Podle četnosti jednotlivých shluků jsou malé shluky či malé objekty stejné barvy 
vypuštěny a povaţovány za šum. [20] 
Pro klasifikaci pixelů je moţné pouţít klasifikátor typu AdaBoost popsaný 
v kapitole 4.1.4. 
3.1.1 Postup shlukování metodou mean-shift 
 do obrazu je náhodně vloţeno k bodů (středů jednotlivých shluků), 
 kaţdý obrazový bod se přiřadí ke k-tému shluku, ke kterému má nejmenší 
vzdálenost podle zvoleného kritéria, 
 po zařazení všech bodů k některému ze shluků se vypočítá průměrná poloha 
všech bodů patřících k danému shluku a zvolí se jako nový střed daného shluku, 
 postup se opakuje, dokud se změny středů shluků nerovnají nule.[4] 
 
Ve výsledném snímku pak zůstávají největší oblasti splňující všechny kritéria, mezi 
nimiţ je i hledaný obličej.  
Existuje mnoho dalších variant k vytvoření oblastí s podobnými vlastnostmi. Další 
z nich můţe být pouţití semínkové metody nebo implementace morfologických operací. 
Největším problémem vyskytujícím se u detekce kůţe v obraze je zejména osvětlení. 
Vliv tohoto faktoru lze eliminovat právě výběrem vhodného barevného modelu 
a prostoru. 
3.1.2 Barevný prostor 
Pro reprezentaci barev v obraze se vyuţívá několika barevných prostorů. Základním 
barevným prostorem je aditivní RGB model. Tento model je tvořen trojrozměrným 
vektorem reprezentujícím barvu v kombinaci R – červená, G – zelená, B – modrá. Jedná 
se o aditivní metodu, tudíţ dochází k přičítání jednotlivých barevných sloţek k černé 
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barvě. Hlavní nevýhodou tohoto prostoru je chybějící informace o jasové sloţce, proto 
je vhodné zvolit barevný prostor HSV nebo YCbCr. 
Model HSV se skládá ze sloţek H – barevný tón, S – sytost barvy a V – jas. 
Výhodou tohoto modelu je jeho tvar, který odpovídá skutečnosti, ţe rozlišovací 
schopnost barevných odstínů klesá při ztmavování a zesvětlování. Oproti RGB 
umoţňuje HSV model měnit jeden parametr barvy, zatímco ostatní dva zůstanou 
zachovány. 
 
 
Obr. 8 Barevný model RGB a barevný model HSV [7] 
Poslední model YCbCr pracuje s oddělenou jasovou sloţkou Y a dvěma 
chrominančními komponenty Cb (modrá) a Cr (červená) definujících barevný odstín. 
Původně byl tento barevný prostor vytvořený pro televizní normu SECAM. 
Výsledky testů v Tab. 1 vytvořené na základě těchto tří barevných modelů ukazují, 
ţe pro detekci kůţe (obličeje) se vyšší spolehlivostí vyznačují modely HSV nebo 
YCbCr. [14] 
Tab. 1 Porovnání jednotlivých barevných prostorů [14] 
Barevný prostor 
Kritéria  RGB YCbCr HSV 
Čelní pohled 56.46 % 83.91 % 82.27 % 
Nakloněný / otočený obličej 54.57 % 80.14 % 80.09 % 
Profil obličeje 47.84 % 80.11 % 79.92 % 
Obraz s komplexním prostředím 42.62 % 73.72 % 71.19 % 
Časová náročnost 2.90 s 3.46 s 3.52 s 
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3.2 Gabor Wavelet Network (GWN)  
Gaborova funkce byla původně navrţena Denisem Gaborem pro rozpoznání signálu  
v šumu. V současnosti patří síť Gáborových vlnek mezi robustní metody odolné vůči 
deformacím obličeje i světelným podmínkám. GWN vytvářejí spojitý objekt (obličej) 
skrze lineární kombinaci vlnek z diskrétního obrazu obličeje. Vzor diskrétního obrazu 
se sestavuje pomocí dvourozměrných lichých Gáborových funkcí (vlnek). Váhy a 2D 
parametry (pozice, orientace a měřítko) jsou optimálně voleny tak, aby model s daným 
počtem vlnek co nejvěrohodněji imitoval vzor. Důleţitou vlastností GWN algoritmu je 
volitelný počet vlnek, jelikoţ kaţdá vlnka reprezentuje výrazný rys ze vstupního 
souboru. Vyuţití menšího počtu vlnek tak vede ke sníţení rozdílu mezi specifičností 
jednotlivých uţivatelů a jejich obličejů. S rostoucím počtem vlnek naopak roste 
přesnost aproximace obrazové funkce. Počet vlnek ovšem můţe ovlivňovat rychlost 
algoritmu, coţ se můţe negativně projevit u systémů pracujících v reálném čase. [15] 
3.2.1 Síť Gáborových vlnek 
Při detekci obličeje se nejprve stanoví mateřská 2D lichá Gáborova vlnková funkce. 
Mateřská křivka se následně modifikuje pomocí definované mnoţiny M 2D lichých 
Gáborových funkcí  nMnn  ... , , 11 .  
kde  yxyxi ssccn  ,, , ,   je vektor parametrů s proměnnými yx cc  , , coţ jsou 
translační parametry (pozice), yx ss  ,   je dilatace (měřítko) a θ značí orientaci vlnky. 
Matematickou definici Gáborovy vlnkové popisuje následující vztah (18).[15]  
       
      
      sincos sin              
 cossin               
 sincos
2
1
exp,
2
2
2











yxx
yxy
yxxii
cycxs
cycxs
cycxsyx
  (18) 
Pro získání kvalitní reprezentace obličejové předlohy je zapotřebí nalezení 
optimálních parametrů a vah. Proto se pro obraz f definuje chybová (energetická) 
funkce E (19), která je v průběhu učícího procesu minimalizována vzhledem 
k parametrům vlnek sítě. [15] 
2
2
,,
 min 





 

i
ni
iwn
fwfE
i
i

     (19) 
Pro rekonstrukci originálního obrazu platí vztah (19). Přičemţ vektory 
 nMnn  ... , , 11  a  Mwwww ... , , 21  tvoří optimalizovanou síť 
Gáborových vlnek (GWN) pro specifický obraz obličeje f. I tady však platí, ţe kvalita 
rekonstrukce vzoru závisí na počtu vlnek.[15] 
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  fwf ini  ,'     (20) 
Reprezentace obličeje s pouţitým celkovým počtem 16, 52, 116 a 256 Gáborových 
vlnek a originálním obraze můţe vypadat následovně. 
 
Obr. 9 Síť GWN s různým počtem použitých vlnek [15] 
3.3 Obrazový CF-filtr 
Autoři v článku [10] vytvořili algoritmus pro detekci obličeje na základě nalezení 
meziočního prostoru. Vyuţili tak charakteristické vlastnosti většiny lidí, kdy je oblast 
obličeje ztmavená na obou stranách očí včetně obočí oproti světlé spodní (nos) a horní 
oblasti (čelo). Jedná se o poměrně stabilní metodu neměnnou s jakýmkoliv výrazem 
obličeje.  
Obrazový CF-filtr (circle frequency filtr) detekuje tmavé mezi-oční oblasti, ale také 
mnoho dalších podobných charakteristických bodů. Je tedy nutné vybrat správné 
kandidáty očí. 
 
Obr. 10 Příklady nalezených bodů podobných vlastností [10] 
Na vstupní obraz je aplikován vyhlazovací filtr takových vlastností a rozměrů, aby 
charakteristické rysy byly stále rozeznatelné. Na vyhlazený obraz jsou pouţity rovnice 
(21) a (22). První vztah nalezne spektrum nejvyšších jasových hodnot v obraze pomocí 
diskrétní Fourierovy transformace a pomocí druhé rovnice získáme úhel natočení.
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Za předpokladu standardního sezení před počítačem jsou separovány body tvořící 
přímku procházející kaţdým kandidátem, jejichţ úhel je vyšší neţ   45° a jsou z dolní 
třetiny obrázku. Z kaţdého zbylého kandidáta se vytvoří vzor o velikosti např. 27x15 
pixelů. Vzor se rozdělí na dvě části (levá-pravá) a probíhá porovnávání vzoru metodou 
SSD (suma čtverců odchylek) pixel po pixelu s následným vynásobením inverzní 
hodnotou zjištěného rozptylu. V posledním kroku se obě strany (levá-pravá) mezi sebou 
odečtou a podle definovaného prahu jsou zvoleni jako kandidáti očí. Pokud podmínku 
prahu splnilo více kandidátů, za oblast očí se povaţuje ten s nejmenší hodnotou 
rozdílu.[10] 
 
Obr. 11 Ukázka nalezené oblasti očí s různou vzdáleností obličeje [10] 
Autoři článku [10] uvádí, ţe tato metoda pro nalezení polohy očí detekuje na 98,5 % 
správné kandidáty. Je-li zvolen velikostně vhodný vzor, systém pracuje stejně rychle 
a přesně i v reálném čase. 
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4 METODY A ALGORITMY PRO DETEKCI 
A ANALÝZU POZICE OČÍ 
Ze vstupního obrazu byla získána oblast obličeje, nicméně pro nalezení očí musíme 
pouţít některý z dalších algoritmů.  
Z předchozích postupů však nemusíme prohledávat celý obraz, protoţe např. CF filtr 
získá oblast očí a prohledávání duhovky nebo zornice tak můţe být aplikováno jen 
na minimální část obrazu. V potaz tak připadá pouţití Houghovy transformace (HT), viz 
kap. 2.2.3. Téhoţ postupu pak pouţili i autoři článku [17], kdy aplikovali HT na vstupní 
obraz, a výsledkem byla detekce duhovky v reálném čase.  
Jinou moţností můţe být hledání kruţnic opět pomocí HT v morfologicky 
upraveném obraze. Popřípadě je moţné pouţít metodu Haarových příznaků. Tyto a další 
moţné metody budou předvedeny v této kapitole.  
4.1 Haarovy příznaky 
Metoda Haarových příznaků poskytuje výhodnější informace o obrazu pro jakoukoliv 
detekci (obličej, oči, nos apod.), neţ je samotná hodnota pixelů. Příznaky jsou 
výhodnější ve smyslu rychlosti a univerzálnosti tohoto přístupu při detekčních 
algoritmech. Metoda pouţívá upravený algoritmus AdaBoost podle Violy a Jonese, 
integrální obraz a spojení výsledných silných klasifikátorů do kaskády.  
4.1.1 Princip Haarových příznaků 
Princip Harrových příznaků spočívá v pouţití primitivních konvolučních filtrů 
uvedených na Obr. 12. Jednotlivá okna (filtry) se posouvají, zvětšují a rotují po celém 
snímku, kde jsou na kaţdé pozici vyčísleny rozdíly intenzit pixelů obrazu v bílé a černé 
oblasti. Z výsledných rozdílů se pak určuje, zda oblast daná filtrem odpovídá 
hledanému rysu. Například u oka je oblast uvnitř (duhovka a zornička) mnohem tmavší 
neţ její okolí.  
Celý výpočet se značně zrychlí pouţitím integrálního obrazu.[13] 
 
Obr. 12 Příklady příznakových oken [13] 
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4.1.2 Integrální obraz  
Jedná se o obraz ii, který je počítán z původního obrazu i. Jeho rozměry jsou tedy stejné 
s původním obrazem. Jednotlivé hodnoty integrálního obrazu vycházejí ze vztahu: 
   


','
',',
yyxx
yxiyxii     (23) 
Z této rovnice vyplývá, ţe kaţdý pixel integrální reprezentace obsahuje hodnotu, 
která představuje součet všech pixelů vlevo a nahoru od současného pixelu. 
 Výhoda pouţití integrálního obrazu spočívá v tom, ţe můţeme součet hodnot jasů 
v původním obrazu spočítat jako sumu čtyř hodnot osově souměrného obdeníku. Tím se 
výpočet zrychlí a jeho konstantní výpočetní rychlost zůstává stejná nezávisle 
na velikosti pouţitých příznaků.  
  
Obr. 13 Integrální obraz [13] 
Hodnota integrálního obrazu na pozici 1 je dána sumou pixelů v obdélníku A. Pro 
pozici 2 platí suma obdélníků A + B, pro pozici 3 suma A + C a hodnota pozice 
4 odpovídá součtu A + B + C + D. 
Suma jasů v obdélníku označeného písmenem D vychází z integrálního obrazu jako 
součet D - C - B + A respektive 4 − 3 – 2 + 1.[13] 
4.1.3 Vytvoření kaskády klasifikátorů 
Podstata metody byla zaloţena na postupném vyhledání výřezů podle klasifikátoru, 
který vynechává výřezy odpovídající pozadí a postupně zmenšuje oblast pro hledaný 
objekt. Konečný klasifikátor můţe rozhodnout, zda je hledaný objekt přítomen. 
Celý obraz obsahuje velké mnoţství výřezů, které nejsou hledaným objektem, oproti 
malému mnoţství výřezů, jeţ hledanému objektu odpovídají. Je tedy nutné vytvořit 
klasifikátor, který v rychlém čase detekuje pozadí při pouţití několika málo příznaků 
a přitom nevynechá ţádný výřez s hledaným objektem. Jsou tedy vyřazeny všechny 
výřezy s pozadím. O zbývajících výřezech rozhodne další sloţitější klasifikátor, se 
kterým se celý proces opakuje. Tím vzniká kaskáda klasifikátorů uvedená na Obr. 
14.[13] 
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Obr. 14 Kaskáda klasifikátorů [13] 
4.1.4 Klasifikátor AdaBoost 
Jde o metodu určenou pro dichromatické úlohy klasifikace, tedy úlohy třídící mnoţiny 
dat na dvě skupiny (ano/ne, menší/větší). Klasifikátor obecně vyuţívá dat získaných 
z trénovací mnoţiny, které následně pouţije pro klasifikaci zadaných testovacích dat.  
Základní myšlenkou klasifikátoru AdaBoost (Adaptive Boosting) je získat 
kombinací několika slabých klasifikátorů jednoho silného. Nejprve mají slabé 
klasifikátory velmi malou přesnost okolo 50%. S postupným přidáváním slabých 
klasifikátorů se celková schopnost klasifikace zvyšuje. Metoda AdaBoost oproti 
klasickému boostingu váhuje jednotlivé slabé klasifikátory, ze kterých poté vytváří silný 
klasifikátor.[12] 
 Výhody: snadno realizovatelný, 
  moţnost implementace v HW, 
  obecný učící algoritmus lze pouţít pro různé úkoly učení, 
 Nevýhody: velká citlivost na šum. 
 
4.1.4.1  Algoritmus AdaBoost [12] 
Vstupní trénovací mnoţina (x, y): 
     1,1,;,,........,, 11  YyXxyxyx iimm  
Inicializace vah Dt (i) pro kaţdé xi (kde m je počet vzorů): 
  mi
m
iDt ,......1;
1
  
Opakuj pro :,......,1 Tt   
 je hledán klasifikátor ht, který vykazuje nejmenší chybu klasifikace 
j na natrénovaných datech váţený pomocí Dt (i), 
 1,1: Xht  Hht   
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

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minarg   
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    ijt
m
i
tj xhybooliD ,
1


  
 je-li chyba 5,0t , pokračuj v učení, jinak ukonči učení, 
 určení váhy klasifikátoru, 
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kde Dt+1 jsou aktualizované váhy normalizačním faktorem Zt, tak aby se u slabých 
klasifikátorů váha zvětšila a u dobře klasifikovaných zmenšila. Následně se bude hledat 
slabý klasifikátor, který bude lépe klasifikovat doposud špatně klasifikovaná data, 
 opakování se provádí, dokud platí, ţe chyba 5,0t .
 
 
Výsledný silný klasifikátor: 
  


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

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t
tt xhsignxK
1
)(  
4.1.5 Klasifikátor AdaBoost podle Violy a Jonese 
Úpravy algoritmu AdaBoost spočívají ve změně kódování a ohodnocení vzorků 
z bipolárního na unipolární  1 ,0 Y . Další změna je v práci s vahami vzorků 
pro negativní či pozitivní vzorky. Váhy pozitivních vzorků jsou inicializovány 
na hodnotu 
m
w i
2
1
,1   a váhy negativních vzorků na hodnotu 
l
w i
2
1
,1  , kde m jsou 
počty pozitivních vzorků a l jsou počty pro negativní vzorky. Následně je nutné provést 
normalizaci pravděpodobnostního rozloţení v kaţdém kroku iterace.[13] 
4.1.5.1  Algoritmus AdaBoost podle Violy a Jonese[13] 
Vstupní trénovací mnoţina (x, y): 
     1,0,;,,........,, 11  YyXxyxyx iinn  
Inicializace vah: ni
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Opakuj pro :,......,1 Tt   
 normalizuj váhy tw s pravděpodobnostním rozloţením 
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 natrénuj slabý klasifikátor jh pro kaţdý příznak j a spočítej jeho chybu 
j vzhledem k   
i
iijijt yxhww : , 
 Vyber takový slabý klasifikátor jh , který vykazuje nejmenší chybu t , 
 Převaţ vzorky trénovací mnoţiny 
ie
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
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1
,,1  , kde 0ie  je -li vzorek 
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t
t
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
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

1
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Výsledný silný klasifikátor: 
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4.2 Houghova Transformace pro detekci oční duhovky 
v reálném čase 
I kdyţ Houghova transformace pro detekci kruţnic je hodně časově náročná, autoři 
článku ukázali, ţe je moţné jí vyuţít i pro algoritmy pracující v reálném čase. Stanovili 
však hned několik základních předpokladů, při kterých je moţné tento postup vyuţít: 
 kamera čelně snímá obličej, přičemţ obě oči jsou přibliţně stejně vzdálené 
od kamery, 
 duhovka je v kaţdém oku alespoň částečně vidět, 
 jasová hodnota duhovky bude niţší neţ hodnota oblasti bělmy, 
 obě duhovky nesmí mít hodnotu x-ové souřadnice odlišnou o více neţ 30%.[17] 
 
 
Obr. 15 Ukázka nalezené duhovky i při částečném zakrytí [17] 
Postup je zaloţen na základní definici Houghovy transformace popsané v kap. 2.2.3, 
snahou však je výpočet co nejvíce zjednodušit. Poloměr duhovky se vybírá z intervalu 
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definovaných hodnot v závislosti na ohniskové vzdálenosti (vzdálenosti od kamery). 
Dále je definován vztah (24), který vyhledá poloměry pravděpodobně patřící 
duhovkám.[17] 
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Základními parametry vztahu jsou Dduh, coţ je přibliţná vzdálenost mezi 
duhovkami, contrduh kontrast mezi duhovkou a pozadím a kruhovitost duhovky C(r). 
Tyto parametry pak sníţí výpočetní náročnost celého HT algoritmu.[17]  
 
Obr. 16 Nalezené duhovky, červeně označená duhovka s lepší kruhovitostí [17]  
4.3 Lokalizace očí pomocí morfologických operací 
Autor tohoto postupu svou práci zaloţil na detekci očí z oblastí získaných pomocí 
morfologických operací. Vstupní obraz nejprve klasifikoval na základě barvy kůţe. 
Hodnotám barevného prostoru YCbCr patřícím barvě kůţe přiřadil hodnotu jedna 
(„log 1“) a zbylým částem obrazu hodnotu nula („log 0“). 
Pomocí morfologického otevření a následného uzavření (kap. 2.1.3) byly 
ve výsledném obraze zanedbány shluky menší, neţ byla stanovená konstanta. Následně 
na základě velikostí jednotlivých oblastí malé (červeně ohraničené) oblasti 
vyseparoval.[18] 
  
a)      b) 
Obr. 17 a) Původní obrázek b) první série morfologických operací [18] 
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Zelené oblasti byly podrobeny dalšímu zpracování. V původním obrázku byl 
na pozicích hranic zelených rámečků aplikován Sobelův operátor, který vyhledal 
největší přechody (gradienty) v ose y. Z takto získaných snímků byla na obraz pouţita 
série morfologických operací, ovšem v opačném pořadí. Nejprve tedy uzavření a poté 
operace otevření. Tím bylo dosaţeno celistvých oblastí. 
 
Obr. 18 Výsledek po aplikaci Sobelova operátoru [18] 
 
Obr. 19 Výsledek morfologických operací [18] 
K nalezení očí pak vytvořil algoritmus, jenţ zbylé oblasti porovnává z hlediska 
velikosti a umístění v obraze. [18] 
 
Obr. 20 Konečný obraz po detekci [18] 
4.4 Lokalizace očí s využitím semínkové metody 
Autor disertační práce [8] se zabývá metodami a aplikacemi, které vyhodnocují lidské 
mrkání. Před vyhodnocením mrkání bylo nutné oči nejprve vyhledat. Algoritmus tedy 
tvůrce rozšířil o hardwarový návrh, kdy byly oči pro snazší lokalizaci hardwarově 
osvětlovány IR světelným zdrojem.  
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Autor ve svém algoritmu snímky pořízené z kamery nejprve podrobil sérii 
podmínek. Snímek převedl do šedotonového obrazu a několika podmínkami z něj 
odstranil oblasti s nízkou intenzitou jasu a místa zatíţená šumem. Ze snímku poté 
vytvořil binární mapu. V dalším kroku dochází k vyhledání a odlišení jednotlivých 
oblastí na základě semínkového vyplňování, které tvůrce označil jako nejdůleţitější část 
algoritmu. Všechny vysegmentované oblasti byly analyzovány z hlediska poloměru 
velikosti umístění průměrného jasového okolí oka.[8] 
 
Obr. 21 Ukázka detekovaných očí a analytický rozbor detekce [8] 
4.4.1 Semínkové vyplňování 
Metoda semínkového vyplňování, neboli zaplavovaného vyplňování je jednoduchý 
algoritmus slouţící k vyznačení či rozlišení oblastí, které jsou do určité míry 
homogenní. Existují dva způsoby zaplavování, tj. podle způsobu reprezentace hranice 
daného objektu nebo podle způsobu obarvování okolí.[5] 
 
Obr. 22 Ukázka šíření do 4-okolí a 8-okolí [5] 
4.4.1.1 Rozdělení vyplňování 
Základní myšlenkou algoritmu je obarvování sousedních bodů od nějakého 
startovacího bodu (semínka). Obarvené body se pak stávají novými semínky, která 
kontrolují své barevné okolí. Na počátku je tedy nutné definovat počáteční bod 
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(semínko), kontrolovanou barvu či hranici a barvu, kterou bude oblast vyplňována. 
Vyplňování dle způsobu obarvování okolí: 
 šíření do 4-okolí (tzv. čtyř-směrové vyplňování) – kaţdé semínko vyhodnocuje 
body ve svém horizontálním či vertikálním směru, 
 šíření do 8-okolí (tzv. osmi-směrové vyplňování) – kaţdé semínko vyhodnocuje 
body ve svém horizontálním, vertikálním směru a diagonálním směru.[5] 
Obr. 22 znázorňuje, jak při pouţití různého druhu okolí dosáhneme odlišných 
výsledků vyhledaných hranic. 
 
Vyplňování dle způsobu definice oblasti nebo její hranice: 
 hraniční vyplňování – bod je uvnitř oblasti, pokud nemá stejnou barvu jako 
definovaná hranice, 
 záplavové vyplňování – bod je uvnitř oblasti, pokud má stejnou hodnotu jako 
semínko, 
 měkké vyplňování – bod je vnitřní, má-li značně odlišnou barevnou hodnotu 
od hranice (hranice je definována rozptylem barevných hodnot), 
 prahové vyplňování – bod je vnitřní, pokud je hodnota v definovaném rozmezí 
kolem barvy semínka.[5] 
4.4.1.2 Jednoduché semínkové vyplňování 
Pokud je algoritmus implementován rekurzivně, dochází k několikanásobnému 
testování kaţdého pixelu, protoţe je semínko šířeno do všech stran (4-okolí nebo         
8-okolí). Tento problém je moţné vyřešit pomocí zásobníku. 
Algoritmus jednoduchého semínkového vyplňování:  
 vloţ semínko [x, y], 
 obarvi bod [x, y] na poţadovanou hodnotu,  
 otestuj sousedy aktuálního bodu (4-okolí nebo 8-okolí), jsou-li obarvené a patří 
do oblasti zájmu, 
 obarvi otestované hodnoty, které patří do oblasti zájmu, a uloţ tyto body 
do zásobníku, 
 získej nový bod ze zásobníku,  
 opakuj celý algoritmus, dokud není zásobník prázdný.[5] 
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4.4.1.3 Řádkové semínkové vyplňování 
Metoda vyhledává nové sousední body nejprve v jednom řádku. Následně nad tímto 
řádkem a pod ním hledá nová semínka. 
Algoritmus řádkového semínkového vyplňování: 
 vyhledej hranice xL a xR v řádku aktuálního bodu (semínka) [x, y], 
 nakresli úsečku [xL,y], [y, xR], 
 vyhledej souvislé nevyplněné úseky na vyšší a niţší úsečce [xL, y±1], [xR, y±1], 
pro kaţdý z nich vloţ do zásobníku souřadnici jednoho vnitřního bodu, 
 opakuj algoritmus, dokud není zásobník prázdný.[5] 
 
 
Obr. 23 Postup vyplňování řádkového algoritmu [5] 
  
35 
5 PROGRAM PRO DETEKCI OČÍ 
5.1 Pořizování snímků 
K pořizování snímků je v této aplikaci vyuţito externí webkamery Logitech QuickCam 
Pro 9000, zapůjčené vedoucím diplomové práce. Uplatnění jiné webkamery by bylo 
moţné, ovšem nejprve by bylo nutné zjistit, jaké parametry umoţňuje tato kamera měnit 
a jak danou scénu snímá (rychlost expozice, vyváţení bílé, jas atd.). 
Technická specifikace kamery[9]: 
 Optika:    Carl Zeiss s automatickým ostřením 
 Typ senzoru:   CCD 
 Senzor:   2MPix 
 Rozlišení videa:  960 x 720 
 Barevná hloubka:  24 bitů 
 Počet snímků za sekundu: 30 fps 
Technická specifikace 1. počítače: 
 Procesor:    AMD Turion 64 Mobile MK-38 (2,2 GHz) 
 Grafická karta:  NVIDIA GeForce Go 7300 
 Paměť:   DDR2 1536 MB (333 MHz) 
 Rozlišení obrazovky: 1280 x 800 
 Operační systém:  Windows 7 Professional (32b) 
Technická specifikace 2. počítače: 
 Procesor:    AMD Turion X2 RM-74 (2,2 GHz) 
 Grafická karta:  ATI Mobility Radeon  HD3650 
 Paměť:   DDR2 3072 MB (400 MHz) 
 Rozlišení obrazovky: 1280 x 800 
 Operační systém:  Windows 7 Professional (32-bit) 
5.2 Popis knihovny OpenCV 
Open Source Computer Vision Library je multiplatformní knihovnou vyvíjenou 
společností Intel. Knihovna je psána prostřednictvím programovacího jazyka C/C++ 
a můţeme ji tedy uplatnit na různých OS (Windows, Linux, Mac OS, Android). Mezi 
uţivateli si získala velkou popularitu nejen z hlediska real-time zpracování dat 
a softwarově optimalizovaných funkcí, ale i bezplatností tohoto programu. 
V současné době obsahuje OpenCV přes 500 funkcí vhodných pro vysoce efektivní 
algoritmy určené pro aplikace počítačového vidění běţící v reálném čase. Díky svému 
neustálému vývoji této knihovny a široké škále funkcí je moţné ji pouţít například 
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v robotice, v diagnostických lékařských zařízeních, v oblasti zabezpečení a všude, kde 
dochází ke zpracování obrazu či dat.[2] 
 
Obr. 24 Struktura základního členění knihovny OpenCV [2] 
5.2.1 Komponenty knihovny openCV  
 Modul CV – obsahuje knihovnu počítačového vidění např. filtry, transformace, 
histogramy nebo hranové detektory apod., 
 MLL – knihovna strojového učení, 
 HighGUI – zajišťuje práci s obrazem a videem, 
 CXCORE – obsahuje definice základních datových typů a funkcí slouţících 
pro vykreslování, 
 CvAux – není zahrnuta v modelu a obsahuje experimentální funkce či algoritmy 
pro rozpoznávání tváře z obrazu.[2] 
5.3 Implementace 
Aplikace pro detekci očí je implementována prostřednictvím programovacího jazyka 
C++ v prostředí Visual studia 2008. Dále je toto prostředí rozšířeno o knihovnu 
OpenCV verze 2.1. 
V této části jsou popsány jednotlivé kroky, postupy a funkce systému EyeControl. 
Pro přehlednost je vytvořen vývojový diagram, který sled jednotlivých událostí 
v programu jednoduše zobrazuje. 
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Obr. 25 Vývojový diagram aplikace 
5.3.1 Inicializace 
Při prvním spuštění programu dojde nejprve k nalezení kamery připojené k počítači, 
poté dochází k její inicializaci. Následně probíhá inicializace aplikace prostřednictvím 
funkce init. Tato funkce cyklicky získává, za pouţití rozšiřující knihovny 
videointput.lib, snímky z webové kamery. Do těchto snímků se vykreslí obdélník 
ukazujcí uţivateli oblast, ze které se následně vypočítají průměrné hodnoty sloţek Cb 
a Cr (funkce average_val viz kap. 5.3.2). Výpočet z právě nasnímaného vzorku kůţe 
poskytuje kvalitnější a přesnější hodnoty k pozdější detekci, neţ by tomu bylo v případě 
hodnot vypočítaných z koláţe. 
Před samotným výpočtem modelu je nutné upravit prostřednictvím posuvníku 
(trackbaru viz grafické rozhraní 6.2.1) jeden z parametrů kamery, konkrétně parametr 
gain (pomocí rozšiřující knihovny videointput.lib). Úpravou tohoto parametru zajistíme, 
aby snímaný obraz nebyl přesvícený nebo naopak podsvícený. Pokud bychom tak 
Výpočet hodnot pro 
detekci kůže 
Převod do YCbCr 
Detekce kůže 
Sledování oblasti 
Proběhla kontrola 
oblasti obličeje 
úspěšně? 
Ovládání PC 
Aktualizace modelu kůže 
(každých 30 iterací) 
Nahraj staré 
parametry 
Ulož parametry 
Vyhodnocení pozice 
zorniček/duhovek 
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NE 
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neučinili, mohlo by dojít k chybnému výpočtu modelu barvy kůţe a následné chybné 
detekci obličeje.  
Ostatní parametry kamery je moţné ponechat v implicitním nastavení, jelikoţ nejsou 
závislé na změnách světelných podmínek.   
 
Obr. 26 Oblast pro získání vzorku kůže 
5.3.2 Výpočet průměrných hodnot Cb, Cr barvy kůže  
Je-li zajištěn vzorek kůţe, dochází nejprve k jeho převodu z barevného prostoru RGB 
do barevného prostoru YCbCr (funkce cvCvtColor s parametrem CV_BGR2YCrCb).  
 Obraz s barvou kůţe v tomto barveném prostoru je předáván funkci average_val. 
Funkce spočítá střední hodnoty chrominančních komponent Cb (modrá) a Cr (červená) 
pomocí rovnice (27) pro obě části obrazu. 
Získaný vzorek kůţe je tedy rozdělen na dvě souměrné části z důvodu bočního 
osvětlení. Při silném bočním osvětlení jsou totiţ průměrné hodnoty obou částí odlišné, 
coţ zobrazuje Obr. 27 a Obr. 28. Z vertikální projekce sloţek je patrné, ţe hodnota 
Cr sloţky je v místě osvětlení větší oproti méně osvětlené části. Opačný výsledek 
vykazuje Cb sloţka, kde je v místě vyššího osvětlení hodnota niţší. Nejmarkantnější 
boční osvětlení způsobuje blízký zdroj světla, například obyčejná ţárovka.  
Pokud bychom tedy celou oblast nerozdělili, dostali bychom zavádějící hodnoty 
obou sloţek. Následující detekce by pak nebyla přesná, jelikoţ kůţe odpovídající 
obličeji je vyhledávána z těchto průměrných hodnot a jejich konstantního kruhového 
okolí. Při rozdělení vzorku tedy dochází ke zpřesnění díky dvěma vypočteným 
průměrům a dvěma kruhovým oblastem, ve kterých je barva kůţe hledána. 
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Obr. 27 Boční osvětlení způsobené obyčejnou žárovkou 
  
Obr. 28 Vertikální projekce Cr složky a Cb složky obrázku 
5.3.2.1 Testování barevných prostorů HSV a YCbCr 
Při porovnávání dvou barevných prostorů, které se uplatňují při detekci kůţe v obraze, 
byl nakonec zvolen model YCbCr. Nejdříve byl však testován barevný prostor HSV.  
Ovšem v obecném případě se scéna mění v závislosti na světelných podmínkách 
panujících při snímání videa. Denní světlo totiţ osvětluje kůţi o poznání jinak, neţ je 
tomu v případě obyčejných ţárovek nebo zářivek. Proto se zde výrazně mění i barevný 
tón neboli sytost barvy (S – saturation), coţ je jeden z parametrů HSV prostoru.  
Uvedené Obr. 29 a Obr. 30 zobrazují pořízené snímky za denního osvětlení a při 
osvětlení obyčejné ţárovky se stejnými nastavenými parametry kamery (brightness, 
gain, kontrast atd.) pro HSV prostor. 
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Obr. 29 Detekce při denním osvětlení pro HSV prostor 
   
Obr. 30 Detekce při nočním osvětlení pro HSV prostor 
Porovnáme-li oba snímky, uvidíme značně nepřesnou detekci barvy kůţe, která 
nastala při změnách osvětlení scény. Pokud bychom mohli v přiloţeném softwaru 
kamery ručně upravit některé parametry, docílili bychom stejně přesných výsledků 
v obou snímcích. Ovšem změna parametrů v knihovně OpenCV nebyla moţná.  
Doplněna proto byla o zmiňovanou knihovnu videointput. Tato knihovna částečně 
umoţňovala měnit některé parametry kamery, nikoliv však všechny parametry.  
U barevného prostoru HSV bychom museli stále upravovat většinu parametrů 
kamery, abychom docílili kvalitní detekce. Barevný prostor YCbCr potřeboval změnit 
pouze jeden parametr a to parametr gain. 
Na základě těchto zjištěných poznatků nebylo moţné dosáhnout při změnách 
světelných podmínek dostatečně přesné detekce kůţe pomocí HSV prostoru. Nakonec 
byl díky testování a dosaţeným výsledkům z článku [14] zvolen barvený prostor 
YCbCr. Pořízené snímky na bázi tohoto modelu jsou uvedeny v následujících 
kapitolách. 
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5.3.3 Hlavní smyčka detekce 
V kaţdém kroku iterace programu probíhá nejprve získávání snímků z webové kamery. 
Z pořízených snímků jsou ovšem získávány značně nekvalitní snímky citelně zatíţené 
šumem. Především jsou šumem zatíţeny snímky pořízené za tmy, kdy dochází 
k přisvětlování scény.  
Šumu je moţné se zbavit pouţitím průměrující masky s Gaussovým rozloţením 
(funkce cvSmooth s parametrem CV_GAUSSIAN), ale vzroste výpočetní náročnost 
algoritmu. Prioritním cílem nebylo dostat kvalitní snímek obličeje, nýbrţ očí, proto tato 
korekce šumu byla v tomto místě vypuštěna.  
 
Obr. 31 Detekce obličeje bez použití filtrování, vpravo s použitím průměrování 
Následně je snímek převeden do YCbCr (funkce cvCvtColor s parametrem 
CV_BGR2YCrCb) prostoru a je provedeno samotné hledání kůţe.  
 
5.3.4 Detekce obličeje 
Prohledávání snímku probíhá pixel po pixelu pomocí vnořených cyklů for. 
Vyhodnocuje se barevný prostor YCbCr, kde pokud hodnota pixelu splní alespoň jednu 
podmínku (pro kaţdý pár průměrných hodnot µCb a µCb jedna) rovnice (25) je 
výsledný pixel nastaven na hodnotu 255, v opačném případě je hodnota pixelu rovna 0. 
Podmínka pro správnou klasifikaci pixelů vychází z rovnice kruţnice. 
Symbol x označuje hodnotu sloţky Cb zkoumaného obrazu a symbol y označuje 
hodnotu sloţky Cr. Sloţky µCb a µCb značí průměrné hodnoty těchto sloţek, které byly 
získány pomocí vztahu (27) a funkce average_val (viz kap. 5.3.2). Parametr r značí 
poloměr, ve kterém se hodnoty musí objevit, aby byly prohlášeny za kůţi. 
    222   rCryCbx       (25) 
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V prvním kroku se prochází celý snímek, tomu odpovídá i detekční čas v Tab. 8. 
Další krok  uţ prochází pouze část snímku odvozenou z obdélníkové oblasti získané 
z první detekce  kůţe. Detekční čas se tak sníţí. Souřadnice a velikost jsou pro druhý 
krok vyhledávání ukládány do struktury (34).  
 
Obr. 32 Detekce obličeje na základě barvy kůže 
Ohraničená oblast obličeje se získá pomocí shlukovacího algoritmu mean-shift (viz 
kap. 3.1.1). Knihovna OpenCV má tento algoritmus implementován pod názvem 
cvCamShift. Funkce cvCamShift je oproti základnímu principu mean-shift vylepšená. 
Vylepšení spočívá v tom, ţe funkce nejenţe vyhledá největší shluk, ale navíc tento 
shluk sleduje a do připravené struktury CvBox2D track_box nahrává obdélníkové 
rozměry tohoto shuku.  
5.3.4.1 Kontrola oblasti a aktualizace hodnot 
Následně probíhá kontrola nalezené oblasti (viz kap. 5.3.6), která vyhodnotí 
ohraničenou oblast, zda můţe být hledaným obličejem.  
Pokud je kontrola úspěšná, provádí se z oblasti vyhraničené obdélníkem aktualizace 
chrominančních komponent funkcí update_model (viz kap. 5.3.5). Aktualizací je 
dosaţeno stále stejného výsledku detekce, i kdyby došlo ke změnám světelných 
podmínek. 
5.3.4.2 Ukončení vyhledávání obličeje 
Pokud se v oblasti povaţované za obličej naleznou oči, je po deseti následujících 
iteracích programu ukončeno vyhledávání obličeje. Tato volba sníţí výpočetní 
náročnost algoritmu. Dojde-li ke ztrátě očí, je opět po několika intervalech obnovena 
detekce obličeje. Velikost detekční oblasti se pak zvyšuje do doby, kdy je obličej 
nalezen, nebo do doby, neţ dojde k opětovné inicializaci vzorku kůţe díky prováděné 
kontrole (viz 5.3.6). 
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5.3.4.3 Testování modelu s jedním Gaussovským rozložením  
Detekce v této práci byla zaloţena na vyhledávání barvy kůţe a byla tedy závislá 
na vhodně zvoleném algoritmu detekce. Poprvé byl pouţit model s jedním 
Gaussovským rozloţením, pro který platí následující vztahy: 
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kde ∑s je kovarianční matice, cj je vzorek z trénovací mnoţiny o n prvcích a µs je 
vektor středních hodnot.[19] 
Výsledky metod (výpočet středních hodnot a Gaussovo rozložení) 
Rychlost algoritmu při pouţití jednoho Gaussovského rozloţení trvá při detekci 
obličeje průměrně o 65 ms déle oproti současné metodě zaloţené pouze na vyhledávání 
prostřednictvím průměrných hodnot. Dosaţené výsledky detekce obličeje oběma 
přístupy jsou však identické. Ze zjištěných poznatků je v aplikaci pouţíváno 
vyhledávání prostřednictvím průměrných hodnot. Je tím docíleno sníţení výpočetního 
času detekce. Rychlost obou algoritmů shrnuje následující Tab. 2.  
Tab. 2 Rychlost detekce obličeje s Gaussovým a bez Gaussova rozložení  
Iterace programu 1. 3. 5. 7. 9. 11. 13. 15. 17. 19. 30. 
S Gaussovým 
rozložením    [ms] 
164 176 156 218 161 157 154 166 160 161 336 
Bez Gaussova 
rozložení       [ms] 
92 95 119 96 116 117 115 114 93 111 257 
 
Z tabulky je také patrné, ţe ve třicátém průchodu programu dochází k mírnému 
zvýšení detekčního času. Navýšení je způsobeno aktualizací hodnot. U výpočtu 
s Gaussovým rozloţením se počítají střední hodnoty a kovariační matice. Bez pouţití 
Gaussova rozloţení dochází pouze k výpočtu středních hodnot. 
Ukázka koláže a jedno Gaussovské rozložení 
V první verzi programu byly vzorky kůţe odvozovány z vytvořené koláţe, 
v současné verzi je vzorek kůţe získáván vţdy při spuštění aplikace. 
  
44 
 
Obr. 33 Koláž vytvořená z několika vzorků kůže 
Koláţ byla vytvořena z několika vzorků kůţe pořízených za různých světelných 
podmínek Obr. 33. Z této koláţe bylo spočítáno pomocí rovnic (26, 27, 28) Gaussovské 
rozloţení uvedené na Obr. 34. 
 
Obr. 34 Gaussovo rozložení vzorků kůže pro YCbCr prostor 
 
5.3.5 Aktualizace modelu 
Proces aktualizace zajišťuje stále aktuální hodnoty pro detekci kůţe a postihuje 
i případné změny světlených podmínek. Aktualizace pevně probíhá kaţdých 30 snímků, 
kdy nejsou nalezeny oči, tj. po detekci a kontrole oblasti obličeje. V grafickém rozhraní 
můţe uţivatel provést aktualizaci, vţdy kdyţ nebude přesvědčen o správné detekci. 
Oblast, z níţ se aktualizace provádí, je odvozena z bodů a délek os uloţených 
ve struktuře získané funkcí cvCamShift. Struktura track_box získá střed ohraničené 
oblasti a podle vztahů (29, 30, 31, 32) je vytvořen čtvercový vzorek, který je předáván 
do funkce average_val (viz kap. 5.3.2). 
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widthboxtrackcenterboxtrackoz_xp ._35,0._   (29) 
heightboxtrackcenterboxtrackoz_yp ._35,0._   (30) 
widthboxtrackwidth ._7,0   (31) 
heightboxtrackheight ._7,0   (32) 
center ............................. střed ohraničené oblasti 
width .............................. šířka ohraničené oblasti 
height ............................. výška ohraničené oblasti 
5.3.6 Kontrola ohraničené oblasti 
Tato část algoritmu probíhá po kaţdých deseti iteracích, kdy dochází ke kontrole 
detekovaného objektu v závislosti na jeho velikosti. Vţdy se tedy hodnoty ukládají 
v posledním kroku, kdy byl vyhledáván obličej. 
Jsou-li splněny všechny podmínky kontroly, nahrají se do struktury (33) stávající 
střední hodnoty jednotlivých chrominančních sloţek Cb  a Cr . 
old_data *acc= new old_data[9](); (33) 
struct old_data 
{ 
double old_ucb; 
double old_ucr; 
double old_eye_poc;     
double old_eye_end;    
double old_eye_height;     
double old_cor_elx;    
double old_cor_ely;  
double old_cor_epx;     
double old_cor_epy;  
}; 
Hodnoty se ukládají, pokud je splněna podmínka, ţe se nalezená oblast obličeje 
změní oproti předešlé oblasti maximálně o 40% z předchozí hodnoty nebo se nejedná 
o velmi malou oblast (pevně stanovená a otestovaná hodnota 90 pixelů). 
V případě, ţe se  velikost detekovaného objektu vychýlila ze zkoumaného intervalu, 
nahrají se do sloţek Cb , Cr  jejich starší hodnoty (old_ Cb a old_ Cr ) 
ze struktury (33). Starší čísla jsou pouţita, protoţe z těchto hodnot byla předchozí 
detekce úspěšná a je zde moţnost, ţe se úspěšnost zopakuje. Pokud po následující 
sekvenci snímků (deset iterací) opět neprojde kontrola přes některou z podmínek, je 
vyvolána funkce init (viz kap. 5.3.1). Probíhá pak opětovné odebrání vzorku kůţe 
a výpočet průměrných hodnot chrominančních komponent. 
5.3.7 Nalezení oblasti očí 
Moţností a variant na vyhledávání očí je taktéţ vícero, v této diplomové práci bylo 
vybráno vyhledávání očí prostřednictvím Haarových příznaků (teoreticky popsaných 
v kap. 4.1).  
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Kromě rychlosti a robustnosti byla tato metoda vybrána i z hlediska toho, ţe ji přímo 
sama knihovna OpenCV implementuje (cvHaarDetectObjects). Samotná knihovna 
poskytuje i kaskádu příznaků, které byly natrénovány z několika set snímků, kde se oči 
vůbec nevyskytují a zároveň snímků, kde se obě oči objevují (např. haarcascade_ 
mcs_eyepair_big.xml).  
Vyhledávání očí probíhá v první iteraci programu pro celou oblast (tmavě růţový 
obdélník Obr. 32) ohraničující obličej. Navíc je tato oblast rozšířena o procentuální část 
šířky obličeje, aby došlo ke správné klasifikaci očí. Oči se totiţ nachází v krajních 
pozicích vyhraničené oblasti a Harrovy příznaky by tak v některých případech neměly 
plnou informaci o obou párech očí.  
5.3.7.1 Zvýšení spolehlivosti nalezení páru očí 
Aby byla zvýšena pravděpodobnost nalezení nějakého oka, jsou v případě 
neúspěchu pouţity postupně tři různé kaskády příznaků. Kromě natrénovaných kaskád 
nabízených knihovnou OpenCV byly staţeny další kaskády z webových stránek [11]. 
Tyto stránky poskytují několik dalších různých variant natrénovaných párů očí, ale 
i dalších částí těla. 
5.3.7.2 Odvození menší oblasti pro vyhledávání očí 
 Je-li ve snímku nelezen pár očí, je z jejich pozice a velikosti odvozena menší oblast, 
ve které probíhá prohledávání očí v dalších krocích iterace. Předchozí souřadnice očí, 
ale i obličeje se ukládají do připravené struktury (34). 
Velikost prohledávaného snímku se tak sníţí a dochází ke zvýšení rychlosti celého 
algoritmu.  
coordinate_areas *loc= new coordinate_areas(); (34) 
struct coordinate_areas 
{ 
   double eye_poc_y;  
   double eye_end_y;  
   double eye_width; 
   double eye_height; 
   double face_x; 
   double face_y;  
   double face_widthů 
   double face_height; 
      }; 
 
Pro rozlišení jednotlivých zkoumaných částí je tato oblast (oblast, kde jsou 
vyhledávány oči) vyznačena v Obr. 35 světle růţovým obdélníkem. Ţlutým rámečkem 
je v Obr. 35 ohraničen nalezený pár očí. 
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Obr. 35 Znázornění jednotlivých prohledávaných oblastí 
 
Obr. 36 Vývojový diagram pro zpracování očí  
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obě oči? 
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5.3.8 Zjištění pozice duhovky 
Přesné určení pozice duhovky nebo zorničky je omezené velkou řadou faktorů, které se 
při této detekci objevují: 
 prvním faktorem jsou nekvalitní snímky pořízené z webkamery, které disponují 
pouze malým rozlišením (popisovaný algoritmus pracuje s rozlišením 640x480),  
 druhým omezujícím faktorem je skutečnost, ţe tato aplikace má pracovat 
v reálném čase; docílit práce v reálném čase je při sloţitých algoritmech, které by 
přesně určily pozici duhovky či zorničky, komplikované, 
 třetím faktorem je vytvořit robustní algoritmus, který by dokázal přesně určovat 
pozici i při variabilních světelných podmínkách. 
Na základě uvedených okolností je pouţita metoda zaplavovaného vyplňování, která 
je velmi rychlá a invariantní vůči změnám světelných podmínek. Určení zcela přesného 
tvaru duhovky není za těchto podmínek moţné, v tomto případě však dostačující 
k následnému ovládání počítače. Práce je tedy zaloţena na detekci duhovky. Podrobně 
je celé vyhodnocení pozice duhovky popsáno v následující části dokumentace. 
5.3.8.1 Základní úprava oblasti očí  
Ţlutě vymezená část snímku vyhledaná Haarovými příznaky je podrobena dalšímu 
zpracování. Prvním krokem je rozdělení ţluté oblasti na polovinu. Rozdělením jsou 
získány dvě oblasti, kde v jedné části je vţdy pravé a ve druhé vţdy levé oko.  
Oddělení těchto částí se provádí na základě výpočtu středu ţlutého rámečku. Tento 
přístup zajistí variabilní určení středu při oddalování i přibliţování očí, protoţe oblast je 
vţdy vyhledávána pro celý pár očí. Invariantnost tohoto přístupu je vhodná především 
pro samotné ovládání, kdy se vyhodnocuje střed duhovky. 
Obě části snímku jsou následně převáděny z barevného prostoru RGB 
do šedotónové škály funkcí cvCvtColor s parametrem CV_BGR2GRAY. Obě oči 
pouţívají identický algoritmus pro detekci duhovky, proto se v další části práce 
objevuje pouze lokalizace jednoho oka. 
5.3.8.2 Ekvalizace histogramu 
Ke zdůraznění duhovky oka je pouţito ekvalizace histogramu. Jejím pouţitím 
dochází ke zvýšení kontrastu v obraze a jsou zvýrazněny detaily obrazu, respektive 
špatně rozpoznatelné detaily s nízkým kontrastem. Touto korekcí dochází ovšem i ke 
zvýraznění šumu. Úpravou je tak získána zvýrazněná duhovka oka, ale i např. obočí.  
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Obr. 37 Původní obrázek oka a jeho histogram 
  
Obr. 38 Ekvalizovný obrázek a jeho histogram 
5.3.8.3 Redukce oblasti pro nalezení oka 
Pro spuštění zaplavovaného vyplňování je třeba určit bod (semínko), ze kterého se 
spustí zaplavování. Tento bod je určen na základě nejtmavšího místa v oku, kterým by 
měla být zornička případně duhovka. 
Aby bylo zamezeno chybnému určení nejtmavšího místa, které by se mohlo 
vyskytnout například v místě obočí, je prováděno zmenšení prohledávané oblasti. 
Redukcí oblasti jsou sníţeny falešné detekce nejtmavšího bodu v oblasti oka. Úprava 
je prováděna pomocí Sobelova operátoru. 
Na obraz je aplikována nejprve horizontální Sobelova maska (13), která zvýrazní 
gradientní růst v horizontálním směru, jak znázorňuje Obr. 39.  
   
Obr. 39 Aplikace horizontální masky Sobelova operátoru 
  
50 
Ze získaného snímku je kaţdá oblast podrobena rozboru. K tomuto účelu byla 
implementována knihovna cvblob.lib. Knihovna se zabývá nejen nalezením oblastí, ale 
i jejich důkladnou a různorodou analýzu.  
Prostřednictvím této knihovny byly nejdříve nalezeny všechny oblasti funkcí 
CBlobResult a odfiltrovány (void Filter) všechny, které mají počet menší neţ 15 pixelů. 
Tím byly odstraněny malé, popřípadě šumové informace. Ze zbylých oblastí se hledá 
taková, která má nebliţší vzdálenost k y-ové ose. Vychází se zde z charakteristického 
rysu kaţdého člověka, kterým je světlejší oblast víčka oproti řasám a obočím. Přechod 
z oblasti řas k hornímu víčku vţdy vytvoří výraznou hranu.  
Na stejný vstupní obrázek oka je současně aplikována vertikální maska (13) 
Sobelova operátoru Obr. 40. Aplikací masky je získán výrazný přechod v místě nosu, 
který se v okolí oka vyskytuje v kaţdém pořízeném snímku. Funkcí GetNthBlob 
je nalezena největší oblast ve snímku. 
     
Obr. 40 Aplikace vertikální maska Sobelova operátoru 
Pomocí funkce GetBoundingBox() jsou získány souřadnice těchto dvou částí a jejich 
velikosti.  Na základě těchto hodnot jsou poté odvozeny souřadnice pro elipsu (35). 
Elipticky vymezené místo tak sníţí zkoumanou oblast, v níţ bude hledáno nejtmavší 
místo. 
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Symboly x a y značí současnou pozici bodu v obraze, x0 a y0 označují střed elipsy. 
Parametr a značí polovinu hlavní poloosy, b značí polovinu vedlejší poloosy elipsy. 
 
Obr. 41 Zmenšená oblast pro analýzu oka 
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V případě, ţe by se oblast nosu nebo přechodu u horního víčka nepodařilo nalézt, 
jsou v algoritmu nastaveny procentuální hodnoty odvozené z místa, kde se vyskytuje 
oko (75% z šířky, respektive výšky obrazu). Ošetřením je zde zaručeno, ţe nejtmavší 
místo nebude nikdy v oblasti obočí. To vychází i z předpokladu invariantního výběru 
oblasti očí, kdy bude oko v oblasti elipsy vţdy obsaţeno. 
 
Obr. 42 Zmenšená oblast oka a horizontální projekce 
5.3.8.4 Nalezení nejtmavšího místa obrazu 
Zobrazená oblast oka je zprůměrována maskou 5x5 pomocí funkce cvSmooth 
(s parametrem CV_BLUR) Obr. 42. Testovány byly i další vyhlazovací algoritmy, jako 
filtr s Gaussovským rozloţením nebo medián. Průměrování ovšem přineslo nejlepší 
rozloţení barev v oku, tak aby mohla semínková metoda vysegmentovat co nejlépe 
místo duhovky.  
Z takto upraveného obrazu je vytvořena horizontální projekce, ze které je určena 
oblast s nejtmavšími pixely snímku. S velkou pravděpodobností se zde nachází hledaná 
část oka.  Příkazem cvSetIamgeROI je zvolena oblast pro vyhledání nejtmavšího bodu 
 v oku. Tato oblast je odvozena z y-ové souřadnice místa s nejtmavšími pixely, navíc je 
oblast rozšířena o dva pixely v y-nové souřadnici. Zvětšení se provádí proto, aby bylo 
opravdu nalezeno nejtmavší místo v oku, které nemusí být součástí úsečky nejtmavšího 
místa v horizontování projekci. 
V takto získaném obrázku je hledáno nejtmavší místo funkcí cvMinMaxLoc 
a umístění tohoto bodu. Výsledkem je tedy bod nacházející se uvnitř zorničky případně 
duhovky.  
5.3.8.5 Zaplavované (semínkové) vyplňování 
 V této části dochází k vyznačení duhovky pomocí semínkového vyplňování. 
Metoda je v knihovně OpenCV implementována pod názvem cvFloodFill. Prvním 
parametrem funkce zajišťující vyplňování je kromě vstupního obrazu i startovací bod 
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neboli semínko (seed_point), ze kterého se začne zaplavovat. Tento bod byl získán 
pomocí funkce cvMinMaxLoc, jak uvádí předchozí část, zabývající se nalezením 
nejtmavšího místa v oku. 
Dalším parametrem je výstupní hodnota oblasti (new_val), tedy hodnota jakou bude 
mít vyplněná oblast po zaplavení. V programu byla hodnota nastavena na 255, tj. místo 
bude po zaplavení bílé.  
Parametry lo_diff a up_diff definují velikost změny barevné hodnoty oproti semínku. 
Aplikace má nastaveny tyto parametry shodně na hodnotu dva. Interval barevných 
hodnot pixelů není díky předchozímu průměrování velký. Hodnoty určující duhovku 
jsou si velmi podobné a zaplavení je tak stabilní. 
Posledním nastavovaným parametrem této funkce je okolí, které bude prohledáváno. 
Nejvěrohodněji byla vybrána duhovka pomocí 8-okolí, varianta 4-okolí přinesla velmi 
malou přesnost při detekci. Pro šedotónový obraz platí při zaplavování vztah (36), 
teoreticky je metoda popsána v kap. 4.4.1. 
      diffupyxobrazvstyxobrazvstdiffloyxobrazvst _´´,_´´,_´_´´,_     (36) 
  
Obr. 43 Vysegmentové oko 
Aby se předešlo světelným odrazům, které se vyskytují především při přímém 
osvětlení, je oblast ještě morfologicky uzavírána prostřednictvím funkce 
cvMorphologyEx s parametrem CV_MOP_CLOSE. Strukturní element je zobrazen 
na Obr. 44., je vytvořen pomocí funkce cvCreateStructuringElementEx. 
   
   
   
Obr. 44 Strukturní element 
Určení středu duhovky je pak dosaţeno pomocí knihovny cvBlob.lib, konkrétně 
funkcemi CBlobGetXCenter() a CBlobGetXCenter(). Hodnoty jsou následně uloţeny 
do pole blobCentre a probíhá jejích vyhodnocení. Na základě analýzy těchto hodnot 
je pak následné ovládán počítač. 
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5.3.8.6 Další testované varianty nalezení zorničky/duhovky 
Hledání duhovky/zorničky pomocí Houghovy transformace (HT) 
V teoretických řešeních byla popsána moţnost pouţít Houghovu transformaci (viz kap. 
4.2.). Testování v praxi přineslo velmi špatné výsledky samotné detekce. 
Z šedotónového obrázku se pomocí cannyho hranového detektoru (funkce cvCanny) 
získal nahranovaný obrázek. Hranováním v proměnlivých světelných podmínkách 
nebylo ovšem dosaţeno stejných výsledků. Oblast duhovky ani nedosahuje potřebné 
kruhovitosti, ze které by HT vytvořila potřebnou kruţnici. Proto byla tato moţnost 
detekce zavrţena. 
Pro dokreslení byl pomocí funkce cvCircle tento obrázek prohledáván a následně 
došlo k vykreslování jednotlivých kruţnic. Těchto kruţnic nabídla funkce nepřeberné 
mnoţství a aţ v případě, kdy se sníţila kritéria funkce, byla nalezena pouze jedna 
kruţnice. Ta však neodpovídala hledané duhovce. 
  
  
Obr. 45 Ukázka detekce pomocí HT 
Hledání duhovky/zorničky pomocí morfologických operací 
Tato varianta (kap. 4.3) opět nepřinesla ţádné závratné výsledky. Hned na počátku 
testování totiţ v některých případech nebyli kandidáti pro oblast očí vůbec detekováni. 
Volba konstanty určující, které oblasti mají být vyřazeny, měla pevně danou číselnou 
hodnotu. Proto by byla ve videu, kde se mění vzdálenost obličeje nepouţitelná.  
Rychlost detekce byla také velmi pomalá. Tato metoda byla tedy implementována 
pouze v prostředí Matlab a do C++ jiţ nebyla programována. Výsledné obrázky 
neposkytovaly ţádné plnohodnotné informace, a proto zde nejsou uvedeny. 
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5.3.9 Vyhodnocení otevřenosti/zavřenosti oka 
Z principů, které jsou v předchozích částech dokumentace popsány, je patrné, ţe nelze 
vyhodnocovat otevřenost/zavřenost oka na základě ztráty duhovky. Z těchto důvodů je 
zde pouţito druhé nejpouţívanější metody, kterou je vyhodnocování změny velikosti 
vysegmentované oblasti.  
Pouţité semínkové vyplňování a postup, v němţ se hledá nejtmavší místo oka, vţdy 
nějakou oblast vyhledají a následně vysegmentují. Pokud tedy dojde k uzavření oka 
(mrknutí) je semínkovou metodou zaplavena oblast, která vzniká díky uzavření a řasám 
na krajích víček. Stav uzavření oka je znázorněn na Obr. 46.  
   
Obr. 46 Ukázka mrknutí 
5.3.9.1 První podmínka signalizující uzavření oka 
V kaţdém kroku, kdy je nalezena duhovka se provádí kontrola šířky a její změna 
oproti předchozí šířce. Pokud tedy uţivatel uzavře oko, dojde k mnohonásobnému 
zvětšení šířky bílé vysegmentované oblasti. 
Velikost šířky bílého místa je získána funkcí  GetBoundingBox(). Je-li splněna 
podmínka rovnice (37), tedy zvětší-li se šířka vysegmentovaného místa o 60% oproti 
předchozí šířce je nastaven bit eye_blik na hodnotu true.  
oblastisirkapredchozioblastisirkanova __6.1   __   (37) 
Pokud opět šířka segmentované oblasti klesne o 60% oproti předchozí hodnotě, 
je bit eye_blik nastaven na hodnotu false. 
oblastisirkapredchozioblastisirkanova __6.0  __   (38) 
Tab. 3 Velikosti segmentovaných oblastí pro zavřené a otevřené oko 
 
Šířka oblasti [pixel] 
Otevřené oko 21 18 17 23 16 25 23 17 22 22 
Zavřené oko 44 36 37 48 45 38 49 42 46 39 
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5.3.9.2 Druhá podmínka signalizující uzavření oka 
Aby se zvýšila pravděpodobnost, ţe signalizované oko je opravdu uzavřeno, 
je vytvořena ještě jedna ověřovací podmínka. V této podmínce se kontroluje, jak je daný 
objekt kompaktní (nebo obráceně jak moc je nekompaktní), tedy jak se daná oblast 
podobá ideálnímu kruhu. Pro nekompaktnost platí následující vztah: 
velikost
obvod
ostnekompaktn
2
     (39) 
kde velikost udává počet pixelů dané oblasti a obvod značí hraniční křivku objektu. 
Čím niţší bude nekompaktnost, tím je vyšší pravděpodobnost, ţe se objekt podobá 
kruhu, tj. duhovce. Podle testovaných hodnot zobrazených v Tab. 4  je nastaven 
rozhodovací práh na hodnotu šest (dochází k zaokrouhlování desetinných čísel směrem 
nahoru). Je-li tato hranice překročena, nastaví se bit compactness na hodnotu false. 
Klesne-li hodnota pod daný práh zpět, je bit compactness nastaven na hodnotu true. 
Tab. 4 Hodnoty nekompaktnosti zavřeného a otevřeného oka 
 
Nekompaktnost 
Otevřené oko 1,829 1,546 1,505 2,369 1,449 1,366 1,322 1,643 1,614 1,641 
Zavřené oko 7,027 6,086 5,173 6,151 5,888 5,652 5,115 5,662 5,522 5,092 
  
V případě ţe je bit eye_blik nastaven na hodnotu false a bit compatness na hodnotu 
true je oko otevřeno a vyhodnocuje se pohyb na základě pozice duhovek. Pokud 
je některá hodnota těchto bitů odlišná vše je vyhodnocováno jako mrknutí. 
5.3.10 Ovládání PC 
Jako způsob ovládání počítače byl zvolen relativní pohyb myši, který byl zajištěn 
pomocí vyhodnocení pozice duhovky a knihovny WinUser.h.  
Relativním pohybem je zde myšleno, ţe kurzor při vychýlení duhovky vykonává 
pohyb daným směrem. Naproti tomu absolutní pohyb by v závislosti na poloze duhovky 
nastavil kurzor do daného místa monitoru. Kvůli přesnosti a nedosaţitelnosti 
poţadovaného místa na monitoru byl zvolen pouze relativní pohyb. 
Knihovna WinUser.h obsluhuje všechny události, které mohou vzniknout 
od klávesnice nebo myši.  
Pokud tedy dojde k vyhodnocení polohy oka nebo mrknutí je zavolána vytvořená 
funkce control_mouse, která podle volaného poţadavku příkazem switch-case 
rozhodne, jaký akci má myš vykonat. Událost, která má být vykonána je nejprve 
uloţena do struktury INPUT, a následné odeslána do funkce SendInput, kde dochází 
k vykonání poţadavku. Struktura i funkce jsou definované knihovnou WinUser.h. 
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K danému účelu byly pouţity následující příkazy definující reakci myši:  
 deklarace zařízení, s nímţ se bude pracovat – INPUT_MOUSE, 
 příkaz vytvářející pohyb myši – MOUSEEVENTF_MOVE , 
 příkaz pro kliknutí pravého tlačítka – MOUSEEVENTF_RIGHTDOWN, 
MOUSEEVENTF_RIGHTDOWN, 
 událost při kliknutí levého tlačítka – MOUSEEVENTF_LEFTDOWN, 
MOUSEEVENTF_LEFTDOWN. 
5.3.10.1 Pohyb očí a myši 
Vyhodnocení pozice obou duhovek spočívá v základním geometrickém útvaru a tím 
je přímka, respektive úsečka. Aby se mohla začít vyhodnocovat pozice obou duhovek, 
je nejprve nutné definovat hodnoty na x-ové a y-ové ose, ze které vychází první bod 
kaţdé z úseček.  
Souřadnice na x-ové ose je odvozena ze středu ţlutého rámečku, který ohraničuje 
oblast očí. Střed je tedy stále mezi oběma očima, jelikoţ se mění s velikostí rámečku. 
Na y-ové ose je nutné zajistit, aby byly úsečky porovnávány vůči pohyblivému 
bodu. Tímto výpočtem jsou tedy získány nezkreslené výsledky i kdyţ uţivatel mírně 
nakloní hlavu. Celou situaci dokresluje Obr. 47. 
 
Obr. 47 Nástin situace natočení očí v závislosti na natočení obličeje 
Pokud by nebyl počítán pohyblivý střed y-ové souřadnice (stred_y), výsledky by 
mohly být zavádějící a následný pohyb by mohl být chybný. Chybný výpočet vzhledem 
k pevnému bodu je znázorněn červenou barvou. Parametr stred_y je počítán pomocí 
následujících rovnic (40, 41, 42). 
C
C
x
y
k       (40) 
LL xkyq      (41) 
qxkystred C _    (42) 
Pro jednodušší interpretaci celé rovnice jsou jednotlivé parametry rovnic vyznačeny 
v Obr. 48Obr. 48. 
y 
x 
stred_y 
levé oko 
pravé oko 
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Obr. 48 Vyznačení parametrů a porovnávané úsečky 
Pohyb oka a myši vpravo/ vlevo 
Ze zjištěného parametru stred_y a polohy duhovky je Pythagorovou větou (43) 
počítána velikost červené a modré úsečky.  
22 )_(sec_ ystredyxkyuvelikost LL    (43) 
Myš tedy začne vykonávat pohyb vlevo/vpravo, pokud rozdíl obou úseček překročí 
definovanou hranici. Následně je volána funkce control_mouse s parametrem 
MOTION_MOUSE a počtem pixelů, který definuje v jakém směru a jak hodně se bude 
kurzor myši pohybovat. Pokud je oko otevřené a vykonává se některý pohyb, dochází 
ke zvyšování konstanty τ v rovnici (44) a tím tedy i ke zrychlování pohybu kurzoru. 
 upocetpixelxpohyb_    (44) 
 Práh, na jehoţ základě se myš pohybuje, je odvozen z šířky rámečku ohraničujícího 
oči. Takto definovaná hranice je pak proměnná se změnou rámečku a tedy 
i  s přibliţováním a oddalováním uţivatele. Hranice rozhodující o pohybu je tak 
variabilní při jakémkoliv pohybu uţivatele. 
Při pohybu vlevo/vpravo je také nastaveno určité pásmo necitlivosti, ve kterém se 
neuskutečňuje ţádný pohyb. Určitá hystereze zde lze pouţít, protoţe v x-ové ose 
dosahuje oko velké výchylky, viz Tab. 5, Tab. 6 a Obr. 51. 
Pohyb oka a myši nahoru/ dolu 
Pohyb směrem nahoru a dolu se vyhodnocuje pouze z proměnné stred_y a jejího 
doplňku 1- stred_y. Doplněk se zde pouţívá, aby mohl být aplikován stejný algoritmus 
jako při pohybu vpravo/vlevo.  
Vyhodnocován je tedy také rozdíl velikostí takto získaných úseček. Hranice 
rozhodující o pohybu nahoru nebo dolu je odvozena z výšky rámečku, který ohraničuje 
y 
x 
yL 
xC 
yC 
xL 
levé oko 
pravé oko 
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oblast očí. Platí zde stejné pravidlo, ţe hranice rozhodující o pohybu je tak variabilní při 
pohybech uţivatele. 
Pohyb kurzoru je zde také urychlován pohybovou konstantou τ v rovnici (44), stejně 
jako tomu je u předchozího pohybu vpravo/vlevo. 
Při pohybu ve vertikální souřadnici není rozsah oka tak velký viz Tab. 7 a Obr. 51, 
proto zde není vytvořena ţádná hystereze. Kurzor se tedy pohybuje stále nahoru 
popřípadě dolu a zastaven je pouze kdyţ dojde k mrknutí. Mrknutím dochází 
i k nulování pohybových konstant τ pro oba směry pohybu (vpravo/vlevo, nahoru/dolu). 
Váhování všech hodnot 
Vypočítané hodnoty pro všechny směry jsou před vyhodnocením váhovány pomocí 
váţeného průměru dle rovnice (45). Váhovány jsou tři poslední hodnoty, přičemţ 
největší váhu má přidělena právě vypočtená hodnota kaţdého směru. Částečně jsou tím 
eliminovány moţné chybně určené středy duhovek. 
321
332211
www
wxwxwx
x


    (45) 
X1, x2, x3 symbolizují hodnoty daného směru (od nejnovější hodnoty po nejstarší) 
a symboly w1, w2, w3 jsou váhy, které váhují kaţdou hodnotu (od největší hodnoty 
po nejmenší). 
5.3.10.2 Mrknutí 
Z kapitoly 5.3.9 víme, za jakých podmínek dojde k uzavření a otevření oka. Zbývá tedy 
rozpoznat jednoduché mrknutí, dvojité mrknutí, nebo zda uţivatel mrká samovolně. 
Vyhodnocování délky zavřeného či otevřeného oka se uskutečňuje prostřednictvím 
funkce clock(). Odstraní se tím vliv nestálého výpočetního výkonu, který je aplikaci 
přidělován. Mohla by nastat situace, kdybychom ovládali nějakou jinou aplikaci 
a vyhodnocovali bychom délku zavřeného oka pouze navyšováním nějakého čítače. 
avřené oko bychom museli drţet mnohonásobně delší dobu neţ bychom načítali 
poţadovaného počtu cyklů. Měřením času uzavřeného nebo otevřeného oka tento efekt 
odstraníme. 
Abychom tedy rozlišili přirozené mrknutí a mrknutí, kterým má být provedeno 
kliknutí myši měříme časový úsek uzavřeného oka. Pokud doba uzavření oka dosáhne 
uţivatelem zvoleného intervalu (viz kap. 6.2.2.2), nastaví se bit click. Dojde-li v tomto 
případě k otevření oka je měřena doba otevřeného oka. Následně mohou nastat dvě 
moţnosti. 
 Neuzavře-li uţivatel během časového intervalu oko, potom je při jeho 
překročení realizován klik pravým tlačítkem myši. Volána je funkce 
control_mouse s parametrem CLICK_RIGHT, 
 během časového intervalu je nastaven bit double_clic, uzavře-li uţivatel 
v této chvíli oko, je měřena doba uzavřeného oka. Je-li dosaţeno 
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definovaného intervalu je volána funkce control_mouse s parametrem 
DOUBLECLICK_LEFT. 
 
Po provedeném kliknutí jsou všechny parametry a proměnné obsahující časové 
hodnoty smazány nebo nastaveny do implicitního stavu. Můţe tedy být opětovně 
simulováno jakékoliv kliknutí. 
Všechny proměnné jsou mazány případně vráceny do implicitního stavu, pokud není 
splněn především první časový interval. Tímto krokem jsou ošetřeny mrknutí, která 
nemají být vyhodnocována. Všechny situace, které během mrkání mohou nastat, 
znázorňuje následující vývojový diagram. 
 
Obr. 49 Vývojový diagram mrkání 
5.3.11 Ukončení programu 
Po ukončení programu jsou z paměti odalokovány všechny obrázky, struktury a pole 
pointerů. 
Měření doby zavřeného oka 
Nulování pohybových konst. τ 
NE 
ANO 
Je doba uzavření 
v def. intervalu? 
 
Došlo k otevření 
oka? 
 
Měření doby otevřeného oka 
Došlo při dosažení a 
během intervalu 
k uzavření oka? 
 
Měření doby zavřeného oka 
Dosáhne-li doba uzavření oka 
intervalu, proveď dvojklik myši 
Klik levým tlačítkem myši 
Došlo 
k otevření oka? 
 
NE 
ANO 
Vrať všechny proměnné do 
inicializačního stavu 
ANO 
NE 
ANO 
NE 
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6 GRAFICKÉ ROZHRANÍ 
Grafické rozhraní je realizováno pomocí Visual Studia 2008 konkrétně pomocí šablony 
Windows Forms Application. V této kapitole je stručně popsáno, jak je grafické 
rozhraní programově zpracováno a také jednoduchý návod jak ho můţe uţivatel 
ovládat. 
6.1 Programové zpravování GUI 
Hlavním „problémem“ celé aplikace bylo, ţe cyklicky snímá a vyhodnocuje jednotlivé 
obrázky pořízené z kamery. Při spuštění aplikace v podstatě dochází k jejímu zacyklení, 
coţ znemoţňuje aplikaci přistupovat k jednotlivým ovládacím prvkům. Celý algoritmus 
(proces) je proto rozdělen do vláken. 
Aplikace při stisknutí tlačítka START vytvoří pomocí funkce gcnew Thread a gcnew 
ThreadStart vlákno, ve kterém běţí hlavní smyčka programu. Jestliţe hlavní smyčka 
programu běţí v jednom vlákně, můţeme pomocí druhého vlákna obsluhovat grafické 
rozhraní. 
6.1.1 Synchronizační mechanizmus 
Obě vlákna mají vlastní zásobník pro lokální proměnné, ale mohou také přistupovat 
ke sdílené paměti. Ve sdílené paměti pak můţe dojít k souběhu vláken, kdy by obě 
vlákna chtěly měnit stejná data (tzv. kritická sekce). Aby se předešlo souběhu, je nutné 
vytvořit synchronizaci vláken. Mechanizmů pro synchronizaci je vícero, v tomto 
programu je synchronizace řešena pomocí mechanizmu mutex. 
Souběh vzniká např. při stisku tlačítka STOP, kdy dochází ke změně bitu. V ten 
samý okamţik můţe být v programu tento bit vyhodnocován. Je tedy nutné k němu 
zajistit individuální přístup. Individuální přístup je v aplikaci zajištěn pomocí 
synchronizačního mechanizmu mutex, konkrétně funkcemi WaitOne() a Release 
Mutex(). V programu je těchto kritických sekcí hned několik. 
Seznam kritických sekcí, které jsou ošetřeny mutexem:  
 tlačítka Stop, Start, Odebrat vzorek, Spustit ovládání, Ukončit ovládání, 
 vykreslování a výběr zobrazovaného obrázku, 
 změny posuvníku pro ovládání parametru gain,  
 změny posuvníku pro nastavení citlivosti mrknutí, 
 zobrazování aktuální pozice kurzoru myši, 
 signalizace mrknutí oka. 
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6.1.2 Priorita vlákna a ukončení vlákna 
Nastavením priority vlákna je určeno, kolik strojového času bude plánovačem 
operačního systému vláknu přiřazeno. Na počítači, kde byla aplikace vyvíjena je tato 
priorita nastavena na hodnotu normal (ThreadPriority::Normal). Nastavením vyšší 
priority by se zvýšila rychlost programu, ovšem na vyvíjeném počítači docházelo 
k “zamrzání“ počítače v důsledku jednoho jádra a slabšího výpočetního výkonu. 
Při stisku tlačítka Stop se vţdy čeká na ukončení vlákna příkazem Thread->Join(). 
6.2 Manuál grafického rozhraní  
Po spuštění aplikace je uţivateli v zobrazovacím okně nabídnut uvítací snímek, 
který informuje uţivatele o názvu a autorovi aplikace. V této chvíli je moţné zmáčknout 
jediné tlačítko Start. 
6.2.1 Start 
Stisknutím tlačítka dojde k inicializaci kamery a do zobrazovací oblasti 
je vykreslován snímek s červeným rámečkem uprostřed. Aktivní je také posuvník 
(trackbar) upravující parametr gain, kterým uţivatel upraví přesvícení nebo podsvícení 
snímku. Povoleny jsou také tlačítka Odebrat vzorek a Stop. 
6.2.2 Odebrat vzorek 
Po této korektuře můţe uţivatel přiloţit obličej a stiskem tlačítka Odebrat vzorek 
je získána oblast kůţe, která bude podrobena dalšímu zpracování. Aktivováno je tlačítko 
Spustit ovládání a následující moţnosti: 
6.2.2.1 Výběr obrazu 
V této fázi zpracování se můţe uţivatel rozhodnout, jaký snímek se bude 
v zobrazovací části objevovat. 
 Originální obraz - Originální snímek nebo originální snímek s vyznačenými 
detekovanými oblastmi, pokud poţadovanou volbu zaškrtne (vyznačení 
detekovaných oblastí), 
 barevný prostor YCbCr - snímek  převedený do barevného prostoru YCbCr, 
 binární obraz – snímek zobrazující detekovaný obličej v binární podobě 
6.2.2.2 Citlivost mrknutí 
Pomocí posuvníku se zde volí, v jakém časovém intervalu uţ bude 
uzavřené/otevřené oko posuzováno jako jednoduché/dvojité mrknutí.  
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6.2.3 Spustit ovládání 
Je-li stisknuto tlačítko Spustit ovládání, uţivatel můţe začít ovládat počítač pomocí 
očí. Malý zelený obdélníček vpravo nahoře signalizuje uţivateli, ţe délka uzavřeného 
oka se nachází v intervalu, který vyhodnocuje mrknutí. Pokud je obdélníček zelený 
a uţivatel otevře oko, začne se vyhodnocovat jednoduché a posléze dvojité mrknutí. 
Nedojde-li během zelené signalizace k otevření oka, zelený rámeček zhasne a uţivatel 
musí mrknutí opakovat, chtěl-li provést mrknutí. 
6.2.4 Ukončit ovládání 
Při stisku tlačítka Ukončit ovládání přestane myš reagovat na pohyb očí. 
6.2.5 Stop 
Stiskem tlačítka Stop je celá aplikace přivedena do inicializačního stavu a celý 
proces můţe být zopakován. Zobrazovací oblast informuje o názvu a autorovi aplikace. 
6.2.6 Další zobrazované parametry 
Pod výběrovým boxem zobrazovaných obrazů je ukazatel součastného umístění 
kurzoru na monitoru, aby měl uţivatel stálý přehled o pohybu kurzoru. Pod tímto 
ukazatelem je pak konkrétní hodnota pozice y-ové a x-ové souřadnice kurzoru . 
V levém dolním rohu je pak malý StatusBar signalizující chod aplikace a vpravo 
od něj je zobrazována rychlost detekce kaţdého snímku. 
 
Obr. 50 Grafické prostředí aplikace 
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7 TESTOVÁNÍ APLIKACE 
K doloţení některých tvrzení a z hlediska rychlosti jednotlivých částí algoritmu, byla 
aplikace otestována na třech nezávislých osobách. Testování kaţdé osoby probíhalo 
za stejných světelných podmínek na počítačových sestavách, které jsou uvedeny 
v kapitole 5.1.  
Snímky pořízené během testování těchto třech osob jsou zobrazeny v příloze.   
7.1 Výchylky oka v jednotlivých směrech 
Oko kaţdého člověka dosahuje při pohybu vpravo nebo vlevo daleko větší výchylky 
oproti pohybu nahoru či dolu. Tab. 5 a Tab. 6 zobrazuje výchylky pravého/levého vůči 
středu rámečku.  Pohyb kurzoru pak nastane v případě, ţe rozdíl maximální výchylky 
jednoho oka a minimální výchylky druhého oka překročí spočítanou hranici 
(viz 5.3.10.1). 
Tab. 5 Rozsah pravého oka v x-ové ose 
 
Hodnoty pro osu x (pohyb vpravo/vlevo) 
 
min. vychýlení pravého oka vlevo max. vychýlení pravého oka vpravo 
1. osoba 48,00 49,50 49,00 48,50 48,51 94,53 89,53 88,56 87,52 87,51 
2. osoba 39,51 39,58 41,64 39,08 40,57 79,69 78,51 78,14 77,01 76,63 
3. osoba 51,02 52,01 52,57 51,55 51,72 87,01 86,01 85,51 85,51 85,53 
Tab. 6 Rozsah levého oka v x-ové ose 
 
Hodnoty pro osu x (pohyb vpravo/vlevo) 
 
min. vychýlení levého oka vpravo max. vychýlení levého oka vlevo 
1. osoba 41,74 42,53 43,02 44,58 42,58 84,03 84,01 83,01 82,51 81,51 
2. osoba 41,54 40,07 40,54 41,03 41,09 77,66 76,16 74,65 74,21 74,14 
3. osoba 40,50 41,51 42,01 41,00 41,30 81,11 77,02 76,51 76,02 75,59 
Tab. 7 Rozsah oka v y-ové ose 
 
Hodnoty pro osu y (pohyb nahoru/dolu) 
 
max. vychýlení oka dolu max. vychýlení oka nahoru 
1. osoba 32,26 31,13 28,51 28,51 28,51 25,54 23,91 23,52 23,25 23,18 
2. osoba 36,79 36,33 36,21 36,01 35,83 32,73 25,32 25,11 24,42 24,25 
3. osoba 36,52 35,86 34,91 34,76 34,07 21,33 21,07 20,85 20,83 20,77 
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Pro zdůraznění faktu, ţe rozsah oka při konání pohybu vpravo a vlevo byl větší neţ 
rozsah při pohybu nahoru a dolu, byly v Obr. 51 zobrazeny maximální výchylky očí 
v daném směru. 
 
Obr. 51 Rozsah hodnot pohybujícího se oka 
7.2 Rychlost algoritmu 
Podkapitola se zabývá ukázkou rychlosti jednotlivých částí algoritmu (grafické 
rozhraní 2  2. počítač).  
Tab. 8 Rychlost detekce obličeje pro deset cyklů programu 
   
Rychlost [ms] 
 1. osoba 
Grafické rozhraní 348 68 83 99 136 157 150 147 183 208 
Konzolová aplikace  254 32 50 40 92 111 90 79 93 108 
Grafické rozhraní 2 413 69 83 90 99 101 106 102 98 99 
 2. osoba 
Grafické rozhraní 354 80 101 137 155 180 219 265 287 305 
Konzolová aplikace 229 36 43 66 150 157 83 94 94 110 
Grafické rozhraní 2 420 63 77 87 97 108 121 136 162 161 
 3. osoba 
Grafické rozhraní 352 56 72 77 87 129 153 157 186 199 
Konzolová aplikace 249 40 55 54 105 104 92 84 98 108 
Grafické rozhraní 2 417 76 86 104 109 120 132 143 156 176 
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Tab. 9 Rychlost analýzy očí pro deset cyklů programu 
   
Rychlost [ms] 
1. osoba 
Grafické rozhraní 326 415 339 414 321 314 338 299 342 352 
Konzolová aplikace  126 162 103 298 281 287 145 130 127 146 
Grafické rozhraní 2 160 132 125 121 118 137 111 115 113 127 
2. osoba 
Grafické rozhraní 351 512 349 333 330 295 326 308 325 330 
Konzolová aplikace 135 174 147 298 295 218 275 131 121 133 
Grafické rozhraní 2 158 141 138 139 147 149 136 147 145 144 
3. osoba 
Grafické rozhraní 332 345 442 398 282 273 286 269 264 302 
Konzolová aplikace 120 181 95 214 180 168 126 103 92 90 
Grafické rozhraní 2 143 136 129 133 117 112 105 107 110 109 
 
Tab. 10 Rychlost celého algoritmu s detekcí obličeje pro deset cyklů programu 
   
Rychlost [ms] 
1. osoba 
Grafické rozhraní 728 596 548 643 510 519 549 501 585 598 
Konzolová aplikace  420 206 166 354 390 250 223 234 252 259 
Grafické rozhraní 2 584 212 221 223 227 239 230 228 222 136 
2. osoba 
Grafické rozhraní 735 679 489 521 528 519 552 697 634 663 
Konzolová aplikace 411 220 208 376 518 385 384 227 234 243 
Grafické rozhraní 2 612 237 249 258 276 290 291 321 340 339 
3. osoba 
Grafické rozhraní 731 452 638 608 429 440 488 479 485 548 
Konzolová aplikace 414 229 172 281 304 285 334 202 204 193 
Grafické rozhraní 2 570 220 221 244 233 239 243 258 272 292 
 
Hodnoty uváděné v Tab. 11 ukazují, jak rychle dokáţe algoritmus vyhodnotit daný 
snímek ve chvíli, kdy přestal detekovat nalezený obličej. 
Tab. 11 Rychlost celého algoritmu bez detekce obličeje pro deset cyklů prog. 
   
Rychlost [ms] 
1. osoba 
Grafické rozhraní 315 317 321 296 301 317 285 311 298 308 
Konzolová aplikace 148 136 134 130 132 127 113 136 132 121 
Grafické rozhraní 2 114 111 108 111 119 113 116 114 120 119 
2. osoba 
Grafické rozhraní 327 302 272 229 232 283 292 275 272 262 
Konzolová aplikace 136 150 136 169 143 153 159 156 150 154 
Grafické rozhraní 2 142 148 152 151 153 148 164 141 154 159 
3. osoba 
Grafické rozhraní 305 303 180 271 283 306 282 302 301 282 
Konzolová aplikace 105 90 109 97 114 107 101 106 122 98 
Grafické rozhraní 2 91 93 91 95 88 92 94 90 91 93 
  
66 
Rychlost jakou je vyhodnoceno ovládání počítače se v uvedených tabulkách se 
u konzolové aplikace projevuje v řádech jednotek milisekund. U grafického prostředí je 
rychlost stabilní kolem hodnoty 30 ms (GUI 2 10 ms). 
Jak je z tabulek patrné, grafické rozhraní má výrazný vliv na rychlost zpracování. 
Oproti konzolové aplikaci je doba jednoho cyklu téměř o polovinu vyšší. To je 
způsobeno řízením vláken a vykreslováním grafického prostředí. Pouţitím 
výkonnějšího systému (2. počítač) je zvýšena detekční rychlost na úroveň konzolové 
aplikace testované na slabším sytému (1. počítač). 
7.3 Úspěšnost detekce očí a obličeje 
Zhodnocení úspěšnosti detekce obličeje a očí je provedeno na třech testovaných 
osobách. Kaţdá z osob je hodnocena z 30 pořízených snímků. Správná detekce obličeje 
je stanovena, pokud je v oblasti prohlášené za obličej moţné vyhledat pár očí. 
V opačném případě je prohlášena za chybnou. 
Otevřené oči jsou prohlášeny za správně detekované, pokud jejich 
nekompaktnost a šířka vysegmentovné oblasti nepřesáhla definované hranice. 
Tab. 12 Statistika správné detekce obličeje a očí 
 
  
Počet analyzovaných 
snímků/počet správně 
detekovaných objektů 
Procentuální 
úspěšnost 
Denní režim 
s denním 
osvětlením 
Obličej 
přímé osvětlení 90/90 100 % 
boční osvětlení 90/84 93,3 % 
Oči 
přímé osvětlení 180/161 89,4 % 
boční osvětlení 168/146 86,9 % 
Noční režim 
s umělým 
osvětlením 
Obličej 
přímé osvětlení 90/86 95,5 % 
boční osvětlení 90/59 62,2 % 
Oči 
přímé osvětlení 172/147 85,4 % 
boční osvětlení 118/95 80,5 % 
 
Celková hodnota analyzovaných očí při bočním osvětlení je menší, protoţe při 
chybně detekovaném obličeji nedochází k vyhledávání očí. 
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8 ZÁVĚR 
Na základě poţadavků, které byly kladeny v zadání, byla vytvořena aplikace 
v programovacím jazyku C++ s implementovanými knihovnami OpenCV, cvBlob 
a videoinput. 
V prvním kroku dochází k vyhledání obličeje na základě barvy kůţe. Detekce 
obličeje byla prováděna v barevném prostoru YCbCr. Samotná klasifikace pixelů byla 
uskutečněna z průměrných hodnot sloţek Cb a Cr a jejich okolí, které byly získány 
z odebraného vzorku kůţe. Barevný prostor YCbCr byl zvolen na základě provedených 
testů, které jsou uvedeny v kapitolách 3.1.2 a 5.3.2.1. 
Statisticky byla detekce obličeje nejúspěšnější při denním osvětlení, kdy byla 
úspěšnost stoprocentní (Tab. 12). Naopak procentuálně nejhorší segmentace bylo 
dosaţeno v případech, kdy byl obličej ve tmě osvětlován silným a blízkým zdrojem 
světla. Špatná detekce byla nejvíce ovlivněna obyčejnou ţárovkou, která celou 
snímanou scénu zbarvuje do ţluté, čímţ bylo segmentováno velké okolí obličeje nebo 
jen malá část obličeje. 
Pro dosaţení reálného času zpracování bylo vyhledávání obličeje po několika 
cyklech, kdy byly nalezeny oči, ukončeno. Rychlost detekce byla v rozmezí desítek aţ 
stovek ms, coţ dokládá Tab. 8. Nejpomalejší vyhledávání bylo vţdy v prvním kroku, 
kdy byl procházen celý snímek. 
Lokalizace očí byla prováděna pomocí Haarových příznaků, tato metoda poskytla 
velmi robustní a účinný postup pro nalezení oblasti očí. Ve všech případech kdy byl 
obličej správně separován, docházelo k vyhledání páru očí. 
Umístění duhovky bylo určováno z nejtmavšího místa v oku, ze kterého bylo 
následné spuštěno záplavové vyplňování. Před tímto postupem byla na oblast oka 
aplikována série postupů a pravidel, které zvýšily pravděpodobnost určení nejtmavší 
místa. 
Nalezený objekt odpovídal hledanému oku za různých světelných podmínek 
v 80 ÷ 90 % případů. Zvýšení přesnosti lokalizace duhovky by bylo moţné dosáhnout 
pouţitím kvalitnější kamery (např. průmyslové) nebo aplikováním některého 
sloţitějšího algoritmu. Implementace sloţitějších metod ovšem sniţuje rychlost detekce. 
Rychlost byla ale jedním z omezujících faktorů zadání. Pouţity proto byly relativně 
jednoduché metody, jejichţ kombinací bylo dosaţeno poměrně přesné detekce duhovky. 
I tak se fáze zpracování očí největší měrou podílí na celkové rychlosti (Tab. 12). 
Rychlost celého algoritmu je zhodnocena v kapitole 7.2. 
Přesnost ovládání myši závisí na daném pohybu oka. Při konání pohybu vpravo 
a vlevo uţivatel vţdy dosáhl poţadovaného pohybu myši. U pohybu nahoru a dolu uţ 
nebylo takové přesnosti dosaţeno, protoţe oko koná při tomto směru daleko menší 
pohyb oproti pohybu vpravo a vlevo. Tato charakteristická vlastnost očí je popsána 
a vyhodnocena v kapitole 7.1. 
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10 SEZNAM ZKRATEK 
zkratka význam  popis 
HT (Hough transform) Houghova transformace 
CF filtr (Circle frequency filtr) Kruhový filtr 
SSD (Sum of squared difference) Suma čtverců odchylek 
HW (Hardware) Technické vybavení počítače 
AdaBoost (Adaptive Boosting) 
 GWN  (Gabor Wavelet Network) Síť Gáborových vlnek 
SECAM (Séquentiel couleur à mémoire) Systém barevné televize 
RGB (Red-Green-Blue) Červená-Zelená-Modrá 
HSV (Hue, Saturation,Value) Barevný tón, Sytost, Jas 
CCD (Charge Coupled Device) Zařízení citlivé na elektrický náboj 
IR Infrared Infračervené záření 
FPS Frames Per Second  Počet snímků za vteřinu 
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