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Abstract—This paper discusses the use of Kriging model in
Automated Vehicle evaluation. We explore how a Kriging model
can help reduce the number of experiments or simulations in the
Accelerated Evaluation procedure. We also propose an adaptive
sampling scheme for selecting samples to construct the Kriging
model. Application examples in the lane change scenario are
presented to illustrate the proposed methods.
I. INTRODUCTION
Currently, many Automated Vehicle companies adopt the
Naturalistic Field Operational Test (N-FOT) [1] approach for
safety evaluation. However, this approach is inefficient because
safety critical scenarios occur rarely. The required driving
miles of this approach makes the testing period long, which
is undesired in the competitive market.
On the regulation side, it is the duty of NHTSA to guarantee
the safety of vehicles in the market. In order to do that,
they need to conduct experiments with new vehicle models
[2]. However, for automated vehicles, it is hard to test its
intelligence and safety because of the vast number of scenarios
they meet in the daily driving. Recent research [3], [4]
have proposed methods to reduce the number of experiments
required, but the amount is still infeasible for on-track tests.
In order to solve this issue and provide a safer trans-
portation system, we propose using Kriging model [5] to
predict the response of a real experiment. The prediction
can replace the experiment effectively with an appropriate
design of experiments. We present different uses of the Kriging
model predictions in the Accelerated Evaluation procedure,
which is proposed for Automated Vehicle tests in our previous
work [3]. The procedure extracts and models risk events in
the naturalistic driving environment for Automated Vehicle.
The behavior of surrounding human-controlled vehicles is de-
scribed by stochastic models. Scenarios are generated from the
stochastic models and simulations or experiments are conduct
to test the scenarios. The evaluation is based on the results of
these independently generated and implemented tests. Since
the evaluation needs an amount of tests, Importance Sampling
[6] is used to reduce the number of required tests. We use the
proposed methods to study the lane change scenario, which
has been studied in [3], [7].
Besides the discussion on the use of Kriging model, we also
propose schemes to select design points for Kriging model
construction. These schemes can help us smartly select design
points and therefore avoid doing unnecessary experiments in
the model constructing procedure, while provides a better
model for the prediction.
Section II reviews the Kriging method. We present how
to use Kriging model in probability evaluation in Section
III and show the extension of this idea to the Accelerated
Evaluation in Section IV. The optimal sampling scheme for
Kriging model is in Section V. We review the lane change
scenario in Section VI and the studies of lane change scenario
using these methods are presented in Section VII. Section VIII
concludes this paper.
II. KRIGING
Kriging was originally developed in geostatistics and fur-
ther developed by mathematicians [8]. It is a meta-modeling
method that is widely used in simulation analysis. The idea is
to consider the response surface as a realization of a Gaussian
Random Field [9], [10].
We denote a Gaussian Random Field y(x) for x ∈ Rd with
mean function µ(x) and covariance function σ2(x, x′) as
y ∼ GRF (µ, σ2). (1)
For any x ∈ X , y(x) is Gaussian random variable with mean
µ(x) and variance σ2(x, x). For x, x′ ∈ Rd, the covariance
between y(x) and y(x′) is σ2(x, x′).
For Kriging, we assume µ(x) = b(x)β and σ2(x, x′) =
τ2r(x − x′; θ). The covariance function indicates that the
variance is stationary over x and the correlation function r(·)
only depends on the value of x− x′.
In this paper, we use µ(x) = β, β ∈ R, and r(x− x′; θ) =∏d
i=1 exp{θ(xi − x′i)2}, xi is the ith element in x. We use
these assumptions in the following description.
Let X denotes the observation matrix which is consist of
{x1, ..., xn} and Y denotes the response vector which contains
{y1, ..., yn}, where Y ∈ Rn×1. We use X to construct a matrix
Σ, where Σij = σ2(xi, xj). And let R = Σ/τ2. Note that
Rij = r(x
i − xj ; θ).
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We assume that parameters β, τ2 and θ are known. Given
observations (X,Y ), for any x ∈ Rd we have the Kriging
prediction
E(y(x)|X,Y ) = β + r(x)′R−1(Y − β) (2)
and
V ar(y(x)|X,Y ) = τ2(1− r(x)′R−1r(x)), (3)
where r(x) returns a vector with r(x, xi) as the ith element.
We denote µ(x|X,Y ) = E(y(x)|X,Y ) and σ2(x|X,Y ) =
V ar(y(x)|X,Y ) for simplification.
We can use maximum likelihood estimation to obtain pa-
rameters β, τ2 and θ from data. We have
βˆ =
∑n
i=1 yi
n
, (4)
and we can maximize the log likelihood function
l(τ2, θ) = −1
2
(
n log(2pi) + log(|Σ|) + (Y − β)′Σ−1(Y − β))
(5)
for τˆ2 and θˆ.
III. EVENT PROBABILITY ESTIMATION USING KRIGING
In the automated vehicle evaluation, we are interested in the
probability of a type of events. Here, we discuss the use of
Kriging in the probability estimation under general setting.
We use ε to denote the set of events of interest. x is the
variable vector and the event indicator function Iε(x) returns
1 if the variables x is in the event set; 0 otherwise. To evaluate
the probability of events of interest, we denote F (x) to be the
probability distribution for x and estimate the probability
P (x ∈ ε) = E(Iε(x)) =
∫
Iε(x)dF (x). (6)
Given data set (X,Y ) and the Kriging model, (2) and (3)
provide us a prediction for the response y(x). To estimate
the probability P (x ∈ ε), we need to find a threshold γ to
construct a estimation indicator function Iγ(y) = I{y ≥ γ}.
There are two approaches to obtain an estimation for P (x ∈ ε)
using the Kriging model.
Firstly, we can take µ(x|X,Y ) as the interpolation value.
In this case, we can estimate P (x ∈ ε) by
Pˆ (x ∈ ε) =
∫
Iγ(µ(x|X,Y ))dF (x). (7)
This approach simplifies the inference from the Kriging model
and is easy to implement. We note that the integral in (7) is
generally hard to compute analytically. We can use sample
estimation for the integral.
To fully exploit the Kriging model, we can estimate P (x ∈
ε) by
Pˆ (x ∈ ε) =
∫
E [Iγ(y(x))] dF (x). (8)
The integrand is the expectation of Iγ(y(x)) using the Kriging
prediction on x. We can further expand the integrand as
E [Iγ(y(x))] = P (y(x) ≥ γ) = 1− Φ(γ − µ(x|X,Y )√
σ2(x|X,Y ) ), (9)
where Φ(·) denote the cumulative density function of standard
Gaussian distribution. Therefore, we can write (8) as
Pˆ (x ∈ ε) = 1−
∫
Φ(
γ − µ(x|X,Y )√
σ2(x|X,Y ) )dF (x). (10)
This integral also requires sample estimation in practice.
IV. IMPROVING THE ACCELERATED EVALUATION USING
KRIGING
A. Accelerated Evaluation
Accelerated Evaluation concept is proposed in our previous
work [3]. The procedure focus on evaluating Automated
Vehicle under interaction with human-controlled vehicles. The
basic idea is to model human-controlled vehicles as stochastic
models and to conduct simulation to test random generated
scenarios. The probability of event of interest can be estimated
from the simulations. Since we are generally interested in rare
events, we use variance reduction techniques to accelerate the
evaluating procedure. The evaluation procedure contains four
steps [7]:
1) Model the behaviors of the primary other vehicles
(POVs) represented by f(x) as the major disturbance
to the AV using large-scale naturalistic driving data
2) Skew the disturbance statistics from f(x) to modified
statistics f∗(x) (accelerated distribution) to generate
more frequent and intense interactions between AVs and
POVs
3) Conduct accelerated tests with f∗(x)
4) Use the Importance Sampling (IS) theory to skew back
the results to understand real-world behavior and safety
benefits
The Step 2 and Step 4 involves the rare event indicator func-
tion Iε(·), where we can replace it by the Kriging estimation
indicator function. We discuss the two steps separately in the
following subsections.
B. Improving the Importance Sampling Procedure
The Importance Sampling method is a variance reduction
technique for Monte Carlo simulation. We can write (6) as
E[Iε(X)] =
∫
Iε(x)dF =
∫
Iε(x)
dF
dF ∗
dF ∗. (11)
This indicates that the expectation of interest equals to
E[Iε(X)
dF
dF∗ ] over distribution F
∗. Therefore, instead of sam-
pling from F and compute the sample mean of Iε(X), we can
sample from F ∗ and compute the sample mean of Iε(X) dFdF∗ .
F ∗ is called Importance Sampling distribution and a good
selection of F ∗ provides very efficient estimator in the sense
of the variance of the estimator.
Suppose that F ∗ is given, the Importance Sampling estima-
tor for P (x ∈ ε) is
Pˆ (x ∈ ε) = 1
N
N∑
i=1
Iε(xi)
dF
dF ∗
, (12)
where xi’s are generated from the Importance Sampling distri-
bution F ∗. Similar to Section III, we have two ways to replace
the original indicator function Iε(xi) by the information from
the Kriging model.
To replace Iε(xi) by Iγ(µ(xi|X,Y )), we have
Pˆ (x ∈ ε) = 1
N
N∑
i=1
Iγ(µ(xi|X,Y )) dF
dF ∗
. (13)
To replace Iε(xi) by E [Iγ(y(xi))], we have
Pˆ (x ∈ ε) = 1
N
N∑
i=1
E [Iγ(y(xi))]
dF
dF ∗
. (14)
We note that to obtain a valid estimation of the probability
P (x ∈ ε), the ideal case is that the replacement of Iε(xi)
returns the same output as the original function. Therefore,
when we have an accurate Kriging model, (13) is a better
choice, consider that (14) gives a more vague prediction of
the value of Iε(xi).
Since the estimation of P (x ∈ ε) is the final output of the
Accelerated Evaluation procedure, we recommend to use the
real indicator function in the estimation, unless the cost of the
simulation is not affordable.
C. Improving the Cross Entropy Procedure
We proposed in [3], [7] to use Cross Entropy method [11] in
the Step 2, where the rare event indicator function is involved
throughout the procedure.
The Cross Entropy is a method to construct effective
Importance Sampling distributions. The key idea of Cross
Entropy method is to optimize the parameter θ in a parametric
distribution family fθ(·). The optimal parameter provides a
distribution that is most similar to the optimal Importance
Sampling distribution
f∗∗(x) =
Iε(x)f(x)
P (x ∈ ε) . (15)
regards to the Kullback-Leibler distance between them. The
Cross Entropy method iterates for the optimal parameter and in
each iteration an optimization problem is solved. The objective
function of the optimization problem is
max
θ
1
N
N∑
i=1
Iε(xi)
f(xi)
fθs(xi)
ln fθ(xi), (16)
where xi’s are sampled from distribution fθs and θs is given.
Again, given the Kriging model, we can replace the original
indicator function Iε(xi) by Iγ(µ(xi|X,Y )) or E [Iγ(y(xi))].
Since the optimality of the parameter only affects the effi-
ciency of the Importance Sampling procedure, the accuracy
of the solution of (16) is not as crucial as the estimation
of P (x ∈ ε). Either replacement is applicable under this
situation.
We note that the simulations for Iε(xi) are not as necessary
as those in the Importance Sampling part and the results of
Iε(xi) cannot be used in later steps. Therefore, when the cost
of the simulation for Iε(xi) is expensive, we do not want
to spend too much efforts on the Cross Entropy procedure.
In this case, the Kriging model can provide a large saving
on almost no cost. Comparing with using Kriging model
information in the Importance Sampling procedure, replacing
the real simulation with Kriging Model estimation is more
recommended.
V. OPTIMAL SAMPLING SCHEME FOR CONSTRUCTING
KRIGING MODEL
To construct a Kriging model, we need to have sample set
(X,Y ) to predict the response. Adding new samples to the set
can improve the prediction. Instead of picking up an arbitrary
sample, we want to smartly select at what x to sample. Here
we present two approaches to guide the selection of sample
points.
We assume that we have a sample set (Xn, Yn) with n
samples and we are looking for a new sample x from the
selection set X . Note that X can be continuous or discrete.
A. Point Optimal Sampling Scheme
We first propose an intuitive scheme for selecting sample
points: we sample at the point that the prediction model cannot
provide much information. Using this idea, we can check
among X to find out at which x ∈ X , the estimated return is
the most “ambiguous”. Since the scheme focuses on the return
at each point x, we refer it as point optimal sampling scheme.
In Section III, we proposed to estimate Iε(xi) from
the Kriging model using Iγ(µ(xi|Xn, Yn)), the response of
Iγ(µ(xi|Xn, Yn)) is our main concern regards to the Kriging
model. We can use the inference from Kriging model to
find which x ∈ X has the largest probability to have a
different outcome after sampling, which we define as the most
ambiguous point.
If µ(xi|Xn, Yn) ≥ γ, the probability of sampling a different
outcome is
P (y(x) < γ) = Φ(
γ − µ(x|Xn, Yn)√
σ2(x|Xn, Yn)
); (17)
otherwise, when µ(xi|Xn, Yn) < γ, the probability is
P (y(x) ≥ γ) = Φ(−(γ − µ(x|Xn, Yn))√
σ2(x|Xn, Yn)
). (18)
Based on the probability in (17) and (18), we want to sample
from x ∈ X has the largest probability to obtain a sample with
a different outcome from the Kriging prediction. Therefore, we
sample at x, such that
x = arg max
x∈X
Φ(
−|γ − µ(x|Xn, Yn)|√
σ2(x|Xn, Yn)
). (19)
This scheme searches for the most ambiguous point in the
potential sampling set to improve the Kriging model. It is easy
to implement, but it only consider the outcome of the indicator
function Iγ(µ(xi|Xn, Yn)).
In the cases we mentioned in Sections III and IV, when we
use E [Iγ(y(xi))] to replace the original indicator function,
this scheme does not work any more. Instead of checking
the probability get a different outcome, we consider how
much difference a new sample at x would bring to the value
of E [Iγ(y(xi))]. This can be measured by the variance of
Iγ(y(xi)). Therefore, in this case, we only need to pick up x
with largest V ar [Iγ(y(xi))], which writes as
x = arg max
x∈X
E [Iγ(y(xi))]− E [Iγ(y(xi))]2 . (20)
B. Objective Optimal Sampling Scheme
Instead of focusing on the difference a sample might make
on a point, we can also select the next sample point by check-
ing how much improvement it can contribute for the objective
of interest. Here, we use the event probability estimation in
Section III as examples.
We firstly introduce some notations. En[·] represents the ex-
pectation over y(x) with distribution from the Kriging model,
i.e., Gaussian distribution with mean µ(x|Xn, Yn) and vari-
ance σ2(x|Xn, Yn). We use (Xn+1, Yn+1) to denote the orig-
inal sample set (Xn, Yn) added by a new sample (x, Y (x)),
where Y (x) is a realization of random variable y(x). En+1[·]
represents the corresponding expectation over y(x) with mean
µ(x|Xn+1, Yn+1) and variance σ2(x|Xn+1, Yn+1).
To simplify the description, we use Pn to represent the prob-
ability estimation with the existing sample set (Xn, Yn), Pn+1
to represent the probability estimation with (Xn+1, Yn+1). We
want to find select new sample point x as
x = arg max
x∈X
En
[
(Pn − Pn+1)2
]
. (21)
Note that the expectation is over the realization Y (x) in the
new sample set (Xn+1, Yn+1).
Consider the estimation (7), we have
Pn =
∫
Iγ(µ(ω|Xn, Yn))dF (ω) (22)
and
Pn+1 =
∫
Iγ(µ(ω|Xn+1, Yn+1))dF (ω). (23)
For the estimation (8), we have
Pn =
∫
En [Iγ(y(ω))] dF (ω) (24)
and
Pn+1 =
∫
En+1 [Iγ(y(ω))] dF (ω). (25)
By replacing Pn and Pn+1 by other estimation objective, we
can apply this idea to other cases, such as the cases described
in Section IV.
C. Discussion on The Sampling Schemes
Firstly, we note that these two types of sampling scheme
can be used to form an adaptive sampling procedure for the
Kriging model. The adaptive sampling procedure is suggested
to be the following:
1) Start with arbitrary existing sample set (Xn, Yn).
2) Generate a sample selection set X . A reasonable ap-
proach to generate the selection set is to discretize the
sampling space.
3) Compute the sampling criterion and decide at which
point to sample.
4) Add the new sample and its response into the existing
sample set.
5) Iterate from 2 to 4.
This procedure provides a sequential sample selection scheme
for finding reasonable sampling points.
Secondly, the point optimal scheme only focuses on the
Kriging model itself, while objective optimal scheme considers
the sampling points regards to the objective estimation. We
suggest to use the objective optimal scheme in the Accel-
erated Evaluation procedure. In other cases, if the goal of
constructing a Kriging model is not clear when the sample
set is constructed, the objective function is not available. The
point optimal scheme is feasible regardless to how we use the
Kriging model.
VI. THE LANE CHANGE SCENARIO
In this paper, we use the lane change scenario as an example
to illustrate the proposed methods. The lane change scenario
is the defined as when an Automated Vehicle (AV) is driving,
a human-controlled vehicle driving in front of the AV start
to cut into the AV’s lane. In this scenario, we assume the
condition for the two vehicles at the moment a lane change
starts is random. With the starting condition, we can simulate
the interaction of the vehicles in the lane change procedure.
We extracted lane change data of naturalistic driving from
the Safety Pilot Model Deployment (SPMD) database [12].
We use these data to model the randomness of the starting
condition. Three key variables can capture the effects of gap
acceptance of the lane changing vehicle: velocity of the lead
vehicle v, range to the lead vehicle R and time to collision
TTC. TTC was defined as:
TTC = −R
R˙
, (26)
where R˙L is the relative speed. The Automated Vehicle model
we used in simulation is constructed using Adaptive Cruise
Control (ACC) and Autonomous Emergency Braking (AEB)
[13] systems.
Our aim is to study events (generally risk events) occurs
during the lane change procedure with this model. In [3] and
[7], we evaluated the probability for crash, conflict and injury
as events of interest. We use ε to represent the set of events of
interest and use an event indicator function Iε(x) that returns
1 (event occurs) or 0 (safe) to represent the simulation. Here,
x is a vector variable that contains v, R and TTC.
VII. ANALYSIS ON THE LANE CHANGE SCENARIO
In this section, we use an example in the lane change
problem to present the methods we proposed. Our objective
is to check in the lane change scenario, when the velocity of
the leading vehicle v is low, what is the probability that the
two vehicles have a minimum range smaller than 2 meters
during the lane change procedure. From the study of [3], we
know that when the velocity v is between 5 to 15 m/s, the
Fig. 1. Lane change data collected by SPMD vehicle.
Fig. 2. Design of Experiments for Kriging Modeling.
other two variables R−1 and TTC−1 are independent to each
other. TTC−1 can be modeled by exponential distribution and
R−1 can be modeled by Pareto distribution. Here we denote
x = [TTC−1, R−1] and Iε(x) for the event of interest.
Instead of using maximum likelihood estimation, we select
parameters β, τ2 regarding the nature of the problem. We note
the response of data are 1 or 0, where 1 represents the event
of interest happened. Since 1 rarely occurs, we want β = 0,
so when there is no information, we assume the event would
not happen. We set γ = 0.5 in this case. We use τ2 = 0.01,
since when the value of the µ(x|X,Y ) is low, we want it to
be 2 to 3 times standard deviation away from γ.
We design experiments as shown in Fig. 2. We observed the
data from original distribution and an IS distribution. The 685
design points are selected to cover high probability region. We
then use 5,000 data with response to select an appropriate θ
by comparing the Kriging return Iγ(µ(x|X,Y )) with Iε(x).
Among the 5,000 data, 5 events of interest happened. Using
θ = 100, we successfully predict 3 of them and using θ = 50
gives 4 of them. All 0 responses are correctly predict in both
case. Therefore, we use these two values of θ in the following
experiments. We refer θ = 50 as low θ and θ = 100 as high
θ.
A. Event Probability Estimation
We directly simulate for the event probability using crude
Monte Carlo method. We also apply the two approaches in
Section III using the Kriging model we construct to estimate
the probability. Fig. 3 presents the comparison of the crude
Monte Carlo approach and the proposed methods. Since we
Fig. 3. Comparison of Probability Estimation.
Fig. 4. Comparison of Importance Sampling.
use a small τ2, (7) and (8) gives very similar results, we only
present results using (7). We note that the Kriging model can
provide a roughly correct estimation without doing any extra
experiments.
B. Improving Accelerated Evaluation
Using Kriging model in the Cross Entropy method and the
Importance Sampling method are very similar. In both cases,
the indicator function is estimated and then multiplied by a
score function. We only present an example on the Importance
Sampling method, where the accuracy of the estimation is
more important.
Since the two approaches (13) and (14) have similar perfor-
mance, we only present the results using (13). Fig. 4 shows
the comparison of the Importance Sampling method and the
estimation using Kriging model with two different θ. The
estimation using Kriging is still reasonable in this case. We
note that the trend of the three lines are very similar, this
indicates that the prediction of the Kriging models are very
stable.
C. Sampling Scenario Selection
The design of experiments for the Kriging model in the
previous examples is based on observation of data. Here,
we use an example problem to illustrate the optimal sample
selection methods in Section V.
Fig. 5 shows the sample distributions and existing design
points. We assume that we want to select a sample from the
Fig. 5. The setting of the sample selection example.
4 target design points to improve the Kriging model. This is
the key step for the adaptive sampling procedure. We note
that the number of sample selections is largely reduced in this
example, but the method is obviously applicable for a large
number of selections.
Table I presents the results using different approaches we
proposed. The numbers in rows 3 to 6 are objective function
values for the 4 different approaches.
We note that “Pnt 1” refers to the function value of (19),
“Pnt 2” refers to (20). These two criteria are point optimal
schemes. Since points B and C are closer to some known
points, the Kriging model provides more information for them
than the points A and D. If we use point optimal criterion, we
want to select point D, since the prediction of the Kriging
model is the most likely to change.
For the objective optimal schemes, the objective function
is (21). For Pn and Pn+1, “Obj 1” uses (22) and (23), while
“Obj 2” uses (24) and (25) respectively. In this case, we use the
event probability estimation as the estimation objective. Point
D become least important according to the objective optimal
criterion. This is because it is away from high probability
region of the randomness. For objective optimal criterion,
point A is more important. The reason is that the point has a
large probability density of data samples.
We use this example to show that the difference between
the two types of sampling selection schemes. In this case, the
objective optimal schemes provide a more reasonable choice,
consider that we want to know more information on the high
probability region.
VIII. CONCLUSION
This paper presents several approaches to use Kriging
model in Automated Vehicle evaluating. The Kriging model
provides a reasonable estimation for different objectives with
no simulation cost. We present schemes to select design points
for Kriging model. The objective optimal sampling schemes
are suggested for the Automated Evaluation procedure.
TABLE I
THE RESULTS FROM 4 DIFFERENT APPROACHES ARE PRESENT REGARDS
TO THE TARGET DESIGN POINTS.
A B C D
Coord (0.05,0.1) (0.12,0.55) (0.05,0.55) (0.45,0.5)
Pnt 1 0.298 0.112 0.0495 0.469
Pnt 2 0.209 0.0996 0.0471 0.249
Obj 1 2.63× 10−5 1.69× 10−7 1.75× 10−7 1.69× 10−7
Obj 2 0.0082 4.26× 10−8 6.76× 10−8 3.13× 10−11
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