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In this paper we complete the classiﬁcation of right coideal sub-
algebras containing all grouplike elements for the multiparameter
version of the quantum group Uq(so2n+1), qt = 1. It is known
that every such subalgebra has a triangular decomposition U =
U−HU+, where U− and U+ are right coideal subalgebras of nega-
tive and positive quantum Borel subalgebras. We found a necessary
and suﬃcient condition for the above triangular composition to
be a right coideal subalgebra of Uq(so2n+1) in terms of the PBW-
generators of the components. Furthermore, an algorithm is given
that allows one to ﬁnd an explicit form of the generators. Using a
computer realization of that algorithm, we determined the num-
ber rn of different right coideal subalgebras that contain all group-
like elements for n 7. If q has a ﬁnite multiplicative order t > 4,
the classiﬁcation remains valid for homogeneous right coideal sub-
algebras of the multiparameter version of the Lusztig quantum
group uq(so2n+1) (the Frobenius–Lusztig kernel of type Bn) in
which case the total number of homogeneous right coideal sub-
algebras and the particular generators are the same.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The main theoretical result of the present article is that the necessary condition for a triangular
composition to be a right coideal subalgebra of a quantum group of a B-series that was proved
in [4] is also a suﬃcient condition, as was conjectured in [4]. Together with the classiﬁcation of the
components given in [3], this completes the classiﬁcation of homogeneous right coideal subalgebras U
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qt = 1 and uq(so2n+1), qt = 1, t > 4. Let us remind the reader that a triangular decomposition U =
U−HU+ was proved in [4], where U− and U+ are right coideal subalgebras of negative and positive
quantum Borel subalgebras. Nevertheless, when U± runs through the sets of right coideal subalgebras
of the quantum Borel subalgebras, the triangular composition U−HU+ is a right coideal but it is
not always a subalgebra. The obtained criterion for U−HU+ to be a subalgebra allows one to use a
computer in order to ﬁnd the total number rn of the U’s for small n:
r2 = 38; r3 = 546; r4 = 10696; r5 = 233216;
r6 = 6257254; r7 = 178413634.
Even though the algorithm that decides, for given U− , U+ , if U−HU+ is a subalgebra is not straight-
forward, it has a polynomial complexity, as can be seen in Section 6. At the same time, in order to
ﬁnd the total number of right coideal subalgebras we have to sort out all ((2n)!!)2 = 4n(n!)2 possible
pairs U− , U+ . It is only because of this that the complexity of the whole algorithm is exponential.
Using the above numbers, we can ﬁnd the probabilities pn = rn/((2n)!!)2 that a pair U−,U+ de-
ﬁnes a right coideal subalgebra:
p2 = 59.4%; p3 = 23.7%; p4 = 7.3%; p5 = 1.6%;
p6 = 0.295%; p7 = 0,043%.
The numerical experiments allow us to conjecture that
lim
n→∞n!pn = ∞, limn→∞(n− 1)!pn = 0.
These equalities would imply n!4n < rn < n!n4n for big n.
As was mentioned in [4], the similar probabilities for quantum groups of type An are:
p2 = 72.3%; p3 = 43.8%; p4 = 23.4%; p5 = 11.4%; p6 = 5.1%; p7 = 2.2%.
Additionally, in the present work, we found p8 = 0.841%. These probabilities allow us to conjecture
that
lim
n→∞n2
npn = ∞, lim
n→∞2
npn = 0
in the An case.
Recall that, in the G2 case, the probability equals p2 = 60/144= 41.7%; see B. Pogorelsky [5,6]. For
the other types, C, D, E, F , it is already known from a theorem of Heckenberger and Schneider [1] that
the number of right coideal subalgebras (containing all grouplike elements) of the Borel subalgebras
U±q (g) coincides with the order of the corresponding Weyl group. It is to be expected that there
exists a description of right coideal subalgebras of the whole quantum group Uq(g) in terms of Weyl
group combinatorics. This result, if proven, could also be a step to avoiding a case by case analysis
of quantized enveloping algebras. The computational determination of the numbers rn in this paper
will provide a valuable test as soon as a conjecture for such a description is formulated. It seems
worthwhile to study the raised questions further.
In the second section, we recall the basic notions. In the third section, we state the main theoreti-
cal result and show how it follows from a diminishing relation; see (3.6). Then, in the fourth and ﬁfth
sections, we prove the diminishing relation step by step. Finally, in the sixth section, we analyze the
algorithm and discuss its complexity.
The theoretical part of the work is due to the ﬁrst author. The program in C++ and its realiza-
tion on the computer at the Institute of Biomedicine of the UNAM was done by A.V. Lara Sagahon,
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implementation on the supercomputer KanBalam of the UNAM was done by J.L. Garza Rivera. This
allowed us to ﬁnd r6 and r7. To ﬁnd r6, the supercomputer used 128 processors simultaneously for
6 min. To ﬁnd r7 the supercomputer used 128 processors simultaneously for 22 hours. J.L. Garza
Rivera also did the parallelization and implementation of the program of [2], which provided the
number r8 = 1107490596 related to the quantum groups of type An . To ﬁnd this number, the super-
computer used 128 processors simultaneously for 22.3 hours.
In fact, the present paper is a computational complement to and the second part of [4]. For this
reason, in references to statements from [4], we have just added a label I. For example, Deﬁnition I.6.1
means [4, Deﬁnition 6.1], while Eq. (I.6.3) means [4, Eq. (6.3)], and so on.
2. (k,m)-Regular sets
We are reminded that the positive quantum Borel subalgebras U+q (so2n+1), u+q (so2n+1) are gen-
erated as k-algebras by grouplike elements g1, g2, . . . , gn , (gi) = gi ⊗ gi , by their inverses, and by
skew primitive elements x1, x2, . . . , xn , (xi) = xi ⊗ 1+ gi ⊗ xi . While all the grouplike elements com-
mute with each other, the skew primitive generators commute with the grouplikes via xi g j = pij g jxi ,
where pij are arbitrary parameters satisfying the following relations:
pnn = q, pii = q2, pi i+1pi+1 i = q−2, 1 i < n;
pij p ji = 1, j > i + 1.
These parameters deﬁne a bimultiplicative map p(u, vt) = p(u, v)p(u, t), p(ut, v) = p(u, v)p(t, v) on
the set of words in xi , 1 i  n, so that p(xi, x j) = pij . The value of p(u, v) is certainly independent
of the order of letters in the words u, v . Therefore, p(u, v) is correctly deﬁned on homogeneous
polynomials in the xi ’s as well. We deﬁne a skew bracket [u, v] = uv − p(u, v)vu by means of the
bimultiplicative map; there are more details in Section I.2 (that is, [4, Section 2]), if you should care
to see them.
In lines with Deﬁnition I.4.3, in what follows, xi , n < i  2n, denotes the generator x2n−i+1. Also
u(k,m), 1  k m  2n, is the word xkxk+1 · · · xm−1xm . If 1  i  2n then by deﬁnition ψ(i) = 2n −
i + 1, so that xi = xψ(i) . We shall frequently use the following properties of ψ : if i < j, then ψ(i) >
ψ( j); ψ(ψ(i)) = i; ψ(i + 1) = ψ(i) − 1; ψ(i − 1) = ψ(i) + 1. The bracketing of u(k,m) is deﬁned as
follows:
u[k,m] =
⎧⎨
⎩
[[[. . . [xk, xk+1], . . .], xm−1], xm], ifm < ψ(k);
[xk, [xk+1, [. . . , [xm−1, xm] . . .]]], ifm > ψ(k);
β[u[n+ 1,m],u[k,n]], ifm = ψ(k),
(2.1)
where β = −p(u(n + 1,m),u(k,n))−1. In fact, the value of u[k,m] in U+q (so2n+1) is almost indepen-
dent of the alignment of brackets, according to Lemma I.4.5 and Proposition I.4.6.
Let S be a set of integer numbers from the interval [1,2n]. A (noncommutative) polynomial
Φ S (k,m), 1 km 2n, is deﬁned by induction on the number r of elements in the set S ∩ [k,m) =
{s1, s2, . . . , sr}, k s1 < s2 < · · · < sr <m, in the following way:
Φ S(k,m) = u[k,m] − (1− q−2) r∑
i=1
α
si
km Φ
S(1+ si,m)u[k, si], (2.2)
where αskm = τs p(u(1+ s,m),u(k, s))−1, while τs = 1 for all s except that τn = q. Certainly, Φ S (k,m)
is homogeneous in each xi , 1  i  n. The degree D(Φ S (k,m)) of this element equals the degree
D(u(k,m)) = xk + xk+1 + · · · + xm−1 + xm of the word u(k,m) and it is denoted by [k : m]. The total
degree of Φ S (k,m), i.e., the number of letters in each monomial, is m− k+ 1.
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by the numbers k − 1, k, k + 1, . . . m − 1, m, where the ﬁrst point is always white, the last one is
always black, and an intermediate point labeled by i is black if and only if i ∈ S:
k−1◦ k◦ k+1◦ k+2• k+3◦ · · · m−2• m−1◦ m• . (2.3)
Sometimes, if k  n <m, it is more convenient to display the element Φ S (k,m) in two lines, having
put the points labeled by indices i,ψ(i) that deﬁne the same variable xi = xψ(i) in one column:
m• · · · • ψ(i)◦ · · · n+1•
k−1◦ ◦ · · · ψ(m)◦ · · · • i• · · · n◦
. (2.4)
The shifted scheme appears from (2.4) by shifting the upper line to the left by one step and putting
the colored point labeled by n, if any, into the vacant position (so that this point appears twice in the
shifted scheme):
m• · · · ◦ n+i◦ · · · n+1• n◦⇐
k−1◦ ◦ · · · ψ(m)−1• · · · • n−i• · · · n−1◦ n◦
. (2.5)
We need the shifted schemes in order to describe the white and black regular sets: a set S is white
(k,m)-regular, where 1 k n <m 2n, if the shifted scheme obtained by painting k − 1 black does
not contain columns with two black points; a set S is black (k,m)-regular, where 1 k n <m 2n,
if the shifted scheme obtained by painting m white does not contain columns with two white points.
If m n or k > n then by deﬁnition every set is white and black (k,m)-regular. A set is (k,m)-regular
if it is either black or white (k,m)-regular.
The (k,m)-regular sets are very important for two reasons. First, every right coideal subalgebra
U ⊇ G of the quantum Borel subalgebra is generated as an algebra by G and by the elements of the
form Φ S (k,m) with (k,m)-regular sets S . Next, the elements of the form Φ S (k,m) with a regular
set S satisfy a lot of important properties, as can be seen in Section I.6.
In a perfect analogy, the negative quantum Borel subalgebras U−q (so2n+1), u−q (so2n+1) are gen-
erated as k-algebras by grouplike elements f1, f2, . . . , fn , by their inverses, and by skew primitive
elements x−1 , x
−
2 , . . . , x
−
n , (x
−
i ) = x−i ⊗ 1+ f i ⊗ x−i . All the grouplikes still commute with each other,
while the skew primitive generators commute with the grouplikes via x−i f j = p−1ji f j x−i . The bimulti-
plicative form is extended on the negative components via p(x−i , x
−
j ) = p−1ji . This allows one to deﬁne
u[k,m]− by the same equation (2.1), except that x−i is used in place of xi , and to deﬁne Φ S−(k,m)
by (2.2), except that u[k, s]− is used in place of u[k, s], s = si , s =m.
3. The main theoretical result
In what follows, U S (k,m) denotes a right coideal subalgebra generated by Φ S (k,m) over the group
G = gr〈g1, g2, . . . , gn〉, where S is a (k,m)-regular set. U T−(i, j) is a right coideal subalgebra generated
by ΦT−(i, j) over the group F = gr〈 f1, f2, . . . , fn〉, where T is an (i, j)-regular set. Let us display the
elements Φ S (k,m) and ΦT−(i, j) simultaneously and graphically, as deﬁned in (2.3):
S
k−1◦ · · · i−1• i• i+1◦ · · · m•
T ◦ ◦ • · · · • · · · j•
. (3.1)
We call this scheme an Smk T
j
i -scheme. Usually, in this notation, we omit those of the indices that are
ﬁxed in the context. For example if k,m, i, j are ﬁxed, this is an ST -scheme.
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t◦ · · · s•
◦ · · · • . (3.2)
Proposition I.6.5 shows that, in Uq(so2n+1), the element Φ S (k,m) equals the element Φ S
∗
(ψ(m),
ψ(k)) up to a scalar factor, where S∗ is the complement of {ψ(s) − 1 | s ∈ S} with respect to the
interval [ψ(m),ψ(k)). The element Φ S∗ (ψ(m),ψ(k)) has an essentially different representation (2.3).
For this reason, we may associate three more schemes to the pair Φ S (k,m), ΦT−(i, j) with regular
sets S, T . We call those schemes the S∗T -scheme, the ST ∗-scheme, and the S∗T ∗-scheme, respectively
(see Section I.7 for more details).
Now we may formulate the theoretical result of the paper. The main result of [3] establishes
a bijection between the sequences (θ1, θ2, . . . , θn) such that 0  θk  2n − 2k + 1, 1  k  n and
the homogeneous right coideal subalgebras Uθ of the positive (and, hence, of the negative) com-
ponent. There exists a constructive algorithm that allows one to ﬁnd the algebra generators of Uθ
of the form Φ S (k,m) if the sequence θ is given, which can be found in Section 6 below or in
[3, Deﬁnition 10.1 and Eq. (10.6)]. More precisely, the algorithm allows one to ﬁnd all possible val-
ues of the numbers k,m and the sets S . In particular, one may construct all schemes (2.3) for
the generators. These generators satisfy two additional important properties. First, their degrees
D(Φ S (k,m)) = xk + xk+1+· · ·+ xm df= [k :m] are simple U -roots; that is, [k :m] is not a sum of nonzero
degrees of other elements from U ; see [3, Claims 7, 8]. Moreover, by [3, Lemma 8.3], each simple
U -root [k :m] deﬁnes one and only one element Φ S (k,m) ∈ U up to a scalar factor. Next, the set S is
always (k,m)-regular [3, Claim 5].
Theorem 3.2. Let U+ ⊇ G, and U− ⊇ F be right coideal subalgebras of the positive and negative quantum
Borel subalgebras of Uq(so2n+1), qt = 1 or uq(so2n+1), qt = 1, t > 4. The triangular composition
U− ⊗k[F ] k[H] ⊗k[G] U+ (3.3)
is a subalgebra if and only if, for each simple U+-root [k :m] and for each simple U−-root [i : j]− , either all
four schemes ST , S∗T , ST ∗ , and S∗T ∗ as deﬁned by the pair Φ S (k,m), ΦT−(i, j) are balanced or one of them
has the form
t◦ · · · ◦ · · · • · · · s•
◦ · · · • · · · ◦ · · · • , (3.4)
where no one intermediate column has points of the same color.
We stress that the ST -scheme is balanced if and only if the S∗T ∗-scheme is balanced. Indeed,
consider a transformation ρ of schemes that moves a point a to ψ(a) − 1 changing the color. This
transformation maps an ST -scheme to an S∗T ∗-scheme and an ST ∗-scheme to an S∗T -scheme. At
the same time, it changes the order of the columns. In particular, the fragment of the form (3.2) of
the ST -scheme transforms to a fragment of the same form with t ← ψ(s)− 1, s ← ψ(t)− 1, and vice
versa. Hence, in order to check that all four schemes are balanced, it suﬃces to consider just two of
them, say, ST and ST ∗ . The same arguments show that the ST -scheme has the form (3.4) if and only
if the S∗T ∗-scheme does too.
Theorem I.7.2 states that if (3.3) is a subalgebra then the above conditions on the schemes are
valid. Hence, we only need to show that these conditions imply that (3.3) is a subalgebra. Moreover,
simple arguments (see [2, Lemma 9.3]) show that the triangular composition (3.3) is a subalgebra if
and only if [
U+,U−
]⊆ U− ⊗k[F ] k[H] ⊗k[G] U+. (3.5)
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following “diminishing” relation.
Proposition 3.3. Let S and T be (k,m)- and (i, j)-regular sets, respectively. If the ST - and S∗T -schemes (or,
equivalently, the ST ∗- and S∗T ∗-schemes) are balanced then
[
Φ S(k,m),ΦT−(i, j)
] ∈ k[H] · U T−(i, j) j−i · U S(k,m)m−k, (3.6)
where, by deﬁnition, Ad denotes a subspace of a given subalgebra A spanned by 1 and all homogeneous
polynomials in xλ , 1 λ n ( free of grouplike elements) of total degree less than or equal to d.
In the next two sections, we shall prove the diminishing relation (3.6) step by step by induction
on m+ j − k− i. For now, we simply note how Proposition 3.3 implies Theorem 3.2.
As an algebra, U+ is generated by the group G and by the elements Φ S (k,m) related to the simple
U+-roots [k :m]. Similarly, U− is generated by F and by ΦT−(i, j) related to the simple U−-roots [i : j].
Of course U S (k,m) ⊆ U+ , U T−(i, j) ⊆ U− . Hence, the diminishing relation implies
Φ S(k,m) · ΦT−(i, j) ∼ ΦT−(i, j) · Φ S(k,m)
(
mod H
(
U−
) j−i(
U+
)m−k)
.
Because the total degree of Φ S (k,m) equals m − k + 1, that relation allows us to commute Φ S (k,m)
with ΦT−(i, j) in any product of the Φ Sλ (kλ,mλ)’s and the Φ
Tμ
− (iμ, jμ)’s modulo the linear space
spanned by the similar products of lesser total degree. In particular, by an evident induction on the
total degree we may reduce any product of the Φ Sλ (kλ,mλ)’s and the Φ
Tμ
− (iμ, jμ)’s to a linear com-
bination of products in which all Φ
Tμ
− (iμ, jμ)’s are located before the Φ Sλ (kλ,mλ)’s. This certainly
implies (3.5).
4. The diminishing relation with empty sets
Lemma 4.1. If S ∩ [k,m) = ∅, T ∩ [i, j) = ∅, and the ST - and S∗T -schemes (or, equivalently, the ST ∗- and
S∗T ∗-schemes) are balanced then m = j and either m /∈ [ψ( j),ψ(i)] or j /∈ [ψ(m),ψ(k)].
Proof. If m = j then we have a fragment (3.2) with s ← m, t ← m − 1 on the ST -scheme. If m ∈
[ψ( j),ψ(i)] and j ∈ [ψ(m),ψ(k)] then we have a fragment (3.2) with s ← m, t ← ψ( j) − 1 on the
ST ∗-scheme, because all points of the interval [ψ( j),ψ(i)] are black on the T ∗-scheme, and all points
of the interval [k− 1,m− 1] are white on the S-scheme. 
Lemma 4.2. If S ∩ [k,m) = ∅, and T ∩ [i, j) = ∅ then Proposition 3.3 is valid.
Proof. Propositions I.9.1 and I.9.2 provide conditions when [u[k,m],u[i, j]−] = 0. These conditions
are: i = k, j = m, and either k,m /∈ [ψ( j),ψ(i)] or i, j /∈ [ψ(m),ψ(k)]. Consider the two following
options.
Assume i = k. Lemma 4.1 implies j =m. Hence [u[k,m],u[i, j]−] = 0 only if either k ∈ [ψ( j),ψ(i)]
or m ∈ [ψ( j),ψ(i)], and either i ∈ [ψ(m),ψ(k)] or j ∈ [ψ(m),ψ(k)]. Again by Lemma 4.1 we have
k ∈ [ψ( j),ψ(i)] and i ∈ [ψ(m),ψ(k)] or, equivalently,
ψ( j) kψ(i)m. (4.1)
Under these conditions, Proposition I.9.3 implies
[
u[k,m],u[i, j]−]∼ hk→ψ(i)u[1+ ψ(k), j]− · u[1+ ψ(i),m]. (4.2)
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[ψ(m),ψ(k)], which is contrary to Lemma 4.1. Now, by the explicit coproduct formula [3, Eq. (4.8)]
we have u[1+ψ(i),m] ∈ U S (k,m) and u[1+ψ(k), j]− ∈ U T−(i, j) (even if m = i− 1 or j = k− 1 when
the empty set is not regular).
Assume i = k. We shall prove a precise decomposition:
[
u[k,m],u[k, j]−]= μ∑
a=k
αahk→au[1+ a, j]− · u[1+ a,m], (4.3)
where αa ∈ k, while μ = min{m, j} is the label of the last complete column (here still m = j and
either m /∈ [ψ( j),ψ(k)] or j /∈ [ψ(m),ψ(k)], while, by deﬁnition, u[1 + j, j]− = u[1 +m,m] = 1). In
this formula, we do not exclude the cases m = ψ(k) or j = ψ(k) when the empty set is not regular,
for we need them in order to perform induction on μ− k.
If either j = k or m = k then (4.3) follows from (I.4.22) and (I.4.23) respectively. Assume m, j > k.
Firstly we consider the case m /∈ [ψ( j),ψ(k)] in three steps.
1. Let ψ( j) /∈ {k,k+1}. By Proposition I.4.6 with i ← k, m ← j we have u[k, j]− = [x−k ,u[k+1, j]−],
for j = ψ(k), k = ψ( j)−1, k = ψ(k). At the same time, the condition m /∈ [ψ( j),ψ(k)] implies ψ(m) /∈
{k,k + 1}. Hence, by Proposition I.4.6 we again have u[k,m] = [xk,u[k+ 1,m]].
Let us denote v = u[k + 1,m], t− = u[k + 1, j]− for short. By formula (I.2.23), the element
[u[k,m],u[k, j]−] = [[xk, v], [x−k , t−]] is a linear combination of the three following terms:[
xk,
[[
v, x−k
]
, t−
]]
,
[
xk,
[
x−k ,
[
v, t−
]]]
,
[[
xk,u[k, j]−
]
, v
]
. (4.4)
By Lemma I.4.10 we have [v, x−k ] = 0 unless k = n. Indeed,
k ∈ {k + 1,m,ψ(k + 1),ψ(m)}
implies k = ψ(k + 1) = 2n − k, for k + 1 = k, m > k, ψ(m) /∈ [k, j]. Hence, if k = n, then the ﬁrst term
in (4.4) is zero.
If k = n, then [v, x−n ] ∼ hnu[n + 2,m], while due to Proposition I.9.1 we have [u[n + 2,m], t−] = 0.
Hence (I.2.14) implies [hn · u[n + 2,m], t−] ∼ hnt− · u[n + 2,m]. Using the ad-identities (I.2.9) and
(I.4.23), we see that [xk,hnt− · u[n + 2,m]] is a linear combination of hnhn+1u[n + 2, j]− · u[n + 2,m]
and hnt− · v . Thus in all cases the ﬁrst term in (4.4) has the required form.
Consider the second term. By the inductive supposition we have
[
v, t−
]= μ∑
a=k+1
α
(k+1)
a hk+1→au[1+ a, j]− · u[1+ a,m]. (4.5)
Lemma I.4.10 shows that [x−k ,u[1+a,m]] = 0 unless 1+a = ψ(k). Indeed, k = 1+a, k =m, k = ψ(m),
for a  k, m > k, ψ(m) /∈ [k, j]. Proposition I.4.7 with i ← k, j ← a implies that [x−k ,u[1+ a, j]−] = 0
unless a = ψ(k), because the conditions m = ψ(k), m = ψ(k)−1 are respectively equivalent to ψ(m) =
k, ψ(m) = k+1, while in our case ψ(m) /∈ [k, j] ⊇ [k,k+1]. Thus, according to (I.2.12) and ad-identity
(I.2.9), the second addend in (4.4) is zero unless one of the points, ψ(k) − 1 or ψ(k), belongs to
the summation interval [k + 1,μ]. This condition is equivalent to k < ψ(k)  μ + 1. The inequality
k < ψ(k) is equivalent to the inequality k < 2n− k+ 1; that is, k n. We have μ = ψ(k),ψ(k)− 1, for
ψ( j),ψ(m) /∈ {k,k+ 1}. Hence the inequality ψ(k)μ+ 1 implies ψ(k) < μ.
If ψ(k) < μ and k  n then [x−k , [v, t−]] has just two terms after the substitution (4.5). Due to
(I.2.12) and ad-identity (I.2.9), they are proportional to
hk+1→ψ(k)−1u
[
ψ(k), j
]− · [x−,u[ψ(k),m]],k
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hk+1→ψ(k)
[
x−k ,u
[
ψ(k) + 1, j]−] · u[ψ(k) + 1,m].
We have [x−k ,u[ψ(k),m]] ∼ hku[ψ(k) + 1,m], and [x−k ,u[ψ(k) + 1, j]−] = u[ψ(k), j]− , because xk =
xψ(k) , hk = hψ(k) . Hence, the second term in (4.4) is a linear combination of the two following ele-
ments
hk+1→ψ(k)−1hk
[
xk,u
[
ψ(k), j
]− · u[ψ(k) + 1,m]] (4.6)
and
hk+1→ψ(k)
[
xk,u
[
ψ(k), j
]− · u[ψ(k) + 1,m]]. (4.7)
By ad-identity (I.2.9), the former element is a linear combination of the two following terms:
hk+1→ψ(k)−1hkhψ(k)u
[
ψ(k) + 1, j]− · u[ψ(k) + 1,m],
hk+1→ψ(k)−1hku
[
ψ(k), j
]− · u[ψ(k),m].
Both of them have the form required in (4.3), because hk+1→ψ(k)−1hkhψ(k) = hk→ψ(k) , and
hk+1→ψ(k)−1hk = hk→ψ(k)−1.
Similarly, the element (4.7) is a linear combination of two terms, namely,
hk+1→ψ(k)hku
[
ψ(k) + 1, j]− · u[ψ(k) + 1,m]
and
hk+1→ψ(k)u
[
ψ(k), j
]− · u[ψ(k),m].
Again, both of them have the form required in (4.3), because hk+1→ψ(k) = hk→ψ(k)−1. Thus, in all cases
the second term in (4.4) is a linear combination (4.3).
Consider the third term in (4.4). By Lemma I.4.11 we have [xk,u[k, j]−] = εkhk · t− . Using (I.2.15),
we see that [hk · t−, v] is a linear combination αhk[t−, v] + βhkt− · v . Since [t−, v] ∼ [v, t−], the
induction applies.
2. Let ψ( j) = k + 1. Because m /∈ [ψ( j),ψ(k)], Proposition I.4.6 implies u[k,m] = [xk, v] with
v = u[k + 1,m]. Let us apply Proposition I.4.6 with k ← k + 1, i ← ψ(k) to v . We have m = ψ(k + 1),
ψ(k) = ψ(m) − 1, ψ(k) = ψ(k) + 1, for ψ(m) = k + 1, k < m. Hence, v = [w, t], where we set w =
u[k+ 1,ψ(k)], t = u[ψ(k)+ 1,m] for short. Let us also denote z− = u[k, j]− , y− = u[k+ 1, j]− . Corol-
lary I.8.2 implies [w, z−] ∼ 1 − hw . By the Jacobi identity (I.2.19), we know that [u[k,m],u[k, j]−] =
[[xk, [w, t]], z−] is a linear combination of the two following terms:[
xk,
[[w, t], z−]], [[xk, z−], [w, t]].
Due to Lemma I.4.11, the latter term is proportional to [hk y−, v], which, by (I.2.15), is a linear combi-
nation of hk · [y−, v] and hk y− · v . Because [y−, v] ∼ [v, y−], the induction applies.
Due to Lemma I.2.2, we have [t, z−] = 0 in the former term. Hence, by the Jacobi identity (I.2.19)
and (I.2.26) we have
[[w, t], z−]∼ [[w, z−], t]∼ hw · t.
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xk,
[[w, t], z−]]∼ [xk,hw · t] ∼ hw [xk, t] = hw · u[ψ(k),m],
for xk = xψ(k) . Here hw = hk+1→ψ(k) = hk→ψ(k)−1; that is, the obtained element has the form required
in (4.3).
3. Let j = ψ(k) (in this case, the empty set is not (k, j)-regular). Because m > k, the condition
m /∈ [ψ( j),ψ(k)] = [k, j] implies m > j; that is, it implies μ = j. Let us differentiate the recurrence
relation u[k, j + 1]− = [x−k ,u[k + 1, j + 1]−] by x−j+1 using (I.4.21) and the Leibniz rule (I.2.39). We
have
u[k, j]− ∼ ∂∗−( j+1)
([
x−k ,u[k + 1, j + 1]−
])
∼ x−k · u[k + 1, j]− − λu[k + 1, j]− · x−k , λ ∈ k. (4.8)
By Proposition I.9.3 with i ← k+ 1 we have
[
u[k,m],u[k + 1, j]−]∼ hk→ j−1 · u[ j,m]. (4.9)
To apply Proposition I.9.3, we have to check ψ( j)  k  ψ(k + 1) m. Because j = ψ(k) here, this
chain is equivalent to k k j − 1m. We have k j − 1, for k < j, while j − 1m, for m > j.
Let us return to the relation (4.8). By (I.4.22) and ad-identity (I.2.9) with (4.9) the element
[u[k,m], x−k · u[k+ 1, j]−] is a linear combination of the two following terms
hku[k + 1,m] · u[k+ 1, j]−, x−k · hk→ j−1 u[ j,m].
The latter term reduces to the form required in (4.3) by x−k · hk→ j−1 ∼ hk→ j−1 · x−k , for x−k = x−j =
u[ j, j]− . The former term differs from the required product just by the order of factors. However the
formula uv = [u, v] + puv vu shows that u[k + 1,m] · u[k + 1, j]− is a linear combination of the two
following elements
[
u[k+ 1,m],u[k + 1, j]−], u[k + 1, j]− · u[k+ 1,m],
while, by the inductive supposition, both of them have the form required in (4.3).
Similarly, (I.4.22) and ad-identity (I.2.9) with the already-proved (4.9) imply that [u[k,m],u[k +
1, j]− · x−k ] is a linear combination of the two following elements
hk→ j−1 u[ j,m] · x−k , u[k + 1, j]− · hku[k + 1,m].
The latter term reduces to the required form by u[k + 1, j]− · hk ∼ hk · u[k + 1, j]− . The former term
differs from the product required in (4.3) just by the order of factors. However, u[ j,m] · x−k is a linear
combination of [u[ j,m], x−k ] and x−k · u[ j,m], while [u[ j,m], x−k ] ∼ h j · u[ j + 1,m], for x−k = x−j .
Thus, provided that m /∈ [ψ( j),ψ(k)], the decomposition (4.3) is proved. Assume j /∈ [ψ(m),ψ(k)].
The substitution j ↔ m changes the condition j /∈ [ψ(m),ψ(k)] to m /∈ [ψ( j),ψ(k)]. In particular,
we may apply the already-proved decomposition with j ↔ m to the mirror generators yλ = p−1λλ x−λ ,
y−λ = −xλ , 1 λ n:
[
u[k, j]y,u[k,m]−y
]= μ∑αahk→au[1+ a,m]−y · u[1+ a, j]y . (4.10)
a=k
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have
[
u[k, j]y,u[k,m]−y
]∼ [u[k,m]−y ,u[k, j]y]∼ [u[k,m],u[k, j]−],
while u[1+a,m]−y ·u[1+a, j]y ∼ u[1+a,m] ·u[1+a, j]− . The latter product is a linear combination of
[u[1+ a,m],u[1+ a, j]−] and u[1+ a, j]− · u[1+ a,m]. One may now apply the inductive supposition
to [u[1+ a,m],u[1+ a, j]−], k aμ, and as such, the decomposition (4.3) is completely proved.
It remains to note that all terms in (4.3) belong to the right-hand side of (3.6) due to the explicit
coproduct formula [3, Eq. (4.8)]. 
5. The diminishing relation with nonempty sets
In this section we prove the diminishing relation (3.6) by induction on m+ j − k − i. If m = k and
j = i then Φ S (k,m) = xk , ΦT−(i, j) = x−i , while [xk, x−j ] ∈ k[H]. In what follows, we ﬁx k,m, i, j and
the sets S, T such that the ST - and S∗T -schemes (or, equivalently, the ST ∗- and S∗T ∗-schemes) are
balanced.
Assume that the diminishing relation (3.6) is valid
for lesser values of the parameterm+ j − k − i. (5.1)
Deﬁnition 5.1. We deﬁne U˜ S (k,m) as a subalgebra with 1 generated by all elements Φ S (1 + t, s),
where t and s are white and black points of the S-scheme, k− 1 s < t m, such that S is (1+ t, s)-
regular and either t = k− 1 or s =m.
Lemma 5.2. If S is a (k,m)-regular set then
U S(k,m)m−k ⊆ U˜ S(k,m) ⊆ U S(k,m). (5.2)
Proof. As an algebra, U S (k,m) is generated by G and by elements Φ S (1 + t′, s′), where t′ < s′ are
respectively white and black points such that [1 + t′ : s′] is indecomposable in the monoid Σ gen-
erated by all [1 + t′′ : s′′] with white t′′ and black s′′; see [3, Theorem 9.8]. Using Lemma 9.5 and
Lemma 9.6 [3], which describes the indecomposable elements, we see that the set S is (1 + t′, s′)-
regular if [1+ t′ : s′] is indecomposable. Therefore, U˜ S (k,m) contains all the non-grouplike generators
of U S (k,m) except Φ S (k,m) itself. At the same time, the total degree of Φ S (k,m) is m−k+1 >m−k.
This completes the ﬁrst inclusion of (5.2).
To check the second inclusion, it remains to show that Φ S (1+ t, s) ∈ U S (k,m) provided that S is
(1+ t, s)-regular. By Lemma I.6.14, we just have to consider the case t < n < s.
Let S be white (k,m)-regular. By [3, Lemma 9.5] the set [k : s] is indecomposable, for ψ(k) is not
black. Hence, Φ S (k, s) is one of the generators for U S (k,m). In particular, U S (k, s) ⊆ U S (k,m).
Because S is white (1+ t, s)-regular, by deﬁnition ψ(t) − 1 is not black on the scheme related to
Φ S (k, s). Hence, by [3, Lemma 9.5] again, the element [1+t : s] is indecomposable in Σ(U S (k, s)); that
is, Φ S (1+ t, s) is one of the generators of U S (k, s). In particular, Φ S (1+ t, s) ∈ U S (k, s) ⊆ U S (k,m).
If S is black (k,m)-regular the arguments are quite similar. Alternatively one may use Φ S (k,m) ∼
Φ S
∗
(ψ(m),ψ(k)) with a white (ψ(m),ψ(k))-regular set S∗ . 
Lemma 5.3. Denote Ud = U S (k,m)d, U−s = U T−(i, j)s for short. Under the inductive supposition (5.1), we
have
Ud1U
−
s Ud2U
−
s · · ·Udr U−s ⊆ H · Ud1+d2+···+dr U−s +s +···+s , (5.3)1 2 r 1 2 r
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Ud1U
−
s1Ud2U
−
s2 · · ·Udr U−sr ⊆ H · U−s1+s2+···+sr Ud1+d2+···+dr , (5.4)
provided that d1 + d2 + · · · + dr m− k, s1 + s2 + · · · + sr  j − i. In particular,
H · U T−(i, j) j−i · U S(k,m)m−k = H · U S(k,m)m−k · U T−(i, j) j−i . (5.5)
Proof. By Lemma 5.2 each element a ∈ Ud is a linear combination of products ∏uλ , where uλ =
Φ S (kλ,mλ) with
∑
(mλ − kλ + 1)  d. Similarly each element b− ∈ U−s is a linear combination of
products
∏
v−μ , where v−μ = ΦT−(iμ, jμ) with
∑
( jμ − iμ + 1)  s. The schemes deﬁned by the pair
(uλ, v−μ) are subschemes of the initial ST -, ST ∗-, S∗T -, and S∗T ∗-schemes, for kλ − 1 and iμ − 1 are
white, while mλ and jμ are black points in the S- and T -schemes, respectively. Hence, we may apply
the diminishing relation (3.6) to [uλ, v−μ]. We have
uλ · v−μ ∼ v−μ · uλ
(
mod H · U−jμ−iμ · Umλ−kλ
)
. (5.6)
This relation allows us to commute uλ and v−μ in any product of the uλ ’s and the v−μ ’s modulo the
linear space spanned by similar products of lesser degree. Lastly, an evident induction on the total
degree proves (5.3) and (5.4). 
Deﬁnition 5.4. A point a, k a <m, is said to be stable on S provided that the ST - and ST ∗-schemes
remain balanced if one changes the color of a on the S-scheme. Certainly, a is stable on S if and only
if ψ(a) − 1 is stable on S∗ .
Lemma 5.5. Let S be white (k,m)-regular and let S ∩ [k,m) = ∅. Under the inductive supposition (5.1), if the
maximal black point b, k b <m, is stable on S, then the diminishing relation (3.6) is valid.
Proof. By Lemma I.6.9, we have a decomposition Φ S (k,m) = [ub,Φ S (k,b)], where ub = u[1 + b,m].
Denote v = Φ S (k,b), w− = ΦT−(i, j) for short. Taking into account the Jacobi identity (I.2.19), we have[
Φ S(k,m),ΦT−(i, j)
]= [ub, [v,w−]]+ pwv[[ub,w−], v]. (5.7)
Because b is stable on S , the S1+bT - and S1+bT ∗-schemes deﬁned by the pair (ub,w−) are balanced.
Of course, the SbT - and SbT ∗-schemes deﬁned by the pair (v,w−) are balanced as well, for they are
subschemes of ST and ST ∗ . Hence, we may apply the inductive supposition to [v,w−] and [ub,w−]:
[
v,w−
] ∈ H · U T−(i, j) j−i · U S(k,b)b−k, (5.8)[
ub,w
−] ∈ H · U T−(i, j) j−i · U S(1+ b,m)m−b−1. (5.9)
According to Deﬁnition 5.1, we have v ∈ U˜ S (k,m). Because the total degree of v equals s − k + 1,
Lemma 5.2 implies v ∈ U S (k,m)b−k+1. The same lemma with k ← 1 + b shows that U S (1 +
b,m)m−b−1 is contained in the subalgebra with 1 generated by all Φ S (1 + a,m), b < a < m,
a = ψ(m) − 1. All the points a are white on S , for b is the maximal black point different from m.
In particular, Φ S (1+ a,m) ∈ U S (k,m), which yields
U S(1+ b,m)m−b−1 ⊆ U S(k,m)m−b−1 (5.10)
(we stress that Φ S (1+ b,m) itself does not belong to U S (k,m)). Now, (5.9) and (5.4) imply that both
v · [ub,w−] and [ub,w−]· v (and hence [[ub,w−], v]) belong to the right-hand side of the diminishing
relation (3.6).
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[u, vw] = [u, v]w + puv v[u,w], [u, gv] ∼ g[u, v], (5.11)
to show that [ub, [v,w−]] also belongs to the right-hand side of the diminishing relation, it suﬃces
to check the two following inclusions:
[
ub,U
T−(i, j) j−i
]⊆ H · U T−(i, j) j−i · U S(k,m)m−b, (5.12)[
ub,U
S(k,b)b−k
]⊆ U S(k,m)m−k, (5.13)
for by Lemma 5.2 we have U S (k,b)b−k ⊆ U S (k,m)b−k . By having applied Lemma 5.2 to the negative
component, every element of U T−(i, j) j−i is a linear combination of products
∏
λ w
−
λ , where w
−
λ =
ΦT−(iλ, jλ) with white iλ − 1 and black jλ on T , and T being (iλ, jλ)-regular. We may apply the
inductive supposition to (ub,w
−
λ ), because the schemes related to this pair are subschemes of the
balanced schemes S1+bT and S1+bT ∗ . Hence,[
ub,w
−
λ
] ∈ H · U T−(iλ, jλ) jλ−iλ · U S(1+ b,m)m−b−1.
The ﬁrst of the ad-relations (5.11) implies
[
ub,
∏
λ
w−λ
]
=
∑
λ
αλ
(∏
μ
w−μ
∣∣∣∣
w−λ ←[ub,w−λ ]
)
.
Due to inclusion (5.4) proved in Lemma 5.3, we get the required inclusion (5.12), because, certainly,
w−λ ∈ U T−(i, j) jλ−iλ+1,
∑
λ( jλ − iλ + 1) j − i, and U S (1+ b,m)m−b−1 ⊆ U S (k,m)m−b; see (5.10).
Let us check (5.13). By [3, Theorem 9.8], every element of U S (k,b)b−k is a linear combination of
products
∏
λ vλ , where vλ = Φ S (kλ,mλ) with white kλ − 1 and black mλ =m on S . Moreover, vλ can
be chosen so that [kλ :mλ] are indecomposable in the monoid Σ(v) generated by all [1+ t′′ : s′′] with
white t′′ and black s′′ <m on S . By [3, Lemma 9.5], one of the following conditions is fulﬁlled:
a) The point ψ(kλ) is not black on S .
b) On the shifted scheme Sb all columns between kλ − 1 and mλ are white–black or black–white
(in particular all of them are complete and n /∈ [kλ − 1,mλ]).
Of course, in both cases vλ ∈ U S (k,m)mλ−kλ+1, as can be seen in Lemma 5.2. By the ﬁrst of the
ad-relations (5.11), we have
[
ub,
∏
λ
vλ
]
=
∑
λ
αλ
(∏
μ
vμ
∣∣∣∣
vλ←[ub,vλ]
)
.
Hence, it suﬃces to check whether or not [ub, vλ] ∈ U S (k,m). If mλ = b then, by Lemma I.6.9, we
have [ub, vλ] = Φ S (kλ,m), while Φ S (kλ,m) ∈ U S (k,m) according to Lemma 5.2. If kλ = ψ(b) then
ψ(kλ) = b is black on S . Hence condition b) is valid. This condition implies S∗ ∩ [ψ(mλ),b) = S ∩
[ψ(mλ),b), so
vλ = Φ S
(
ψ(b),mλ
)∼ Φ S∗(ψ(mλ),b)= Φ S(ψ(mλ),b).
Again by Lemma I.6.9 we have [ub, vλ] = Φ S (ψ(mλ),m). At the same time m and ψ(mλ) − 1 form
a column on the shifted scheme S . Hence ψ(mλ) − 1 is a white point on S . Therefore, Lemma 5.2
implies Φ S (ψ(mλ),m) ∈ U S (k,m).
Assume, ﬁnally, that mλ = b, kλ = ψ(b). We shall prove that in this case [ub, vλ] = 0. To do this we
perform induction on the number of black points in the interval [kλ,mλ). If there are no black points
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that [ub, vλ] = 0. It is possible to apply this proposition here: we have, ﬁrst, mλ < b since b is a
maximal black point, while mλ is a black point distinct from b; consequently, m = ψ(mλ)− 1 because
(mλ,ψ(mλ) − 1) form a column of the shifted scheme S and this column may not be black–black;
similarly, mλ = ψ(b) − 1 because (b,ψ(b) − 1) is a column of the shifted scheme S; next, b = ψ(kλ)
because the case kλ = ψ(b) has already been considered.
To perform the inductive step, assume that sl is the maximal black point of [kλ,mλ). The in-
ductive supposition yields [ub,Φ S (kλ, sl)] = 0. At the same time, [ub,u[1 + sl,mλ]] = 0 again by
Proposition I.4.7 with k ← 1 + sl , i ← mλ , j ← b, m ← m. Here, b = ψ(1 + sl), for (sl,ψ(1 + sl))
is a column of the shifted scheme S , which may not be black–black. By Lemma I.6.9, we know that
vλ = [u[1+ sl,mλ],Φ S (kλ, sl)] is a polynomial in Φ S (kλ, sl) and u[1+ sl,mλ]. Hence, ad-identity (5.11)
implies [ub, vλ] = 0, which is required. 
Lemma 5.6. Let T be awhite (i, j)-regular set and assume T ∩[i, j) = ∅. Under the inductive supposition (5.1),
if the maximal black point t, i  t < j, is stable on T , then the diminishing relation (3.6) is valid.
Proof. Substitutions i ↔ k, j ↔m, S ↔ T transform the conditions of this lemma to the conditions of
Lemma 5.5. Let us apply Lemma 5.5 with i ↔ k, j ↔m, S ↔ T to the mirror generators yλ = p−1λλ x−λ ,
y−λ = −xλ , 1 λ n. We have ΦT (i, j)y ∼ ΦT−(i, j), Φ S−(k,m)y ∼ Φ S (k,m). It remains to apply (5.5),
for [ΦT−(i, j),Φ S (k,m)] ∼ [Φ S (k,m),ΦT−(i, j)] due to (I.2.20). 
Lemma 5.7. Let S be a white (k,m)-regular set, and let k < ψ(m). If a is the minimal white point, k a <m,
then [Φ S (k,m),u[k,a]−] ∈ H · U˜ S (k,m)m−a and this element is independent of xλ , k λ a.
Proof. First of all we note that a < ψ(m), for, by deﬁnition of a white regular set, ψ(m) − 1 is not a
black point. We shall prove the statement in two steps.
1. Assume a < ψ(m)− 1. In this case, S ∪ {a} is still (k,m)-regular. Hence, by Lemma I.6.8 we have
Φ S (k,m) = [Φ S (k,a),Φ S (1+a,m)]. At the same time [Φ S (1+a,m),u[k,a]−] = 0 due to Lemma I.2.2,
while [Φ S (k,a),u[k,a]−] ∼ 1 − hk→a due to Theorem I.8.1. By using Eq. (I.2.19) ﬁrst, and by using
Eq. (I.2.26) with xi ← Φ S (k,a), x−i ← u[k,a]− next, we get[
Φ S(k,m),u[k,a]−]∼ [[Φ S(k,a),u[k,a]−],Φ S(1+ a,m)]∼ hk→aΦ S(1+ a,m).
Because a + 1 > k, the element Φ S (1 + a,m) belongs to U˜ S (k,m); see Deﬁnition 5.1. Certainly, it is
independent of xλ , k λ a, and its total degree equals m− a.
2. Assume a = ψ(m) − 1. In this case a < n <m (formally: m > a = ψ(m) − 1 implies m > n, while
a <m = ψ(a) − 1 implies a < n). Hence, Lemma I.6.9 with s ← n yields a decomposition Φ S (k,m) =
[u, v], where for short we set u = Φ S (1 + n,m), v = Φ S (k,n). Lemma I.2.2 implies [u,u[k,a]−] = 0.
Due to the already having been proved case with m ← n, we have [Φ S (k,n),u[k,a]−] ∼ hk→aΦ S (1+
a,n). As a result, the Jacobi identity (I.2.19) and ad-relation (5.11) imply
[
Φ S(k,m),u[k,a]−]∼ hk→a[Φ S(1+ n,m),Φ S (1+ a,n)] df= hk→aA.
We see that A is independent of xλ , k λ a, and its total degree is m− am− k. By Lemma 5.2, it
remains to show that A ∈ Φ S (k,m).
We are reminded that the subalgebra A generated over k by x1, x2, . . . , xn has a noncommutative
differential calculus (I.2.34). Due to (I.2.35), the subalgebra U S (k,m) ∩ A is differential. In particular,
∂k
(
∂k+1
(
. . . ∂a
(
Φ S(k,m)
)
. . .
)) ∈ U S(k,m).
We shall prove that the left-hand side of the above formula is proportional to A. We have ∂a(u) = 0,
for u = Φ S (1 + n,m) is independent of xa . Formula [2, Eq. (4.18)] implies ∂a(Φ S (k,m)) = ∂a[u, v] ∼
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m ← n, si ← a − 1. We may apply this formula even though, formally, it has been proved for the
case An because v is linear in xn , while all relations of U+q (sln+1) that are linear in xn are also rela-
tions of U+q (so2n+1). We should also stress that the element Ψ (k,m′), m′  n, deﬁned in [2, Eq. (4.6)]
is proportional to Φ(k,m′), due to [3, Lemma 7.4]. Thus, using ad-formula (5.11) and the evident
relation [u,Φ S (k,a− 1)] = 0, we have
∂a
(
Φ S(k,m)
)∼ [u, ∂a(v)]∼ A · Φ S(k,a − 1). (5.14)
Because all points λ, k  λ < a, are black on S , we have Φ S (k,a − 1) ∼ u[1 + ψ(a),ψ(k)]; see
Proposition I.6.5. Therefore, (I.4.20) implies ∂k(∂k+1(. . . ∂a−1(Φ S (k,a − 1)) . . .)) ∼ 1. At the same time,
∂λ(A) = 0, k λ < a, for A is independent of xλ . Thus, due to Leibniz formula (I.2.34), a step by step
application of ∂a−1, ∂a−2, . . . , ∂k to (5.14) yields the required proportion. 
Deﬁnition 5.8. A scheme is said to be mainly black if it has no white–white columns. A scheme is said
to be mainly white if it has no black–black columns.
The following notion of a strong scheme appeared in Section I.9, and it is important because it
forces the bracket [Φ S (k,m),ΦT−(i, j)] to be zero in Uq(so2n+1); see Theorem I.9.5.
Deﬁnition 5.9. A mainly black scheme is said to be strongly black provided that the last column is
incomplete, and if there are at least two complete columns, then the last complete column is black–
black.
A mainly white scheme is said to be strongly white provided that the ﬁrst column from the left is
incomplete, and if there are at least two complete columns, then the ﬁrst complete column from the
left is white–white.
A scheme is said to be strong if it is either strongly black or strongly white.
We stress that the above-deﬁned map ρ which moves a point a to ψ(a) − 1 and changes its color
transforms mainly (strongly) black schemes to mainly (strongly) white ones and vice versa. Therefore,
the ST -scheme is strong if and only if the S∗T ∗-scheme is too. Similarly, the ST ∗-scheme is strong if
and only if the S∗T -scheme is strong.
Lemma 5.10. Under inductive supposition (5.1), if S is white (k,m)-regular and T ∩ [i, j) = ∅ then the dimin-
ishing relation (3.6) is valid.
Proof. By Lemma 4.2, we may assume S ∩ [k,m) = ∅. Let s be the maximal point of S ∩ [k,m). If
s is stable on S , then Lemma 5.5 applies and the result is proven. Therefore, we suppose that s is
not stable. Denote S ′ = S \ {s}. By deﬁnition of an unstable point either the S ′T -scheme or the S ′T ∗-
scheme is not balanced.
Assume, ﬁrst, that the S ′T -scheme contains a fragment (3.2). Because ST has no such fragments,
the only option is that the column s is white–white on S ′T , while the column m is black–black; that
is, that i − 1 s < j and m = j, for T has only one black point. The latter condition implies that ST
has no white–white columns at all, for otherwise there would appear a fragment (3.2) on ST . At the
same time, all points [i − 1, j) are white on T . Therefore, all of them must be black on S . Because S
is white (k,m)-regular, no one of the points [ψ( j),ψ(i)] is black on S .
By Lemma I.6.9, we have a decomposition Φ S (k,m) = [Φ S (i,m),Φ S (k, i − 1)], for i − 1 is black
on S . Denote u = Φ S (i,m), v = Φ S (k, i − 1), w− = u[i, j]− for short. After taking the Jacobi identity
(I.2.19) into account, we have
[
Φ S(k,m),ΦT−(i, j)
]= [[u, v],w−]= [u, [v,w−]]+ pwv[[u,w−], v]. (5.15)
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In particular, it is strong. Because no one of the points [ψ( j),ψ(i)] is black on S , the Si−1T ∗-scheme
is strongly white, unless ψ( j) − 1 = k − 1. However, k = ψ(m) = ψ( j), for S is white (k,m)-regular.
By Theorem I.9.5 we have [v,w−] = 0. At the same time, Theorem I.8.1 implies [u,w−] ∼ 1 − hi→ j ,
for S ∩ [i, j) = [i, j), T ∩ [i, j) = ∅. Using Eq. (I.2.26), we see that the right-hand side of (5.15) is
proportional to hi→ j · v ∈ H · U S (k,m)m−k.
Assume, next, that the S ′T ∗-scheme contains a fragment (3.2). Because ST ∗ has no such fragments,
the only option is that the column s is white–white on S ′T ∗ , while the column m is black–black; that
is, that s = ψ( j) − 1 < m  ψ(i), for T ∗ has only one white point. In particular, this implies that
the ST ∗-scheme is strongly black, unless m = ψ(i). At the same time, the column j may not be
black–black on ST because S is white (k,m)-regular and ψ( j) − 1 = s is black on S . Hence, the ST -
scheme is strongly white unless i = k. As a result, [Φ S (k,m),ΦT−(i, j)] = 0 if m = ψ(i) and i = k; see
Theorem I.9.5. Consider the remaining two cases.
m = ψ(i), yet s = ψ( j) − 1 <m  ψ(i). In this case, i = k, for otherwise m = ψ(k) contradicts the
regularity of S . By Lemma I.6.9, we have a decomposition Φ S (k,m) = [Φ S (1+ s,m),Φ S(k, s)]. Denote
us = Φ S (1 + s,m), vs = Φ S (k, s), w− = u[i, j]− for short. Taking into account the Jacobi identity
(I.2.19), we shall prove
[
Φ S(k,m),ΦT−(i, j)
]= [us, [vs,w−]]+ pwvs[[us,w−], vs]∼ hi→ j · vs. (5.16)
To do this, ﬁrst consider the bracket [vs,w−]. The SsT ∗-scheme related to the pair (vs,w−) is
strong because it has just one complete column. The SsT -scheme is strongly white, for i = k and
T ∩ [i, j) = ∅; see Deﬁnition 5.9. Hence, by Theorem I.9.5 we have [vs,w−] = 0. At the same time,
Theorem I.8.1 implies [us,w−] ∼ 1− hi→ j because S ∩ (s,m) = ∅, T ∗ ∩ (s,m) = [ψ( j),ψ(i)) = (s,m),
while we have, w− = ΦT ∗ (ψ( j),ψ(i)) due to Proposition I.6.5. Using Eq. (I.2.26), we get (5.16). Cer-
tainly, vs ∈ U S (k,m)s−k+1 ⊆ U S (k,m)m−k .
i = k, and still s = ψ( j) − 1 <m ψ(i). Of course, in this case m < ψ(i) = ψ(k). We may suppose
that [k,m) contains at least one white point: otherwise, Lemma 4.2 with k ← ψ(m), m ← ψ(k) ap-
plies. Let a be the minimal white point on S , where k  a < m. In this case, a < j, for the columns
k − 1 → j would otherwise form a prohibited fragment on ST . Certainly, a = ψ( j) − 1 = s. Hence, by
Proposition I.4.6 we have a decomposition u[k, j]− = [u[k,a]−,u[1+ a, j]−]; see also Lemma I.6.8.
Denote u1 = Φ S (k,m), w−1 = u[k,a]− , w−2 = u[1 + a, j]− for short. By the Jacobi identity (I.2.22)
we have
[
Φ S(k,m),ΦT−(k, j)
]= [[u1,w−1 ],w−2 ]+ α [w−1 , [u1,w−2 ]]. (5.17)
Lemma 5.7 and Lemma 5.2 imply [u1,w−1 ] ∈ H · U S (k,m)m−k , for m − am − k. Because, certainly,
w−2 ∈ U T−(k, j) j−k , the former term on the right-hand side of (5.17) belongs to
H · U T−(k, j) j−kU S (k,m)m−k; see Lemma 5.3. Consider the latter term.
The ST j1+a-scheme related to the pair (u1,w
−
2 ) is strongly white because it is balanced and the
ﬁrst complete column from the left, a, is white–white, while a = k − 1. Because S is white (k,m)-
regular, the point ψ(m) − 1 is not black. Therefore, a ψ(m) − 1 or, equivalently, m ψ(a) − 1. This
implies that if ψ(a)− 1 =m, then the ST ∗(ψ(a)−1)
ψ( j) -scheme is strongly black, for it is balanced and the
last complete column, m, is black–black. Thus, [u1,w−2 ] = 0 unless ψ(a)−1=m. If ψ(a)−1=m then
we can ﬁnd [u1,w−2 ] using the case considered above with i ← a + 1. By (5.16), we have [u1,w−2 ] ∼
h1+a→ j · Φ S (k, s). By applying Eq. (I.2.12) and Eq. (I.2.20) we get
[
w−1 ,
[
u1,w
−
2
]]∼ h1+a→ j[Φ S(k, s),u[k,a]−]. (5.18)
Lemma 5.7 with m ← s and Lemma 5.2 show that this term belongs to H · U S (k,m)m−k , which is
required. 
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ishing relation (3.6) is valid.
Proof. The statement follows from the above lemma by the S ↔ T symmetry via the mirror genera-
tors; see Lemma 5.6. 
Proof of the diminishing relation of Proposition 3.3. Lemma I.6.5 allows one to replace S with S∗
or T with T ∗ , or both. In particular, without loss of generality we may suppose that S , T are white
(k,m)- and (i, j)-regular sets. By Lemma 5.10 and Lemma 5.11, it suﬃces to check the case when
S ∩ [k,m) = ∅, and T ∩ [i, j) = ∅.
Denote the maximal point of S ∩ [k,m) = ∅ by s, and denote the maximal point of T ∩ [i, j) = ∅
by t . If one of those points is stable, we may apply Lemma 5.5 or Lemma 5.6. Hence, we assume that
both points are unstable. Let S ′ = S \ {s} and let T ′ = T \ {t}. By deﬁnition of a stable point, either the
S ′T -scheme or the S ′T ∗-scheme is not balanced, and either the ST ′-scheme or the S∗T ′-scheme is
not balanced.
The S ′T -scheme is not balanced if and only if it contains a fragment (3.2). Because ST has no such
fragments, the only possibility is that the column s is white–white on S ′T , while the column m is
black–black (both on ST and on S ′T ). Similarly, if the ST ′-scheme is not balanced then column j is
black–black on ST . In both cases, the last complete column of ST is black–black. This implies that ST
has no white–white columns at all (it is mainly black), for otherwise there appears a fragment (3.2)
on ST . Because S is white (k,m)-regular, the point n is white on S or n /∈ [k,m). Similarly n is white
on T or n /∈ [i, j). Hence, either n /∈ [k,m) or n /∈ [i, j), for otherwise n is a white–white column of ST .
If n /∈ [k,m) then by deﬁnition, S∗ is white (ψ(m),ψ(k))-regular. This allows us to use Lemma 5.5
with S ← S∗ . We may assume S∗ = ∅, for otherwise Lemma 5.11 with S ← S∗ applies. Let b be the
maximal black point on S∗ , b < ψ(k). We shall check that b is stable on S∗ . Indeed, the point ψ(k)
is not black on T , for otherwise the regularity of T implies a contradiction: ψ(ψ(k)) − 1 = k − 1 is
a white–white column of ST . Therefore S∗ \ {b}T has no prohibited fragments. If S∗ \ {b}T ∗ has a
prohibited fragment then S ∪ {ψ(b) − 1}T does as well. By the deﬁnition of S∗ , the point ψ(b) − 1 is
white on S . At the same time, ST is mainly black. This implies that the point ψ(b) − 1 is not white
on T . Hence, in S ∪ {ψ(b) − 1}T there are no prohibited fragments.
If n /∈ [i, j) then, in a perfect analogy, we may apply Lemma 5.6 with T ← T ∗ .
Thus, it remains to check the case when both the S ′T ∗-scheme and the S∗T ′-scheme are not
balanced. If the S ′T ∗-scheme is not balanced then the column m is black–black on ST ∗ . Because
ST ∗ is balanced, the ﬁrst complete column from the left on ST ∗ is not white–white. Hence, the last
complete column on S∗T is not black–black. At the same time, if S∗T ′-scheme is not balanced then
the last complete column on S∗T must be black–black. This contradiction completes the proof of the
diminishing relation of Proposition 3.3. 
6. The algorithm
In this section, we describe how the algorithm works that counts all homogeneous right coideal
subalgebras U ⊇ k[H] of Uq(so2n+1), qt = 1 or uq(so2n+1), qt = 1, t > 4. Due to Theorem I.3.2, every
such object U has a triangular decomposition U− ⊗ k[H] ⊗ U+ , where U− , U+ are homogeneous
right coideal subalgebras of the negative and positive quantum Borel subalgebras. The main result
of [3] establishes a bijection between all sequences (θ1, θ2, . . . , θn) such that 0  θk  2n − 2k + 1,
1 k n and the set of homogeneous right coideal subalgebras Uθ containing all grouplike elements
of the positive (similarly, of the negative) component. For given sequences θ = (θ1, θ2, . . . , θn) and
θ ′ = (θ ′1, θ ′2, . . . , θ ′n) we construct the schemes deﬁned by the generators Φ S (k,m) and ΦT−(i, j) corre-
sponding to the simple Uθ -roots [k :m] and U−θ ′ -roots [i : j]. Then we check whether these schemes
are balanced and apply Theorem 3.2 in order to decide if U−
θ ′ ⊗ k[H] ⊗ Uθ is a subalgebra. We look
through all ((2n)!!)2 possible pairs (θ, θ ′) to ﬁnd the number of compatible ones. A complicated part
of this algorithm is to discover how to ﬁnd the simple roots and the sets S deﬁned by a given se-
quence θ . This was already done in [3, Section 10], but we provide the details below.
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Rk ⊆ [k,2n − k], Tk ⊆ [k,2n − k + 1], 1 k 2n,
as follows. For k > n we set Rk = Tk = ∅. Suppose that Ri , Ti , k < i  2n, are already deﬁned. Denote
by P the following binary predicate on the set of all ordered pairs i  j:
P(i, j) j ∈ Ti ∨ 2n− i + 1 ∈ T2n− j+1.
If θk = 0, then we set Rk = Tk = ∅. If θk = 0, then by deﬁnition Rk contains θ˜k = k + θk − 1 and all m
satisfying the three following properties:
a) km < θ˜k;
b) ¬P(m+ 1, θ˜k);
c) ∀r(k r <m) P(r + 1,m) ⇐⇒ P(r + 1, θ˜k).
Further, we deﬁne an auxiliary set
T ′k = Rk ∪
⋃
s∈Rk
{
a
∣∣ s < a 2n− k, P(s + 1,a)},
and set
Tk =
{
T ′k, if (2n− Rk) ∩ T ′k = ∅;
T ′k ∪ {2n− k + 1}, otherwise.
The set of simple Uθ -roots is {[k :m] | 1 k  n, m ∈ Rk}, while the set S related to the root [k :m]
is Tk .
The above construction allows one to make the following simpliﬁcations in the analysis. We have
already mentioned that in order to check whether all four schemes are balanced, it suﬃces to consider
just two of them, say, ST and ST ∗ . In the above construction of simple roots, we have m θ˜k < ψ(k),
for, by deﬁnition, θ˜k = k + θk − 1, while θk  2n − 2k + 1. Hence, to see that one of the schemes has
the form (3.4), it suﬃces only to consider the ST -scheme. Indeed, neither the ST ∗-scheme nor the
S∗T -scheme has the form (3.4): if k = ψ( j), m = ψ(i) then we have a contradiction m < ψ(k) = j <
ψ(i) =m.
Moreover, we may reduce the analysis considering only pairs [k : θ˜k], [i : θ˜ ′i ] instead of all pairs of
simple roots [k :m], [i : j]. We have m θ˜k , j  θ˜ ′i , and m ∈ Rk , j ∈ R ′i . The related basis elements are
ΦTk (k, θk), Φ
T ′i− (i, θ ′i ), and Φ
S (k,m), ΦT−(i, j), where S = Tk ∩ [k,m), T = T ′k ∩ [i, j). Because Rk ⊆ Tk ,
R ′i ⊆ T ′k , the points m and j are black on Tk and T ′i , respectively. Hence, if TkT ′i is balanced then so
is ST . Similarly, if TkT ′
∗
i is balanced then so is ST
∗ .
If TkT ′i has the form (3.4) (in particular i = k, θk = θ ′i ) then ST is balanced, for it has no black–
black columns unless m = θk , j = θ ′i . The scheme ST ∗ is balanced as well: if Tk is white (k, θ˜k)-regular
then ST ∗ has no black–black columns, and if Tk is black (k, θ˜k)-regular then ST ∗ has no white–white
columns.
Even though the algorithm for the construction of the simple roots and sets S deﬁned by a given
sequence θ is not straightforward, it has a polynomial complexity. This includes n steps of downward
induction, each of which is designed to analyze  4n points in order to deﬁne Rk , Tk , and to ana-
lyze  2n new pairs in order to extend the predicate. The veriﬁcation of properties a) and b) needs
just two elementary steps, while the veriﬁcation of c) needs 2(m − k) 2n elementary steps. Hence,
the complexity is at most O (n3).
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′), we check n2 pairs of simple roots [k : θ˜k],
[i : θ˜ ′i ], 1  k, i  n. The TkT ′i -scheme has the form (3.4) if and only if the four following conditions
are met:
i = k, θ ′k = θk,
{
a
∣∣ k a < θ˜k, a ∈ Tk, a ∈ T ′k}= ∅,{
a
∣∣ k a < θ˜k, a /∈ Tk, a /∈ T ′k}= ∅.
To verify these conditions, we need no more than 4n elementary steps. If one of the conditions fails,
we check whether or not the TkT ′i -scheme and the TkT
′∗
i -scheme are balanced. To do this, we verify
the two following inequalities:
sup
{
a
∣∣ k a θ˜k, i  a θ˜ ′i , a ∈ Tk, a ∈ T ′i}
< inf
{
b
∣∣ k− 1 b < θ˜k, i − 1 b < θ˜ ′i , b /∈ Tk, b /∈ T ′i},
and
sup
{
a
∣∣ k a θ˜k, 2n− θ˜ ′i + 1 a 2n− i + 1, a ∈ Tk, 2n− a /∈ T ′i}
< inf
{
b
∣∣ k − 1 b < θ˜k, 2n− θ˜ ′i  b 2n− i, b /∈ Tk, 2n− b ∈ T ′i}.
Because Tk , T ′i are already found, to ﬁx the supremum and the inﬁmum we need no more than 2n
additional elementary steps. Hence, the algorithm that decides if a given pair (θ, θ ′) is compatible
still has a complexity of at most O (n3).
At the same time, in order to ﬁnd the total number of right coideal subalgebras we have to sort out
all ((2n)!!)2 = 4n(n!)2 possible pairs (θ, θ ′). Only this makes the complexity of the whole algorithm to
be exponential.
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