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Abstract 
The aim of this work is to investigate whether there is movement over time in 
early childhood IQ, and if so whether this movement differs between pre-term 
and full term children. Movement was indeed observed for both pre-term and 
full term children, however the 'type' of movement differed significantly be-
tween pre-term and full term children only for those categorised as normal. 
The analysis also examines the factors which may influence the movement. 
Various techniques are employed to contend with issues including small sam-
ple sizes, aligning independent IQ measurement scales and variable selection. 
1 Introduction 
A longitudinal study of a group of children born pre-term, and a control 
group of a similar sample size of children born full term is currently being 
conducted. The IQ of these children has been measured at the age of two 
using Bayley Mental Development Index (MDI), then at four and six us-
ing Wechsler Preschool and Primary Scale of Intelligence (WPPSI). Data for 
Ninety eight additional variables has been collected for each child. These vari-
ables are available for investigation as potential factors which may influence 
any movement in IQ over time. They are of mixed type i.e both categorical 
and continuous. The following subsections cover some theory relating to the 
methods used in the analysis. The first subsection discusses standardisation 
of the data. The second section discusses the Fisher Exact Test, a method for 
testing significance of differences in categorical counts when the sample sizes 
are small. Thirdly and fourthly, ordinal logistic regression and perturbation 
analysis were the methods used to aid in variable selection in preparation for 
building the Bayesian network. A Bayesian network can assist in building a 
parsimonious model, and is discussed in the last section of this introduction. 
1.1 Standardisation of Measurement Scales 
IQ values were provided for analysis for each of the children at the age of 
two, four and six. Typically, these continuous values are transformed to a 
categorical format using a customary mean, tJ = 100 and standard deviation, 
(]' = 15. 
Table 1: IQ categories 
Range Description Category 
X~ 1J + (10') Accelerated 1 
/J- (10') ~X< tJ + (10') Normal 2 
/J- (20') ~ X < tJ- (10') Impaired 3 
X < 1J- (20') Severely Impaired 4 
Categories are then as described in Table 1. It could then be expected 
that using this categorisation method, and providing the data is normally 
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Table 2: Category Proportions 
Category 
Accelerated (1) 
Normal (2) 
Impaired (3) 
Severely Impaired ( 4) 
Percentage 
16% 
68% 
14% 
2% 
distributed, children could be expected to be classified approximately as de-
scribed in Table 2: 
It quickly becomes apparent that this is not the case in the study data, 
and examination revealed fl. significantly < 100 and a significantly different 
to 15 for each age group (two, four and six) for both the control and study 
(pre-term) group. 
As J.t is lower across all age groups and over both the control and pre-term 
group, it may be possible that the testing was more rigorous than 'average'. 
Additionally, concern was expressed regarding the use of a different IQ test 
at age two, than the test used at four and six. The approach employed to 
remove the test and tester effect was to use the control fl. and a for each 
age group to categorise all the data for that particular age group. This 
then resulted in control group data distributed approximately as outlined in 
Table 2. Details of fl. and a for each group, and distribution checks relating 
to this process can be found in the Analysis Section. 
1. 2 Fisher Exact Test 
Contingency tables are often used to display how different treatments affect 
outcome. This approach was used to examine if IQ category has changed 
over time from age two through four to six. In this case the "treatment" is 
being pre-term or full term, and the "outcome" is the IQ category each child 
attains at each age point. There are three tables for this analysis which can 
be found in the analysis section. The usual approach to contingency tables 
is to apply the x2 statistic to each of the cells in the table. [8] However this 
test is not suitable when any of the "expected values" of the cells in the table 
is below ten. [3] In this case the Fisher Exact Test is more appropriate. Its 
null hypothesis is that treatments do not affect outcomes. 
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Table 3: Example Contingency Table 
Outcome X Outcome Y Total 
Treatment A a b a+ b 
Treatment B c d c+d 
a+c b+d n 
Using the Exact method we take a particular contingency table found 
as in Table 3, where the totals across the rows and columns are called the 
marginal totals. Fisher showed that the probability of obtaining any such set 
of data was given by the hypergeometric distribution shown in Equation 1. 
(a + b)! ( c + d)! (a + c)! ( b + d)! p= ~--~~--~~--~~----
n!a!b!c!d! (1) 
This formula gives the exact probability of observing this particular ar-
rangement of the data, assuming the given marginal totals, with the null 
hypothesis that the odds ratio between Outcome X and Outcome Y among 
Treatment A and Treatment B equals to 1. That is to say that Outcome 
X and Outcome Y is equally likely given Treatment A or Treatment B. For 
example, the null hypothesis in this case may be that a child is equal likely 
to be classified as Category 1 irrespective of whether they are born pre-term 
or full term. 
Fisher showed that we could only deal with cases where the marginal 
totals are the same as in the observed table. In addition, in order to calculate 
the probability of observing our data if the null hypothesis is true, we only 
sum the probabilities of tables as unusual or more unusual than our table. 
For example, if a = 10 and b = 2, with a+ b = 12, there are only two other 
"more unusual" tables possible where a = 11 and b = 1, and where a = 12 
and b = 0. Both cases are "more unusual" than the observed data, and in 
both cases a + b is still equal to the marginal total of 12. Details of the 
Fisher Exact Tests and respective p-values for this study can be found in the 
Analysis section. 
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1.3 Ordinal Logistic Regression 
Binary logistic regression methods apply when we have a categorical depen-
dant variable of the simplest form - dichotomous. When there are more than 
two categories multinomial logistic regression can be used, or ideally, if the 
categories can be ordered then ordinal Logistic Regression is the preferred 
choice. The most well known of the ordinal logistic regression methods is 
called the proportional odds model. 
The basic idea underlying the proportional odds model is re-expressing 
the categorical variable in terms of a number of binary variables based on 
internal cut-points in the ordinal scale. For example, if y is a variable on 
a K-point scale, we can define the corresponding binary variables, y~, c = 
1, 2, 3 ... K- 1 by y~ = 1 if y > c and y~ = 0 if y :::; c [2]. 
If one has a set of explanatory variables, Xj, j = 1, ... p, then in this 
example there are K - 1 binary logistic models corresponding to regressing 
each of the y~'s separately against the x's. The proportional odds model 
assumes that the true coefficients or ,8-values are the same in all K - 1 
models, so that the only difference in models are the intercept terms. This 
means that the estimates from the binary models can be pooled to provide 
just one set of estimates. 
If 1r1 (x) ... 1T"K (x) represents response probabilities at each of the values for 
a set of explanatory variables, the proportional odds model can be found as 
shown in Equation 2 through 4. [5] 
Fx(c) = p(Y:::; clx) = 1r1(x) + 1r2(x) + ... 1rc(x), c = l. ... K- 1 (2) 
Cumulative logits are then formed: 
. Fx(c) 
Lc = logzt[Fx(c)] = log( 1 _ Fx(c)) (3) 
The proportional odds model can then be expressed as: 
Lc=ac+,B~x,c=l.. .. K-1 (4) 
The critical assumption of this kind of model is that the slopes ( coef-
ficients) are constant across all the equations. This is called the parallel 
regression assumption. 
Computationally, the estimates of the equations are calculated iteratively 
using Maximum Likelihood. An arbitrary value (usually 0) is chosen for the 
4 
coefficient and then the log-likelihood for the equation is calculated as shown 
in Equation 5. 
n 
e(B) = LYi ln[7r(xi)] + (1- Yi) ln[1- 7r(xi)] (5) 
i=l 
The coefficients are varied and then the log-likelihood recalculated until 
a maximum is reached. The coefficients are then the maximum likelihood 
estimates for a and (3. 
The log-likelihood can be used to calculate the Akaike's Information Cri-
terion (AIC). The AIC is defined as Equation 6, where K is the number of 
parameters in the model, i.e. the number of variables plus the intercept. The 
AIC penalizes for the addition of parameters, and thus selects a model that 
fits well but has a minimum number of parameters i.e. the parsimonious 
model. [6]. 
In this research a combination of ordinal logistic regression and stepwise 
AIC were used to aid in variable selection. Stepwise AIC involves both 
forward and backward selection, adding and removing variables until the 
most parsimonious model is found. 
AIC = -2e(B) + 2K (6) 
1.4 Perturbation Analysis 
Perturbation analysis can be used to assess the impact (on a model) of small 
random changes (perturbations) to variables. This is a useful tool in as-
sessing collinearity, as multicollinearity can lead to instability in parameter 
estimates. The R tool [4] for this type of analysis works by adding small 
random "perturbations" to selected continuous independent variables. By 
default, these pertubations are N(O, 1). The model parameters are then re-
estimated. This process is repeated n times (default is 100) after which a 
summary of the means, standard deviations, minimum and maximum of each 
of the estimates is produced. If collinearity is a problem, the estimates will 
be unstable and there will be a lot of variation. 
The Perturbation Analysis tool in R can be used with categorical vari-
ables. Categorical variables are reclassified according to a table of reclassi-
fication probabilities. Random numbers determine to which category each 
case is reclassified at each iteration. The reclassification probabilities are 
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specified to make reclassification to the same category highly likely, e.g. spec-
ifying pcnt=95 would ensure reclassification would be to the same category 
approximately 95% of the time. 
1.5 Bayesian Networks 
Inferential statistics attempt to make valid predictions based on a sample of 
all possible observations. However sample variability means that estimates 
of statistics are subject to error. Increasing sample size or taking more sam-
ples can increase confidence in estimates. Alternatively, introducing prior 
knowledge is sometimes an appropriate response. When this knowledge is 
available it is possible to use Baye's Theorem (Equation 7) where we can 
update our belief in hypothesis H given the additional evidence E (data), 
and the background context c (prior knowledge). 
P(HIE ) = P(Hic)P(EIH, c) 
'c P(Eic) (7) 
The left-hand term, P(HIE, c) is known as the "posterior probability," 
or the probability of our hypothesis, H after considering the effect of E, 
the additional evidence on c, our prior knowledge. The term P(Hic) is 
called the 'prior probability of H given c alone'. The term P(EIH, c) is 
called the 'likelihood' and gives the probability of the evidence assuming the 
hypothesis H and the background information c is true. Finally, the last term 
P(Eic) is independent of Hand can be regarded as a scaling factor, which is 
ultimately related to the size of the sample. As the sample size increases, the 
relative weighting between prior knowledge and current evidence becomes 
more heavily weighted in favour of the current evidence. 
Conditional probability is a very useful concept. There are many exam-
ples where the probability of one event is conditional on the probability of 
a previous one. While the sum and product rules of probability theory can 
anticipate this factor of conditionality, in many cases such calculations are 
very complex. [7] 
Consider a domain U of n variables x1 ... xn. Given a subset X of 
variables xi where Xi E U, if we can observe the state of every 
variable in X then this is called an instance of X and is denoted 
as 
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(8) 
for the observations xi = ki, Xi E U. The joint space of U is the 
set of all instances of U. 
(9) 
Equation 9 denotes the generalized probability density of Equa-
tion 8 given Y = k y for a subject with current state information 
( p(XIY, ~) then denotes the Generalised Probability Density 
Function for X given all possible observations of Y. The joint 
gpdf over U is the gpdf U. 
A Bayesian network for domain U represents a joint gpdf over 
U. This representation consists of a set of local conditional gpdfs 
combined with a set of conditional independence assertions that 
allow the construction of a global gpdf from the local gpdfs. The 
chain rule of probability can be used to ascertain these values. 
n 
p(x1 ... xnl~) = IJp(xilxl .. ·Xi-b~) (10) 
i=l 
One assumption imposed by Bayesian Network theory is that 
each variable xi, must be a set of variables that renders Xi and 
X1, ... Xi-l conditionally independent. In this way 
(11) 
A Bayesian Network Structure then encodes the assertions of con-
ditional independence in Equation 10 above. Essentially then, a 
Bayesian Network Structure Bs is a directed acyclic graph such 
that each variable in U corresponds to a node in B8 , and the par-
ents of the node corresponding to Xi are the nodes corresponding 
to the variables in lh [7]. 
As an example, it might rain today, and it might rain tomorrow, what 
then is the probability that it will rain on both days? Rain on two consecutive 
days are not independent events as if it rains on one day, it is more likely 
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Table 4: Marginal and Joint Probabilities for rain both days 
Rain Tomor-
row 
Rain Today 0.14 
No Rain Today 0.16 
Marginal Probability of 0.30 
Rain Tomorrow 
No Rain 
morrow 
0.06 
0.64 
0.70 
To- Marginal Probability 
of Rain Today 
0.20 
0.80 
to rain the next. Solving this problem involves determining the chances 
that it will rain today, and then determining the chance that it will rain 
tomorrow conditional on the probability that it will rain today. These are 
known as "joint probabilities." Suppose that p(rain today)= 0.20 and p(rain 
tomorrow given that it rains today) = 0. 70. The probability of such joint 
events is determined by Equation 12 
(12) 
which can also be represented as equation 13 
(13) 
The results can be expressed as in Table 4 
The joint probability of rain over both days is 0.14, but there is a lot 
of other information that had to be brought into the calculations to make 
this calculation. With only two discrete, variables, four calculations were 
required. 
This same scenario can be expressed using a Bayesian Network Diagram 
as shown in Figure 1 (! is used to denote 'not'). One attraction of Bayesian 
Networks is the efficiency. In this case we are really only concerned with the 
top branch, the probability that it will rain on both days p(E1 , E 2 ). 
We can also utilize the graph both visually and algorithmically to deter-
mine which parameters are independent of each other. Instead of calculating 
four joint probabilities, we can use the independence of the parameters to 
limit our calculations to two. p(E1 , E 2 ) and p(E2 IE1 ). It is obvious from the 
graph that the probabilities of rain on the second day having rained on the 
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first are completely independent from the probabilities of rain on the second 
day having not rained on the first. 
At the same time as emphasizing independence, Bayesian Networks also 
provide a parsimonious representation of conditionality among parametric 
relationships. While the probability of rain today and the probability of rain 
tomorrow are two discrete events (it cannot rain both today and tomorrow at 
the same time), there is a conditional relationship between them (if it rains 
today, the lingering weather means it is probably more likely to result in rain 
tomorrow). For this reason, the directed edges of the graph are connected to 
show this dependency [7]. 
The number of possible nets grows more than exponentially with the 
number of nodes. Searching for the 'best' one can be a very computationally 
intensive process. The R software package Deal [1] used to create the net 
in this study uses an algorithm called greedy search with restarts. In greedy 
search two models that differ only by a single arrow are compared. The 
arrow can be reversed, removed, or added. The network score of both nets 
is compared and the one which the highest score is selected. 
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Figure 2: Boxplot Representations of Original Data 
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2 Analysis 
2.1 Recoding and Distribution Check 
As previously described, the IQ data for each age group was recoded from a 
continuous variable into the categorical form described in Table 1. The mean 
and standard deviation of the control groups at each age point (Table 5) were 
used for this process. T-tests indicated statistically significant differences in 
the means of the control and pre-term groups at each measurement age. 
Table 5: Control Group Means and Standard Deviation 
mean sd 
Age 2 Pre-Term 86.9 13.8 
Control 95.0 12.2 
Age 4 Pre-Term 96.5 12.8 
Control 104.4 13.3 
Age 6 Pre-Term 96.5 13.2 
Control 107.1 11.7 
Boxplots overlayed (arrows on plots) with the means and standard devi-
ations shown in Table 5 are displayed in Figure 2. 
It is always a good idea to check the data is approximately normally 
distributed as this is an assumption of many statistical techniques. Density 
histograms with the normal probability density function and kernel density 
functions overlayed are shown in Figure 3, and do not appear to indicate any 
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Figure 3: Distribution of Continuous Data 
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serious deviations from normality. 
2.2 Contingency Tables and Fisher Exact Test 
The output in this section consists of the contingency tables of the recoded 
data, and associated significance tests using the Fisher Exact Test described 
earlier. 
Table 6 shows firstly the number of children in each of the categories 
(outlined in Table 1) at age two, and secondly, the same information shown 
as a percentage. 
Table 6: Numbers in each category by preterm/control Age Two 
Accelerated Normal Impaired Sev Impaired Total 
Pre-term 8 39 22 11 80 
Control 12 52 7 4 75 
Accelerated Normal Impaired Sev Impaired 
Pre-term 10.0 48.8 27.5 13.8 
Control 16.0 69.3 9.3 5.3 
At age two there is a statistically significant difference between the cat-
egorisation of the pre-term group when compared with the control group 
(p-value = <0.01 for Fisher Exact Test and X-squared = 45.6027, df = 3, 
p-value = <0.01). 
If there is no movement in IQ over time, IQ category would be expected 
to remain static over time. There is statistically significant evidence of 
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Table 7: Movement from age two to age four by preterm/control 
Accelerated Normal Impaired Sev Impaired p-value 
Pre-term Age 2 
Accelerated 3 5 0 0 0.03 
Normal 2 26 11 0 <0.01 
Impaired 1 14 5 2 <0.01 
Sev Impaired 0 3 6 2 <0.01 
Control Age 2 
Accelerated 2 10 0 0 <0.01 
Normal 10 39 3 0 <0.01 
Impaired 0 5 1 1 <0.01 
Sev Impaired 0 1 2 1 0.14 
Accelerated Normal Impaired Sev Impaired 
Pre-term Age 2 
Accelerated 37.5 62.5 0.0 0.0 
Normal 5.1 66.7 28.2 0.0 
Impaired 4.5 63.6 22.7 9.1 
Sev Impaired 0.0 27.3 54.5 18.2 
Control Age 2 
Accelerated 16.7 83.3 0.0 0.0 
Normal 19.2 75.0 5.8 0.0 
Impaired 0.0 71.4 14.3 14.3 
Sev Impaired 0.0 25.0 50.0 25.0 
movement between IQ at two and IQ at four for both the control and pre-
term groups classified as 'Accelerated' through 'Impaired' at two years old. 
There was insufficient evidence of movement for control children classified as 
'Severely Impaired' at two, but evidence of movement for pre-term children 
classified as 'Severely Impaired' at age two. Fisher Exact Test p-values are 
shown in Table 7 at each level. 
Once again there is significant evidence of movement within the pre-term 
and control groups for children classified as 'Accelerated' or 'Normal' at age 
four, and additionally for pre-term children classified as 'Impaired' at age 
four. There is no evidence of movement for premature or control children 
12 
Table 8: Movement from age four to age six by preterm/control 
Accelerated Normal Impaired Sev Impaired p-value 
Pre-term Age 2 
Accelerated 0 6 0 0 <0.01 
Normal 4 29 14 1 <0.01 
Impaired 0 5 9 8 <0.01 
Sev Impaired 0 1 2 1 0.14 
Control Age 2 
Accelerated 5 7 0 0 <0.01 
Normal 9 46 0 0 <0.01 
Impaired 0 3 2 1 0.06 
Sev Impaired 0 0 0 2 1 
Accelerated Normal Impaired Sev Impaired 
Pre-term Age 2 
Accelerated 0.0 100.0 0.0 0.0 
Normal 8.3 60.4 29.2 2.1 
Impaired 0.0 22.7 40.9 36.4 
Sev Impaired 0.0 25.0 50.0 25.0 
Control Age 2 
Accelerated 41.7 58.3 0.0 0.0 
Normal 19.2 75.0 5.8 0.0 
Impaired 0.0 50.0 33.3 16.7 
Sev Impaired 0.0 0.0 0.0 100.0 
classified as 'Severely Impaired' at four and additionally, control children 
classified as 'Impaired' at four. 
Is the way the movement occurs at each level ('Accelerated' to 'Severely 
Impaired') different between the control and pre-term babies? For example, 
if I am a control subject who was classified as 'Normal' at age two, is my 
likelihood of being classified at age four as 'Impaired' equal to that of a 
pre-term subject being classified as 'Impaired' at age four? 
There is no evidence of a difference in 'type' of movement from age two 
to four between the pre-term and control children who were classified as 
'Accelerated', 'Impaired' or 'Severely Impaired' at two. (Fisher exact test 
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p-value = 0.3473, 1 and 1 respectively). However, for children classified as 
'Normal' at age two there is significant evidence of a difference in the type 
of movement between the pre-term and control groups (Fisher's Exact Test 
p-value = <0.01). 
Similarly from age four to six there is no evidence of a difference in 
movement between the pre-term and control children who were classified 
as 'Accelerated', 'Impaired' or 'Severely Impaired' at four. (Fisher exact test 
p-values= 0.1141,0.5182,0.6). There is again significant evidence of a dif-
ference in the type of movement between the pre-term and control groups 
(Fisher's Exact p-value <0.01) from age four to six for children classified as 
'Normal' at age four. 
2.3 Bayesian Network 
As previously mentioned, ninety eight additional variables were available for 
analysis in conjunction with the IQ data. There was a certain amount of 
missing data within those variables. Those records affected could not be 
used. Initially, a Bayesian network was built including all of the IQ data, 
however this gave an unsatisfactory result. Retrospective significance testing 
on the contingency tables showed only a difference between the pre-term and 
control children who were classified as 'Normal'. 
Working only with the data where children were classified as 'Normal' at 
age 2, ordinal logistic regression was used to assist in variable selection. A 
factor was created consisting of eight levels with both control and pre-term 
children who were classified 'normal' at age two, moving to 'Accelerated' 
through 'Severely Impaired' from the age of two to four. That is, pre-term 
'Normal' to 'Accelerated', control 'Normal' to 'Accelerated', pre-term 'Nor-
mal' to 'Normal' etc. Variables where data was available only for pre-terms 
were removed. 
Forward selection was used as a first step to isolate variables unsuitable 
for use e.g. variables giving perfect separation, possibly suggesting that more 
data would be required for that particular variable to be useful. In combi-
nation with the regression, perturbation analysis was utilised to look for 
multicollinearity amongst the remaining variables. This resulted in the fol-
lowing variables: single parent family (0/1), oxygen at 36 weeks (0/1), proven 
sepsis (0/1), depression score 2 (mother), days on oxygen. The continuous 
variables depression score and days on oxygen were removed for simplicity in 
building the Bayesian network. The resulting network is shown in Figure 4 
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indicating move type- whether you move from the 'Normal' category at age 
two to the 'Accelerated', 'Normal', 'Impaired' or 'Severely Impaired' category 
at age four is conditionally independent of 'single parent family' and 'oxygen 
at 36 weeks' if you know whether a subject was pre-term or full-term, and 
whether or not said subject had proven sepsis or not. Deal is not designed for 
inference, however the conditional probabilities resulting from this network 
are provided (using the technique described in [1]) in Figure 5. 
3 Conclusion 
Although there is clearly movement among the IQ categories over time, and 
significant evidence of a difference between pre-term and control children 
when examining the movement of those children categorised as 'Normal', 
there were a large number of variables unable to be included in the Bayesian 
Network analysis as data was only available for the pre-term children. It 
would be interesting to undertake a similar analysis exclusively on the pre-
term data to enable inclusion of these important variables. 
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Figure 4: Bayesian Network IQ movement age two to four 
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Figure 5: Conditional Probabilities 
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