INTRODUCTION {#s0002}
============

The use of uncertainty factors (UFs) in establishing exposure limits extends back at least as far as 1954, when Lehman and Fitzhugh^(^ [@cit0001] ^)^ proposed a 100-fold factor (which they referred to as a "margin of safety") for extrapolating from animal toxicity data to safe levels of human exposure to food additives and pesticide residues. The UF concept is integrated into health risk assessments for all aspects of current public health practice, including in deriving health-based occupational exposure limits (OELs). The concept has widespread application, but the nomenclature for UFs varies among organizations---other terms for this concept include safety factors or assessment factors.^(^ [@cit0002] ^,^ [@cit0003] ^)^ Despite the widespread acceptance of the UF approach for risk assessment, implementing the concept varies significantly among organizations. In addition, there are unique aspects of occupational risk assessment that impact UF application. Methods for establishing OELs were initially proposed decades ago and have seen ongoing modification and application.^(^ [@cit0002] ^,^ [@cit0004] ^--^ [@cit0008] ^)^ In these articles, the authors briefly described the sources of uncertainty in the limit-setting process and suggested possible default UFs, but none presented specific scientific support for the UFs recommended for establishing OELs.

The conceptual basis for the application of UFs is that chemical toxicity usually follows a predictable pattern with increasing dose---from no significant effects, to minimal effects (not necessarily adverse) within the range of biological compensation, to clearly toxic effects, and finally to overt disease and/or death.^(^ [@cit0009] ^)^ The use of UFs is predicated on the assumption that sufficiently reducing exposure from levels known to be toxic will yield an exposure level that is safe for at least the great majority of the exposed population, including vulnerable subgroups. Organizations that publish OEL values differ in how to approach chemicals with a toxic mode of action (MOA) that suggests the lack of a biological threshold. This issue is most commonly encountered in the context of genotoxic carcinogens and mutagens, which are frequently considered to be exceptions to the general rule that a safe dose exists for most toxicants. Such chemicals are often treated as posing some degree of excess risk---though possibly very slight---at any dose greater than zero. In many organizations, development of acceptable exposure levels for chemicals that lack a biological threshold is based on dose-response modeling and low-dose extrapolation rather than application of UFs.^(^ [@cit0010] ^)^ The field is moving to increased use of mode of action analysis to evaluate implications of the nature of the toxic response for its likely dose-response behavior. The result is an integrated risk assessment approach for cancer and non-cancer endpoints and use of methods that best reflect biological understanding.^(^ [@cit0011] ^)^ Whether for cancer or non-cancer endpoints, considering UFs is often a critical step in OEL development.

This article describes the application of the UF approach for OEL setting and the issues encountered. Key points of emphasis covered in this manuscript include the following. Risk assessment organizations generally agree in the areas of variability and uncertainty addressed in setting OELs. However, the quantitative application of UFs and the level of documentation provided in an OEL rationale vary widely.The current standards of practice for setting OELs are changing with a general shift toward including chemical-specific adjustments and increasing documentation and transparency of the UF selection.An understanding of the sources of variability and uncertainty addressed in an OEL are essential to its informed use and interpretation by the risk manager.Application of advances in toxicology, including results of new testing strategies beyond traditional animal testing, is having a growing impact in informing mode-of-action and dose-response assessments, including in quantitative UF application.

APPLICATION AND DESCRIPTION OF UNCERTAINTY FACTORS {#s0003}
==================================================

Uncertainty Factors Application for Occupational Exposure Limit Derivation {#s0003-0001}
--------------------------------------------------------------------------

UFs enter the OEL process after a point of departure (PoD) has been determined,^(^ [@cit0012] ^)^ and prior to establishing the OEL. The PoD refers to the dose or concentration from the health effects study that is the starting point for extrapolation to the OEL. Regardless of whether the PoD represents a no-effect level (e.g., a no-observed-adverse-effect level \[NOAEL\] or benchmark dose \[BMD\]) or an effect level (e.g., a lowest-observed-adverse-effect-level \[LOAEL\]) in the exposed population or animal dose group, in general there will be some uncertainty in how the PoD relates to the true no-adverse-effect level in the broader working population. This is particularly evident when the PoD is based on animal data. The application of UFs is intended to result in an OEL that is protective of all adverse chemical-related effects.

For the purposes of calculation, health-based OELs are derived by dividing the PoD for the critical effect by various uncertainty or adjustment factors to extrapolate to the "true" no-effect level in the worker population of interest (Equation (1)). In general, the OEL can be derived with greatest confidence from a high quality epidemiology or controlled inhalation exposure study in human volunteers. However, the PoD is typically derived from a single key study of a relatively small number of animals or humans, possibly via another route of exposure.^(^ [@cit0012] ^)^ For purposes of this discussion, the PoD is defined as a mg/kg dose, because oral-dosing data are more commonly available than inhalation data. If other units are used (such as mg/m^3^ exposure concentration), or if the PoD is related to local or site-of-entry effects, dose unit adjustments may be required.^(^ [@cit0013] ^)^ UFs have been defined for each of the main sources of uncertainty typically considered. These factors are multiplied together to form a composite uncertainty factor (UF~C~) that is used in the denominator of the general equation used to set health-based limits.

Equation (1) Calculation of an OEL for systemic effects

Basis for Individual Uncertainty Factors {#s0003-0002}
----------------------------------------

Regardless of the organization involved, there are common considerations related to biological variability and database uncertainty that all, or nearly all, OEL-setting organizations consider. [Table I](#T0001){ref-type="table"} highlights the common considerations using the nomenclature of EPA,^(^ [@cit0014] ^)^ which will be carried forward in this article. The specific nomenclature used and specific individual factors and their default values vary among organizations ([Table II](#T0002){ref-type="table"}). Note that most expert committees do not publish specific information on the values they assign to UFs, if any are explicitly used.^(^ [@cit0015] ^,^ [@cit0016] ^)^ Table 1UFs Used in OEL-setting, and the Rationale for Their UseFactorArea of UncertaintyBasic PrincipleUF~A~Animal to HumanAdjusts for differences in sensitivity between animals and the average human, when the PoD is based on animal studiesUF~H~Average Human to Sensitive HumanAdjusts the PoD for the difference between the average human and the most sensitive applicable subpopulationUF~L~LOAL-to-NOAELAdjusts for uncertainty in the value of the PoD as an estimate of the threshold for the onset of effects, if based on a LOAEL rather than a benchmark dose or a NOAELUF~S~Short-term to Long-term ExposureAdjusts for the possibility of identifying a lower PoD for chronic toxicity when extrapolating from a study of shorter durationUF~D~Database InsufficiencyAdjusts for the possibility of identifying a lower PoD (or more sensitive effect) if additional studies were available Table 2Default Uncertainty/Assessment Factors for Workers*^A^*FactorECHAECETOCTNO/RIVMOther*^B^*UF~A~AS--BW^0.75^ 2.5 (TD)AS--BW^0.75^AS 3 (TD)NSUF~H~533NSUF~L~13 or BMD1--10 or BMDNSUF~S~2--62--610--100NSUF~D~1NA1NSMFNANANSNS[^1] Figure 1A conceptual illustration of uncertainties that are commonly considered in noncancer risk assessment for OEL setting. UFs are seen as differing extrapolations among dose response curves for either experimental animal to human (UF~A~), average to sensitive humans (UF~H~), LOAEL to NOAEL (UF~L~), shorter-term to longer-term (UF~S~), or as an adjustment for database insufficiency (UF~D~).

A conceptual visualization of each area of uncertainty is shown in [Figure 1](#f0001){ref-type="fig"}. Here, UFs are seen as differing extrapolations, either among dose-response curves for different types of data, or between different points along the same dose response curve. Two of the UFs (UF~A~ and UF~H~) deal specifically with biological variability. In the context of biological variability, research to gain more information helps to characterize the inherent variability and may increase or decrease the value of the factor needed. For example, UF~A~ accounts for uncertainty in extrapolating from experimental animals to human toxicity when the PoD is based on animal bioassay data. This adjustment to the PoD allows for the possibility that the human response may occur at a lower dose than the animal response. Similarly, UF~H~ allows for variation in kinetics and dynamics in the dose-response relationship for humans, adjusting the PoD estimate from the average human to a sensitive or susceptible human subpopulation. Together these two factors have the effect of converting a NOAEL in animals to a NOAEL for the sensitive human population. In many cases, there are other inadequacies in the source data for the PoD and the resulting uncertainties are addressed using three additional factors, UF~L~, UF~S~, and UF~D~. Jointly, these three factors account for the possibility that a lower PoD would have been found if more complete data had been available. Reducing these uncertainties by applying more data will provide a better PoD and reduce overall uncertainty. UF~L~ is applied to extrapolate from a LOAEL to a NOAEL within the same dose-response curve. UF~S~ shifts the PoD from a short-term study to a lower value, which might be observed given a longer study. UF~D~ is intended to adjust for missing data (such as the lack of developmental or reproductive toxicity assays) that might have identified more sensitive endpoints. Each of these areas of uncertainty is detailed below.

Addressing Sources of Uncertainty Using Science-based Adjustment Factors {#s0003-0003}
------------------------------------------------------------------------

Dourson and Stara,^(^ [@cit0017] ^)^ Naumann and Weideman,^(^ [@cit0018] ^)^ and Dourson et al.^(^ [@cit0019] ^)^ summarized the scientific bases for the uncertainty factors discussed below. The use of UFs is a scientific judgment based on a policy decision to determine a safe concentration/dose. This judgment should be based on a systematic approach. Toxicological expertise is normally required to determine the appropriate UFs to apply, and alternative factors may be used if supported by the available data for a specific chemical and a sound scientific rationale. For this reason, to achieve robust derivation of an OEL, full consideration must be given to the underlying rationale for and intent of each key area of uncertainty, along with how it can be best addressed with the available data. UFs discussed below address the major sources of variability and uncertainty when setting safe levels of exposure for humans. Note that the values may differ depending on the segment of the population being protected. Reference doses (RfDs) established by the U.S. Environmental Protection Agency (EPA) are designed to protect the whole population, including the young, elderly, and infirm, throughout their entire lifetime. OELs are intended to protect workers, who are generally considered healthy adults, during their working lifetime. They should also protect the offspring of workers and not lead to premature illness or death beyond working life.

Animal-to-Human Uncertainty Factor {#s0003-0004}
----------------------------------

The animal-to-human uncertainty factor (UF~A~) is used to extrapolate from an animal-based PoD to estimate the corresponding PoD for the "average" human. Application of this factor takes into account the possibility that humans may respond at a lower dose than the animals used in the critical toxicity study. This assumption is viewed as precautionary, because humans can be equally sensitive or even less sensitive than animals for a given response. This factor is used in the absence of data to demonstrate these latter possibilities, and replacement with data is preferred, when possible. A default uncertainty factor as high as 10 is typically used in the absence of chemical-specific data;^(^ [@cit0019] ^)^ see below for further information.

The UF~A~ is often conceptualized as being composed of a sub-factor for toxicokinetic (TK) differences between species (i.e., differences in the internal dose to the target tissues for toxicity), and a sub-factor for toxicodynamic (TD) differences in the sensitivity (i.e., differences in the response of the target tissue to a given internal dose). This division of the UF~A~ into sub-factors differs among organizations. Notably, the WHO applies a sub-factor of 4 for toxicokinetics and 2.5 for toxicodynamics;^(^ [@cit0020] ^,^ [@cit0021] ^)^ while the EPA typically uses equal sub-factors of √10, or approximately 3.^(^ [@cit0022] ^)^ The TK sub-factor may require adjustment under certain circumstances, such as when inhalation dosimetry models are used or when the PoD is related to direct contact (portal of entry) effects. This adjustment might also be relevant for the interindividual TK sub-factor (discussed below).

Recognizing that interspecies differences reflect both toxicokinetics and toxicodynamics opens the possibility of refining this factor with known differences in physiology. One approach to address TK differences is through allometric scaling. Allometric scaling provides an estimate of differences in physiological parameters and basal metabolism (and therefore chemical metabolism and elimination) based on ratios of body weight or surface area. An FDA guidance document on setting doses in initial clinical trials includes species-specific extrapolation factors for estimating human-equivalent doses, based on allometric scaling.^(^ [@cit0023] ^)^ These are sometimes used for setting OELs for pharmaceuticals. The use of allometric scaling based on body surface area, or body weight, to the 2/3 power (BW^0.67^) provides a human-equivalent dose used to improve clinical trial safety.^(^ [@cit0023] ^)^ These species-specific values range from 2 (dog) to 12 (mouse), due to differences in body surface area.^(^ [@cit0024] ^,^ [@cit0025] ^)^ The EPA uses a factor that more closely aligns with interspecies differences in physiological parameters and metabolism. Allometric scaling using the body weight to the &frac34; power (BW^0.75^) results in species-specific factors that range from 1.5 (dog) to 7 (mouse).^(^ [@cit0026] ^)^ An analysis by Bokkers and Slob^(^ [@cit0027] ^)^ suggests that an additional UF of 3.1 should be applied to the allometrically scaled dose, based on the 95^th^ percentile of the allometric extrapolation factor. Vermeire et al.^(^ [@cit0003] ^)^ reached a similar conclusion. Although not specifically attributed to toxicodynamics by the authors, this additional UF would be numerically similar to the addition of a TD sub-factor to the allometrically scaled TK sub-factor. A recent analysis by Escher et al.^(^ [@cit0028] ^)^ supports the use of allometric scaling for interspecies extrapolation, but argues that the remaining uncertainties may be due to factors other than toxicodynamics. In practice, there is no consensus on the need for an additional sub-factor to address toxicodynamic differences, after applying the factor based on these allometric scaling methods.

There are additional advanced dosimetry techniques for refining the UF~A~, typically for replacing the TK portion of this factor with data based on physiological differences among species.^(^ [@cit0013] ^)^ For assessments based on a PoD adjusted using inhalation dosimetry, another consideration is whether the methods address all key aspects of TK variability. For example, methods that rely only on predicted deposition fractions or surface concentrations, may not fully address other kinetic processes related to metabolism and elimination. In part, such considerations can be addressed using advanced approaches that estimate the pertinent target tissue dose. A recently published physiologically-based pharmacokinetic (PBPK) model for diacetyl^(^ [@cit0029] ^)^ illustrates the potential for such models to replace default TK assumptions for interspecies scaling; the model indicates that the lower respiratory tract of a worker exposed to diacetyl may receive exposures up to 40-fold greater than the lower respiratory tract of a rat inhaling the same concentration.

Interindividual (Human) Variability Uncertainty Factor (UF~H~) {#s0003-0005}
--------------------------------------------------------------

The interindividual (human) variability uncertainty factor (UF~H~) accounts for general physiological and metabolic variation within the human population and the possibility that there may be sensitive subpopulations due to variations in age, sex, genetic susceptibility, pre-existing diseases, etc. In general, the OEL is intended to protect nearly all workers, but may not always be protective of the most susceptible individuals in the population. For example, Johansson et al.^(^ [@cit0030] ^)^ showed that experimental data on asthmatics generally have not been explicitly considered when setting OEL values; however, this has changed with several recent ACGIH TLV®s. A complication to defining UF~H~ is that the fraction of workers "nearly all" refers to is not well documented in the OEL methods or derived OELs published to date. A key consideration is the relative size of the subpopulation that might be affected. A second consideration is the severity of effects that might occur in subpopulations that have a specific unique susceptibility if exposed at the OEL. The possibility for severe reactions would favor coverage by the OEL. Alternatively, the severity of effect along with residual uncertainties regarding susceptible subpopulations may be addressed by addition of a modifying factor (see below).

The UF for interindividual variability is used to adjust PoD values derived from either animal or human data. In the case of human data, it may be the only UF that is required. A default UF as high as 10 is typically used for the general population in the absence of chemical specific data^(^ [@cit0019] ^)^ (see below for further information). Like the UF~A~, the UF~H~ is often conceptualized as being composed of two sub-factors, with one sub-factor for TK differences between individuals and the other sub-factor for differences in suceptibility at a given tissue dose (i.e., TD differences). Unlike the UF~A~, the TK and TD sub-factors of the UF~H~ are generally assigned numerical values of √10, or approximately 3.^(^ [@cit0020] ^--^ [@cit0022] ^)^

The scientific basis for the UF~H~ has been reviewed.^(^ [@cit0017] ^--^ [@cit0019] ^,^ [@cit0031] ^--^ [@cit0034] ^)^ It has been noted that a TK sub-factor of √10 may not be adequate for all groups of the population.^(^ [@cit0032] ^)^ A TK sub-factor of √10 has been shown to be adequate for ≥ 99% of healthy adults when polymorphic pathways are not involved; however, sensitive sub-groups may require a larger TK sub-factor.^(^ [@cit0035] ^)^ It has also been argued that an overall UF~H~ of less than 10 should be adequate for setting OELs, on the grounds that workers are expected to be less heterogeneous than the general population because they do not include the very old and very young, and they are not exposed for an entire lifetime.^(^ [@cit0036] ^,^ [@cit0037] ^)^ Epidemiological studies of working populations generally find that, in the absence of excess exposures to toxicants, workers are healthier than the general population. This is known as the "healthy worker effect," which is well established in occupational epidemiology.^(^ [@cit0038] ^,^ [@cit0039] ^)^ However, working populations may also include asthmatics, atopic individuals, pregnant women, older workers, and others who may be more susceptible than the average member of the population.

Genetic and epigenetic factors can be an important driver for variability in response to chemicals. This has been well described in the context of variability in metabolism of pharmaceuticals. Implications for similar considerations for occupational chemical exposures are also an important variable in setting OELs, since one of the primary UFs is assigned to address human variability. An approach for systematic consideration of genetic and epigenetics is discussed in detail by Schulte et al.^(^ [@cit0040] ^)^

The European Chemicals Agency recommends^(^ [@cit0041] ^)^ a factor of 5 to address interindividual variability in workers and a factor of 10 for the general population when establishing derived no-effect levels (DNELs) (see [Table 2](#T0002){ref-type="table"}). The basis for this distinction is not well documented, although the literature on chemical-specific adjustment factors (CSAF), as discussed below, seems to support this dichotomy. For example, a reanalysis of the TK data for pharmaceutical active ingredients (APIs) analyzed by Naumann et al.^(^ [@cit0042] ^)^ and Silverman et al.^(^ [@cit0043] ^)^ show that the mean ratios of the bimodal CSAFs for elderly or diseased subpopulations are a factor of 2.2 higher compared with the healthy populations for the same APIs. If similar toxicodynamics are assumed, a 2-fold reduction in the default UFs of 10 for interindividual variability appears justified for workers.

It is a valid scientific question whether a full default value of 10 for the UF~H~ is appropriate to account for variability in susceptibility for working populations, and in the absence of a definitive scientific rationale, organizations may well establish differing policies on this point. The rationale for determining this relies on information on the underlying basis for susceptibility to the specific effects caused by the chemical under study. The types of considerations that are embedded in the selection of UF~H~ include the following. Is the underlying basis for susceptibility more or less prevalent in the worker population than in the general population?Is there a basis for assuming that a working population would experience more severe or less severe toxic effects than the general population?

LOAEL-to-NOAEL Uncertainty Factor (UF~L~) {#s0003-0006}
-----------------------------------------

When the key study used to derive an OEL includes a LOAEL but not a NOAEL, the preferred procedure is to calculate a benchmark dose (BMD) to use as the PoD for extrapolation.^(^ [@cit0012] ^)^ The benchmark dose (lower confidence limit), or BMDL, typically approximates the NOAEL for standard study designs and is used similarly to the NOAEL as a PoD. If a NOAEL or BMDL is used as the PoD, a value of 1 is typically applied for this area of uncertainty in health risk assessments,^(^ [@cit0014] ^,^ [@cit0041] ^)^ since the goal of the extrapolation is to estimate a concentration that is not associated with adverse effects. However, some datasets may be unsuitable for benchmark dose estimation. If an OEL is based on the LOAEL as the PoD for extrapolation, an additional UF (UF~L~) should be applied to estimate a point on the dose-response curve where no effect would be expected to occur.

Some judgment may be required in selecting an appropriate UF~L~. Dourson and Stara^(^ [@cit0017] ^)^ conducted an empirical analysis of LOAEL:NOAEL ratios, and they found that 96% of the cases they considered fell within a factor of 10. Naumann and Weideman^(^ [@cit0018] ^)^ noted that the average LOAEL:NOAEL ratio is approximately 3, based on analyses of a large number of good quality toxicology studies.^(^ [@cit0044] ^--^ [@cit0046] ^)^ Thus, the choice of a default value for the UF~L~ may depend, to some extent, whether organizational policy favors an upper-bound estimate of risk or a central tendency estimate. These analyses do have the limitation of analyzing NOAEL and LOAEL ratios, which are pre-defined by study dose-spacing for individual studies. This is an inherent challenge in the PoD selection, and is the reason BMD methods are generally preferred.^(^ [@cit0012] ^)^

In choosing a value other than the default value, several considerations are relevant. The most common basis for using a different value is the severity of the effect at the LOAEL. In addition, some OEL setting processes also incorporate the use of a lowest-observed-effect level (LOEL) as the basis for the PoD. For example, for setting exposure guides for pharmaceutical agents, the most sensitive effect is often based on a pharmacological effect (which is the often the intended effect for patients). However, for workers, such effects are candidates for the PoD, since the effects are not intended outside of therapeutic treatment. In this light, pharmacological effects are typically viewed as "adverse," although clinical study documentation often refers to them as a LOEL rather than a LOAEL. Whether the critical effect is termed a LOAEL or LOEL, the key determinates of UF~L~ selection remain the same (effect severity and dose-response slope). Dourson and Stara,^(^ [@cit0017] ^)^ Naumann and Weideman,^(^ [@cit0018] ^)^ and Dourson et al.^(^ [@cit0019] ^)^ agree that the severity of the effect at the LOAEL should enter into the choice of UF~L~, on the grounds that an effect of minimal toxicological severity, such as fatty liver, suggests that the LOAEL is likely to be close to the NOAEL, while a more severe effect, such as hepatic necrosis, suggests that the LOAEL may be further from the NOAEL. Other considerations can include response incidence, the slope of the dose-response curve, and the MOA (anticipated dose-response behavior). Any residual uncertainties can be addressed with the modifying factor (see below).

Shorter-Term-to-Longer-Term Uncertainty Factor (UF~S~) {#s0003-0007}
------------------------------------------------------

OELs are intended to protect workers who are exposed for an entire working lifetime, which for animal studies are usually equated to a chronic bioassay (e.g., 2 years for mice and rats). If the PoD is based on sub-chronic data, then the UF~S~ is applied to adjust for the lack of adequate chronic exposure data based on the consideration that the OEL is intended to be protective of a working lifetime. The default value of the UF~S~ has been the subject of some debate in the literature. Dourson and Stara^(^ [@cit0017] ^)^ argued for a default factor of 10, citing studies that indicated a 10-fold factor would equal or exceed the observed ratio of subchronic-to-chronic effect levels 96% of the time. Naumann and Weideman^(^ [@cit0018] ^)^ advocated a default UF~S~ value of 3, noting that reviews of a large number of high quality toxicology studies suggest that a factor of 3 is typically sufficient to account for the possibility that a lower PoD would have resulted if longer-term studies were conducted.^(^ [@cit0047] ^--^ [@cit0052] ^)^ Dourson et al.^(^ [@cit0019] ^)^ advocate a more flexible approach in which a UF~S~ of 10 is seen as "a loose upper bound estimate," which may be reduced if the chemical-specific data suggest that a smaller UF~S~ is warranted.

Assessing the appropriate value of UF~S~ requires evaluating whether the critical effect that is the basis of the PoD would be expected to increase in either incidence or severity, or to occur at a lower dose, if the study duration was increased. It is possible that a reversible acute effect may be experienced on a chronic basis without any increase in severity. The progression or lack of progression of toxicity from short-term studies to longer studies, such as a 2-week study compared with a 90-day study, may provide some data relevant to assessing the UF~S~. The MOA may also provide relevant information. A full assessment of MOA is based on whether the dose would have likely accumulated with longer-term exposure (i.e., TK considerations) *and* whether effects would accumulate and become more severe with longer-term exposure (i.e., TD considerations). For example, a chemical that produces damage via a reactive metabolite (which does not accumulate in the body) and does not show evidence of a progression of damage over time may merit a reduced UF~S~. Sensory irritant effects are generally not expected to progress with longer exposure duration, and OELs for these are often assigned a UF~S~ of 1. Chemicals studied for durations longer than the typical 3-month sub-chronic study, but less than chronic duration (e.g., a 6-month or 1-year study) may also merit a UF~S~ \< 10. The choice of the UF~S~ for a particular chemical must include consideration of both the quality of the available data and the MOA of the chemical.

Database Inadequacy (incomplete data) Uncertainty Factor (UF~D~) {#s0003-0008}
----------------------------------------------------------------

An additional UF may be required if the overall toxicity database is incomplete, and significant data gaps suggest the possibility that a lower PoD would be identified for unstudied toxic endpoints. Such considerations often arise if data are available from only one species, or if developmental and reproductive toxicity studies have not yet been performed. Although not all OEL-setting organizations include an explicit UF~D~, this factor is intended to account for the possibility of finding a lower PoD once the additional studies are performed. Dourson et al.^(^ [@cit0053] ^)^ reviewed chronic toxicity data for pesticides and concluded that an adequate database would consist of 2-year studies in the rat and dog, plus reproductive and developmental studies in the rat. It is unusual to have 2-year dog study data for OEL setting purposes; 2-year studies in mice and rats are more common. The available data suggest a UF~D~ of 3--10 for database inadequacy may be needed if an OEL is based on datasets that lack longer-term studies in two species plus reproductive and developmental studies.^(^ [@cit0019] ^)^

The decision to apply a UF~D~ should be based on considering the specific types of data available for the chemical in question and judging the likelihood that additional studies would reveal additional toxicity. In some cases, existing data may suggest the possibility of an effect that can only be reliably tested using a special study design that has not been conducted. For example, indications from standard study designs of concerns related to neurological effects or effects on the immune system might suggest the need for special functional or endpoint-specific studies. If absent, such data gaps are often used to support a larger UF~D~. It is not unusual in OEL-setting to have the benefit of human studies, which though inadequate for establishing an OEL due to lack of reliable exposure measurements, may shed light on the hazards associated with the chemical. For example, a dataset lacking reproductive and developmental studies in animals may be considered inadequate if the available human data suggest a potential reproductive hazard, but adequate (UF~D~ = 1) if the human data are sufficient to rule out concern for reproductive or developmental toxicity.

A common data gap in setting OELs is the absence of toxicity data from exposure by the inhalation route; many OELs are derived based on oral-dosing studies. This reflects testing designs for actual end-product use scenarios where ingestion and skin application dominate. There are scientific principles that underpin the circumstances when route-to-route extrapolation is biologically justifiable.^(^ [@cit0054] ^)^ However, examining the uncertainty generated by such route-to-route extrapolations is necessary. Common considerations include the degree to which an observed systemic toxicity effect is likely to be more sensitive than portal of entry effects. This is a major concern because a very common endpoint for current OELs for industrial chemicals is respiratory tract irritation.^(^ [@cit0055] ^)^ In some cases the potential for such effects might be inferred from irritation assays tested via other routes, [@cit0055]although relying on correlations between endpoints such as dermal irritancy and irritation of the respiratory tract is not ideal. The need for adjustments for route-dependent bioavailability is also considered. In some cases adjustments for this consideration can be handled via application of dosimetry adjustments or through the use of absorption factors in the OEL equation.^(^ [@cit0005] ^,^ [@cit0013] ^,^ [@cit0056] ^)^ When there are a priori concerns regarding differences in bioavailability via different routes, and data are not available to address quantitative adjustments for route considerations, the UF~D~ might be increased for this purpose. Alternatively, residual uncertainties regarding bioavailability can be addressed with the modifying factor.

The Composite Uncertainty Factor (UF~C~) {#s0003-0009}
----------------------------------------

The value of typical defaults used varies among organizations. Organizations that derive environmental standards in the United States to protect the general population (e.g., EPA reference doses \[RfDs\] and Agency for Toxic Substances and Disease Registry \[ATSDR\] minimal risk levels \[MRLs\]), tend to favor order of magnitude-based adjustments of 1 or 10, using an intermediate value of 3. Note that in such cases the value of 3 represents one-half of the log10 unit (3.16 rounded to 3) as the minimum increments that are used for the UF adjustments to reflect the level of precision for such an approach. Many European agencies also use a value of 10 to account for a full area of uncertainty, but they tend to favor intermediate values of 2 and 5 in their calculations. In some cases, other alternative defaults are provided for specific data extrapolations (e.g., the assessment factors used for the derived-no-effect level \[DNEL\] under chemical registration requirements in the EU).

After the numerical values of the various UFs have been determined, they are then multiplied to yield the overall composite UF, UF~C~. For example, default values of 4 for UF~A~ and 10 for UF~H~ would be multiplied to yield a UF~C~ of 40, which would then be applied to the PoD as described above. Note that although the value of 3 is used in place of 3.16 during the discussion of default UFs, caution should be applied when multiplying UFs of 3 together. For example, when multiplying two UFs of 3 together, where each factor represents a half-log adjustment (e.g., 3.16 × 3.16), the product will be 10, not 9. This is also illustrated by multiplying three UFs of 3, that is, 3 × 3 × 3 will equal 30, not 27.

Assuming default values for the UF~A~, UF~H~, UF~S~, and UF~L~, the numeric value of the UF~C~ could conceivably be very large. Although this multiplicative approach to setting the UF~C~ would be correct if the various UFs were strictly independent of one another, it has been argued that the various UFs are not entirely independent and that simply multiplying default factors of 10 can lead to double-counting of some sources of uncertainty. Reducing some of the UFs to adjust for the presumed double-counting has been proposed^(^ [@cit0057] ^)^ and verified empirically by Swartout et al.^(^ [@cit0058] ^)^ Current EPA guidelines^(^ [@cit0022] ^)^ for applying UFs for determining reference doses for the general population also assume that an overall UF~C~ of 10,000 is likely to be more than adequately protective, and therefore UF~C~ is limited to a value of 3,000 even if four full areas of uncertainty are present (i.e., the UF~A~, UF~H~, UF~S~, and UF~L~ are all assigned values of 10). Moreover, if five full areas of uncertainty are present, it is likely that the data are not sufficient to derive an exposure limit with adequate confidence.

Probabilistic approaches for defining combinations of UFs have also been proposed.^(^ [@cit0058] ^--^ [@cit0060] ^)^ In general, these lead to smaller values of the total UF~C~ than those obtained by multiplying the default values of UFs. Most recently, Hasegawa et al.^(^ [@cit0061] ^)^ proposed an alternative set of default UFs, based on probabilistic combinations of empirically-derived UFs. These alternative UFs are in some cases larger than the usual 10-fold default UFs, but in other cases less than 10. Although these probabilistic combinations of UFs have to date not attained wide regulatory acceptance, they may provide a framework for refining existing practices for establishing the overall UF~C~. The impacts of probabilistic UFs in interpreting occupational risk are further described by Waters et al.^(^ [@cit0062] ^)^

The nature and level of documentation of the UF application in deriving the OEL is highly variable among the organizations that publish OELs. The OEL documentation published by leading organizations for Threshold Limit Values (TLV®), Workplace Environmental Exposure Levels (WEELs), and values published by the EU Scientific Committee on Occupational Exposure Limits (SCOEL) describe the rationale for the OEL, noting considerations and uncertainties. An explicit description of the individual UFs or values used in deriving the OEL is not provided, although many cases the composite is given. In contrast, risk values such as environmental or emergency airborne limits established by most government organizations (e.g., EPA Reference Concentrations \[RfC\], Acute Emergency Guideline Levels \[AEGL\], limits derived by U.S. state agencies; and EU DNEL values including for occupational scenarios) have a documented uncertainty factor approach, and the values applied to derive a given value are typically enumerated. There are merits and limitations of each approach for calculating a composite UF and enumerating specific default component subfactors ([Table III](#T0003){ref-type="table"}) and hybrid approaches have also been proposed.^(^ [@cit0063] ^)^ However, overall the trend is toward increased documentation (at least qualitatively) of the UF choices in the rationale for the OEL. Table 3Merits and Limitations of Alternative UF Documentation Approaches*Factor Application and Multiplication Approach*Description: specific default values are assigned for preselected areas of uncertainty. The composite UF is calculated as the product of the default values that are pertinent to the specific data sets being evaluated. Rules for modifying the resulting composite UF may be specified to address overlapping uncertainties.Advantages:• Transparency in OEL calculation improves user ability to interpret the OEL and its uncertainties and supports worker risk communication• Relative impact of different uncertainties on the OEL are clear, allowing for a determination of the value or impact of collecting new data to relieve uncertaintyDisadvantages:• Rigorous application of default values limits the value offered through the use of expert scientific judgment• Multiplying default values may yield a composite UF which does not align with the totality of the data set, often requiring significant effort and potential user confusion in explaining departures from pre-assigned defaults*Uncertainty Weight of Evidence Approach*Description: areas of uncertainty are considered in an integrated approach, with particular focus on potential overlapping considerations and the optimum protective composite UF derived when balancing the data from all lines of evidence.Advantages:• Provides greater flexibility in deriving the composite UF that takes into account all aspects of the available data using a weight of evidence approach• Avoids pitfalls of setting OELs that are not appropriate that can result from misapplication of default UF values or overlapping areas of uncertaintyDisadvantages:• Absence of specific defaults limits transparency in the basis for the OEL, with resulting limitations for user communication and data collection• Requires a high degree of scientific expertise in OEL development, because the approach is less prescriptive

Toxicokinetic Adjustment Factor {#s0003-00010}
-------------------------------

As an alternative to using dosimetry models to modify the PoD,^(^ [@cit0013] ^)^ there are additional adjustments that modify the denominator of the OEL equation that some organizations use to reflect specific toxicokinetic considerations. For example, ECHA has predefined assessment factors for correction of the PoD to consider differences in dosing route and the exposure route for the worker exposure scenario.^(^ [@cit0041] ^)^ Two other common adjustments applied by some organizations (and in particular the pharmaceutical sector) reflect route-specific bioavailability and extrapolation to address steady-state internal dose conditions.^(^ [@cit0005] ^)^ In certain cases, route-to-route extrapolation might be appropriate when attempting to derive an OEL from a study conducted by a route (e.g., oral) that is different from the potential route of exposure (i.e., inhalation). Although direct studies using the relevant route of administration are normally expected, extrapolation using an additional adjustment factor (e.g., bioavailability correction factor) may be useful to ensure adequate protection in certain situations.

Naumann and Weideman^(^ [@cit0018] ^)^ and Naumann et al.^(^ [@cit0056] ^)^ provided the background on the use of bioavailability correction factors and guidance on when and how they should be applied for OEL development. Absent a validated TK model or a risk assessment requiring the use of a predetermined default, the technical approach most commonly employed for the bioavailability adjustment reflects a ratio of route-specific bioavailability data.^(^ [@cit0005] ^,^ [@cit0064] ^)^ When the adjustment factor is placed in the denominator of the OEL equation it can be calculated as:

For example, if an OEL were derived based on a critical effect derived from an oral dosing study with a systemic bioavailability of 10% and the bioavailability by the inhalation route was 100%; the resulting bioavailability adjustment factor would be 1.0/0.1 or a factor of 10. This adjustment, therefore, serves as an estimate of the inhalation equivalent to the oral PoD on a systemic dose basis, i.e., the OEL is lowered by this factor.

In practice, such adjustments for bioavailability often have significant limitations based on simplifying assumptions that must be made in the absence of route-specific bioavailability data. Several limitations to the application of such a factor include: The adjustment is not applicable for OELs based on effects at the portal of entry---in such cases extrapolation across routes is not recommended.The adjustment relies on reliable estimates of systemic bioavailability. Surrogates for total systemic dose (e.g., penetration rates) are not adequate metrics for systemic dose since they do not take into account other toxicokinetic properties such as local or hepatic first-pass metabolism.If the form of the chemical that causes toxicity (e.g., parent or metabolite) is not known then the bioavailability adjustments based on parent compound may not reflect actual route-specific differences in toxic potency. This consideration is common for chemicals that undergo significant hepatic first-pass metabolism following oral dosing.Unless inhalation is the primary route of exposure of concern for consumer or environmental exposures for a chemical, TK data following inhalation is not likely to be available. Thus, the adjustment may be based on empirical bioavailability estimates for the dose route for the critical study that served as the PoD, but the bioavailability for inhalation (the route of interest for the OEL) must be estimated. One approach to address this limitation is to assume 100% inhalation bioavailability (for most small organic molecules) as a precautionary assumption or to estimate a value based on properties such as partition coefficients.Estimating inhalation bioavailability for large molecules (e.g., protein therapeutics) adds additional complexity that needs to take into account factors such as molecular weight, the presence of specific receptors that facilitate epithelial transport, and bioavailability from the gastrointestinal tract following mucociliary clearance and swallowing.

Additional factors may be needed to adjust OELs because of the potential for bioaccumulation with repeated exposure. For chemicals with long elimination half-times, plasma levels increase with repeated exposure until they reach steady state. The OEL established using a NOAEL from a short-duration study would need to be adjusted downward by a factor corresponding to the ratio of the plasma level following a short-term exposure (duration equivalent to the study used to identify the PoD) to the expected plasma level at steady state following long-term exposure. This adjustment is of specific utility in setting OELs for pharmaceuticals where single dose or short-duration clinical studies are often available. OELs derived from animal toxicology studies typically require repeat-dose studies where steady-state kinetics apply before an OEL would be derived. This bioaccumulation adjustment is not necessary if the OEL is established using studies of sufficient length such that the steady state at the maintenance dose is achieved, because any accumulation has already been taken into account under such conditions.

Modifying Factor (MF) {#s0003-00011}
---------------------

This factor adjusts for uncertainties not addressed by the UFs described above, and it allows for explicitly incorporating scientific judgment, especially when there are multiple reviewers. A modifying factor may also be considered if there is a need to address residual uncertainties not covered by the other factors. This factor also allows for scientific judgment to be applied to address the overall quality of the database and relevance of available studies to human risk assessment. Additional factors of \<1 to 10 may be used in these cases.^(^ [@cit0019] ^)^ Explicitly incorporating a modifying factor (MF), along with the rationale for including it, may promote increased transparency of the decision-making process, leading to the final OEL. However, current EPA guidance is to forego the specific use of this factor and incorporate the uncertainties it addresses within another factor, such as UF~D~.^(^ [@cit0022] ^)^

Modifying factors may be used to make further adjustments that the reviewer deems necessary to cover situations that other factors do not clearly or adequately address. Some considerations that are often cited for application of a MF include the following. The slope of the dose-response curve for the critical effect.The choice of the critical effect.The severity of the effect.Route-to-route extrapolation.Identification of susceptible subpopulations.Clinical significance of the critical effect.Reversibility of the critical effect.Overall quality of the database.Relevance of the critical effect to workers.Similarity or differences with related chemicals.Lack of independence between individual uncertainty factors.

Chemical-Specific Adjustment Factors (CSAFs) in OEL Setting {#s0003-00012}
-----------------------------------------------------------

Default uncertainty factors, by definition, should be used only in the absence of relevant data. Chemical-specific adjustment factors (CSAFs) are intended to replace the default factors where TK and TD data are available, according to the scheme proposed by Renwick^(^ [@cit0065] ^--^ [@cit0067] ^)^ and adopted by the World Health Organization/International Programme on Chemical Safety.^(^ [@cit0021] ^,^ [@cit0068] ^)^

CSAFs can be used to replace default uncertainty factors to establish safe levels of exposure whenever sufficient chemical-specific data are available. The Renwick scheme provides a framework for incorporating chemical-specific TK and TD data when deriving regulatory and internal health-based limits, such as acceptable daily intake values, tolerable intake values, reference doses/concentrations, and occupational exposure limits. Renwick^(^ [@cit0067] ^)^ listed a number of considerations for use of chemical-related data, including whether the chemical itself or a metabolite is the active species, the relevance of the TK or TD data to the critical endpoint, and how representative the data are of the human population. Meek et al.^(^ [@cit0069] ^)^ have also proposed guidelines on the use of data-derived adjustment values to replace default uncertainty factors when sufficient chemical-specific data are available.

The distinction between uncertainty and variability should be emphasized. CSAFs are used to characterize the "variability" in TK and TD in a relevant subset of the intended population. To the extent that this subset is representative of the overall population and provides quantitative information on differences (or similarities), the level of "uncertainty" should be reduced considerably. The risk assessors/risk managers should feel more confident that the health-based limit they derive will provide adequate protection for even the most susceptible individuals. There may be residual uncertainties; however, these would obviously be less than when no data are available on potentially important differences. By focusing on TK and TD data for potentially susceptible subpopulations, the risk assessor consciously evaluates data for the segment of the population in greatest need of protection. Figure 2Derivation of a chemical-specific adjustment factor (CSAF) from a unimodal distribution.^(^ [@cit0073] ^)^ © Taylor & Francis. Reproduced by permission of Taylor & Francis. Permission to reuse must be obtained from the rightsholder. Figure 3Derivation of a chemical-specific adjustment factor (CSAF) from a bimodal distribution.^(^ [@cit0073] ^)^ © Taylor & Francis. Reproduced by permission of Taylor & Francis. Permission to reuse must be obtained from the rightsholder.

Within the CSAF scheme, interindividual differences are assessed using several TK and TD parameters indicative of systemic exposure and pharmacologic activity of the chemicals evaluated. The TK parameters initially chosen as measures of internal dose were peak plasma concentration (C~max~), area under the curve of blood concentration by time (AUC), steady-state plasma concentration (SS), and elimination or clearance rates. The first two, C~max~ and AUC, are considered the best indicators of body burden and systemic exposure because they are direct measures of the amount of chemical in the blood, although clearance rates are also commonly used metrics in the CSAF method. Figure 4Application of the CSAF approach with additional uncertainty factors for exposure limit setting. Adapted from WHO/IPCS (2005).^(21)^

The general guidelines^(^ [@cit0021] ^,^ [@cit0069] ^)^ for evaluating TK and TD data include some important considerations for choosing CSAFs. For assessing interindividual differences in TK, (1) the TK parameter used should be directly related to the critical effect (e.g., AUC vs. C~max~), (2) the data should be generated with the dose and route most relevant to the recommended health-based limit, and (3) data from human subjects should be representative of the expected variability in the population being protected (workers, in this case age 18--65), including any sensitive subpopulations. For assessing interindividual differences in TD, (1) the measured endpoint must be directly related to the critical effect used to derive the recommended exposure limit, (2) the data must include a quantitative comparison of the response in tissues at a similar level of response from average and sensitive humans, and (3) a sufficient number of individuals must be included to define interindividual variability. The WHO/IPCS guidance documents ^(^ [@cit0021] ^,^ [@cit0068] ^)^ provide examples of how CSAFs are derived for all four sub-factors.

The method for estimating interindividual differences and deriving CSAFs relies on the ratio of the tail of the distribution to the central tendency for the TK or TD parameter of interest. The approach is based on the premise that if a subpopulation (e.g., tail of the distribution) is sufficiently different (i.e., more susceptible based on significantly higher C~max~ or AUC values for a given dose), their level of exposure needs to be adjusted downward to conform to the normal (average) healthy individual. Where two or more distinct subpopulations exist, the ratio of the upper tail of the most sensitive subpopulation over the mean of the healthy population is used to derive an appropriate adjustment factor. This is illustrated graphically in [Figure 2](#f0002){ref-type="fig"} (transformed unimodal distribution) and [Figure 3](#f0003){ref-type="fig"} (transformed bimodal distribution).

In practice, evaluating interindividual differences typically relies on papers presenting only summary statistics (e.g., mean and standard deviation) for TK and/or TD parameters. A CSAF is calculated by dividing the mean plus two standard deviations by the mean (Mean + 2SD)/Mean). Occasionally, standard errors need to be converted to standard deviations by multiplying the former by √N. Figure 5Hierarchy of approaches to address uncertainty, and the correspondence of greater scientific certainty to an increased requirement for the incorporation of chemical- and species-specific data into the risk assessment process.

A case study was published to illustrate how CSAFs can be used to derive occupational exposure limits.^(^ [@cit0070] ^)^ The case study involved timolol maleate, a non-selective beta-adrenergic blocking agent, and it shows how a polymorphism in oxidative metabolism by CYP2D6 with two distinct phenotypes (i.e., poor and extensive metabolizers) was evaluated to take this potential susceptibility into account when establishing the OEL. The prevalence of poor metabolizers (up to 9% of selected subpopulations) is high enough to indicate careful consideration of this potential susceptibility when establishing the OEL for timolol maleate. A chemical-specific adjustment factor (CSAF) for kinetics of 9.8 was calculated for this bimodal distribution by dividing the value corresponding to two standard deviations above the mean AUC value for poor metabolizers by the mean AUC for the extensive metabolizers, (Mean~Poor~ + 2SD)/Mean~Ext~), as shown in [Figure 3](#f0003){ref-type="fig"}. When combined with a CSAF for dynamics of 1.2, this yields a composite CSAF of 12 to address human variability in sensitivity. The CSAF was applied to the extrapolated no-effect level for clinically significant cardiovascular effects (with correction for oral bioavailability) to establish an occupational exposure limit (OEL) for timolol maleate that is expected to be protective of nearly all workers, including those who may be poor metabolizers.

It is important to note that use of CSAFs does not automatically imply a reduced "safety factor" used in setting health-based limits. Sometimes the available data for a given chemical suggest a high level of interindividual variability. Note that, in the example above, the composite uncertainty factor derived using the CSAF~H-TK~ combined with the default for toxicodynamics (CSAF~H-TD~) of 3.2 would have been 31, which is 3-fold higher than the default value of 10. The overall process for applying the CSAF approach in the context of setting exposure limits is shown in [Figure 4](#f0004){ref-type="fig"}.

CONCLUSION {#s0004}
==========

The application of UFs in deriving OELs has evolved considerably in recent decades. Although originally seen as a somewhat arbitrary safety factor, based primarily on professional judgment, application of UFs has moved towards an increasingly strong dependence on scientific evidence ---first in regard to scientifically-based defaults,^(^ [@cit0017] ^,^ [@cit0018] ^,^ [@cit0031] ^,^ [@cit0071] ^)^ and more recently in developing chemical-specific values.^(^ [@cit0021] ^,^ [@cit0042] ^,^ [@cit0043] ^,^ [@cit0070] ^,^ [@cit0072] ^)^ Increasingly, it is the application of chemical-specific data that is seen as the preferred "default" method, with the application of standard values of UFs limited to those situations in which an OEL must be derived in the absence of chemical-specific data. Thus, there is a preferred hierarchy of UF approaches ([Figure 5](#f0005){ref-type="fig"}). Despite this trend for the majority of industrial chemicals detailed TK data to support CSAF calculation may not be available.

This article outlines the scientific basis for the most commonly used UFs, (i.e., the UFs for animal-to-human extrapolation, intra-individual variability, extrapolation from shorter-term to longer-term exposures, extrapolation from a LOAEL to a NOAEL, and adjustments for an incomplete database). Because the application of scientific judgment cannot always be avoided in the OEL-setting process, such judgments should be open and transparent, and they should systematically evaluate key areas of uncertainty, incorporating chemical-specific data when available, and clearly documenting the rationale for final decisions that are used in the OEL. The science of UF application is continuing to improve. Advancements in the scientific development of UF application include the following: greater expectation for transparency and description of the basis for UF selection, including the quantitative values that were applied;improved application and access to more robust methods (e.g., CSAFs and bioavailability correction factors) because tools are better, access to data is greater, and familiarity with methods is increasing;an understanding of the basis for human variability in sensitivity (e.g., genetics and epigenetics), and more complete consideration in OEL setting, with a goal of moving toward fully data-derived methods of OEL derivation; andapplication of advances in toxicology, including computational toxicology approaches to refine UF values in a quantitative manner.
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[^1]: *^A^*Adapted from ECHA (2008) Table R.8-19. Guidance on information requirements and chemical safety assessment. Chapter R.8: Characterization of dose \[concentration\]-response for human health.^(41)^ *^B^*ACGIH---American Conference of Governmental Industrial Hygienists Threshold Limit Values; American Industrial Hygiene Association Guideline Foundation Workplace Environmental Exposure Levels; SCOEL---Scientific Committee on Occupational Exposure LimitsAbbreviations: ECHA---European Chemicals Agency; ECETOC -- European Centre for Ecotoxicology and Toxicology of Chemicals; TNO/RIVM---National Institute of Public Health and the Environment (in cooperation with TNO Nutrition and Food research); AS---Allometric Scaling (BW^0.75^); NS -- Not Specified; TD -- Toxicodynamics
