This paper describes a method for the accurate recovery of time-varying 3D shapes with known cycle from images with dierent viewpoints as well as times, aiming at the recovery of the left ventricular shapes. Our recovery method is based on the integration of apparent contours from dierent viewpoints. We perform direct tting to a 4D closed surface model based on B-splines so as to deal with fragmented contours such as extracted from x-ray cineangiocardiograms. The method is quantitatively evaluated using synthesized and real image sequences.
Introduction
Acquisition of 3D shape models is one of the most important topics in the computer vision eld because of increasing demands for graphic displays in a virtual space as well as quantitative shape analysis in medical diagnosis and industrial inspection. For the purpose of acquiring 3D shape models directly from images, the use of occluding contours has received considerable attention. There have been two main approaches to 3D model acquisition using occluding contours: one approach integrates apparent contours from continuously varying viewpoints [1, 2, 3] , and the other approach uses deformable models in which model constraints are incorporated such as symmetries and some other regularities [4, 5, 6] . The former has the advantage that accurate shape recovery is possible. Although several results have been reported for acquiring 3D models of rigid objects, it seems dicult to recover 3D models from fragmented contours. On the other hand, the latter has the advantage that 3D models can be recovered even using contours from one viewpoint or fragmented contours. However, recovered models were imposed to have rotational or mirror symmetries, and then they were not regarded as accurate but only as plausible.
In this paper, we propose a method for acquiring accurate 3D shape models of non-rigid moving objects directly from images. The proposed method is based on the combination of the above two approaches. Especially, we aim at the recovery of the left ventricular (LV) shapes, one of the most important types of non-rigid objects [7] . We use xray cineangiocardiograms, that is, the 2D projections of LV, as an image data source. If we use ultra-fast CT or gated MRI synchronized with an electrocardiogram, we can directly obtain 3D cross-sectional information to recover 3D models [8, 9] . However, xray cineangiocardiography still has the advantages on temporal resolution, and spatial resolution along an axial direction of tomography as compared with ultra-fast CT and gated MRI. Furthermore, LV imaging by biplane or single-plane cineangiocardiography is a procedure commonly performed in cardiac catheterization, which is a routine examination regarded as the most reliable and accurate method for cardiac diagnosis by physicians. From the clinical aspect, there is a strong need for a more accurate LV recovery method by improving conventionally used cineangiography without introducing any special examination. One of such eorts is to use the density proles [10] as well as the apparent contours of LV. The problem of this approach is the diculty of keeping the uniform density of contrast media.
Our recovery method performs the integration of apparent contours from various viewpoints in order to acquire accurate 3D models for quantitative shape analysis in cardiac diagnosis. While LV images are taken from one or two xed viewing directions in conventional cineangiocardiography, we vary viewing directions continuously when LV images are taken, which can be easily realized using conventional devises. Although such an image acquisition method was proposed previously [11] , the recovery method was quite insucient as concerns the use of spatiotemporal smoothness of cardiac motion and shape, the evaluation of matches between the extracted contours and the projections of recovered shapes, and the recovery from fragmented contours. In order to overcome those problems, we use a time-varying closed surface represented using B-spline functions having three variables (two as surface and one as time) to t directly and simultaneously to all contour data extracted from time and viewpoint varying images.
Obtaining Time and Viewpoint Varying Images
We introduce a time-viewpoint space to clarify the advantages of time and viewpoint varying images. A viewpoint can be represented as a point on a spherical surface, which can be parameterized using latitude and longitude . In the case of LV recovery using a biplane xray system, we plan to vary LAO and RAO (left-and right-anterior-oblique view) angles from 0 to 90 and from 90 to 0 , respectively. When a patient body is aligned to the polar direction of the spherical coordinate system, the variations of LAO and RAO angles correspond to the variation of longitude . When the variation of only longitude is considered, a time-viewpoint space can be dened whose axes are time t and viewpoint . We assume that an object is observed by two cameras (a biplane xray system) whose viewing directions are orthogonal and given by ( 1 (t); 2 (t)), where j 1 (t) 0 2 (t)j = 2 . The sample points for image acquisition are taken along 1 (t) and 2 (t) in tspace. If xed viewpoints are assumed, sample points in t-space are represented as shown in Fig.1(a) . If time-varying viewpoints are assumed, more uniform sampling can be realized in tspace as shown in Fig.1(b) . If we can assume both shape and motion are smooth, the recovery of more accurate 3D shapes can be expected using the combination of uniform sampling in t-space and an appropriate spatiotemporal interpolation method as compared with the combination of images obtained by dense sampling along either t or and strong constraints on object shape or motion, except for the case of rigid objects (that is, no motion) or rotationally symmetric shapes.
In general, cardiac motion can be approximated as periodic motion. When object motion can be assumed to be periodic, time-varying viewpoints are more advantageous. If observable time is long enough compared with one cycle, we can obtain dense uniform image sampling in t-space.
In LV imaging by cineangiocardiography, observable time is two or three seconds (that is, from three to ve cardiac cycles) during one injection of contrast medium. The sampling pattern shown in Fig.1(c) is realized using viewpoint variations given by ( 1 (t); 2 (t)) = ( . Dierent sampling patterns can be realized by changing viewpoint variations ( 1 (t); 2 (t)) and the sampling interval ( Fig.1(d) ). We represent time-varying 3D shapes using uniform B-spline functions. In order to parameterize a closed surface, we use spherical coordinates. We specify 3D position using latitude u and longitude v, and distance r from the origin to the direction specied by latitude u and longitude v. This means that recovered closed surfaces are limited to star-shaped surfaces with respect to the origin of the spherical coordinate system. Nevertheless, this class of surface is useful in many domains, especially in LV shape representation. Also, we assume that motion is periodic and its cycle is T 0 . 
Constraints for 3D Recovery from Contours
Given an image with known viewpoint (; ) and time t, we want to derive the constraints which relate 2D coordinates of contour points in an image to 3D position and normal on time-varying surface r(u; v; t) (see Fig.2(a) ). For simplicity, we assume that the spherical coordinate system for representing a viewpoint is coincident with the one for representing a closed surface without loss of generality. Also, we assume orthography as an image projection model. A viewing direction can be given by v = (cos cos ; cos sin ; sin ). We dene two orthogonal directions of image axes as i = (0 sin ; cos ; 0) and j = (0 sin cos ; 0 sin sin ; cos ). The optical ray corresponding to image coordinates I = (x; y) is given by P + v, where P = xi + yj, and is a scalar value. Here, we suppose that the optical ray passing through the origin of the spherical coordinate system is dened as v. Now, we derive the constraints on a surface represented by r(u; v; t), given an image contour point I = (x; y) at viewpoint v and time t. 3D position X(u; v; t) on its time-varying surface is obtained by the transformation from spherical coordinates to Cartesian coordinates. Because r(u; v; t) is the distance from the origin along 3D direction (cos v cos u; cos v sin u; sin v) at time t, 3D position X(u; v; t) is given by X(u; v; t) = r(u; v; t)(cos v cos u; cos v sin u; sin v). Surface normal n(u; v; t) at X(u; v; t) is given by n(u; v; t) = N[@X(u; v; t)=@u 2 @X(u; v; t)=@v], where
If there is an image contour point I = (x; y) with viewpoint v and time t which is a projection of an occluding contour of a surface, the constraints given by X(u; v; t) = P + v; (2) and n(u; v; t) 1 v = 0 (3) must be satised at the corresponding surface coordinates (u; v), where = X(u; v; t) 1 v, and P = xi + yj. Based on the constraints given by Eqs. (2) and (3), we formulate a method for estimating r(u; v; t).
Eqs. (2) and (3) are the basic constraints for 3D recovery from occluding contours, which are also described in [3] . In our problems, however, it is dicult to directly obtain r(u; v; t) satisfying these constraints because it is unknown what coordinates (u`; v`) correspond to the optical ray P`+ vd etermined by given image coordinates (x`; y`). In order to obtain an approximate solution, we decompose the problem into two stages: First, we use Eq.(3) to nd the correspondence between surface coordinates (u`; v`) and each optical ray determined by image coordinates (x`; y`) of a given contour point. Second, we estimate r(u; v; t) by solving a linear equation system obtained from Eq.(2). We iterate these two stages to nally obtain a solution satisfying both Eqs. (2) and (3).
We start the recovery algorithm by setting initial shape r (u; v; t).) Let m be an iteration count. We set m = 0 initially. During the rst stage, we nd tentative correspondence between surface coordinates (u`; v`; t`) and an optical ray determined by image coordinates (x`; y`) at time t`(see Fig.2(b) ). We nd this correspondence for every image contour point at every viewpoint and time. Given X (m) (u; v; t), n (m) (u; v; t), and the optical ray P`+ v`which corresponds to image contour point (x`; y`), we nd u`, v`, and `satisfying the constraints n (m) (u`; v`; t`) 1 v`= 0; (4) and P`+ `v`= `(cos v`cos u`; cos v`sin u`; sin v`); (5) where `is a scaler coecient. If we suppose that `is given, the 3D position of P`+ `vì s determined. By representing this 3D position using spherical coordinates, u`, v`, and `are uniquely determined using Eq.(5). We can check whether Eq. (4) is satised for determined u`and v`. In order to nd u`, v`, and `satisfying the constraints, we continuously vary `and search the value of `which satises Eq. , then we stop the algorithm, else we set m = m + 1 and go back to the rst stage. (Empirically, four iterations were sucient for an appropriate weight value of the smoothness constraint.)
Experimental Results
We evaluated the method using synthesized and real image sequences. The method was implemented on a SPARC Station 20. The synthesized image sequences were generated using nonrotational-symmetric time-varying shapes to simulate a diseased LV whose contraction is not uniform on heart wall. The images were generated under orthographic projection. The real image sequences were obtained by taking xray images of a balloon lled with contrast media using a biplane xray system (Siemens BICOR). We deformed the balloon shape by covering carton frames to make it asymmetric. We controlled its volume using a pump so that its time variation was periodic and similar to LV. Also, we took its CT images at several time phases and used the 3D CT models as the golden standard. In this case, perspective projection is more appropriate than orthography. However, we applied the recovery method assuming orthography 1 . We took the zero-crossing points of the r 2 G with large gradient magnitude as image edges. Our method currently cannot discriminate \spurious" edges which should be regarded as outliers. So, we manually removed these \spurious" edges. We randomly selected 25% of all the extracted edges in each image and used them for the 3D recovery. The spherical coordinate system for surface representation was selected using the following method. The axis of elongation in the projected shape was manually specied in two images from orthogonal viewpoints at the systolic phase. We use the 3D line segment determined from the two axes as z-axis of the coordinate system. The origin was set at the center of the 3D line segment. The directions of x-axis and y-axis were set to the two orthogonal directions from which the two images had been taken.
Synthesized Image Sequence
Three image sequences were generated using sampling patterns in the time-viewpoint space as shown in Fig.1 . One of these sampling patterns is shown in Fig.1(c) . The other two sequences were generated using xed viewpoints (0; . Fig.3(a) shows a part of the viewpoint-varying images. The size of each image was 2202220 (pixels). Fig.3(b) shows the shaded displays of time-varying 3D shapes recovered from the viewpoint-varying sequence. We used i 0 = 12, j 0 = 12, and k 0 = 12 as the number of knots of B-spline functions in Eq. (8), that is, the grid was 12212212. Fig.4(a) shows the convergence property for dierent values of smoothness constraint weight w s . Fig.4(b) shows the time variations of error in the recovered shapes when w s = 0:5 2 10 03 . We used the volume of the dierences between the true shape and the recovered shape as a measure of error. We further divided the volume of dierences by the true volume at each time phase to normalize the error. It should be noticed that the volume of dierences is not the dierence between the true volume and the estimated volume. That is, we did not use the dierence of volumes, but used the dierence of shapes. In Fig.4(b) , the normalized volume of dierences in the results recovered from the viewpoint-xed images highly depended on the selection of two viewpoints. We synthesized the time-varying shapes by deforming a roughly rotational symmetric shape using time-varying scale functions along three orthogonal directions. Because two orthogonal viewpoints happened to be close to two of these three orthogonal directions when ( 1 (t); 2 (t)) = (0; 2 ), the recovered shapes were relatively accurate. Nevertheless, the accuracy of the result recovered from the viewpoint-varying images was considerably higher through one cycle.
For more detailed and comprehensive analysis, we evaluated how the resulted shape was affected by the variations in the sampling pattern of time-viewpoint space, the number of knots of B-splines, and the smoothness constraint weight. Figure 5 shows the results of these evaluations. In Fig.5 , we used the normalized total volume of dierences given by R T 0 0 e(t)dt= R T 0 0 v(t)dt as a 1 The source to image intensier distance (SID) is usually about 1 meter (= 100 cm), and the radius of the image intensier is 5 inches, in which most part of the left ventricle is imaged within 4 inch ( 10 cm) radius. The maximum angle between the ray direction and the direction orthogonal to the image intensier plane is expected to be arctan 10 100 6 . Therefore, orthography can be a reasonable approximation of the xray projection processes. measure of error, where e(t) is the volume of dierence at time t, and v(t) is the volume of true shape at time t. In Fig.5(a) , the velocity of viewpoint variation and the time interval of image acquisition were varied, by which dierent sampling patterns can be realized, while the smoothness constraint weight and the number of knots were xed to 0:5 2 10 03 and 12 2 12 2 12, respectively.
The velocity of viewpoint variation is in inverse proportion to the number of the sampling points along -axis in t-space, which is also regarded as the number of observable cardiac cycles during the viewpoint variation of 90 degrees. The time interval of image acquisition is proportional to the number of the sampling points along t-axis. The number of sampling points in t-space is related to the amount of xray dose. The number of observable cardiac cycles is related to the amount of contrast media. Thus, Fig.5(a) can be regarded as showing the trade-o between the accuracy of 3D recovery and the invasion for patients. Based on the results shown in Fig.5(a) , the time interval (using which four cardiac cycles are observable during 90 degree's rotation) could be regarded as one of good compromises. In Fig.5(b) , the number of knots of B-splines and the smoothness constraint weight were varied while the velocity of viewpoint variation and the time interval of image acquisition were xed to 8T 0 and 2T 0 18 , respectively. This evaluation can be regarded as showing the trade-o between the accuracy and stability of the method. The accuracy of 3D recovery was gradually improved as the smoothness constraint weight became smaller, while the method became rapidly unstable for smaller weight than critical values depending on the number of knots due to its non-linear and underconstrained nature. The convergence became unstable for the small weight as shown in Fig.4(a) . However, it was shown that the method is well-behaved for the wide range of the weight values of the smoothness constraint.
Real Image Sequence Using Balloon Phantom
One viewpoint-varying and two viewpoint-xed sequences of real images were obtained using a biplane xray system. The viewpoint-varying sequence was generated using viewpoints variations . The grid of B-splines was 12 2 12 2 12, and the smoothness constraint weight was w s = 0:5 2 10 03 . Fig.6(a) shows a part of the viewpoint-varying images. Fig.6(b) and Fig.6(c) show the shaded displays of the time-varying 3D shapes recovered from the viewpoint-varying sequence and the CT models at the same time phases. Table 1 shows the normalized volume of dierences in the 3D shapes recovered from viewpoint-varying and viewpoint-xed sequences. We regarded the 3D CT models as true shapes. The normalized volume of dierences was around 10% at each time phase for the viewpoint-varying sequences, but it was between 20% and 30 % for the viewpoint-xed sequences. In this experiment, the balloon was deformed so that accurate recovery was dicult from any two orthogonal views, which is usual cases in a diseased LV. Thus, the advantage of the viewpoint-varying images was clearer in Table 1 . Although we used orthography as an image projection model, the results of error evaluation were regarded to be acceptable for the results of the viewpoint-varying sequences.
Discussion
For the representation of LV shape, spherical harmonics has been considered to be suitable [12, 13] . However, a recent work has shown that tting high order degree harmonics is unstable in the blank regions where no data is present because the linear system is nearly underdetermined [13] . Also in our experiments, it was shown that 3D recovery was unstable for small weight of the smoothness constraint as shown in Fig.5(b) . As an alternative representation which stabilizes the recovery results, basis functions with small support regions such as B-splines can be used by combining with smoothness constraint. Our representation belongs to this class. Zhao and Mohr used the epipolar parameterization and B-splines for rigid 3D surface recovery [3] . The epipolar parameterization [14] is uniquely determined based on viewpoints and arc length along apparent contours. Its straightforward extension to time-varying surface recovery seems inappropriate, but a similar method can be applicable by making the modications as described below. If we parameterize time-varying surface using time t, viewpoint , and polar angle v of polar coordinates of contour points in each image, the correspondence between each contour point and (; v; t) is uniquely determined when all the images have star-shaped silhouettes. However, the resulted equations for 3D recovery are nonlinear [3] . While our method needs iterations to determine the correspondence between each contour point and (u; v; t), each iteration only requires to solve a linear equation system. The potential advantage of our method is that the variation of viewpoints is not necessary to depend on one parameter such as . Thus, our method can integrate images from irregular viewpoints, viewpoints rotating around multiple axes, and so on.
Conclusion
We have developed a method for the accurate recovery of time-varying 3D shapes with known cycle. The method was based on direct tting of a time-varying closed surface represented using B-spline functions to occluding contours obtained at dierent viewpoints as well as times. We have shown considerable improvements of accuracy of the shapes recovered from time and viewpoint varying images as compared with using time-varying but viewpoint-xed images. Our nal goal is the recovery of the LV shapes in clinical setting. We are now developing a semi-automated method for edge detection from digital subtraction images through minimum user interaction [15] . Also, the system should be extended so as to deal with perspective projection based on the value of SID and the radius of the image intensier plane. 
