Abstract. A. H. Stroud has recently shown the existence of cubature formulas for planar regions which use m2 points and have polynomial precision 2m -1. In this paper, the author gives sufficient conditions for the existence of formulas using fewer than m2 points, and having polynomial precision 2m -1. An algorithm is given for computing such formulas, and is shown to be useful in a more general setting than given in the theorem. Numerical examples are given, both in terms of previously known and new cubature formulas.
Introduction.
A number of authors have attempted to use the common zeros of orthogonal polynomials in two variables as evaluation points in cubature formulas for regions in the plane. A theorem given recently by Stroud [10] shows how to construct formulas using orthogonal polynomials of degree m if they have exactly m2 distinct common zeros. These formulas approximate the integrals of polynomials of degree g 2m -1 exactly. The principal result of this paper is to give sufficient conditions for the existence of similar formulas which use fewer than m2 points.
The following notation and definitions will be used in this paper.
R2
A region in the plane. w A weight function defined, and nonnegative, on R2 such that the integrals !b, wx"/ exist for all a, ß = 0. Pd, Pi. i Polynomials of degree d. Qd, Qd. i Polynomials of degree g d.
p(c»)
-che orthogonal polynomials of the form xay* + ßm_i(x, y). Sd, 2 A subset of pairs of nonnegative integers; {(a, ß): a + ß ^ d, a, ß ^ 0} . SN A subset of Sd¡2 containing JV elements.
(*<> y.) A common zero of two polynomials.
X(SN)
The matrix having rows (x".y?, xa2y\, • • • , x"ryßT), where (a, ß) G SN, and the (Xi, y¡) are specified.
1(f) = Í*. "fi
The cubature formulas we obtain will have the form
(1) /(/) = E Akf(pk).
We say that Pd is an orthogonal polynomial, with respect to a given region R2 and weight function w, if I(PdQd-i) = 0 for all Qd-i. A cubature formula is said to have precision d if the approximation (1) is exact for all Qd and is not exact for all Pd+i. A formula is said to he fully symmetric if the appearance of a point (a, b) in the formula implies the appearance of the points (±a, ±b), (±b, ±a) with the same weight. The set of points {(±a, ±b), (±b, ±a)J will be denoted by (a, b)FS.
2. Preliminary Discussion. The following theorem was given by Stroud [10] . Theorem 1. Assume PmA and Pm>2 are two polynomials in two variables with the following properties:
(i) Each Pm,i is orthogonal to all Qm-ù and (ii) PmA and Pm¡2 have exactly m2 common zeros, vk, k = 1, • • • , m2, all of which are distinct and none of which are at infinity.
Then there exist constants Ak such that (2) /(02m-i) = ¿ AkQ2m-i(vk)
k-l for all 02m-1. Numerous examples of this theorem can be given, including both previously known and new formulas. The cross product formulas for rectangles are a special case. Some particularly interesting examples are those which effectively use fewer than m2 points by virtue of the fact that one or more of the weights are zero. The goal of this investigation is to give conditions ensuring the existence of formulas using fewer than m2 points. These formulas do not always occur as a consequence of zero weights appearing in Theorem 1, however.
The weights of the cubature formula (2) can be found by solving the linear system of equations obtained by making (2) exact for some set of m2 monomials of degreê 2m -1. Let Sm, be the set of pairs of integers corresponding to such a set of monomials. Then the only restriction on Sm, is that the coefficient matrix X(Sm.) be nonsingular. There is always such an Sm, when the hypothesis of Theorem 1 is satisfied.
Certain information about the zeros of a polynomial in one variable will be needed. The following theorem may be found in Marden [7] . Let P(f, z) be a polynomial in f and z. Consider P as a polynomial of degree m in f with coefficients which are polynomials in z. A function f(z) such that P(f(z), z) e= 0 is called an algebraic function. Algebraic functions are discussed by Ahlfors [1] , Bliss [3] , and others. Briefly, the properties of f(z) we need are as follows, f (z) is an wz-branched function, each branch of which is analytic at all points except a finite number of branch points and poles of finite order. At a branch point, f(z) is continuous, by Theorem 2, unless the coefficient of fm in P(f, z) vanishes, in which case the function has a pole at the branch point. Algebraic functions form a field, hence a rational function of algebraic functions is again an algebraic function. We especially note that the only singularities that algebraic functions can have are branch points which may be poles of finite order, and poles of finite order.
For a brief discussion of the number of common zeros of two polynomials in two variables, and other algebraic geometry involved in Theorem 1, see Stroud [10] .
3. The Main Result. For this section, let Lx denote the Legendre polynomial of degree /, with leading coefficient one. We then note that for the square whose vertices are (±1, ±1), and with unit weight function, the orthogonal polynomials p**'"1-" are given by (3) jds.m-i) (x, y) = Lk(x)Lm.k(y).
Let us consider the orthogonal polynomials L3(y) and L3(x) + \Li(x)L2(y), where X is a parameter. One can then solve for the common zeros as functions of X, obtaining the points given in Table 1 . One sees that for X £ (-9/5,9/4), one can apply Theorem 1, and obtain a cubature formula of precision 2m -1 = 5, using those points. The weights of the formula are also given in Table 1 . Table 1 Point Weight (0,.0) ( 9 9ï X e (-j , p For X = 0, we obtain the cross product Gauss formula, which has positive weights. For X = 1, we obtain Radon's formula [8] . The 7 points in Radon's formula have positive weights. For X = -4/5, we obtain an 8-point formula, which so far as the author knows, was previously unknown, and which has positive weights. As X approaches an endpoint of the interval (-9/5, 9/4), two sets of weights become unbounded and common zeros coalesce.
This type of investigation partially motivated the following theorem. Proof. Let Pi.i(x) denote the orthogonal polynomial of degree / over [a, b] with respect to u(x). Let Pt ,2(y) denote the orthogonal polynomial of degree / over [c, d] with respect to v(y). We now consider the two orthogonal polynomials over R2 with respect to w(x, y), (4) Pm.2(y).
where X is a parameter, 0 < k < m, and m + k is an even integer. The common zeros of the polynomials (4) are of the form (x¡¡, y¡), i, j = 1, • • • , m, where the y¡ are independent of X, and the xti are continuous functions of X, by Theorem 2. We first establish that there is an interval J containing the origin such that X G J implies the (x,,, y¡) are real and distinct points. For X = 0, the (xi)t y¡) are real and distinct by the properties of orthogonal polynomials in one variable (see Jackson [6] , for example). That the (x^, y¡) are real and distinct in an open neighborhood of the origin follows from continuity of the x,, and the fact that complex xtl appear in conjugate pairs. Thus, as X increases, or decreases, from X = 0, one encounters a multiple zero before one obtains complex zeros.
We must show that multiple zeros occur for a finite value of X, i.e., that J is not the entire real axis. For multiple zeros to occur, the equations in X and x,
must have a solution for one of the y¡. By the properties of orthogonal polynomials in one variable, Pm-ki2(y,) y± 0 for at least one of the y¡. We also know that no value of x is a zero of both Pk,i(x) and P'k ¡(x). Eliminating X from the system (5), we obtain
The degree of the equation is m + k -1, an odd number. Thus, the polynomial has at least one real root, x*. Since one of P4>1(x*) or P'k,i(x*) is nonzero, we can solve for the corresponding value of X, X* which is finite. In practice, one might want to find the largest interval / containing zero for which the common zeros of (4) are real and distinct. We need only be concerned here that such an interval exists, and that it is not the entire real line.
Let J denote the largest interval (it is clearly open) such that \£7 implies the polynomials (4) have real and distinct common zeros. We note that, for any finite value of X, the common zeros are finite. By Theorem 1, there is a cubature formula of precision 2m -1 which uses the points (xih y¡) as evaluation points.
We now prove a lemma which will allow us to explicitly state the form of the weights in the formula as functions of the xti, and thus as functions of X. Lemma 4. Let Sm. = {(a, ß): 0 g a, ß < m} and let (x,,, y¡), i, j = 1, • • •, m, be the common zeros of (A), corresponding to X G J. Then X(Sm,) is nonsingular.
Proof. Suppose there exists a X G J such that X(Sm.) is singular. This is equivalent to the existence of a nontrivial polynomial ô2m-2(x, y) = 12{a.ß)<sm° a<a.<i>xa/ which vanishes at every point (xiy, y¡). Thus, for every j, Q2m-2(x, y¡) is zero at xi;, i = 1, • • -, m. Since those x¿,-are distinct and ô2m_2(x, y¡) has degree gm-1 in x, we have Q2m-2(x, y¡) = 0 for j = 1, • • •, m. But the coefficient of each power of x in Q2m-2 has degree ^m -1 in y. Thus Q2m-2(x, y) = 0, a contradiction. D On the basis of Lemma 4, we may solve the weights, A ¡,( X), by making the approximation exact for monomials corresponding to elements of Sm,. Thus, we are spared any difficulties which could arise from having to change that set in the interval J.
We note that each /í¡,(X) can be expressed as a rational function of the Xi,(X). Since each xtl is an algebraic function of X, so is An.
The proof now breaks into two cases: case (i) for some X G J, one or more of the Aij(\) = 0; case (ii) for all X G J, An(X) y* 0, i, j = 1, ••-, m. Assume case (i) is encountered. Let X* G J be the smallest number in absolute value such that one or more A4i(\*) = 0. For X G (-|X*|, |X*|) all An(\) > 0, by the continuity of the An. Thus Aii(\*) = 0 for all/,./= 1, ••■, wand by choice of X*, at least one Au(\*) is zero. Thus the resulting cubature formula effectively uses fewer than m2 points. Now assume that case (ii) is encountered. We first note that for X G J, An > 0, for i, j = 1, • • • , m, by continuity. Let X* G closure (J), X* (£ J, where X* is finite. Then for some j, i, and /', x,-,(X*) = x,.,(X*). We will show that limx_x«¡xe/ Aij(\) exists for each /, j = 1, • • • , m.
Precision for constants tells us that X?,;-i ^.>(x) = 1(1), and hence each A{j(\) is bounded for X £ /. The only singularities possessed by algebraic functions are poles of finite order. X = X* is a branch point of some of the x,,(X). Since it is a pole of at most finite order, and since each An(\) is bounded as X -> X* through values in /, we see that limx-,x«;xe/ ^i,(X) exists. Let A* = limx^x.;xej A,(X), and let Numerical Examples. The proof of Theorem 3 indicates an algorithm for computing formulas using fewer than m2 points. Starting with the cross product (X = 0), one can easily compute the common zeros of the polynomials (4), then the weights, as X varies. For large values of m, the method may break down numerically since the matrix X(Sm.) is ill conditioned. One can observe the behavior of the weights to determine whether case (i) or case (ii) applies. This procedure was used in the numerical examples which follow.
In the tables in this paper, the notation (-1)0.123 • • • means 0.123 • • • XlO"1. All calculations were done in double precision on the Univac 1108 at the University of Utah. The calculations were verified by checking the error in the approximation for those monomials which were to be approximated exactly. The errors were sufficiently small that the rounded values given in the tables should be accurate to the given number of digits. Table 2 . Note that one formula has four points outside of the square. It is found that case (i) applies, and again two formulas with fewer than m2 = 25 points are obtained which have positive weights. These formulas are given in Table 3 .
A third formula is given; although it has a negative weight at the origin, it is interesting because it uses fewer points than either of the other two. We also note that not all formulas obtained in case (i) have positive weights, which emphasizes the procedure used in the proof to assure positive weights.
The formulas have precision 9. During the computations investigating the behavior of the weights, it was first thought that case (ii) applied. However, closer numerical investigation revealed that case (i) License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use applied. Because of the unexpected behavior of the weights, their values as functions of X are shown in Figure 1 . One of the two formulas is given in Table 4 , and corresponds to X* = (2)0.25455 84412 27157. The second is obtained by interchanging a and b in the evaluation points, and corresponds to X = -X*. The formulas use 14 points and have precision 7. Table 4 Weight 0.11303 28614 59250 with the same restrictions on k. Which of the two sets of polynomials to be considered in practice might depend on the desire to preserve some symmetry. Let us consider two situations which might lend themselves to a treatment similar to the proof of Theorem 3.
(51) Suppose we have under consideration the square [-a, a] X [-a, a] with weight function w(x, y) = u(x)u(y), where u(-x) = u(x). Since the region and weight function are fully symmetric, it would be desirable to obtain a fully symmetric formula of precision 2m -1 which uses fewer than m2 points. Accordingly, if P, is orthogonal to all Qi-i on [-a, a] with respect to u, we could consider the orthogonal polynomials (7) Pm(x) + \Pk(x)Pm-k(y), PJy) + \Ph(y)Pm-k(x), where m + k is even. The zeros are fully symmetric, and if they are distinct and finite, the cubature formula obtained by Theorem 1 is also fully symmetric, since it is unique. (52) Suppose R2 is not a rectangle, and/or w(x, y) is not a product of functions x and y, respectively. However, suppose that there are orthogonal polynomials P",i(x, y) and Pm,2(*, y) which satisfy the hypothesis of Theorem 1. Further, suppose the common zeros are real, and the weights of the associated cubature formula are all positive. One could then consider the polynomials (8) Pm.i(*, y) + XPm,3(x, y), Pm. 2(x, y) or the polynomials The question in both situations is the same. By varying X, can one obtain a cubature formula of precision 2m -1 which uses fewer than m2 points, either through zero weights or coalescence of common zeros? A completely satisfying answer is unknown at this time. We will discuss each situation in turn, the first being the simpler. We note that in either case, complex zeros appear in conjugate pairs, since
Qd(x, y) = Qd(x, y).
Let X* be a point where the common zeros of (7) are distinct. According to van der Waerden [13] , the Jacobian is nonzero at each common zero. Hence, one can apply the Implicit Function Theorem (see Bochner and Martin [4] ) and conclude that the common zeros are analytic functions of X in a neighborhood of X*.
Assume that the leading coefficients of the P¡ are all one. Then, a common zero at infinity would have to satisfy the following: and we see that this would require X2 = 1. Thus, for X = ±1, the polynomials (7) have common zeros on the line at infinity. Let J denote the largest interval containing the origin such that X £ J implies the polynomials (7) have m2 real, distinct, and finite common zeros. Unless case (i) is obtained (zero weights), it would be necessary that J be properly contained in (-1, 1) . If that were the case, we would also need the common zeros to be continuous functions of X at the point X* where some of the common zeros coalesce. The analogue of Theorem 2 for common zeros of two polynomials in two variables was not found in the literature. Forsythe [5, p. 212] proves a partial analogue of Theorem 2, where only the constant coefficients are allowed to vary. It is expected that the full analogue is true, but at the present we must make that assumption. We would also need to know that the limits of the weights as X -> X*, X £ J, exist; In the second instance, one can tell nothing about the behavior of the common zeros of the polynomials (8) or (9) as functions of X. Again, they are analytic in the neighborhood of any value of X which yields m2 distinct common zeros. Let J be defined as before, and assume continuity at a point where common zeros coalesce. Assume case (i) does not apply or we are finished. If case (ii) applies, we need J to be a proper subset of the real line; we need the common zeros of (8) or (9) to be uniformly bounded in a subinterval J' of J having a finite endpoint X*, which is also an endpoint of J. Again the limits of the weights X -» X*, X £ /, would have to exist to obtain the desired result.
We see that the first situation is contained in the second, although more can be License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use determined in the first situation. The above ideas can be incorporated into a theorem which is primarily useful as a guide to computations in search of cubature rules of precision 2m -1 using fewer than m2 points.
Theorem 5. Suppose PmA and Pm,2 satisfy the conditions of Theorem 1 and that Pm,3 and Pm,4 are orthogonal polynomials, neither of which is the same as Pmil or Pm,2. Further, suppose that the common zeros ofPmA andPm¡2 are all real and that the weights of the associated cubature rule are positive. Let J denote the largest interval containing the origin such that X £ J implies the common zeros of the polynomials (8) or (9) (a) that for X* £ closure (J), X* (£ /, the polynomials (8) or (9) have a finite number of common zeros, none of which are at infinity; (b) the common zeros are continuous functions of X at the point X = X*; and (c) the limits of the weights as X -> X*, X £ J, exist.
Then there exists a cubature formula of precision 2m -1 for R2 and w which effectively uses fewer than m2 points, and which has positive weights. where L, is the Legendre polynomial with leading coefficient one. The common zeros, and thus the cubature formulas, are fully symmetric. For X £ (-27/35, 189/385), the common zeros are distinct and finite. In this range, the weights of the corresponding cubature formulas are always positive. In the limit, as X -» (189/385)-, one obtains Tyler's formula [12] , given in Table 5 . For X = 189/385, the polynomials (10) have multiple zeros on the x and y axes. If one takes the limit as X -» (-27/35)+, one obtains a 13-point formula due to a coalescing of 4 zeros into the origin. Four of the points are outside the square, as can be seen in Table 6 . The formulas in Tables 5 and 6 have precision 7. The formulas obtained are fully symmetric. It was found that case (i) was obtained for a range of values for p.
For p ^ -0.53880 66531 67134, X = 0, a 21-point formula of precision 9 is obtained by virtue of a set of four weights (say Ai) being zero. We note that this formula has a negative weight at the origin. Now letting p decrease, and finding a corresponding X such that Ax = 0, we eventually find that corresponding to p = -0.75540 45432 80930, X S 0.29165 21592 17893, the weight at the origin has increased to zero, thus yielding a 20-point formula. The formula is given in Table 7 , and was previously given by Rabinowitz and Richter [9] , who computed it by a different method. Table 7 ( For X = 0, m = -0.39506 17283 95062, a 24-point formula is obtained through the weight at the origin being zero. By decreasing p and selecting X to maintain a zero weight at the origin, we expected that the formula of Table 7 weights are zero, which yields a formula with a different disposition of points than that obtained by Rabinowitz and Richter. The formula is given in Table 8 . Table 8 Point Appell and Kampé de Feriet [2] , and may be found in Stroud [11] . We consider the common zeros of two polynomials of the form in an attempt to find a formula of precision 7 which uses fewer than 16 points. The form of the polynomials (12) was chosen to obtain a formula with the same symmetry as the region, i.e., if (a, b) £ R2, then (b, a) £ R2, and if (a, b) is a common zero of (12) , so is (b, a). Including P4,6(x, y) in the first and P4 tl(x, y) in the second polynomial leads to no more generality than the above.
We found that the common zeros of (12) for t = 1, X = p = y = 0 are all real, distinct, and inside the triangle. However, the cubature rule obtained by using these points has two negative weights. By decreasing X, decreasing p, or increasing y, while maintaining t = 1, and the other two of X, p, and y at zero, it was found that the two negative weights increased, and became zero for some value of each of the three parameters. Thus, three different 14-point rules can be obtained in this manner, each of which has positive weights and one of which has all its points interior to the triangle. The latter formula is given in Table 9 . Using the same procedure as in Example 5, an attempt was made to obtain a formula using fewer than 14 points. One approach which was used, but without success, was to start with the formula given in Table 9 , change X slightly, and obtain a new 14-point formula by proper choice of p. Because this is simply a trial and error method, a complete investigation was impractical. However, it appeared that one of two things would happen: (1) a common zero would tend to infinity; or (2) a common zero would coalesce with the common zero which had a zero weight. Thus, the effort failed to improve on the results indicated by Theorem 5.
The same procedure was tried, starting with a 14-point formula occurring for X = -0.08, p ^ (-2)0.71524 25347 51567. This formula is given in Table 10 . While the disposition of the points is similar to that of Table 9 , the zero weight occurs for a "different" point, as determined by its position relative to the other points. The points in the formula are interior to the triangle, although the two common zeros with zero weights are outside the triangle. Again no formula with fewer than 14 points was obtained, for the same reasons as in the other attempt.
A very large number of 16-point formulas were computed for various values of X, p, Table 9 Point Weight 
