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Conditions are investigated which imply the tightness of certain weighted sums 
xr= I a,$‘, of random functions (X,) taking values in D(I0, 11; E), where E is a 
separable Banach space. Improved weak laws of large numbers result as corollaries. 
Examples are presented to clarify the relative strengths of the moment conditions 
and their relationship to tightness and the strong law of large numbers. A tightness 
condition is defined using a certain class of sets measurable in the Skorokhod 
J,-topology, which yields J,-tightness of sequences of weighted sums. As a conse- 
quence, tightness of a sequence (X,) in the Skorokhod M,-topology is used to 
obtain J,-tightness of a sequence (x”) of averages and a strong law of large 
numbers in D(R+). 0 1991 Academic Press, Inc. 
1. INTR~D~JCTI~N 
In this paper we examine the convergence in probability or almost surely 
of weighted sums of random functions (r.f.s.) in a space D( [0, 11; E), where 
E is a separable Banach space. We restrict ourselves to the compact 
domain [0, l] for clarity and ease of exposition. In the case of results 
involving solely the Skorokhod J,-topology, extension to say, D(R + ; E) 
proceeds along familiar lines, using the results of Stone [lo] and Lindvaal 
[S]; see also the treatment of Jacod and Shiryaev [4, Chap. VI]. 
In Section 3 we define conditions on the mean oscillation of a sequence 
(A’,) of r.f.s. in D, which are sufficient to imply tightness of certain sequen- 
ces (S,) of weighted sums S, = Err i uniXi of those r.f.s. Weak laws of large 
numbers (WLLN) for the sequence (A’,) are then obtained via Prokhorov’s 
theorem. 
In Section 4 examples are adduced to show the relative strengths of our 
conditions and clarify their relationship to the strong law of large numbers 
(SLLN). In Section 5, sufficient conditions for tightness of weighted sums 
are given in terms of the Skorokhod M,-topology. 
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2. NOTATION AND PRELIMINARIES 
In this section we introduce some notation and conventions that will be 
used throughout the paper. 
E will denote a separable Banach space, /I. 11 its norm, or 11. IIE if there 
is any danger of confusion. D = D( [0, 11; E) is the space of cadlag (i.e., 
right-continuous with left-hand limits) functions on [0, l] with values 
in E. When E = R, we write simply D[O, 11. For XE D we write 
llXllm=SUPo<r<1 x 
[l]) w,(A) :=s,d (z)‘lY 
and for A c [0, l] write (following Billingsley 
s,rc/l Ilx(s)-x(t)ll. 
A finite partition of [0, l] will be denoted by n, with rc = { Zi},“: r, 
zj= [tjpl, lj), j= 1, . ..) k, - 1, Zk, = [tk,- r, 11. In such a context, j will 
always range from 1 to k,. The word “finite” will always be understood in 
reference to a partition 71. A partition is said to be b-coarse if minjlZjl = 
min(tj-t,_,}>6 and h-fine if maxjIZj~=max{tj-tj-1}<6, where 111 
denotes the length of the interval I. 
We define, for a partition rc and x E D, the modulus 
w,(n) :=max w,(Zj)=max sup [lx(s)-x(t)ll. 
i i s,rt I, 
Following [ 1 ] we have the modulus, for x E D and 6 > 0: 
w>(6) :=inf{w,Y(7c): 71 is &coarse). 
All sequences, barring indication to the contrary, are indexed by the 
natural numbers N= { 1, 2, 3, . ..}. and we use the abbreviation “a.a.n” 
(“almost all n”) to mean “for all but finitely many n.” For a set A, 1, is 
the indicator function of A (equal to 1 on A, 0 off A). 
DEFINITION 2.1. A sequence (X,) of r.f.s. in D is said to be 
1. stochastically bounded, if to every E > 0 there is c1 such that 
SUP p[ Ilx,ll cc > al < E; 
n 
2. uniformly integrable, if to every E > 0 there is CI such that 
su~ECIl~,ll, lc,,xn,,l>x,l 6~; n 
3. tight, if to every E > 0 there is a compact set Kc D such that 
sup P[X, 4 K] < E. 
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Of course tightness (uniform tightness) of a sequence is relative to a 
topology on D. Skorokhod [9] defined several topologies which can be put 
on D, and we shall make explicit in each case which topology we are 
dealing with; e.g., x, -% x denotes weak convergence in the J,-topology, 
x, --% x denotes weak convergence in the uniform topology, etc. For 
details of these topologies we refer to Skorokhod [9]. 
A set A c D is relatively compact if its closure is compact; we thus refer 
to U-relative compactness, J,-relative compactness, etc., of a set A. 
3. TIGHTNESS OF WEIGHTED SUMS 
We define the following condition on a sequence of r.f.s (X,) in D: To 
every E, q > 0, there is a partition rc of [0, l] such that 
for a.a.n. (3.1) 
Note that (3.1) defines a truly asymptotic property, since it does not 
necessarily hold for a single r.f. (which would allow for the finitely many 
initial subscripts n to be filled in and have it then hold for all n). 
We state a corresponding property utilizing moments: To every E > 0, 
there is rc such that 
Ew,(~c) < E, for a.a.n. (3.2) 
Of course, (3.2) implies (3.1) and is equivalent to it if (X,) is uniformly 
integrable. Condition (3.2) is the asymptotic version of the condition (MT), 
which was introduced in [2]. 
Condition (3.1), together with stochastic boundedness of a sequence (X,) 
of r.f.s. in D, implies tightness, as is seen using the characterization of tight- 
ness [l, Theorem 15.21 and writing P[w>*(b) > E] < P[wxn(n) > E]. 
The following lemma, similar to Dynkin’s criterion for tightness of 
measures in C[O, 11, provides an alternative sufficient condition for condi- 
tion (3.1) to be satisfied. 
LEMMA 3.1. Let (X,,) be a sequence of stochastically bounded random 
functions in D. Then (X,) satisfies condition (3.1) if, to every E, q > 0, there 
is 0 < S < 1 and a b-coarse partition x such that 
max P[ w,(Zj) > E] < 16, for a.a.n. (3.3) 
i 
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ProoJ: Given E, r) > 0, find 6, TC such that (3.3) holds. Now 
P[wx,(71) < E] = P[max ~‘~~(1~) GE] 
i 
= 1 -P u {w,“(zi)>E} 
i 
2 1 - 2 PIW,“(lj)>&] 
j= I 
31-~6[6-1]>l-Y/, for a.a.n, 
using the fact that 71 is &coarse ([ .] is the greatest integer function). 
Equation (3.1) follows. 1 
Condition (3.1) is implied by the following: To every q > 0 and 6 > 0, 
there is a S-coarse partition rr such that maxj Ew,(lj) < ~6, for a.a.n. Two 
further conditions, one weaker and one stronger than this, which are used 
to obtain the tightness of certain weighted sums of the r.f.s. of a sequence 
(X,), are the following, from [2, 12, S]. We formulate the conditions here 
for an arbitrary 0 < p < CO. 
DEFINITION 3.2. A sequence (X,) of r.f.s. in D satisfies condition (mt),, 
0 < p < co, if to every E > 0, there is a partition rc such that 
max E sup /IX,(s) - X,(r)11 p < E, Q~EN. 
i 3. f E I, 
For (~t)~, we write simply (mt). 
DEFINITION 3.3. A sequence (X,) of r.f.s. in D is said to be LP-tight, 
O<P<~, ifswo<,,l~llX,ll . . < 03 and to every E > 0, there is a partition 
71 such that 
max sup EllX,(s) - X,(t)11 p <E, QneN. 
i J,lE I, 
THEOREM 3.4. Let (X,,) be a sequence of independent, uniformly 
integrable random functions in D satisfying (mt). Let (a,,), i= 1, . . . . k,, 
n E N, be an array of real numbers satisfying 
k” 
1. 1 (a,J <Cc CO, Q~EN, and 
i= I 
2. max 1~~~1 + 0, as n + co. 
IGi<k. 
Let S, = Cy= 1 a,,X,. Then (S,) satisfies condition (3.2) and hence is tight. 
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Proof. For B c D, write X7 = Xi1 cX,EB‘,. Let E > 0 be given. By 
uniform integrability, choose B to be a ball with center at the origin and 
radius large enough so that 
Ellx:II m < 6 VnEN. 
By (mt), choose a partition 71 such that 
max Ew X,( Zi) < E, VnEN. 
I 
By sub-additivity, 
wS,(zj)d f$ Iani wX8tzj)~ 5 Iani Cw,tf(‘j)+ wX~tzj)l 
i= 1 i= 1 
Q $ Iani Cw~~(zj)-Ew*~(zj)l 
i=l 
+ max CEw,(Z,) + 2 ‘$ la,,J EllX”Il, 
i= l.....k, i= 1 
k. 
< 1 /anil r;+ c&+2cE, 
i= 1 
(3.4) 
with Y{= w,B(Z~)-EW,S(Z~). Since (Y{) is a sequence of centered, 
uniformly bounded independent random variables, it follows from 
Rohatgi’s weak law for weighted sums ([7, Theorem 11; see also [ 11, 
Theorem 3.4.9 J) that Sj, = x2, /anil Y{ & 0. 
Since rr is a finite partition, max, S/ --% 0. Since (Imax $1) is a 
uniformly integrable sequence, E[max, Si,] -+ 0, as n -+ 00. Hence from 
(3.4), E maxi w,“(Zi) d E max, Sj, + 3C.s < E + 3Cs, for a.a.n. Since E is 
arbitrary, this shows that (S,) satisfies (3.2). 1 
The hypothesis (mt) can be weakened to El-tightness if uniform 
integrability is strengthened to the following condition (see Theorem 2.1 of 
PII: 
(T) To every E > 0, there is a compact set Kc D such that 
sup, EII x,1 LX, 6 K, II 00 < E. 
The following results serve to clarify the conditions (mt), and 
LP-tightness. 
LEMMA 3.5. Let (Y,,) be a sequence of (real-valued) random variables 
such that Y,, E Lpo, Vn, for 0 < p,, < 00. Zf (I Y,,l PO) is uniformly integrable and 
if lim supn _ m E(Y,,IP=O, for some p, O<p<p,, then limsup,,, 
El Y,,] p’ = 0, for all p’ with p < p’ < pO. 
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Proof. If lim sup,, El Y,l p’ > E > 0, then, on a subsequence which we 
again denote by (n), we have El Y,l”‘> E, Vn. By uniform integrability of 
(I Y,,Ipo), there is cc>0 such that El Y,Jp’ 1 c,r,,,23 <s/4, VK Now by 
assumption lim sup,, _ cc E( Y,J p -C E/~c?-- p. But this implies 
WnlP’=N’nIP’ l,,,,>.,+W’nIP’ lc,yn,G., 
<d4+ElY,lP IYnlp’~pl[,y”,<l, 
<&/4+CI~‘-pElYnl~ 
< E/4 + E/4 = E/2, for a.a.n, 
a contradiction. 1 
PROPOSITION 3.6. Let (X,) be a sequence of random functions in D such 
that (IlX,,ll~) is uniformly integrable, O<p,< 00. Then, if (A’,,) satisfies 
(mt), for some p E (0, PO], it satisfies (mt), for every p E (0, pO]. 
Proof. If (X,) satisfies (mt), it clearly satisfies (mt)p. for 0 < p’d p. 
Let p < p’< pO. We show that (mt),, holds. If it does not, then there is 
E > 0 such that, to every partition rc, there is n EN such that, for some 
subinterval Ii, we have 
ECw,U,)lp ’ 6. (3.5) 
Now since (mt), holds we have, for every kEN, a partition nk such that 
max E[w,(Z,““)lP < k-‘, VnEN. 
i 
But for rrk, we have from (3.5), an n,EN such that, for an Z;, 
E[W,k(z~)]p’ > E. 
Put Y, = wX,,(Zz); then EYP,’ > E, Vk E N, but EY$ < k-l; i.e., we have 
lim sup EYP,’ 2 E, but lim sup EYP, = 0. 
kdcc k-m 
This is impossible by Lemma 3.5, since (Y,) satisfies the conditions of 
that lemma: Yp= [~~,,(Z~)]~“~2~~l~X,,l~~ and so (Ypko) is uniformly 
integrable, since llX,ll$ is. 
Hence (3.5) is false and to every E > 0, there is a partition n such that 
maxi E[w,(Z,)]~ <E, Vn EN; i.e., (X,,) satisfies (mt),.. 1 
By a similar argument we have the following. 
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PROPOSITION 3.7. Let (X,) be a sequence of random functions in D such 
that (IlX,II”,) is uniformly integrable, O<p,< a~. If (X,) is LP-tight for 
some p E (0, pO], then it is LP-tight for every p E (0, p,,]. 
Condition (3.1) implies tightness of a sequence (X,,) of r.f.s. If the linite- 
dimensional distributions (lidis) of the X, converge to those of a r.f. X, then 
(3.1) implies, by Prokhorov’s theorem (cf. Cl]), weak convergence of X, to 
X. If X is stochastically continuous, then convergence in law of X,(t) to 
X(t) for each t E [0, l] implies convergence of the lidis of X,, to those of X. 
Thus, if (3.1) holds for a sequence (X,) and if X,(t) --% 0 for every t in a 
dense set of [0, 11, then X, -% 0 in the Skorokhod J,-topology on D and, 
since the limit is continuous, IlX,II yj --% 0. 
THEOREM 3.8. Let (X,,) be a sequence of independent, uniformly 
integrable random functions in D satisfying (mt),, for some 0 < p, and let the 
sequence (a,) of constants be as in Theorem 3.4, and S, = Ck 1 a,,X,. If 
S,(t) --% 0 for every t in a dense set of [0, 11, then JIS,(I cc -& 0. 
ProoJ By Proposition 3.6, (X,,) satisfies (mt). By Theorem 3.4, (S,) 
satisfies condition (3.2), hence (3.1). The conclusion follows by the above 
argument. 1 
COROLLARY 3.9 (WLLN). Let (X,) be a sequence of independent, 
uniformly integrable random functions in D satisfying (mt). Let 
Fn = n ~’ C’= 1 (Xi - EXi). Zf Y,Jt) 4 0 for every t in a dense set of [0, 11, 
then )I Fn,II m * 0. 
COROLLARY 3.10 (WLLN). Let (X,) be a sequence of independent ran- 
dom functions in D satisfying (mt) and such that (/X,/l,) is bounded in 
probability by a random variable, i.e., P[ II X, I( o. > a] d P[ I XI 2 a], for all a, 
where X is a random variable with EJXI < 00. Then II FJI m -A 0, where 
?~=nnl~~=l (Xi-EX,). 
ProojY II FJt)ll --% 0, Vt, by Rohatgi ([7, Theorem 11; see also [ll, 
Theorem 3.4.91). 1 
4. EXAMPLES 
If a sequence (X,) of random functions in D satisfies the hypotheses of 
Theorem 3.8, weak convergence S,, -& X, where X is stochastically con- 
tinuous, of the weighted sums S, = Ck 1 uniXi is obtained if S,(t) 2 X(t) 
for every t in a dense subset of [0, 1). In particular, since the hypotheses 
of Theorem 3.8 remain fulfilled when the r.f.s. are centered, weak 
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convergence of the centered sums S, = Cp= i ani(Xi( t) - pi(t)) to zero for 
each t in a dense subset of [0, l] yields a weak law of large numbers 
S, = Ck, , an, ( Xi - pi) A 0. Similar techniques, utilizing slightly stronger 
hypotheses and pointwise almost sure convergence yield strong laws ([8]). 
Tightness is neither necessary nor sufficient for the law of large numbers, 
even in the real-valued case. Tightness in the real-valued case reduces to 
stochastic boundedness. In the infinite-dimensional case, tightness imposes 
further conditions on bounded random functions. The question of con- 
vergence of weighted sums of random elements in an infinite-dimensional 
space, such as D, can be broken up into two separate problems: (1) the 
real-valued problem of controlling the growth of (liX,II,); (2) the essen- 
tially infinite-dimensional problem of convergence of sums x2, a,,Xi of 
uniformly bounded random elements (X,). We thus restrict attention in 
this section to random functions uniformly bounded by 1, i.e., for which 
qW,/l, < 1, as. 
In the case of a deterministic sequence (x,) in D, both (mt) and Lr-tight- 
ness reduce to implying that (x,) is concentrated on a subset of D which 
is relatively compact in the uniform topology on D. Thus, tightness in D 
(in the J,-topology) implies neither (mt) nor L’-tightness. And, as the 
following examples show, neither (mt) nor L’-tightness implies tightness of 
a sequence (X,) of random functions. We take E = R. 
EXAMPLE 4.1. L’-tightness is strictly weaker than (VU). On [0, 11, for 
each n EN, define the partition 
z (k- 1)22”?- 1 (k- 1)22”-‘+j ,= 
n.k.1 2 2” j, k = 1, . . . . 22”m’. (4.1) 
We make the convention that whenever one of these intervals has 1 as an 
endpoint, it is closed on the right by adding the point 1. Define 
Jn,k=[$,;), k=l,..., 2”. 
Thus {J,+: k = 1, . . . . 22”} is another labelling of the set {In&j} of intervals, 
and we have 
Jn.k= i]; zn+l,k,j, k = 1, . . . . 22”. (4.2) 
j= 1 
Thus given the partition rc,, of (4.1) for n, the partition 1z,,+ 1 for n + 1 is 
formed by dividing every interval of rc, into as many subintervals as there 
are intervals of rr,, namely, 22”, yielding a partition rr,+ I containing 22”” 
CONVERGENCE OF WEIGHTED SUMS 327 
subintervals. Thus each subinterval J,,k of partition rcn is a union of 2*” 
contiguous subintervals of partition 71, + 1. This structure provides the kind 
of mesh that contains the fine structure that allows L’-tightness to hold, 
and permits an easy inductive demonstration that the SLLN fails for the 
independent, centered sequence (X,) of r.f.s. defined below. 
For each n, let 
(4.3) 
Thus x,, j is constant, and equal to 0, 1, or - 1, on each of the intervals 
J y k, for k = 1, . . . . 
bihty (2’“-’ 
2*’ and v = n, n + 1, . . . . 
for j= 1, . . . . 2*“-’ 
Now let Y, = x,,~, with proba- 
- 1)-l, - 1, and let the sequence (Y,) of 
random functions be independent. Finally, let X, = E, Y,,, where E,= k 1 
with probability i each, and (E,) is an independent sequence, independent 
of (Y,,). Thus, (A’,) is independent and centered. 
(A’, ) is &-tight. Given E>O, let n,>2 be such that 2*“O-‘> E-I. Let E 
be the partition consisting of (Jfl,,k: k= 1, . . . . 22”). For an arbitrary k, fix 
s, tE Jn,,,k. Now for n > n, + 1, P[X,(s) # 0] < 2(2*“O - l)-‘, the Lebesgue 
measure of that part of J,,o,k, where any realization of X, differs from 0, i.e., 
is 1 or - 1; similarly for t. Thus, for n 2 n, + 1, 
W,(s) - x,(t)1 < 2P[X”(S) #x,(t)] 
< 2P[X,(s) # 0 or X,(t) # 0] 
d 2P[X,(s) #O-j + 2P[X,( t) #O] 
=(4)(2)(2*“-l)-‘<(2*“‘-I)-‘<&. (4.4) 
Now for n <n,, X,(s) = X,(t), for all s, t E J,,o,k, since for n <n,, j,,,,k is 
contained in some interval Jn,kz. Thus, EiX,(s) --X,,(t)1 =0 in this case, 
and (4.4) holds for all n. 
Thus, given .s>O, there is a partition x such that 
sup max sup EIX,(s) - X,(t)1 < E, 
i s, I E I; 
for all n EN, which is L’-tightness. 
However, (mt) fails, since for any partition z of [0, 11, n, can be chosen 
such that 2-‘“O is less than the length of the smallest subinterval of z Then 
the smallest subinterval of 7t will contain some Jno.kr for some k, and for 
this k, 
sup IX,,(s) - X,,(t)1 = 2; 
s, I E J”,, k 
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i.e., for partition n, 
sup max E sup IX,,(s) - X,,(t)1 2 2. 
n i s, t E 1; 
Since x was an arbitrary partition, (mt) fails. 
The strong law of large numbers fails for (X,,). Consider any realization 
of (X,). Choose t, E [0, l] with X,(t,) = 1. Suppose there is t, such that 
X,(t,)= ... = X,(t,) = 1. (4.5) 
If t, E Z,, j,k, then (4.5) holds for any other t E Z,, j,k, because A’, , . . . . X, are 
all constant (and = 1) on all of Z,,,,k. Now X, + i(t) assumes all three 
values 0, 1 and - 1 as t ranges over Zn,j,k, by (4.2) and (4.3), since Zn,j.k is 
some Jn,ks. Thus t, + i can be chosen in Z,,i,k such that 
Xl(tn+l)= ... =Xn+l(tn+,)= 1, (4.6) 
and the induction is complete. To every n there is t, E [0, l] such that 
z”(t,) = 1, and this holds for every realization. Thus llX,,llco = 
SUPO<,<l IXnl= 1, a.s., and the SLLN fails. 
This shows that L’-tightness requires something more for the SLLN; 
Theorem 2.1 of [8] shows that tightness will do. 
EXAMPLE 4.2. L’-tightness (and hence (mt)) is not necessary for the 
SLLN in D[O, 11. Consider (A’,) with 
Xn=&,l [l/2 + l/n, 11 ’ n = 3,4, . . . 
and Xi = X, = 0, say, where (E,) are independent, E, = + 1, with probability 
f each. L’-tightness fails: pick any partition; then on the subinterval 
containing 1, IX,(s) - X,( t)l =a.s. 1, for certain s, t, for a.a.n. But the 
SLLN holds. For Xa = n-’ x1=, Xi, it is enough to show that 
tu; 1 P[ llxnll o. > E] < co, for every E > 0 (this is complete convergence). 
P[I(~J,>E]=P[ max I&,+ ... +~~l>n.s] 
k= l.....n 
<ne4ce4E( max IE~+ . . . +E~[)~ 
k= l,...,n 
dKnp4ep4E((c1+ . . . +E,I)~, 
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where K= ($)“, using the fact that (j&r + ... + skl)i= 1 is a positive submar- 
tingale (cf. [3, Theorem 3.261). Thus 
P[I(XnI(,>~]<Kn-4~-4 nE.z:+4nTE$E: =O(n-*) 
[ 
n-l 1 
and, hence, Cz 1 P[ 11XJ m > E] < co. 
5. TOPOLOGIES AND SUFFICIENT CONDITIONS FOR 
THE LAW OF LARGE NUMBERS IN O[O, l] 
DEFINITION 5.1. A set A cD[O, l] is said to satisfy condition(R) if 
to every E >O there is 6 > 0 such that /lx(t) -x(s)11 < /x(u) -x(s)11 + E 
whenever O<s6t<u<s+661, for every XEA. 
Denote by 9 the collection of all J,-measurable subsets A of O[O, 11, for 
which condition (R) is satisfied. 
DEFINITION 5.2. A sequence (X,) of random functions in O[O, 1 ] is said 
to be W-tight if, to every E>O there is A ~9 such that P[X,$ A] <E, 
VnEN. 
The notation “(R)” comes from R. Ranga Rao, who defined and used 
this condition in [6]. 
LEMMA 5.3. Zf (X,) is a sequence of random functions in D[O, l] such 
that P[ X,, E A] = 1 for some A E 9, and if (X,,) satisfies the condition: To 
every E > 0 and every S > 0, there is a d-fine partition 71 of [0, l] such that: 
max ElLW,+ 1 - 0) - xd~j)ll <E, VnEN; (5.1) i 
then (X,) satisfies (mt). 
Proof: Given a>0 find 6>0 such that s6 t<u<s+6 implies 
11x(t) - x(s)\1 < 11x(u) - x(s)11 + E, Vx E A, and then find z, Mine, such that 
(5.1) holds. Then 
max EwX~(lj) < 2 max E sup IlX,,(t) - X,(tj)(( 
i i I E I, 
< 2 max EllX,(t,+ 1) - X,(t,)ll + 2~ < 4~. 
i 
Since E is arbitrary, this is (ml). # 
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hOPOSITION 5.4. Let (X,,) be a sequence of independent random 
functions in D[O, l] which is uniformly integrable, satisfies condition (5.1), 
and is &?-tight. Let (a,,), i= 1. . . . . k,, n E N, be an array of real numbers 
satisfying 
1. CftY, la,il6C<@3; 
2. max,.,.,,, LA +O, as n+ a. 
Zf S, = Ck, 1 aniXir then (S,) satisfies (3.2) (and thus is tight). 
ProoJ Let E > 0 be given. Letting B, denote the ball of radius r centered 
at the origin, by uniform integrability choose r large enough so that 
Ell~rlll, l[X,~B,, <&/K VnEN. (5.2) 
By W-tightness choose A E g such that 
P[ X,, $ A] < E/6Cr, VnEN. (5.3) 
Decompose (X,) as follows: A’, = X,” + A’:‘, where X,” = A’, 1 tXEAI. Then 
s,=s,A+s;;ll, where S,A = cf= 1 a,,,X;4, and St’ = Cp= I a,,Xf’. By 
Lemma 5.3, (X;;‘) satisfies (mt) and hence by Theorem 3.4, (St) satisfies 
(3.2). 
Thus, there is a partition rc such that 
Now 
max E sup I/St(s) - S,“(t)// <e/3, for a.a.n. 
I S.,El, 
max E sup II&(s) - S&)ll 
J s, f E I, 
< c/3 + max E sup 11 S:‘(s) - S,“‘(t) 11 
i s,rcr, 
<c/3 + 5 [anil max E sup (IX;‘(s) - Xf’(t)(l 
r=l i s,*sl, 
GE/~ +2 t la,J EIIX:‘(I, 
1=1 
=~/3+2 t I4 C~II~~‘~CX,EB,lII~+~II~~C~~x,~~~,ll,l 
i= 1 kn 
< ~13 + 2r c la,,J P[ X, 4 A] + 2C(&j6C) < &/3 + ~13 + ~13 = E, 
i=l 
using (5.2) and (5.3). Since E is arbitrary, (S,) satisfies (3.2). [ 
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Proposition 5.4 yields a WLLN whenever its hypotheses are satisfied for 
a sequence (A’,) and IlX,(t)ll L 0 on a dense set of ?E [0, 11. For (X,) 
uniformly integrable, (mt) is enough for (3.2) to be satisfied, and it is 
implied by condition (5.1) of Lemma 5.3 whenever (X,) is concentrated on 
a set A E 9. 
When is a set A in B? One suflicient condition is J,-relative compact- 
ness: the defining condition (R) was derived directly from the modulus 
w.:(6) (see [l, p. 1181). But even for A bounded, (R) is far from J,-com- 
pactness. Taking E= R it is immediate that any set A consisting of 
monotone functions on [0, l] belongs to 9. 
Condition (R) is a consequence of the conditions satisfied by the 
modulus w,!(6) (or A,,(& X) in Skorokhod [9]) on a set A c D[O, l] if A 
is Jr-relatively compact. But a condition similar to (R) can be defined from 
“right to left”: [lx(t)-x(u)11 d /lx(s)-x(u)/1 +E whenever s<tdu<s+b, 
for every x E A. The conjunction of this condition and (R) can be expressed 
as follows: s < t < 24 < s + 6 implies 
maxi Ilx(t) - x(s)ll, ll.4~) - x(t)ll ) 6 IMu) - x(s)ll + E, VXE A. 
Now it is not a difficult exercise to show that this is in turn equivalent to 
the following: To every E > 0, there is a 6 > 0 such that 
lb(t) - -+)ll + lb(u) - x(t)ll 6 x(u) - x(s)ll + E (5.4) 
whenever s < t < u <s + 6, Vx E A. But (5.4) is just the condition that, for a 
bounded set AcD[O, 11, together with two conditions to take care of 
behaviour at the points 0 and 1, characterizes relative compactness in 
the Skorokhod MI-topology (cf. [9, 2.7.3, p. 279; cf. also Remark 2.3.3 
p. 2691). 
Thus Proposition 5.4 yields the following result. 
PROPOSITION 5.5. Let (X,,) be a sequence of independent random func- 
tions in D[O, l] which is uniformly integrable, is tight in the Skorohod 
M,-topology, and satisfies condition (5.1) of Lemma 5.3. Then (X,,) satisfies 
condition (3.2) and hence is tight. 
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