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a b s t r a c t
This work develops numerical approximation methods for quantile hedging involving
mortality components for contingent claims in incomplete markets, in which guaranteed
minimum death benefits (GMDBs) could not be perfectly hedged. A regime-switching
jump-diffusion model is used to delineate the dynamic system and the hedging function
for GMDBs, where the switching is represented by a continuous-time Markov chain.
Using Markov chain approximation techniques, a discrete-time controlled Markov chain
with two component is constructed. Under simple conditions, the convergence of the
approximation to the value function is established. Examples of quantile hedging model
for guaranteed minimum death benefits under linear jumps and general jumps are also
presented.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In financial economics, hedging is a standard tool with the goal of eliminating and reducing risk. This work develops
numerical approximationmethods for quantile hedging of contingent claims involvingmortality components in incomplete
markets. It has been well-recognized that the embedded options within insurance policies are often quite challenging to
price, value, and hedge. Historically, they have been analyzed by many researchers and practitioners under the label of
equity-linked policies; see [1–6] and references therein. Considered hedging the option with maximal probability within
the class of all self-financing strategies with restricted cost, in [7], Föllmer and Leukert coined the name quantile hedging
and showed how to determine the quantile hedging strategies can be reduced to computing the maximal set of successful
hedging by means of the Neyman–Person Lemma.
As a special kind of contingent claims, guaranteed minimum death benefits (GMDBs) are a rider on a variable annuity
insurance contract. Not only do they depend on the value of stock (hence the term equity-linked) but some insurance-type
event in the life of the owner’s contract (death, survival to a certain date). Variable annuities in the US are similar to unit-
linked annuities in the UK and segregated funds in Canada. They are a function of mortality, lapse, the underlying stock
prices, and interest rates. They offer a variety of guarantees, including guaranteed minimum death benefits. Such products
guarantee that the heirs of the account holder or client receive either the account value upon death, or the value of the initial
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investment, whichever is greater. The insurance company issuing the contract is exposed not only to market risk related
to the future development of the stock index but also mortality risk related to how long the policyholder may survive.
Because guarantees magnify an insurer’s exposure to market fluctuations, to protect solvency and profitability, variable
annuity (VA) writers are implementing programs to hedge these guarantees. Among the top VAwriters in the United States,
approximately 75% are currently hedging or in the process of implementing a hedging program. Hedging have been become
a new core activity of the life insurance company.
Traditional models for stock returns, including the original Black–Scholes approach, use a geometric Brownian motion
formulation. This lognormal model is simple and tractable and provides a reasonable approximation over shorter time
intervals, but it is less appealing for longer-term problems. Empirical studies indicate in particular that this model fails
to capture more extreme price movements. To better reflect reality, much effort has been devoted to producing better
models. One of the recent trends is to use regime-switching models to describe ‘‘stochastic’’ volatility. Hamilton introduced
a regime-switching time series model in [8]. Di Masi et al. treated mean-variance hedging for regime-switching European
option pricing in [9]. To price regime-switching American and European options, Bollen employed the lattice method and
simulation in [10], whereas Buffington and Elliott used risk-neutral pricing and derive a set of partial differential equations
for option price in [11]. Regime-switching formulation was also used to model option pricing with inside information
in [12,13], respectively. Duan et al. established a class of GARCH option models under regime switching in [14]. To fit the
regime-switchingmodel parameters, Hardy developedmaximum likelihood estimates using real data from the S&P 500 and
TSE 300 indices [15]. In addition to pricing European options, regime-switching models have also been used for to develop
optimal stock selling rules (see [16]), applications to portfolio management (see [17]), and dynamic Markowitz problems
(see [18]). A comprehensive study of switching diffusion models with ‘‘diffusion-dependent’’ switching processes is
in [19].
In this paper, we consider hedging problems containing both financial and insurance risk and perfect hedging is
impossible because of the mortality risk and the incompleteness of the market due to regime switching. Taking recent
development into consideration, in our model, the rate of return and the volatility, and the insurance charge are modulated
by a finite-state Markov chain dα(·), which represents the market modes and other economic conditions. For example,
when α(t) ∈ {1, 2}, we use 1 to represent the bullish (up-trend) market and 2 the bearish (down-trend) market. In
general, M = {1, 2, . . . ,m} for some positive integer m. Each regime yields rates of return and volatility that are
generally different from that of the others. Because many insurance related models use compound Poisson models to
represent the surplus, for greater generality, we consider regime-switching jump diffusion models. The account value
process under consideration can be thought of as a number of jump-diffusion processes modulated by a random switching
device. It is a two-component process (X(t), α(t)), where X(t) delineates the jump-diffusion behavior, and α(t) describes
the switching involved. It covers most of the models studied to date. When the jump process is missing, it reduces to
the regime-switching diffusion model considered in [20]. When the switching component is missing, it reduces to a
jump-diffusion model. When both the jump and switching components are missing, it reduces to the diffusion model
considered in [21]. We aim to find the optimal probability of a successful hedge when a constraint on the initial value
of the hedge is given under different regime and jump, which is a natural problem in the variable annuity setting,
where insurers are subject to a blend of mortality risk and market risk. Quantile hedging combines the two sources of
risk, and seeks to minimize the total risk of default, subject to constraints on the amount of initial capital available for
hedging.
Themodelwe consider appears to bemore versatile and realistic than the classical compoundPoissonor diffusionmodels.
To find the optimal hedging strategies, we need to solve a system of Hamilton–Jaccobi–Bellman (HJB) integro-differential
equations instead of a single HJB equation. Treating quantile hedging for diffusions, in [21], certain analytic properties
were obtained under appropriate conditions. The problem becomes more difficult, when we are treating regime-switching
models. Dealingwith regime-switching diffusionmodels, onlywhen theMarkov chain has two states,wewere able to obtain
certain desired properties. When a jump process is added together with the switching process with more than two states,
solving the associated system of HJB equations becomes very difficult. It is virtually impossible to obtain analytic solutions. A
viable alternative is to construct feasible numerical approximation schemes to find a good approximation to the underlying
problems. To the best of our knowledge, numerical methods of quantile hedging for guaranteed minimum death benefits
of such systems have not been considered to date. Using the Markov chain approximation methods in [22] and adopting
the numerical methods developed for general regime-switching jump diffusions in [23], we develop an approximation
procedure. The main ingredient is that we approximate the probability of financial ruin by a controlled Markov chain. To
prove the convergence, we use themethods ofweak convergence. In addition to proving the convergence, for demonstration
purpose, we also provide numerical results.
The rest of the paper is organized as follows. In Section 2, we formulate the general quantile optimization model, and
set up the system of HJB equations. In Section 3, we work on the linear jump-diffusion models. We first establish the
boundary conditions for the corresponding system of HJBs, proceed with developing numerical algorithms for regimes-
switching controlled diffusions and regime-switching jump-diffusions, and construct the interpolations of theMarkov chain
approximation sequences to prove the convergence of the algorithm.Next, the convergence of the cost and the value function
is established. In Section 4, we work with more general jump case. In Section 5, we demonstrate the performance of our
algorithm by considering some examples of linear jump and general jump, respectively. Finally, we conclude the paper with
further remarks in Section 6.
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2. Formulation
Let (Ω,F , P) be a probability space and {Ft} be a filtration defined on it. Suppose that the discrete events take values in
a finite setM = {1, . . . ,m} and that α(·) is a continuous-timeMarkov chain having state spaceM and generator Q = (qιℓ).
Assume each individual purchases one share of the mutual fund at the initial time with the price x. The value of the
mutual fund at time t is X(t), and X(0) = x0. Define G(x) = x∨ x0. Then the GMDB in the contract provides the individual’s
heirs a guaranteed payment of G(X(t)) = X(t) ∨ x0. That means the individual’s heirs could at least get the initial deposit
back. The price change is modulated by the discrete event, namely, the continuous-timeMarkov chain α(t). In addition, it is
subject to two sources of randomness. The normal vibrations such as the demand–supply information follow the geometric
Brownian motion, which has continuous path, and the abnormal vibrations, which only arrive at discrete time epochs are
modeled by a jump process.
Denote by ρn and νn the size and the arrival time of the nth jump, respectively. Corresponding to each i ∈ M,
Ni(t) = max{n ∈ N : νn ≤ t} is the number of abnormal vibrations up to time t , which is a Poisson counting process.
Let Ji(t) for each i ∈ M be a jump process representing abnormal vibrations with arrival rate λi, magnitude distribution Fi,
and zero initial value. Then the abnormal vibrationmagnitude is a function q(ρ, α(t−))X(t−), and the PoissonmeasureNi(·)
has intensity λidt × Πi(dρ) where Πi(dρ) = fi(ρ)dρ. The dynamic price process for the underlying mutual fund account
value is given by
dX(t) = [(µ(α(t))− β(α(t)))X(t)dt + σ(α(t))X(t)dB1(t)] − dJ1(t)
X(0) = x0, (1)
where
J1(t) =
−
i∈M
I{α(t)=i}Jα(t) =
∫ t
0
∫
R+
q(ρ, α(s−))X(s−)Nα(s−)(ds, dρ),
and B1(·) is a standard Ft-Brownian motion with mean zero and variance t . The parameter µ(·) is the net expected return
rate of the underlying mutual fund, σ(·) represents the volatility of the investment return, and β(α(t)) can be viewed as an
insurance charge for hedging the GMDB option.
Let S(t) = e
 t
0 β(α(s))dsX(t) be the market value of the tradeable assets supporting the fund and R(t) = ert be the value of
a standard money market fund. Hence,
dS(t) = µ(α(t))S(t)dt + σ(α(t))S(t)dB1(t)−
∫
R+
q(ρ, α(t−))S(t−)Nα(t−)(dt, dρ), (2)
with S(0) = x0. The insurance company trades the underlying asset S(t) and the money market account R(t) to hedge the
guaranteed payment, then the value of the hedge portfolio is given by
Z(t) = φ(t)S(t)+ ψ(t)R(t), Z(0) = z,
where φ(t) is the number of units held in the underlying mutual fund, and ψ(t) is the number of units held in the money
market fund.
To consider the quantile hedging problem, we assume the mortality is not perfectly predictable and perfect hedging is
impossible to achieve. Let K(t) be the fraction of individuals still alive at time t , thus 0 ≤ K(t) ≤ 1. In addition, using similar
models as that of [24], K(t) satisfies
dK(t) = −θK(t)dt + ηK(t)dB2(t)− dχ(t), t < T ,
K(0) = k, (3)
where η ≥ 0, θ ≥ 0 represents the hazard rate of account holders, B2(t) is a standard Brownian motion independent of
B1(t), T is the first time K(t) reaches 0, and χ(t) is the local time of K(t) at 1. Thus K(t) is reflected at 1 and absorbed at 0.
Recall that G(X(t)) is the guaranteed payment refunded to the account holder at the death, while −dK(t) represents
the population of death during a short time interval. Therefore, the cash outflow between the short time interval is
−G(X(t))dK(t). By adding the pay-outs due to the death of policy holders, the value of the hedge portfolio can be rewritten
as
dZ(t) = φ(t)dS(t)+ ψ(t)dR(t)+ G(X(t))dK(t). (4)
Let u(t) = φ(t)S(t)/Z(t). Combining (2) and (3), (4) can be rewritten as
dZ(t) = (rZ(t)+ Z(t)u(t)(µ(α(t))− r)− θG(X(t))K(t))dt − G(X(t))dχ(t)+ σ(α(t))Z(t)u(t)dB1(t)
+ ηG(X(t))K(t)dB2(t)− dJ2(t), (5)
where
J2(t) =
∫ t
0
∫
R+
q(ρ, α(s−))u(s−)Z(s−)Nα(s−)(ds, dρ)
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with Z(0) = z. To avoid the financial ruin of the hedge portfolio account, we need to choose the optimal control u(t)
to minimize the probability of financial ruin. Denote by Ex,z,k,i(·) and Px,z,k,i(·) the expectation and probability with the
condition X(t) = x, Z(t) = z, K(t) = k, α(t) = i, respectively. Let τ be the stopping time when the individual’s wealth
reaches financial ruin. That is, Z(τ ) = 0. Then τ can be written as
τ = inf{s : Z(s) < 0, s > t}. (6)
Then the cost function can be written as
H(x, z, k, i, u(·)) = Ex,z,k,iI{τ<∞|X(t)=x,Z(t)=z,K(t)=k,α(t)=i}
= Px,z,k,i(τ <∞|X(t) = x, Z(t) = z, K(t) = k, α(t) = i),
where IA is the indicator function of the set A. Define the value function as
V (x, z, k, i) = inf
u(·)∈A
H(x, z, k, i, u(·)). (7)
The mathematical problem involved belongs to the class of stochastic optimal control problems. However, the GMDB setup
is much different from the classical ones in the stochastic control literature. For general reference on stochastic controls
such as controlled diffusions, admissible controls, and strategies etc., we refer the reader to [25]; see also [26] for the related
controlled Markov chains.
Admissible Strategies. A strategy u(·) = {u(t) : t ≥ 0}, satisfying u(t) ∈ Γ where Γ is a compact set, is progressively
measurable with respect to σ {α(s), B1(s), B2(s),Ni(s) : s ≤ t, i = 1, . . . ,m} is an admissible strategy (or admissible
control). Denote the collection of all admissible strategies by A. A Borel measurable function u is an admissible feedback
strategy or feedback control if (2) and (3) have unique solutions, respectively.
To solve a stochastic control problem, one usually uses a dynamic programming approach. This in turn requires one to
consider the generator (an operator) of the controlled process involved and use it to derive a partial differential equation
(PDE), known as Hamilton–Jacobi–Bellman (HJB) equation, satisfied by the value function. The solution of the HJB equation
then yields the optimal control and optimal value. In our setup, because of the coupling, we have a system of HJBs in lieu
of a single equation. To obtain the system of Hamilton–Jacobi–Bellman (HJB) equations, assuming the existence of optimal
control, for an arbitrary V (·, ·, ·, i) ∈ C2(R× R× R), define an integro-differential operatorLu by
LuV (x, z, k, i) = 1
2
Vxxσ(i)2x2 + 12Vzz(σ (i)
2u2z2 + η2(x ∨ x0)2k)+ 12Vkkη
2k+ Vxzσ 2(i)u2xz
+ Vzkη2(x ∨ x0)k+ Vx(µ(i)− β(i))x+ Vz(rz + zu(t)(µ(i)− r)− θ(x ∨ x0)k)− θkVk
+ λi
∫ x
0
[V (x− ρx, z, k, i)− V (x, z, k, i)]fi(ρ)dρ
+ λi
∫ z
0
[V (x, z − ρuz, k, i)− V (x, z, k, i)]fi(ρ)dρ + QV (x, z, k, ·)(i), (8)
where
QV (x, z, k, ·)(i) =
−
j≠i
qij(V (x, z, k, j)− V (x, z, k, i)).
Formally, the value function (7) satisfies the following system of HJB equations
min
u(·)∈A
LuV (x, z, k, i) = 0, ∀i ∈M. (9)
Suppose there is an admissible feedback control u∗(·) that is the minimizer of (9). Then it can be shown that V (x, z, k, i)
is indeed the optimal cost and u∗(t) is the optimal control. Because of the nonlinearity and the coupling, there is virtually
no hope to solve the system of HJB equations in closed form. Our effort in what follows is to develop feasible numerical
solutions.
3. Linear jumps
Assume the intensity of the Poisson jump in (1) is cX(t), where 0 < c ≤ 1 is a constant and independent on ρ. Then (2)
can be written as
dS(t) = µ(α(t))S(t)dt + σ(α(t))S(t)dB1(t)− cS(t−)dNα(t−). (10)
Similarly, (5) can be rewritten as
dZ(t) = (rZ(t)+ Z(t)u(t)(µ(α(t))− r)− θG(X(t))K(t))dt − G(X(t))dχ(t)+ σ(α(t))Z(t)u(t)dB1(t)
+ ηG(X(t))K(t)dB2(t)− cu(t−)Z(t−)dNα(t−). (11)
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We denote another operator Lˆu such that
LˆuV (x, z, k, i) = 1
2
Vxxσ(i)2x2 + 12Vzz(σ (i)
2u2z2 + η2(x ∨ x0)2k)+ 12Vkkη
2k
+ Vxzσ 2(i)u2xz + Vzkη2(x ∨ x0)k+ Vx(µ(i)− β)x
+ Vz(rz + zu(t)(µ(i)− r)− θ(x ∨ x0)k)− θkVk + λi[(V (x− cx, z, k, i)
− V (x, z, k, i))+ (V (x, z − cuz, k, i)− V (x, z, k, i))] + QV (x, z, k, ·)(i). (12)
In this case, the integro-differential operator reduces to onewithout the integral part. Therefore, the systemof HJB equations
is given by
min
u(·)∈A
LˆuV (x, z, k, i) = 0, ∀i ∈M. (13)
3.1. Boundary conditions
Intuitively, for all i ∈M, the conditions of financial ruin concludes
V (x, 0, k, i) = 1, V (x, z, 0, i) = 0. (14)
In the computation, we also need boundary conditions at ‘‘∞’’ for x and z. To make it computationally feasible, we truncate
z and x at some large valueM and M . WhenM is large enough, it follows that
V (x,M, k, i) = 0. (15)
To proceed, when the optimal control is reached, the coefficient of dχ(t) should equal zero whenever K(t) = 1. Then the
boundary condition at k = 1 satisfies
(x ∨ x0)Vz + Vk = 0. (16)
It remains to establish the boundary conditions when x = 0 and x = M . When x = M ≫ x0, the guaranteed return of
the initial deposit can be ignored. That is, approximately, x ∨ x0 = x. We will use it as an equality henceforth. It can be
considered similar to the linear guaranteed case; see [21]. Hence, the boundary condition is
xVx = −zVz (17)
when x is large. When x = 0, referring to the operator in (12), V (0, z, k, i) follows
0 = min
u(·)∈A

1
2
Vzz(σ (i)2u2z2 + η2x20k)+
1
2
Vkkη2k+ Vzkη2x0k+ Vz(rz + zu(t)(µ(i)− r)− θx0k)− θkVk
+ λi[(V (0, z − cuz, k, i)− V (0, z, k, i))] + QV (0, z, k, ·)(i)

≈ min
u(·)∈A

1
2
Vzz(σ (i)2u2z2 + η2x20k)+
1
2
Vkkη2k+ Vzkη2x0k+ Vz(rz + zu(t)(µ(i)− r)− θx0k)− θkVk
− λicuzVz(0, z, k, i)+ QV (0, z, k, ·)(i)

. (18)
To proceed, we assume:
(A1) For each ι ∈M, σ (ι) > 0.
Then the optimal control u∗ satisfies
Vzzσ(i)2z2u∗ + (µ(i)− r − cλi)zVz = 0, (19)
and in view of (A1),
u∗ = − (µ(i)− r − cλi)Vz
Vzzσ(i)2z
, (20)
provided Vzz ≠ 0. We will assume Vzz ≠ 0 throughout the rest of the paper. Plugging in (20) back to (18), then V (0, z, k, i)
follows
0 = 1
2
Vzzη2x20k+
1
2
Vkkη2k+ Vzkη2x0k+ Vz(rz − θx0k)− V
2
z (µ(i)− r − cλi)2
2Vzzσ 2(i)
− θkVkλi
[
V

0, z − c(µ(i)− r − cλi)Vz
Vzzσ(i)2
z, k, i

− V (0, z, k, i)
]
+ QV (0, z, k, ·)(i). (21)
Thus, we have all the boundary conditions.
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Remark 3.1. The following is a plausible argument concerning the verification of Vzz > 0. In view of (18), under the optimal
control u∗, we have
Vzz = 2
σ(i)2u∗2z2 + η2x20k

−

1
2
Vkkη2k+ Vzkη2x0k+ Vz(rz + zu∗(µ(i)− r)
− θx0k)− θkVk + QV (0, z, k, ·)(i)

+ 2λicu
∗zVz(0, z, k, i)
σ (i)2u∗2z2 + η2x20k
.
That is, there exists a small number ε > 0 such that
2
σ(i)2u∗2z2 + η2x20k

−

1
2
Vkkη2k+ Vzkη2x0k+ Vz(rz + zu∗(µ(i)− r)− θx0k)− θkVk + QV (0, z, k, ·)(i)

> ε.
On the other hand, to apply the approximation in (18), we can always choose c small enough such that2λicu∗zVz(0, z, k, i)σ (i)2u∗2z2 + η2x20k
 < ε.
Thus, we obtain Vzz > 0.
3.2. Numerical algorithm
In this section we construct a locally consistent Markov chain approximation for the jump-diffusion model with regime-
switching. The idea is to construct a discrete-time, controlledMarkov chain that is in line (consistent)with systemof regime-
switching jump-diffusion. The origin of the Markov chain approximation techniques is in [22]. The approximation methods
we develop here stems from the recent work in [23]. First let us recall some facts about Poisson random measures which
are useful for constructing the approximating Markov chain and for the convergence theorem.
There is an equivalent way to define the process by working with the jump times and values. To do this, set ν0 = 0,
let νn and n ≥ 1, denote the time of the nth jump, and q(·, ·, ρn) be the corresponding jump intensity with a suitable
function of q(·). Let {νn+1 − νn, ρn, n <∞} be mutually independent random variables with νn+1 − νn being exponentially
distributed with mean 1/λ, and let ρn have a distribution Π(·). Furthermore, let {νj+1 − νj, ρj, j ≥ n} be independent
of {X(s), α(s), s < νn, νj+1 − νj, ρj, j < n} and {Z(s), α(s), s < νn, νj+1 − νj, ρj, j < n}, then the nth jump term is
q(X(ν−n ), α(νn), ρn), and the jump terms for X(t) and Z(t) can be written as
Jx(t) =
−
νn≤t
q(ρn, α(νn))X(νn),
Jz(t) =
−
νn≤t
q(ρn, α(νn))Z(νn).
Hence, we note the local properties of jumps for (1) and (5). Because νn+1 − νn is exponentially distributed, we can write
P{jump occurs on [t, t +∆)|X(s), α(s), B1(s),N(s, ·), s ≤ t} = λ∆+ o(∆),
P{jump occurs on [t, t +∆)|Z(s), α(s), B1(s),N(s, ·), s ≤ t} = λ∆+ o(∆). (22)
Recall that {ρn} is a sequence of independent random variables independent of (X(t), α(t)). For any H ∈ B(R+) (Borel
measurable set on R+), we have
P{X(t)− X(t−) ∈ H|t = νn for some n; B1(s), X(s), α(s),N(s, ·), s < t; X(t−) = x, α(t−) = α}
= Π(ρ : q(x, α, ρ) ∈ H). (23)
It follows from the above discussion that X(·) satisfying (1) can be viewed as a process that involves regime-switching
diffusion with jumps according to the jump rate defined by (22). Given that the nth jump occurs at time νn, we construct the
values according to the conditional probability law (23) or, equivalently, write it as q(X(ν−n ), α(νn), ρn). Then the process
given in (1) is a switching diffusion process until the time of the next jump. Similar techniques can be applied to Z(t).
Denote a column vectorw(t) = (X(t), Z(t), K(t))′. Then the dynamic systems (1), (3) and (5) can be written as
dw(t) = [b(w(t), α(t), u(t))]dt + σˆ (w(t), α(t), u(t))dB(t)− J(t),
w(0) = w = (x0, z, k)′ (24)
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where
b(w, ι, u) =

(µ(ι)− β(ι))x
rz + zu(µ(ι)− r)G(x)k
−θk

,
σˆ (w, ι, u) =
 σ(ι)x 0 0σ(ι)zu G(x)√k 0
0 η
√
k 0
 ,
B(t) =
B1(t)
B2(t)
B3(t)

, J(t) =
J1(t)
J2(t)
0

.
B3(t) is a standardBrownianmotionwhich is independent ofB1(t) andB2(t). ThusB(t) is a 3-dimensional standardBrownian
motion.
To beginwith, we construct a discrete-time, finite-state, controlledMarkov chain to approximate the controlled diffusion
process with regime-switching, with the dynamic system
dw(t) = [b(w(t), α(t), u(t))]dt + σˆ (w(t), α(t), u(t))dB(t),
w(0) = w = (x0, z, k)′. (25)
Denote v1 = v1(w(t), u(t)), v2 = v2(X(t)) for simplicity in what follows where
v1(w, u) =
 1zux
0
 , v2(x) =
 011
G(x)
 .
Also in what follows, whenever there is no confusion.
For each h > 0, i = 1, 2, 3, let ei denote the unit vector in the ith coordinate direction and let R3h denote the uniform
h-grid of R3; i.e., R3h = {w : w = h
∑
i eini : ni = 0,±1,±2, . . .}. We use Sh = R3h ∩ (−Mˆ, Mˆ) to be the state space
of approximating Markov chain, where Mˆ > 0. It is a finite set since in computing only finitely many values can be dealt
with. Let {(ξ hn , αhn), n < ∞} be a controlled discrete-time Markov chain on a discrete state space Sh ×M with transition
probabilities from a state (w, ι) ∈ Sh × M to another state (y, ℓ) ∈ Sh × M denoted by ph((w, ι), (y, ℓ)|u). The u is a
control parameter and takes values in the compact set U . We use uhn to denote the random variable that is the actual control
action for the chain at discrete time n. To approximate the continuous-time Markov chain, we need another approximation
sequence. Suppose that there is a 1th(w, α, u) > 0 and define the ‘‘interpolation interval’’ as 1thn = 1th(ξ hn , αhn, uhn) on
Sh ×M× U . Define the interpolation time thn =
∑n−1
r=0 1t
h
j (ξ
h
j , α
h
j , u
h
j ). The piecewise constant interpolations (ξ
h(·), αh(·))
and uh(·) are defined as
ξ h(t) = ξ hn , αh(t) = αhn, uh(t) = uhn, πh(t) = πhn , for t ∈ [thn , thn+1). (26)
Definition 3.2. Let {phD((w, ι), (y, ℓ))|u} for (w, ι), (y, ℓ) ∈ Sh ×M and u ∈ U be a collection of well-defined transition
probabilities for the Markov chain (ξ hn , α
h
n), an approximation to (x(·), α(·)). Define the difference 1ξ hn = ξ hn+1 − ξ hn .
Assume infw,ι,u1th(w, ι, u) > 0 for each h > 0 and limh→01th(w, ι, u) → 0. Let Eu,hw,ι,n, varu,hw,ι,n, and pu,hw,ι,n denote the
conditional expectation, variance, and marginal probability given {ξ hj , αhj , uhj , j ≤ n, ξ hn = w, αhn = ι, uhn = u}, respectively.
The sequence {(ξ hn , αhn)} is said to be locally consistent with diffusion and regime switching, if
Eu,hw,ι,n1ξ
h
n = b(w, ι, u)1th(w, ι, u)+ o(1th(w, ι, u)),
Eu,hw,ι,n[(1ξ hn − Eu,hw,ι,n1ξ hn )(1ξ hn − Eu,hw,ι,n1ξ hn )′] = σˆ σˆ ′1th(w, ι, u)+ o(1th(w, ι, u)),
pu,hw,ι,n{αun+1 = ℓ} = 1th(w, ι, u)qιℓ + o(1th(w, ι, u)), for ℓ ≠ ι,
pu,hw,ι,n{αun+1 = ι} = 1th(w, ι, u)(1+ qιι)+ o(1th(w, ι, u)),
sup
n,w
|1ξ un | → 0 as u → 0.
(27)
In what follows, for notational simplicity, we often write σˆ (w, ι, u) defined in (24) as σˆ if there is no confusion. Once
we have a locally consistent approximating Markov chain, we proceed to approximate the value function. Let Uh be the
collection of controls, which are determined by a sequence of measurable functions F hn (·) such that
uhn = F hn (ξ hj , αhj , j ≤ n; uhj , j ≤ n). (28)
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Let Goh = Sh ∩ (0,∞). Then Goh ×M is a finite state space. Practically, we compute V h(w, ι) by solving the corresponding
dynamic programming equation using the value iteration method. In fact, for ι ∈M, we can use
V h(w, ι) = min
u∈U
−
y,ℓ
(ph((w, ι), (y, ℓ))|u)V h(y, ℓ)

, forw ∈ Goh. (29)
When the control space has only one element uh ∈ Uh, the min in (29) can be dropped. That is,
V h(w, ι) =
−
y,ℓ
(ph((w, ι), (y, ℓ))|u)V h(y, ℓ), forw ∈ Goh. (30)
Define the approximation to the derivatives of V (·, ι) by finite difference method using stepsize h > 0 as:
V (w, ι)→ V h(w, ι)
Vwi(w, ι)→
V h(w + eih, ι)− V h(w, ι)
h
for bi(w, ι, u) > 0,
Vwi(w, t)→
V h(w, ι)− V h(w − eih, ι)
h
for bi(w, ι, u) < 0,
Vwiwi(w, t)→
V h(w + eih, ι)− 2V h(w, ι)+ V h(w − eih, ι)
h2
,
Vwiwj(w, t) = [2V h(w, t)+ V (w + eih+ ejh)+ V h(w − eih− ejh)]/2h2
− [V h(w + eih)+ V h(w − eih)+ V h(w + ejh)+ V h(w − ejh)]/2h2.
(31)
b+i (w, ι) and b
−
i (w, ι, u) are the positive and negative parts of bi(w, ι, u), respectively. We have
phD((w, ι), (w ± hv1, ι)|u) =
(σ (α(t))X(t))2
2
1
Dh(w, ι, u)
,
phD((w, ι), (w ± hv2, ι)|u) =
(η
√
K(t)G(X(t)))2
2
1
Dh(w, ι, u)
,
phD((w, ι), (w ± hei, ι)|u) =
hb±i (w, ι)
Dh(w, ι, u)
,
phD((w, ι), (w ± hei, ℓ)|u) =
h2
Dh(w, ι, u)
qιℓ, for ℓ ≠ ι,
phD(·) = 0, otherwise,
1th(w, ι, u) = h
2
Dh(w, ι, u)
,
(32)
with
Dh(w, ι, u) = (σ (ι)X(t))2 + (ηK(t)G(X(t)))2 + 3−
i=1
h|bi(w, ι, u)| − h2qιι
being well-defined.
Suppose that the current state is ξ hn = w, αhn = ι, and control is uhn = u. The next interpolation interval 1th(w, ι, u) is
determined by (32). We determine the next state (ξ hn+1, α
h
n+1) by noting:
1. No jumps occur in [thn , thn+1) with probability (1 − 2λ(ι)1th(w, ι, u) + o(1th(w, ι, u))); we determine (ξ hn+1, αhn+1) by
the transition probabilities phD(·) as given in (32).
2. There is a jump in [thn , thn+1)with probability (2λ(ι)1th(w, ι, u)+ o(1th(w, ι, u))), we determine (ξ hn+1, αhn+1) by
ξ hn+1 = ξ hn −qh(ρ, ι)wˆ, αhn+1 = αhn, (33)
where ρ ∼ Π(·), wˆ(t) = (X(t), u(t)Z(t), 0), andqh(ρ, ι) ∈ Sh ⊆ R+ such thatqh(ρ, ι) is the nearest value of q(ρ, ι) so
that ξ hn+1 ∈ Sh. Then |qh(ρ, ι)− q(ρ, ι)| → 0 as h → 0, uniformly inw.
LetHhn denote the eventwhere (ξ
h
n+1, α
h
n+1) is determined by the first case above and use T hn to denote the event of the second
case. Let IHhn and IThn be corresponding indicator functions, respectively. Then IHhn + IThn = 1. Then we need a new definition of
the local consistency for Markov chain approximation of compound Poisson process with diffusion and regime-switching.
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Definition 3.3. A controlled Markov chain {(ξ hn , αhn), n < ∞} is said to be locally consistent with (24), if there is an
interpolation interval1th(w, ι, u)→ 0 as h → 0 uniformly in x , ι, and u such that
1. there is a transition probability phD(·) such that is locally consistent with (25) in the sense (27) holds.
2. there is a δh(w, ι, u) = o(1th(w, ι, u)) such that the one-step transition probability {ph((w, ι), (y, ℓ))|u} is given by
ph(((w, ι), (y, ℓ))|u) = (1− 2λ(ι)1th(w, ι, u)+ δh(w, ι, u))phD((w, ι), (y, ℓ))
+ (2λ(ι)1th(w, ι, u)+ δh(w, ι, u))Π{ρ : qh(ρ, ι)wˆ = w − y}. (34)
Furthermore, the system of dynamic programming equations is a modification of (29). That is,
V h(w, ι) =

min
u∈A

(1− 2λ(ι)1th(w, ι, u)+ δh(w, ι, u))
−
y,ℓ
(phD((w, ι), (y, ℓ))|u)V h(y, ℓ)
+(2λ(ι)1th(w, ι, u)+ δh(w, ι, u))
∫ x
0
V h(w − e1qh(ρ, ι)w, ι)Π(dρ)
+
∫ z
0
V h(w − e2qh(ρ, ι)uw, ι)Π(dρ)

, forw ∈ Goh.
(35)
3.3. Convergence of numerical approximation
This section deals with the main result of the Markov chain approximation.
3.3.1. Local consistency
To proceed, we present the local consistency for our approximating Markov chain.
Lemma 3.4. The Markov chain {ξ hn , αhn}with transition probabilities (phD(·)) defined in (32) is locally consistent with the process
given by the stochastic differential equation (25).
Proof. Using (32), it is readily seen that
Eu,hw,ι,n1ξ
h
n =
3−
i=1
(heiphD((w, ι), (w + hei, ι)|u)− heiphD((w, ι), (w − hei, ι)|u))+ hv1phD((w, ι), (w + hv1, ι)|u)
− hv1phD((w, ι), (w − hv1, ι)|u)+ hv2phD((w, ι), (w + hv2, ι)|u)− hv2phD((w, ι), (w − hv2, ι)|u).
Using the transition probability given in (32), we find that the right-hand side of the second line and the third line above are
zero. Hence,
Eu,hw,ι,n1ξ
h
n =
3−
i=1

hei
hb+i (w, ι)
Dh(w, ι, u)
− hei hb
−
i (w, ι)
Dh(w, ι, u)

=
3−
i=1
bi(w, ι, u)ei1th(w, ι, u)
= b(w, ι, u)1th(w, ι, u).
Likewise, we obtain
Eu,hw,ι,n[(1ξ hn − Eu,hw,ι,n1ξ hn )(1ξ hn − Eu,hw,ι,n1ξ hn )′] =
3−
i=1
(h2eiphD((w, ι), (w + hei, ι)|u)+ h2eiphD((w, ι), (w − hei, ι)|u))
+ h2v1v′1phD((w, ι), (w + hv1, ι)|u)+ h2v1v′1phD((w, ι), (w − hv1, ι)|u)
+ h2v2v′2phD((w, ι), (w + hv2, ι)|u)+ h2v2v′2phD((w, ι), (w − hv2, ι)|u)
= h
2
Dh(w, ι, u)

(σ (ι)X(t))2v1v′1 + (η

K(t)G(X(t)))2v2v′2 +
3−
i=1
|bi(w, ι, u)|ei

= σˆ σˆ ′1th(w, ι, u)+ o(1th(w, ι, u)).
Thus both equations in (27) are verified. The desired local consistency followswith the use of local properties of the specified
jumps. 
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3.3.2. Interpolations of Markov chain approximation sequences
In this section, piecewise constant interpolation is obtained with appropriately chosen interpolation intervals based on
theMarkov chain approximationmethod constructed in the last section. Using (ξ hn , α
h
n) to approximate the continuous-time
process (w(·), α(·)), we defined the continuous-time interpolation (ξ h(·), αh(·)), uh(·) and πh(t) in (26). DefineDht as the
smallest σ -algebra generated by {ξ h(s), αh(s), uh(s), πh(s), s ≤ t}. Furthermore, Uh defined by (28) is equivalent to the
collection of all piecewise constant admissible controls with respect toDht .
Use Ehn to denote the conditional expectation given {ξ hj , αhj , uhj , j ≤ n}. Recalling (33), denote qˆh(w, ρ, ι) = qh(ρ, ι)wˆ.
Then we have
ξ hn = w +
n−1
j=0
[Ehj 1ξ hj IHhj + (1ξ
h
j − Ehj 1ξ hj )IHhj ] −
−
j:νj<n
qˆh(ξ hj , α
h
νj
, ρj).
Define
Mh(t) = Mhn , t ∈ [thn , thn+1), whereMhn =
n−1
j=0
(1ξ hj − Ehj 1ξ hj )IHhj
and
Jh(t) = Jhn , t ∈ [thn , thn+1), where Jhn =
−
j:νj<n
qˆh(ξ hj , α
h
νj
, ρj).
The local consistency leads to
ξ hn = w +
n−1
j=0
(b(ξ hj , α
h
j , u
h
j )1t
h(ξ hj , α
h
j , u
h
j ))IHhj +M
h
n − Jhn
= w +
n−1
j=0
(b(ξ hj , α
h
j , u
h
j )1t
h(ξ hj , α
h
j , u
h
j ))− (max
j′≤n
1thj′ )O

n−1
j=0
IThj

+Mhn − Jhn . (36)
Note that
E
n−1
j=0
IThj = E[number of n : ν
h
n ≤ t] → λt = O(1) as h → 0.
This implies
(max
j′≤n
1thj′ )O

n−1
j=0
IThj

→ 0 in probability as h → 0.
Hence we can drop the IHhj in (36) with no effect in the limit. We then can write
ξ h(t) = w +
∫ t
0
b(ξ h(s), αh(s), uh(s))dt +Mh(t)− Jh(t)+ εh1(t), (37)
where εh1(t) is a negligible error satisfying
lim
h→∞ sup0≤t≤T
E|εh1(t)|2 → 0 for any 0 < T <∞. (38)
Note that Mh(·) is a martingale with respect to Dht , and its discontinuity goes to zero as h → 0. We attempt to represent
Mh(t) similar to the diffusion term in (25). Note that σˆ σˆ ′ is a symmetric matrix, and can be factored as σˆ σˆ ′ = CF 2C ′,
where C is an orthonormal matrix and F is a diagonal matrix. Denote Ch(t) = C(ξ h(t), αh(t), uh(t)) and Fh(t) =
F(ξ h(t), αh(t), uh(t)). Then σˆ (ξ h(t), αh(t), uh(t))σˆ (ξ h(t), αh(t), uh(t))′ = Ch(t)F 2h (t)C ′h(t). Denote the diagonal entries of
Fh(t) by fh,i(t), i ≤ 3. Let ϑ(h) → 0 denote the maximum step size of the approximating chain only influenced by the
diffusion, excluding the Poisson jumps. Let ϑ0(h) → 0 and ϑ(h)/ϑ0(h) → 0 with ϑ0(h) > 0. Define the diagonal matrix
F+h (t) with entries f
−1
h,i (t)I{fh,i(t)>ϑ0(h)}, and which are defined to be zero if fh,i(t) = 0. LetB(·) be a Brownian motion which
is independent of {ξ hn , αhn, uhn, n ≤ ∞}. Define the process Bh(·) as
Bh(t) =
∫ t
0
F+h (s)C
′
h(s)dM
h(s)+
∫ t
0
(I− Fh(s)F+h (s))dB(s), (39)
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where I is the identity matrix. By using similar techniques as that in [22, pp. 288–289], we can verify
Mh(t) =
∫ t
0
σˆ (ξ h(s), αh(s), uh(s))dBh(s)+ εh2(t),
where, for each t, E sups≤t |εh2(s)| → 0 as h → 0.
We can now rewrite (36) as
ξ h(t) = w +
∫ t
0
b(ξ h(s), αh(s), uh(s))dt +
∫ t
0
σˆ (ξ h(s), αh(s), uh(s))dBh(s)− Jh(t)+ εh(t). (40)
To proceed, we use the relaxed control representation; see [22, pp. 262–265].
3.3.3. Relaxed controls
Recall thatB(U ×[0,∞)) is the σ -algebra of Borel subsets of U ×[0,∞). An admissible relaxed control (or deterministic
relaxed control)m(·) is ameasure onB(U×[0,∞)) such thatm(U×[0, t]) = t for each t ≥ 0. Given a relaxed controlm(·),
there is an mt(·) such that m(dςdt) = mt(dς)dt . We can define mt(A) = limδ→0 m(A×[t−δ,t])δ for A ∈ B(U). With the given
probability space, we say that m(·) is an admissible relaxed stochastic control for (B(·), α(·)), if m(·, B) is a deterministic
relaxed control with probability one and ifm(A×[0, t]) isFt-adapted for all A ∈ B(U). There is a derivativemt(·) such that
mt(·) is Ft-adapted for all A ∈ B(U).
Given a relaxed controlm(·) of uh(·), we define the derivativemt(·) such that
mh(A) =
∫
U×[0,∞)
I{(uh)∈A}mt(dς)dt (41)
for all A ∈ B(U×[0,∞)), and that for each t,mt(·) is a measure onB(U) satisfyingmt(U) = 1. For example, we can define
mt(·) in any convenient way for t = 0 and as the left-hand derivative for t > 0,
mt(A) = lim
δ→0
m(A× [t − δ, t])
δ
, ∀A ∈ B(U). (42)
Note thatm(dςdt) = mt(dς)dt . It is natural to define the relaxed control representationmh(·) of uh(·) by
mht (A) = I{uh(t)∈A}, ∀A ∈ B(U). (43)
Let F ht be a filtration, which denotes the minimal σ -algebra that measures
{ξ h(s), αh(·),mhs (·), Bh(s), πh(s), s ≤ t}. (44)
Use Γ h to denote the set of admissible relaxed controls mh(·) with respect to (αh(·), Bh(·)) such that mht (·) is a fixed
probability measure in the interval [thn , thn+1) given F ht . Then Γ h is a larger control space containingUh. With the notation
of relaxed controls given above, we can write (40), (25), and the value function (7) as
ξ h(t) = w +
∫ t
0
∫
U
b(ξ h(s), αh(s), uh(s))mhs (dς)ds
+
∫ t
0
∫
U
σˆ (ξ h(s), αh(s), uh(s))mhs (dς)dB
h(s)− Jh(t)+ εh(t), (45)
w(t) = w +
∫ t
0
∫
U
b(x(s), α(s), u(s))ms(dς)ds+
∫ t
0
∫
U
σˆ (x(s), α(s), u(s))ms(dς)dB(s)− J(t), (46)
and
V h(w, ι) = inf
mh∈Γ h
Hh(w, ι,mh), (47)
respectively. Now, we give the definition of existence and uniqueness of a weak solution.
Definition 3.5. By a weak solution of (46), we mean that there exists a probability space (Ω,F , P), a filtration Ft-Wiener
process, andprocess (x(·), α(·),m(·), B(·),N(·)) such thatB(·) is a standardFt-Wiener process,N(·) is aFt-Poissonmeasure,
α(·) is a Markov chain with generator Q and state spaceM,m(·) is admissible with respect tow(·) is Ft-adapted, and (46)
is satisfied. For an initial condition (w, ι), by the weak sense uniqueness, wemean that the probability law of the admissible
process (α(·),m(·), B(·),N(·)) determines the probability law of solution (w(·), α(·),m(·), B(·),N(·)) to (46), irrespective
of the probability space.
We need some additional assumptions.
(A2) Let u(·) be an admissible ordinary control with respect to B(·) and α(·), and suppose that u(·) is piecewise constant
and takes only a finite number of values. For each initial condition, there exists a solution to (46) where m(·) is the
relaxed control representation of u(·). This solution is unique in the weak sense.
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3.3.4. Convergence
This section deals with convergence of the dynamic system and the hedging function.
Lemma 3.6. Using the transition probabilities {ph(·)} defined in (32), the interpolated process of the constructed Markov chain
{αh(·)} converges weakly to α(·), the Markov chain with generator Q = (qιℓ).
Proof. The proof can be obtained similarly to Theorem 3.1 in [27]. 
Theorem 3.7. Assume (A1). Let the approximating chain {ξ hn , αhn, n < ∞} constructed with transition probabilities defined
in (32) be local consistent with (26). {uhn, n < ∞} be a sequence of admissible controls, (ξ h(·), αh(·)) be the continuous-time
interpolation defined in (26), let {τ˜h} be a sequence of F ht -stopping times. Then {ξ h(·), αh(·), uh(·), Bh(·),Nh(·), τ˜h} is tight.
Denote the limit of weakly convergent subsequence by (ξ(·), α(·), u(·), B(·),N(·), τ˜ ) and denote by Ft the σ -algebra generated
by {x(s), α(s), u(s), B(s),N(s), s ≤ t, τ˜ I{τ˜<t}}. Then B(·) and N(·) are a standard Ft-Wiener process and Poisson measure,
respectively, τ˜ is an Ft-stopping time and u(·) is an admissible control. Let the claim times and jump sizes of N(·) be denoted by
νn, ρn. Then, (46) is satisfied.
Proof. In view of Lemma 3.6, {αh(·)} is tight. The sequence {uh(·)} is always tight since the range space is compact. The range
space for τ˜h is [0,∞). By appending the point {∞} to the set [0,∞) as the limit point of any increasing and unbounded
sequence, we consider [0,∞] as the one point compactification of [0,∞). Then the sequence {τ˜h} is tight. Let T <∞, and
let ν˜h be anFt-stopping timewhich is no bigger than T . In view of [22][Theorem 9.2.1], the sequence {Nh(·)} is tight because
the mean number of claims on any bounded interval [t, t + s] is bounded by λs+ δh2(s), where δh2(s) goes to zero as h → 0,
and
lim
δ→0 infh,n P{ν
h
n+1 − νhn > δ|data up to νhn} = 1.
This also implies the tightness of {Jh(·)}. Thus, it suffices to prove that the tightness of {Bh(·)} and {ξ h(·)}. By local consistency,
and the definition of Bh(·) in (39), we obtain
E(Bh(t + δ)− Bh(t))(Bh(t + δ)− Bh(t))′ = (O(δ)+ εh1(δ))I, (48)
where εh1(·) is a continuous function defined in (38). Taking lim suph→0 followed by limδ→0 yield the tightness of {Bh(·)}. To
proceed, we need to prove the tightness of {ξ h(·)}. Let Ehw,ι be the expectation for the interpolated process with interpolation
stepsize h and initial data (w, ι). Similar to the argument of (48), we also obtain
Em
h
w,ι(ξ
h(t + δ)− ξ h(t))(ξ h(t + δ)− ξ h(t))′ = (O(δ)+ O(Emhw,ι|εh(t)|2))σˆ σˆ ′, as δ → 0. (49)
This establishes the tightness of ξ h(·). Hence, we have proved that {ξ h(·), αh(·), uh(·), Bh(·),Nh(·), τ˜h} is tight.
{ξ h(·), αh(·), uh(·), Bh(·),Nh(·), τ˜h} is tight, we can extract a weakly convergent subsequence by Prohorov’s theorem.
Still index the subsequence by h for notational simplicity. Denote the limit by (ξ(·), α(·), u(·), B(·),N(·), τ˜ ). The process
Bh(·) has continuous sample paths w.p.1. Thus the process B(·) also has continuous sample paths w.p.1. We shall prove
that w(·) is a solution of a stochastic differential equation with driving processes α(·), u(·), and B(·). By means of the
Skorohod representation, without changing notation, we may assume that {ξ h(·), αh(·), uh(·), Bh(·),Nh(·), τ˜h} converges
to (ξ(·), α(·), u(·), B(·),N(·), τ˜ )w.p.1. and the convergence is uniform on compact set.
To proceed, we need to characterize B(·), let t > 0, δ > 0, p, q, {tj : j ≤ p} be given such that tj ≤ t ≤ t +t for all
j ≤ p, P(τ˜h = tj) is zero, gi(·) for i ≤ q is real-valued and continuous functions on U × [0,∞) and having compact support
for all j ≤ q. Let {Γ κj , j ≤ κ} be a sequence of nondecreasing partition of Γ such thatΠ(∂Γ κj ) = 0 for all j and all κ , where
∂Γ κj is the boundary of the set Γ
κ
j . As κ →∞, let the diameter of the sets Γ κj go to zero. By (39),wh(·) is an Ft-martingale.
Define
(gi,m)t =
∫ t
0
∫
U
gi(ζ , s)m(dςds). (50)
Let S(·) be a real-valued and continuous function of its arguments with compact support. By (39), Bh(·) is an Ft-martingale.
Thus we have
ES(ξ h(tj), αh(tj), Bh(tj), (gi,mh)tj ,N(tj,Γ
q
i ), i ≤ q, j ≤ p, τ˜ I{τ˜≤t})[Bh(t +t)− Bh(t)] = 0. (51)
By using the Skorohod representation and the dominated convergence theorem, letting h → 0, we obtain
ES(ξ h(tj), αh(tj), Bh(tj), (gi,mh)tj ,N(tj,Γ
q
i ), i ≤ q, j ≤ p, τ˜ I{τ˜≤t})[B(t +t)− B(t)] = 0. (52)
Since B(·) has continuous sample paths, (52) implies that B(·) is a continuous Ft-martingale. On the other hand, since
E[(Bh(t + δ)Bh(t + δ)′ − Bh(t)Bh(t)′)] = E[(Bh(t + δ)− Bh(t))(Bh(t + δ)− Bh(t))′], by using the Skorohod representation
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and the dominated convergence theorem together with (48), we have
ES(w(tj), α(tj), B(tj), (gi,m)tj , i ≤ q, j ≤ p)[B(t + δ)B′(t + δ)− B(t)B′(t)− δI] = 0. (53)
The quadratic variation of the martingale B(t) is tI, then B(·) is an Ft-Wiener process.
Thenwe need to show thatN(·) is anFt-Poissonmeasure. Let θ(·) be a continuous function onR+, and define the process
ΘN(t) =
∫ t
0
∫
R+
θ(ρ)N(dsdρ).
Let f (·) be a continuous function with compact support, then
ES(ξ h(tj), αh(tj), Bh(tj), (gi,mh)tj ,N(tj,Γ
q
i ), i ≤ q, j ≤ p, τ˜ I{τ˜≤t})
×

f (ΘN(t + t˜))− f (ΘN(t))− λ
∫ t+t˜
t
∫
R+
[f (ΘN(s)+ θ(ρ))− f (ΘN(s))]Π(dρ)ds

= 0. (54)
Eq. (54) and the arbitrariness of S(·), p, q, tj,Γ qj , f (·) and θ(·) imply that N(·) is an Ft-Poisson measure.
For δ > 0, define the process q(·) by qh,δ(t) = qh(nδ), t ∈ [nδ, (n + 1)δ). Then, by the tightness of {ξ h(·), αh(·)}, (45)
can be rewritten as
ξ h(t) = w +
∫ t
0
∫
U
b(ξ h(s), αh(s), uh(s))mhs (dς)dt +
∫ t
0
σˆ (ξ h,δ(s), αh,δ(s), uh,δ(s))dBh(s)− Jh(t)+ εh,δ(t), (55)
where
lim
δ→0 lim suph→0
E|εh,δ(t)| = 0. (56)
Letting h → 0 and using the Skorohod representation, we obtain
E
∫ t
0
∫
U
b(ξ h(s), αh(s), uh(s))mhs (dς)ds−
∫ t
0
∫
U
b(w(s), α(s), u(s))mhs (dς)ds
 = 0 (57)
uniformly in t with probability one. On the other hand, {mh(·)} converges in the compact weak topology, that is, for any
bounded and continuous function g(·)with compact support,∫ ∞
0
∫
U
g(ζ , s)mh(dςds)→
∫ ∞
0
∫
U
g(ζ , s)m(dςds). (58)
Again, the Skorohod representation implies that as h → 0,∫ t
0
∫
U
b(w(s), α(s), u(s))mhs (dςds)→
∫ t
0
∫
U
b(w(s), α(s), u(s))ms(dςds) (59)
uniformly in t with probability one on any bounded interval.
Since ξ h,δ(·) and αh,δ(·) are piecewise constant functions, we obtain∫ t
0
σˆ (ξ h,δ(s), αh,δ(s), uh,δ(s))dBh(s) =
t/δ−
i=0
σˆ (ξ h,δ(iδ), αh,δ(iδ), uh,δ(iδ))(Bh((i+ 1)δ)− Bh(iδ))
→
∫ t
0
σˆ (ξ δ(s), αδ(s), uδ(s))dB(s) as h → 0 (60)
with probability one. Combining (50)–(60), we have
w(t) = w +
∫ t
0
∫
U
b(w(s), α(s), u(s))mhs (dς)dt +
∫ t
0
σˆ (ξ δ(s), αδ(s), uδ(s))dB(s)− J(t)+ εδ(t), (61)
where limδ→0 E|εδ(t)| = 0. Finally, taking limits in the above equation as δ → 0, (46) is obtained. 
It is well-known that the relaxed optimal control can always be approximated by ordinary controls. Here we present a
chattering lemma to illustrate our problem. The details of proof are omitted and similar techniques can be found in [28].
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Lemma 3.8. Let (m(·), B(·)) be admissible for the problem given in (46). Then givenϖ > 0, there is a finite set {γϖ1 , . . . , γϖlϖ } =
Uϖ ⊂ U, and an ε > 0 such that there is a probability space on which are defined (wϖ (·), αϖ (·), uϖ (·), Bϖ (·),Nϖ (·)), where
Bϖ (·) and Nϖ (·) are standard Brownian motions and Poisson measure, and uϖ (·) is an admissible Uϖ -valued ordinary control
on the interval [kε, kε + ε). Moreover,
Pmw

sup
s≤T
|wϖ (s)− w(s)| > ϖ

≤ ϖ, and |Hmw (·)− Hu
ϖ
w (·)| ≤ ϖ. (62)
Lemma 3.9. For (46), let ϖ > 0 be given and (w(·), α(·),m(·), B(·)) be an ϖ -optimal control. For each ϖ > 0, there is an
ε > 0 and a probability space on which are defined a pair Bϖ (·) and Nϖ (·), a control uϖ (·) as in Lemma 3.8, and a solution
wϖ (·) such that the following assertions hold:
(i)
|Hmw (·)− Hm
ϖ
w (·)| ≤ ϖ. (63)
(ii) Moreover, there is a θ > 0 such that the approximating uϖ (·) can be chosen so that its probability law at nε, conditioned
on {Bϖ (ς),Nϖ (ς), αϖ (ς), ς ≤ nε; uϖ (jε), j < n} depends only on the samples {Bϖ (pθ),Nϖ (pθ,Γ qj ), αϖ (pθ), pθ ≤
nε; uϖ (jε), j < n}, and is continuous in the Bϖ (pθ) arguments.
We have shown the convergence of a dynamic system. Furthermore, based on the convergence of the dynamic system,
the convergence of cost and value function can be obtained. Recall that the cost function is given by
H(w, ι, u) = Px,z,k,ι(τ <∞|X(t) = x, Z(t) = z, K(t) = k, α(t) = ι)
= Pw,ι(τ <∞|W (t) = w, α(t) = ι)
= Euw,ιI{τ<∞|W (t)=w,α(t)=ι}.
Using the interpolation, the cost function can be rewritten as
Hh(w, ι, uh) = Pw,ι(τ <∞|ξ h0 = w, αk0 = ι)
= Euhw,ιI{τ<∞|ξh0=w,αk0=ι}. (64)
Note thatmh(·) is a sequence of admissible relaxed controls for {ξ h(·), αh(·)}. Each sequence {ξ h(·), αh(·),mh(·), Bh(·),Nh(·)}
has a weakly convergent subsequence with the limit satisfying (46). By using the Skorohod representation, as h → 0,
Eu
h
w,ιI{τ<∞|ξh0=w,αk0=ι} → E
u
w,ιI{τ<∞|W (t)=w,α(t)=ι}. (65)
This leads to
H(w, ι,mh)→ H(w, ι,m). (66)
Theorem 3.10. Assume (A1) and (A2). For V h(w, ι) and V (w, ι), the value functions defined in (47) and (7) , respectively,
V h(w, ι)→ V (w, ι) as h → 0.
Proof. Since V (w, ι) is the minimal cost, for any admissible controlm(·),
H(w, ι,m) ≥ V (w, ι).
Letmh(·) be an optimal relaxed control for {ξ h(·)}. That is,
V h(w, ι) = Hh(w, ι,mh) = inf
mh
Hh(w, ι,mh).
Choose a subsequence {h} of {h} such that
limh→0 V
h(w, ι) = lim infh→0 V
h(w, ι) = limh→0H
h(w, ι,mh).
Without loss of generality (passing to an additional subsequence if needed), we may assume that (ξh(·), αh(·),mh(·), Bh(·))
converges weakly to (x(·), α(·),m(·), B(·)), wherem(·) is an admissible related control. Then theweak convergence and the
Skorohod representation yield that
lim inf
h
V h(w, ι) = H(w, ι,m) ≥ V (w, ι). (67)
We proceed to prove the reverse inequality.
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We claim that
lim sup
h
V h(w, ι) ≤ V (w, ι). (68)
Suppose thatm is an optimal control with Brownianmotion B(·) such that x(·) is the associated trajectory. By the chattering
lemma, given any η > 0, there are an ε > 0 and an ordinary control uϖ (·) that takes only finite many values, that uϖ (·) is a
constant on [jε, jε+ε), thatmϖ (·) is its relaxed control representation, that (xϖ (·),mϖ (·)) convergesweakly to (x(·),m(·)),
and that H(w, ι,mϖ ) ≤ V (w, ι)+ϖ .
For each ϖ > 0, and the corresponding ε > 0 as in the chattering lemma, consider an optimal control problem as in
(25) with piecewise constant on [jε, jε + ε). For this controlled diffusion process, we consider its ϖ -skeleton. By that we
meanwe consider the process (xϖ (jε),mϖ (jε)). Letuϖ (·) be the optimal control,mϖ (·) the relaxed control representation,
andxϖ (·) the associated trajectory. Since mϖ (·) is optimal control, H(w, ι,mϖ ) ≤ H(w, ι,mϖ ) ≤ V (w, ι) +ϖ . We next
approximateuϖ (·) by a suitable function of (B(·), α(·)). Moreover, V h(w, ι) ≤ Hh(w, ι,mh)→ H(w, ι,mϖ,θ ). Thus,
lim sup
h
V h(w, ι) ≤ Hh(w, ι,mh)→ H(w, ι,mϖ,θ ).
Using the result obtained in Lemma 3.9,
lim sup V h(w, ι) ≤ V (w, ι)+ 2ϖ.
The arbitrariness ofϖ then implies that lim suph V h(w, ι) ≤ V (w, ι).
Using (67) and (68) together with the weak convergence and the Skorohod representation, we obtain the desired result.
The proof of the theorem is concluded. 
4. General jumps
In this section, we will work out the more general jump case. The jumps will not be a specific ratio to the current status.
The magnitude of the jumps are modeled by a Markov chain to represent the random process, which is more realistic than
the linear jumps. To begin with, let us recall the system of HJB equations of the general jumps case as follows
min
u(·)∈A
LuV (x, z, k, ι) = 0, ∀ι ∈M,
whereA is defined in (8).
Similar to linear jumps case, we will establish the boundary conditions. For all i ∈ M, the conditions of financial ruin
concludes
V (x, 0, k, i) = 1, V (x, z, 0, i) = 0. (69)
In addition, we truncate z and x at some large valueM and M . WhenM is large enough, it follows that
V (x,M, k, i) = 0. (70)
To proceed, when the optimal control is reached, the coefficient of du(t) should equal zero whenever K(t) = 1. Then the
boundary condition at k = 1 satisfies
(x ∨ x0)Vz + Vk = 0. (71)
It remains to establish the boundary conditions when x = 0 and x = M . When x = M and M is very large, compared to
x0, the guaranteed return of the initial deposit can be ignored. That is, x ∨ x0 = x. It can be considered similar to the linear
guaranteed case, see [21]. Hence, the boundary condition is
xVx = −zVz (72)
when x is large. When x = 0, V (0, z, k, ·) follows
1
2
Vzz(σ (i)2u2z2 + η2x20k)+
1
2
Vkkη2k+ Vzkη2x0k+ Vz(rz + zu(t)(µ(i)− r)− θx0k)− θkVk
+ λi
∫ z
0
[V (0, z − ρuz, k, i)− V (0, z, k, i)]fi(ρ)dρ + QV (0, z, k, ·)(i) = 0. (73)
Thus, all the boundary conditions are satisfied.
Using a similar Markov chain approximation method, the convergence of cost and value functions can be obtained with
the same techniques as that in the last section. The details are omitted.
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(a) Probability of ruin versus wealth and stock price with
Q1 in regime 1.
(b) Probability of ruin versus wealth and stock price with
Q2 in regime 1.
Fig. 5.1. Comparison of Probability of ruin versus wealth and stock price with different generation matrixes.
5. Numerical examples
This section treats a couple of exampleswith linear and general jumps. Suppose that the interest rate is r = 0.02, θ = 0.1
(the hazard rate of account holders), η = 0.5, and x0 = 1. The Markov chain α(·) ∈ M = {1, 2}. We consider two different
cases,
Q1 =
−0.5 0.5
0.5 −0.5

, Q2 =
−0.1 0.1
0.5 −0.5

.
The net expected return rates of the underlying mutual fund are µ(1) = 0.1 and µ(2) = 0.2. The volatility rates of the
investment return are σ(1) = 0.1 and σ(2) = 0.2. The insurance charge for hedging the GMDB option β = 0.01. In our
examples, it is tested that the change of stock price and wealth would have little influence on the value of hedge function
if stock price and wealth are large enough. Comparing to the boundary conditions of the HJB equation system, we assume
M = 15 and M = 150.
5.1. Linear jumps
Assume the linear jump rate to be c = 0.01. The jump arrival rates are λ(1) = 0.1 and λ(2) = 0.2, respectively. Using
the methods of value iteration, with the fraction of individuals still alive being k = 0.9, we plot the probabilities of ruin
versus wealth and stock price with the different generators used in Fig. 5.1.
In addition, fix the stock price as 30% of the maximum and fraction of individual still alive as 40%. That is, x = 0.3M and
k = 0.4. The relationship between the wealth and hedging function is shown in Fig. 5.2. Furthermore, we introduce the
variables ZK as the investment per individual and
Z
KX as the investment per individual per stock. Then the investment per
individual and investment per individual per stock are depicted in Fig. 5.3.
Comparing Fig. 5.2(a) with Fig. 5.2(b), we can that Fig. 5.2(b) shows more fluctuation between two regimes because the
generatorQ2 is non-symmetric in Fig. 5.2(b). In addition, the curves in both Fig. 5.2(a) and (b) are decreasing. It demonstrates
the lower probability of financial ruin with more wealth, which is consistent with our intuition.
5.2. General jumps
In this example, we consider a more general case with the jump magnitude ρn ∈ {0.01, 0.02}, with distribution
Π(0.01) = 0.6,Π(0.02) = 0.4. Compared to the example of linear case, the general jumps have different magnitudes
in this case, thus are more realistic. Similar to the linear jump example, Figs. 5.4 and 5.5 provide the corresponding results
with the same condition.
Comparing Figs. 5.3 and 5.5, to fix the probability of ruin as 0.2, the investment per individual in the linear jump case
is 0.25 and the corresponding investment per stock is 0.75. While the investment per individual in the general jump case
is 0.17 and the corresponding investment per stock is 0.5. It is shown that under the same risk level the investment per
individual and the investment per individual per stock in the general jump cases are both smaller than the linear jump case.
With more realistic jumps, the investment of each person in risky and riskless assets is lower.
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Fig. 5.2. Comparison of Probability of ruin versus wealth with different generation matrixes and fixed stock prices and fraction of individual still alive.
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Fig. 5.4. The probability of ruin versus wealth and stock price with Q1 .
6. Further remarks
Quantile hedging plays an important role in incomplete markets when perfect hedging is not possible. Guaranteed
minimum death benefits (GMDBs) are commonly used in many variable annuity contracts as a form of portfolio insurance.
Because of the regime-switching diffusion process, the market is incomplete. This together with the existence of the
mortality risk makes it possible to perfectly hedge the guaranteed minimum death benefits.
In this work, we developed quantile hedging for these insurance products under regime-switching jump-diffusion. Since
closed-form solutions are virtually impossible, our effort has been devoted to developing numerical approximation scheme
to minimize the quantile hedging function, which provides a viable alternative. Our Markov chain approximation method
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Fig. 5.5. The corresponding results corresponding to linear jumps with generator Q1 .
uses mainly probabilistic methods and does not need any analytic properties of the solutions of the system of the HJB
equations (system of coupled integro-differential equations). In the actual computation, we solve the quantile hedging
model for guaranteed minimum death benefits under linear jumps and general jumps using value iteration methods.
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