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EXPONENTIAL SQUARED INTEGRABILITY OF THE
DISCREPANCY FUNCTION IN TWO DIMENSIONS
DMITRIY BILYK, MICHAEL T. LACEY, IOANNIS PARISSIS, AND ARMEN VAGHARSHAKYAN
Abstract. Let AN be an N-point set in the unit square and consider the Discrepancy
function
DN(~x) ≔ ♯
(
AN ∩ [~0, ~x)
)
−N|[~0, ~x)|,
where ~x = (x1, x2) ∈ [0, 1]2, [0, ~x) =
∏2
t=1[0, xt), and |[~0, ~x)| denotes the Lebesgue measure of
the rectangle. We give various refinements of a well-known result of (Schmidt, 1972) on
the L∞ norm of DN. We show that necessarily
‖DN‖exp(Lα) & (logN)1−1/α , 2 ≤ α < ∞ .
The case ofα = ∞ is the Theoremof Schmidt. This estimate is sharp. For the digit-scrambled
van der Corput sequence, we have
‖DN‖exp(Lα) . (logN)1−1/α , 2 ≤ α < ∞ ,
whenever N = 2n for some positive integer n. This estimate depends upon variants of the
Chang-Wilson-Wolff inequality (Chang et al., 1985). We also provide similar estimates for
the BMO norm of DN.
1. Main Theorems
The common theme of the subject of irregularities of distribution is to show that, no
matter how N points are selected, their distribution must be far from uniform. In the
present article, we are primarily interested in the precise behavior of such estimates near
the L∞ endpoint, phrased in terms of exponential Orlicz classes. We restrict our attention
to the two-dimensional case.
Let AN ⊂ [0, 1]2 be a set of N points in the unit square. For ~x = (x1, x2) ∈ [0, 1]2, we
define the Discrepancy function associated toAN as follows:
DN(~x) ≔ ♯
(
AN ∩ [0, ~x)
)
−N|[0, ~x)| ,
where [0, ~x) is the axis-parallel rectangle in the unit square with one vertex at the origin
and the other at ~x = (x1, x2), and |[0, ~x)| = x1 · x2 denotes the Lebesgue measure of the
rectangle. This is the difference between the actual number of points in the rectangle [0, ~x)
and the expected number of points in this rectangle. The relative size of this function, in
All authors are grateful to the Fields Institute for hospitality and support, and to the National Science
Foundation for support.
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various senses, must necessarily increase with N. The principal result in this direction is
due to Roth (Roth, 1954):
K. Roth’s Theorem. In all dimensions d ≥ 2, we have the following estimate
(1.1) ‖DN‖2 & (logN)(d−1)/2
where the implied constant is only a function of dimension d.
The same bound holds for the Lp norm, for 1 < p < ∞, (Schmidt, 1977b), and is known
to be sharp as to the order of magnitude, see (Chen, 1980) and (Beck and Chen, 1987) for
a history of this subject (for the case d = 2, see Corollary 1.5 below). The endpoint cases
of p = 1 and p = ∞ are much harder.
We concentrate on the case of p = ∞ in this note, just in dimension d = 2, and refer
the reader to (Beck, 1989; Bilyk et al., 2008; Bilyk and Lacey, 2008; Hala´sz, 1981) for more
information about the case of d ≥ 3. For information about the case of p = 1, see
(Hala´sz, 1981; Lacey, 2006). As it has been shown in the fundamental theorem of W.
Schmidt (Schmidt, 1972), in dimension d = 2, the lower bound on the L∞ norm of the
Discrepancy function is substantially greater than the Lp estimate (1.1):
W. Schmidt’s Theorem. For any setAN ⊂ [0, 1]2 we have
(1.2) ‖DN‖∞ & logN .
This theorem is also sharp: one particular example is the famous van der Corput set
(van der Corput, 1935) – a detailed discussion is contained in §3. In this paper, we give
an interpolant between the results of Roth and Schmidt, which is measured in the scale of
exponential Orlicz classes.
1.3. Theorem. For any N-point setAN ⊂ [0, 1]2 we have
‖DN‖exp(Lα) & (logN)1−1/α , 2 ≤ α < ∞ .
Of course the lower bound of (logN)1/2, the case of α = 2 above, is a consequence
of Roth’s bound. The other estimates require proof, which is a variant of Hala´sz’s ar-
gument (Hala´sz, 1981). We give details below and also remark that this estimate in
the context of the Small Ball Inequality (Talagrand, 1994; Temlyakov, 1995) is known
(Dunker et al., 1998). In addition, we demonstrate that the previous theorem is sharp.
1.4. Theorem. For all N, there is a choice ofAN, specifically the digit-scrambled van der Corput
set (see Definition 3.5), for which we have
‖DN‖exp(Lα) . (logN)1−1/α , 2 ≤ α < ∞ .
In view of Proposition 2.2, taking α = 2, the theorem above immediately yields the
sharpness of the Lp lower bounds in d = 2 with explicit dependence of constants on p.
1.5. Corollary. For every 1 ≤ p < ∞, the setAN from Theorem 1.4 satisfies
‖DN‖p . p1/2(logN)1/2,
where the implied constant is independent of p.
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There is another variant of the Roth lower bound, which we state here.
1.6. Theorem. We have the estimate
‖DN‖BMO1,2 & (logN)1/2 ,
where the norm is the dyadic Chang-Fefferman product BMO norm (see Definition 2.11), intro-
duced in (Chang and Fefferman, 1980).
Indeed, this Theorem is just a corollary to a standard proof of Roth’s Theorem, and its
main interest lies in the fact that the estimate above is sharp. It is useful to recall the simple
observation that the BMO norm is insensitive to functions that are constant in either the
vertical or horizontal direction. That is, we have ‖DN‖BMO1,2 = ‖D˜N‖BMO1,2 , where
D˜N(x1, x2) = DN(x1, x2) −
∫ 1
0
DN(x1, x2) dx1
−
∫ 1
0
DN(x1, x2) dx2 +
∫ 1
0
∫ 1
0
DN(x1, x2) dx1 dx2 .
1.7.Theorem. For N = 2n, there is a choice ofAN, specifically the digit-scrambled van der Corput
set, for which we have
‖DN‖BMO1,2 . (logN)1/2 .
The main point of these results is that they unify the theorems of Roth and Schmidt
in a sharp fashion. This line of research is also of interest in higher dimensions, but the
relevant conjectures do not seem to be as readily apparent. As such, we think that this is
an interesting theme for further investigation.
In the next section we collect a variety of results needed to prove the main Theo-
rems. These results are drawn from the theory of Irregularities of Distribution, Harmonic
Analysis, Probability Theory and other subjects. In §3 we discuss the structure of the
digit-scrambled van der Corput set. Section 4 is dedicated to the analysis of the Haar
decomposition of the Discrepancy function for the van der Corput set. The proofs of the
main theorems above are then taken up in the §5 and §6.
The results of this paper concern refinements of the L∞-endpoint estimates for the
Discrepancy Function. In three dimensions, even the correct form of Schmidt’s Theorem
is not yet known, making the discussion of these results in three dimensions entirely
premature, though speculation about such results could inform the analysis of the more
difficult three dimensional case. See (Bilyk and Lacey, 2008; Bilyk et al., 2008) for recent
information about the higher dimensional versions of Schmidt’s Theorem.
The authors thank the referee for an expert reading, and suggestions to improve the
paper.
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2. Preliminary Facts
Wesuppressmany constants which do not affect the arguments in essential ways. A . B
means that there is an absolute constant K > 0 such that A ≤ KB. Thus A . 1 means that
A is bounded by an absolute constant. And if A . B . A, we write A ≃ B.
Inequalities. We recall the square function inequalities for martingales, in a form conve-
nient for us.
In one dimension, the class of dyadic intervals in the unit interval are D ≔ {[ j2−k, ( j +
1)2−k) | j, k ∈N , 0 ≤ j < 2k}. LetDn denote the dyadic intervals of length 2−n, and by abuse
of notation, also the sigma field generated by these intervals. For an integrable function
f on [0, 1], the conditional expectation is
fn = E( f | Dn) ≔
∑
I∈Dn
1I · |I|−1
∫
I
f (y) dy .
The sequence of functions { fn | n ≥ 0} is a martingale. The martingale difference sequence is
d0 = f0, and dn = fn − fn−1 for n ≥ 1. The sequence of functions {dn | n ≥ 0} are pairwise
orthogonal. The square function is
S( f ) ≔
[ ∞∑
n=0
|dn|2
]1/2
.
We have the following extension of the Khintchine inequalities.
2.1. Theorem. The inequalities below hold, for some absolute choice of constant C > 0.
‖ f ‖p ≤ C√p‖S( f )‖p , 2 ≤ p < ∞ .
In addition, this inequality holds for Hilbert space valued functions f .
For real-valuedmartingales, this was observed by (Chang et al., 1985). The extension to
Hilbert spacevaluedmartingales isuseful forus and isproved in (Fefferman and Pipher, 1997).
The best constants in these inequalities are known for p ≥ 3 (Wang, 1991).
OrliczSpaces. ForbackgroundonOrlicz Spaces, we refer the reader to (Lindenstrauss and Tzafriri, 1977).
Consider a symmetric convex function ψ, which is zero at the origin, and is otherwise
non-zero. Let (Ω,P) be a probability space, on which our functions are defined, and let E
denote expectation over the probability space. We can define
‖ f ‖Lψ = inf{K > 0 | Eψ( f · K−1) ≤ 1} ,
where we define the infimum over the empty set to be ∞. The set of functions Lψ = { f |
‖ f ‖LΨ < ∞} is a normed linear space, called the Orlicz space associated with ψ.
We are interested in, for instance,ψ(x) = ex
2 −1, inwhich casewedenote theOrlicz space
by exp(L2). More generally, for α > 0, we let ψα(x) be a symmetric convex function which
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equals e|x|
α −1 for |x| sufficiently large, depending upon α.1 And we write Lψα = exp(Lα).
These are the spaces used in the statements of ourmain Theorems 1.3 and 1.4. It is obvious
that, for all 1 ≤ p < ∞ and α > 0, we have Lp ⊃ exp(Lα) ⊃ L∞, hence Theorem 1.3 can
be indeed viewed as interpolation between the estimates of Roth (1.1) and Schmidt (1.2).
The following useful proposition is well-known and follows from elementary methods.
2.2. Proposition. We have the following equivalence of norms valid for all α > 0:
‖ f ‖exp(Lα) ≃ sup
p>1
p−1/α‖ f ‖p .
We shall also make use of the duality relations for the exponential Orlicz classes. For
α > 0, let ϕα(x) be a symmetric convex function which equals |x|(log(3 + |x|))α for |x|
sufficiently large, depending upon α.2 The Orlicz space Lϕα is denoted as Lϕα = L(logL)α.
The propositions below are standard.
2.3. Proposition. For 0 < α < ∞, the two Orlicz spaces exp(Lα) and L(log L)1/α are Banach
spaces which are dual to one another.
2.4. Proposition. Let E be a measurable subset of a probability set. We have
‖1E‖L(logL)1/α ≃ P(E) · (1 − logP(E))1/α .
Chang-Wilson-Wolff Inequality. Each dyadic interval has a left and right half, Ileft, Iright
respectively, which are also dyadic. Define the Haar function associated with I by
hI ≔ −1Ileft + 1Iright
Note that here the Haar functions are normalized in L∞. In particular, the square function
with this normalization has the form
S( f )2 =
∑
I∈D
〈 f , hI〉2
|I|2 1I , for f (x) =
∑
I
〈 f , hI〉
|I| hI(x).
We can now deduce the Chang-Wilson-Wolff inequality.
2.5. Chang-Wilson-Wolff Inequality . For all Hilbert space valued martingales, we have
‖ f ‖exp(L2) . ‖S( f )‖∞ .
Indeed, we have
‖ f ‖p . √p · ‖S( f )‖p . √p · ‖S( f )‖∞ .
Taking p →∞, and using Proposition 2.2, we deduce the inequality above.
1We are only interested in measuring the behavior of functions for large values of f , so this requirement
is sufficient. For α > 1, we can insist upon this equality for all x.
2For α ≥ 1, we can take this as the definition for all |x| ≥ 0.
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In dimension 2, a dyadic rectangle is a product of dyadic intervals, thus an element of
D2. A Haar function associated to R is the product of the Haar functions associated with
each side of R, namely for R1 × R2,
hR1×R2(x1, x2) ≔
2∏
t=1
hRt(xt) .
See Figure 1. Below, we will expand the definition of Haar functions, so that we can
describe a basis for L2([0, 1]2).
We will concentrate on rectangles of a fixed volume, contained in [0, 1]2. The notion of
the square function is also useful in the two dimensional context. It has the form
(2.6) S( f )2 =
∑
R∈D2
〈 f , hR〉2
|R|2 1R , for f (x) =
∑
R∈D2
〈 f , hR〉
|R| hR(x) .
Jill Pipher (Pipher, 1986) observed the following extension of the Chang-Wilson-Wolff
inequality.
2.7. Two Parameter Chang-Wilson-Wolff Inequality . For functions f in the plane as in (2.6)
we have
‖ f ‖exp(L) . ‖S( f )‖∞ .
Namely, in the case of two-parameters, the exponential integrability has been reduced
by a factor of two. This follows from a two-fold application of the Littlewood-Paley
inequalities, with best constants, for Hilbert space valued functions. Details can be found
in (Pipher, 1986; Fefferman and Pipher, 1997; Bilyk and Lacey, 2008). In fact, wewill need
the following variant.
2.8. Theorem. Let n ≥ 1 be an integer. Suppose that f on the plane has the expansion
f =
∑
R∈D2
|R|=2−n
〈 f , hR〉
|R| hR .
That is, f is in the linear span of Haar functions with a fixed volume. Then, we have the estimate
‖ f ‖exp(L2) . ‖S( f )‖∞ .
Thus, if f is in the linear span of a ‘one-parameter’ family of rectangles, we regain
the exponential-squared integrability. The proof is straightforward. As the volumes
of the rectangles are fixed, one need only apply the one-parameter Chang-Wilson-Wolff
inequality in, say, the x1 variable, holding the x2 variable fixed.
The following simple proposition reduces the proof of Theorem 1.4 to the case α = 2.
2.9. Proposition. Suppose that for A ≥ 1, we have
‖ f ‖exp(L2) ≤
√
A , ‖ f ‖∞ ≤ A
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It follows that
‖ f ‖exp(Lα) ≤ A1−1/α , 2 ≤ α < ∞ .
BoundedMeanOscillation. Werecall facts aboutdyadicBMO spaces, see (Chang and Fefferman, 1985;
, 1980).
We need to subtract some terms from DN, as it is not necessarily in the span of the Haar
functions as we have defined them. The deficiency is that standard Haar functions on the
unit square have zero means in both directions. Hence, for a dyadic interval I ∈ D, we
also need to consider
h1I = 1I = |hI| .
And set h0
I
= hI, where ‘0’ stands for ‘zero integral’ and ‘1’ for ‘non-zero integral.’ In the
plane, for ǫ1 , ǫ2 ∈ {0, 1} set
hǫ1,ǫ2
R1×R2(x1, x2) =
2∏
j=1
h
ǫ j
R j
(x j) .
Wewill sometimes write hR = h
0,0
R
in order to simplify our notation. With these definitions
we have the following orthogonal basis for L2([0, 1]2).
{h1,1
[0,1]2
} ∪ {h1,0
[0,1]×I , h
1,0
I×[0,1] | I ∈ D} ∪ {h0,0R | R ∈ D2} .
There are couple of different BMO spaces that are relevant here. Let us begin with the
variants of the more familiar C. Fefferman, one-parameter, dyadic BMO spaces.
2.10. Definition. Define the space BMO1 to be those square integrable functions f in the
span of {h0,1
I×[0,1] | I ∈ D}which satisfy
‖ f ‖BMO1 ≔ sup
J∈D
[
|J|−1
∑
I∈D
I⊂J
〈 f , h0,1
I×[0,1]〉2
|I|
]1/2
< ∞ .
Define BMO2 similarly, with the roles of the first and second coordinate reversed.
2.11.Definition. Dyadic Chang-Fefferman BMO1,2 is defined to be those square integrable
functions f in the linear span of {hR | R ∈ D2}, for which we have
‖ f ‖BMO1,2 ≔ sup
U⊂[0,1]2
[
|U|−1
∑
R∈D2
R⊂U
〈 f , hR〉2
|R|
]1/2
< ∞ .
We stress that the supremum is over allmeasurable subsetsU ⊂ [0, 1]2, not just rectangles.
It is well-known that these ‘uniform square integrability’ conditions imply that the
corresponding functions enjoy higher moments. This is usually phrased as the John-
Nirenberg inequalities, which we state here in their sharp exponential form.
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The John-Nirenberg Estimates. We have the following estimate for f ∈ BMO1, and ϕ ∈
BMO1,2.
‖ f ‖exp(L) . ‖ f ‖BMO1
‖ϕ‖exp(√L) . ‖ϕ‖BMO1,2(2.12)
Note that in the second inequality, (2.12), the number of parameters has doubled, hence
the exponential integrability has decreased by a factor of two. Of course, if the square
function of f is bounded, one sees immediately that the functions are necessarily in
BMO. And in this circumstance the Chang-Wilson-Wolff inequalities give an essential
strengthening of the John-Nirenberg estimates.
Discrepancy. Below, we will refer to the two parts of the Discrepancy function as the
‘linear’ and the ‘counting’ part. Specifically, they are
LN(~x) = Nx1 · x2 ,
CP(~x) =
∑
~p∈P
1
[~p,~1)(~x) .
Here, P is the subset of the unit square of cardinality N. In proving upper bounds on the
Discrepancy function, one of course needs to capture a cancellation between these two,
that is large enough to nearly completely cancel the nominal normalization by N.
We recall some definitions and facts about Discrepancy which are well represented in
the literature, and apply to general selection of point sets, see (Roth, 1954; Schmidt, 1977a;
Beck and Chen, 1987).
We call a function f an r function with parameter ~r = (r1, r2) if ~r ∈N2, and
f =
∑
R∈R~r
εR hR , εR ∈ {±1} ,
where we set R~r ≔ {R = R1 × R2 | R ∈ D2 ,R ⊂ [0, 1]2 , |Rt| = 2−rt , t = 1, 2} .We will use f~r
to denote a generic r function. A fact used without further comment is that f 2
~r
≡ 1.
Let |~r| = ∑2t=1 rt = n, which we refer to as the index of the r function. And let H2n ≔
{~r ∈ {0, 1, . . . , n}2 | |~r| = n}, i.e., the set of all ~r ’s such that rectangles in R~r have area 2−n. It
is fundamental to the subject that ♯H2n = n + 1. We refer to { f~r | r ∈ H2n} as hyperbolic r
functions. The next four Propositions are standard.
2.13. Proposition. For any selectionAN of N points in the unit cube the following holds. Fix n
with 2N < 2n ≤ 4N. For each ~r ∈H2n, there is an r function f~r with
〈DN, f~r〉 & 1 .
Proof. There is a very elementary one dimensional fact: for all dyadic intervals I,∫ 1
0
x · hI(x) dx = 14 |I|2 .
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This immediately implies that
(2.14) 〈x1 · x2 , h0,0R (x1, x2)〉 = 4−2|R|2 .
Thus, the inner product with the linear part of the Discrepancy function is completely
straightforward. We have 〈L, h0,0
R
〉 ≥ 4−2N|R|2 ≥ 4|R| for R ∈ R~r with ~r ∈H2n.
Call a rectangle R ∈ R~r good if R does not intersectAN, otherwise call it bad. Set
f~r ≔
∑
R∈R~r
sgn(〈DN, hR〉)hR .
Each bad rectangle contains at least one point inAN, and 2n ≥ 2N, so there are at least N
good rectangles. Moreover, one should observe that the counting function ♯(AN ∩ [0, ~x))
is orthogonal to hR for each good rectangle R. That is,
〈CAN , h0,0R 〉 = 0 , whenever R ∩AN = ∅ .
Critical to this property is the fact that Haar functions havemean zero on each line parallel
to the coordinate axes.
Thus, by (2.14), for a good rectangle R ∈ R~r we have
〈DN, hR〉 = −〈LN, hR〉 = −N〈|[0, ~x)|, hR(~x)〉 = −N2−2n−4 . −2−n .
Hence, to complete the proof, we can estimate
〈DN, f~r〉 ≥
∑
R∈R~r
R is good
|〈DN, hR〉| & 2−n♯{R ∈ R~r | R is good} & 1 .

2.15. Proposition. Let f~s be any r function with |~s| > n. We have
|〈DN, f~s〉| . N2−|~s| .
Proof. This is a brute force proof. Consider the linear part of the Discrepancy function. By
(2), we have
|〈LN, f~s〉| . N2−|~s| ,
as claimed.
Consider the part of the Discrepancy function that arises from the point set. Observe
that for any point ~x0 in the point set, we have
|〈1[~0,~x0), f~s〉| . 2−|
~s| .
Indeed, of the different Haar functions that contribute to f~s, there is at most one with non
zero inner product with the function 1[~0,~x)(~x0) as a function of ~x. It is the one rectangle
which contains x0 in its interior. Thus the inequality above follows. Summing it over the
N points in the point set completes the proof of the Proposition. 
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hR
hR′
Figure 1. Two Haar functions.
2.16. Proposition. In dimension d = 2 the following holds. Fix a collection of r functions
{ f~r | ~r ∈ H2n}. Fix an integer 2 ≤ v ≤ n and ~s with 0 ≤ s1, s2 ≤ n and |~s| ≥ n + v − 1. Let
Count(~s; v) be the number of ways to choose distinct ~r1, . . . ,~rv ∈ H2n so that
∏v
w=1 f~rw is an ~s
function. We have
Count(~s; v) =
(|~s| − n − 1
v − 2
)
.
Proof. Fix a vector ~s with |~s| > n, and suppose that
v∏
w=1
f~rw
is an ~s function. Then, the maximum of the first coordinates of the ~rw must be s1, and
similarly for the second coordinate. Thus, the vector s completely specifies two of the ~rw.
The remaining v− 2 vectors must be distinct, and take values in the first coordinate that
are greater than n − s2 and less than s1. Hence there are at most |~s| − n− 1 possible choices
for these vectors. This completes the proof.

In two dimensions, the decisive product rule holds. If R,R′ ∈ D2 are distinct, have the
same area and non-empty intersection, then we have
hR · hR′ = ±hR∩R′ .
This rule is illustrated in Figure 1 and can be generalized as follows.
2.17. Proposition. In dimension d = 2 the following holds. Let~r1, . . . ,~rk be elements ofH2n where
one of the vectors occurs an odd number of times. Then, the product
∏k
j=1 f~r is also an r function.
If the ~r j are distinct and k ≥ 2, the product has index larger than n.
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3. The Digit-Scrambled van der Corput Set
In this section we introduce the digit-scrambled van der Corput set, that is, a variation
of the classical van der Corput set described, e.g., in (Matousˇek, 1999, Section 2.1), and
prove some auxiliary lemmas that will help us exploit its properties. This set will be
our main construction for the upper bounds in Theorems 1.4 and 1.7, although strictly
speaking, Theorem 1.7 is satisfied by the standard van der Corput point distribution. The
reasons we need this modified version of the van der Corput set will become clear by the
end of this section.
First, we introduce some additional definitions and notations.
3.1. Definition. For x ∈ [0, 1) define di(x) to be the i’th digit in the binary expansion of x,
that is
di(x) = ⌊2ix⌋mod 2.
3.2.Definition. Forx ∈ [0, 1)wedefine the digit reversal functionbymeansof the expression
di (revn(x)) =
{
dn+1−i(x), i = 1, 2 · · ·n,
0, otherwise,
in other words, setting di(x) = xi, we have revn(0.x1x2...xn) = 0.xn...x2x1.
3.3. Definition. Let x, σ ∈ [0, 1) where σ has n binary digits. We define the number x ⊕ σ
as
di(x ⊕ σ) = di(x) + di(σ) mod 2,
i.e. the ith digit of x changes if di(σ) = 1 and stays the same if di(σ) = 0. In the literature
this operation is called digit scrambling or digital shift.
3.4. Remark. We stress at this point that when we define a digit scrambling we only use
the first n binary digits of the number σ ∈ [0, 1). As a result, for each given positive integer
n there are exactly 2n such digital shifts, that is, the number of digital shifts is finite. The
choice of a real number σ ∈ [0, 1) to represent this operation is just a matter of notational
convenience.
We are now ready to define the digit-scrambled van der Corput set.
3.5. Definition. For an integer n ≥ 1 and a number σ ∈ [0, 1) we define the σ-digit
scrambled van der Corput setVn,σ as
Vn,σ = {vn,σ(τ) : τ = 0, 1, . . . , 2n − 1},
where
vn,σ(τ) =
(
τ
2n
, revn
(
τ
2n
⊕ σ
))
+ (2−n−1, 2−n−1).
It is clear that the digit-scrambled van der Corput set has cardinality |Vn,σ| = 2n. We
should notice that the roles of x and y coordinates are symmetric, since we can write
Vn,σ = {(revn(τ/2n ⊕ σ′), τ/2n) + (2−n−1, 2−n−1) : τ = 0, 1, . . . , 2n − 1}with σ′ = revn(σ).
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With the notation introduced above, the standard van der Corput set
Vn = {(0.x1x2...xn1, 0.xn...x2x11) : xi = 0, 1}
is justVn = Vn,0.Note that our definition differs from the classical by the shift (2−n−1, 2−n−1).
This shift ‘pads’ the binary expansion of the elements by a final 1 in the (n+ 1)st place, and
ensures that the average value of each coordinate is 1
2
:
(3.6) 2−n
∑
(x,y)∈Vn,σ
x = 2−n
∑
(x,y)∈Vn,σ
y =
1
2
.
This is just a technical modification that will simplify our formulas and calculations.
The following proposition describes which points of the van der Corput set Vn,σ fall
into any given dyadic rectangle.
3.7. Proposition. Let k, l ∈ N and i ∈ {0, 1, . . . , 2k − 1}, j ∈ {0, 1, . . . , 2l − 1}. Consider a dyadic
rectangle
R =
[
i
2k
,
i + 1
2k
)
×
[
j
2l
,
j + 1
2l
)
.
Then the setVn,σ ∩ R consists of the points vn,σ(τ) where
dm
( τ
2n
)
=
dm( i2k ), m = 1, 2 · · · , k,dn+1−m( j2k ) + dm(σ) mod 2, m = n + 1 − l, · · · , n.
Proof. Let (x, y) be any point [0, 1)2. It is easy to see that (x, y) ∈ R if and only if
dq(x) = dq
( i
2k
)
for all q = 1, 2, . . . , k, and
dr(y) = dr
( j
2l
)
for all r = 1, 2, . . . , l.
The proposition is nowa simple consequence of the structure of the vanderCorput set. 
Some remarks are in order:
3.8. Remarks.
When k+ l < n there are exactly 2n−(k+l) points of the van der Corput set inside the canonical
rectangle R. Indeed, the conditions of Proposition 3.7 only specify the first k and last l
binary digits of the x−coordinates of the points vn,σ(τ).
When k+ l > n it might happen that the set of conditions in proposition 3.7 is void (observe
that the system is overdetermined in this case).
Finally, when k + l = n, that is when the rectangle R has volume |R| = 2−n, the system of
equations in 3.7 gives a unique point of the van der Corput set inside R. So, for fixed n,
the van der Corput setVn,σ is a net: every dyadic rectangle of volume N−1 = 2−n contains
exactly one point. This has the well-known consequence, see (Matousˇek, 1999), that
(3.9) ‖DN(Vn,σ)‖∞ . logN.
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This fact is independent of the digit scrambling σ and holds in particular for the stan-
dard van der Corput set Vn ((van der Corput, 1935), (Roth, 1954)). In view of Schmidt’s
Theorem (1.2) this means that the van der Corput set is extremal in terms of measuring
the Discrepancy function in L∞. However, the same is not true if one is interested in
meeting the lower bound in Roth’s Theorem, that is, the standard van der Corput setVn
is not extremal in terms of measuring the Discrepancy function in L2. The lemma below
explains this fact. In particular it shows that the L2 discrepancy ofVn is big because of a
single ‘zero-order’ Haar coefficient, i. e. the mean
∫
DN. The lemma also shows that digit
scrambling provides a remedy for this shortcoming. This fact has been observed by Chen
in (Chen, 1983) where the author uses digit scrambling in order to obtain the best possible
Lp upper bounds for a general class of ’one point in a box’ sets in general dimension (see
the case k + l = n in the remarks above). We also note that similar calculations, albeit
slightly less general, have been carried out in (Halton and Zaremba, 1969). We include a
proof of this Lemma for the sake of completeness.
3.10. Lemma. We have ∫ 1
0
∫ 1
0
DN(Vn,σ) dxdy = 1
4
n2 −
n∑
k=1
dk(σ)
 .
In particular ∫ 1
0
∫ 1
0
DN(Vn) dxdy = n
8
.
On the other hand, if
∑n
k=1 dk(σ) = n/2, i.e. half of the digits are scrambled, then∫ 1
0
∫ 1
0
DN(Vn,σ) dxdy = 0.
Proof. As usually, we write N = 2n. We have
I ≔
∫ 1
0
∫ 1
0
DN(Vn,σ)(x, y) dxdy = −N/4 +
N−1∑
τ=0
∫ 1
0
∫ 1
0
1[0,x]×[0,y]
(
vn,σ (τ/N)
)
dxdy
= −N/4 +
N−1∑
τ=0
(
1 − τ
N
− 1
2N
) (
1 − revn
(
τ
N
⊕ σ
)
− 1
2N
)
.
Using (3.6) we get
(3.11) I = −N
4
+
1
2
− 1
4N
+
N−1∑
τ=0
τ
N
· revn
(
τ
N
⊕ σ
)
.
Now expand the sum above using the binary representation of the summands as follows:
N−1∑
τ=0
τ
N
· revn
(
τ
N
⊕ σ
)
=
N−1∑
τ=0
n∑
k=1
n∑
l=1
dk
(
τ
N
)
dl
(
revn
(
τ
N
⊕ σ
))
2k+l
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=
N−1∑
τ=0
n∑
k=1
n∑
l=1
dk
(
τ
N
)
dn+1−l
(
τ
N
⊕ σ
)
2k+l
(3.12)
=
n∑
k=1
n∑
l=1
1
2k+l
N−1∑
τ=0
dk
(
τ
N
)
dn+1−l
(
τ
N
⊕ σ
)
.
Finally observe that if s, t ∈ {1, 2, . . . , n} then
N−1∑
τ=0
ds
(
τ
N
)
dt
(
τ
N
⊕ σ
)
=
{
N
2
(1 − ds(σ)) , s = t
N
4
, s , t.
(3.13)
Indeed, when s = t, the terms in the sum above are non-zero exactly when ds(
τ
N
) = 1 and
ds(σ) = 0, and hence the first equality. The case s , t is similar.
Using (3.13) and (3.12) we get
N−1∑
τ=0
τ
N
revn
(
τ
N
⊕ σ
)
=
n
8
− 1
4
n∑
k=1
dk(σ) +
N
4
− 1
2
+
1
4N
,
which, combined with (3.11), completes the proof. 
Remark. We should point out that in (Kritzer and Pillichshammer, 2006) it has been
shown that the L2 norm of the Discrepancy of the digit-scrambled van der Corput set
depends only on the number of 1’s in σ, and not their distribution.
4. Haar Coefficients for the Digit-Scrambled van der Corput Set
In this section wewill work with the digit-scrambled van der Corput setVn,σ as defined
in Section 3, where σ ∈ [0, 1) is arbitrary and N = 2n. We will just write DN for the
discrepancy function of Vn,σ. The following Lemma records the main estimate for the
Haar coefficients of DN and is the core of the proof for the upper bounds in Theorems 1.4
and 1.7.
4.1. Lemma. For any dyadic rectangle R ∈ D2 we have
|〈DN, hR〉| . 1
N
.
We need to consider dyadic rectangles of the form R =
[
i
2k
; i+1
2k
)
×
[
j
2l
;
j+1
2l
)
, where k, l ∈N
and i ∈ {0, 1, . . . , 2k − 1}, j ∈ {0, 1, . . . , 2l − 1}. The proof will be divided in two cases,
depending on whether the volume of R is ‘big’ or ‘small’.
We will use an auxiliary function to help us write down formulas for the inner product
of the counting part with theHaar function corresponding to the rectangleR. In particular,
φ : R→ R is the periodic function
φ(x) =
{{x}, 0 < {x} < 1
2
1 − {x}, 1
2
< {x} < 1,
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1
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Figure 2. The graph of the function φ.
where {x} is the fractional part of x. Observe that the function φ is the periodic extension
of the anti-derivative of the Haar function on [0,1]. See Figure 2.
Let p = (px, py) ∈ [0, 1)2. A moment’s reflection allows us to write
〈1
[~p,~1), hR〉 =
{|R|φ(2kpx)φ(2lpy), p ∈ R,
0, otherwise.
(4.2)
We also record two simple properties of the function φ that will be useful in what
follows. First, for x ∈ R,
(4.3) φ(x) + φ
(
x ⊕ 1
2
)
=
1
2
.
Second, φ is a ‘Lipschitz’ function with constant 1. For x, y ∈ R,
(4.4)
∣∣∣φ(y) − φ(x)∣∣∣ ≤ |{y} − {x}|.
Proof of Lemma 4.1 when |R| < 4
N
. We fix a dyadic rectangle R with |R| < 4
N
. We treat the
linear part and the counting part separately.
For the linear part we have that
〈LN, hR〉 = N|R|
2
42
.
1
N
.
Now notice that since k + l > n − 2, there are at most 2 points in Vn,σ ∩ R. Since φ is
obviously bounded by 1, formula (4.2) implies
|〈CVn,σ , hR〉| ≤ |R|
∑
p∈Vn,σ∩R
φ(2kpx)φ(2
lpy) ≤ 4|R| . 1
N
.
Summing up the estimates for the linear and the counting part completes the proof. 
Proof of Lemma 4.1 when |R| ≥ 4
N
. The proof of the case |R| ≥ 4
N
is much more involved as
this is the typical case where the rectangle contains ‘many’ points of the point set Vn,σ.
Before going into the details of the proof we will discuss the structure of the set R ∩Vn,σ
in order to organize and simplify the calculations that follow.
First, notice that the condition |R| ≥ 4
N
implies that n − (k + l) ≥ 2. In other words, there
are at least 4 points in the set R∩Vn,σ according to Proposition 3.7 and Remark 3.8. To be
more precise, let us look at a point p = (x, y) ∈ Vn,σ. The x-coordinate can be written in the
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R
(u, v)
Figure 3. The quadruple Q.
form x = 0.x1x2 . . . xn1, where xi = di(x), for i = 1, 2, . . . , n. The first k and the last l binary
digits of x are determined by the fact that x ∈ R (Proposition 3.7). That leaves us with at
least 2 ‘free’ digits for x
x = 0.x1 . . . xk, ∗, . . . , ∗, xn−l+1 . . . xn1.
We group all points inVn,σ∩R in quadruples according to the choices for the first and last
‘free‘ digits xk+1 and xn−l. In particular, we consider quadruples (Q) of points in Vn,σ ∩ R
with x-coordinates of the form:
(Q)
0.x1 . . . xk 0 xk+2 . . . , xn−l−1 0 xn−l+1 . . . xn1,
0.x1 . . . xk 0 xk+2 . . . , xn−l−1 1 xn−l+1 . . . xn1,
0.x1 . . . xk 1 xk+2 . . . , xn−l−1 0 xn−l+1 . . . xn1,
0.x1 . . . xk 1 xk+2 . . . , xn−l−1 1 xn−l+1 . . . xn1.
There are exactly 2n−(k+l)−2 = N|R|
4
such quadruples. Let’s index the quadruples Q arbi-
trarily as Qr, r = 1, 2, . . . ,
N|R|
4
. Observe that we can write
〈DN, hR〉 =
∑
p∈Vn,σ∩R
〈1[~p,~1), hR〉 −
N|R|2
16
=
N|R|
4∑
r=1
(∑
p∈Qr
〈1[~p,~1), hR〉 −
|R|
4
)
.(4.5)
The following Proposition exploits large cancellation within these quadruples.
4.6. Proposition.∣∣∣∣∣∑
p∈Qr
〈1
[~p,~1), hR〉 −
|R|
4
∣∣∣∣∣ . 1N2|R| .
Let assume Proposition 4.6 for a moment in order to complete the proof of Lemma 4.1.
Indeed, Proposition 4.6 together with equation (4.5) immediately yield
〈DN, hR〉 .
N|R|
4∑
r=1
1
N2|R| .
1
N
.
This completes the proof modulo Proposition 4.6. 
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Proof of Proposition 4.6. For the proof of the proposition we will fix a Q = Qr and suppress
the index r since it does not play any role. Suppose p = (u, v) is any of the points with
x-coordinate as in (Q) and y-coordinate v such that p ∈ Vn,σ . Then it is easy to see that the
quadruple (Q) consists of the four points which can be written in the form:
(u, v),
(u ⊕ 2−k−1, v ⊕ 2−n+k),
(u ⊕ 2−n+l, v ⊕ 2−l−1),
(u ⊕ 2−n+l ⊕ 2−k−1, v ⊕ 2−n+k ⊕ 2−l−1).
(Q)
See also Figure 3.
We invoke equation (4.2) to write∑
p∈Q
〈1
[~p,~1), hR〉 −
|R|
4
= |R|
(∑
p∈Q
φ(2kpx)φ(2
lpy) − 1
4
)
≕ |R|
(
Σ − 1
4
)
.(4.7)
We have
Σ = φ(2ku)φ(2lv)
+ φ(2ku ⊕ 1
2
)φ(2l(v ⊕ 2−n+k))
+ φ(2k(u ⊕ 2−n+l))φ(2lv ⊕ 1
2
)
+ φ(2ku ⊕ 2k · 2−n+l ⊕ 1
2
)φ(2lv ⊕ 2l · 2−n+k ⊕ 1
2
).
Using equation (4.3) we get
Σ =
1
4
+
[
φ(2ku) − φ(2k(u ⊕ 2−n+l))
][
φ(2lv) − φ(2l(v ⊕ 2−n+k))
]
.
Finally, using the fact the the function φ is Lipschitz (4.4) we have∣∣∣∣∣Σ − 14
∣∣∣∣∣ ≤ (2−n+l+k)2 = 1N2|R|2 .
This estimate together with equation (4.7) completes the proof. 
Lemma 4.1 has an analogue in the case of Haar functions h1,0
[0,1]×I and h
0,1
I×[0,1], where I ∈ D.
Observe also that the inner product that corresponds to h1,1
[0,1]2
is the content of Lemma 3.10
of the previous section.
4.8. Lemma. For I ∈ D we have the estimates
|〈DN, h0,1I×[0,1]〉| . |I|,
|〈DN, h1,0[0,1]×I〉| . |I|.
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Proof. It suffices to prove just the first estimate in the statement of the Lemma. The proof
proceeds in a more or less analogous fashion as the proof of Lemma 4.1. We fix a dyadic
interval I =
[
i
2k
, i+1
2k
)
and write hI = h
0,1
I×[0,1]. We need an analogue of formula (4.2) which in
this case becomes
〈1
[~p,~1), hI〉 =
{|I|φ(2kpx)(1 − py), px ∈ I,
0, otherwise.
(4.9)
As in the proof of Lemma 4.1, we need to consider separately the case of small volume
and large volume rectangles. The small volume case here is |I| ≤ 2
N
. Note that in this
case there are at most 2n−k ≤ 2 points of the van der Corput set whose x coordinate lies
in I. Using equation (4.9) we trivially get the desired estimate as in the proof of the
corresponding case of Lemma 4.1.
We now turn to the main part of the proof, namely the estimate
|〈DN, h1,0I×[0,1]〉| . |I|,
when |I| > 2
N
. Instead of the quadruples (Q), we now group the points of the van der
Corput set with x-coordinate in I, into pairs (P) of the form:
(P)
0.x1 . . . xk 0 xk+2 . . . xn1,
0.x1 . . . xk 1 xk+2 . . . xn1.
If (u, v) is one of the two points in (P), we also have the description:{
(u, v),
(u ⊕ 2−k−1, v ⊕ 2−n+k).(P)
There are 2n−k−1 such pairs and let’s index them arbitrarily as Pr, r = 1, 2, . . . , 2n−k−1. We
write
〈DN, hI〉 =
∑
p∈Vn,σ∩I×[0,1]
〈1
[~p,~1), hI〉 −
N|I|2
8
=
2n−k−1∑
r=1
∑
p∈Pr
〈1
[~p,~1), hI〉 −
N|I|2
8
.
Now for any pair (P) we use (4.9) to write∑
p∈P
〈1
[~p,~1), hI〉 = |I| φ(2ku)(1 − v) + |I| φ(2k(u ⊕ 2−k−1))(1 − v ⊕ 2−n+k)
= |I|
[
φ(2ku) + φ(2ku ⊕ 2−1)
]
(1 − v)
+ |I| φ(2ku ⊕ 2−1) (v − v ⊕ 2−n+k)
=
1
2
|I|(1 − v) + |I| φ(2ku ⊕ 2−1) (v − v ⊕ 2−n+k).
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where in the last equality we have used (4.3). Using the fact that |v− v⊕ 2−n+k| = 2−n+k and
assuming dn−k(v) = 0, it is routine to check that
(4.10) 〈DN, hI〉 = |I|
{
1
2
2n−k−1∑
r=1
(1 − vr) − 2n−k−3 + O(1)
}
,
where vr are y-coordinates of the form
vr = 0.Y1 . . .Yn−k−10yn−k+1 . . . yn1
The digits yn−k+1 up to yn are fixed because of the digit reversal structure of the van der
Corput set. We can then estimate the sum in the previous expression as follows:
2n−k−1∑
r=1
(1 − vr) = 2n−k−1 − 1
2
2n−k−1
(
1 − 2−n+k+1
)
+O(1) = 2n−k−2 + O(1).
Substituting in (4.10) we get
〈DN, hI〉 = |I|
{
1
2
(
2n−k−2 + O(1)
)
− 2n−k−3 + O(1)
}
. |I|,
which completes the proof. 
5. BMO Estimates for the Discrepancy Function
This section is devoted to the proofs of Theorems 1.6 and 1.7. We recall that the Dyadic
Chang-Fefferman BMO1,2 is defined to consist of those square integrable functions f in
the linear span of {hR | R ∈ D2}, for which we have
‖ f ‖BMO1,2 ≔ sup
U⊂[0,1]2
[
|U|−1
∑
R∈D2
R⊂U
〈 f , hR〉2
|R|
]1/2
< ∞ .
We begin with the proof of Theorem 1.6 which is essentially just a repetition of the
argument used in Proposition 2.13.
Proof of Theorem 1.6. We fix a distribution AN of N points in the unit square and take n
such that 2N < 2n ≤ 4N. For the special choice of U = [0, 1]2 we have
‖DN‖2BMO1,2 ≥
∑
~r∈Hn
∑
R∈R~r
R∩AN=∅
〈DN, hR〉2
|R| .
Consider a rectangle R ∈ R~r which does not contain any points ofAN. Then
〈DN, hR〉 = −〈LN, hR〉 = −|R|
2
42
.
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As a result,
‖DN‖2BMO1,2 &
∑
~r∈Hn
∑
R∈R~r
R∩AN=∅
N2|R|3 & 1
N
∑
~r∈Hn
♯{R ∈ R~r, R ∩AN = ∅}.
For fixed~r ∈Hn we have ♯{R ∈ R~r,R∩AN = ∅} ≥ N, arguing as in the proof of Proposition
2.13. Thus we get
‖DN‖2BMO1,2 &
∑
~r∈Hn
1 & n.
This completes the proof since n ≃ logN. 
We proceed with the proof of the upper bound in Theorem 1.7. Our extremal set of
cardinality N = 2n will beVn,σ for arbitrary σ ∈ [0, 1), as defined in Definition 3.5. We will
just write DN for the Discrepancy function of the digit-scrambled van der Corput set.
Proof of Theorem 1.7. We fix a measurable set U ⊂ [0, 1]2 and consider only rectangles R in
the family {R ∈ D2,R ⊂ U}. We will sometimes suppress the fact that our rectangles are
contained in U to simplify the notation.
The are two estimates that are relevant here, one for large rectangles and one for small
volume rectangles. For the large volume case, |R| ≥ 2−n, we have
|U|−1
∑
|R|≥2−n
〈DN, hR〉2
|R| = |U|
−1
n∑
k=0
∑
~r∈Hk
∑
R∈R~r
〈DN, hR〉2
|R|
. N−2|U|−1
n∑
k=0
2k
∑
~r∈Hk
∑
R∈R~r
1,
where we have used the estimate 〈DN, hR〉 . 1N of Proposition 4.1. Now observe that for
fixed k and ~r ∈ Hk there are at most 2k|U| rectangles R ∈ R~r contained in U. Furthermore,
there are k choices for the ‘geometry’ ~r ∈Hk. We thus get
|U|−1
∑
|R|≥2−n
〈DN, hR〉2
|R| . N
−2
n∑
k=0
k(2k)2 .
n(2n)2
N2
= n.
In the small volume term we treat the linear and the counting parts separately.
For the linear part we use (2.14) to get 〈LN, hR〉 = 4−2N|R|2. So we have
|U|−1
∑
|R|<2−n
〈LN, hR〉2
|R| = |U|
−1
∞∑
k=n+1
∑
~r∈Hk
∑
R∈R~r
〈LN, hR〉2
|R|
≃ N2|U|−1
∞∑
k=n+1
∑
~r∈Hk
(2−k)3
∑
R∈R~r
1.
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Now arguing as in the large volume case we have
∑
R∈R~r 1 . 2
k|U|, and thus
|U|−1
∑
|R|<2−n
〈LN, hR〉2
|R| . N
2
∞∑
k=n+1
k(2−k)2 . n.
It remains to bound the counting part that corresponds to small volume rectangles, i.e.
|U|−1
∑
|R|<2−n
〈CVn,σ , hR〉2
|R| .
Let R be the maximal dyadic rectangles R of area at most 2−n, contained inside U, and
such that hR has non-zero inner product with the counting part. It is essential to note that
(5.1)
∑
R∈R
|R| . n|U| .
Indeed, for each rectangle R ∈ R, the function hR is, as we have observed, orthogonal to
each 1
[~p,~1) with ~p not in the interior of R. Thus, Rmust contain one element of the van der
Corput set in its interior. On the other handVn,σ is a net so R contains exactly one point.
Now look at all the rectangles in R ∈ R, R = Rx × Ry, with a fixed side length |Rx|. The
length of this side must be at least 2−n in order for the rectangle to contain a point of the
van der Corput set in its interior, so there are at most n choices for |Rx|. On the other hand,
the rectangles in Rwith the same side length must be disjoint since they are maximal and
dyadic. Since they are all contained in U, their union has volume at most U. Summing
over all possible side lengths |Rx| proves (5.1).
Now, we can write
|U|−1
∑
|R|<2−n
〈CVn,σ , hR〉2
|R| ≤ |U|
−1
∑
R∈R
∑
R′⊆R
〈CVn,σ , hR′〉2
|R′| .
Note that we have inequality instead of equality, since a rectangle R can be contained in
several maximal rectangles. However, this does not create any problem.
Let R ∈ R be fixed and let ~pR be the unique point of Vn,σ contained in R. We can use
Bessel’s inequality to bound the inner sum:
∑
R′⊆R
〈CVn,σ , hR′〉2
|R′| ≤ ‖1(~pR,~1]‖
2
L2(R)
≤ |R| .
Thus, by (5.1)
|U|−1
∑
|R|<2−n
〈CVn,σ , hR〉2
|R| . |U|
−1
∑
R∈R
|R| . n.
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The proof is finished, since we have shown that for any measurable set U ⊂ [0, 1]2(
|U|−1
∑
R∈D2
R⊂U
〈DN, hR〉2
|R|
) 1
2
. n
1
2 ≃
√
logN.

6. The exp(Lα) Estimates for the Discrepancy Function.
6.1. Lower bound: The Proof of Theorem 1.3. The proof is by way of duality and is
very similar to Hala´sz’s proof (Hala´sz, 1981) of Schmidt’s Theorem, see (1.2). Fix the
point distribution AN ⊂ [0, 1]2. Set 2N < 2n ≤ 4N, so that n ≃ logN. Proposition 2.13
provides us with r functions f~r for ~r ∈ H2n. Let G2N ⊂ H2N be those elements ofH2N whose
first coordinate is a multiple of a sufficiently large integer a. We construct the following
functions:
Ψ ≔
∏
~r∈G2
N
(1 + f~r), Ψ˜ ≔ Ψ − 1.
The ‘product rule’ 2.17 easily implies thatΨ is a positive function of L1 norm one. In fact,
letting g = ♯G2n, it is clear that
Ψ = 2g1E , P(E) = 2
−g .
Therefore, by Proposition 2.4,
‖Ψ˜‖L(logL)1/α ≃ g1/α ≃ n1/α .
The fact that 〈DN, Ψ˜〉 & n is well-known (Hala´sz, 1981), (Matousˇek, 1999). In fact, if we
expand
Ψ˜ =
g∑
k=1
Ψk ,
Ψk =
∑
{~r1,...,~rk}⊂G2n
k∏
ℓ=1
f~rℓ ,
then, using the ‘product rule’ 2.17, it is not hard to see that we have
〈DN,Ψ1〉 & g & n
a
,
and the other, higher order terms can be summed up, using Propositions 2.15 and 2.16, to
give a much smaller estimate for a sufficiently large.
Thus, we can estimate
n . 〈DN, Ψ˜〉 . ‖DN‖exp(Lα) · n1/α ,
and so Theorem 1.3 holds.
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6.2. Upper bound: The Proof of Theorem 1.4 in the case that N = 2n. In this section we
shall obtain the upper bound of the exp(L2) norm of the discrepancy of the digit-scrambled
van der Corput set. We shall consider the case of N = 2n, leaving the general case to later.
Lemma 3.10 tells us that we should choose Vn,σ with half the digits ‘scrambled’, i.e.∑n
i=1 di(σ) = ⌊n/2⌋ – this will be the only restriction on σ and for simplicity we shall assume
that n is even. We expand DN in the Haar series and break the expansion into several
parts (in view of our choice of σ, h1,1 does not play a role in the expansion):
DN =
∑
R∈D2
〈DN, hR〉
|R| hR +
∑
R=I×[0,1]
〈DN, h0,1R 〉
|R| h
0,1
R
+
∑
R=[0,1]×I
〈DN, h1,0R 〉
|R| h
1,0
R
=
∑
R:|R|>2−n
〈DN, hR〉
|R| hR +
∑
R:|R|≤2−n
〈CN, hR〉
|R| hR −
∑
R:|R|≤2−n
〈LN, hR〉
|R| hR(6.1)
+
∑
R=I×[0,1]
〈DN, h0,1R 〉
|R| h
0,1
R
+
∑
R=[0,1]×I
〈DN, h1,0R 〉
|R| h
1,0
R
(6.2)
For the first sum in the expansion (6.1) above we have:∥∥∥∥ ∑
R:|R|>2−n
〈DN, hR〉
|R| hR
∥∥∥∥
exp(L2)
≤
n−1∑
k=0
∥∥∥∥∥ ∑
R:|R|=2−k
〈DN, hR〉
|R| hR
∥∥∥∥∥
exp(L2)
.
n−1∑
k=0
∥∥∥∥∥∥
( ∑
R:|R|=2−k
〈DN, hR〉2
|R|2 1R
) 1
2
∥∥∥∥∥∥∞
.
n−1∑
k=0
1
N
·
√
k + 1 · 2k ≈ √n,
where we have used the hyperbolic version of the Chang-Wilson-Wolff inequality (The-
orem 2.8), the estimate of the Haar coefficients of DN (Lemma 4.1), and the fact that each
point in [0, 1]2 lives in k + 1 dyadic rectangles of volume 2−k.
The last sum in (6.1) is easy to estimate. Since 〈LN, hR〉 = 4−dN|R|2, we have:∥∥∥∥ ∑
R:|R|≤2−n
〈LN, hR〉
|R| hR
∥∥∥∥
exp(L2)
≤ 4−d
∞∑
k=n
∥∥∥∥ ∑
R:|R|=2−k
N2−khR
∥∥∥∥
exp(L2)
. N
∞∑
k=n
2−k
∥∥∥∥∥( ∑
R:|R|=2−k
1R
) 1
2
∥∥∥∥∥∞
. N
∞∑
k=n
√
k + 1 · 2−k ≈ √n,
where we have once again applied Theorem 2.8.
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The second sum in (6.1) is the hardest. We consider rectangles R of volume |R| ≤ 2−n.
Recall that, in order for 〈CN, hR〉 to be non-zero, R must contain points of Vn,σ in the
interior. The structure of the van der Corput set then implies that we must at least have
|R1|, |R2| ≥ 2−n. For each such rectangleR, one can find aunique ‘parent’: a dyadic rectangle
R˜ ⊂ [0, 1]2 with |R˜| = 2−n, R˜1 = R1, and R ⊂ R˜. We can now write∥∥∥∥ ∑
R:|R|<2−n
〈CN, hR〉
|R| hR
∥∥∥∥
p
=
∥∥∥∥∥∥
n∑
k=0
∑
R˜: |R˜|=2−n
|R˜1 |=2−k
∑
R⊂R˜
R1=R˜1
〈CN, hR〉
|R| hR
∥∥∥∥∥∥
p
(6.3)
A given rectangle R˜ as above contains precisely one point (p1, p2) from the setVn,σ. Thus,∑
R⊂R˜
R1=R˜1
〈CN, hR〉
|R| hR(x1, x2) = CR˜(x2)
〈hR˜1 , 1[p1,1]〉
|R˜1|
hR˜1(x1),(6.4)
where
CR˜(x2) =

∑
I⊂R˜2
〈hI ,1[p2,1]〉
|I| hI(x2) = 1[p2,1](x2) −
∫
R˜2
1[p2,1](x)dx/|R˜2|, x2 ∈ R˜2,
0, x2 < R˜2.
In any case, we have |CR˜(x2)| ≤ 2. Now we fix x2 ∈ [0, 1]. For fixed x2 and R˜1, there is a
unique R˜ such that the sum in (6.4) is non-zero. Thus, using (6.3)
∑
R:|R|≥2−n
〈CN, hR〉
|R| hR(x1, x2) =
n∑
k=0
∑
R˜1 : |R˜1 |=2−k
CR˜(x2)〈hR˜1 , 1[p1,1]〉
|R˜1|
hR˜1(x1)
=
n∑
k=0
∑
R˜1 : |R˜1 |=2−k
αR˜1(x2)
|R˜1|
hR˜1(x1),
where the Haar coefficient αR˜1(x2) satisfies |αR˜1(x2)| . |R˜1|. Next, we apply the one-
dimensional Littlewood-Paley inequality in the variable x1:
∥∥∥∥ ∑
R:|R|≥2−n
〈CN, hR〉
|R| hR
∥∥∥∥
Lp(x1)
. p
1
2
∥∥∥∥∥∥
( ∑
R˜1: |R˜1|≥2−n
|αR˜1(x2)|2
|R˜1|2
1R˜1
) 1
2
∥∥∥∥∥∥
Lp(x1)
≤ p 12n 12 .
We now integrate this estimate in x2 to obtain∥∥∥∥ ∑
R:|R|≥2−n
〈CN, hR〉
|R| hR
∥∥∥∥
p
. p
1
2n
1
2 ,
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and thus∥∥∥∥ ∑
R:|R|≥2−n
〈CN, hR〉
|R| hR
∥∥∥∥
exp(L2)
. n
1
2 ,
in view of Proposition 2.2. Thus, we have estimated the exp(L2) norms of all the terms
in (6.1) by n
1
2 . The estimates for (0, 1) and (1, 0) Haars in (6.2) can be easily incorporated,
invoking similar one-dimensional arguments andLemma4.8. We skip these computations
for the sake of brevity. We thus arrive to∥∥∥DN∥∥∥exp(L2) . √n ≈ √logN.
Proposition 2.9 and inequality (3.9) finish the proof of Theorem 1.4 for all α ≥ 2.
6.3. Upper bound: The Proof of Theorem 1.4 in the General Case. We use a standard
argument to generalize the previous proof to the case of arbitrary N. Fix 2n−1 < N < N′ ≔
2n. Set 1
2
< t = N2−n + 2−n−1 < 1. Consider the following function
∆N(x1, x2) ≔ DN′(tx1, x2) − 12x1 · x2 , (x1, x2) ∈ [0, 1]2 .
Here,DN′ is the Discrepancy Function of a shifted van der Corput setVn,σ. (The ‘− 12x1 · x2’
above arises from the precise definition of the van der Corput set.)
The observation is that ∆N is in fact the Discrepancy Function of the set of points
{vn,σ(τ) : τ = 0, 1, . . . ,N}, where this notation is given in Definition 3.5. For the linear part
of the Discrepancy Function, note that
N′(tx1) · x2 − 12x1 · x2 = Nx1 · x2 .
And for the counting part, note that 1[vn,σ(τ),1)(tx1, x2), restricted to [0, 1]
2will be the indicator
of a rectangle with one corner anchored at the upper right hand corner. Moreover, it will
will be identically zero on [0, 1]2 iff N < τ ≤ N′. Thus, ∆N is a Discrepancy Function.
So it suffices for us to estimate the exp(Lα) norm of ∆N. But this is straight forward.
‖∆N‖exp(Lα) ≤ 1 + ‖DN′(tx1, x2)‖exp(Lα)
≤ 1 + t−1‖DN′(x1, x2)‖exp(Lα) . (logN)1/α , 2 ≤ α < ∞ .
6.5.Remark. Wemake a final remark on the other upper bound of the dyadicBMO estimate
of the digit-scrambled van der Corput set in Theorem 1.7. It is natural to guess that this
estimate should hold for all N, and for BMO. A natural way to prove this is via the
approach developed in (Pipher and Ward, 2008; Sergei Treil, 2008), but carrying out this
argument is not completely straight forward.
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