Abstract: We discuss in the context of nearly integrable Hamiltonian systems a functional analysis approach to the \splitting of separatrices" and to the \shadowing problem". As an application we apply our method to the problem of Arnold Di usion for nearly integrable partially isochronous systems improving known results. Keywords: Arnold di usion, shadowing theorem, splitting of separatrices, heteroclinic orbits, variational methods, nonlinear functional analysis AMS subject classi cation: 34J40, 37J45.
Introduction
Topological instability of action variables in multidimensional nearly integrable Hamiltonian systems is known as Arnold Di usion. This terminology was introduced by Chirikov in 17], years after Arnold discovered this phenomenon in his famous paper 3] . For autonomous Hamiltonian systems with two degrees of freedom KAM theory generically implies topological stability of the action variables (i.e. the time-evolution of the action variables for the perturbed system stay close to their initial values for all times). On the contrary, for systems with more than two degrees of freedom, outside a wide range of initial conditions (the so-called \Kolmogorov set" provided by KAM theory), the action variables may undergo a drift of order one in a very long, but nite time called the \di usion time".
After thirty years from Arnold's seminal work 3], attention to Arnold di usion has been renewed by 15] , followed by several papers (see e.g. 14 and ('; q) are standard symplectic action-angle variables (I i 2 R ni , n 1 + n 2 = n, ' = (' 1 ; ' 2 ) 2 T n , (p; q) 2 R T, T being the standard torus R=2 Z). In Arnold's model I 1 ; I 2 2 R, ! = 1, f(I; '; p; q) = (cos q ? 1)(sin ' 1 + cos ' 2 ) and in 3] di usion is proved for exponentially small w.r.t. p ". Physically (i) For 6 = 0 small enough, the perturbed stable and unstable whiskers W s (T I ) and W u (T I ) split and intersect transversally (\splitting of the whiskers"); (ii) Prove the existence of a chain of \transition" tori connected by heteroclinic orbits (\transition chain");
(iii) Prove the existence of an orbit, \shadowing" the transition chain, for which the action variables I undergo a variation of O(1) in a certain time T d called the di usion time.
The shadowing problem (iii) has been extensively studied in the last years by geometrical (see e.g. 15 The aim of this paper is to provide a functional analysis approach apt to deal with Arnold di usion, especially with \splitting" (i) and \shadowing" (iii) problems.
Rather than formulating our results in an abstract setting we shall illustrate the method (in a complete and self-contained way) on a relatively simple class of models, namely harmonic oscillators weakly coupled with a pendulum through purely spatial perturbations.
In this context de ning a transition chain (ii) is a straighforward consequence of the \splitting of the whiskers" (i) since all the invariant tori are preserved by the perturbation, being just slightly deformed. This also happens, for the peculiar choice of the perturbation, in the non-isochronous system considered in 3]. Obviously this is not the case for general non-isochronous systems where the surviving perturbed tori are separated by the gaps appearing in KAM constructions, making the existence of chains of tori a more di cult matter, see 15] . We also refer to 45] for a somewhat di erent mechanism of di usion where step (ii) is bypassed for systems with three degrees of freedom using Mather theory.
We now give a rough description of the main results of this paper. We consider nearly integrable partially isochronous Hamiltonian systems given by H = ! I + p 2 2 + (cos q ? 1) + f('; q); (1.2) where ('; q) 2 The problem of Arnold di usion in this context is whether, for 6 = 0, there exist motions whose net e ect is to transfer energy from one oscillator to the others. In order to exclude trivial drifts of the actions due to resonance phenomena, it is standard to assume a diophantine condition for the frequency vector !. Precisely we will always suppose that ! is ( ; )-diophantine, i.e.
(H1) 9 > 0, n ? 1 such that j! kj =jkj , 8k 2 Z n ; k 6 = 0.
In the present paper we rst prove general shadowing theorems (theorems 2.3 and 3.2) which improve -for isochronous systems-known estimates on the di usion time. Secondly we discuss a new method for the splitting of the whiskers, providing general estimates on the Fourier coe cients of some \splitting function" (see theorem 4.2). As applications we consider the following two cases (a) the frequencies of the harmonic oscillators form a diophantine vector ! of order 1 (\a priori-unstable case"); (b) the frequencies of the harmonic oscillators form a diophantine vector ! " = (1= p "; " a ) with a 0, " ?3=2 small and the perturbation f('; q) = (1 ?cos q)f(') (\three-time-scales problem" with perturbations preserving all the unperturbed invariant tori). This corresponds, after a time rescaling, to ! = (1; " a p ") in (1.1).
Case (a) highlights the improvement of our estimates on di usion times. In this case it is easy to show, using 
. It is worth pointing out that the estimates given in 9] and 19], while providing a di usion time polynomial in the splitting, depend on the diophantine exponent and hence on the number of rotators n. Instead our estimate (as well as that discussed in 20]) does not depend upon the number of degrees of freedom.
The three-time-scales system illustrates an application of our estimate of the splitting (theorem 5.1), which, together with our general shadowing theorem 2.3, yields Arnold di usion in case (b). Roughly (see theorem 5.2 for a precise statement) we get Theorem 1.2 Under a suitable non degeneracy condition on f, for all " small such that ! " is ( " ; ) diophantine, for " ?3=2 small enough, stable and unstable manifolds split and there exist orbits whose action variables undergo a drift of order one with di usion time T d = O(( p "= )e =(2 p ") ( " ) ?1 ( p "e =(2 p ") ) + j log j]):
The choice of three time scales frequencies enables to derive lower estimates for the splitting relatively easily. Incidentally we mention that theorem 5.1 improves the main theorem I in 38] which holds for = " p , p > 2 + a; w.r.t. 25] (which deals with more general systems) we remark that our results hold in any dimension, while the results of 25], based on tree techniques and cancellations, are proved for n = 2.
We also mention that, for n 3, with a more careful shadowing analysis (exploiting the anisotropy of this splitting) we can prove that, along special directions, Arnold di usion takes place in polynomial time w.r.t 1=" (see the forecoming paper 7] and remark 5.2). Furthermore we also remark that our proof of theorem 3.2 is completely self-contained in the sense that, unlike the known approaches (excepted 45]), we do not make use of any KAM-type result for proving, under assumption (H1), the persistence of invariant tori, see theorem 3.1. The results of this paper have been announced in 6].
We now describe the functional analysis approach developed in this paper to prove both the results on the shadowing theorem and on the \splitting of the whiskers". It is based on a nite dimensional reduction of Lyapunov-Schmidt type, variational in nature, introduced in 2] and in 1], and later extended in 4]-5] in order to construct shadowing orbits. For simplicity we describe our approach when the perturbation term f('; q) = (1 ? cos q)f(') so that the tori T I0 are still invariant for 6 = 0. The The dynamics on the angles ' is given by '(t) = !t+A so that (1.3) are reduced to the quasi-periodically forced pendulum equation ? q + sin q = sin q f(!t + A); (1.4) This implies that the time spent by our di usion orbit at each transition is T s = O(log(1= )). Since the number of tori forming the transition chain is equal to O(1=splitting) = O(1= ) the di usion time is nally estimated by T d = O((1= ) log(1= )).
As well, theorem 1.2 (and theorem 5.2) for three-time-scales systems, is a consequence of the general shadowing theorem 2.3, but in this situation the splitting is by far less easy to measure, because it is exponentially small.
As mentioned above variational methods in the context of Arnold di usion have been already used in 8], see remark 2.2 for comments on that. One possible advantage of our approach is that it may be used to consider more general critical points of the reduced functional, not only minima. Another advantage is that the same shadowing arguments can be used also when the hyperbolic part is a general Hamiltonian in R 2m , m 1, possessing one hyperbolic equilibrium and a transversal homoclinic orbit. Nevertheless we have developed all the details when the hyperbolic part is the standard one-dimensional pendulum because it is the model equation to study Arnold di usion near a simple-resonance.
Splitting. Detecting and measuring the splitting of the whiskers is a di cult problem when the frequency vector ! = ! " depends on some small parameter " and contains some \fast frequencies" ! i = O(1=" b ), b > 0. Indeed, in this case, the variations of the Melnikov function along some directions turn out to be exponentially small with respect to " and then the naive Poincar e-Melnikov expansion provides a valid measure of the splitting only for exponentially small with respect to some power of ".
The typical argument to estimate exponentially small splittings, used virtually in all papers dealing with this problem, goes back to Arnold himself and is based on Fourier analysis on complex domains.
For this reason we would like to extend analytically the \reduced action functional" F (A; ) = ;A (q A; ) in a complex strip su ciently wide in the variable. However F (A; ) can not be easily analytically extended. Indeed, for complex, the supplementary space E = fw : R ! C j w(Re ) = 0g, appearing naturally when we try to extend the de nition of q A; to 2 C, does not depend analytically on . This breakdown of analyticity, arising when measuring the \splitting of the whiskers" at the xed Poincar e section fq = g, is a well known di culty and has been compensated in 15 We also mention that the recent papers 43] and 36], even though quite di erent in spirit from ours, have also several technical similarities with our method (the use of generating functions, non xed Poincar e section, . . . ). We add that these papers deal also with non-isochronous systems.
The paper is organized as follows: in section 2 we prove the shadowing theorem when the perturbation term is f('; q) = (1 ? cos q)f('). In section 3 we show how to prove the shadowing theorem for general perturbation terms f('; q). In section 4 we provide the theorem on the Fourier coe cients of the splitting and in section 5 we consider three-time-scales systems. ).
Proof. In the appendix.
We can then de ne the function F : T n R ! R as the action functional of Lagrangian (1.5) evaluated on the 1-dimensional manifold Z := fq A; j 2 Rg of \1-bump pseudo-homoclinic solutions", is a solution of H emanating at t = ?1 from torus T I0 . Since q A; converges exponentially fast to the equilibrium, the \jump" in the action variables I (+1) ? I 0 is nite. We shall speak of homoclinic orbit to the torus T I0 when the jump is zero, and of heteroclinic orbit from T I0 to T I (+1) when the jump is not zero. As a direct consequence of (2.12) we have that such a jump is given by @ A F (A; ): Lemma 2. Proof. In the appendix.
Remark 2.2 The \k-bump pseudo-homoclinic solutions" q L A; of lemma 2.4 could also be obtained minimizing the Lagrangian action functional with xed end-points as in 8] using the directs method of the calculus of variations. For general systems, where the homoclinic is not a minimum for the action functional, as for the Du ng equation, this approach can not be applied. Moreover we prefer to use the Contraction Mapping Theorem since it also provides immediately the approximation estimates of lemma
2.4-(ii) ? (iii).
We consider the Lagrangian action functional evaluated on the pseudo-homoclinic solutions q L A; given by lemma 2.4 depending on n + k variables F k (A 1 ; : : : ; A n ; 1 ; : : : 
The di usion orbit
We now give an example of condition on G which implies the existence of di usion orbits. B (A 0 ) R n denotes the open ball centered at A 0 2 R n and of radius . Condition 2.1 (\Splitting condition") There exist A 0 2 T n , > 0, a bounded open set U R n (the covering space of T n ) such that B (A 0 ) U and a positive constant > 0 such that an -net of the torus, and the time j log j needed to \shadow" homoclinic orbits for the forced pendulum equation. We use here that these homoclinic orbits are exponentially asymptotic to the equilibrium. as t ! ?1 (resp. +1) from 1 (resp. k ). Therefore it is enough to prove the existence of a critical point (A; ) 2 T n R k of the k-bump heteroclinic function F k , de ned in (2. When the frequency vector ! is considered as a constant, independent of any parameter (\a prioriunstable case") it is easy to justify the splitting condition 2.1 using the rst-order approximation given by the Poincar e-Melnikov primitive. With a Taylor expansion in we can easily prove that for small enough 
The new symplectic coordinates
In order to reduce to the previous case we want to put the tori T I0 at the origin by a symplectic change of variables. Recalling that the tori T I0 are isotropic submanifolds, i.e. that the symplectic 2 form dI^d +dp^dq vanishes on each tangent space to T I0 (or equivalently da ( )^d +dP ( )^dQ ( ) = 0), we can prove the following lemma 
Splitting of whiskers
If the frequency vector ! = ! " contains some \fast frequencies" ! i = O(1=" b ), b > 0, " being a small parameter, and if the perturbation is analytic, the oscillations of the Melnikov function along some directions turn out to be exponentially small with respect to ". Hence the development (3.56) will provide a valid measure of the splitting only for exponentially small with respect to ". In order to justify the dominance of the Poincar e-Melnikov function when = O(" p ) we need more re ned estimates for the error. However it turns out that the function F (A; ) can not be easily analytically extended in a su ciently wide complex strip (roughly speaking, the condition q A; (Re ) = appearing naturally when we try to extend the de nition of q A; to 2 C breaks analyticity). We bypass this problem considering the action functional evaluated on di erent \1-bump pseudo-homoclinic solutions" Q A; .
This new \reduced action functional" e F (A; ) = e G (A + ! ) has the advantage to have an analytic extension in (A; ) in a wide complex strip. Moreover we will show that the homoclinic functions G , e G corresponding to both reductions are the same up to a change of variables of the torus close to the identity. This enables to recover enough information on the homoclinic function G to construct di usion orbits.
We assume that f('; q) = (1?cos q)f('), f(') = P k2Z n f k exp(ik ') and that there are r i 0 such Note that we can take in (4.60) D 0 = sup '2T n jf(')j jjfjj. It will be used starting from subsection 4.2.
The change of coordinates
In order to obtain an analytic \reduced functional" we perform a Lyapunov-Schmidt reduction with a supplementary space e E to h _ q i which depends analytically on . We de ne 0 : R ! R by 0 (t) = is real analytic, and so is the function h de ned in the proof of theorem 4.1. Therefore if r i > 0 for all i, then the homeomorphism de ned in theorem 4.1 is a real analytic di eomorphism. For completeness, the proof of the claims included in this remark is spelled out in the appendix.
Analytic extension
The unpertubed homoclinic q 0 (t) = 4arctan e t can be extended to a holomorphic function over the strip C jjgjj ?1; : (4.87) 2nd
Step. We shall search Q as Q = q + + w with j j < =2, w 2 X. Let The bound of jjw A; jj 2; + j A; j + j A; j given in the statement is a direct consequence of (4.89).
To complete the proof, we point out that J is complex di erentiable w.r.t all its variables. Therefore, as a consequence of the Implicit Function Theorem (see for example 2]), Q A; = q + (A; ) + w (A; ) depends analytically on and on A i if r i > 0.
We now consider the analytic extension of the function e , I 2 2 R n?1 , 2 R n?1 and " is a positive small parameter. The frequency vector is ! = (1= p "; " a ), where = ( 2 ; : : : ; n ) 2 R n?1 is xed. We assume through this section that jjfjj" ?3=2 and " are small. Given 2 = (k 2 ; : : : ; k n ) 2 Z n?1 , we shall use the notation we assume that f is analytic w.r.t ' 2 . More precisely for i 2, r i > 0, whereas r 1 may be zero in (4.60).
If a = 0, we impose in addition that r i > j i j =2 for i 2.
We shall use (4.92) in order to give an expansion for the \homoclinic function" is a smooth functional. Furthermore, since cos : C ! C is analytic, is complex di erentiable, which means that its di erential D is C-linear everywhere. We shall denote by the restriction of to D r Y ; w 2 Y is a critical point of (A; ) i the restriction of q := q 0 + w to each interval (?1; 0) and (0; 1) is smooth and satis es ? q(t) + sin q(t) = sin q(t)f(A + !t). By the complex di erentiability of , the di erential of the map (A 7 ! q A;0 ) is C-linear at all point, hence q A;0 depends analytically on A 2 D r . As a result, G : T n ! R has an analytic extension which we shall still denote by G , de ned by G (A) = (w A ). Now let U r;! = f 2 C : j!jjIm j < r=2g: Since F (A; ) = G (A + ! ) for all A 2 T n ; 2 R, F too has an analytic extension, de ned in D r=2 U r;! by F (A; ) = G (A + !).
(ii) Now we justify that l too has an analytic extension and that the 
