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Zusammenfassung
Die Abschlussarbeit beschäftigt sich mit der Fragestellung, ob die
Lösungen allgemeiner Differentialgleichungen durch so genann-
te residual networks (ResNets) approximiert werden können. Res-
Nets sind neuronale Netzwerke, die die rekursive Struktur
xk+1 = xk +Rk(xk)
aufweisen, wobei Rk wiederum ein Netzwerk ist, das Kopieren
der Eingabe xk wird hierbei skip connection genannt. Diese Ar-
chitektur führte zu einer Verbesserung in der automatischen Bild-
klassifizierung (vgl. [He et al., 2016]). Die rekursive Struktur von
ResNets kann als die Euler-Diskretisierung einer zugehörigen ge-
wöhnlichen Differentialgleichung interpretiert werden, was ver-
schiedene Forschungsarbeiten motivierte. Allerdings beschäftigen
sich diese nur mit dem Zusammenhang zwischen ResNets und
einer relativ kleinen Klasse von Differentialgleichungen. In die-
ser Arbeit zeigen wir, dass bei einer steigenden Anzahl von skip
connections und einer gleichzeitig wachsenden Expressivität der
Netzwerke Rk der Fluss zu einer beliebigen rechten Seite
f ∈ L1
(
I; C0,1b (Rd;Rd)
)
durch tiefe ReLU ResNets approximiert werden kann. Unter zu-
sätzlicher zeitlicher Regularität erhalten wir Komplexitätsabschät-
zungen für diese. Um diese Resultate rigoros formulieren zu kön-
nen geben wir anfangs eine Einführung in die Grundbegriffe der
Theorie neuronaler Netze und die Theorie für schwache Differen-
tialgleichungen. Abschließend gehen wir auf die Möglichkeit ein,
ResNets für sogenannte diffeomorphic matching Probleme zu ver-
wenden, und skizzieren die nötigen Schritte für die theoretische
Behandlung dieses Ansatzes.
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Abstract
Residual networks (ResNets) are a deep learning architecture that
substantially improved the state of the art performance in certain
supervised learning tasks (cf. [He et al., 2016]). Since then, they
have received continuously growing attention. ResNets have a re-
cursive structure
xk+1 = xk +Rk(xk)
where Rk is a neural network and the copying of the input xk is
called a skip connection. This structure can be seen as the explicit
Euler discretisation of an associated ordinary differential equation
(ODE) and this inspired intensive research. However, all of those
works only consider the connection of ResNets to a relatively small
class of ODEs. We show that by simultaneously increasing the
number of skip connection as well as the expressivity of the net-
works Rk the flow for an arbitrary right hand side
f ∈ L1
(
I; C0,1b (Rd;Rd)
)
can be approximated uniformly by deep ReLU ResNets on com-
pact sets. Further, we derive estimates on the number of parame-
ters needed to do this up to a prescribed accuracy under temporal
regularity assumptions. We also give a self-contained introduc-
tion to the preliminaries regarding neural networks and differen-
tial equations. Here, we give an elementary proof for a quantitative
universal approximation theorem for deep ReLU networks and see
that weak ODEs with right hand side in L1
(
I; C0,1b (Rd;Rd)
)
are
globally well posed. Finally, we discuss the possibility of using
ResNets for diffeomorphic matching problems and propose some
next steps in the theoretical foundation of this approach.
iv
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Chapter I
Introduction
This thesis mainly addresses the question whether the solutions of arbitrary differential
equations can be approximated with deep residual networks with respect to some topol-
ogy. But before we specify what we mean by this, we will give a short explanation of
where our interest for this question arose from.
Motivation
Let us consider the problem of matching two closed planar curves, which we model
through embeddings c0, cr ∈ Emb(S1;R2), whereS1 denotes the one dimensional sphere.
We want to find the deformation
ϕ : R2 → R2
that matches the two curves in the best possible way. However, in order to penalise vast
distortions we introduce a regulariser R. Now, we consider the regularised diffeomor-
phic shape matching problem
arg min
ϕ∈Diff(R2)
d(ϕ ◦ c0, cr) +R(ϕ), (1.1)
where d is some notion of distance between elements inEmb(S1;R2). Unfortunately, the
set of diffeomorphisms does not carry a vector space structure and hence the optimisation
over this set is not straight forward. The LDDMM framework – short for large defor-
mation diffeomorphic metric mapping – circumvents this problem in the following way
and is used in the task of diffeomorphic brain registration (cf. [Hernandez et al., 2009]).
Here, a space V of time-depent vector fields f is considered such that if φ is the flow of
f , i.e., solves
∂tφ(t, x) = f(t, φ(t, x)), φ(0, x) = x for all t, x, (1.2)
then φ(t, ·) : R2 → R2 is a diffeomorphism for each t ∈ [0, 1]. Then, the problem (1.1)
is replaced by
arg min
f∈V
d(φ(1, ·) ◦ c0, cr) +R(f), (1.3)
where R : V → R is some notion of regularity of the vector fields.
1
2 I Introduction
Wewant to quickly give insight to some of the technical details of the LDDMM frame-
work which is based on the delicate theory of shape analysis. For further reading as well
as proofs of the presented statements we refer to the monograph [Younes, 2010] as well
as to [Bruveris and Holm, 2015] and [Bruveris, 2018]. In this setting one considers the
diffeomorphism group
DiffHq(Rd) :=
{
ϕ ∈ idRd +Hq(Rd;Rd)
∣∣∣ ϕ bijective and ϕ−1 ∈ idRd +Hq(Rd;Rd)} ,
where Hq(Rd;Rd) is the Hilbert space of q times weakly differentiable functions with
square integrable derivatives. Further, we take q > d
2
+ 1, which is the critical ex-
ponent such that Hq functions are Lipschitz continuous, which ensures that the asso-
ciated flows exist. This group of Sobolev diffeomorphisms is a Hilbert manifold with
Lie algebra Hq(Rd;Rd). One can show that the connected component of the identity
idRd ∈ DiffHq(Rd) agrees with{
φ(1, ·) : Rd → Rd
∣∣∣ φ is the flow of f ∈ L1 ([0, 1];Hq(Rd;Rd))} .
This shows how the reformulation (1.3) as an optimisation problem over flows is con-
nected to the original diffeomorphic shape matching problem (1.1). In practice, one
chooses V = L2
(
[0, 1];Hq(Rd;Rd)
)
and R(f) = ‖f‖2V as a corresponding regulariser.
Residual networks (ResNets) are a recently developed neural network architecture
which achieved to state of the art performance in supervised learning tasks. The con-
nection to the Euler discretisation of differential equations was clear from the beginning
which lead to inspirations of new deep learning architectures. Further, one can interpret
residual networks as discretisations of differomorphic flows like (1.2) like it was noted
in [Rousseau and Fablet, 2018]. This leads us to the following question:
Question. Can residual networks be used to efficiently solve an
approximate shape matching problem?
In order to describe how this could be done, we denote the parametric class of residual
networks of some architecture by Fn. We will see that residual networks are the Euler
discretisation of a certain flows with right hand sides Vn. Further, we assume
Vn ⊆ Vn+1 ⊆ V for all n ∈ N
for now. We can restrict the optimisation problem (1.3) to the subsets Vn. If we denote
the optimisers by fˆn ∈ Vn and fˆ ∈ V respectively and the associated diffeomorphisms
by ϕˆn and ϕˆ then it is reasonable to ask whether
ϕˆn → ϕˆ for n→∞.
A standard approach of showing this would be to prove that
⋃
n∈N Vn is dense in V and
that the objective function f 7→ d(φ(1, ·) ◦ c0, cr) + R(f) satisfies some coercivity and
continuity properties. This is our motivation for studying whether residual networks are
dense in the set of flows. In fact, we will do this by showing that the right-hand sides Vn
exhaust some space of right-hand sides V and use an estimate for the distance between
the solutions of integral equations. But first we will quickly give an overview of the
organisation of this work.
3Outline of the thesis
(i) Chapter II:We introduce the central concepts in neural network theory and give
precise definitions of the terminology. Further, we present a result that charac-
terises the class of functions that can be respresented through deepReLUnetworks.
We use this to show that every continuous function can be approximated by deep
neural networks locally uniformly and give bounds on the number of required pa-
rameters. This will be one main ingredient of the universal flow approximation
theorem.
(ii) Chapter III:We review the basic notions and properties of weak differential equa-
tions. In particular we are concerned with the global well posedness as well as
continuity properties of the solution operator. Those will play a crucial role in the
last chapter.
(iii) Chapter IV: Finally, we introduce the concept of residual networks and state
our main results. We prove that every weak flow can be approximated uniformly
through residual networks on compact sets. Further, we obtain complexity esti-
mates under temporal regularity assumptions.
Contributions
The following chapter gives an overview over the approximation capabilities of neural
networks that does not require any prior knowledge. In particular, we prove a quan-
titative universal approximation theorem for ReLU networks similar to [Hanin, 2017].
However, we only rely on rather elementary arguments and circumvent the use of results
on the decomposition of piecewise linear functions into positive convex piecewise linear
functions. Overall, the chapter can serve as a gentle introduction to the topic of neural
network approximation.
The review of weak differential equations presents mostly well known facts. However,
we chose an approach that allowed us to keep the length to a minimum without cutting
out proofs.
It has been noted early on that residual networks with an increased number of skip con-
nections converge towards the solution of an associated differential equation. However,
we pair the increasing number of skip connections with an increasing expressivity of the
intermediate networks in order to show that the weak flow to an arbitrary right-hand side
f ∈ L1
(
I; C0,1b (Rd;Rd)
)
can be uniformly approximated by residual networks on compact sets. This is the first
result of this kind.
Chapter II
Introduction to neural network theory
In a nutshell, artificial neural networks are functions obtained by the composition of
affine linear transformations and the application of a fixed non-linear function. Hence,
they are a function class parametrised by affine linear transformations and we will be
particularly interested in how expressive this function class is. More precisely, we will
exactly characterise this function class and investigate its approximation capabilities.
Since we do not want to assume any prior knowledge we begin by a review of the ele-
mentary properties of neural networks.
II.1 Definition and fundamental notions
In order to make our statements precise and unambiguous we start by introducing the
terminology. In particular, we will distinguish between a neural network and its real-
isation as a function. This allows us to separate the investigation of properties of the
class of functions represented through neural networks from the question which func-
tions can be represented through neural networks. We follow [Gühring et al., 2019] for
the definitions and basic properties.
2.1 Definition (Neural network). Let d,m,L ∈ N. A standard neural network of
depth L with input dimension d and output dimensionm is a tupel
θ =
(
(A1, b1), . . . , (AL, bL)
)
of matrix-vector pairs where Al ∈ RNl×Nl−1 and bl ∈ RNl and N0 = d,NL = m.
If L = 2 we call the network shallow and deep otherwise. We call the entries of the
matrices and vectors the weights of the network θ.
Every matrix vector pair (Al, bl) induces an affine linear transformation that we denote
with Tl : RNl−1 → RNl . We refer to the pairs and also to the affine linear transformations
as the layers of the network and call the layers T1, . . . , TL−1 the hidden layers.
2.2 Definition (Realisation of a network). Let θ be a neural network of depth L
with input dimension d and output dimension m and let ρ : R → R be a function. The
realisation of θ with respect to the activation function ρ is the function
Rρ(θ) : Rd → Rm, x 7→ TL(ρ(TL−1(ρ(· · · ρ(T1(x)))))).
4
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If f is the realisation of a neural network θ we say that the network θ represents the
function f . Sometimes, if the activation function ρ is unambiguous we also denote the
realisation by Rθ.
2.3 Definition (ReLU activation function). The rectified linear unit or ReLU
activation function is defined via
ρ : R→ R, x 7→ max {0, x} .
It is common to visualise neural networks in diagramms. In order to do so, one draws
a circle which we call a node of the network for every input dimension underneath each
other. Then, to the right one draws a circle for every dimension of the first hidden layer
and connects the i-th and j-th node if (A1)ji 6= 0. Then one carries on this way until one
reaches the output layer. An exemplary sketch can be found in Figure 2.1.
x1
xd
y1
ym
Figure 2.1: An example for a neural network of input dimension d and output dimension
m. Only the first and last hidden layers are depicted.
2.4 Definition (Complexity of networks). Let θ be a neural network as above.
Then we call Nl the width of the l-th layer andW (θ) := maxl=0, ...,LNl the width of the
network. Further, we refer toN(θ) :=
∑L
l=0Nl as the number of neurons of the network
θ and we denote the total number of non-zero entries in all matrix vector pairs (Al, bl)
by P (θ) and call it the number of non-zero weights. In analogue fashion we write L(θ)
for the depth of the network. In a sloppy description we refer to the number of neurons
and the number of non-zero weights as the complexity of the network.
It is straight forward to check the relations
N(θ) ≤ L(θ)W (θ)
P (θ) ≤ L(θ)(W (θ) + 1)W (θ). (2.1)
We will now show that the class of neural networks are closed under compositions in
some sense.
6 II Introduction to neural network theory
2.5 Proposition (Network concatenation, [Gühring et al., 2019]). Let
θi =
(
(Ai1, b
i
1), . . . , (A
i
Li
, biLi)
)
be neural networks for i = 1, 2 such that the output dimension of θ1 agrees with the input
dimension of θ2 and ρ : R→ R arbitrary. We set
θ2 • θ1 :=
(
(A11, b
1
1), . . . , (A
1
L1−1, b
1
L1−1), (A˜, b˜), (A
2
2, b
2
2), . . . , (A
2
L2
, b2L2)
)
where A˜ = A21A1L1 and b˜ = A
2
1b
1
L1
+ b21 and call it the concatenation of θ1 and θ2. Then
Rρ(θ2 • θ1) = Rρ(θ2) ◦Rρ(θ1)
as well as L(θ2 • θ1) = L(θ1) + L(θ2)− 1 andW (θ2 • θ1) = max(W (θ1),W (θ2)).
Proof. The claim can be verified by a straight forward calculation.
2.6Definition (Networkarchitecture). A neural network architecturewith depth
L, input dimension d and output dimensionm is specified by a neural network
θ =
(
(A1, b1), . . . , (AL, bL)
)
with the according input and output dimension and weights in {0, 1}.
We say that θ˜ =
(
(A˜1, b˜1), . . . , (A˜L, b˜L)
)
has the architecture associated with θ if the
widths of the individual layers of θ and θ˜ agree and if we have (Al)ij = 0 whenever
(A˜l)ij = 0 as well as (bl)j = 0 whenever (b˜l)j = 0 for all l, i and j. Further, we
denote the class of networks with such architecture with A(θ). We define the width of
the architecture as well as the number of neurons and the number of non-zero weights of
this architecture just like above and write W (A), N(A), P (A) and L(A) respectively.
The terms shallow, deep and complexity of the architecture carry over in straight forward
fashion. Note, that every network θ ∈ A can be identified with a vector in RP (A) and
sometimes we will not distinguish between those two obtjects.
Finally, we say thatA is the architecture of fully connected networks of a given depth,
input and output dimension if all entries of θ are 1. In this caseA consists of all networks
with prescribed depths and widths of the individual layers.
2.7 Supervised learning. In supervised learning problems one tries to infer an input-
output relation based on a training set
{
(xi, yi)
}
i=1,...,n
⊆ Rd × Rm which are usually
assumed to be independent samples of some probability measure P. Let Rθ denote the
realisation of the neural network θ of a certain architectureA , then it is common to solve
the regression problem
arg min
θ∈A
1
n
n∑
i=1
∥∥yi −Rθ(xi)∥∥2. (2.2)
Neural networks have found to be very powerful for such tasks if the underlying connec-
tion between the inputs and outputs is too complicated to be modelled explicitly. Note
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that by identifying networks with vectors in RP (A), the problem formulated above can
be implemented as an optimisation task in RP (A).
The first task that neural networks proved to be superior to more traditional ma-
chine learning methods was the problem of automated image classification which was
done through a supervised learning approach. Most notable was the success of AlexNet
which won the ImageNet Large Scale Visual Recognition Challenge in 2012 and fur-
ther improved state of the art performances in different image classification tasks (cf.
[Krizhevsky et al., 2012]). This as arguably one of the milestones that raised the enor-
mous interest in deep learning and lead to the tremendous growth of this field.
II.2 Survey of approximation results for neural networks
Suppose that we ant to use neural networks for a supervised learning task. Then it is rea-
sonable to ask which input-output relations x 7→ y can be represented or approximated
by neural networks of a given architecture. Results that guarantee that functions of a
certain class can be approximated arbitrarily well by neural networks are called univer-
sal approximation results. Historically the first universal approximation results where
of qualitative nature, i.e. of the following form:
Theorem. The class of neural networks is dense with respect to
some topology in some function class C.
Although such results are interesting, they can not explain the benefits of neural networks
compared to other methods which work with different dense function classes. In fact,
they do not give a bound on the dimensionality P (A) of the optimisation problem (2.2)
which has a crucial effect on the practicability of such an approach. Therefore, quantita-
tive versions of universal approximation results and convergence rates were established
in the early 90s. However, they solely considered shallow networks until the empirical
success of deep neural networks in 2012. Since then the interest in approximation results
for deep neural networks arose which led to an increased amount of research in this area.
Following this temporal separation of these two research periods, we divide this section
into two parts – one concerning shallow and the other one concerning deep networks.
But beforehand, we should note that we will only focus on the approximation capa-
bilities of neural networks in this section. However, there are plenty of other ways to
measure the expressivity of neural networks, for example the number of their linear or
response regions (c.f. [Montufar et al., 2014] and [Pascanu et al., 2013]) and their VC
dimensions (cf. [Bartlett et al., 1999]).
II.2.1 Universal approximation for shallow networks
In order to make shallow networks more expressive one has to consider networks of
growing width. We give a – certainly incomplete – list of universal approximation results
concerning shallow networks that where established in the 80s and 90s. We will present
the statements in an incomplete but hopefully concise way and will for example omit the
activation function with respect to which those results where proven. For those details
we refer to the original works.
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(i) [Cybenko, 1989] and [Hornik et al., 1989]: „Continuous functions on the unit cube
can be approximated by shallow networks in uniform norm.“
This was the first universal approximation result for neural networks. The proof
relies on the combination of relatively easy functional analytic arguments namely
the Hahn-Banach theorem in combination with the Riesz–Markov–Kakutani rep-
resentation theorem for the dual space of continuous functions and the Stone-
Weierstraß theorem respectively. It should be noted that this approach is a pri-
ori limited to yield qualitative universal approximation theorems since the both
strategies only show the density of subsets but do not allow for any quantitative
analysis.
(ii) [Hornik, 1991]: „Functions in Lp can be approximated in ‖·‖Lp and functions in
Ck can be approximated in local uniform and Sobolev norms.“
Just like in the work of Cybenko those results are established by combining the
characterisation of dual spaces with the Hahn-Banach theorem. Unsurprisingly,
the results for Sobolev and differentiable functions assume regularity of the ac-
tivation function since otherwise the Sobolev norm of the realisation of a neural
network would not be well defined.
(iii) [Barron, 1993]: „Functions with bounded first Fourier moment can be approxi-
mated in ‖·‖L2 up to ε > 0 with shallow networks of width O(ε−2).“
This early quantitative approximation result imposes a higher regularity on the
class of functions that are approximated than the notion of distance which is L2.
Indeed, a bounded first Fourier moment implies the existence of a continuous and
bounded derivative.
(iv) [Mhaskar, 1996]: „Functions inW k,p(Ω),Ω ⊆ Rd can approximated in ‖·‖Lp up
to ε > 0 by shallow networks with width O(ε−d/k).“
II.2.2 Universal approximation for deep networks
In this paragraph we will present recent results that show how expressive deep neural
networks are. In order to make deep networks more expressive, one has to either increase
their depth, their width or both simultaneously. Just like before, we will only present an
excerpt of existing results.
(i) [Yarotsky, 2017]: „Functions inW k,∞ can be approximated in ‖·‖L∞ up to ε > 0
by a ReLU network of depth O(log(1/ε)) and complexity O(ε−d/k log(1/ε)).“
This is the first quantitative universal approximation result that considers actual
deep limits in the sense that the depth of the considered networks is increased in
order to approximate better. A crucial step in this work is the observation that by
the compositional structure of a deep network a network can interpolate the square
function x 7→ x2 at an exponential number of points. Note that also the width of
the approximating networks increases.
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(ii) [Lu et al., 2017b]: „Functions in L1(Rd) can be approximated in ‖·‖L1 by ReLU
neural networks of width d+ 4.“
This is the first universal approximation result for networks of bounded width.
However, it lacks complexity estimates on the networks.
(iii) [Hanin, 2017]: „Any function in C([0, 1]d) can be approximated arbitrarily well by
deep ReLU networks of width d+ 2. Further, such functions can be approximated
uniformly up to ε > 0 by ReLU networks of width d+ 3 and depth 2·d!
wf (ε)d
.“
This is one of the very few quantitative universal approximation results where the
functions that are approximated are not more regular than the notion of approxi-
mation. Note however, that the result only yields estimates on the complexity of
the networks but no convergence rates. However, those can be retained for more
regular functions where the modulus of continuity can be controlled through a
certain measure of regularity.
(iv) [Perekrestenko et al., 2018]: „All polynomials on a cube can be approximated uni-
formly up to ε > 0 by ReLU networks of width 21 and depthO(log(ε−1)). Similar
results are obtained for smooth functions with ‖f (n)‖∞ ≤ n!.“
This approximation result follows an approach based on the approximation of the
square function like in [Yarotsky, 2017] in combination with the observation that
the the product (x, y) 7→ xy can be approximated by neural networks. Further,
this can be carried over to smooth function with suitable derivatives through ap-
proximation arguments.
(v) [Gühring et al., 2019]: „Functions in W k,p can be approximated in ‖·‖W s,p up to
ε > 0 by ReLU networks with depth O(log(ε−k/(k−s))) and complexity at most
O(ε−d/(k−s)) log(ε−k/(k−s))).“
We chose to present this approximation result since the Sobolev topology is central
in the LDDMM setting that is the motivation of this work. Note, that the conver-
gence rates are with respect to a strictly lower Sobolev regularity as the functions
that are approximated.
II.3 Triangulations and piecewise linear functions
In this section we specify some terminology in order tomake our later statements precise.
Let in the following T be a locally finite triangulation of the entire Euclidean spaceRd
consisting of nondegenerate d+1 simplices {τk}k∈N and vertices V . More precisely, this
means that the union of the simplices covers the entire space but that their interiors are
pairwise disjoint and that every bounded set only intersects with finitely many simplices.
Further, every simplex should be the convex hull of d + 1 points and have non trivial
interior.
For a vertex x ∈ V we set N(x) := {k ∈ N | x ∈ τk} define the maximum number of
neighboring simplices to be
kT := sup
x∈V
∣∣N(x)∣∣
10 II Introduction to neural network theory
which we will assume to be finite. Further, we set
Ω(x) :=
⋃
k∈N(x)
τk
and call T locally convex, if Ω(x) is convex for all x ∈ V .
The fineness of the triangulation is defined to be the supremum over the diameters of
the simplices
|T | := sup
k∈N
diam(τk)
andwill assume that is finite. Wewill later give an explicit construction of a triangulation
that satisfies those conditions.
2.8 Definition (Piecewise linear functions, [Arora et al., 2016]). We say a
function f : Rd → R is continuous piecewise linear or shortly PWL if there exists a
finite set of polyhedra whose union is Rd, and f is affine linear over each polyhedron.
The number of linear regions of f is the number of maximal connected subsets of Rd
over which f is affine linear. We say that a piecewise linear function is piecewise linear
with respect to T if its linear regions are unions of the simplices of the triangulation and
write VT for the space of such functions. Given a function f ∈ VT we call∣∣V(f)∣∣ := ∣∣∣{x ∈ V | f(x) 6= 0}∣∣∣
the degrees of freedom of the function.
2.9 Remark. (i) Note that the definition of PWL functions automatically implies
continuity since the affine regions are closed and cover Rd, and affine functions
are continuous.
(ii) It is well known from the theory of finite elements that for every vertex x ∈ V
there is a with respect to T piecewise linear function φx that satisfies φx(x) = 1
and vanishies at every other vertex. We call this function the nodal basis function
associated with x. The nodal basis functions form a basis of the subspace of space
VT consisting of functions with finite degrees of freedom.
2.10 Construction of the standard triangulation. Wewill give an explicit con-
struction of a triangulation that satisfies the assumptions from above. For this note that
the unit cube [0, 1]d can be divided into the simplices
Sσ :=
{
x ∈ Rd ∣∣ 0 ≤ xσ(1) ≤ · · · ≤ xσ(d) ≤ 1}
where σ is a permutation of the set {1, . . . , d}. It is straight forward to check that those
simplices cover the unit cube and have disjoint interiors and are non degenerate d + 1
simplices. Further, a corner of the cube with k non-zero entries is contained in k!(d−k)!
simplices. If we extend this triangulation now periodically, we obtain a triangulation of
the whole space that satisfies the properties specified above. Moreover, it is easy to see
that
Ω(0) =
{
x− y
∣∣∣ x ∈ Sσ, y ∈ {0, 1}d ∩ Sσ, σ is a permutation } .
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Hence, the origin is contained in
d∑
k=0
(
d
k
)
k!(d− k)! =
d∑
k=0
d! = (d+ 1)!
simplices and because of the periodicity of the triangulation this is the maximum num-
ber of neighboring simplices. The fineness of this triangulation is
√
d. We call this
triangulation the standard triangulation of the Euclidean space Rd.
2.11 Local convexity. We will need the fact that the standard triangulation is locally
convex. Because it is periodic, it suffices to show that Ω(0) is convex. In order to do this
we will show that
Ω(0) =
{
z ∈ [−1, 1]d
∣∣∣ zi ≤ zj + 1 for all i, j = 1, . . . , d} =: A.
This formula expresses Ω(0) as an intersection of convex sets and hence shows the con-
vexity of Ω(0).
Let us take z = x − y ∈ Ω(0) with x, y ∈ Sσ where y has binary entries. Then we
obviously have z ∈ [−1, 1]d. Let now i, j ∈ {1, . . . , d}, then we have to distinguish two
cases. The first one is σ−1(i) ≤ σ−1(j) which implies xi ≤ xj and yi ≤ yj and thus
zi − zj = (xi − xj) + (yj − yi) ≤ yj ≤ 1.
For σ−1(i) > σ−1(j) an analogue computation shows zi ≤ zj + 1 and hence we obtain
the inclusion Ω(0) ⊆ A. To see that the other inclusion holds true, we fix z ∈ A and set
I :=
{
i | zi ≥ 0
}
and J := {1, . . . , d} \ I . Further, we define y ∈ {0, 1}d via
yi :=
{
0 for i ∈ I
1 otherwise
and x := z + y. By construction we have z = x − y and x, y ∈ [0, 1]d, y ∈ {0, 1}d
and hence we only need to show the existence of a permutation σ such that x, y ∈ Sσ.
Obviously, the statement y ∈ Sσ is equivalent to σ−1(i) ≤ σ−1(j) for all i ∈ I, j ∈ J .
Since for i ∈ I and j ∈ J we have
xi = zi ≤ zj + 1 = xj,
there is a permutation that additionally satisfies σ−1(i) ≤ σ−1(j) whenever xi ≥ xj for
some i, j ∈ {1, . . . , d}.
II.4 Exact characterisation of the function class represented
through ReLU networks
In this section we will explore some desirable properties that are specific to the ReLU
activation function. For example, we will see that ReLU networks can exactly be paral-
lelised and summed and that the function class represented byReLU networks can explic-
itly be described; the ideas for this generalise directly to activation functions for which
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the identity can be expressed through a shallow network but some complexity estimates
will change slightly. However, we will omit some theoretical results that distinguish the
ReLU function from basically all other activation functions. For instance, the class of
functions that are realisations of neural networks of a fixed architecture is closed with
respect to the uniform norm for the ReLU activation function,1 cf. [Petersen et al., 2018].
For the main result of this section we follow the approach in [He et al., 2018] that
exploits connections of ReLU networks to linear finite elements in order to give an exact
characterisation of the class of functions represented through ReLU networks. It is easy
to see that every such function is piecewise linear as the composition of piecewise linear
functions. In fact, the converse also holds true and one can further bound the complexity
of the networks that represent a given piecewise linear function by the number of its
linear regions. We begin with three easy examples for functions that can be represented
by shallow ReLU networks.
2.12 Example. (i) Identity mapping. A basic calculation shows the identity
x = ρ(x)− ρ(−x) for all x ∈ Rd. (2.3)
Hence, the identity is the realisation of a shallow ReLU network of width 2dwhich
is visualised below. Note, that one can represent the identity function through
arbitrarily deep ReLU networks of width 2d since one can simply add more hidden
layers where the affine linear transformation is the identity. Similarly, one obtains
x
ρ(x)
ρ(−x)
x
+1
−1
+1
−1
Figure 2.2: An example for a shallow ReLU network that realises the identity mapping.
that the absolut value can be represented by ReLU networks of arbitrary depth and
width 2 since |x| = ρ(x) + ρ(−x).
(ii) One dimensional PWL functions. Let x1 < x2 < x3 be real numbers and let
f be the nodal basis function associated with x2, i.e. be the unique piecewise
linear function that is 1 at x2, vanishes at x1 and x3 and is linear in between. Let
h1 := x2 − x1 and h2 := x3 − x2, then it is elementary to check
f(x) =
1
h1
ρ(x− x1)−
(
1
h1
+
1
h2
)
ρ(x− x2) + 1
h2
ρ(x− x3) (2.4)
for all x ∈ R. Hence, every one dimensional nodal basis function can be repre-
sented by a shallow ReLU network of width 3. By adding such basis functions
1Or the so called parametric ReLU which has a different slope in its two linear regions.
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one obtains that every one dimensional piecewise linear function with p linear re-
gions can be represented through a shallow ReLU network of width at most p (cf.
[Arora et al., 2016]).
(iii) Minimum operation. It is elementary to check
min(x, y) =
1
2
(
x+ y − |x− y|) .
We have already seen how the terms on the right hand side can be expressed as
shallow ReLU networks and hence we obtain
min(x, y) =
1
2
(
ρ(x+ y)− ρ(−x− y)− ρ(x− y)− ρ(−x+ y)) .
Therefore, the minimum operation can be represented through a shallow ReLU
network of width 4 and with weights ±1
2
,±1.
x
y
ρ(−x−y)
ρ(x+y)
ρ(x−y)
ρ(−x+y)
min(x,y)
Figure 2.3: A representation of the minimum operation through a shallow ReLU
network.
We seek for a generalisation of the fact that one dimensional piecewise linear functions
are exactly the realisations of ReLU networks to higher dimensions. For this, however,
we need a few preliminaries, for example that the class of ReLU networks is not only
closed under composition but also under addition. For this we first prove that for any
two ReLU networks there is a parallelised network that computes the outputs of both
networks simultaneously. It should be noted that those elementary and desirable prop-
erties are not given for general activation functions.
2.13 Proposition (Network parallelisation, [Gühring et al., 2019]). Let ρ
be the ReLU activation function and
θi =
(
(Ai1, b
i
1), . . . , (A
i
Li
, biLi)
)
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be neural networks for i = 1, 2 with the same input dimension d and output dimensions
m1 andm2. Then there is a network θ˜ such that
Rρ(θ˜) : Rd → Rm1+m2 , x 7→
(
Rρ(θ1)(x)
Rρ(θ2)(x)
)
and that satisfies
L(θ˜) = max(L(θ1), L(θ2)) andW (θ˜) ≤ 3 ·max(W (θ1),W (θ2)).
We call θ˜ a parallelisation of the networks θ1 and θ2.
Proof. First, we extend the shallower of the two networks to the same depth by con-
sidering a concatenation with a representation of the identity of suitable depth and set
L := max(L(θ1), L(θ2)). Then we define
A˜1 :=
(
A11
A21
)
, b˜1 :=
(
b11
b21
)
as well as
A˜k :=
(
A1k 0
0 A2k
)
, b˜k :=
(
b1k
b2k
)
for k = 2, . . . , L.
Now the network
θ˜ :=
(
(A˜1, b˜1), . . . , (A˜L, b˜L)
)
satisfies the desired properties.
2.14 Definition (Standard parallelisation). We call the explicitly constructed
parallelisation θ˜ the standard parallelisation.
2.15 Proposition (Network addition). Let ρ be the ReLU activation function and
θi =
(
(Ai1, b
i
1), . . . , (A
i
Li
, biLi)
)
be neural networks for i = 1, 2 with the same input and output dimensions d and m.
Then there is a network θ˜ such that
Rρ(θ˜) : Rd → Rm, x 7→ Rρ(θ1)(x) +Rρ(θ2)(x)
and that satisfies
L(θ˜) = max(L(θ1), L(θ2)) andW (θ˜) ≤ 3 ·max(W (θ1),W (θ2)).
We call θ˜ an addition of the networks θ1 and θ2.
Proof. We can explicitly construct θ˜ just like the standard parallelisation if we change
the last layer to
A˜L :=
(
A1L A
2
L
)
, bL := b
1
L + b
2
L where L = max(L(θ1), L(θ2)).
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2.16 Definition (Standard addition). We call this explicit construction of an ad-
dition the standard addition of the networks.
2.17 Remark. If the two networks that should be parallelised or added are of the same
length, then one can easily varify
P (θ˜) ≤ P (θ1) + P (θ2) andW (θ˜) ≤ W (θ1) +W (θ2)
where θ˜ denotes the standard parallelisation or standard addition.
We seek a generalisation of the result that ever PWL function can be represented
through ReLU networks to the multi-dimensional case, however, the formula (2.4) does
not generalise directly. Hence, we need to work with a different expression for nodal
basis functions.
2.18 Lemma ([He et al., 2018]). Let T be a locally finite and locally convex triangu-
lation of Rd and let x ∈ V with nodal basis function φx. Then we have
φx(y) = max
{
0, min
k∈N(x)
gk(y)
}
for all y ∈ Rd,
where gk is the globally affine linear function that agrees with φx on the simplex τk.
Proof. Obviously, we have
τk ⊆
{
y ∈ Rd ∣∣ gk(y) ≥ 0} =: H+k .
It is elementary to show that for every y /∈ Ω(x) there is at least one k such that y /∈ H+k .
This implies Ω(x) ⊇ ⋂k∈N(x) H+k and further, using the convexity of Ω(x) one can show
that the identity
Ω(x) =
⋂
k∈N(x)
H+k
holds (cf. [He et al., 2018]).
Hence, for y /∈ Ω(x), we obtain
max
{
0, min
k∈N(x)
gk(y)
}
= 0 = φx(y).
Fix now k0 ∈ N(x). Note, that it suffices to show gk ≥ gk0 on τk0 for all k ∈ N(x)
since this implies
max
{
0, min
k∈N(x)
gk(y)
}
= max
{
0, gk0(y)
}
= gk0(y) = φx(y) for all y ∈ τk0 .
In order to do so, let x1, . . . , xd be the other verteces belonging to the simplex τk0 . Then
we have gk(x) = 1 = gk0(x) as well as
gk(xi) ≥ 0 = gk0(xi) for all i = 1, . . . , d.
Hence, we obtain gk ≥ gk0 on all vertices of the simplex of τk0 and by the linearity of
the function this holds also on the entire simplex τk0 .
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2.19 Remark. Note, that sincemax
{
a,min {b, c}} = min{max {a, b} ,max {a, c}}
we obtain
φx(y) = ρ
(
min
k∈N(x)
gk(y)
)
= min
k∈N(x)
ρ(gk(y)) for all y ∈ Rd (2.5)
where ρ is the ReLU activation function. Hence, if we want to construct a network that
represents φx, we can compute ρ(gk(y)) in the first layer and then represent the minimum
operation ofN(x) many real numbers in the sequel. This is already the main idea of the
proof of Theorem 2.21 but we formulate the representation of the minimum function on
Rd separately.
The next two results will finish the exact characterisation of functions that can be
represented through ReLU networks. The proofs for both statements can be found in
[He et al., 2018] but we modify their arguments slightly in order to obtain an explicit
bound on the number of weights that are not fixed a priori.
2.20 Proposition (Minimum function). The minimum function min: Rd → R can
be represented through a ReLU network of depth dlog2(d)e+ 1. Further, such a network
can be constructed with weights
{
0,±1
2
,±1} and O(d) many neurons and O(d) non-
zero weights.
Proof. Let us for the sake of easy notation assume d = 2m. The construction of the
representation of the minimum function relies on the observation that the minimum op-
eration is the composition of log2(d) = m mappings of the form
fk : R2
k → R2k−1 ,
 x1...
x2k
 7→
 min(x1, x2)...
min(x2k−1, x2k)
 .
Those functions are the realisation of a parallelisation of the representation of the min-
imum function constructed in Example 2.12. More precisely, fk can be represented
through a shallow ReLU network where the dimension of the hidden layer is 2 · 2k. The
concatenation of them networks that represent the functions fk is a representation of the
minimum function of depth m + 1. By adding the dimensions of the layers we obtain
the this network has
2m + 2 · 2m + · · ·+ 22 + 1 = 5d− 3
neurons and 4 · (5d− 4) non-zero weights.
2.21 Theorem (Universal representation through ReLU networks). Con-
sider d,m ∈ N and let T be a locally finite and locally convex triangulation of Rd
with kT < ∞. Every function f : Rd → Rm that is piecewise linear with respect to T
withN degrees of freedom can be represented through a deep ReLU network with depth
dlog2(kT )e+ 2 and at most O(mkTN + d) neurons. Further, all but
m(d+ 1)kTN
weights can be fixed.
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Proof. We assume m = 1 and note that the general statement follows from building a
parallelised network. Since f is the linear combination of N nodal basis functions φx
and hence it suffices to represent φx through a neural network as a representation of f
can be obtained by considering the standard addition of those networks.
In order to represent φx, we use (2.5) and the previous proposition. For the sake of
easy notation we assume that N(x) = {1, . . . ,M}, then φx can be represented by the
following network depicted in Figure 2.4 where the dashed part stands for a representa-
tion of the minimum function. It is clear that all weights except the ones of the first layer
– which are (d+ 1)M ≤ (d+ 1)kT many – are fixed.
y1
yd
ρ(g2(y))
ρ(g1(y))
ρ(gM−1(y))
ρ(gM (y))
min ρ(gk(y))
Figure 2.4: A representation of a nodal basis function φx where the dashed part stands for
the representation of the minimum function that was constructed in Proposi-
tion 2.20.
2.22 Remark. (i) Obviously, also every deep ReLU network is a piecewise linear
function as the composition of piecewise linear functions.
(ii) In fact, every piecewise linear function can be represented by a ReLU network of
depth dlog2(d+1)e+1, cf. [Arora et al., 2016]. Their proof relies on a representa-
tion of PWL functions as the weighted maximum of convex PWL functions. This
maximum operation can then be represented through ReLU networks like above.
However, we do not need this more general result but are rather interested in the
complexity estimates that the other approach lacks.
(iii) The representation result above provides complexity estimates, however, theymight
not be optimal. In fact, although the representing networks are deep, only the
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weights in the first layer are the free parameters. The remaining weights are fixed
a priori in order to implement the minimum operation. We will now quickly de-
scribe how many parameters one needs to describe a PWL function like in Theo-
rem 2.21 in a naive way. Firstly, all N points have at most kT neighboring points
and to store each of their positions one needs d parameters. Further, on all of those
points the prescribedm-dimensional values needs to be stored and hence one ends
up with
N(kT + 1)(d+m)
parameters. From this consideration it is not clear why the representation of PWL
functions via networks offers any benefits regarding the amount of free parame-
ters. Nevertheless, the exact characterisation of the class of functions that can be
represented through ReLU networks is a strong qualitative result.
II.5 Approximation results for ReLU networks
Firstly, we show how continuous functions can be approximated locally uniformly by
linear piecewise functions where the idea is to use affine linear interpolations. Then we
use that every piecewise linear function can be represented through deep ReLU networks
to transfer the approximation result to deep ReLU networks.
An important measure of regularity of a function f : Ω→ Rm that will crucially effect
the degree of freedoms needed to approximate f well is the modulus of continuity
wf : (0,∞)→ [0,∞], δ 7→ sup
{∥∥f(x)− f(y)∥∥ ∣∣ x, y ∈ Ω, ‖x− y‖ ≤ δ}.
It is straight forward to see that a function is uniformly continuous if and only if the
modulus of continuity takes finite values, is continuous and satisfies wf (δ) → 0 for
δ → 0. The pseudoinverse w−1f : [0,∞) → [0,∞) of the modulus of continuity is
defined as
ε 7→ inf {δ > 0 | wf (δ) > ε} .
Note that if wf is continuous, we have wf (w−1f (ε)) = ε for all ε > 0, i.e. we have∥∥f(x)− f(y)∥∥ ≤ ε for all x, y ∈ Ω with ‖x− y‖ ≤ w−1f (ε).
Note that if f is Lipschitz continuous with constant L we have wf (δ) ≤ Lδ and hence
w−1f (ε) ≥ εL .
2.23 Proposition (Function approximationwith piecewise linear functions).
Let d,m ∈ N, f : Rd → Rm be a continuous function and T be a locally finite triangu-
lation of the Euclidean space Rd with fineness δ ∈ (0,∞). Let Ω ⊆ Rd be a union of
simplices of T and g be the with respect to T piecewise linear function that agrees with
f on all vertices inside of Ω and vanishes everywhere else. Then we have
‖f − g‖∞,Ω ≤ wf |Ω(δ).
If ‖f‖ is additionally bounded by c, then so is ‖g‖.
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Proof. Let x ∈ Ω then x lies in a convex simplex with vertices x1, . . . , xd+1 ∈ Ω. Hence,
we find convex weights α1, . . . , αd+1 ∈ [0, 1] such that x =
∑d+1
i=1 αixi. Now we obtain
∥∥f(x)− g(x)∥∥ =
∥∥∥∥∥∥f(x)−
d+1∑
i=1
αif(xi)
∥∥∥∥∥∥ ≤
d+1∑
i=1
αi
∥∥f(x)− f(xi)∥∥ ≤ wf |Ω(δ).
Furthermore, if ‖f‖ is bounded by c, then we obtain
∥∥g(x)∥∥ ≤ d+1∑
i=1
αi ·
∥∥f(xi)∥∥ ≤ d+1∑
i=1
αi · c = c
for all x ∈ Rd.
Combining the previous results with the construction of the standard triangulation we
obtain the following result.
2.24 Proposition (Universal approximationwithReLUnetworks). Consider
a continuous function f : Rd → Rm where d,m ∈ N. Let further r > 0 and ε > 0 and
let wf,r be the modulus of continuity of f |[−r,r]d . Then there is a realisation g of a deep
ReLU network such that
‖f − g‖∞,[−r,r]d ≤ ε.
Further, this realisation can be achieved by a network of depth⌈
log2((d+ 1)!)
⌉
+ 2
and at most
O(m(d+ 1)!N + d)
neurons where
N = 2d ·
⌈ √
d · r
w−1f,r(ε)
⌉d
are the degrees of freedom of g. Finally, all but
m(d+ 1)(d+ 1)! ·N
weights can be fixed. If ‖f‖ is additionally bounded by c, then so is ‖g‖.
Proof. Building on the previous results we only have to check that there is a triangulation
T with fineness at mostw−1f,r(ε), kT = (d+1)! such that [−r, r]d is the union of simplices
and
2d ·
⌈ √
d · r
w−1f,r(ε)
⌉d
vertices in [−r, r]d. We obtain this triangulation by scaling the standard triangulation by
r ·
⌈ √
d · r
w−1f,r(ε)
⌉−1
,
for which the properties are easily verified.
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This result can easily be rewritten for Lipschitz continuous functions as the Lipschitz
continuity controls the modulus of continuity. We obtain the following approximation
result.
2.25 Proposition (Universal approximation underLipschitz condition). Let
d,m ∈ N and f : Rd → Rm be Lipschitz continuous with constant L. Then for every
r > 0 and ε > 0 there is a realisation g of a deep ReLU network such that
‖f − g‖∞,[−r,r]d ≤ ε.
Further, this realisation can be achieved by a networks of depth
⌈
log2((d + 1)!)
⌉
+ 2
and at most
O
m(d+ 1)! · 2d · ⌈√d · rL
ε
⌉d
+ d

neurons. Finally, all but
m(d+ 1)(d+ 1)! · 2d ·
⌈√
d · rL
ε
⌉d
weights can be fixed. Finally, if ‖f‖ is bounded by c, then so is ‖g‖.
Discussion of the result
The universal approximation result above gives explicit bounds on the depths and also the
number of free parameters needed to approximate a continuous function up to prescribed
accuracy. This complexity is controlled by the modulus of continuity which is a measure
of regularity of the function.
We want to quickly compare this result to the universal approximation theorem in
[Hanin, 2017] which is obtained in almost analogue fashion. In order to do this we want
to state it explicitly.
2.26 Theorem ([Hanin, 2017]). Let d ∈ N and let f : [0, 1]d → R be a positive and
continuous function with ‖f‖∞,[0,1]d = 1. Then for any ε > 0 there is a realisation g of
a ReLU network of depth
2 · d!
wf (ε)d
and width d+ 3 such that
‖f − g‖∞,[0,1]d ≤ ε.
Obviously the theorem works with bounded width and growing depth networks in
opposite to Proposition 2.24 where the depth is constant and the width increases. Nev-
ertheless, the proofs of the two results are very similar, the main difference being that at
one point a minimum operation is done successively in [Hanin, 2017] and in a tree like
structure in Proposition 2.24. This leads to different network architectures that either
grow in depth or in width depending on the amount of numbers of which the minimum
is calculated.
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Apart from the different structure of the approximating networks, the idea to linearly
interpolate the function f on a regular triangulation is the same. However, we also want
to touch on the different complexity estimates here. By scaling we note that in the setting
of Theorem 2.26 our standard triangulation has⌈ √
d
w−1f (ε)
⌉d
gridpoints in the unit cube. In [Hanin, 2017] a different triangulation is used that evalu-
ates the function on wf (ε)−d points. However, it is not quite clear to us which triangu-
lation is used; further it appears as the modulus of continuity has to be replaced by its
pseudo inverse and the upper Gauss brackets have to be added in order to make the state-
ment correct. The estimate on the number of free weights that results from Proposition
2.24 is
(d+ 1)(d+ 1)! ·
⌈ √
d
w−1f (ε)
⌉d
in comparison to the estimate
(d+ 3)(d+ 4) · 2d!
wf (ε)d
that results from Theorem 2.26. Hence, the two results are very similar in terms of
complexity estimates.
The main point of this discussion was to point out that the two approaches both rely
on piecewise linear interpolation, but realise this interpolation through different net-
works. Hence, one could argue that the approximation procedure in Theorem 2.26 is not
a deep limit in the narrower sense since the functions can also be realised by networks
of bounded depth.
Chapter III
Preliminaries on ODEs
The goal of this work is to investigate whether residual networks are able to approximate
solutions of arbitrary differential equations. In order to answer this question we shortly
recap the fundamental concepts and results regarding weak ordinary differential equa-
tions (ODEs). In particular, we give a sufficient criterion for the global well posedness
of ODEs which yields a rather wide class of associated flows that we will use for our
further investigation. Further, we see that the solution of an ODE depends continuously
on the initial value and the right hand side in some sense. This result will be the main
ingredient for the universal approximation theorem for flows in Chapter IV.
III.1 Primer on weak derivatives
Let throughout this sectionΩ ⊆ Rd be an open set and let λ denote the Lebesguemeasure
on Rd. We will introduce the notion of distributional derivatives and derive the function
spaces we will need for the formulation and treatment of weak differential equations. For
the claims we make but do not prove we refer to [Mitrea, 2013].
3.1 Distributions and their derivatives. We denote the set of compactly sup-
ported smooth functions by C∞c (Ω). It is clear from the definition that C∞c (Ω) is a vector
space and it is well known that it can be equipped with a locally convex topology such
that (ϕn) ⊆ C∞c (Ω) converges to ϕ ∈ C∞c (Ω) if and only if
∂αϕn
n→∞−−−→ ∂αϕ uniformly on all compact sets K ⊆ Ω
for every multi index α ∈ Nd. One can show that a linear functional T : C∞c (Ω) → R
is continuous with respect to this locally convex topology if and only if it is sequentially
continuous with respect to the notion of convergence introduced above. We call such
linear functionals T distributions and denote the space of distributions by D′(Ω) which
is thus the topological dual vector space of C∞c (Ω). The i-th distributional derivative is
the linear mapping
∂i : D′(Ω)→ D′(Ω), T 7→
(
ϕ 7→ −T (∂iϕ)
)
.
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Higher order distributional derivatives can be obtained by iterating this definition. The
distributional derivative shares many properties with the classical derivative. For ex-
ample for a distribution T ∈ D′(I) with ∂tT = 0 is constant, meaning that there is a
constant c ∈ R such that
T (ϕ) = c ·
ˆ
I
ϕ(t)dt for all ϕ ∈ C∞c (I).
Based on the definition of the distributional derivative we can also introduce distri-
butional differential equations if we consider a differential operator
∑
α aα∂
α as the
operator
A : D′(Ω)→ D′(Ω), T 7→
∑
α
aα∂
αT.
3.2 Regular distributions. There are certain objects that induce distributions and
we will give a short overview over some of those regular distributions. First, we note
that for every Radon measure1 µ the functional
ϕ 7→
ˆ
Ω
ϕdµ
defines a distribution which we will denote by Tµ. By approximating characteristic func-
tions of compact setsK ⊆ Ω and using the regularity of Radon measures one can show
that the mapping µ 7→ Tµ is injective.
Further, for every u ∈ L1loc(Ω) a distribution can be defined via
ϕ 7→
ˆ
Ω
ϕudλ.
Note that this is only a special case of a distribution induced by a Radon measure since
udλ is a Radon measure for u ∈ L1loc(Ω) and we will denote this distribution by Tu.
Further we write T ∈ L1loc(Ω) if there is a locally integrable function u such that T = Tu.
Just like in the case of Radonmeasures this map u 7→ Tu is injective up to the equivalence
relation of agreeing almost everywhere. This is a consequence of the uniqueness of the
Radon-Nikodym derivative which holds up to agreeing almost everywhere.
We use an analogue notation for function spaces that can naturally be embedded into
L1loc(Ω) like L
p
loc(Ω) and the Hölder spaces Ck,α(Ω). For u ∈ C1(Ω) we have by partial
integration
∂iTu = T∂iu
which shows how the notion of distributional derivatives is related to the classical derivate
of a function.
From now on we will – in a slightly abusive notation – not distinguish between an
object and its induced distribution.
1ABorelmeasure onΩ ⊆ Rd is called Radonmeasure if it is inner and outer regular and finite on compact
sets. Further we work with signed measures which are the difference of two positive measures.
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3.3 Function spaces. Wewill quickly introduce the function spaces that are necessary
to introduce weak differential equations which are the well known Sobolev spaces. More
precisely we set
BV (Ω) :=
{
u ∈ L1loc(Ω) | ∂iu is a Radon measure for i = 1, . . . , d
}
,
AC(Ω) :=
{
u ∈ BV (Ω) | ∂iu is absolutely continuous wrt λ for i = 1, . . . , d
}
,
W 1,p(loc)(Ω) :=
{
u ∈ Lp(loc)(Ω) | ∂iu ∈ Lp(loc)(Ω) for i = 1, . . . , d
}
.
We say that a function in BV (Ω) is of bounded variation and call the functions AC(Ω)
absolutely continuous. Further, we say that a function in W 1,1loc (Ω) is weakly differen-
tiable and call ∂iu the weak i-th derivative. We also refer to the spaces of weakly dif-
ferentiable functions as Sobolev spaces. Note that by the Radon-Nikodym theorem we
have AC(Ω) = W 1,1loc (Ω) and in fact the i-th weak derivative is the Lebesgue density of
the Radon measure ∂iu. More precisely, we obtain
∂iu(A) =
ˆ
A
∂iudλ for every Borel measurable set A ⊆ Rd, (3.1)
where we denote both the weak derivative and the Radon measure in sloppy notation by
the symbol ∂iu.
3.4 Proposition (Generalised fundamental theorem). Let I = (a, b) ⊆ R and
u ∈ BV (I) and let t0 ∈ I . Define now
v : I → R, t 7→
 ∂tu((t0, t]) for t ≥ t0∂tu((t, t0]) for t < t0 .
Then v is continuous from the right and of bounded variation and we have ∂tv = ∂tu.
Further, we have
∂tv((s, t]) = v(t)− v(s) for all s < t ∈ I.
Finally, there is a real number c ∈ R such that u = v + c almost everywhere on I .
Proof. The continuity from the right is the simple consequence of the continuity of mea-
sures. Let now µ = ∂tu and ϕ ∈ C∞c (I) and let J = [α, β] ⊆ I be an interval containing
the support of ϕ. We assume that t0 ≤ α, then we have
ˆ
I
v(s)∂tϕ(s)ds =
ˆ
J
µ((t0, s])∂tϕ(s)ds = −
ˆ
I
ϕ(s)µ(ds),
where we used the partial integration formula for Lebesgue-Stieltjes integration in the
last step which can be found in Proposition 5.3.3. in [Cohn, 2013]. For t0 ≥ β the calcu-
lation is analogue and for t0 ∈ J one has to split the integral and use partial integration.
This computation shows v ∈ BV (I) as well as ∂tv = ∂tu.
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We have shown that ∂tTu − ∂tTv = T∂tu − T∂tv = 0 and hence there is a constant
c ∈ R such that
ˆ
I
(u(s)− v(s))ϕ(s)ds = (Tu − Tv)(ϕ) = c ·
ˆ
I
ϕ(s)ds for all ϕ ∈ C∞c (I).
Now, the fundamental lemma of calculus of variations yields u = v + c almost every-
where. Finally, we obtain by definition
v(t)− v(s) = ∂tu((a, t])− ∂tu((a, s]) = ∂tu((s, t]) = ∂tv((s, t]) for all s < t ∈ I.
3.5 Corollary (Weak fundamental theorem). Let I = (a, b) ⊆ R be an open
interval, u ∈ AC(I) and v be defined as above. Then v is continuous and absolutely
continuous and we have ∂tv = ∂tu. Further, we have
tˆ
s
∂tv(t)dt = v(t)− v(s) for all s < t ∈ I
and there is a constant c ∈ R such that u = v + c almost everywhere on I . Moreover if
u ∈ W 1,1(I), then v can be continuously extended onto I .
Proof. Let s ∈ I be arbitrary. By the continuity of measures and the assumption that
∂tu is absolutely continuous with respect to the Lebesgue measure we obtain
0 = lim
b↘a
∂tu([a, b)) = lim
b↘a
∂tv([a, b)) = lim
b↘a
v(b)− v(a),
where we used the generalised fundamental theorem. An analogue computation shows
that
lim
b→a
v(b) = v(a).
The claim follows now by applying (3.1) to the previous proposition. The fact that v can
be continuously extended if u ∈ W 1,1(I) follows easily by the continuity of measures.
3.6 Definition (Continuous modification). For u ∈ AC(I), we call the function
that agrees with u almost everywhere and is continuous the continuous modification of
u. Note that this is well defined since continuous functions are specified by their values
on a set of full measure since such sets are dense.
3.7 Definition (Weak differential equations and weak flow). Let I ⊆ R be
a bounded and open interval and let f : I × R → R be a Carathéodory function which
means that it is measurable in the first and continuous in the second argument. Let further
t0 ∈ I and x0 ∈ R. We call x ∈ AC(I) a solution of the weak differential equation
∂tx(t) = f(t, x(t)), x(t0) = x0 (3.2)
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if it satisfies ∂tx = f(·, x(·)) in L1loc(I) and if the continuous modification x˜ satisfies
x˜(t0) = x0. In this case we say that x satisfies (3.2) in the weak sense.
We call x : I×R→ R the flow of f with initial time t0 if x(·, y) ∈ AC(I) and satisfies
∂tx(t, y) = f(t, x(t, y)), x(t0, y) = y for all y ∈ R
If x ∈ W 1,1(I) or x(·, y) ∈ W 1,1(I), we can relax our definition and allow t0 ∈ I .
3.8 Remark (Correspondence to integral equations). Let x ∈ AC(I) be con-
tinuous. Then the weak fundamental theorem implies that x is a solution of the weak
differential equation (3.2) if and only if it satisfies the integral equation
x(t) = x0 +
tˆ
t0
f(s, x(s))ds for all t ∈ I, (3.3)
where we use the common notation
´ t
s
c(r)dr := − ´ s
t
c(r)dr if s > t.
We will quickly introduce the well known concept of Euler approximations that we
will heavily use later on.
3.9 Definition (Euler approximation). Let I = (0, 1) and 0 = t0 < · · · < tn = 1
as well as x0 ∈ R. Let f : [0, 1]× R→ R be an arbitrary Carathéodory function. Then
we define the Euler approximation, Euler discretisation or Euler scheme to the right
hand side f , initial value x0 and with respect to the partition (t0, t1, . . . , tn) via
xn(0) := x0, and xn(ti+1) = xn(ti) + (ti+1 − ti)f(ti, xn(ti))
and linearly in between.
3.10 Remark (Euler schemes solve an integral equation). Let xn be the Euler
discretisation to the right hand side f , initial value x0 and with respect to the partition
(t0, t1, . . . , tn). Let further γ : [0, 1]→ X be defined via
γ(t) := f(ti, x(ti)) for t ∈ [ti, ti+1).
Then xn satisfies the integral equation
xn(t) = x0 +
tˆ
0
γ(s)ds for all t ∈ [0, 1].
3.11 The Banach space valued case. Later on we will consider weak differential
equations in multiple dimension and even in abstract Banach spaces and hence we will
very quickly discuss how the one dimensional concepts can be generalised. We denote
the image space next to the domain seperated by a semicolon, for example C(Ω;X) for
the space of continuous functions from Ω to X .
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(i) Vector-valued distributions. In order to treat functions with values in a Banach
spaceX , we also have to consider Banach space valued distributionsT ∈ D′(Ω;X)
which are precisely the linear and (sequentially) continuousmappings from C∞c (Ω)
toX . The notion of distributional derivatives can directly be transferred from the
one dimensional case.
(ii) Bochner integral. In order to talk about vector-valued distribution induced by L1loc
functions one needs to develop a theory of integration in Banach spaces. The direct
generalisation of the Lebesgue integral to Banach space valued functions is called
the Bochner-Lebesgue integral and is described together with a theory of vector-
valued measures in [Diestel and Uhl, 1977]. Apart from some technical issues
arising from measurability problems the construction of the integral in Banach
spaces can be done in familiar fashion and hence we will not present it here. The
only important properties that we need is that for a function u ∈ L1(Ω;X) the
norm function
‖u‖X : Ω→ R, x 7→
∥∥u(x)∥∥
X
belongs to L1(Ω) as well as the Bochner inequality∥∥∥∥ˆ
I
u(t)dt
∥∥∥∥
X
≤
ˆ
I
∥∥u(t)∥∥
X
dt for all u ∈ L1(I;X).
(iii) Weak derivatives. Modulo the theory of the Bochner-Lebesgue integral that we
will not introduce here the definition of weak derivatives of Banach space valued
function is just as easy as in the real valued case. Moreover the weak fundamental
theorem remains valid and hence 3.6-3.9 can adapted to the case of Banach space
valued functions without any adjustments.
(iv) Things that don’t work. However, it should be noted that not everything works ex-
actly as in the case of vector-valued functions. The Radon-Nikodym theorem for
example does not hold in arbitrary Banach spaces and hence the equivalence of ab-
solute continuity to weak differentiability does not hold in arbitrary Banach spaces.
In fact, the statement AC(I;X) = W 1,1loc (I;X) holds if and only if a generalised
Radon-Nikodym theorem holds andwe refer oncemore to [Diestel and Uhl, 1977],
pp. 106-107.
III.2 Well posedness of ordinary differential equations
We begin by stating the well known Picard-Lindelöf theorem that shows the local well
posedness for ordinary differential equations under suitable Lipschitz conditions. How-
ever, we will adapt it to weak differential equations, a weaker Lipschitz condition and
Banach space valued problems but we will see that the proof hardly changes. Then
we will provide error estimates on solutions of integral equations and perturbed Euler
schemes that will play a crucial role in the proof of the universal approximation results
for flows later on.
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3.12 Proposition (Local well posedness). Let X be a Banach space and let fur-
ther t0 ∈ (a, b) ⊆ R, x0 ∈ X be initial values and δ > 0. Then for every2
f ∈ L1
(
[a, b]; C0,1b
(
Bδ(x0);X
))
there exists ε > 0 such that there is a unique solution x : [t0 − ε, t0 + ε] → X of the
weak ordinary differential equation
∂tx(t) = f(t, x(t)) and x(t0) = x0. (3.4)
Proof. Let without loss of generality t0 = 0 and let g(t) denote the Lipschitz constant
of f(t, ·) and h(t) denote the uniform norm of f(t, ·). Fix now α ∈ (0, 1) and choose
ε > 0 such that
εˆ
−ε
g(s)ds ≤ α and
εˆ
−ε
h(s)ds ≤ δ.
Note that by the weak fundamental theorem x : [−ε, ε]→ X is a solution of (3.4) if and
only if it satisfies
x(t) = x0 +
tˆ
0
f(s, x(s))ds =: Tx(t) for all t ∈ [−ε, ε].
Hence we have transformed the differential equation into a fixed-point problem which
we consider on
M =
{
x : [−ε, ε]→ Bδ(x0)
∣∣ x continuous}
which is a the complete metric space endowed with the uniform metric. It remains to
check that T is a self mapping α-contraction.
(i) Self mapping: For all x ∈M and for all t ∈ [0, ε] we have
∥∥Tx(t)− x0∥∥X ≤
tˆ
0
∥∥f(s, x(s))∥∥
X
ds ≤
tˆ
0
h(s)ds ≤ δ.
For t ∈ [−ε, 0] the computation follows analogously.
(ii) α-contraction: Let x, y ∈M . We compute for arbitrary t ∈ [0, ε]
∥∥Tx(t)− Ty(t)∥∥
X
≤
tˆ
0
∥∥f(s, x(s))− f(s, y(s))∥∥
X
ds
≤
tˆ
0
g(s)
∥∥x(s)− y(s)∥∥
X
ds
≤ α ‖x− y‖∞,[−ε,ε] .
and similarly for t ∈ [−ε, 0].
2We use the canonical identification f(t, x) = f(t)(x).
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Now the Banach fixed-point theorem yields the existence of a unique solution.
In fact, the assumptions in the local existence result suffice to show the unique exis-
tence of global solutions, i.e., of solutions defined on the whole interval I .
3.13 Theorem (Global well posedness). Let X be a Banach space. Further, let
t0 ∈ [a, b] ⊆ R, x0 ∈ X be initial values and let
f ∈ L1
(
[a, b]; C0,1b (X;X)
)
.
Then there exists a unique solution x : [a, b] → X of the weak ordinary differential
equation
∂tx(t) = f(t, x(t)) and x(t0) = x0. (3.5)
Proof. The uniqueness of solutions follows directly from the uniqueness of short-time
solutions or by an application of the estimates on solutions given in 3.20.
For the existence we note that Zorn’s Lemma guarantees the existence of a maximal
open interval (α, β) ⊆ [a, b] such that a solution x to (3.5) can be defined on (α, β).
We assume now that β < b and show that this is a contradiction to the maximality of
the interval. Since x ∈ W 1,1((α, β);X) we can extend the solution continuously onto
[α, β]. Now the weak differential equation
∂ty(t) = f(t, y(t)) and y(β) = x(β)
possesses a unique solution in [β − ε, β + ε] for some ε > 0. Therefore, we can extend
the solution x onto [α, β + ε] through y and it is straight forward to check that this
extension still satisfies the integral equation (3.3). This shows, that the interval (α, β) is
not maximal and hence we obtain α = a and β = b.
3.14 Remark (Generalisations). There are several possible extensions to the exis-
tence results presented above. It is possible to show the existence of solutions of differ-
ential equations under weaker conditions. Indeed, ifX is finite dimensional there exists
at least one short-time solution for every
f ∈ L1
(
I; C(Bδ(x0);X)
)
which is known as the Carathéodory’s existence theorem and we refer to [Hale, 1980]; in
the case where X is not finite dimensional one needs to impose additional compactness
assumptions on the function f . The central idea of the proof however remains exactly
the same as the one above but one needs to use a different fixed-point theorem, namely
the Schauder fixed-point theorem. However, one looses the uniqueness of the short-time
solution and in fact it does not hold since one can easily construct differential equations
with more than one solution.
Further, one can drop some of the measurability properties that are hidden in the
assumption f ∈ L1(I; C0,1b (X;X)); however, one needs to impose other regularity or
separability assumptions on f in order to ensure that f(·, x(·)) is integrable for every
continuous curve x. For special cases of right hand sides, for example linear or mono-
tone operators there are well developed theories for evolution equations and we refer to
[Engel and Nagel, 2001] and [Zeidler, 2013] respectively.
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3.15 Corollary (Classical Picard-Lindelöf). LetX be a Banach space and let
t0 ∈ (a, b) ⊆ R, x0 ∈ X be initial values. Let further
f : [a, b]×Bδ(x0)→ X
be continuous in the first argument and satisfy the following Lipschitz condition∥∥f(t, x)− f(t, y)∥∥ ≤ L ‖x− y‖ for all t ∈ [a, b], x, y ∈ Bδ(x0) (3.6)
as well as ∥∥f(t, x)∥∥ ≤ K <∞ for all t ∈ [a, b], x ∈ Bδ(x0). (3.7)
Then there exists ε > 0 such that there is a unique solution x : [t0 − ε, t0 + ε] → X of
the ordinary differential equation
∂tx(t) = f(t, x(t)) and x(t0) = x0.
Proof. We note that f satisfies the assumptions of the weak local well posedness result.
Hence, we an obtain the existence of a short-time solution x which satisfies (3.3). Since
t 7→ f(t, x(t)) is continuous, the classical fundamental theorem implies that x is in fact
differentiable and satisfies the ordinary differential equation in the classical sense.
3.16 Remark (Global well posedness). With the same argument as above the
global well posedness for weak differential equations can be transferred to the case of
classical differential equations.
A generalised Grönwall result and error estimates
We will present a simple consequence of the Grönwall lemma that will provide a lot of
useful estimates of the distance between solutions of integral and differential equations.
This will simultaneously provide estimates of the solution operator of ODEs and Euler
schemes which all can be interpreted as integral equations.
3.17 Lemma (Generalised Grönwall’s inequality). Let X be a Banach space
and I ⊆ R be an interval. Let x0, y0 ∈ X, t0 ∈ I and let γ0, γ1 ∈ L1(I;X) and let x
and y satisfy the integral equations
x(t) = x0 +
tˆ
t0
γ1(s)ds and y(t) = y0 +
tˆ
t0
γ2(s)ds for all t ∈ I.
Assume now that there are non negative functions α, β ∈ L1(I) such that∥∥γ1(t)− γ2(t)∥∥X ≤ α(t) + β(t) · ∥∥x(t)− y(t)∥∥X for all t ∈ I.
Then we have∥∥x(t)− y(t)∥∥
X
≤ c ·
(
‖x0 − y0‖X + ‖α‖L1(I)
)
for all t ∈ I,
where we can choose
c = 1 + ‖β‖L1(I) · exp(‖β‖L1(I)).
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Proof. For t ≥ t0 we compute
∥∥x(t)− y(t)∥∥
X
≤ ‖x0 − y0‖X +
tˆ
t0
∥∥γ1(s)− γ2(s)∥∥X ds
≤ ‖x0 − y0‖X +
tˆ
t0
α(s)ds+
tˆ
t0
β(s) · ∥∥x(s)− y(s)∥∥ ds.
An application of Grönwall’s inequality yields the assertion.3 For t ≤ t0 the computation
follows in analogue way or by reflection.
3.18 Proposition (Growth of solutions). Let f : I×X → X be a Carathéodory
function and c ∈ L1(I) such that∥∥f(t, x)∥∥
X
≤ c(t) · (1 + ‖x‖X) for all t ∈ I, x ∈ X.
Let t0 ∈ I, x0 ∈ X and x be the weak solution of
∂tx(t) = f(t, x(t)), x(t0) = x0.
Then we have ∥∥x(t)∥∥
X
≤ c˜ ·
(
‖x0‖X + ‖c‖L1(I)
)
for all t ∈ I, (3.8)
where c˜ only depends on ‖c‖L1(I).
Proof. We use Lemma 3.17 with y(t) = 0.
3.19 Remark. If ‖f‖ is even globally bounded by c we directly obtain the growth
estimate ∥∥x(t)∥∥
X
≤ ‖x0‖X + c · |I| ,
where |I| is the length of the interval. Further, this estimate holds also for all Euler
discretisations of f .
3.20 Proposition (Continuity of solution map). Let X be a Banach space and
I ⊆ R be a bounded interval and t0 ∈ I as well as x0, y0 ∈ X . Let f, g : I×X → X be
Carathéodory functions such that f(t, ·) is Lipschitz continuous with constant h(t) and
h ∈ L1(I). Further, we assume that f − g ∈ L1(I; Cb(K;X)) for some setK ⊆ X . Let
x, y : [a, b]→ X be solutions to the weak differential equations
∂tx(t) = f(t, x(t)), x(t0) = x0 and ∂ty(t) = g(t, y(t)), y(t0) = y0
that satisfy x(t), y(t) ∈ K for all t ∈ I . Then we have
sup
t∈I
∥∥x(t)− y(t)∥∥
X
≤ c ·
(
‖x0 − y0‖X + ‖f − g‖L1(I;Cb(K;X))
)
, (3.9)
where the constant c only depends on ‖h‖L1(I).
3For a general version of Grönwall’s inequality we refere to Theorem 1.2.8 in [Qin, 2017].
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Proof. We only need to check the requirements of the previous result. We recall that x
and y solve the integral equations associated to the ODEs and hence obtain for t ∈ I∥∥γ1(t)− γ2(t)∥∥X = ∥∥f(t, x(t))− g(t, y(t))∥∥X
≤ ∥∥f(t, x(t))− f(t, y(t))∥∥
X
+
∥∥f(t, y(t))− g(t, y(t))∥∥
X
≤ h(t) · ∥∥x(t)− y(t)∥∥
X
+
∥∥f(t, ·)− g(t, ·)∥∥∞,K .
3.21 Remark. The continuity result above also implies the uniqueness of solutions
under a suitable Lipschitz continuity since for x0 = y0 and f = g the result implies that
the two solutions x and y agree.
Later on we will perceive residual networks as an perturbed Euler approximation of
an ordinary differential equation. To show convergence of those we provide an error
estimate for such perturbations, namely we replace the direction f(ti, xn(ti)) of the Euler
approximation xn on [ti, ti+1) by zi ≈ f(ti, xn(ti)).
3.22 Proposition (Error estimate for perturbed Euler schemes). LetX be a
Banach space and f : [0, 1]×X → X be a Carathéodory function such that f(t, ·) is Lip-
schitz with constant h(t) where h ∈ L1([0, 1]). Let now x0 ∈ X and x ∈ W 1,1([0, 1];X)
be the solution to
∂tx(t) = f(t, x(t)) and x(0) = x0.
Fix now z0, . . . , zn−1 ∈ X and set ti := i/n as well as
γ :=
n−1∑
i=0
χ[ti,ti+1)zi
and let xn : [0, 1]→ X satisfy the integral equation
xn(t) = x0 +
tˆ
0
γ(s)ds.
Assume that we have∥∥zi − f(t, xn(ti))∥∥X ≤ ε for all t ∈ [ti, ti+1), i = 0, . . . , n− 1
as well as
‖zi‖X ≤ c for all i = 0, . . . , n− 1.
Then we have ∥∥xn(t)− x(t)∥∥
X
≤ c˜ ·
(
ε+
c
n
· ‖h‖L1([0,1])
)
,
where c˜ only depends on ‖h‖L1([0,1]).
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Proof. Once more we will use Lemma 3.17 with obvious choices of γ1 and γ2. For
t ∈ [ti, ti+1) we estimate∥∥γ1(t)− γ2(t)∥∥X = ∥∥zi − f(t, x(t))∥∥X
≤ ∥∥zi − f(t, xn(ti))∥∥X + ∥∥f(t, xn(ti))− f(t, x(t))∥∥X
≤ ε+ ∥∥f(t, xn(ti))− f(t, xn(t))∥∥X + ∥∥f(t, xn(t))− f(t, x(t))∥∥X
≤ ε+ h(t) · ∥∥xn(ti)− xn(t)∥∥X + h(t) · ∥∥xn(t)− x(t)∥∥X
≤ ε+ c
n
· h(t) + h(t) · ∥∥xn(t)− x(t)∥∥
X
.
3.23 Remark. Let f : [0, 1]×Rd → Rd be a Lipschitz continuous and x be the flow of
f as well as xn the Euler approximation with respect to the discretisation (i/n)i=0,...,n.
Then we have zi = f(ti, xn(ti)) and hence ε ≤ L · n−1. Therefore there is a constant
c > 0 such that ∥∥x(t)− xn(t)∥∥
X
≤ c · n−1 for all t ∈ [0, 1].
Existence and regularity of flow maps
We will use the global well posedness and the continuity result in order to show that the
flow map
Fl : L1
(
I; C0,1b (X;X)
)
→ C (I; C0,1(X;X))
exists and is continuous in a suitable sense. Further, the two results will also yield regu-
larity of the flows themselves.
3.24 Theorem (Flow map). Let X be a Banach space, I be a bounded interval and
t0 ∈ I . Then for every
f ∈ L1
(
I; C0,1b (X;X)
)
the flow Fl(f) with respect to the initial time t0 ∈ I exists. Further,
Fl(f)(t, ·) : X → X
is a Lipschitz-homeomorphism4 for all t ∈ I . Finally, for
g ∈ L1
(
I; C0,1b (X;X)
)
the continuity estimate
sup
t∈I,x∈X
∥∥Fl(f)(t, x)− Fl(g)(t, x)∥∥
X
≤ c · ‖f − g‖L1(I;Cb(X;X)) . (3.10)
The constant c only depends on ‖h‖L1(I) where h(t) is the Lipschitz constant of f(t, ·).
4By this we mean that it is bijective, Lipschitz continuous with Lipschitz continuous inverse.
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Proof. The existence of the flow map as well as the continuity property follow directly
from the results of the previous section. Hence, we are left to show that the flows are in
fact Lipschitz-homeomorphisms. First, we note that the associated differential equation
possesses unique solutions in both directions of time and hence Fl(f)(t, ·) is bijective.
Further, (3.9) shows that both, the forward and backward solution depend on the initial
values in a Lipschitz continuous way.
We are interested in the question of existence of differential equations if we restrict
ourselves to a domain Ω that is not necessarily the whole spaceX . Obviously, short-time
solutions exist in this case – at least if Ω is open – but long time solutions might not exist
since the solution could reach the boundary of the domain. However, we will see that the
differential equation is still well posed at least if we assume that the vector field vanishes
at the boundary of Ω. In order to formulate this, we will denote the space of Lipschitz
continuous and bounded functions f : Ω → X that can be continuously extended to Ω
such that it vanishes on the boundary by C0,10 (Ω;X).
3.25 Corollary (Local flows). Let Ω ⊆ X be an open subset of a Banach space
X , I be a bounded interval and t0 ∈ I . Then for every
f ∈ L1
(
I; C0,10 (Ω;X)
)
the flow Fl(f) with respect to the initial time t0 ∈ I exists. Further,
Fl(f)(t, ·) : Ω→ Ω
is a Lipschitz-homeomorphism for every t ∈ I . Finally, the continuity estimate (3.10)
remains valid.
Proof. Obviously, we can extend f to a vector field
f˜ ∈ L1 (I; Cb(X;X))
by setting it to be zero outside of Ω. Let φ˜ its flow, then it is clear that φ˜(t, x) = x for
all t ∈ I, x ∈ X \ Ω. Thus, Ω is invariant under φ˜ and it is straight forward to check
that φ˜|I×Ω is the flow of f . The continuity as well as the homeomorphism property carry
over directly.
Chapter IV
Universal flow approximation with deep
residual networks
Residual networks make use of so called skip connections which were introduced to
overcome difficulties in the training of neural networks in supervised learning tasks.
More precisely, if xl ∈ RNl denotes the value of the l-th layer, then residual networks
assign – in the easiest case – the value
xl+1 := xl + ρ(Alxl + bl) for l = 0, . . . , L− 1 (4.1)
to the next layer and not ρ(Alxl + bl) like a normal feedforward neural network would
do. Obviously this only makes sense, if the width of all layers is equal. This might
seem like an arbitrary modification of neural networks at first and in fact if ρ is the
ReLU activation function, then there is always a standard neural network – possibly of
different architecture – such that the values in all layers agree. However, [He et al., 2016]
empirically showed that the residual architecture can be used to overcome the problem
that the loss of a trained network increases with increased depth despite the increasing
expressiveness of those networks, which is known as the degredation problem. This
observation led to an improvement of state of the art image classification methods and
won a handful of image classification competitions in 2015.
Being first known for their empirical success, residual networks attracted the atten-
tion of theoreticians and it has been pointed out that the recursive structure (4.6) can be
interpreted as the Euler discretisation of the ordinary differential equation
x˙(t) = ρ
(
A(t)x(t) + b(t)
)
. (4.2)
Building on this observation [Haber and Ruthotto, 2017] transferred the knowledge about
the stability of ordinary differential equations to the stability of forward propagation in
residual networks. Further, [Lu et al., 2017a] introduced neural networks correspond-
ing to other numerical schemes for ordinary differential equations like implicit Euler or
Runge-Kutta schemes. In [Chen et al., 2018] ordinary differential equations where used
in order to replace residual networks in supervised learning tasks and it was empirically
shown that this can lead to state of the art performance although relying on fewer parame-
ters. This connection between the use of residual networks and differential equations for
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supervised learning tasks was made rigorous in [Thorpe and van Gennip, 2018] where
they showed Γ-convergence of the associated approaches.
This work only considers residual networks of the type (4.6) which correspond to
differential equations of the form (4.2). In contrast, we are interested in the connection
of residual networks to general differential equations. For example architectures used in
[He et al., 2016] are of the form
xl+1 := xl + ρ
(
A˜lρ(Alxl + bl) + b˜l
)
for l = 0, . . . , L− 1.
Further, it is of independent interest to investigate the connection to ordinary differential
equations that are not of the form (4.2) as we described in the introduction.
The central connection between residual networks of the form (4.6) and the associated
differential equation (4.2) is that by letting L → ∞ the residual network converges to
the solution of (4.2) in some sense. More precisely, we consider Lipschitz continuous
mappings
A : [0, 1]→ Rd×d and b : [0, 1]→ Rd
and set ALl := A(l/L)/L as well as bLl := b(l/L)/L. If we interpret the subscript of
the residual network as a time variable and scale it by 1/L and interpolate it linearly in-
between, then we obtain exactly the Euler discretisation associated with the differential
equation (4.2). Hence, the convergence result for Euler schemes guarantees that all so-
lutions of differential equations of the form (4.2) can be approximated through residual
networks in some sense.
In the following we will show that solutions of a general differential equation
x˙(t) = f(t, x(t)) for t ∈ [0, 1] (4.3)
can be approximated by residual networks in some topology. Since in this general setting,
the right hand side f(t, ·) might not be the realisation of a neural network like it is the
case in (4.2), we will not only increase the number of layers of the residual networks,
but also approximate the right hand side f(t, ·) through neural networks simultaneously.
In order to consider such residual networks we will need to work with a more general
definition that we will give now.
4.1 Definition (Residual network). A residual network or shortly ResNet of di-
mension d and with n skip connections is a tupel θ = (θ1, . . . , θn) of neural networks
with input and output dimension d. If the networks θi are shallow we call the residual
network shallow, otherwise we call it deep.
Let R0, . . . , Rn−1 : Rd → Rd denote the realisations of those networks with respect
to some activation function ρ. The realisation xn : [0, 1] × Rd → Rd of the residual
network θ = (θ0, . . . , θn−1) is defined via
xn(0, y) := y, xn((i+ 1)/n, y) := xn(i/n, y) + n−1 ·Ri(xn(i/n, y))
for i = 0, . . . , n − 1 and linearly in between. If ρ is the ReLU activation function then
we refer to the residual network as a ReLU ResNet.
We shall note that in the definition of the realisation of a ResNet we interpret ResNets
as Euler discretisations and this might differ from some definitions of residual networks
present in the literature.
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IV.1 Universal approximation of weak flows
It is clear from the definition that ResNets are in fact Euler approximations to the right
hand side f : [0, 1]× Rd → Rd which is defined via
f(t, x) := Ri(x) for all t ∈ [i/n, (i+ 1)/n), x ∈ Rd, i = 0, . . . , n− 1.
We will use the error estimate on perturbed Euler schemes established in the previous
chapter to show that by letting n → ∞ and increasing the expressivity of the networks
Ri ReLU ResNets are able to approximate the flow of arbitrary right hand sides.
4.2 Lemma. Let X be a Banach space and
f ∈ L1
(
[0, 1]; C0,1b (X;X)
)
and let x be the flow of f with initial time 0. Then for every ε > 0 there is n ∈ N and
g ∈ L1([0, 1];C0,1b (X;X)) that is constant on all intervals of the form [i/n, (i + 1)/n)
such that the flow x˜ of g satisfies∥∥x(t, y)− x˜(t, y)∥∥
X
≤ ε for all t ∈ [0, 1], y ∈ X.
Proof. By standard Bochner theory (cf. [Arendt et al., 2011]) the continuous functions
are dense in
L1
(
I; C0,1b (X;X)
)
.
However, continuous functions can approximated arbitrarily well by functions that are
constant on intervals of equal length. Now the continuity estimate (3.10) yields the
assertion.
4.3 Theorem (Universal flow approximation through ResNets). Let d ∈ N
and
f ∈ L1
(
[0, 1]; C0,1b
(
Rd;Rd
))
and let x be the flow of f with initial time 0. Then for every compact set K ⊆ Rd and
ε > 0 there is a realisation x˜ of a residual network such that∥∥x˜(t, y)− x(t, y)∥∥ ≤ ε for all t ∈ [0, 1], y ∈ K.
Proof. By the previous lemmawe canwithout loss of generality assume that f is constant
on the intervals [i/n, (i + 1)/n) for some n ∈ N. We note that since f is piecewise
constant with values in C0,1b (Rd;Rd) there is c > 0 such that∥∥f(t, x)∥∥ ≤ c for all t ∈ [0, 1], x ∈ Rd.
It suffices to show the statement for the compact set K = BN where BN denotes the
ball of radius N around the origin. By Remark 3.19 we have x(t, y) ∈ BM for every
t ∈ [0, 1], y ∈ BN whereM = N + c.
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Let now ε > 0, then the universal approximation result 2.24 for ReLU networks yields
the existence of realisations R0, . . . , Rn−1 : Rd → Rd of ReLU networks θ0, . . . , θn−1
such that ∥∥f(t, y)−Ri(y)∥∥ ≤ ε for all y ∈ BM , t ∈ [i/n, (i+ 1)/n). (4.4)
as well as ‖Ri‖ ≤ c. Further, we choose k ∈ N such that
c
kn
· ‖f‖L1([0,1];C0,1b (Rd;Rd)) ≤ ε. (4.5)
Let now x˜ be the realisation of the residual network
(θ0, . . . , θ0, θ1, . . . , θ1, . . . , θn−1, . . . , θn−1) , (4.6)
where each network θi is included k times. Now we aim to apply Proposition 3.22 and
hence check its requirements and fix y ∈ BN and denote x(t, y), x˜(t, y) with x(t) and
x˜(t) respectively and again Remark 3.19 yields x˜(t) ∈ BM for all t ∈ [0, 1]. In order
to use the notation from the proposition we set ti := i/(kn) and zi := Rj(x˜(ti)) for
i = kj, . . . , k(j + 1)− 1 and obtain
x˜(t) = y +
tˆ
0
γ(s)ds for γ =
kn−1∑
i=0
χ[ti,ti+1)zi.
Further, it holds that∥∥zi − f(t, x˜(ti))∥∥ ≤ ε for all t ∈ [ti, ti+1), i = 0, . . . , kn− 1
as well as ‖zi‖ ≤ c. Now Proposition 3.22 yields∥∥x˜(t)− x(t)∥∥ ≤ c˜ · (ε+ c
kn
· ‖f‖L1([0,1];C0,1b (Rd;Rd))
)
≤ 2c˜ · ε for all t ∈ [0, 1],
where c˜ only depends on ‖f‖L1([0,1];C0,1b (Rd;Rd)) and not on y ∈ BN .
4.4 Remark. (i) The universal approximation theorem presented above is of quali-
tative nature since it does not give any estimates on the complexity of the residual
network needed to approximate a flow up to a certain precision. This is due to
the fact that we work with density results for continuous functions in the Bochner
space
L1
(
I; C0,1b (X;X)
)
.
(ii) In the proof above one could also assume that (4.5) holds for k = 1 since f is also
piecewise constant on the intervals [i/(kn), (i + 1)/(kn)). However, we wanted
to separate the approximation procedures in space and in time. More precisely,
if f is (almost) constant in time, (4.4) can be achieved with little n and hence the
constructed ResNet (4.6) shares a lot of weights. This observation could be used in
order to explore approximation capabilities of ResNets with shared weights under
different spatial and temporal regularity of the right hand side f .
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IV.2 Complexity bounds
We use analogue arguments to establish estimates on the required complexity of the
ResNets in order to approximate a given flow linearly on compact sets.
4.5 Theorem (Universal flow approximation with complexity bounds). Let
d ∈ N and let f : [0, T ]×Rd → Rd be a bounded and Lipschitz continuous function with
constant L. Further, let x : [0, T ]×Rd → Rd be the flow of f . Then there is a sequence
(xn)n∈N of realisations of ResNets such that for every compact set K ⊆ Rd we have
sup
t∈[0,1],y∈K
∥∥xn(t, y)− x(t, y)∥∥ ∈ O(n−1).
Further, xn can be achieved as the realisation of a residual network θ = (θ1, . . . , θn)
where every single network θk has depth
⌈
log2((d+ 1)!)
⌉
+ 2,
O
(
d(d+ 1)! · 2d ·
⌈√
dn2L
⌉d
+ d
)
many neurons and all but
d(d+ 1)(d+ 1)! · 2d ·
⌈√
dn2L
⌉d
fixed weights.
Proof. We fix n ∈ N and set ti := i/n. Let Rni be realisations of ReLU networks
of asserted complexity that approximate f(ti, ·) on [−n, n]d up to n−1 which exist by
Proposition 2.25. Let xn be the realisation of the associated residual network. We fix
N > 0 and will show
sup
t∈[0,1],y∈BN
∥∥xn(t, y)− x(t, y)∥∥ ∈ O(n−1) for n→∞
through an application of Proposition 3.22. Since f is bounded, there is c > 0 such that∥∥f(t, y)∥∥ ≤ c for all t ∈ [0, 1], y ∈ Rd
and hence the functionsRni satisfy this as well. SettingM := N+c, Remark 3.19 yields
x(t, y), xn(t, y) ∈ BM for all t ∈ [0, 1], y ∈ BN .
Now we fix y ∈ BN and write x(t), xn(t) for x(t, y) and xn(t, y) respectively; to keep
to the notation of the error estimate for Euler schemes, we set zi := Rni (xn(ti)). For
n ≥M we obtain∥∥zi − f(t, xn(ti))∥∥ = ∥∥Rni (xn(ti))− f(t, xn(ti))∥∥
≤ ∥∥Rni (xn(ti))− f(ti, xn(ti))∥∥+ ∥∥f(ti, xn(ti))− f(t, xn(ti))∥∥
≤ n−1 · (1 + L)
for all t ∈ [ti, ti+1) and i = 0, . . . , n − 1 . Furthermore, we have ‖zi‖ ≤ c for all
i = 0, . . . , n− 1 and hence Proposition 3.22 completes the proof.
Chapter V
Discussion and further work
We quickly recap the content of this work. The second chapter gave the preliminar-
ies necessary for a theoretical treatment of neural networks. In particular, we gave an
overview over existing approximation results. In the remainder we focused on ReLU net-
works and saw that they can be parallelised and added. Following [He et al., 2018] we
used the representation of nodal basis functions on a locally convex grid as the minimum
of affine functions to show that they can be represented through ReLU networks. We de-
duced a universal approximation result for continuous functions including complexity
estimates and compared those to the similarly obtained result in [Hanin, 2017].
In order to study the approximation of flows we gave a concise introduction to differ-
ential equations and reviewed their basic properties. However, since we needed some of
those classical results in a weak sense, we repeated the arguments and adapted them to
this more general setting. In particular, we gave a weak version of the well known Picard-
Lindelöf theorem and a criterion for global well posedness. Further, we presented growth
and continuity estimates under suitable conditions which imply the existence and con-
tinuity of the flow map. Another consequence of those is that a flow at a fixed time is
a Lipschitz-homeomorphism which gives a connection of weak flows to homeomorphic
transformations.
In the fourth chapter we showed that deep ReLU ResNets are able to approximate
flows of arbitrary right hand sides
f ∈ L1
(
I; C0,1b (Rd;Rd)
)
.
In order to do this we considered ResNets with a simultaneously increasing number of
skip connections and expressivity of the single networks. In the proof itself we used an
error estimate for perturbed Euler schemes which relies on an easy application of the
Grönwall inequality in combination with the spacial universal approximation result ob-
tained earlier on. Further, we obtained estimates on the complexity of a ResNet required
to approximate a flow up to some accuracy under an additional Lipschitz condition in
time using the same approach.
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Alternative flow approximation with space-time networks
Before we return to the initial motivation of diffeomorphic shape matching, we want to
discuss the recent work on space-time error estimates for neural network approximations
of flows presented in [Grohs et al., 2019] which also studies flow approximations with
neural networks. In fact, the main result does not only address a very similar question,
namely a quantitative flow approximation but it is also obtained in similar fashion by
combining approximation results for neural networks with Grönwall arguments. How-
ever, there are a few major differences that we want to highlight.
(i) They do not consider residual networks but rather space-time networks
Rθ : [0, 1]× Rd → Rd
in order to approximate flows.
(ii) They work with less general right hand sides; more precisely, if Rθ : Rd → Rd
is the realisation of a ReLU network, they consider Euler schemes for right hand
sides of the form
f(t, x) = Rθ(x) +
n∑
i=1
χ((i−1)/n,i/n](t) · yi (5.1)
for some fixed yi ∈ Rd. Hence, they only consider piecewise constant perturba-
tions of time-independent right hand sides given through ReLU networks.
(iii) For right hand sides of this kind they prove the existence of space-time networks
that approximate the flow locally uniformly and bound their complexity. In par-
ticular, for unperturbed right hand sides, i.e., for yi = 0 they show that linear
convergence on bounded sets can be achieved with
O (1 + log(ε)2)
many parameters.
Now, we want to comment on the differences to the approximation results obtained in
the previous chapter.
(i) Firstly, it is important to note that the approaches of space-time networks and
ResNets are related in the following way. Since the realisation of a ResNet is a
piecewise linear function, it can exactly be represented by a space-time network
(cf. [Arora et al., 2016]). The converse statement does not hold and hence the
class of ResNets is less expressive than space-time networks. Nevertheless, we
believe that the structure of ResNets and their interpretation as Euler schemes is
well suited to treat vector fields of different spacial and temporal regularity like in
Theorem 4.3.
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(ii) The class of right hand sides considered in [Grohs et al., 2019] consists of more
regular vector fields than in our study. This enables them to show logarithmic
bounds on the number of parameters compared to the bounds of order
O
(
ε−2d−1
)
given in Theorem 4.5. However, we want to point out two things. Firstly, our ap-
proach is capable of providing better complexity estimates if one uses better spatial
universal approximation theorems that might only hold for a possibly smaller class
of right hand sides. Secondly, the Euler scheme for a right hand side f of the form
(5.1) is, in fact, exactly the realisation of a ReLU ResNet. This can be seen by
noting that
Ri := Rθ + yi
is the realisation of a ReLU network. Hence, the Euler discretisation for
n∑
i=1
χ((i−1)/n,i/n] ·Ri = f
is the realisation of a ReLU ResNet via definition. Thus, for ε > 0 small enough
there is a ResNet and thus also a space-time network that exactly represents the
Euler scheme of f , i.e., for small ε the complexity estimates in [Grohs et al., 2019]
can be obtained in a significantly easier way. It remains to be seen whether those
arguments and the exponential approximation rates can be extended to a larger
class of flows.
Coming back to diffeomorphic matching
The careful reader must have noticed that we have deviated quite a far way from the
original motivation and initial question. Thus, we want to find the way back to the intro-
duction and explain how our results are related to the LDDMM framework and where
they don’t fit into it.
In the LDDMM setting one considers right hand sides
f ∈ L2
(
I;Hq(Rd;Rd)
)
for some q > d
2
+ 1. By the well known Sobolev embeddings we have
L2
(
I;Hq(Rd;Rd)
)
↪→ L1
(
[0, 1]; C0,1b (Rd;Rd)
)
and hence we consider a more general notion of flows. However, in the LDDMM frame-
work one considers the according Sobolev topology on the space of admissible right
hand sides since otherwise the regularised matching functional
f 7→ d(φ(1, ·) ◦ c0, cr) +
1ˆ
0
∥∥f(t)∥∥2
Hq(Rd;Rd) dt
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would lack any continuity properties. Hence, this setting requires a universal flow ap-
proximation result for a smaller class of flows but with respect to a stronger topology.
Such a result could follow the same path as we did throughout this thesis and combine
error estimates with approximation results for neural networks. In fact, there are conti-
nuity results for the flow map and also universal approximation results with respect to
the Sobolev topology in the literature, namely we have the two following results.
5.1 Theorem (Sobolev flows, [Bruveris and Vialard, 2014]). For q > d
2
+ 1
the flow map
Fl : L1
(
I;Hq(Rd;Rd)
)
→ C
(
I;Hq(Rd;Rd)
)
exists and is continuous. Further, the flows areHq-diffeomorphisms1 at every fixed time.
5.2 Theorem (Universal approximation, [Hornik, 1991]). Let ρ ∈ Ck(Rd) be
non constant and have bounded derivatives up to order k and let ε > 0. Then for every
function f ∈ W k,p(Rd) and every bounded and open set Ω ⊆ Rd there is a realisation g
of a neural network with activation function ρ that satisfies
‖f − g‖Wk,p(Ω) ≤ ε.
Hence, the class of ρ networks is dense in the Fréchet spaceW k,ploc (Rd).
Unfortunately, the two topologies do not quite match up since the universal approxi-
mation result considers a local Sobolev topology. A closer look at the setting considered
in this thesis reveals that we encountered a similar problem. In fact, the universal approx-
imation result for continuous functions does only hold in locally uniform topology since
for example the sine or cosine function can not be approximated globally uniformly by
ReLU networks. However, we could circumvent this problem by exploiting local Grön-
wall type arguments. It remains to be seen whether this approach can successfully be
adapted to the case of the Sobolev topology.
Further work
We close this thesis by quickly summarising the questions that where left unanswered
and that we think should be investigated further.
(i) Do the universal approximation results for flows also hold in the Sobolev topolgy?
(ii) Investigate the approximation capabilities of ResNets with shared weights for right
hand sides with different spatial and temporal regularity.
(iii) Run experiments in order to see whether the theoretical work leads to better em-
pirical performance in shape matching problems.
(iv) Investigate theoretically whether the approximate problems converge to the orig-
inal problem with respect to some notion; in particular how the regularisation of
ResNets interacts with the regularisers in the original problem.
1By this we mean that a function is bijective and itself and its inverse are in Hq .
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(v) Look for further control problems of similar structure and explore the possibility
of the use of residual networks.
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Glossary
arg min This denotes the set of all minimisers of a certain objective.
d·e Upper Gauss bracket that rounds each real number to the smallest integer
that is at least as big as the real number.
|·| , ‖·‖ The absolute value of a real number or Euclidean norm of a vector re-
spectively.
‖·‖∞,Ω The uniform norm of a function defined on the set Ω.
b·cn The generalised Gauss bracket rounds a number fo the biggest multiple
of n−1 that is not larger than the number.
N The natural numbers.
Rd The d dimensional Euclidean vector space.
Rn×m The space of n×m matrices.
C0(Ω;X) The space of all continuous functions f : Ω → X that vanishes at the
boundary of Ω.
Ck,αb (Ω;X) The space of all functions f : Ω → X that are k times differentiable
with bounded derivatives that are also α Hölder continuous; the spaces
are Banach spaces with the norm ‖·‖Ck,αb (Ω,X).
Ckc (Ω;X) The space of all k-times differentiable functions f : Ω → X with com-
pact support.
O We write an ∈ O(g(n)) for n→∞ if there exist c > 0 andN ∈ N such
that |an| ≤ cg(n) for all n ≥ N ; further, we write O(g(n1, . . . , nk)) if
some quantity can be bounded – up to a constant – through g(n1, . . . , nk).
Diff(M) The set of all diffeomorphisms ofM .
Emb(M ;N) The set of all embeddings fromM to N .
idX The identity mapping of a set X .
∂α For α ∈ Nd this denotes the partial differential operator ∂α11 · · · ∂αdd .
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50 Glossary
Hk(Ω;X) The Sobolev spaceW k,2(Ω;X).
Lp(Ω;X) The space of p integrableX valued functionswith respect to the Lebesgue
measure; forX = R we suppressX; the spaces are Banach spaces with
the norm ‖·‖Lp(Ω;X).
W k,p(Ω;X) The space of k times weakly differentiable functions where all derivates
are p integrable; again, forX = Rwe dropX in the notation; the spaces
are Banach spaces with the norm ‖·‖Wk,p(Ω,X).
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