Abstract-An interpolation-based decoding scheme for interleaved subspace codes is presented. The scheme can be used as a (not necessarily polynomial-time) list decoder as well as a probabilistic unique decoder. Both interpretations allow to decode interleaved subspace codes beyond half the minimum subspace distance. Further, an efficient interpolation procedure for the required linearized multivariate polynomials is presented and a computationally-and memory-efficient root-finding algorithm for the probabilistic unique decoder is proposed. These two efficient algorithms can also be applied for accelerating the decoding of interleaved Gabidulin codes.
the complexity grows exponentially in the dimension of the subspace.
In this paper, we present an interpolation-based decoding scheme for s-interleaved KK codes without the need for reduction at the receiver. This approach can be applied as a (not necessarily polynomial-time) list decoder or as a probabilistic unique decoder. The main contribution in this paper is that we show how the desired multivariate polynomials can be constructed efficiently using an interpretation of the general linearized polynomial interpolation from [22] . The computational complexity of the interpolation step is therefore reduced from O(sn 3 r ) to O(s 2 n r (n r − τ )) operations in F q m , where n t and n r are the dimensions of the transmitted and received spaces, respectively, and τ denotes the decoding radius. Further, we propose a computationally-and memoryefficient root-finding algorithm for the unique decoder which reconstructs the message polynomials in O(s 2 k 2 ) operations in F q m , where k is the number of data symbols from F q m . This reduces the computational complexity for the rootfinding step compared to O(s 3 k 2 ) for the recursive Gaussian elimination from [16] . Both proposed algorithms can also efficiently solve the interpolation problem and root-finding system for the interleaved Gabidulin codes in [16] . This paper is structured as follows. In Section II, we give basic definitions and describe notation. Section III explains the principle of our interpolation-based decoding algorithm, including calculating the maximum number of tolerated insertions and deletions, and clarifying how we generalize and improve principles from [1] . In Section IV, we outline how our ideas apply to list and unique decoding. Sections V and VI provide efficient interpolation and rootfinding algorithms, and Section VII describes the entire decoding procedure. Finally, Section VIII concludes this paper.
II. PRELIMINARIES

A. Finite Fields and Subspaces
Let q be a power of a prime, and denote by F q the finite field of order q and by F q m its extension field of degree m. F n q denotes the vector space of dimension n over F q and the projective space P q (n) is the set of all subspaces of F n q . Matrices and vectors are denoted by bold uppercase and lowercase letters, respectively, such as A and a. The row space and rank over F q of a matrix A ∈ F m×n q is denoted by R q (A) and rk(A) and the kernel of A is denoted by ker(A). We index vectors and matrices beginning from zero, and [1, n] denotes the set {1, 2, . . . , n}.
For two subspaces U, V in P q (n), let U ⊕V be the smallest subspace containing the union of U and V. The subspace distance between U, V in P q (n) is
A subspace code is a non-empty subset of P q (n), and has minimum subspace distance d s when all subspaces in the code have distance at least d s and there is one pair of subspaces with distance exactly d s .
As channel model we use the operator channel from [1] . Such a channel has input and output alphabet P q (n). The output U is related to the input V of dim(V) = n t by
where H nt−δ (V) returns a random (n t − δ)-dimensional subspace of V, and E denotes an error space of dimension γ with V ∩ E = ∅. The distribution of H nt−δ (V) is not important for the performance of the code and can be chosen to be uniform (see [1] ). The dimension of the received subspace U is thus n r = n t − δ + γ and we call δ the number of deletions and γ the number of insertions.
B. Linearized Polynomials
Let a
be the q-power of an element a ∈ F q m for any integer i. A nonzero polynomial of the form [23] , [24] . For all a, b ∈ F q and x 1 , x 2 ∈ F q m , we have p(ax 1 + bx 2 ) = ap(x 1 ) + bp(x 2 ). Given two linearized polynomials p
(1) (x) and p (2) (x) of q-degree d 1 and d 2 , their non-
The set of all linearized polynomials with coefficients from F q m forms a non-commutative ring L q m [x] with identity under addition "+" and composition "⊗".
We define the (1, k − 1, . . . , k − 1)-weighted degree deg w of a multivariate linearized polynomial of the form
For brevity we also denote the s + 1-variate linearized polynomial Q(x, y 1 , . . . , y s ) by Q. The total order ≺ on monomials is defined as
We identify uniquely the leading term LT(Q) of any multivariate polynomial Q (x, y 1 , . . . , y s ) as the maximum normalized monomial under ≺. The q-Vandermonde matrix of the vector a = (a 0 a 1 . . . a n−1 ) ∈ F n q m is defined as
The rank of V r (a) is min{r, n} if the elements a 0 , . . . a n−1 are linearly independent over F q , see [24] .
C. Lifted Rank-Metric Codes
For any fixed basis of F q m over F q , there is a bijective mapping between any vector a ∈ F n q m and a matrix A ∈ F m×n q . We often switch between these two representations. The minimum rank distance d of a code C ⊆ F n q m is defined as
where X, Y are the matrix representations of x, y ∈ C. The Singleton-like bound on the minimum rank distance states that d r ≤ n−k+1 when m ≥ n, see [11] - [13] . Codes which attain this bound are called MRD codes. A special class of MRD codes are Gabidulin codes [11]- [13] , which are the analogs of Reed-Solomon codes in rank metric. Interleaved Gabidulin codes are a horizontal or vertical concatenation of s Gabidulin codes, for details see [14] - [16] .
Lifting an (interleaved) MRD code means that we append an identity matrix to each (transposed) code matrix and consider the row space of these composed matrices as a subspace code. The subspace distance of this constantdimension code is twice the rank distance of the (interleaved) MRD code [2] . The linear combinations performed by the intermediate nodes in a network coding scenario are therefore tracked by the leading identity matrix and can be inverted by computing the reduced row echelon form of the received matrix, called a reduction.
D. Interleaved Subspace Codes
The main difference of KK codes [1] to the lifting approach from [2] is that the evaluation points of the code, namely α 0 , . . . , α n−1 ∈ F q m (see also Definition 1), are appended instead of the identity matrix. For KK codes, the reduction is not necessary, which reduces the complexity at the receiver side, see [1] . Motivated by lifted interleaved Gabidulin codes and the construction of Kötter and Kschischang, we define interleaved subspace (KK) codes as follows.
Definition 1 (Interleaved Subspace (KK) Code) Let A = {α 0 , . . . , α nt−1 } ⊂ F q m with n t ≤ m be a set of linearly independent elements over F q and let
, . . . , β
For fixed integers k (1) , . . . , k (s) < n t , an interleaved subspace code of dimension n t and interleaving order s is defined as
where
For s = 1 this definition is equivalent to KK codes [1] and the code rate of this construction is R = skm nt(nt+sm) .
Lemma 1 (Minimum Distance) The minimum subspace distance of an interleaved subspace code as in Definition 1 is
Proof: Let V and V be two codewords generated by
, . . . , k (s) . Since dim(V) = dim(V ) = n t , the minimum distance is achieved by the minimum dimension of the intersection space V ∩ V . The dimension of V ∩ V is minimal when the evaluation polynomials of maximum q-degree, say f (j) (x) and g (j) (x), are distinct and all other evaluation polynomials are identical. Suppose dim(V ∩V ) = r, i.e., f (j) (x) and g (j) (x) agree on r linearly independent points. Since
and it is easy to show that there are always two codewords such that equality holds. Throughout this paper, we consider only
, but our approach also holds for arbitrary k (j) .
III. INTERPOLATION-BASED DECODING
Our decoding approach is closely related to decoding interleaved Gabidulin codes [16] and generalizes the decoding approach in [1] . The decoding principle consists of two steps: an interpolation step and a root-finding step.
A. Interpolation Step
Let (x i , r 
which satisfies the following conditions for given integers n r , τ, k:
• Q(x i , r
Denote the coefficients of (5) 
i . We can find the coefficients of Q (x, y 1 , . . . , y s ) by solving a linear system of equations R · q T = 0 where R is an n r × ((s + 1)(n r − τ ) − s(k − 1)) matrix:
and q = (q 0,0 , . . . , q 0,nr−τ −1 | . . . |q s,0 , . . . , q s,nr−τ −k ).
Lemma 2 A non-zero polynomial Q (x, y 1 , . . . , y s ) fulfilling the above interpolation constraints exists if
Proof: The number of linearly independent equations is n r which must be less than the number of unknowns in order to guarantee that there is a non-zero solution. Hence we have n r < n r − τ + s (n r − τ − k + 1).
The following theorem shows that all message polynomials are roots of Q (x, y 1 , . . . , y s ) under certain constraints.
Theorem 1 Let Q (x, y 1 , . . . , y s ) = 0 fulfill the interpolation constraints. If γ ≤ τ , where τ satisfies (7), then
denote the non-corrupted dimensions of the received subspace U, i.e., a basis for U ∩V. Due to the interpolation constraints, we have
then the dimension of the root space of P (x) is larger than its degree, since (x i , r
are linearly independent. This is possible only if P (x) = Q x, f
(1) (x), . . . , f (s) (x) = 0. If we substitute (7) into (9), we obtain the decoding radius:
We say that the received subspace is decodable if (10) holds. From (10) we see that interleaving makes the code more resilient against insertions while the performance for decoding deletions remains the same as in [1] . A similar behavior can be observed for the subspace code construction in [19] .
B. Root-Finding Step
The task of the root-finding step is to find all polynomials f (j) (x) with deg q (f (j) (x)) < k, ∀j ∈ [1, s], such that (8) holds. Similar to [16] , this is done by solving a linear system of equations in F q m for the coefficients of f (1) (x), . . . , f (s) (x). Instead of using only one solution of the interpolation step, we use a whole basis of the solution space for the root-finding step. In order to determine the dimension of the solution space, we first derive the rank of the interpolation matrix.
Lemma 3 (Rank of Interpolation Matrix) Let γ ≤ τ . The rank of the root-finding matrix satisfies rk(R) ≤ n t − δ + 2γ − τ = n r − τ + γ.
(11)
Proof: Assume w.l.o.g. that the first n t − δ dimensions (x i , r (1) i , . . . , r (s) i ), ∀i ∈ [0, n t −δ−1], correspond to the basis of the non-corrupted subspace U ∩ V. Since the elements x 0 , . . . , x nt−δ−1 are linearly independent over F q and n r − τ ≤ n t −δ, the rank of the (n t −δ)×(n r −τ ) q-Vandermonde matrix R = V nr−τ ((x 0 , . . . , x nt−δ−1 )) equals rk R ) = n r − τ . The rank of R depends on rk(R ) and dim(E) = γ. Hence we have (11) .
The dimension of the solution space of the system of equations for the interpolation step thus satisfies
We now set up the root-finding matrix using d I polynomials
, whose coefficient vectors span the solution space of (6). Define
The root-finding matrix can be set up as
and the roots can be found by solving the system of equations
Solving the root-finding system (14) recursively requires at most O(s 3 k 2 ) operations in F q m (see [16] ).
IV. APPLICATION TO LIST AND UNIQUE DECODING
A. List Decoding Approach
In general, the root-finding matrix Q (13) does not always have full rank. In this case, we obtain a list of roots of (8), i.e., a list of possible (interleaved) message polynomials. This decoder is not a polynomial-time list decoder but it provides the basis of the list with quadratic complexity. The derivation of the maximum and average list size is similar to [16] .
B. Probabilistic Unique Decoder
The decoder can also be used as a probabilistic unique decoder. We obtain a unique solution to the root-finding problem (14) if the rank of Q is full. If Q does not have full rank, we declare a decoding failure. We show in the following that the probability of a non-correctable error is very small. Lemma 4 (Rank of Root-Finding Matrix) Let Q be defined as in (13) . If rk(Q nr−τ −k ) = s then rk(Q) = sk.
Proof: Note that rk(Q [i]
nr−τ −k ) = rk(Q nr−τ −k ) for any integer i. Since Q contains a lower block triangular matrix with Q
Clearly, Q nr−τ −k can have rank s only if d I ≥ s, which is guaranteed for γ ≤ τ if
We can derive an upper bound on the fraction of noncorrectable errors similar to [16] . The proof is omitted due to space restrictions.
Lemma 5 (Fraction of Non-Correctable Errors)
Let d I ≥ s (see (12) ), let Q be as in (13), and let q
be random elements uniformly distributed over F q m . Then the fraction of non-correctable errors is upper bounded by
In a simulation with 10 6 transmissions over an operator channel with δ = 0, γ = 5 and code parameters m = 8, n t = 7, k = 4, s = 2, we observed a fraction of 1.5 · 10 −5 non-correctable errors (upper bound 6.1 · 10 −5 ).
V. EFFICIENT INTERPOLATION
A single polynomial which is a solution to Problem 1 can be constructed efficiently by the general linearized polynomial interpolation algorithm by Xie, Yan and Suter [22] , requiring at most O(s 2 n r (n r − τ )) operations in F q m . From Section III-B we know that probabilistic unique decoding is possible if we use a whole basis of the solution space of the interpolation problem for the root-finding step. Hence we can reformulate the extended interpolation problem as follows. 
which are linearly independent and satisfy the following conditions for given integers n r , τ, k for all h ∈ [1, d I ]:
i , . . . , r (s)
Instead of constructing one multivariate linearized polynomial, we therefore want to construct a set of linearly independent polynomials that all fulfill the conditions in Problem 1. This set of polynomials lies in the kernel of R in (6). Our main contribution in this section is to show how the general linearized polynomial interpolation algorithm [22] can be used to solve Problem 2 efficiently. We use notation from [22] .
Let V = {Q(y 0 , y 1 , . . . y s )} be a free (left) L q m[x]-module constructed by the basis {y 0 , y 1 , . . . , y s }. Any element Q ∈ V can be represented by Q = s j=0 Q j (x) ⊗ y j , where
. As in [22] , V can be partitioned as V = j S j , where S j = {Q ∈ V : LT(Q) = y [ ] j } for some ≥ 0. Hence, the subset S j contains all Q ∈ V with leading term in y j . Further, define a set of n r functionals
The kernel of D i is denoted by K i and we define
Algorithm 1 in [22] iteratively constructs s+1 polynomials in each step i that are minimal in the L q m[x]-submodule K i w.r.t. the weighted degree deg w . Polynomials which have the leading term in y j of minimal degree are called
The output of the algorithm is one polynomial Q * which is minimal in K nr . Instead of using only the minimal Q * ∈ K nr , we use g nr,1 , . . . , g nr,s , which are minimal in T nr,1 , . . . , T nr,s . Hence we modify the algorithm so that it outputs g nr,1 , . . . , g nr,s and denote this adapted version by InterpolateBasis(x T , r (1)T , . . . , r (s)T ). From the root-finding step we know that there is a unique solution if rk(Q nr−τ −k ) = s. We now relate this condition to the interpolation algorithm and show that s of the generated polynomials are a solution for the extended interpolation problem (Problem 2).
Theorem 2 If rk(Q nr−τ −k ) = s, then the linearized polynomials g nr,1 , . . . , g nr,s constructed by InterpolateBasis(·) are linearly independent and have (1, k − 1, . . . , k − 1)-weighted degree less than n r − τ . Proof: From [22, Lemma 2] we know that after each step i, g i+1,j is a minimum element in T i+1,j , j ∈ [0, s]. This implies that the leading terms LT(g i+1,j ) are distinct. Consequently, the s + 1 polynomials are linearly independent. First we show, that g nr,0 is never a solution to the interpolation problem. Let g nr,0 = Q 0 (x) + Q 1 (y 1 ) + · · · + Q s (y s ) be a non-zero polynomial fulfilling the interpolation constraints from Section III-A. Since g nr,0 is the minimal in T nr,0 w.r.t. deg w , we have
In order to fulfill Q(x, f max{deg q (Q j (y j )) + k − 1} must hold, which contradicts (16) .
Lemma 4 shows that there is a unique solution to (14) if , . . . , g nr,s constructed by InterpolateBasis(·) are minimal in the corresponding T nr,j and thus they are a solution to the interpolation problem if rk(Q nr−τ −k ) ≥ s holds. Theorem 2 implies that at least one of the s polynomials g nr,1 , . . . , g nr,s violates the degree constraints if there is no unique solution. Thus, we declare a decoding failure if at least one polynomial has weighted degree at least n r − τ .
Compared to the matrix-based approach in Section III-B, the detection of decoding failures is more efficient since computing the rank of a d I ×s matrix needs more operations than determining the degree of a linearized polynomial. Since we use all polynomials that are constructed after all iterations of [22, Algorithm 1], constructing the s polynomials does not require more operations than constructing one polynomial. Thus the number of required operations in F q m is on the order of O(s 2 n r (n r − τ )).
This interpretation of [22] can be directly applied to the decoding approach for interleaved Gabidulin codes in [16] . Fig. 1 shows the number of multiplications needed for efficient interpolation and compares this to the number of multiplications needed to solve (6) by Gaussian elimination. The figure shows that our interpolation-based decoding substantially reduces complexity for large n t .
VI. EFFICIENT ROOT-FINDING
In [16] it was shown that the root-finding system (14) can be solved by recursive Gaussian elimination (recursive GE) with at most O(s 3 k 2 ) operations in F q m . In this section, we present an efficient root-finding algorithm for the probabilistic unique decoder that finds all roots f (j) (x), j ∈ [1, s], of the s polynomials Q (j) which are y j -minimal. The complexity of this algorithm is O(s 2 k 2 ) operations in F q m .
A. An Efficient Root-Finding Algorithm
We know that the interpolation algorithm constructs s polynomials Q (j) (x, y 1 , . . . , y s ) that are y j -minimal, i.e., their leading term in y j is minimal for j ∈ [1, s] . This property imposes a triangular structure on the root-finding system of equations which allows to solve it efficiently. Thus, applying the efficient interpolation algorithm allows to reduce the complexity of the root-finding step.
Algorithm 1 recursively determines all unique roots
(constructed by the interpolation algorithm) have (1, k − 1, . . . , k − 1)-weighted degree less that n r −τ . Algorithm 1 is based on the symbolic right division of univariate linearized polynomials and solves the root-finding system recursively.
Algorithm 1: Unique root-finding of y 1 , . . . , y sminimal polynomials
The proof is omitted and can be found in the full version of the paper [25] .
B. Complexity analysis
Suppose we use a normal basis (which always exists). The calculation of q-powers then corresponds to a cyclic shift over the base field and its complexity can be neglected. Hence, multiplications dominate the complexity. Proof: Each step of Algorithm 1 provides s compositions of a (univariate) linearized polynomial of q-degree at most n r − τ − k with one monomial. If we consider the inversion as a multiplication we have s(n r − τ − k + 2) multiplications per step. In total we need ks 2 (n r − τ − k + 2) ≤ k 2 s 2 multiplications in F q m . A comparison of this complexity to the recursive GE from [16] is illustrated in Figure 2 . Number of multiplications for root-finding step for different interleaving orders. The complexity of the recursive GE is independent of γ.
Besides the reduction in computational cost, Algorithm 1 requires less memory than the recursive GE. An upper bound on the memory requirement is given by the following lemma.
Lemma 7 (Memory Requirement of Algorithm 1)
The memory requirement of Algorithm 1 is upper bounded by s 2 (n r − τ − k + 1) + s(n r − τ + k).
Proof: The algorithm must store s (s + 1)-variate polynomials with each at most ((n r − τ ) + s(n r − τ − k + 1) coefficients in F q m , as well as the sk coefficients in F q m of the s message polynomials. Hence, in total we must store s 2 (n r − τ − k + 1) + s(n r − τ + k) elements in F q m . The memory requirements of Algorithm 1 and the recursive GE are illustrated in Figure 3 . 
VII. EFFICIENT DECODING ALGORITHM
We now summarize the efficient decoding procedure for list and probabilistic unique decoding of interleaved subspace and Gabidulin codes. The decoding procedure uses the efficient interpolation and root-finding algorithm for list decoding of KK codes and is summarized in Algorithm 2. In order
