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Abstract
An a priori reduced order method based on the proper generalised decomposition
(PGD) is proposed to compute parametric solutions involving turbulent incompress-
ible flows of interest in an industrial context, using OpenFOAM. The PGD framework
is applied for the first time to the incompressible Navier-Stokes equations in the tur-
bulent regime, to compute a generalised solution for velocity, pressure and turbulent
viscosity, explicitly depending on the design parameters of the problem. In order
to simulate flows of industrial interest, a minimally intrusive implementation based
on OpenFOAM SIMPLE algorithm applied to the Reynolds-averaged Navier-Stokes
equations with the Spalart-Allmaras turbulence model is devised. The resulting PGD
strategy is applied to parametric flow control problems and achieves both qualitative
and quantitative agreement with the full order OpenFOAM solution for convection-
dominated fully-developed turbulent incompressible flows, with Reynolds number up
to one million.
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1 Introduction
Parametric studies involving flows of industrial interest require robust computational fluid
dynamics (CFD) solvers and efficient strategies to simulate multiple queries of the same
problem.
Finite volume (FV) methods represent the most common approach in industry to per-
form flow simulations1–8 and different strategies have been proposed to simulate flows in
the turbulent regime.9–11 A widespread approach is represented by the Reynolds-averaged
Navier-Stokes (RANS) equations12 coupled with the one-equation Spalart-Allmaras (SA)
turbulence model.13 This work focuses on such strategy and relies on its cell-centred FV
implementation available in OpenFOAM14 and validated by the industry.
When the simulation requires testing a large number of different configurations - e.g. for
shape optimisation, uncertainty quantification, inverse and control problems - numerical
strategies to reduce the cost of the overall computation are critical. Reduced order models
(ROM)15,16 construct an approximation of the solution in a lower dimensional space, for
which an appropriate basis needs to be devised.
It is known that numerical difficulties arise when reduced basis (RB) and proper orthog-
onal decomposition (POD) techniques are applied to convection-dominated problems.17–19
This is especially critical in the context of flow simulations when the Reynolds number is
increased and turbulent phenomena need to be accounted for. More precisely, the most rel-
evant POD modes are associated with the highest energy scales of the problem under anal-
ysis, whereas small scales, which play a critical role in the dissipation of turbulent kinetic
energy, are poorly represented by POD-ROM.20 To remedy this issue, closure models stem-
ming from traditional description of turbulence have been extended to ROMs, leading to
Galerkin projection-based POD with dynamic subgrid-scale,21 variational multiscale,22,23
k − ω SST24 models and to a certified Smagorinsky RB strategy.25 Moreover, strategies
to improve efficiency and accuracy of POD-ROM in the context of realistic and turbu-
lent flows have been proposed by coupling the projection-based framework with residual
minimisation,26 nonlinear least-squares optimisation,27 interpolation based on radial basis
functions28 and a constrained greedy approach.29 In the context of machine learning-based
reduced order models,30–32 a strategy coupling a traditional projection-based POD for ve-
locity and pressure with a data-driven technique for the eddy viscosity has been recently
proposed in.33
All above contributions involve the development of a posteriori ROMs, namely RB and
POD, in which the basis of the low-dimensional approximation space is computed starting
from a set of snapshots. On the contrary, PGD34,35 constructs a reduced basis of separable
functions explicitly depending on space and on user-defined parameters, with no a priori
knowledge of the solution of the problem. The resulting PGD computational vademecum
provides a generalised solution which can thus be efficiently evaluated in the online phase
via interpolation in the parametric space, that is, no extra problem needs to be solved in
the low-dimensional reduced space as in POD. In the context of flow problems, PGD was
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originally utilised to develop efficient solvers for the incompressible Navier-Stokes equations
by separating spatial directions36 and space and time.37,38 In addition, problems involving
parametrised geometries have been solved using PGD,39,40 with special emphasis on incom-
pressible flows in geometrically parametrised domains.41,42 To foster the application of a
priori model order reduction techniques to problems of industrial interest, a non-intrusive
PGD implementation in the CFD software OpenFOAM has been recently proposed in43 to
solve parametrised incompressible Navier-Stokes equations in the laminar regime.
Following the work on PGD for convection phenomena44,45 and for viscous incompress-
ible Navier-Stokes flows,43 the present contribution proposes the first a priori ROM for
turbulent incompressible flows. The proposed PGD computational vademecum relies on a
separated approximation of the RANS equations coupled with the SA turbulence model.
The PGD-ROM methodology mimicks the structure of the simpleFoam algorithm with
SA turbulence model, resulting in a minimally intrusive approach within OpenFOAM.
The resulting strategy provides a generalised solution of incompressible flows, explicitly
depending on user-defined parameters, in convection-dominated regimes.
The remainder of this paper is organised as follows. Section 2 recalls the full or-
der RANS-SA equations and the corresponding cell-centred FV approximation utilised by
OpenFOAM. The rationale of the PGD-ROM for the turbulent incompressible Navier-
Stokes equations is introduced in section 3, where the details of the algorithms to devise
the separated velocity-pressure approximation of the flow equations (PGD-NS) and the sep-
arated form of the eddy (PGD-SA) and turbulent (PGD-νt) viscosities via the SA equation
are presented. Numerical experiments involving flow control in external aerodynamics, in
two and three dimensions, with Reynolds number ranging up to 1, 000, 000 are reported in
section 4, whereas section 5 summarises the contributions of this work. Three appendices
provide the technical details of the derivation of the PGD formulation of the Navier-Stokes
and SA equations, as well as the expressions of the coefficients for the corresponding spatial
and parametric iterations of the alternating direction scheme.
2 The Reynolds-averaged Navier-Stokes equations and
the Spalart-Allmaras turbulence model
To simulate turbulent incompressible flows using the RANS equations, the velocity-pressure
pair (u, p) is decomposed into a mean flow component (U , P ) and a perturbation (u′, p′),
that is u=U+u′ and p=P+p′. Given an open bounded computational domain Ω ⊂ Rd in
d spatial dimensions, the boundary ∂Ω is partitioned such that ∂Ω=Γw ∪ Γin ∪ Γout, where
the three disjoint portions Γw, Γin and Γout denote material walls, inlet and outlet surfaces,
respectively. The steady-state RANS equations for the mean flow variables (U , P ) are
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given by 
∇·(U⊗U)−∇·((ν+νt)∇U) +∇P = 0 in Ω,
∇·U = 0 in Ω,
U = 0 on Γw,
U = Uin on Γin,
(ν∇U−pId)n = 0 on Γout,
(1)
where the velocity profile Uin is imposed on the inlet surface Γin, whereas it is customary to
use homogeneous Dirichlet and Neumann boundary data to model no-slip and free-traction
conditions, respectively, on fixed material walls Γw and outlet surfaces Γout, respectively.
In Equation (1), Id denotes the d×d identity matrix, ν represents the physical viscosity
of the fluid, whereas the turbulent viscosity νt has been introduced in the momentum equa-
tion to model the perturbations to the mean flow due to turbulence. The one-equation SA
turbulence model, derived by means of dimensional analysis and empirical observations,13
introduces the relationship
νt = ν˜fv1 (2)
between the turbulent viscosity νt and the eddy viscosity ν˜. Under the assumption of fully
turbulent flows, the trip term in the SA turbulence model is neglected and ν˜ is solution of
∇·(U ν˜)− 1
σ
∇·((ν+ν˜)∇ν˜)− cb2
σ
∇ν˜·∇ν˜ = s in Ω,
ν˜ = ν˜D on Γin ∪ Γw,
∇ν˜·n = 0 on Γout,
(3)
where ν˜D is the eddy viscosity datum and the source term is given by
s := cb1S˜ν˜ − cw1fw
d˜2
ν˜2. (4)
The terms on the left-hand side of equation (3) account for the convection and diffusion of
the eddy viscosity, whereas the right-hand side, see equation (4), features the production
and destruction contributions, respectively. The SA turbulence model is thus closed by
introducing the following definitions
ω :=
∇U −∇UT
2
, S˜ := [2ω : ω]1/2 +
ν˜
κ2d˜2
fv2, χ :=
ν˜
ν
,
fw := g
[
1 + c6w3
g6 + c6w3
]1/6
, fv2 := 1− χ
1 + χfv1
, fv1 :=
χ3
χ3 + c3v1
,
cw1 :=
cb1
κ2
+
1 + cb2
σ
, g := r + cw2(r
6 − r), r := ν˜
S˜κ2d˜2
,
(5)
where d˜ is the minimum distance to the closest wall, σ=2/3, κ=0.41, cb1=0.1355, cb2=0.622,
cv1=7.1, cw2=0.3 and cw3=2.
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2.1 A finite volume formulation of the RANS-SA equations
In order to discretise the turbulent Navier-Stokes equations, OpenFOAM cell-centred finite
volume rationale is considered.14 The computational domain is subdivided in N cells
Vi, i=1, . . . , N such that Vi∩Vj=∅, for i6=j and Ω=
⋃N
i=1 Vi. In each cell Vi, the integral
form of equation (1) is defined as

∫
Vi
∇·(U⊗U) dV −
∫
Vi
∇·((ν+νt)∇U) dV +
∫
Vi
∇P dV = 0,∫
Vi
∇·U dV = 0,
(6)
where (U , P ) are cell-by-cell constant approximations of the velocity and pressure fields,
respectively, and U=Uin on Γin and U=0 on Γw.
In a similar fashion, the cell-centred finite volume approximation of the SA equation (3)
is: compute ν˜ constant in each cell such that ν˜ = ν˜D on Γin ∪ Γw and it holds
∫
Vi
∇·(U ν˜) dV − 1
σ
∫
Vi
∇· ((ν+ν˜)∇ν˜) dV − cb2
σ
∫
Vi
∇ν˜·∇ν˜ dV
= cb1
∫
Vi
S˜ν˜ dV − cw1
∫
Vi
fw
d˜2
ν˜2 dV .
(7)
2.2 A turbulent Navier-Stokes solver in OpenFOAM
OpenFOAM strategy to solve the RANS equation with SA turbulence model relies on a
staggered approach. First, the flow equations (6) are solved using a seed value of νt. More
precisely, the integrals over each cell in (6) are approximated by means of the correspond-
ing fluxes across the boundaries of the cell.4,5 In addition, the semi-implicit method for
pressure linked equations (SIMPLE) algorithm,46 that is, a fractional-step Chorin-Temam
projection method [47, Sect. 6.7], is utilised to handle incompressibility and a relaxation
approach is employed for the nonlinear convection term. Second, the velocity field U ob-
tained using simpleFoam is employed to compute the quantities in (5) and to solve the
SA equation (7). It is worth noting that equation (7) is highly nonlinear and a relaxation
strategy is implemented in OpenFOAM to improve the convergence of the numerical algo-
rithm.14 Finally, the updated value of the turbulent viscosity νt is determined according
to equation (2) and the simpleFoam routine is utilised to recompute the turbulent velocity
and pressure fields.
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3 Proper generalised decomposition for parametric
turbulent flow problems
In the context of parametric studies, viscosity coefficient, reference velocity or boundary
conditions of the problems may depend on a set ofM user-defined parameters µ=(µ1, . . . , µM)
T .
The solution of the RANS-SA equations is thus denoted by the velocity-pressure pair
(U(x,µ), P (x,µ)) and the eddy viscosity ν˜(x,µ), which are now functions of the spatial,
x ∈ Ω ⊂ Rd, and parametric, µ ∈ I ⊂ RM , variables. More precisely, U(x,µ), P (x,µ)
and ν˜(x,µ) fulfil the high-dimensional RANS-SA equations obtained by integrating (6)-(7)
in the parametric space I.
3.1 Preliminary notions on the proper generalised decomposition
The PGD separated approximation of the high-dimensional RANS-SA equations, denoted
by (Un
PGD
, P n
PGD
) for the flow field and ν˜m
PGD
for the eddy viscosity, is constructed as a sum of n
(respectively, m) separable modes, each being the product of functions which depend on
either the spatial or one of the parametric variables µj, j = 1, . . . ,M . Henceforth, only
space, x, and parameters, µ, are separated for the sake of simplicity.
Following,43 a predictor-corrector approximation is utilised, namely{
Un
PGD
(x,µ) = Un−1
PGD
(x,µ) + σnUf
n
U (x)φ
n(µ) + σnUδU
n
PGD
(x,µ)
P n
PGD
(x,µ) = P n−1
PGD
(x,µ) + σnPf
n
P (x)φ
n(µ) + σnP δP
n
PGD
(x,µ)
(8a)
for the flow variables and
ν˜m
PGD
(x,µ) = ν˜m−1
PGD
(x,µ) + σmν f
m
ν (x)ψ
m(µ) + σmν δν˜
m
PGD
(x,µ) (8b)
for the eddy viscosity. It is worth noticing that the same scalar parametric function φ(µ)
is selected for both velocity and pressure,41 whereas a different scalar function, ψ(µ), is
considered for the eddy viscosity. In (8), (Un−1
PGD
, P n−1
PGD
) and ν˜m−1
PGD
feature the contributions
of the previous n−1 and m−1 PGD modes, respectively, and σnUfnU φn,σnPfnP φn and σmν fmν ψm
represent the predictions of the current term in the PGD expansion of velocity, pressure
and eddy viscosity. The terms σnUδU
n
PGD
, σnP δP
n
PGD
and σmν δν˜
m
PGD
account for the corrections
utilised in the computation of the current mode and feature variations ∆ in the spatial
and parametric functions, namely
δUn
PGD
(x,µ) := ∆fU(x)φ
n(µ) + fnU (x)∆φ(µ) +∆fU(x)∆φ(µ),
δP n
PGD
(x,µ) := ∆fP (x)φ
n(µ) + fnP (x)∆φ(µ) +∆fP (x)∆φ(µ),
δν˜m
PGD
(x,µ) := ∆fν(x)ψ
m(µ) + fmν (x)∆ψ(µ) +∆fν(x)∆ψ(µ),
(9)
where the high-order variation introduced by the last term is henceforth neglected.
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Remark 1. The coefficients σnU , σ
n
P and σ
m
ν denote the amplitudes of the velocity, pressure
and eddy viscosity modes, respectively. Given ‖φn+∆φ‖=1 and ‖ψm+∆ψ‖=1, they are
defined as
σnU := ‖fnU +∆fU‖, σnP := ‖fnP +∆fP‖ and σmν := ‖fmν +∆fν‖,
where the dependence of the modes on x and µ is omitted for the sake of readability. For
the simulations in section 4, L2 norms over the spatial and parametric domains have been
considered for the normalisation step.
It is worth noticing that the final number of modes needed for the PGD approximations,
denoted by the super-indexes n andm in (8), is not known a priori and is in general different
for the flow variables and the eddy viscosity. More precisely, the number of terms in the
PGD expansion is automatically determined by the algorithm which ends the enrichment
procedure when a user-defined stopping criterion is fulfilled. Classical definitions of the
stopping criterion include the relative amplitude of the last computed mode with respect
to the first one or to the sum of all previosuly computed terms.43
3.2 Proper generalised decomposition of the flow equations
In this section, the spatial and parametric steps of the non-intrusive PGD algorithm applied
to the Navier-Stokes equations (6) are recalled. First, the laminar case is considered,
that is the turbulent viscosity νt is set to zero. The derivation of such formulation is
briefly reported in appendix B, whereas the interested reader is referred to43 for a detailed
presentation of the method.
Recall that in order to construct a PGD approximation, a separated representation
of the user-defined data is required,40 e.g. ν(x,µ)=D(x)ζ(µ) for the physical viscosity.
In addition, the first mode (U 0
PGD
, P 0
PGD
) is selected to verify the boundary condition on the
inlet surface and, more generally, all inhomogeneous Dirichlet-type boundary conditions.
The following terms of the PGD expansion of velocity and pressure are computed via
an alternating direction scheme,34,48 henceforth named PGD-NS. At each iteration of the
alternating direction approach, a spatial mode (σnUf
n
U , σ
n
Pf
n
P ) is computed using simpleFoam
and an algebraic problem is solved to determine the corresponding parametric function φn,
as detailed in the following subsections. The alternating direction algorithm stops when
the relevance of the increments ∆fU and ∆fP is negligible with respect to the amplitudes
σnU and σ
n
P of the corresponding modes. Similarly, the global procedure stops when the
contribution of the current mode in the PGD enrichment, measured by means of its relative
amplitude, is negligible.
3.2.1 PGD-NS: the spatial iteration
First, the high-dimensional problem, obtained by integrating (6) in I, is restricted to the
spatial direction fixing the parametric function φn. The spatial increments (σnU∆fU , σ
n
P∆fP )
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are thus computed as the FV solution of the flow equations

α0
∫
Vi
∇·(σnU∆fU⊗σnU∆fU)dV
−α1
∫
Vi
∇·(D∇(σnU∆fU))dV + α2
∫
Vi
∇(σnP∆fP )dV
= RnU −
∫
Vi
∇·
( n∑
j=1
αj3σ
j
Uf
j
U⊗σk−1U ∆fk−1U
)
dV
−
∫
Vi
∇·
(
σk−1U ∆f
k−1
U ⊗
n∑
j=1
αj3σ
j
Uf
j
U
)
dV,
α2
∫
Vi
∇·(σnU∆fU)dV = RnP ,
(10)
where the coefficients αj, j=0, . . . , 3, reported in appendix A, only depend on user-defined
data and parametric functions and can thus be efficiently precomputed.
On the right-hand sides of the momentum and continuity equations, the residuals RnU
and RnP are determined using the previously computed terms (U
n−1
PGD
, P n−1
PGD
) and the pre-
dictions (σnUf
n
U φ
n, σnPf
n
P φ
n) of the current mode in the PGD expansions of velocity and
pressure , namely
RnU :=−
∫
I
φn
∫
Vi
∇· ([Un−1
PGD
+ σnUf
n
U φ
n]⊗[Un−1
PGD
+ σnUf
n
U φ
n]
)
dV dI
+
∫
I
φn
∫
Vi
∇· (ν∇(Un−1
PGD
+ σnUf
n
U φ
n)
)
dV dI
−
∫
I
φn
∫
Vi
∇(P n−1
PGD
+ σnPf
n
P φ
n) dV dI,
(11a)
RnP := −
∫
I
φn
∫
Vi
∇· (Un−1
PGD
+ σnUf
n
U φ
n
)
dV dI. (11b)
It is worth recalling that the factor φn in the expressions of RnU and R
n
P , see equa-
tion (11), follows from the restriction of the residuals defined in the high-dimensional space
Ω×I to the tangent manifold associated with the spatial direction.43 In order to perform
an efficient computation of such residuals, the separated expressions of (Un−1
PGD
, P n−1
PGD
) as a
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product of spatial and parametric functions are exploited, leading to
RnU = −
n∑
j=1
n∑
`=1
αj`4
∫
Vi
∇·(σjUf jU⊗σ`Uf `U) dV
+
n∑
`=1
α`5
∫
Vi
∇·(D∇(σ`Uf `U)) dV −
n∑
`=1
α`6
∫
Vi
∇(σ`Pf `P ) dV ,
(12a)
RnP = −
n∑
`=1
α`6
∫
Vi
∇·(σ`Uf `U) dV , (12b)
where the coefficients αj, j=4, . . . , 6 encapsulate the information of the previously com-
puted parametric modes and are defined in appendix A.
In order to devise a strategy for the spatial iteration of the PGD-NS step which is non-
intrusive with respect to the OpenFOAM SIMPLE algorithm, two linear contributions
arising from the relaxation of the convection term appear on the right-hand side of the
momentum equation in (10). More precisely, the last two integrals are evaluated using
the last computed increment σk−1U ∆f
k−1
U in the SIMPLE iterations. It is straightforward
to observe that the resulting structure of the left-hand side of equations (10) mimicks
the traditional Navier-Stokes equations (6), with νt=0. Hence, the PGD spatial iteration
is solved using the simpleFoam algorithm, natively implemented in OpenFOAM, and a
non-intrusive model reduction strategy for parametric problems is obtained.43
3.2.2 PGD-NS: the parametric iteration
To compute the parametric increment ∆φ, the value of the spatial functions
(σnUf
n
U , σ
n
Pf
n
P )←(σnU [fnU +∆fU ], σnP [fnP +∆fP ]) is updated and fixed. The high-dimensional
problem is thus restricted to the parametric direction I and the following algebraic equation
is obtained
a0(∆φ)
2 +
(
−a1ζ + a2 +
n∑
j=1
aj3φ
j
)
∆φ = rnU + r
n
P , (13a)
where rnU and r
n
P are given by
rnU :=
n∑
`=1
(
−
n∑
j=1
aj`4 φ
j + a`5ζ − a`6
)
φ`, rP := −
n∑
`=1
a`7φ
` (13b)
and represent the residuals of the discretised momentum and continuity equations, respec-
tively, in the parametric space.
Remark 2. Contrary to the parametric problem in,43 the second-order variation is main-
tained in (13a). Although this term was negligible in laminar simulations, it has been
verified numerically that its presence improves the stability of the solution of the paramet-
ric step of the Navier-Stokes equations in the turbulent regime.
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The algebraic problem (13) is fully determined by the coefficients ai, i = 0, . . . , 7,
which are detailed in appendix A. Similarly to what observed in the previous section, these
coefficients only depend on user-defined data and on previously computed spatial modes
and can be efficiently precomputed. The resulting parametric problem is solved through a
collocation approach.
3.3 Proper generalised decomposition of the turbulence model
In the derivation of the PGD formulation of the flow equations in the previous section,
the turbulent viscosity νt was neglected. In order to devise a PGD strategy for parametric
turbulent flow problems, a key aspect is represented by the construction of a separated
approximation of νt. In this section, such a task is performed via the formulation of
spatial and parametric PGD iterations to compute the eddy viscosity ν˜ according to the
SA turbulence model. Similarly to the procedure developed for the flow equations, the
first mode ν˜0
PGD
is arbitrarily selected to match the imposed value of the turbulent viscosity
on Γin ∪ Γw. More precisely, Dirichlet data for ν˜PGD are selected as full order solutions of the
SA equation computed using the boundary condition modes of velocity. Assuming ν˜m−1
PGD
known, the m-th term in the PGD expansion is computed by means of a greedy approach
via an alternating direction method, named PGD-SA. More precisely, spatial, σmν f
m
ν , and
parametric, ψm, modes of the eddy viscosity are determined by alternatively solving a
PDE in Ω and an algebraic problem in I, until the corrections ∆fν and ∆ψ are negligible
with respect to the amplitude σmν , as detailed in the following subsections. Finally, the
separated form of νt is retrieved according to relationship (2), via the PGD-νt routine.
3.3.1 PGD-SA: the spatial iteration
Following the rationale presented for the flow equations, the parametric function ψm is
fixed and the high-dimensional SA equation is restricted to the spatial direction. The
increment σmν ∆fν acts as unknown of the spatial iteration of the PGD procedure for the
parametric SA equation. More precisely, a cell-by-cell constant approximation σmν ∆fν is
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computed solving∫
Vi
∇·
(( n∑
j=1
βj1σ
j
Uf
j
U
)
σmν ∆fν
)
dV
− 1
σ
∫
Vi
∇·
([(
β2D+
m∑
j=1
βj3σ
j
νf
j
ν
)
+β4σ
m
ν ∆fν
]
∇(σmν ∆fν)
)
dV
−β4cb2
σ
∫
Vi
∇(σmν ∆fν)·∇(σmν ∆fν) dV
− β5cb1
∫
Vi
Sx
PGD
(S˜m)σmν ∆fν dV + β6cw1
∫
Vi
Sx
PGD
(fmw )
d˜2
(σmν ∆fν)
2 dV
= Rmν +
1
σ
∫
Vi
∇·
(
σk−1ν ∆f
k−1
ν ∇
( m∑
j=1
βj3σ
j
νf
j
ν
))
dV
+
2cb2
σ
∫
Vi
∇
( m∑
j=1
βj3σ
j
νf
j
ν
)
·∇(σk−1ν ∆fk−1ν ) dV
− 2cw1
∫
Vi
Sx
PGD
(fmw )
d˜2
( m∑
j=1
βj7σ
j
νf
j
ν
)
σk−1ν ∆f
k−1
ν dV ,
(14)
where S˜m and fmw are evaluated using the m previously computed modes of ν˜
m
PGD
and Sx
PGD
(})
denotes the spatial modes of the function }.
Remark 3. It is worth emphasising that neither S˜(x,µ) nor fw(x,µ) are separable exactly
via an analytical procedure. In this context, in order to efficiently compute the coefficients
and the integral terms in (14), a high-dimensional reconstruction of these functions in the
space Ω × I to later interpolate in Ω or a numerical procedure for PGD separation49,50
need to be performed. The former strategy is employed in the simulations in section 4.
As previously observed for the spatial iteration of the flow equations, the right-hand
side of equation (14) features the residual Rmν obtained using the values of the previous
terms ν˜m−1
PGD
in the PGD expansion of the eddy viscosity and the prediction σmν f
m
ν ψ
m of the
current mode, namely
Rν :=−
∫
I
ψm
∫
Vi
∇· (Un
PGD
(ν˜m−1
PGD
+ σmν f
m
ν ψ
m)
)
dV dI
+
1
σ
∫
I
ψm
∫
Vi
∇·
(
(ν + ν˜m−1
PGD
+ σmν f
m
ν ψ
m)∇(ν˜m−1
PGD
+ σmν f
m
ν ψ
m)
)
dV dI
+
cb2
σ
∫
I
ψm
∫
Vi
∇(ν˜m−1
PGD
+ σmν f
m
ν ψ
m)·∇(ν˜m−1
PGD
+ σmν f
m
ν ψ
m) dV dI
+ cb1
∫
I
ψm
∫
Vi
S˜(ν˜m−1
PGD
+ σmν f
m
ν ψ
m) dV dI
− cw1
∫
I
ψm
∫
Vi
fw
d˜2
(ν˜m−1
PGD
+ σmν f
m
ν ψ
m)2 dV dI,
(15)
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where the parametric function ψm in the integrals above stems from the restriction of the
high-dimensional residuals to the tangent manifold in the spatial direction, see appendix C.
By eploiting the separated expression of ν˜m−1
PGD
, the residual can be rewritten as
Rmν = −
n∑
j=1
m∑
`=1
βj`8
∫
Vi
∇·(σjUf jUσ`νf `ν ) dV
+
1
σ
m∑
`=1
∫
Vi
∇·
((
β`9D+
m∑
j=1
βj`10σ
j
νf
j
ν
)
∇(σ`νf `ν )
)
dV
+
cb2
σ
m∑
j=1
m∑
`=1
βj`10
∫
Vi
∇(σjνf jν )·∇(σ`νf `ν ) dV
+ cb1
m∑
`=1
β`11
∫
Vi
Sx
PGD
(S˜m)σ`νf
`
ν dV
− cw1
m∑
j=1
m∑
`=1
βj`12
∫
Vi
Sx
PGD
(fmw )
d˜2
σjνf
j
ν σ
`
νf
`
ν dV .
(16)
In order for the discussed PGD-ROM implementation to be non-intrusive with respect to
the SA solver natively implemented in OpenFOAM, three terms arising from the restriction
of the high-dimensional SA equation to the spatial direction, see appendix C, are treated
explicitly via a relaxation approach. Hence, in the last three terms on the right-hand side of
equation (14), σk−1ν ∆f
k−1
ν denotes the last computed increment in the iterative procedure
to solve the SA equation. The left-hand side of the equation (14) thus presents the same
structure as the original SA equation (7), where the spatial integrals are now weighted by
means of appropriately computed parametric coefficients, and the OpenFOAM strategy
for the solution of the turbulence model equation is exploited. It is worth noticing that
since the functions S˜(x,µ) and fw(x,µ) are not separable exactly using an analytical
procedure, see remark 3, equation (14) cannot be solved in a complete non-intrusive way
using OpenFOAM. The resulting implementation of the PGD-SA algorithm in OpenFOAM
is thus minimally intrusive as the structure of equation (14) is the same as equation (7)
but a numerical separation of S˜(x,µ) and fw(x,µ) needs to be integrated in the existing
OpenFOAM routine for the SA solver.
The spatial problem (14)-(16) is fully closed by the definitions of the coefficients βj,
j=1, . . . , 12 in appendix A. These quantities depend soley on user-defined data and para-
metric functions and can be precomputed for an efficient implementation of the PGD
spatial iteration.
3.3.2 PGD-SA: the parametric iteration
The parametric iteration for the turbulence model is devised by fixing the newly computed
eddy viscosity spatial mode σmν f
m
ν ←σmν [fmν +∆fν ] and restricting the high-dimensional SA
12
equation to the parametric direction I. It follows the algebraic equation
(− b4 + b6SµPGD(fmw ))(∆ψ)2
+
(
−b2ζ − b5SµPGD(S˜m) +
n∑
j=1
bj1φ
j −
m∑
j=1
(bj3 + b
j
7SµPGD(fmw ))ψj
)
∆ψ = rmν ,
(17)
in which the unknown is the parametric increment ∆ψ, discretised in the nodes of the
interval I according to a collocation method.
The right-hand side of equation (17) features the residual of the SA equation in the
parametric space, namely
rmν :=
m∑
`=1
(
b`9ζ + b
`
11SµPGD(S˜m) +
n∑
j=1
bj`8 φ
j +
m∑
j=1
(bj`10 − bj`12SµPGD(fmw ))ψj
)
ψ`. (18)
As previosuly observed, S˜m and fmw are evaluated using the m previously computed
modes of ν˜m
PGD
. Moreover, the functions S˜(x,µ) and fw(x,µ) are not separable analytically.
Following remark 3, Sµ
PGD
(}) denotes the parametric mode of the non-separable function },
obtained either via a high-order reconstruction in Ω × I and consequent interpolation in
the parametric space or via the PGD separation described in.49,50
The expression of the coefficients bj, j = 1, . . . , 12 is detailed in appendix A. As for the
parametric step of the flow equations, they only depend on data provided by the user and
on spatial functions and they can thus be efficiently precomputed.
3.3.3 PGD-νt: devising a separated turbulent viscosity
The PGD approximation νt,PGD of the turbulent viscosity is obtained introducing the sepa-
rated form of the eddy viscosity ν˜
PGD
in (2). It is worth noticing that the function fv1 is not
separable analytically. Hence, as detailed in remark 3, a high-dimensional reconstruction
in the space Ω×I to perform interpolation in Ω and I separately, or a numerical strategy
for PGD separation49,50 is required. The former strategy is employed in the simulations in
section 4.
For the sake of readability, consider fmv1 obtained using the m previously computed
modes of ν˜m
PGD
and introduce the approximation
fmv1 ' SxPGD(fmv1)SµPGD(fmv1), (19)
where Sx
PGD
(fmv1) and SµPGD(fmv1) denote the spatial and parametric modes of the function fmv1,
respectively, obtained by means of either the interpolation of its high-dimensional recon-
struction or the PGD numerical separation.
The resulting PGD approximation of the turbulent viscosity is
νq
t,PGD
(x,µ) = νq−1
t,PGD
(x,µ) + σqt f
q
t (x)ξ
q(µ), (20)
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where f qt and ξ
q denote the spatial and parametric modes, respectively.
Remark 4. A computationally efficient implementation of (2) exploiting the separated
nature of all the involved variables can be devised in terms of elemental arithmetic opera-
tions of separated functions.50 More precisely, the spatial modes f qt are obtained from the
product of the spatial functions Sx
PGD
(fmv1) and f
m
ν , whereas the parametric terms ξ
q stem
from the product of the parametric modes Sµ
PGD
(fmv1) and ψ
m. It is worth noting that the
product of separated functions leads to a number of terms in the PGD expansion larger
than the number of modes of its factors. Nonetheless, such operation can be efficiently
performed via a separated multiplication50 and the result can be compressed to eliminate
redundant information.49–51
3.4 A minimally intrusive PGD implementation of a parametric
solver for turbulent Navier-Stokes flows in OpenFOAM
In sections 3.2 and 3.3, the PGD formulations of the Navier-Stokes equations and the
SA turbulence model have been separately presented, introducing the so-called PGD-NS,
PGD-SA and PGD-νt algorithms.
In order to devise a minimally intrusive parametric solver for turbulent incompressible
Navier-Stokes flows in OpenFOAM, these routines are integrated in a unique framework.
More precisely, the PGD algorithms for the flow equations and the turbulence model are
coupled by mimicking the segregated structure of simpleFoam with SA turbulence model
implemented in OpenFOAM, leading to an overall PGD-ROM strategy able to exploit the
capabilities of the validated CFD library. First, recall that the strategy of the full order
solver involves the following steps:14
(A) Compute velocity and pressure using a fractional step projection approach to solve (6)
with a user-prescribed value of the turbulent viscosity (RANS solver via simpleFoam).
(B) Use the value of the computed velocity to solve (7) and determine the eddy viscosity
(SA solver).
(C) Update the turbulent viscosity according to (2).
(D) Recompute velocity and pressure solving (6) with the newly determined turbulent
viscosity (RANS solver via simpleFoam).
Following this rationale, the corresponding parametric solver is described in algorithm 1.
For step (A), the PGD algorithm solves the parametrised flow equations (Algorithm 1 -
Step 5) via the non-intrusive PGD-NS strategy. The initial value of the turbulent viscosity
utilised in this computation is selected starting from the boundary conditions modes of the
velocity.
14
Remark 5. It is worth emphasising that the contribution of the turbulent viscosity νt in
the Navier-Stokes momentum equation needs to be accounted for in step (A) and (D), that
is, an additional term is introduced in the PGD formulation for the laminar Navier-Stokes
equations presented in section 3.2. More precisely, given the PGD approximation νq
t,PGD
of
the turbulent viscosity obtained from the PGD-νt routine, the term
−
∫
I
∫
Vi
∇·((ν + νq
t,PGD
)∇Un
PGD
)dV dI (21)
leads to the contribution
−
∫
Vi
∇·
((
α1D +
q∑
j=1
αj7σ
j
t f
j
t
)
∇(σnU∆fU)
)
dV (22)
on the left-hand side of the spatial equation (10), whereas the corresponding term in the
spatial residual (12a) is given by∫
I
φn
∫
Vi
∇·
(
(ν + νq
t,PGD
)∇(Un−1
PGD
+ σnUf
n
U φ
n)
)
dV dI
=
n∑
`=1
∫
Vi
∇·
((
α`5D +
q∑
j=1
αj`8 σ
j
t f
j
t
)
∇(σ`Uf `U)
)
dV ,
(23)
where the newly introduced coefficients αj, j=7, 8, depending only on parametric functions,
are detailed in appendix A.
The corresponding terms in the parametric problem are
−
(
a1ζ +
q∑
j=1
aj8ξ
j
)
∆φ (24)
on the left-hand side of equation (13a) and
n∑
`=1
(
a`5ζ +
q∑
j=1
aj`9 ξ
j
)
φ` (25)
in the definition of rnU in (13b), aj, j=8, 9 being two coefficients depending solely on spatial
functions, see appendix A.
The PGD enrichment procedure for the RANS equations continues by alternatively
solving the spatial and parametric problems with the above modifications, until a user-
prescribed threshold is achieved by the amplitude of the computed velocity and pressure
modes. Once a sufficiently accurate PGD approximation of velocity and pressure is ob-
tained, step (B) and (C) compute separated representations of the eddy and turbulent
viscosities, respectively, by means of the minimally intrusive PGD-SA (Algorithm 1 - Step
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Algorithm 1 An OpenFOAM implementation of turbulent pgdFoam
Require: Stopping criteria η? and η
?
ν for the PGD enrichment of the flow equations and
the turbulence model.  = U, P
1: Compute boundary condition modes: the spatial mode is solution of (6) using
simpleFoam with SA turbulence model and the parametric modes are set equal to
1.
2: Set n← 1, i← 0 and initialise the amplitudes σ1 ← 1.
3: while σn > η
?
 σ
1
 do
4: Set the enrichment threshold for turbulent viscosity ηit.
5: Compute the spatial, (σnUf
n
U , σ
n
Pf
n
P ), and parametric, φ
n, modes of velocity and pres-
sure using PGD-NS.
6: if σn < η
i
t then
7: Set m← 1 and initialise the amplitude σ1ν ← 1.
8: while σmν > η
?
ν σ
1
ν do
9: Compute the spatial, σmν f
m
ν , and parametric, ψ
m, modes of the eddy viscosity
using PGD-SA.
10: Update the mode counter: m← m+ 1.
11: end while
12: Compute the spatial, σqt f
q
t , and parametric, ξ
q, modes of the turbulent viscosity
using PGD-νt.
13: Increment viscosity update counter: i← i+ 1.
14: Reinitialise the mode counter: n← 0.
15: end if
16: Update the mode counter: n← n+ 1.
17: end while
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9) and PGD-νt (Algorithm 1 - Step 12) routines. Finally, the PGD approximation of the
flow equations is reset and a new PGD enrichment is performed using the newly computed
PGD approximation of the turbulent viscosity (Step (D)) via the non-intrusive PGD-NS
algorithm.
Remark 6. The overall cost of the parametric solver for the turbulent Navier-Stokes
equations depends on the number of updates of the turbulent viscosity. Effective numer-
ical strategies are devised by tuning the accuracy η? required to stop the enrichment of
the velocity and pressure approximations and its relationship with the threshold value ηit
determining the number of updates of the turbulent viscosity. More precisely, the threshold
value ηit is decreased after each update of the turbulent viscosity to improve the accuracy
of the velocity and pressure modes computed by means of PGD-NS. In the simulations in
section 4, for the i-th iteration it holds
ηit = 10
−(i+γ), (26)
that is, starting from an initial accuracy of 10−γ, an exponentially decreasing tolerance is
defined for each new update of the turbulent viscosity. An alternative approach to control
the accuracy of the separated representation of eddy and turbulent viscosities may be
devised modifying step 6 of algorithm 1 and fixing a priori the number of modes in the
PGD approximation of the velocity field required to run PGD-SA and PGD-νt routines.
4 Numerical experiments
In this section, numerical simulations of the NASA wall-mounted hump are presented to
demonstrate the potential of the proposed methodology. This problem is a quasi-two-
dimensional NASA benchmark devised to validate turbulence modelling, starting from an
experimental set-up. The domain consists of a Glauert-Goldschmied type body mounted
on a splitter plate between two endplates, see figure 1(a). Following,52,53 the characteristic
length of the problem is set equal to the chord length of the hump c=0.42 m, whereas its
maximum height is 0.0537 m and its span is 0.5842 m. Flow separation along the hump is
controlled via a suction jet acting through an opening located at 65% of the chord c, as
detailed in figure 1(b). In the experimental set-up the opening is connected to a plenum,
on the bottom of which suction pumps are installed; for the numerical simulations in the
following sections, the plenum is removed and the suction effect is imposed as a boundary
condition on the opening via a mass flow rate of 1.518× 10−2kg/s for the jet.
In the analysis of this problem, the quantity of interest is represented by the effect
of the suction jet on the flow separation and on the position of the reattachment point.
Experimental and numerical studies54,55 verified the quasi-two-dimensional nature of the
phenomena identifying minor three-dimensional effects located near the endplates. Hence-
forth, the PGD results will be compared to the full order OpenFOAM approximation,
considered as reference solution.
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(a) Experimental set-up (b) Jet location
Figure 1: NASA wall-mounted hump: (a) representation of the experimental set-up and
(b) 2D section of the hump, location of the jet (blue rectangle) and detail of the jet opening.
Source: https://cfdval2004.larc.nasa.gov/case3.html
The NASA wall-mounted hump problem being quasi-two-dimensional, in the following
sections both the 2D and the 3D cases are studied. A parametric flow control problem is
devised by varying the maximum amplitude of the suction jet between 10% and 100% of
the module of a peak velocity Uˆ . In two dimensions, a sinusoidal velocity profile is defined
as
U jetyˆ = µ
Uˆ
2
(1− cos(2pixˆ)), (27)
where xˆ is the normalised curvilinear abscissa of the jet patch, that is xˆ ∈ [0, 1], and the
resulting jet is pointing in the direction yˆ orthogonal to the boundary. Similarly, in the 3D
case the jet defined on the plane (xˆ, zˆ) and pointing in the orthogonal direction yˆ is
U jetyˆ = µ
Uˆ
4
(1− cos(2pixˆ))(1− cos(2pizˆ)), (28)
where the normalised coordinate zˆ is
zˆ =

0 for z < 0.4c
5z − 2c
c
for 0.4c ≤ z ≤ 0.6c
0 for z > 0.6c.
(29)
It is worth noting that the module of the peak velocity Uˆ is selected such that the ratio
between the mass flow rate of the jet and of the inlet is 1.5× 10−3, reproducing the value
in the experimental set-up of the NASA wall-mounted hump with a plenum.52 In addition,
both in (27) and (28), the interval of the parametric variable is defined as I=[0.1, 1].
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Figure 2: Computational domain for the two-dimensional NASA wall-mounted hump.
4.1 Two-dimensional NASA wall-mounted hump with paramet-
rised jet
The computational domain for the two-dimensional NASA wall-mounted hump is a chan-
nel of height c, extending 6.39c upstream and 5c downstream as displayed in figure 2. The
resulting mesh consists of 114, 000 cells. Homogeneous Dirichlet boundary conditions are
imposed on both the velocity and the eddy viscosity on the bottom wall and on the hump.
A symmetry condition is imposed on the top wall, whereas on the outlet free traction is
enforced. At the inlet, a parabolic profile is imposed for both velocity and eddy viscosity.
More precisely, the variables range between a null value on the bottom wall and a maximum
value at y=0.02 m. For the velocity, the peak value is 34.6 m/s, whereas the free-stream
eddy viscosity ν˜=3ν is selected. The kinematic viscosity is ν=1.55274 × 10−5m2/s, thus
the resulting Reynolds number is approximately Re=936, 000. On the jet patch, the ve-
locity profile (27) with Uˆ=23.4 m/s is imposed and a homogeneous Neumann condition is
considered for the eddy viscosity. It is worth noting that on the hump the mesh is such
that y+ < 1, whence no wall treatment is required for the turbulent viscosity.
The boundary conditions are imposed using two modes computed via simpleFoam with
SA turbulence model. The first mode is a full order solution with the jet acting at 100%
of the mass flow rate (µ=1) and the second one is associated with the jet acting at 10%,
that is µ=0.1. The corresponding parametric modes are
φ1(µ) =
10
9
(1− µ) and φ2(µ) = 1− φ1(µ), (30)
respectively.
The tolerance for the enrichment of the flow variables is set to η?u=η
?
p=10
−4, whereas
the tolerance for the turbulence model is selected as η?ν=10
−2. The criterion to update the
turbulent viscosity is detailed in remark 6, with γ=1. The turbulent pgdFoam algorithm
achieves convergence with eight velocity-pressure modes computed using PGS-NS and three
corrections by means of PGD-SA and PGD-νt. Each PGD-SA loop reached the prescribed
tolerance within three computed modes. The relative amplitude of the computed modes,
as the turbulent viscosity is updated, is reported in figure 3. It is worth recalling that each
time the relative amplitude of the modes drops by one order of magnitude, the separated
representation of the turbulent viscosity is updated via the PGD-SA and PGD-νt routines
(see remark 6) and the PGD approximation for velocity and pressure is recomputed using
the updated turbulent viscosity.
The importance of updating the PGD approximation of the turbulent viscosity to cor-
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Figure 3: Relative amplitude of the computed velocity-pressure modes as the turbulent
viscosity is updated.
rectly compute the turbulent velocity and pressure fields is displayed in figure 4(a). Con-
sidering the result of the full order simpleFoam with SA turbulence model for µ=0.5 as a
reference solution, figure 4(a) compares the relative L2(Ω) error of the PGD approxima-
tion computed via the PGD-NS, PGD-SA and PGD-νt strategy described in algorithm 1 with
the one obtained by omitting the turbulent viscosity update. Without the PGD-SA and
PGD-νt routines, the error of both velocity and pressure approximations stagnates from the
first computed mode and the overall value is one order of magnitude larger than the one
achieved by the methodology in algorithm 1. Figure 4(b) reports the relative L2(Ω) error
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(a) Influence of turbulent viscosity update
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(b) Relative L2(Ω) error
Figure 4: Accuracy of the PGD approximations of velocity and pressure with respect to
the full order solutions as a function of the number of modes. (a) Influence of turbulent
viscosity update for the case of µ=0.5. (b) Relative L2(Ω) error for different values of µ.
The vertical lines separates the two boundary condition modes and the computed modes.
of the PGD approximation with turbulent viscosity update for three configurations, that
is µ=0.25, µ=0.5 and µ=0.75. The results clearly display that the PGD approximation
achieves comparable accuracy throughout the parametric interval I using two boundary
condition modes and three computed modes. The following modes only introduce minor
corrections to the solution as identified by their corresponding amplitudes, see figure 3.
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As mentioned in the problem statement, the quantities of interest in this study are the
position of the reattachment point and the effect of the suction jet on the recirculation
bubble. Figure 5 displays the velocity field after the hump and the recirculation bubble
for three values of the parameter µ. The influence of the jet in reducing the flow separa-
tion and moving the reattachment point towards the hump is well captured by the PGD
approximation which is in excellent agreement with the full order solution.
U
PGD
U
REF
µ=0.25 µ=0.5 µ=0.75
Figure 5: Comparison of the PGD approximation (top) and the full order solution (bottom)
of the recirculation bubble for µ=0.25, µ=0.5 and µ=0.75. The vertical line denotes the
position of the reattachment point.
Qualitative comparisons of the pressure field and the turbulent viscosity for different
values of the parameter µ are presented in figure 6 and 7, respectively. Using eight com-
puted modes, the PGD approximation is able to accurately approximate localised variations
in the flow pattern, throughout the interval I.
P
PGD
P
REF
µ=0.25 µ=0.5 µ=0.75
Figure 6: Comparison of the PGD approximation (top) and the full order solution (bottom)
of the pressure field after the hump for µ=0.25, µ=0.5 and µ=0.75.
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νtPGD
νtREF
µ=0.25 µ=0.5 µ=0.75
Figure 7: Comparison of the PGD approximation (top) and the full order solution (bottom)
of the turbulent viscosity after the hump for µ=0.25, µ=0.5 and µ=0.75.
In addition, table 1 confirms the accuracy of the PGD approximation by quantitatively
comparing the estimated location of the reattachment point with respect to the position
computed using the full order simpleFoam solver with SA turbulence model. The reduced
model with eight computed modes provides errors below 0.2%.
µ 0.25 0.50 0.75
PGD 1.183c 1.156c 1.129c
full order 1.184c 1.154c 1.131c
Relative error 0.84× 10−3 0.17× 10−2 0.17× 10−2
Table 1: 2D NASA wall-mounted hump: position of the reattachment point computed
using the PGD approximation and the full order solver for different values of µ.
Finally, figure 8(a) and 8(b) report the skin friction coefficient and the pressure coef-
ficient, respectively. Both figures focus on the area after the jet and compare the PGD
approximation using different number of modes with the full order solution. More precisely,
the PGD approximations based on the boundary condition modes, i.e. n=2, provide re-
sults qualitatively comparable with the full order solution, whereas perfect agreement is
achieved using eight computed modes (n=10).
4.2 Three-dimensional NASA wall-mounted hump with para-
metrised jet
The computational domain for the three-dimensional problem, see figure 9, is obtained by
extruding the 2D domain described in the previous section in the z direction by 0.8 chord
lengths. The problem inherits the set of boundary conditions utilised in the 2D case. On
the additional external surfaces, slip boundary conditions are imposed. The peak value of
the inlet velocity is set to 3.46 m/s and the profile of the jet suction is defined as in (28)
with Uˆ=2.34 m/s. The kinematic viscosity being ν=1.55274 × 10−5m2/s, the Reynolds
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(a) Skin friction coefficient (b) Pressure coefficient
Figure 8: Comparison of (a) the skin friction coefficient and (b) the pressure coefficient of
the full order solution and the PGD approximation, for different number of PGD modes
and for the three values of the parameter µ.
number for the 3D case is Re=93, 600 and the computational mesh consists of 2.34 million
cells.
Similarly to the two-dimensional case, the boundary conditions are enforced using the
two parametric modes in (30) and two spatial modes corresponding to the simpleFoam
solutions with SA turbulence model for µ=0.1 and µ=1.
The values η?u=η
?
p=0.5 × 10−3 and η?ν=10−2 are considered for the tolerance of the
enrichment loops of the flow variables and the turbulent viscosity, respectively. To reduce
the overall cost of the PGD-NS, PGD-SA and PGD-νt procedure, the number of turbulent
viscosity updates is reduced by considering a lower initial tolerance in criterion (26), namely
γ=2.
Algorithm 1 achieves convergence with four modes computed by the PGS-NS routine
and two PGD-SA and PGD-νt corrections. Each PGD-SA loop reached the prescribed toler-
ance within two computed modes. The PGD approximation is then compared with the
corresponding full order solution provided by simpleFoam with the SA turbulence model:
the relative L2(Ω) error for µ=0.25, µ=0.5 and µ=0.75 is displayed in figure 10, reporting
that the reduced order model is able to provide errors in velocity and pressure below 0.1%
and 0.5%, respectively.
The effect of the suction jet on flow recirculation is displayed in figure 11, where a top
view of the wall shear stress on the bottom wall is reported starting from the jet patch up
to 1.6c downstream. A qualitative comparison between the reduced order and the full order
solution confirms the ability of the PGD to accurately reproduce the turbulent flow in the
entire range of values I of the parameter. In addition, figure 12 displays the velocity profile
on the hump, computed using the PGD, for different values of the parameter µ, whereas
figure 13 reports the corresponding streamlines. The results display that the recirculation
effects are reduced when increasing the suction jet and the PGD is able to capture the
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Figure 9: Computational domain for the three-dimensional NASA wall-mounted hump.
vortex structure with comparable accuracy with respect to the full order solution.
Finally, the position of the reattachment point in correspondance of the location of
the peak of the jet profile is reported in table 2 for different values of the parameter µ.
The PGD approximation with four computed modes is in excellent agreement with the full
order solver, with relative errors below 0.5%.
µ 0.25 0.50 0.75
PGD 1.102c 1.062c 1.024c
full order 1.103c 1.059c 1.019c
Relative error 0.91× 10−3 0.28× 10−2 0.49× 10−2
Table 2: 3D NASA wall-mounted hump: position of the reattachment point computed
using the PGD approximation and the full order solver for different values of µ.
5 Conclusion
A PGD strategy to compute parametric solutions of turbulent incompressible flow prob-
lems in OpenFOAM has been proposed. The methodology is based on the incompressible
Reynolds-averaged Navier-Stokes equations with Spalart-Allmaras turbulence model and
mimicks the segragated approach implemented in the industrially-validated solver Open-
FOAM to devise a minimally intrusive PGD-ROM for convection-dominated flow problems
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Figure 10: Relative L2(Ω) error of the PGD approximations of velocity and pressure with
respect to the full order solutions as a function of the number of modes for different values
of µ. The vertical line separates the two boundary condition modes and the computed
modes.
of industrial interest. First, the velocity and pressure modes are computed using the non-
intrusive PGD strategy PGD-NS developed in43 using a seed value for the turbulent viscosity.
The PGD approximation of the velocity is then used to improve the turbulent viscosity
representation via the minimally intrusive PGD-SA and PGD-νt routines. Finally, the result-
ing separated turbulent viscosity is utilised to recompute the PGD expansions of velocity
and pressure. The importance of an accurate approximation of the turbulent viscosity has
been verified by comparing the solution of the above algorithm with the one computed
without solving the SA equation: the latter solution quickly stagnates providing errors of
one order of magnitude larger than the proposed methodology.
The developed strategy has been validated in two and three spatial dimensions using
a benchmark problem of turbulent external flow, the NASA wall-mounted hump, with
Re=93, 600 and Re=936, 000. A flow control problem of industrial interest has been de-
vised by introducing a suction jet on the hump to reduce the recirculation effects. The
proposed PGD-based reduced order model has proved to be able to compute a reduced
basis with no a priori knowledge of the solution, for convection-dominated viscous incom-
pressible flows achieving both qualitative and quantitative agreement with the full order
solution computed via simpleFoam with SA turbulence model, throughout the interval of
the parametric variable. More precisely, the reduced model provided accurate approxi-
mations of the velocity and pressure fields, with relative L2 errors below 0.1% and 1%,
respectively. In addition, it proved to be able to capture localised flow features and es-
timate quantities of engineering interest such the position of the reattachment point, the
skin friction coefficient and the pressure coefficient with errors below 0.5%.
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Figure 11: Comparison of the PGD approximation (top) and the full order solution (bot-
tom) of the wall shear stress on the bottom wall for µ=0.25, µ=0.5 and µ=0.75. Detail of
the region starting from the jet patch up to 1.6c downstream.
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A PGD spatial and parametric coefficients
PGD for the Navier-Stokes equations
The coefficients for the spatial iteration (10) are
α0 :=
∫
I
[φn]3 dI, α1 :=
∫
I
[φn]2 ζ dI, α2 :=
∫
I
[φn]2 dI,
αj3 :=
∫
I
[φn]2φj dI, αj`4 :=
∫
I
φnφjφ` dI, α`5 :=
∫
I
φnφ`ζ dI,
α`6 :=
∫
I
φnφ` dI, αj7 :=
∫
I
[φn]2 ξj dI, αj`8 :=
∫
I
φnφ`ξj dI.
(31)
The coefficients for the parametric iteration (13) are
a0 :=
∫
Vi
σnUf
n
U ·
[∇·(σnUfnU⊗σnUfnU )] dV ,
a1 :=
∫
Vi
σnUf
n
U ·
[∇·(D∇(σnUfnU ))] dV ,
a2 :=
∫
Vi
σnUf
n
U ·∇(σnPfnP ) dV +
∫
Vi
σnPf
n
P ∇·(σnUfnU ) dV ,
aj3 :=
∫
Vi
σnUf
n
U ·
[∇·(σnUfnU⊗σjUf jU ) +∇·(σjUf jU⊗σnUfnU )] dV ,
aj`4 :=
∫
Vi
σnUf
n
U ·
[∇·(σjUf jU⊗σ`Uf `U)] dV ,
a`5 :=
∫
Vi
σnUf
n
U ·
[∇·(D∇(σ`Uf `U))] dV ,
a`6 :=
∫
Vi
σnUf
n
U ·∇(σ`Pf `P ) dV ,
a`7 :=
∫
Vi
σnPf
n
P ∇·(σ`Uf `U) dV ,
aj8 :=
∫
Vi
σnUf
n
U ·
[∇·(σjt f jt ∇(σnUfnU ))] dV ,
aj`9 :=
∫
Vi
σnUf
n
U ·
[∇·(σjt f jt ∇(σ`Uf `U))] dV .
(32)
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PGD for the Spalart-Allmaras equations
The coefficients for the spatial iteration (14) are
βj1 :=
∫
I
[ψm]2 φj dI, β2 :=
∫
I
[ψm]2 ζ dI,
βj3 :=
∫
I
[ψm]2 ψj dI, β4 :=
∫
I
[ψm]3 dI,
β5 :=
∫
I
[ψm]2 Sµ
PGD
(S˜m) dI, β6 :=
∫
I
[ψm]3 Sµ
PGD
(fmw ) dI,
βj7 :=
∫
I
[ψm]2ψjSµ
PGD
(fmw ) dI, βj`8 :=
∫
I
ψmψ`φj dI,
β`9 :=
∫
I
ψmψ`ζ dI, βj`10 :=
∫
I
ψmψ`ψj dI,
β`11 :=
∫
I
ψmψ`Sµ
PGD
(S˜m) dI, βj`12 :=
∫
I
ψmψ`ψjSµ
PGD
(fmw ) dI.
(33)
33
The coefficients for the parametric iteration (17) are
bj1 :=
∫
Vi
σmν f
m
ν
[∇·(σjUf jUσmν fmν )] dV ,
b2 :=
1
σ
∫
Vi
σmν f
m
ν
[∇·(D∇(σmν fmν ))] dV ,
bj3 :=
1
σ
∫
Vi
σmν f
m
ν
[∇·(σjνf jν∇(σmν fmν )) +∇·(σmν fmν ∇(σjνf jν ))] dV
+
2cb2
σ
∫
Vi
σmν f
m
ν
[∇(σjνf jν )·∇(σmν fmν )] dV ,
b4 :=
1
σ
∫
Vi
σmν f
m
ν
[∇·(σmν fmν ∇(σmν fmν ))] dV
+
cb2
σ
∫
Vi
σmν f
m
ν
[∇(σmν fmν )·∇(σmν fmν )] dV ,
b5 := cb1
∫
Vi
σmν f
m
ν
[Sx
PGD
(S˜m)σmν f
m
ν
]
dV ,
b6 := cw1
∫
Vi
σmν f
m
ν
[Sx
PGD
(fmw )
d˜2
(σmν f
m
ν )
2
]
dV ,
bj7 := 2cw1
∫
Vi
σmν f
m
ν
[Sx
PGD
(fmw )
d˜2
σjνf
j
ν σ
m
ν f
m
ν
]
dV ,
bj`8 :=
∫
Vi
σmν f
m
ν
[∇·(σjUf jUσ`νf `ν )] dV ,
b`9 :=
1
σ
∫
Vi
σmν f
m
ν
[∇·(D∇(σ`νf `ν ))] dV ,
bj`10 :=
1
σ
∫
Vi
σmν f
m
ν
[∇·(σjνf jν∇(σ`νf `ν ))] dV
+
cb2
σ
∫
Vi
σmν f
m
ν
[∇(σjνf jν )·∇(σ`νf `ν )] dV ,
b`11 := cb1
∫
Vi
σmν f
m
ν
[Sx
PGD
(S˜m)σ`νf
`
ν
]
dV ,
bj`12 := cw1
∫
Vi
σmν f
m
ν
[Sx
PGD
(fmw )
d˜2
σjνf
j
ν σ
`
νf
`
ν
]
dV .
(34)
B Derivation of the proper generalised decomposition
of the Navier-Stokes equations
Consider the velocity-pressure pair (U (x,µ), P (x,µ)) defined in the high-dimensional
space Ω×I as solution of the steady laminar parametrised Navier-Stokes equations, namely
34

∫
I
∫
Vi
∇·(U⊗U) dV dI
−
∫
I
∫
Vi
∇·(ν∇U) dV dI +
∫
I
∫
Vi
∇P dV dI = 0,∫
I
∫
Vi
∇·U dV dI = 0,
(35)
in each cell Vi, i=1, . . . , N of the spatial computational domain.
According to the predictor-corrector approximation rationale introduced in (8), the
PGD approximation is splitted into the unknown increments (σnUδU
n
PGD
, σnP δP
n
PGD
) and the
known functions obtained from the n − 1 previous modes (Un−1
PGD
, P n−1
PGD
) and the predic-
tions (σnUf
n
U φ
n, σnPf
n
P φ
n) of the n-th term. In addition, define the estimated rank-n PGD
approximation for velocity and pressure as the sum of the converged n−1 terms and the
prediction of the current mode, that is, U
n
PGD
:=Un−1
PGD
+ σnUf
n
U φ
n and P
n
PGD
:=P n−1
PGD
+ σnPf
n
P φ
n.
Thus, from equation (35), it follows
∫
I
∫
Vi
∇·(σnUδUnPGD⊗σnUδUnPGD) dV dI
+
∫
I
∫
Vi
∇·(σnUδUnPGD⊗UnPGD) dV dI +
∫
I
∫
Vi
∇·(Un
PGD
⊗σnUδUnPGD) dV dI
−
∫
I
ζ
∫
Vi
∇·(D∇(σnUδUnPGD)) dV dI +
∫
I
∫
Vi
∇(σnP δP nPGD) dV dI = Ru,∫
I
∫
Vi
∇·(σnUδUnPGD) dV dI = Rp,
(36)
where the unknowns (σnUδU
n
PGD
, σnP δP
n
PGD
) have been gathered on the left-hand side, whereas
the right-hand side features the following residuals
Ru := −
∫
I
∫
Vi
∇·(Un
PGD
⊗Un
PGD
) dV dI
+
∫
I
∫
Vi
∇·(ν∇Un
PGD
) dV dI −
∫
I
∫
Vi
∇P n
PGD
dV dI,
Rp := −
∫
I
∫
Vi
∇·Un
PGD
dV dI.
(37)
In order to devise the alternating direction algorithm described in section 3.2, equa-
tion (36) is alternatively restricted to the tangent manifold associated with either the
spatial or the parametric coordinate. It is worth noting that the terms in equation (36)
are multiplied by φn and (σnUf
n
U , σ
n
Pf
n
P ), when restricted to the spatial and parametric
direction, respectively. Hence, setting the value of the parametric function φn, the in-
crements (σnU∆fU , σ
n
P∆fP ) are computed by solving the spatial PDE (10). Similarly, the
35
algebraic parametric problem (13) provides the increment ∆φ, when the spatial functions
(σnUf
n
U , σ
n
Pf
n
P ) are assumed to be known. Interested readers are referred to
43 for a detailed
explanation of such derivation.
An efficient implementation of this procedure may be devised by exploiting the affine
decomposition of the forms in (36) and (37), see,56,57 and the separated structure of the
unknowns, see (8).
Remark 7. It is straightforward to observe that equations (36) mimick the structure of the
full order Navier-Stokes equations (35). In order to devise a PGD algorithm non-intrusive
with respect to OpenFOAM spatial solver simpleFOAM, in43 the authors proposed to relax
the second and third terms in (36) during the PGD spatial step, evaluating them during
the last computed SIMPLE iteration. Such approach is also followed in section 3.2 of the
present work.
C Derivation of the proper generalised decomposition
of the Spalart-Allmaras equation
In each cell Vi, i=1, . . . , N of the computational domain, the parametric version of the
steady Spalart-Allmaras turbulence model is given by
∫
I
∫
Vi
∇·(U ν˜) dV dI − 1
σ
∫
I
∫
Vi
∇· ((ν+ν˜)∇ν˜) dV dI
−cb2
σ
∫
I
∫
Vi
∇ν˜·∇ν˜ dV dI − cb1
∫
I
∫
Vi
S˜ν˜ dV dI
+ cw1
∫
I
∫
Vi
fw
(
ν˜
d˜
)2
dV dI = 0,
(38)
where the eddy viscosity ν˜(x,µ) is defined in the high-dimensional space Ω× I.
First, replace the velocity field U by its rank-n PGD approximation Un
PGD
constructed
using the procedure described in section 3.2. Following the rationale utilised for the flow
equations, the PGD approximation of the eddy viscosity in (8b) is introduced into (38) and
36
the unknown increment σmν δν˜
m
PGD
is gathered on the left-hand side of the equation, namely,∫
I
∫
Vi
∇·
(
Un
PGD
σmν δν˜
m
PGD
)
dV dI
− 1
σ
∫
I
∫
Vi
∇·
(
(Dζ + νm
PGD
+ σmν δν˜
m
PGD
)∇(σmν δν˜mPGD )
)
dV dI
− 1
σ
∫
I
∫
Vi
∇·
(
σmν δν˜
m
PGD
∇νm
PGD
)
dV dI
−cb2
σ
∫
I
∫
Vi
∇(σmν δν˜mPGD )·∇(σmν δν˜mPGD ) dV dI
−2cb2
σ
∫
I
∫
Vi
∇νm
PGD
·∇(σmν δν˜mPGD ) dV dI
−cb1
∫
I
∫
Vi
S˜σmν δν˜
m
PGD
dV dI
+cw1
∫
I
∫
Vi
fw
d˜2
(
σmν δν˜
m
PGD
)2
dV dI
+2cw1
∫
I
∫
Vi
Sx
PGD
(fmw )
d˜2
νm
PGD
σmν δν˜
m
PGD
dV dI = Rν ,
(39)
where νm
PGD
:=ν˜m−1
PGD
+ σmν f
m
ν ψ
m denotes the estimated rank-m approximation of the eddy
viscosity obtained using the m−1 previously converged modes ν˜m−1
PGD
and the prediction
σmν f
m
ν ψ
m of the m-th term.
Moreover, the residual on the right-hand side is defined as
Rν :=−
∫
I
∫
Vi
∇·(Un
PGD
νm
PGD
) dV dI
+
1
σ
∫
I
∫
Vi
∇·
(
(ν + νm
PGD
)∇νm
PGD
)
dV dI
+
cb2
σ
∫
I
∫
Vi
∇νm
PGD
·∇νm
PGD
dV dI
+ cb1
∫
I
∫
Vi
S˜νm
PGD
dV dI − cw1
∫
I
∫
Vi
fw
d˜2
(νm
PGD
)2 dV dI.
(40)
Problem (39) is solved by means of a greedy procedure relying on an alternating di-
rection algorithm. More precisely, the equation is alternatively restricted to the tangent
manifold associated with either the spatial or the parametric coordinate. Equation (39)
and the residual (40) are thus multiplied by the parametric function ψm and by the spatial
function σmν f
m
ν during the spatial and parametric iteration, respectively. In the former
step, the value of the parametric function ψm is fixed and the increment σmν ∆fν is com-
puted by solving the spatial PDE (14). In the latter, the spatial function σmν f
m
ν is set and
the algebraic parametric problem (17) is solved to determine the increment ∆ψ. The steps
of the PGD algorithm for the parametric SA turbulence model are detailed in section 3.3.
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Remark 8. Similarly to the observation in remark 7, the first, second, fourth, sixth and
seventh term in equation (39) mimick the original SA turbulence model (38). Since the
remaining integrals are not accounted for in the full order model, and in order to minimise
intrusiveness with respect to OpenFOAM core routines, these terms are relaxed during the
spatial iteration of the PGD algorithm, described in section 3.3.
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