



















SURVEY ON THE TUKEY THEORY OF ULTRAFILTERS
NATASHA DOBRINEN
Abstract. This article surveys results regarding the Tukey theory of ultrafil-
ters on countable base sets. The driving forces for this investigation are Isbell’s
Problem and the question of how closely related the Rudin-Keisler and Tukey
reducibilities are. We review work on the possible structures of cofinal types
and conditions which guarantee that an ultrafilter is below the Tukey maxi-
mum. The known canonical forms for cofinal maps on ultrafilters are reviewed,
as well as their applications to finding which structures embed into the Tukey
types of ultrafilters. With the addition of some Ramsey theory, fine analyses
of the structures at the bottom of the Tukey hierarchy are made.
1. Introduction and Brief History of Tukey Reducibility
In [34], Tukey introduced the Tukey ordering to develop the notion of Moore-
Smith convergence in topology. After its initial success in helping develop general
topology, Tukey reducibility was studied in its own right as a means for comparing
partially ordered sets. It was employed by Day in [7], Isbell in [15] and [16], and
Todorcˇevic´ in [31] and [32] to find rough classifications of partially ordered sets, a
setting where isomorphism is too fine a notion to give any reasonable classification.
More recently, Tukey reducibility has proved to be foundational in the study of
analytic partial orderings (see [29], [30] and [21]). This background will be discussed
in some more detail below.
When restricting attention to the class of ultrafilters on a countable base set,
Tukey reducibility turns out to be a coarsening of the well-studied Rudin-Keisler
reducibility. In the last several years, this topic has been the focus of much work.
In this article, we survey the known results and continuing work regarding the
structure of the Tukey types of ultrafilters. In each section we shall point out the
current outstanding questions related to the topic of that section. As there are too
many interesting open problems to list, we will point out those questions which
guide the rest of the study of Tukey types of ultrafilters.
We now begin the introduction of Tukey reducibility for general partial orderings,
and in particular, for ultrafilters. A pair (D,≤) is a partially ordered set or partial
ordering if D is a set and ≤ is a relation which is reflexive, antisymmetric and
transitive. A partial order ≤D on a set D is directed if for any two members
d1, d2 ∈ D, there is another member d3 ∈ D such that d3 is above both d1 and d2;
that is, d3 ≥D d1 and d3 ≥ d2. A subset X ⊆ D of a partially ordered set (D,≤D)
is cofinal in D if for every d ∈ D there is an x ∈ X such that d ≤D x. Let (D,≤D)
and (E,≤E) be partial orderings. We say that a function f : E → D is cofinal if
the image of each cofinal subset of E is cofinal in D; that is, for each cofinal subset




Definition 1. We say that a partial ordering (D,≤D) is Tukey reducible to a
partial ordering (E,≤E), and write D ≤T E, if there is a cofinal map from (E,≤E)
to (D,≤D).
An equivalent formulation of Tukey reducibility was noticed by Schmidt in [28].
A subset X ⊆ D of a partially ordered set (D,≤D) is called unbounded if there
is no single d ∈ D which simultaneously bounds every member of X ; that is for
each d ∈ D, there is some x ∈ X such that d 6≥D x. A map g : D → E is called
a Tukey map or an unbounded map if the g-image of each unbounded subset of D
is an unbounded subset of E; that is, whenever X ⊆ D is unbounded in (D,≤D),
then d′′X is unbounded in (E,≤E).
Fact 2 (Schmidt, [28]). For partially ordered sets (D,≤D) and (E ≤E), E ≥T D
if and only if there is a Tukey map from D into E.
If both D ≤T E and E ≤T D, then we write D ≡T E and say that D and
E are Tukey equivalent. The relation ≡T is an equivalence relation, and ≤T on
the equivalence classes forms a partial ordering. The equivalence classes are called
Tukey types, and are themselves partially ordered by the Tukey reduction ≤T .
For directed partial orders, the notion of Tukey equivalence coincides with the
notion of cofinal similarity. Two partial orders D and E are cofinally similar if
there is another partial order into which they both embed as cofinal subsets. It
turns out that two directed partial orders are Tukey equivalent if and only if they
are cofinally similar ([34]; see also [31]). This provides an intuitive way of thinking
about Tukey equivalence for directed partial orders. (See [31] for further details.)
Tukey reducibility captures important aspects of convergent functions and of the
structure of neighborhood bases in topological spaces. In the theory of convergence
in general topology, given a net, the domain of any subnet is a cofinal (hence, Tukey
equivalent) subset of the domain of the net. Moreover, Tukey reducibility distills
essential properties of continuity, as is shown in the following Theorem 2.1 in [23].
Suppose X and Y are topological spaces, p ∈ X , q ∈ Y , A is a local base at p in X ,
B is a local base at q in Y , f : X → Y is continuous and open (or just continuous
at p and open at q), and f(p) = q. Then (B,⊇) ≤T (A,⊇). It follows that if f is a
homeomorphism, then every local base at p is Tukey equivalent to a local base at
q.
The study of Tukey types of partial orderings often reveals useful information
for the comparison of different partial orderings. For example, Tukey reducibility
downward preserves calibre-like properties, such as the countable chain condition,
property K, precalibre ℵ1, σ-linked, and σ-centered. It also preserves the cardinal
characteristics of cofinality and additivity: If D ≤T E, then cf(D) ≤ cf(E) and
add(D) ≥ add(E). (See [32] for more on that subject.)
Satisfactory classification theories of Tukey types have been developed for several
classes of ordered sets. The cofinal types of countable directed partial orders are 1
and ω (see [34]). Day found a classification of countable partially ordered sets in [7]
in terms of direct sums of three families of partially ordered sets. For partial orders
with size of the first uncountable cardinal, ℵ1, the usual axioms of set theory,
Zermelo-Fraenkel Axioms plus the Axiom of Choice (ZFC), are not sufficient to
determine the Tukey structure. The picture actually depends on what axioms
one assumes in addition to ZFC. Tukey showed in [34] that the directed partial
orders 1, ω, ω1, ω × ω1, and [ω1]
<ω are all cofinally distinct; that is, no two of
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them are Tukey equivalent. He then asked whether there are more cofinal types of
directed partial orders of cardinality ℵ1. In [31], Todorcˇevic´ showed that there exist
2ℵ1 Tukey inequivalent directed sets of cardinality continuum. So under CH, the
answer to Tukey’s question is that there exist 2ℵ1 diferent cofinal types of directed
sets of cardinality at most ℵ1. Assuming the Proper Forcing Axiom (PFA), (which
is a sort of generalization of the Baire Category Theorem to more general partial
orders), Todorcˇevic´ in [31] classified the Tukey types of all directed partial orders
of cardinality ℵ1 by showing that there are exactly five cofinal types, namely the
ones listed above.
In [32], under the assumption of PFA, Todorcˇevic´ classified the Tukey types
of all partially ordered sets of size ℵ1 in terms of a countable basis constructed
from five forms of partial orderings. On the other hand, Todorcˇevic´ also showed
in [32] that there are at least 2ℵ1 many Tukey incomparable separative σ-centered
partial orderings of size continuum, the cardinality of the real numbers. Thus, no
satisfactory classification theory via Tukey reducibility of all partial orderings of
size continuum is possible.
However, when we restrict to a particular class of partial orderings of size con-
tinuum, Tukey reducibility can still yield useful information, especially in settings
where isomorphism is too strong for any structure to be found. One of the first
of these lines of investigation is in the paper [13] of Fremlin who considered Tukey
structure on partially ordered sets occurring in analysis. After this, several papers
appeared dealing with different classes of posets such as, for example, the paper
[29] of Solecki and Todorcˇevic´ which makes a systematic study of the structure of
the Tukey types of topological directed sets.
In recent years, much focus has been on the Tukey structure of ultrafilters. The
power set of the natural numbers, denoted P(ω), is the collection of all subsets of
ω.
Definition 3. A filter on base set ω is a set F ⊆ P(ω) such that F is
(1) not empty: ω ∈ F ;
(2) closed under intersections: whenever X,Y ∈ F , then X ∩ Y ∈ F ; and
(3) closed upwards: whenever X ∈ F , Y ⊆ ω and Y ⊇ X , then Y ∈ F .
A filter F is proper if ∅ 6∈ F , and is nonprincipal if it contains no singletons. A set
U ⊆ P(ω) is an ultrafilter if U is a proper filter with the additional property that
for each X ⊆ ω, either X ∈ U or ω \X ∈ U .
Each ultrafilter on a countable base set has size continuum, the cardinality of the
real numbers, denoted by c. Except when necessary, we shall assume the countable
base for our ultrafilters to be the set natural numbers {0, 1, 2, . . .}, denoted ω. An
ultrafilter U on ω can be considered partially ordered by reverse inclusion ⊇, or by
reverse almost inclusion ⊇∗. In fact, (U ,⊇) is a directed partial ordering, since every
ultrafilter is closed under finite intersections. Likewise, (U ,⊇) is a directed partial
ordering. The directed partial order ([c]<ω,⊆) is the Tukey maximum among all
directed partial orders of size continuum. That is, for every directed partial order
(D,≤D) with D having cardinality continuum, it is in fact true that (D,≤D) is
Tukey reducible to ([c]<ω,⊆).
The study of Tukey reducibility on ultrafilters on countable base sets began with
[15], where it was shown that there is an ultrafilter which achieves the maximal
Tukey type.
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Theorem 4 (Isbell, Theorem 5.4 in [15]). There is an ultrafilter Utop on ω realiz-
ing the maximal cofinal type among all directed sets of cardinality continuum, i.e.
(Utop,⊇) ≡T ([c]<ω ,⊆).
One can actually trace back the seed of the idea of an ultrafilter with maximum
Tukey type to work of Posp´ıˇsil in [25] (see also [17] and [18]).
One of the main guiding forces in the study of Tukey types of ultrafilters is the
following problem of Isbell.
Problem 5 (Isbell, Problem 2 in [15]). It there an ultrafilter U on ω such that
(U ,⊇) <T ([c]<ω ,⊆)?
Interest in Isbell’s Problem problem and more generally in the study of Tukey
types of ultrafilters was revived by work of Milovich in [23]. In that paper, he
showed that, using the combinatorial principle ♦ in addition to ZFC, one can con-
struct a nonprincipal ultrafilter strictly below the Tukey maximum. A few years
later, Dobrinen and Todorcˇevic´ showed in [9] that every ultrafilter which is a p-
point has Tukey type strictly below the maximum type, thus reducing the extra
axioms needed to produce a non-top ultrafilter. In the past several years, there has
been a a large body of research on ultrafilters which have Tukey type below the
maximum, and the major results will be discussed in this survey. However, it is still
unknown whether it is consistent with ZFC that every non-principal ultrafilter has
the maximum Tukey type. The following is what is currently left open of Isbell’s
Problem.
Problem 6. Is it consistent with ZFC that every nonprincipal ultrafilter has max-
imum Tukey type?
Any model of ZFC in which there is only one Tukey type of nonprincipal ultra-
filter on ω must be a model in which there are no p-points, as will be shown in
Section 4.
Strongly connected with this problem is the following.
Problem 7. What properties suffice to guarantee that an ultrafilter has Tukey
type strictly below the maximum?
Answers to Problem 7 are found throughout this survey, though more work is
still needed.
The second main guiding force for the study of Tukey types of ultrafilters is its
connection with the notion of Rudin-Keisler reducibility on ultrafilters, which is
now reviewed.
Definition 8. Let U and V be ultrafilters on ω. For a function f : ω → ω, define
f(U) = {X ⊆ ω : f−1(X) ∈ U}. We say that V is Rudin-Keisler reducible to U ,
denoted V ≤RK U , if there is a function f : ω → ω such that f(V) = U .
We say that two ultrafilters U and V are Rudin-Keisler equivalent, denoted
U ≡RK V , if and only if they are both Rudin-Keisler reducible to each other. It
is well-known that two ultrafilters are Rudin-Keisler equivalent if and only if they
are isomorphic, meaning that there is a bijection f : ω → ω such that U = f(V).
This justifies using the terminology of Rudin-Keisler type and isomorphism class
interchangeably.
Fact 9. Let U and V be ultrafilters on ω. If U ≥RK V, then U ≥T V.
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Proof. Take a function h : ω → ω satisfying V = h(U) := {X ⊆ ω : h−1(X) ∈ U}.
Define f : U → V by f(X) = {h(n) : n ∈ X}, for each X ∈ U . Then f is a cofinal
map. 
Thus, Tukey reducibility is a natural weakening of Rudin-Keisler reducibility, and
consequently, Tukey equivalence classes (also called Tukey types) are a coarsening
of isomorphism classes.
The Rudin-Keisler order on ultrafilters has been well-studied for several decades.
This line of research has proved useful in several areas of mathematics. Recall that
the points in the Stone-Cˇech compactification of the natural numbers, denoted βω,
can be identified with collection of ultrafilters on ω.; the Stone-Cˇech remainder
βω \ω can be identified with the collection of nonprincipal ultrafilters on ω. Thus,
Rudin-Keisler reducibility for ultrafilters on ω provides a means for classifying the
points of βω and βω \ ω. Rudin-Keisler reducibility also has important model-
theoretic implications. If U ≥RK V , then the ultraproduct (of any structure) by
V elementarily embeds into the ultraproduct by U . As the Rudin-Keisler order on
ultrafilters has had such an impact in these and other areas of mathematics, and
as Tukey reducibility is a natural weakening of it, the following natural question
takes on importance.
Problem 10. How different are Tukey and Rudin-Keisler reducibility?
Problems 6, 7 and 10 are the driving forces behind all current investigations of
the structure of the Tukey types of ultrafilters. This will be seen throughout this
article.
2. Definitions, facts, and some special types of ultrafilters
This section begins the survey by recounting basic definitions and some easy but
very useful facts about Tukey reductions. Their proofs can be found in Section 2
of [9].
Fact 11. If C is a cofinal subset of a partial ordering (P,≤), then (C,≤) ≡T (P,≤).
Definition 12. Let (P,≤P ) and (Q,≤Q) be partial orderings. A map f : P → Q
is monotone if whenever p, r are in P and p ≤P r, then f(p) ≤Q f(r). For the
special case of ultrafilters U ,V , this translates to the following: A map f : U → V
is monotone if whenever W,X ∈ U and W ⊇ X , then f(W ) ⊇ f(X).
Fact 13. Let (P,≤P ) and (Q,≤Q) be partial orderings. A monotone map f : P →
Q is a cofinal map if and only if its image f ′′P is a cofinal subset of Q.
Recall that an ultrafilter U is partially ordered by ⊇, and moreover, (U ,⊇) is a
directed partial ordering. The next fact shows that, for ultrafilters, we only need
consider monotone cofinal maps.
Fact 14. Let U and V be ultrafilters. If U ≥T V, then this is witnessed by a
monotone cofinal map.
A standard method of building new ultrafilters from old ones is the Fubini prod-
uct construction. The construction can be iterated countably many times, each
time producing another ultrafilter.
Notation. Let U , V , and Un (n < ω) be ultrafilters. We define the notation for
the following ultrafilters.
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(1) The Fubini product of the Un over U is
lim
n→U
Un = {A ⊆ ω × ω : {n ∈ ω : {j ∈ ω : (n, j) ∈ A} ∈ Un} ∈ U}.
(2) When all Un are the same, say V , then we denote limn→U V by U · V . In
this case,
U · V = {A ⊆ ω × ω : {i ∈ ω : {j ∈ ω : (i, j) ∈ A} ∈ V} ∈ U}.
The cartesian product of ultrafilters forms again a directed partial ordering,
though not an ultrafilter. Let U × V denote the ordinary cartesian product of U
and V with the coordinate-wise ordering 〈⊇,⊇〉; and let Πn<ωUn is the cartesian
product of the Un with its natural coordinate-wise product ordering.
Cartesian products of two ultrafilters produce the least upper bound of them in
the Tukey ordering. For Fubini products, the relationship is not so straightforward.
In some instances it is known that the Fubini product of two ultrafilters U and V
is the Tukey least upper bound of them, and this is pointed out below. It is not
known whether this is always the case. The following gives the basic facts on the
Tukey relationships between cartesian and Fubini products of ultrafilters. Proofs
can be found in Fact 7 in [9].
Fact 15. Let U ,U0,U1,V ,V0, and V1 be ultrafilters.
(1) U × U ≡T U .
(2) U × V ≥T U and U × V ≥T V.
(3) If U1 ≥T U0 and V1 ≥T V0, then U1 × V1 ≥T U0 × V0.
(4) If W ≥T U and W ≥T V, then W ≥T U × V. Thus, U × V is the minimal
Tukey type which is Tukey greater than or equal to both U and V.
(5) U · V ≥T U and U · V ≥T V, and therefore U · V ≥T U × V.
Remark. One cannot conclude from the above that U · V ≡T U × V . More will be
said about this in Section 3, especially in Theorem 21.
Next, we review the definitions of important types of ultrafilters. (1) - (5) can
found in [1]; (6) is found in [19]. Recall the standard notation ⊆∗, where for
X,Y ⊆ ω, we write X ⊆∗ Y to denote that |X \ Y | < ω.
Definition 16. Let U be a nonprincipal ultrafilter.
(1) U is selective if for every function f : ω → ω, there is an X ∈ U such that
either f ↾ X is constant or f ↾ X is one-to-one.
(2) U is Ramsey if for each 2-coloring f : [ω]2 → 2, there is an X ∈ U such that
f ↾ [X ]2 takes on exactly one color.
(3) U is a p-point if for every family {Xn : n < ω} ⊆ U there is an X ∈ U such
that X ⊆∗ Xn for each n < ω.
(4) U is a q-point if for each partition of ω into finite pieces {In : n < ω}, there
is an X ∈ U such that |X ∩ In| ≤ 1 for each n < ω.
(5) U is rapid if for each function f : ω → ω, there exists an X ∈ U such that
|X ∩ f(n)| ≤ n for each n < ω.
(6) U is κ-OK if whenever Un ∈ U (n < ω), there is a κ-sequence 〈Vα : α < κ〉
of elements of U such that for all n ≥ 1, for all α1 < · · · < αn < κ,
Vα1 ∩ · · · ∩ Vαn ⊆
∗ Un.
c-OK ultrafilters always exist in ZFC, hence so do κ-OK points, for all ω1 ≤ κ ≤ c.
All of the ultrafilters in (1) - (5) exist when either the Continuum Hypothesis (CH)
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or Martin’s Axiom (MA) holds. In fact, much weaker cardinal invariant assumptions
suffice to ensure their existence. However, the existence of selective ultrafilters, p-
points, q-points, or even rapid ultrafilters does not follow from ZFC. We refer the
interested reader to [1], [4] and [19] for further exposition on these topics.
The following well-known implications (1) and (2) can be found in [1], while (3)
can be found in [19].
Theorem 17. (1) An ultrafilter is selective if and only if it is Ramsey if and
only if it is both a p-point and a q-point.
(2) Every q-point is rapid.
(3) If U is κ-OK and κ > cof(U), then U is a p-point.
Another class of ultrafilters considered are ordered union ultrafilters on base
set FIN, which denotes the collection of nonempty finite subsets of ω. Ultrafilters
on this base set have been studied by Glazer (see [6]) and later by Blass in [3].
The availability of Hindman’s Theorem on FIN (see [14]) enables the construction
of ultrafilters which have strong Ramsey properties. Here we only provide the
basics, leaving the interested reader with the resources [6], [3] and [9] for further
information.
Let min : FIN → ω and max : FIN → ω denote the maps which take each non-
empty finite set x ∈ FIN to its minimal and maximal elements, respectively. The
map (min,max) : FIN → ω × ω is defined by (min,max)(x) = (min(x),max(x)).
Whenever U is an ultrafilter on FIN, then Umin (Umax) is an ultrafilter on ω gener-
ated by the collection of sets {min(x) : x ∈ U}, U ∈ U ({max(x) : x ∈ U}, U ∈ U).
U(min,max) is the ultrafilter on ω × ω generated by {(min(x),max(x)) : x ∈ U},
U ∈ U . Moreover, U ≥RK Umin,max, Umin,max ≥RK Umin, and Umin,max ≥RK Umax.
Thus, the same Tukey reductions between these ultrafilters hold.
Definition 18. A block-sequence of FIN is an infinite sequence X = (xn)n<ω of
elements of FIN such that for each n < ω, max(xn) < min(xn+1). For a block-
sequence X , we let [X ] denote {xn1 ∪ · · · ∪ xnk : k < ω and n1 < · · · < nk}, the set
of finite unions of elements of X . For any m < ω, let X/m denote (xn)n≥k where
k is least such that min(xk) ≥ m.
An (idempotent) ultrafilter U on base set FIN is called block generated if it is
generated by the set of [X ], where X is some collection of block sequences. Such
ultrafilters are called ordered-union in [3].
We now state some facts about block-generated ultrafilters.
Fact 19. Let U be any nonprincipal block-generated ultrafilter on FIN.
(1) (Corollary 3.6, [3]) U is not a p-point.
(2) U is not a q-point.
(3) (Corollary 3.7, [3]) Umin,max is isomorphic (i.e. Rudin-Keisler equivalent)
to Umin · Umax.
(4) (Proposition 3.9 [3]) Umin and Umax are q-points.
(5) (Fact 65 in [9]) Umin,max is neither a p-point nor a q-point.
(6) (Fact 65 in [9]) If Umin is selective, then Umin,max is rapid.
By (5), the existence of block-generated ultrafilters on FIN cannot be proved on
from ZFC, though using Hindman’s Theorem one can easily establish the existence
of such ultrafilters using CH or MA.
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3. Basic Differences between Tukey and Rudin-Keisler
As we pointed out in the Introduction, Tukey reducibility is a generalization of
Rudin-Keisler reducibility: Whenever U ≥RK V , then also U ≥T V . The Tukey
equivalence class of an ultrafilter U is the collection of all ultrafilters cofinally equiv-
alent to U . The Rudin-Keisler equivalence class of U is the collection of all ultra-
filters V isomorphic to U , meaning that there is a permutation f : ω → ω such
that V = f(U). Thus, the Tukey equivalence class of an ultrafilter is composed of
isomorphism classes. Since Tukey reducibility is defined using cofinal maps on an
ultrafilter, a priori, there are 2c such maps. Thus, it seems at first glance that the
Tukey type of an ultrafilter has cardinality 2c. We do know this to be the case
for the maximum Tukey type, as the construction in Theorem 4 produces 2c ul-
trafilters, each with maximum Tukey type. Juxtaposing this, every Rudin-Keisler
equivalence class of an ultrafilter has cardinality c, as there are exactly contin-
uum many permutations of ω. Thus, the maximum Tukey type is composed of
2c isomorphism classes of ultrafilters. In particular, this provides an example (in
ZFC) of a Tukey type with cardinality strictly greater than the cardinality of any
Rudin-Keisler type.
This sets the stage for the basic differences between Tukey and Rudin-Keisler
equivalence relations, and moreover, for studying the structure of the isomorphism
classes within a Tukey class. We shall see in Section 5 that sometimes Tukey
types have cardinality c. However, the existence of any of the known examples of
ultrafilters with Tukey type of cardinality c requires axioms additional to ZFC, and
moreover, their Tukey types still contain at least ω1 many isomorphism classes, as
shall be seen in Section 7.
Another easily seen difference between Rudin-Keisler and Tukey reducibility is
that, while there is a maximum Tukey type, there is no maximal Rudin-Keisler class
of ultrafilters. The Fubini product construction makes this easy to see, as given
any non-isomorphic ultrafilters U ,V , it is always the case that U · V >RK U ,V .
Building on this, another fundamental difference between Tukey and Rudin-
Keisler reducibilities is that there are cases when Fubini products of an ultrafilter
with itself are contained within the Tukey class of an ultrafilter. For any ultrafilter
with maximum Tukey type, its Fubini product with itself is also Tukey maximal,
hence in the same Tukey type.
In Section 4 of [9], it was shown that comparing Tukey types of ultrafilters
the directed partial order (ωω,≤) was useful for gaining information about Fubini
products. (In this context, ωω is thought of as the collection of all functions from ω
into ω, and ≤ is the dominance relation, meaning f ≤ g if and only if for all n ∈ ω,
f(n) ≤ g(n).) In particular, the following equivalence was shown.
Theorem 20 (Dobrinen/Todorcˇevic´, Theorem 35 in [9]). The following are equiv-
alent for a p-point U .
(1) (U ,⊇) ≥T (ω
ω,≤);
(2) (U ,⊇) ≡T Πn<ωU , with the cartesian product order;
(3) U ≡T U · U .
It follows that if U is a rapid p-point, then U · U ≡T U . Since U · U is never a
p-point, and since the isomorphism class of a p-point consists only of p-points, it
follows that every p-point U is strictly Rudin-Keisler below U · U . On the other
hand, it was shown in Theorem 38 in [9] that, assuming p = c, there is a p-point U
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such that U 6≥T ωω and hence U <T U · U <T [c]<ω . This led to Question 39 in [9],
which asked whether there is an ultrafilter with the property that U ·U <T U ·U ·U .
Milovich answered this questions strongly in the negative by proving the following
theorem.
Theorem 21 (Milovich, Theorem 5.2 in [24]). For all nonprincipal filters F ,G on
ω, F ·G ≡T F ·G·G. In particular, that for all nonprincipal filters, F ·F ≡T F ·F ·F .
Independently, Blass (unpublished) proved that for all ultrafilters U , we have
that U · U ≡T U · U · U .
In [9], Dobrinen and Todorcˇevic´ proved that whenever U and V are rapid p-
points, then U · V ≡T V · U . Milovich extended this in [24] to the case when U and
V are simply p-filters.
Theorem 22 (Milovich, Theorem 5.4 in [24]). It F and G are nonprincipal filters
on ω and G is a p-filter, then F ·G ≡T F×G×ω
ω. Therefore, if F is also a p-filter,
then F · G ≡T G · F .
4. Strictly below the maximum Tukey type
As Isbell showed, there are always (in ZFC) ultrafilters with the maximum Tukey
type among directed partial orders of cardinality continuum. In this section we
investigate conditions which guarantee that an ultrafilter be Tukey non-maximal.
We begin with the following combinatorial characterization of the maximum type,
which was pointed out to us by Todorcˇevic´, and is proved in Fact 12 in [9]. Let U
be an ultrafilter. (U ,⊇) ≡T ([c]<ω ,⊆) if and only if there is a subset X ⊆ U such
that |X | = c and for each infinite Y ⊆ X ,
⋂
Y 6∈ U . Taking the contrapositive,
we find the following combinatorial characterization of not having maximum Tukey
type.
Fact 23. (U ,⊇) <T ([c]
<ω ,⊆) if and only if for each subset X ⊆ U of cardinality
c, there is an infinite subset {Yn : n < ω} ∈ [X ]ω such that
⋂
n<ω Yn ∈ U .
This characterization aids greatly in the study of ultrafilters which are not Tukey
maximum, as we shall see below.
Milovich was the first to begin a serious investigation the structure of ultrafilters
below the Tukey top. The partial ordering ⊇ on an ultrafilter U corresponds to
considering the members of U as representing a neighborhood base of U in βω, the
Stone-Cˇech compactification of ω.
Theorem 24 (Milovich, Theorem 3.11 in [23]). Assume ♦(Ecω) and p = c. Then
there exists a nonprincipal ultrafilter U such that U is not a p-point and (c,≤) <T
(U ,⊇) <T ([c]<ω ,⊆).
We now turn our attention to properties of ultrafilters which guarantee that they
are not Tukey maximal. If one examines the construction in the proof of Theorem
24, one finds that the non-top ultrafilter which Milovich constructs is actually a
Fubini product of ω many p-points, and hence is basically generated (see Definition
29 below). The following special notion of partial ordering was introduced by Solecki
and Todorcˇevic´ in Section 3 of [29].
Definition 25 ([29]). Let D be a separable metric space and let ≤ be a partial
ordering on D. We say that (D,≤) is basic if
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(1) Each pair of elements of D has the least upper bound with respect to ≤ and
the binary operation of least upper bound from D×D to D is continuous;
(2) Each bounded sequence has a converging subsequence;
(3) Each converging sequence has a bounded subsequence.
Each ultrafilter is a separable metric space using the metric inherited from P(ω),
where P(ω) is viewed as the Cantor space by identifying subsets of ω with their
characteristic functions on domain ω. In this context, a sequence (Un)n<ω of ele-
ments of P(ω) is said to converge to U ∈ P(ω) if and only if for each m there is
some k such that for each n ≥ k, Un ∩m = U ∩m. Since every bounded subset
of an ultrafilter has a convergent subsequence, an ultrafilter is basic (in the general
sense of a partially ordered set) if and only if (3) holds. Hence, an ultrafilter U is
basic if and only if for every countable collection Un ∈ U which converges to some
member U in U , there is a subsequence (nk)k<ω such that
⋂
k<ω Unk is a member
of U . The next fact is immediate from the definition and Fact 23.
Fact 26. Every basic ultrafilter is strictly below the maximum Tukey type.
The next theorem shows that in fact, basic ultrafilters have already been widely
studied, simply under the name of p-point.
Theorem 27 (Dobrinen/Todorcˇevic´, Theorem 14 in [9]). An ultrafilter is basic if
and only if it is a p-point.
Thus, p-points are always below the top Tukey type.
We pause here to point out another important aspect of Tukey theory. It turns
out that Tukey reducibility is exactly the right notion to characterize p-points from
among c-OK points.
It follows from Proposition 3.7 in [23] that if U is c-OK and not a p-point, then
(U ,⊇) ≡T ([c]<ω ,⊆). Combining this result with the above fact that p-points are
never Tukey maximum, we obtain the following characterization of when a c-OK
point is actually a p-point.
Corollary 28. Let U be a c-OK ultrafilter. Then U is a p-point if and only if
(U ,⊇) <T ([c]
<ω ,⊆).
One can glean from the proof of Theorem 27 that an ultrafilter is basic if and
only if every sequence which converges to ω has a bounded subsequence. Taking
the main idea from the definition of basic, namely that convergent sequences have a
bounded subsequence, and relativizing this notion to a base, we obtain the weaker
notion a basically generated ultrafilter.
Definition 29 (Definition 15 in [9]). An ultrafilter U is basically generated if there
is a filter basis B ⊆ U (i.e. ∀A ∈ U ∃B ∈ B B ⊆ A) with the property that each
sequence {An : n < ω} ⊆ B converging to an element of B has a subsequence
{Ank : k < ω} such that
⋂
k<ω Ank ∈ U .
Since every basic ultrafilter is basically generated, it automatically holds that
every p-point is basically generated. In fact, the class of basically generated ultra-
filters contains many non-p-points.
Theorem 30 (Dobrinen/Todorcˇevic´, Theorem 16 in [9]). The collection of basically
generated ultrafilters contains all p-points and all countable iterations of Fubini
products of p-points. Furthermore, it contains all countable iterations of Fubini
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products of basically generated ultrafilters with witnessing base which is closed under
finite intersections.
Since for any ultrafilter U , its Fubini product with itself U · U is not a p-point,
it follows that there are basically generated ultrafilters which are not p-points.
The property of being basically generated was designed to retain enough strength
of the property of being basic to satisfy the combinatorial characterization of Fact
23, and thus be below the top Tukey type.
Theorem 31 (Dobrinen/Todorcˇevic´, Theorem 33 in [9]). If U is a basically gen-
erated ultrafilter on ω, then U <T [c]<ω.
It is still unknown whether the classes of basically generated ultrafilters and the
iterated Fubini products of p-points coincide.
Problem 32 (Question 26 in [9]). Is there a basically generated ultrafilter which
is not (isomorphic to) some countable iteration of Fubini products of p-points?
We now turn our attention to ultrafilters on base set FIN. Recall that FIN
denotes the collection of all non-empty finite subsets of the natural numbers. In
[3], Blass adapted a proof of Glazer to show the following.
Theorem 33 (Blass, Theorem 2.1, [3]). Let V0 and V1 be a pair of nonprincipal
ultrafilters on ω. Then there is an idempotent ultrafilter U on FIN such that Umin =
V0 and Umax = V1.
Taking any V0 = V1 ≡T Utop, it follows that there exist idempotent ultrafilters on
FIN realizing the maximal Tukey type. On the other hand, there is an analogue of
basic for this context, leading to ultrafilters on FIN which are not Tukey maximal.
The collection of block-sequences carry the following partial ordering ≤. For two
infinite block-sequences X = (xn)n<ω and Y = (yn)n<ω , define Y ≤ X if and only
if each member of Y is a finite union of elements of X ; i.e. yn ∈ [X ] for each n. We
write Y ≤∗ X to mean that Y/m ≤ X for some m < ω. That is, Y ≤∗ X if and
only if there is some k such that for all n ≥ k, yn ∈ [X ].
Definition 34 (Definition 66 in [9]). For infinite block sequences Xn = (x
n
k )k<ω
and X = (xk)k<ω , the sequence (Xn)n<ω converges to X (written Xn → X as
n→∞) if for each l < ω there is an m < ω such that for all n ≥ m and all k ≤ l,
xnk = xk.
A block-generated ultrafilter U is block-basic if whenever we are given a sequence
(Xn)n<ω of infinite block sequences of elements of FIN such that each [Xn] ∈ U
and (Xn)n<ω converges to some infinite block sequence X such that [X ] ∈ U , then
there is an infinite subsequence (Xnk)k<ω such that
⋂
k<ω[Xnk ] ∈ U .
The next fact follows immediately from the combinatorial characterization of
Fact 23.
Fact 35. If U is a block-basic ultrafilter on FIN, then (U ,⊇) <T ([c]<ω ,⊆).
In the study of block-basic ultrafilters, the known Ramsey theory for FIN is
useful. The reader interested in further aspects of this is referred to [3], [9], and
[33]. Here, we simply state some equivalents of being block-basic. Blass uses the
terminology stable ordered union ultrafilter in [3] for what we call block-basic. In
the following theorem, the equivalence of (1) and (2) is shown in Theorem 68 in [9],
and the equivalence of (1) and (3) is shown in Theorem 4.2 of [3].
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Theorem 36. The following are equivalent for a block-generated ultrafilter U on
FIN.
(1) U is block-basic.
(2) For every sequence (Xn) of infinite block sequences of FIN such that [Xn] ∈
U and Xn+1 ≤∗ Xn for each n, there is an infinite block sequence X such
that [X ] ∈ U and X ≤∗ Xn for each n.
(3) U has the Ramsey property.
It follows from the previous theorem that if U is a block-basic ultrafilter on
FIN, then Umin and Umax are Rudin-Keisler incomparable selective ultrafilters on
ω. Then, from Corollary 12, [27], we have that for any block-basic ultrafilter U
on FIN, Umin and Umax are Tukey-incomparable. Applying Theorem 2.4, [3] of
Blass, we get a sort of converse: Assuming CH, for every pair V0 and V1 of non-
isomorphic selective ultrafilters on ω, there is a block-basic ultrafilter U on FIN
such that Umin = V0 and Umax = V1.
Remark. The notion of block-basic ultrafilter in fact extends to any ultrafilter gen-
erated by a topological Ramsey space, producing ultrafilters with various partition
properties. All such ultrafilters are below the Tukey top. See Section 7 for more
on this.
We mention that there is another type of ultrafilter which is below the Tukey
maximum. The generic ultrafilter G2 forced by P(ω2)/Fin
⊗2 is not a p-point. It
is shown in [5] that G2 is in fact not basically generated, but is strictly below the
Tukey maximum, and moreover (G2,⊇) 6≥ ([ℵ1]<ω,⊆).
We conclude this section with some tools which may be useful for solving Isbell’s
Problem. As shown above, p-points partially ordered by either of ⊇ and ⊇∗ are
strictly below the Tukey top. Combining this with Proposition 3.12 of Milovich in
[23], we have that there is an ultrafilter U such that (U ,⊇) <T ([c]
<ω ,⊆) if and
only if there is an ultrafilter V such that (V ,⊇∗) <T ([c]<ω ,⊆). Since CH implies
the existence of p-points, we will now give attention to what happens under the
assumption ¬CH. Assuming ¬CH, the following combinatorial principle holds.
Definition 37 (Todorcˇevic´, Definition 79 in [9]). ♦[c]ω is the statement: There
exist sets SA ⊆ A, A ∈ [c]ω, such that for each X ⊆ c, {A ∈ [c]ω : X ∩ A = SA} is
stationary in [c]ω.
This implies the next combinatorial principle in the same way that the standard
♦ implies ♦−.
Definition 38 (Todorcˇevic´, Definition 80 in [9]). ♦−[[ω]ω]ω is the statement: There
exist ordered pairs (UA,XA), where A ∈ [[ω]
ω]ω and XA ⊆ UA ⊆ A, such that for
each pair (U ,X ) with X ⊆ U and X ,U ∈ [[ω]ω]c, {A ∈ [[ω]ω]ω : UA = U ∩ A,
XA = X ∩ A} is stationary in [[ω]ω]ω.
The principle ♦−[[ω]ω]ω can be used to give sufficient conditions for being below
the Tukey top as well as to characterize the property of being a p-point. Fix a
♦−[[ω]ω]ω sequence (UA,XA), where A ∈ [[ω]
ω]ω.
Definition 39 (Definition 81 in [9]). Let PA = {W ∈ [ω]ω : ∃X ∈ UA(W∩X = ∅)},
QA = {W ∈ [ω]ω : ∀X ∈ XA(W ⊆∗ X)}, and Q′A = {W ∈ [ω]
ω : ∃(Bn)n<ω ∈
[XA]ω(∀n < ω, W ⊆∗ Bn)}. Note that QA ⊆ Q′A. Let DA = PA ∪ QA and
D′A = PA ∪Q
′
A.
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The following are Facts 82, 83, and 84 in [9].
Fact 40. (1) For each A ∈ [[ω]ω]ω, DA and D′A are dense open in the partial
ordering ([ω]ω,⊇).
(2) For any nonprincipal ultrafilter U , {A ∈ [[ω]ω]ω : U∩D′A 6= ∅} is stationary.
(3) If U is an ultrafilter and U ∩ D′A 6= ∅ for club many A ∈ [[ω]
ω]ω, then
(U ,⊇∗) <T ([c]<ω ,⊆). Thus, there is an ultrafilter V such that (V ,⊇) <T
([c]<ω ,⊆).
Thus, we obtain a new characterization of p-points, under ¬CH.
Fact 41 (Dobrinen/Todorcˇevic´, Fact 85 in [9]). The following are equivalent:
(1) U is a p-point;
(2) U ∩DA 6= ∅ for all A ∈ [[ω]ω]ω;
(3) U ∩DA 6= ∅ for club many A.
Problem 42. Can Facts 40 and 41 be applied to solve Isbell’s Problem?
5. Canonical cofinal maps
For certain classes of ultrafilters, one only need consider cofinal maps which are
canonical in some sense. Types of canonical maps found so far consist of continuous,
basic (see Definitions 45 and ), and finitely generated (see Definition 56), all of which
are definable. As there are only continuum many such maps on any ultrafilter, the
existence of canonical maps reduces the number of cofinal maps one need consider
from 2c to c. This implies that the Tukey type of any ultrafilter with canonical
cofinal maps, and any ultrafilter Tukey reducible to it, has cardinality continuum,
thus marking a strong dividing line between ultrafilters with canonical maps and
those which are Tukey maximal.
The following gives an overview of the types of canonical maps which have been
found so far. More precise statements follow later in this section.
(1) All ultrafilters Tukey reducible to any p-point have continuous cofinal maps
(Corollary 48).
(2) All iterated Fubini products of p-points have basic, hence finitely generated,
maps (see Definition 63 and Theorem 64).
(3) All basically generated ultrafilters have finitary Tukey reductions (see Def-
inition 56 and Theorem 57).
(4) All stable ordered union ultrafilters and their Rudin-Keisler min−max pro-
jections have continuous Tukey reductions (Theorem 52).
Up to the writing of this article, every type of ultrafilter known to be not Tukey
maximal has been shown to have canonical maps of some sort, raising the following
open problem.
Problem 43. Suppose (U ,⊇) <T ([c]
<ω ,⊆). Does it follow that U has definable
Tukey reductions? Does it follow that U has finitely generated Tukey reductions?
We begin by discussing continuity of maps on ultrafilters. By identifying subsets
of ω with their characteristic functions on domain ω, we can consider P(ω) as a
topological space, identifying it with the Cantor space 2ω. Any subset of P(ω)
can be considered as a topological space, with the topology inherited as a subspace
of the Cantor space. Given subsets X ,Y ⊆ P(ω), a function f : X → P(ω) is
continuous if it is continuous with respect to the subspace topologies on X and Y.
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A sequence (Xn)n<ω of members of X is said to converge to X ∈ X if there is
some sequence kn such that for all m ≥ kn, Xm ∩ n = Xkn ∩ n. Thus, a function
f : X → Y is continuous if for each sequence (Xn)n<ω ⊆ X which converges to
some X ∈ X , the sequence (f(Xn))n<ω converges to f(X).
Continuous cofinal maps are crucial to the analysis of the structure of the Tukey
types of p-points, especially which structures embed into the Tukey types of p-points
(e.g. in [9] and [27]), which we shall survey in Section 6. In [27], Raghavan showed
that continuous cofinal maps suffice to prove that the Tukey order is the same as
the Rudin-Blass order when the reduced ultrafilter is a q-point. Continuous cofinal
maps have been emlpoyed to completely classify Tukey types and the Rudin-Keisler
structures inside them for Ramsey ultrafilters (in work of Todorcˇevic´ in [27]), and
for large classes of rapid p-points (in work in [10] and [11]), as will be surveyed in
Section 7.
It becomes useful now to fix the following notation. For X in an ultrafilter U ,
we let U ↾ X denote {Y ∈ U : Y ⊆ X}. Note that U ↾ X is a filter base for U , so
(U ,⊇) ≡T (U ↾ X,⊇). The following theorem was the first canonization theorem
for cofinal maps on ultrafilters. It is the key for all subsequent study of the structure
of Tukey types of p-points.
Theorem 44 (Dobrinen/Todorcˇevic´, Theorem 20 in [9]). Suppose U is a p-point
on ω and V is an arbitrary ultrafilter on ω such that U ≥T V. For each monotone
cofinal map f : U → V, there is an X ∈ U such that f ↾ (U ↾ X) is continuous.
Moreover, there is a continuous monotone map f∗ : P(ω) → P(ω) such that f∗ ↾
(U ↾ X) = f ↾ (U ↾ X). Hence, there is a continuous monotone cofinal map f∗ ↾ U
from U into V which extends f ↾ (U ↾ X).
In fact, the theorem gives a strong form of continuity, which we call basic. The
following definitions from [8] fine-tune the notions of continuity and the notion of
being generated by a finitary map. To simplify notation, we identify sets with their
characteristic functions. For a set X , χX denotes its characteristic function. For
sets or characteristic functions s, t, we let s ⊏ t denote that s is an initial segment
of t. (For ultra-precise statements, see [8].)
Definition 45 (Dobrinen, Definitions 6 and 7 in [8]). Given a subset D of 2<ω,
we shall call a map fˆ : D → 2<ω level preserving if there is a strictly increasing
sequence (km)m<ω such that for each s ∈ D∩2km , we have that fˆ(s) ∈ 2m. A level
preserving map fˆ is initial segment preserving if whenever m < m′, s ∈ D ∩ 2km ,
and s′ ∈ D ∩ 2km′ , then s ⊑ s′ implies fˆ(s) ⊑ fˆ(s′). fˆ is monotone if for each
s, t ∈ D, s ⊆ t implies fˆ(s) ⊆ fˆ(t).
A monotone map f on a subset D ⊆ P(ω) is said to be basic if f is generated
by a monotone, level and initial segment preserving map in the following manner:
There is a strictly increasing sequence (km)m<ω such that, letting D = {χX ↾ km :
X ∈ D, m < ω}, there is a level and initial segment preserving map fˆ : D → 2<ω





In this case, we say that fˆ generates f .
We say that U has basic Tukey reductions if for every monotone cofinal map
f : U → V , f is basic when restricted to some cofinal subset D ⊆ U . We say that U
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has continuous Tukey reductions if whenever f : U → V is a monotone cofinal map,
there is a cofinal subset D ⊆ U such that f ↾ D is continuous.
Remark. It follows from the definition that every basic map f on a subset D of P(ω)
is continuous on D. Thus, if U has basic Tukey reductions, the U has continuous
Tukey reductions.
Using this terminology, Theorem 44 can be restated as follows.
Theorem 46 (Dobrinen/Todorcˇevic´, [9]). If U is a p-point on ω, then U has basic
Tukey reductions.
It was shown in [8] that the property of having basic Tukey reductions is inherited
under Tukey reducibility. We point out that this is the only property known so far
to be inherited under Tukey reducibility, whereas many standard properties, such
as being a p-point or selective, are inherited under Rudin-Keisler reducibility but
not under Tukey reducibility.
Theorem 47 (Dobrinen, Theorem 9 in [8]). Suppose that U has basic Tukey re-
ductions. If W is Tukey reducible to U , then W also has basic Tukey reductions.
Theorems 46 and 47 combine to show that, assuming the existence of p-points,
there is a large class of ultrafilters closed under Tukey reducibility which have basic,
and hence continuous, Tukey reductions.
Corollary 48. If U is Tukey reducible to a p-point, then U has basic Tukey reduc-
tions.
This raises the question of whether the class of ultrafilters Tukey reducible to a
p-point is the same as or strictly contained in the class of ultrafilters which have
basic Tukey reductions.
Problem 49. Are there ultrafilters on base set ω which have basic Tukey reductions
and are not Tukey reducible to any p-point?
The proof of Theorem 47 used the following Extension Theorem.
Theorem 50 (Dobrinen, Theorem 8 in [8]). Suppose U and V are ultrafilters,
f : U → V is a monotone cofinal map, and there is a cofinal subset D ⊆ U such
that f ↾ D is basic. Then there is a continuous, monotone f˜ : P(ω) → P(ω) such
that
(1) f˜ is basic on P(ω);
(2) f˜ ↾ D = f ↾ D; and
(3) f˜ ↾ U : U → V is a cofinal map.
Thus, U has basic Tukey reductions if and only if for every monotone cofinal
map f : U → V there is some cofinal D ⊆ U for which f ↾ D is basic.
The Extension Theorem says that every basic Tukey reduction on a cofinal subset
of an ultrafilter can be extended to a basic function on all of P(ω). Key to this proof
is that basic functions are level-preserving. A run-of-the-mill continuous function
on a cofinal subset of an ultrafilter does not a priori have to be level-preserving,
since the cofinal set is not compact. This leads to the question of whether or not
basic and continuous Tukey reductions are the same.
Problem 51. Is there an ultrafilter on ω which has continuous Tukey reductions
but not basic Tukey reductions?
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Recall that on the base set FIN, there is a notion of stable ordered union ul-
trafilter which is the analogue of p-point for the space of block sequences. These
ultrafilters also have continuous Tukey reductions.
Theorem 52. Suppose U is a block-basic ultrafilter on FIN and V is any ultrafilter
on a countable index set I.
(1) (Theorem 71 in [9]) If U ≥T V, then there is a monotone continuous map
f : P(FIN)→ P(I) such that f”U is a cofinal subset of V.
(2) (Theorem 72 in [9]) If Umin,max ≥T V, then there are an infinite block
sequence X˜ such that [X˜ ] ∈ U and a monotone continuous function f from
{[X ]min,max : X ≤ X˜} into P(I) whose restriction to {[X ]min,max : X ≤
X˜, [X ] ∈ U} has cofinal range in V.
We believe that this will be true for all ultrafilters associated with any of the
topological Ramsey spaces FIN
[∞]
k .




Raghavan showed in [27] that continuous Tukey reductions suffice to prove the
surprising fact that the Tukey and Rudin-Blass orders sometimes coincide. Recall
the Rudin-Blass ordering: V ≤RB U if and only if there is a finite-to-one map
g : ω → ω such that V = g(U). Note that the Rudin-Blass order is stronger than
the Rudin-Keisler order; that is, if V ≤RB U , then V ≤RK U .
Theorem 54 (Raghavan, Theorem 10 in [27]). Let U be any ultrafilter and let V
be a q-point. Suppose f : U → V is continuous, monotone, and cofinal in V. Then
V ≤RB U .
Corollary 48 and Thorem 54 combine to yield the following important picture of
the structure of Tukey types of q-points.
Corollary 55. Suppose W is Tukey reducible to a p-point. Then every q-point
Tukey reducible to W is in fact Rudin-Blass reducible to W and hence is selective.
This shows that at least the structure of q-points Tukey reducible to some p-point
is quite simple.
There are ultrafilters which are not Tukey maximal which do not have continuous
Tukey reductions. As Raghavan shows in Corollary 11 in [27], the Fubini product
of non-isomorphic ultrafilters does not have continuous Tukey reductions. How-
ever, a weaker form of canonical maps can still be obtained for basically generated
ultrafilters and other types of Tukey non-maximal ultrafilters as we review below.
Definition 56 (Definition 3 in [8]). We say that an ultrafilter U on a countable
base B has finitary Tukey reductions if the following holds: For every ultrafilter V
on a countable base C, whenever f : U → V is a monotone cofinal map, there is a
cofinal subset D ⊆ U and a function gˆ : [B]<ω → [C]<ω, such that
(1) gˆ is monotone: s ⊆ t→ gˆ(s) ⊆ gˆ(t); and
(2) gˆ generates f on D: For each X ∈ D, f(X) =
⋃
k<ω gˆ(X ∩B ↾ k),
where B ↾ k denotes the first k members of B under some fixed enumeration of B
in order type ω. A map f generated by such a gˆ is called finitely generated.
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Note that every continuous map is finitary, but not vice versa. The qualitative
difference is that a finitary map may very well not be level-preserving. Still, the
property of having finitary Tukey reductions guarantees that the ultrafilter is not
Tukey maximal: It is clear that there are only continuum many finitely generated
cofinal maps on a given ultrafilter; so if an ultrafilter has finitary Tukey reductions,
then its Tukey type, and the Tukey type of every ultrafilter Tukey reducible to it,
has cardinality continuum.
In [27], Raghavan proved that basically generated ultrafilters have finitary Tukey
reductions.
Theorem 57 (Raghavan, Lemmas 8 and 16 of [27]). Let U be basically generated by
a base B. Let φ : B → V be a monotone map, and define ψφ(A) =
⋂
{φ(X) : X ∈ B
and X ⊆ A}. Then there is some U ∈ U such that ψφ(A) is finite for all A ∈ B ↾ U .
Moreover, for every A ∈ B,
⋃
s∈[B]<ω ψφ(s) 6= ∅.
He then used this to show that Tukey reduction can be framed as Rudin-Keisler
reduction in the following sense. Given an ultrafilter U on ω and a subset P ⊆ FIN,
define U(P ) to be {A ⊆ P : ∃X ∈ U(P ∩ [X ]<ω ⊆ A)}. If for all X ∈ U , P ∩ [X ]<ω
is infinite, then U(P ) is a proper, non-principal filter on base set P .
Theorem 58 (Raghavan, Theorem 17 in [27]). Let U be basically generated by base
B ⊆ U . Let V be an arbitrary ultrafilter. Then there is a subsets P ⊆ FIN such that
(1) For all s, t ∈ P , s ⊆ t implies s = t;
(2) U(P ) ≡T U ; and
(3) V ≤RK U(P ).
Thus, every ultrafilter Tukey reducible to some basically generated ultrafilter U
is in fact Rudin-Keisler below a canonically constructed ultrafilter Tukey equivalent
to U .
Closing the class of p-points under countable Fubini products produces the class
of ultrafilters which we call Fubini iterates of p-points. Recall that every Fubini
iterate of p-points is basically generated, and it is open whether or not every basi-
cally generated ultrafilter is a Fubini iterate of p-points. Fubini iterates of p-points
have canonical maps which are not only finitary but moreover satisfy the analogue
of basic when considered on the correct topological space.
The definition of basic for Fubini iterates of p-points is analagous to the definition
for ultrafilters on ω. As it is useful both here and in the final section of this paper,
we now define the notion of a front, which can be found in [33].
Definition 59. A family B of finite subsets of some infinite subset I of ω is called
a front on I if
(1) a 6⊏ b whenever a, b are in B; and
(2) For every infinite X ⊆ I there exists b ∈ B such that b ⊏ X .
The following special kind of front is exactly the fronts that form base sets for
Fubini iterates.
Definition 60 (Dobrinen, Definition 13 in [8]). We call a set B ⊆ [ω]<ω a flat-top
front if B is a front on ω, B 6= {∅}, and
(1) Either B = [ω]1; or
(2) B ⊆ [ω]≥2 and for each b ∈ B, letting a = b\{max(b)}, {c\a : c ∈ B, c ⊐ a}
is equal to [ω \ (max(a) + 1)]1.
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Flat-top fronts are exactly the fronts on which iterated Fubini products of ul-
trafilters are represented. For example, [ω]2 is the flat-top front on which a Fubini
product of the form limn→U Vn is represented. For each k < ω, [ω]k is a flat-top
front. Moreover, flat-top fronts are preserved under the following recursive con-
struction, which is analogous to the base of a Fubini product of ultrafilters which
are themselves Fubini products: Given flat-top fronts B{n} on ω \ (n + 1), n < ω,
the union
⋃
n∈ω Bn is a flat-top front on ω.
Given a flat-top front B, let Bˆ denote the collection of all initial segments of
members of B, and C(B) denote Bˆ \ B. Note that C(B) forms a tree, where the
tree ordering is by initial segment. A sequence ~U = (Uc : c ∈ C(B)) of nonprincipal
ultrafilters Uc on ω, a ~U -tree is a tree T ⊆ Bˆ with the property that {n ∈ ω :
c ∪ {n} ∈ T } ∈ Uc for all c ∈ C.
Fact 61. If W is a countable iteration of Fubini products of p-points, then there
is a flat-top front B and p-points Uc, c ∈ C(B) such that W is isomorphic to the
ultrafilter on B generated by the (Uc : c ∈ C)-trees.
Notation. For any subset A ⊆ [ω]<ω and k < ω, let A ↾ k denote {a ∈ A :
max(a) < k}. For A ⊆ Bˆ and k < ω, let χA ↾ k denote the characteristic function
of A ↾ k on domain Bˆ ↾ k. For each k < ω, let 2Bˆ↾k denote the collection of
characteristic functions of subsets of Bˆ ↾ k on domain Bˆ ↾ k.
Given a flat-top front B and a sequence ~U = (Uc : c ∈ C(B)) of nonprincipal
ultrafilters on ω, let T = T(~U) denote the collection of all ~U-trees. For any tree T ,
let [T ] denote the collection of maximal branches through T .
Definition 62. Let B be a flat-top front on ω. Let (nk)k<ω be an increasing
sequence. We say that a function fˆ :
⋃
k<ω 2
Bˆ↾nk → 2<ω is level preserving if
fˆ : 2Bˆ↾nk → 2k, for each k < ω. fˆ is initial segment preserving if for all k < m,
A ⊆ Bˆ ↾ nk and A′ ⊆ Bˆ ↾ nm, if A = A′ ↾ nk then fˆ(χA) = fˆ(χA′) ↾ k. fˆ is
monotone if whenever A ⊆ A′ ⊆ Bˆ are finite, then fˆ(s) ⊆ fˆ(t).
Let W be an ultrafilter on B generated by (Uc : c ∈ C(B))-trees, let f :W → V
be a monotone cofinal map, where V is an ultrafilter on base ω, and let T˜ ∈ T(~U).
We say that fˆ :
⋃
k<ω 2
Bˆ↾nk → 2<ω generates f on T ↾ T˜ if for each T ⊆ T˜ in T,




Definition 63. Let B be a flat-top front and ~U = (Uc : c ∈ C(B)) be a sequence of
ultrafilters. We say that the ultrafilter W on B generated by the ~U -trees has basic
Tukey reductions if whenever f : W → V is a monotone cofinal map, then there
is a T˜ ∈ T(~U) and a monotone, initial segment and level preserving map fˆ which
generates f on T ↾ T˜ .
In particular, a basic Tukey reduction is finitary. Moreover, if fˆ witnesses that
f is basic on T ↾ T˜ , then fˆ generates a continuous map on the collection of trees in
T ↾ T˜ , continuity being with respect to the Cantor topology on 2Bˆ.
Theorem 64 (Dobrinen, Theorem 21 in [8]). Let B be any flat-top front and ~U =
(Uc : c ∈ C(B)) be a sequence of p-points. Then the ultrafilter on base B generated
by the ~U-trees has basic Tukey reductions. Therefore, every countable iteration of
Fubini products of p-points has basic, and hence finitary Tukey reductions.
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Since the previous theorem is the direct analogue of Theorem 46, Theorem 47
points to the following natural open question.
Problem 65. If W is Tukey reducible to a Fubini iterate of p-points, doesW have
finitary Tukey reductions?
The above results leave open the following question. Existing methods should
suffice to give a positive answer, but the details have not yet been carried out.
Problem 66. Given an ultrafilter Tukey reducible to a countable iteration of Fubini
products of ultrafilters from among the collection listed above, is every monotone
cofinal map on U generated by a finitary map on some cofinal subset?
In his study of which ultrafilters are Tukey above a selective ultrafilter, Raghavan
showed, among other things, the following interesting theorem.
Theorem 67 (Raghavan, Corollary 56 in [27]). Let U be a Fubini iterate of p-points
and V be a selective ultrafilter. If V ≤T U , then in fact V ≤RK U .
This is part of the larger investigation in Section 7 of [27] of the following ques-
tion.
Problem 68. What is Tukey above a selective ultrafilter?
In particular, Raghavan asks the following, which he answered for certain cir-
cumstances.
Problem 69. If U is basically generated and V is selective, then does V ≤T U
imply V ≤RK U?
This section concludes by mentioning that there are similar canonization theo-
rems for cofinal maps on generic ultrafilters forced by P(ω × ω)/Fin⊗2. (See [5].)
6. Structures embedded in the Tukey types
We now review structures known to embed into the Tukey types of ultrafilters.
All of the results in this section have heavily relied on the existence of canonical
cofinal maps presented in Section 5. In this section we concentrate on structures
which are just embedded into the Tukey types, saving the known results for exact
structures for the next section.
That p-points have continuous Tukey reductions (recall Theorem 44) is heavily
used in the study of which structures embed into the Tukey types of p-points. It is
shown in Corollary 21 in [9] that every ≤T -chain of p-points on ω has cardinality
≤ c+. In fact, this is true for any type of ultrafilter which has canonical cofinal
maps, since in that case, there are only c many ultrafilters Tukey reducible to any
ultrafilter in the chain. Thus, by the theorems of Section 5, we have the following.
Fact 70. Let (C,≤T ) be any Tukey-increasing chain of ultrafilters from among
ultrafilters which are basically generated, stable ordered union ultrafilters, or Tukey
reducible to a p-point, or any sort of ultrafilter which has only c many ultrafilters
Tukey reducible to it. Then C has cardinality at most c+.
The following was proved by Dobrinen and Todorcevic, and independently by
Raghavan.
Theorem 71 (Dobrinen/Todorcˇevic´, Corollary 53 in [9]). Assuming CH, there is
a Tukey strictly increasing chain of p-points of order type c.
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Embeddings of antichains into the Tukey types of p-points has also been stud-
ied. The first fact we mention here follows immediately from continuous Tukey
reductions and the Hajnal Free Set Theorem.
Fact 72 (Dobrinen/Todorcˇevic´, Corollary 23 in [9]). Every family X of p-points on
ω of cardinality > c+ contains a subfamily Z ⊆ X of equal size such that U 6≤T V
whenever U 6= V are in Z.
In the next theorem, almost minimal assumptions are used to show that an-
tichains of maximal size embed into the Tukey types of p-points and furthermore,
into the Tukey types of selective ultrafilters.
Theorem 73 (Dobrinen/Todorcˇevic´, Theorem 44 in [9]).
(1) Assume cov(M ) = c. Then there are 2c pairwise Tukey incomparable selec-
tive ultrafilters.
(2) Assume d = u = c. Then there are 2c pairwise Tukey incomparable p-points.
The structure of the Tukey types of p-points turns out to embed interesting
configurations. For example, the diamond configuration embeds into the Tukey
types of p-points.
Theorem 74 (Dobrinen/Todorcˇevic´, Theorem 57 in [9]). Assuming Martin’s Ax-
iom, there is a p-point with two Tukey-incomparable Tukey predecessors, which in
turn have a common Tukey lower bound.
This section concludes with the known facts about ultrafilter on base set FIN.
Recall that these are not technically p-points, but are in fact analogues of selective
ultrafilters for the Milliken space. Hindman’s Theorem and the canonical maps
from Theorem 52are used to obtain the following structure theorem.
Theorem 75 (Dobrinen/Todorcˇevic´, Theorem 57 in [9]). Assuming CH, there is
a block-basic ultrafilter U on FIN such that Umin,max <T U and Umin and Umax are
Tukey incomparable.
Problem 76. If U is any block-basic ultrafilter, does it follow that U >T Umin,max?
The next section continues the investigation of structures which embed into the
Tukey types of p-points in fine-tuned manner.
7. Near the bottom of the Tukey hierarchy:
Initial structures and connections with Ramsey theory
The structure of the Tukey types of ultrafilters becomes completely clear, as does
the relationship between the Rudin-Keisler and Tukey reducibilities near the bottom
of the Tukey hierarchy. It is well-known that Ramsey ultrafilters are minimal in the
Rudin-Keisler hierarchy. In [27], Todorcˇevic´ showed that the analogous result holds
in the Tukey hierarchy. (As usual, we only consider nonprincipal ultrafilters, which
is why Ramsey ultrafilters are called minimal.) In fact, he proved a much finer
result, strengthening a previous result in [9] which showed that every ultrafilter
Tukey reducible to a Ramsey ultrafilter is basically generated. The following is an
equivalent re-statement of Theorem 24 in [27].
Theorem 77 (Todorcˇevic´, Theorem 24 in [27]). Let U be a Ramsey ultrafilter. If
V ≤T U , then either V is isomorphic to a Fubini iterate of U , or else V is principal.
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This theorem provides a sharp result relating Rudin-Keisler and Tukey reducibil-
ities with several important structural consequences. To begin, Theorem 77 shows
that the Tukey type of a Ramsey ultrafilter U consists exactly of the Rudin-Keisler
types of ultrafilters which are countable iterations of Fubini products of U . It also
follows that Ramsey ultrafilters are minimal in the Tukey hierarchy, since every
Fubini iterate of a Ramsey ultrafilter is Tukey equivalent to that ultrafilter (recall
Theorem 20) Since Fubini products of p-points are never p-points, we see that, up
to isomorphism, there is exactly one p-point in the Tukey type of U , namely U
itself. Todorcˇevic´’s proof makes essential use of continuous Tukey reductions for
p-points and a Ramsey-classification theorem of Pudla´k and Ro¨dl (see Theorem 78
below).
Given an ultrafilter U , we use the terminology initial Tukey structure below
U to refer to the structure of all Tukey types of nonprincipal ultrafilters Tukey
reducible to U . The above result then says that the initial Tukey structure below a
Ramsey ultrafilter is a singleton, consisting simply of the Tukey type of the Ramsey
ultrafilter itself.
We shall provide an outline of the proof of Theorem 77, as it is instructive
for gaining a feel for the sorts of proofs of the other theorems in this section.
The Ellentuck space is the triple ([ω]ω,⊆, r), where r is the finitization function.
Members X ∈ [ω]ω are considered as infinite increasing sequences of natural num-
bers, X = {x0, x1, x2, . . . }. For each n < ω, the n-th approximation to X is
rn(X) = {xi : i < n}; in particular, r0(X) = ∅. The basic open sets of the Ellen-
tuck topology are sets of the form [a,X ] = {Y ∈ [ω]ω : a ⊏ Y and Y ⊆ X}. Thus,
the Ellentuck topology is finer than the metric topology on [ω]ω.
The Ellentuck space satisfies the following important Ramsey property: When-
ever a subset X ⊆ [ω]ω has the property of Baire in the Ellentuck topology, then
that set is Ramsey, meaning that every open set contains a basic open set either
contained in X or else disjoint from X . Topological Ramsey spaces are topological
spaces which generalize the Ellentuck space in the sense that every subset with the
property of Baire is Ramsey. Rather than provide all relevant background here, we
refer the reader interested in general topological Ramsey spaces to [33].
A front on the Ellentuck space is a collection F ⊆ [ω]<ω such that (a) For each
X ∈ [ω]ω, there is an a ∈ F for which a ⊏ X ; and (b) For all a 6= b in F , a 6⊏ b.
A map ϕ from a front into ω is called irreducible if (a) ϕ is inner, meaning that
ϕ(a) ⊆ a for all a ∈ F ; and (b) ϕ is Nash-Williams, meaning that ϕ(a) 6⊏ ϕ(b)
for all a, b ∈ F such that ϕ(a) 6= ϕ(b). A barrier is a front which is also Sperner,
meaning that for all a 6= b in F , a is not a proper subset of b.
Given a front F and an X ∈ [ω]ω, we let F ↾ X denote {a ∈ F : a ⊆ X}.
Given an equivalence relation E on a barrier F , we say that an irreducible map ϕ
represents E on F ↾ X if for all a, b ∈ F ↾ X , we have a E b↔ ϕ(a) = ϕ(b).
The following theorem of Pudla´k and Ro¨dl is the basis for all subsequent canon-
ization theorems for fronts on general topological Ramsey spaces considered in the
papers [10] and [11].
Theorem 78 (Pudla´k/Ro¨dl, [26]). For any barrier F on the Ellentuck space and
any equivalence relation on F , there is an X ∈ [ω]ω and an irreducible map ϕ such
that the equivalence relation restricted to F ↾ X is represented by ϕ.
The proof of Theorem 77 proceeds as follows. Let U be a Ramsey ultrafilter
and let V ≤T U . Since U is in particular a p-point, there is a continuous cofinal
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map witnessing this Tukey reduction, say f : U → V . Since f is continuous, it
is generated by a monotone (level and initial segment preserving) finitary map
fˆ : [ω]<ω → [ω]<ω; that is, for each U ∈ U , f(U) =
⋃
k<ω fˆ(U ∩ k). For each
U ∈ U , take the minimal finite initial segment a ⊏ U for which fˆ(a) 6= ∅. The
collection of all such a form a front on U , denoted F . Now define the function
g : F → ω by g(a) = min(fˆ(a)). Then g induces an equivalence relation on F . It
follows from U being Ramsey that there is an X ∈ U and an irreducible function ϕ
which canonizes the equivalence relation induced by g on F ↾ X .
We now transfer the ultrafilter U on base set ω to an ultrafilter on base set F ↾ X
as follows. For each U ∈ U , let F ↾ U = {a ∈ F : a ⊆ U}. Since U is Ramsey,
it follows that the collection of sets F ↾ U , U ∈ U ↾ X , generates an ultrafilter on
base F ↾ X , denoted as U ↾ F ↾ X . One then proves that U ↾ F ↾ X is Tukey
equivalent to U and that g(U ↾ F ↾ X) is in fact equal to V . The fact that ϕ is
irreducible is then used to show that V is Rudin-Keisler equivalent to an iterated
Fubini power of U .
This concludes our sketch of the proof of Theorem 77. The proofs of the theorems
below follow this general outline, provided that there are Ramsey-classification the-
orems available for the topological Ramsey spaces associated with the given ultra-
filters. The discovery of the Ramsey-classification theorems for the new topological
Ramsey spaces referred to below was the key to finding the initial Tukey structures
of their associated ultrafilters. Because of space constraints, we do not give the
Ramsey-classification theorems here, but refer the interested reader to the relevant
papers.
Given Theorem 77, the most natural question to ask is whether Ramsey ultra-
filters are an anomaly, or whether similar theorems hold more generally for ultra-
filters which are Ramsey-like. Weakly Ramsey ultrafilters are the most reasonable
Ramsey-like ultrafilters on which to begin this line of investigation. Every weakly
Ramsey ultrafilter is Rudin-Keisler minimal above a Ramsey ultrafilter, as was
shown by Blass in [2]. In [20], Laflamme constructed σ-closed partial orders Pα,
1 ≤ α < ω1, which force weakly Ramsey ultrafilters (P1) and other rapid p-points
satisfying weak partition properties (Pα, 2 ≤ α < ω1). He proved that Pα forces
an ultrafilter with Rudin-Keisler predecessors forming exactly a decreasing chain
of order-type α + 1, the minimum ultrafilter being Ramsey. Moreover, he showed
that these forced ultrafilters have complete combinatorics, meaning that there are
some combinatorial statements such that any ultrafilter satisfying those statements
is forcing generic over HOD(R)V [G], where V [G] is the model obtained by Le´vy
collapsing a Mahlo cardinal to ℵ1 and HOD(R)V [G] denotes the model of all sets in
V [G] which are hereditarily definable from ordinals and members of R.
In [10] and [11], Dobrinen and Todorcˇevic´ extract the essential properties of
Laflamme’s forcings Pα, 1 ≤ α < ω1, and construct new topological Ramsey spaces
Rα forcing equivalent to Pα. Thus, for each 1 ≤ α < ω1, ultrafilters Uα associated
with the spaceRα satisfy all the same partition properties as Laflamme’s ultrafilters
forced by Pα. The fact that the Rα are topological Ramsey spaces puts at one’s
disposal the available abstract Ramsey theory from [33]. This is employed in [10]
and [11] to prove new Ramsey-classification theorems which generalize the Pudla´k-
Ro¨dl Theorem. These theorems are crucial for allowing one to applying ideas from
Todorcˇevic´’s original argument to the new topological spaces. The new Ramsey-
classification theorems are used to decode the Rudin-Keisler types within the Tukey
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types of the ultrafilters Uα. From this, the structure of the Tukey types of all
ultrafilters Tukey reducible to Uα is made clear. Though the Ramsey-classification
theorems are essential to this work, in keeping the focus of this paper on Tukey, we
refer the interested reader to the aforementioned papers.
We point out that topological Ramsey spaces provide precise understanding of
the mechanisms at work behind complete combinatorics. A theorem of Todorcˇevic´
(Theorem 4.9 in [12]) states that in the presence of a supercompact cardinal, an
ultrafilter on ω is selective if and only if it is generic for P(ω)/Fin over L(R).
Similar characterizations were recently shown for a large class of ultrafilters forming
a precise hierarchy above selective ultrafilters (see [10], [11], and [22]).
We now present an overview of the known initial Tukey structures. The follow-
ing shows that the initial Tukey structures for Laflamme’s ultrafilters are exactly
the same as the Rudin-Keisler structures which he found. The following theorem
combines Theorem 5.18 for U1 in [10] and Theorem 5.13 for Uα, 2 ≤ α < ω1, in
[10].
Theorem 79 (Dobrinen/Todorcˇevic´). Given 1 ≤ α < ω1, let Uα be an ultrafilter
associated with Rα. Then the initial structure of the Tukey below Uα is exactly a
decreasing chain of order type (α+ 1)∗.
We remark that the minimal Tukey type below Uα is that of a Ramsey ultrafilter.
Theorem 79 is actually a consequence of the fact that every Fubini iterate of
a rapid p-point is Tukey equivalent to itself and the following finer result, which
extends Theorem 77 above. Here we favor presenting a statement of the theorems
understandable from the background given in this survey rather than their full
strength. The reader is referred to the original papers for the strongest versions
of the following, given in Theorem 5.10 for U1 in [10] and Theorem 5.11 for Uα,
2 ≤ α < ω1, in [11].
Theorem 80 (Dobrinen/Todorcˇevic´). Let 1 ≤ α < ω1, and let V ≤T Uα. Then the
Tukey type of V consists precisely of the isomorphism classes of ultrafilters which
are iterated Fubini products of ultrafilters from among a fixed countable collection
of rapid p-points.
The rapid p-points in the previous theorem are exactly obtained from canonical
projection maps on ultrafilters from blocks in the Ramsey space Rα. The rapid
p-points inside the Tukey type of U1 form a Rudin-Keisler strictly increasing chain
of order-type ω. This extends an earlier result of Raghavan and Todorcˇevic´ in [27]
in which they constructed two p-points with the same Tukey class, one of which
is Rudin-Keisler strictly above the other. For 2 ≤ α < ω1, the structure of the
isomorphism types of the p-points in the Tukey type of Uα is more complex, but
is still understood precisely from the underlying tree structure and the canonical
equivalence relations. In particular, there are p-points in the Tukey type of U2
which are Rudin-Keisler incomparable, the first example of that kind. See [10] and
[11] for the details.
We conclude this survey with a couple more important open problems regarding
the Tukey theory of ultrafilters.
Recall that the proof of Theorem 75 shows that the generic filter for the forcing
notion (FIN[∞],≤∗) adjoins a block-basic ultrafilter U on FIN with the properties
stated in Theorem 36. On the other hand, as mentioned above, if there is a su-
percompact cardinal, then in particular, every block-basic ultrafilter U on FIN is
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generic over L(R) for the forcing notion (FIN[∞],≤∗). This leads us also to the
following related problem from [9].
Problem 81. Assume the existence of a supercompact cardinal. Let U be an
arbitrary block-basic ultrafilter on FIN. Show that the inner model L(R)[U ] has
exactly five Tukey types of ultrafilters on a countable index set.
We conclude with the following variant of Isbell’s Problem.
Problem 82. Is it possible to construct, without using extra axioms of set theory,
an ultrafilter U on ω whose Tukey type has cardinality continuum?
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