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Abstrat. Here, a separation theorem about Independent Subspae Analysis (ISA), a generalization of Independent
Component Analysis (ICA) is proven. Aording to the theorem, ISA estimation an be exeuted in two steps under
ertain onditions. In the rst step, 1-dimensional ICA estimation is exeuted. In the seond step, optimal permutation
of the ICA elements is searhed for. We present suient onditions for the ISA Separation Theorem. Namely, we
shall show that (i) elliptially symmetri soures, (ii) 2-dimensional soures invariant to 90
◦
rotation, among others,
satisfy the onditions of the theorem.
1 Introdution
Independent Component Analysis (ICA) [1,2℄ aims to reover linearly or non-linearly mixed independent and hidden
soures. There is a broad range of appliations for ICA, suh as blind soure separation and blind soure deonvolution
[3℄, feature extration [4℄, denoising [5℄. Partiular appliations inlude, e.g., the analysis of nanial data [6℄, data from
neurobiology, fMRI, EEG, and MEG (see, e.g., [7,8℄ and referenes therein). For a reent review on ICA see [9℄.
Original ICA algorithms are 1-dimensional in the sense that all soures are assumed to be independent real valued
stohasti variables. However, appliations where not all, but only ertain groups of the soures are independent may
have high relevane in pratie. In this ase, independent soures an be multi-dimensional. For example, onsider the
generalization of the oktail-party problem, where independent groups of people are talking about independent topis,
or that more than one group of musiians are playing at the party. The separation task requires an extension of ICA,
whih an be alled Independent Subspae Analysis (ISA) or, alternatively, Multi-Dimensional Independent Component
Analysis (MICA) [10,11℄. Throughout the paper, we shall use the former abbreviation. An important appliation for ISA
is, e.g., the proessing of EEG-fMRI data [12℄.
Eorts have been made to develop ISA algorithms [10,12,13,14,15,16,17℄. Related theoretial problems onern mostly
the estimation of entropy or mutual information. In this ontext, entropy estimation by Edgeworth expansion [12℄ has
been extended to more than 2 dimensions and has been used for lustering and mutual information testing [18℄. k-nearest
neighbors and geodesi spanning trees methods have been applied in [15℄ and [16℄ for the ISA problem. Other reent
approahes searh for independent subspaes via kernel methods [14℄ and joint blok diagonalization [17℄.
An important observation of previous omputer studies [10,19℄ is that general ISA solver algorithms are not more
eient, in fat, sometimes produe lower quality results than simple ICA algorithm superimposed with searhes for
the optimal permutation of the omponents. This observation led to the present theoretial work and to some omputer
studies that have been published elsewhere [20℄.
This tehnial report is onstruted as follows: In Setion 2 the ISA task is desribed. Setion 3 ontains our separation
theorem for the ISA task. Suient onditions for the theorem are provided in Setion 4. Conlusions are drawn in
Setion 5.
2 The ISA Model
2.1 The ISA Equations
The generative model of mixed independent multi-dimensional soures (Independent Subspae Analysis, ISA) is the
following. We assume that there are M piees of hidden d-dimensional soures (omponents): sm (m = 1, . . . ,M). The
linear transformation
z = As (1)
of their onatenated form
s :=
[
s1; . . . ; sM
]
(2)
is available for observation only. Here, the total dimension of the soures is D := d ·M and thus, s ∈ IRD, A ∈ IRD×D and
z ∈ IRD. In what follows, we shall assume that mixing matrix A is invertible. The ISA task is to estimate the unknown
matrix A (or its inverse, the so-alled separation matrix W) and the original soures by means of the observations z(t).
The speial ase of d = 1 orresponds to the ICA task.
2.2 The Whiteness Assumption and its Consequenes
Given our assumption on the invertibility of matrix A, we an assume without any loss of generality that both the soures
and the observation are white, that is,
E[s] = 0, E
[
ssT
]
= ID, (3)
E[z] = 0, E
[
zzT
]
= ID, (4)
where supersript T denotes transposition, ID is the D-dimensional identity matrix, E[·] denotes the expetation value
operator. It then follows that the mixing matrix A and thus the separation matrix W = A−1 are orthogonal:
ID = E
[
zzT
]
= AE
[
ssT
]
AT = AIDA
T = AAT . (5)
The ambiguity of the ISA task is dereased by Eqs. (3)(4): Now, soures are determined up to permutation and orthogonal
transformation of the subspaes belonging to the sm soures. For more details on this subjet, see [21℄.
2.3 The ISA Cost Funtion
The ISA task an be viewed as the minimization of mutual information between the estimated omponents:
min
W∈OD
I
(
y1, . . . ,yM
)
(6)
where y = Wz, y =
[
y1; . . . ;yM
]
and OD denotes the spae of the D ×D orthogonal matries. This ost funtion I is
equivalent to the minimization of the sum of d-dimensional entropies, beause
I
(
y1, . . . ,yM
)
=
M∑
m=1
H (ym)−H(y) (7)
=
M∑
m=1
H (ym)−H(Wz) (8)
=
M∑
m=1
H (ym)− (H(z) + ln(|det(W)|). (9)
Here, H is Shannon's (multi-dimensional) dierential entropy dened with logarithm of base e, |·| denotes absolute
value, `det' stands for determinant. In the seond equality, the y = Wz relation was exploited, and the
H(Wz) = H(z) + ln (|det(W)|) (10)
rule desribing transformation of the dierential entropy [22℄ was used. det(W) = 1 beause of the orthogonality of W,
so ln(|det(W)|) = 0. The H(z) term of the ost is onstant in W, therefore the ISA task is equivalent to the minimization
of the ost funtion
J(W) :=
M∑
m=1
H (ym) . (11)
3 The ISA Separation Theorem
The main result of this work is that the ISA task may be aomplished in two steps under ertain onditions. In the rst
step ICA is exeuted. The seond step is searh for the optimal permutation of the ICA omponents.
First, onsider the so alled Entropy Power Inequality (EPI)
e2H(
∑
L
i=1
ui) ≥
L∑
i=1
e2H(ui), (12)
where u1, . . . , uL ∈ IR denote ontinuous stohasti variables. This inequality holds for example, for independent ontin-
uous variables [22℄.
Let ‖·‖ denote the Eulidean norm. That is, for w ∈ IRL
‖w‖2 :=
L∑
i=1
w2i , (13)
where wi is the i
th
oordinate of vetor w. The surfae of the unit sphere in L dimensions shall be denoted by SL:
SL := {w ∈ IRL : ‖w‖ = 1}. (14)
If EPI is satised (on SL) then a further inequality holds:
Lemma 1. Suppose that ontinuous stohasti variables u1, . . . , uL ∈ IR satisfy the following inequality
e2H(
∑
L
i=1
wiui) ≥
L∑
i=1
e2H(wiui), ∀w ∈ SL. (15)
This inequality will be alled the w-EPI ondition. Then
H
(
L∑
i=1
wiui
)
≥
L∑
i=1
w2iH (ui) , ∀w ∈ SL. (16)
Note 1. w-EPI holds, for example, for independent variables ui, beause independene is not aeted by multipliation
with a onstant.
Proof. Assume that w ∈ SL. Applying ln on ondition (15), and using the monotoniity of the ln funtion, we an see
that the rst inequality is valid in the following inequality hain
2H
(
L∑
i=1
wiui
)
≥ ln
(
L∑
i=1
e2H(wiui)
)
= ln
(
L∑
i=1
e2H(ui) · w2i
)
≥
L∑
i=1
w2i · ln
(
e2H(ui)
)
=
L∑
i=1
w2i · 2H(ui). (17)
Then,
1. we used the relation [22℄:
H(wiui) = H(ui) + ln (|wi|) (18)
for the entropy of the transformed variable. Hene
e2H(wiui) = e2H(ui)+2 ln(|wi|) = e2H(ui) · e2 ln(|wi|) = e2H(ui) · w2i . (19)
2. In the seond inequality, we utilized the onavity of ln. ⊓⊔
Now we shall use Lemma 1 to proeed. The separation theorem will be a orollary of the following laim:
Proposition 1. Let y =
[
y1; . . . ;yM
]
= y(W) = Ws, where W ∈ OD, ym is the estimation of the mth omponent of
the ISA task. Let ymi be the i
th
oordinate of the mth omponent. Similarly, let smi stand for the i
th
oordinate of the mth
soure. Let us assume that the sm soures satisfy ondition (16). Then
M∑
m=1
d∑
i=1
H (ymi ) ≥
M∑
m=1
d∑
i=1
H (smi ) . (20)
Proof. Let us denote the (i, j)th element of matrix W by Wi,j . Coordinates of y and s will be denoted by yi and si,
respetively. Further, let G1, . . . ,GM denote the indies of the 1st, . . . ,M th subspaes, i.e., G1 := {1, . . . , d}, . . . ,GM :=
{D − d+ 1, . . . , D}. Now, writing the elements of the ith row of matrix multipliation y = Ws, we have
yi =
∑
j∈G1
Wi,jsj + . . .+
∑
j∈GM
Wi,jsj (21)
and thus,
H (yi) =
= H

∑
j∈G1
Wi,jsj + . . .+
∑
j∈GM
Wi,jsj


(22)
= H



∑
l∈G1
W 2i,l


1
2 ∑
j∈G1 Wi,jsj(∑
l∈G1 W
2
i,l
) 1
2
+ . . .+

∑
l∈GM
W 2i,l


1
2 ∑
j∈GM Wi,jsj(∑
l∈GM W
2
i,l
) 1
2

 (23)
≥

∑
l∈G1
W 2i,l

H


∑
j∈G1 Wi,jsj(∑
l∈G1 W
2
i,l
) 1
2

+ . . .+

∑
l∈GM
W 2i,l

H


∑
j∈GM Wi,jsj(∑
l∈GM W
2
i,l
) 1
2

 (24)
=

∑
l∈G1
W 2i,l

H

∑
j∈G1
Wi,j(∑
l∈G1 W
2
i,l
) 1
2
sj

+ . . .+

∑
l∈GM
W 2i,l

H

 ∑
j∈GM
Wi,j(∑
l∈GM W
2
i,l
) 1
2
sj

 (25)
≥

∑
l∈G1
W 2i,l

 ∑
j∈G1

 Wi,j(∑
l∈G1 W
2
i,l
) 1
2


2
H (sj) + . . .+

∑
l∈GM
W 2i,l

 ∑
j∈GM

 Wi,j(∑
l∈GM W
2
i,l
) 1
2


2
H (sj) (26)
=
∑
j∈G1
W 2i,jH (sj) + . . .+
∑
j∈GM
W 2i,jH (sj) (27)
The above steps an be justied as follows:
1. (22): Eq. (21) was inserted into the argument of H .
2. (23): New terms were added for Lemma 1.
3. (24): Soures sm are independent of eah other and this independene is preserved upon mixing within the subspaes,
and we ould also use Lemma 1, beause W is an orthogonal matrix.
4. (25): Nominators were transferred into the
∑
j terms.
5. (26): Variables sm satisfy ondition (16) aording to our assumptions.
6. (27): We simplied the expression after squaring.
Using this inequality, summing it for i, exhanging the order of the sums, and making use of the orthogonality of matrix
W, we have
D∑
i=1
H(yi) ≥
D∑
i=1

∑
j∈G1
W 2i,jH (sj) + . . .+
∑
j∈GM
W 2i,jH (sj)


(28)
=
∑
j∈G1
(
D∑
i=1
W 2i,j
)
H (sj) + . . .+
∑
j∈GM
(
D∑
i=1
W 2i,j
)
H (sj) (29)
=
D∑
j=1
H(sj). (30)
⊓⊔
Note 2. The proof holds for subspaes with dierent dimensions. This is also true for the following theorem.
Having this proposition, now we present our main theorem.
Theorem 1 (Separation Theorem for ISA). Presume that the sm soures of the ISA model satisfy ondition (16),
and that the ICA ost funtion J(W) =
∑M
m=1
∑d
i=1H(y
m
i ) has a minimum W ∈ OD. Then it is suient to searh for
the minimum of the ISA task as a permutation of the solution of the ICA task. Using the onept of separation matries,
it is suient to explore forms
WISA = PWICA, (31)
where P
(∈ IRD×D) is a permutation matrix to be determined.
Proof. ICA minimizes the l.h.s. of Eq. (20), that is, it minimizes
∑M
m=1
∑d
i=1H (y
m
i ). The set of minima is invariant
to permutations and to hanges of the signs. Also, aording to Proposition 1, {smi }, i.e., the sm oordinates of the
omponents of the solution of the ISA task belong to the set of the minima.
4 Suient Conditions of the Separation Theorem
In the separation theorem, we assumed that relation (16) is fullled for the sm soures. Here, we shall provide suient
onditions when this inequality is fullled.
4.1 w-EPI
Aording to Lemma 1, if the w-EPI property [i.e., (15)℄ holds for soures sm, then inequality (16) holds, too.
4.2 Elliptially Symmetri Soures
A stohasti variable is elliptially symmetri, or elliptial, for short, if its density funtion  whih exists under mild
onditions  is onstant on ellipti surfaes.
1
We shall show that (16) as well as the stronger (15) w-EPI relations are
fullled. We need ertain denitions and some basi features to prove the above statement. Thus, below we shall elaborate
on spherial (spherially symmetri) and elliptially symmetri stohasti variables [23,24℄.
Basi Denitions
Denition 1. (Charateristi funtion) The harateristi funtion of stohasti variable v ∈ IRd is dened by the map-
ping
IRd ∋ t 7→ ϕv(t) := E[exp(itTv)], (32)
where i =
√−1 and exp is the exponential funtion.
Spherially symmetri variables an be introdued in dierent ways that, together, provide the view that we need
here.
Denition 2 (Spherially symmetri variable around µ). A stohasti variable v ∈ IRd is alled spherially sym-
metri around µ, if:
1. its density funtion is not modied by any rotation around µ. Formally, if
v − µ distr= O (v − µ) , ∀O ∈ Od, (33)
where
distr
= denotes equality in distribution.
2. its harateristi funtion with some φ : [0,∞)→ IR assumes the following form
ϕv−µ(t) = φ
(
tT t
)
. (34)
Funtion φ is alled the harateristi generator of v.
1
They are often alled elliptially ontoured stohasti variables.
3. it has the following stohasti representation
v
distr
= µ+ ru(d), (35)
where
(a) µ ∈ IRd: is a onstant vetor,
(b) u(d): is a stohasti variable of uniform distribution over Sd,
() r: is a non-negative salar stohasti variable, whih is independent of u(d).
We shall make use of the following well-known property of spherially symmetri variables:
Proposition 2. Let v denote a d-dimensional variable, whih is spherially symmetri around µ. Then the projetion of
v − µ onto lines through the origin have idential univariate distribution.
Ane transforms of spherially symmetri variables take us to the onept of elliptially symmetri variables. We shall
be interested in the ase, when the ane transformation is bijetive. Then the following denitions are equivalent:
Denition 3 (Elliptially symmetri variable around µ). A stohasti variable e ∈ IRd is alled elliptially sym-
metri around µ, if:
1. there exists µ ∈ IRd and an invertible Λ ∈ IRd×d suh that
e = µ+Λv, (36)
where v is a d-dimensional stohasti variable, whih is spherially symmetri around 0. In this ase, the harateristi
funtion of e is
ϕe(t) = exp
(
itTµ
)
φv
(
tTΣt
)
, (37)
where Σ := ΛΛT and φv is the harateristi funtion of v.
2. there exists vetor µ ∈ IRd, positive denite symmetri matrix Σ ∈ IRd×d, and funtion φ : [0,∞)→ IR suh, that the
harateristi funtion of e− µ is
ϕe−µ(t) = φ
(
tTΣt
)
. (38)
This property will be denoted as e ∼ Ed(µ,Σ, φ). φ will be alled the harateristi generator of variable e.
3. e has stohasti representation of the form
e
distr
= µ+ rΛu(d) (39)
where Λ ∈ IRd×d is an invertible matrix and
(a) µ ∈ IRd: is a onstant vetor,
(b) u(d): stohasti variable with uniform distribution on Sd,
() r: non-negative salar stohasti variable, whih is independent from u(d).
Here: µ, Σ, and r are alled the loation vetor, the dispersion matrix, and the generating variate, respetively.
Basi Properties Here, we list important properties of an ellipti variable e ∼ Ed(µ,Σ, φ).
1. Density funtion: if e has a density funtion, then it assumes the form
fe(x) = |Λ|−
1
2 · g
(
(x− µ)T Λ−1 (x− µ)
)
, x 6= µ (40)
where ∫ ∞
0
pi
d
2
Γ
(
d
2
) t d2−1g(t)dt = 1 (41)
and g : [0,∞)→ IR is a non-negative funtion. Here, Γ denotes the gamma funtion dened as
Γ (a) :=
∫ ∞
0
ta exp(−t)dt (a > 0). (42)
One an show that ondition (41) on g is neessary and suient for making (40) a density funtion. For the existene
of the density funtion it is suient if variable r is absolutely ontinuous. Then funtion g has an expliit form, see
[24℄.
2. Momenta: we onsider the expetation value and the variane
V ar[e] := E
[
(e− E[e]) (e− E[e])T
]
(43)
of variable e. They exist i the respetive momenta of r are nite. Then, supposing that E
[
r2
]
is nite, we have
E[e] = µ (44)
V ar[e] =
E[r2]
d
Σ = −φ′(0)Σ. (45)
In what follows, we assume that E
[
r2
]
is nite.
Elliptial Soures Now we are ready to laim the following theorem.
Proposition 3. Elliptial soures sm (m = 1, . . . ,M) with nite ovarianes satisfy ondition (16) of the ISA separation
theorem. Further, they satisfy w-EPI (with equality).
Proof. Here, we show that the w-EPI property is fullled with equality. Let sm ∼ Ed(µ
m,Σm, φm) (m = 1, . . . ,M)
denote elliptial soures. Let us normalize eah of them as
y 7→ (Σm)− 12 (y − µm) . (46)
So, it is satisfatory to prove this proposition for spherially symmetri soures. In what follows, sm denotes these
spherially symmetri soures. Aording to (44)(45), spherially symmetri soures sm have zero expetation values
and up to a onstant multiplier they also have identity ovariane matries:
E[sm] = 0, (47)
V ar[sm] = cm · Id. (48)
Note that our onstraint on the ISA task, namely that ovariane matries of the sm soures should be equal to Id, is
fullled up to onstant multipliers.
Let Pw denote the projetion to straight line with diretion w ∈ Sd, whih rosses the origin, i.e.,
Pw : IR
d ∋ u 7→
d∑
i=1
wiui ∈ IR. (49)
In partiular, if w is hosen as the anonial basis vetor ei (all omponents are 0, exept the i
th
omponent, whih
is equal to 1), then
Pei(u) = ui. (50)
In this interpretation, (15) and w-EPI are onerned with the entropies of the projetions of the dierent soures onto
straight lines rossing the origin. The l.h.s. projets to w, whereas the r.h.s. projets to the anonial basis vetors. Let
u denote an arbitrary soure, i.e., u := sm. Aording to Proposition 2, distribution of the spherial u is the same for all
suh projetions and thus its entropy is idential. That is,
d∑
i=1
wiui
distr
= u1
distr
= . . .
distr
= ud, ∀w ∈ Sd, (51)
H
(
d∑
i=1
wiui
)
= H (u1) = . . . = H (ud) , ∀w ∈ Sd. (52)
Thus:
 l.h.s. of w-EPI: e2H(u1).
 r.h.s. of w-EPI:
d∑
i=1
e2H(wiui) =
d∑
i=1
e2H(ui) · w2i = e2H(u1)
d∑
i=1
w2i = e
2H(u1) · 1 = e2H(u1) (53)
At the rst step, we used identity (19) for eah of the terms. At the seond step, (52) was utilized. Then term eH(u1)
was pulled out and we took into aount that w ∈ Sd.
⊓⊔
Note 3. We note that soures of spherially symmetri distribution have already been used in the ontext of ISA in
[11℄. In that work, a generative model was assumed. Aording to the assumption, the distribution of the norms of
sample projetions to the subspaes were independent. This way, the task was restrited to spherially symmetri soure
distributions, whih is a speial ase of the general ISA task.
4.3 Soures Invariant to 90◦ Rotation
In the previous setion, we have seen that the ase of elliptial sm soures an be redued to the spherial ase2, and that
spherial variables are invariant to orthogonal transformations [see Eq. (33)℄. For mixtures of 2-dimensional omponents
(d = 2), muh milder ondition, invariane to 90◦ rotation, sues. First, we observe that:
Note 4. In the ISA separation theorem, it is suient if some orthogonal transformation of the sm soures, Cmsm
(Cm ∈ Od) satisfy the ondition (16). In this ase, the Cmsm variables are extrated by the permutation searh after the
ICA transformation. Beause the ISA identiation has ambiguities up to orthogonal transformation in the respetive
subspaes, this is suitable. In other words, for the ISA identiation the existene of an Orthonormal Basis (ONB) for
eah u := sm ∈ IRd omponents is suient, on whih the
h : IRd ∋ w 7→ H [〈w,u〉] (54)
funtion takes its minimum. (Here, the 〈w,u〉 :=∑di=1 wiui stohasti variable is the projetion of u to the diretion w.)
In this ase, the entropy inequality (16) is met with equality on the elements of the ONB.
Now we present our theorem onerning to the d = 2 ase.
Theorem 2. Let us suppose, that the density funtion f of stohasti variable u = (u1, u2)(= s
m) ∈ IR2 exhibits the
invariane
f(u1, u2) = f(−u2, u1) = f(−u1,−u2) = f(u2,−u1)
(∀u ∈ IR2) , (55)
that is, it is invariant to 90◦ rotation. If funtion h(w) = H [〈w,u〉] has minimum on the set {w ≥ 0} ∩ S2, it also has
minimum on an ONB.
3
Consequently, the ISA task an be identied by the use of the separation theorem.
Proof. Let
R :=
[
0 −1
1 0
]
(56)
denote the matrix of 90◦ w rotation. Let w ∈ S2. 〈w,u〉 ∈ IR is the projetion of variable u onto w. The value of the
density funtion of the stohasti variable 〈w,u〉 in t ∈ IR (we move t in diretion w) an be alulated by integration
starting from the point wt, in diretion perpendiular to w
fy=y(w)=〈w,u〉(t) =
∫
w⊥
f(wt+ z)dz. (57)
Using the supposed invariane of f and the relation (57) we have
fy(w) = fy(Rw) = fy(R2w) = fy(R3w), (58)
where `=' denotes the equality of funtions. Consequently, it is enough to optimize h on the set {w ≥ 0}. Let wmin be
the minimum of funtion h on the set S2 ∩ {w ≥ 0}. Aording to Eq. (58), h takes onstant and minimal values in the
{wmin,Rwmin,R2wmin,R3wmin}
points. {vmin,Rvmin} is a suitable ONB in Note 4. ⊓⊔
2
Non-singular ane transformation an be freely performed on the soures beause of the detailed ambiguities of the ISA task.
3
Relation w ≥ 0 onerns eah oordinates.
Note 5. A speial ase of the requirement (55) is invariane to permutation and sign hanges, that is
f(±u1,±u2) = f(±u2,±u1). (59)
In other words, there exists a funtion g : IR2 → IR, whih is symmetri in its variables and
f(u) = g(|u1|, |u2|). (60)
The domain of the theorem inludes
1. the formerly presented spherial variables,
2. or more generally, variables with density funtion of the form
f(u) = g
(∑
i
|ui|p
)
(p > 0). (61)
In the literature essentially these variables are alled Lp-norm spherials (for p > 1). Here, we use the Lp-norm
spherial denomination in a slightly extended way, for p > 0.
4.4 Takano's Dependeny Criterion
We have seen that the w-EPI property is suient for the ISA separation theorem. In [25℄, suient ondition is provided
to satisfy the EPI ondition. The ondition is based on the dependenies of the variables and it onerns the 2-dimensional
ase. The onstraint of d = 2 may be generalized to higher dimensions. We are not aware of suh generalizations.
We note, however, that w-EPI requires that EPI be satised on the surfae of the unit sphere. Thus it is satisfatory
to onsider the intersetion of the onditions detailed in [25℄ on surfae of the unit sphere.
4.5 Summary of Suient Conditions
Here, we summarize the presented suient onditions of the ISA separation theorem. We have proven, that the require-
ment desribed by Eq. (16) for the sm soures is suient for the theorem. This holds if the (15) w-EPI ondition is
fullled. The stronger w-EPI is valid for
1. soures satisfying Takano's weak dependeny riterion,
2. spherial soures (with equality),
3. soures invariant to 90◦ rotation (for d = 2). Speially, (i) variables invariant to permutation and sign hanges, and
(ii)Lp-norm spherial variables belong to this family.
These results are summarized shematially in Table 1.
5 Conlusions
In this paper a separation theorem was presented for the Independent Subspae Analysis (ISA) problem. If the onditions
of the theorem are satised then the ISA task an be solved in 2 steps. The rst step is onerned with the searh
for 1-dimensional independent omponents. The seond step orresponds to a ombinatorial problem, the searh for the
optimal permutation. We have shown that elliptially symmetri soures satisfy the onditions of the theorem. In ase
of 2-dimensional soures (d = 2) invariane to 90◦ rotation, or the Takano's dependeny riterion is suient for the
separation.
These results underline our experienes that the presented 2 step proedure for solving the ISA task may produe
higher quality subspaes than sophistiated searh algorithms [15℄.
Finally we mention that the possibility of this two step proedure was rst noted in [10℄.
Table 1. Suient onditions for the separation theorem.
invariane to 90
◦
rotation (d = 2)
(with = for a suitable ONB)

speially
X
X
X
X
X
X
X
X
X
++XXXX
X
X
X
X
X
invariane to sign and permutation
speially

Lp-norm spherial (p > 0)
Takano's dependeny
(d = 2)
+3
w-EPI

spherial symmetry (or elliptial)
(with = for all w ∈ Sd)ks
generalization for d = 2
OO
Equation (16): suient
for the Separation Theorem
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