Topological phases of matter are the center of much current interest, with promising potential applications in, e.g., topologically-protected transport and quantum computing. Traditionally such states are prepared by tuning the system Hamiltonian while coupling it to a generic bath at very low temperatures; This approach is often ineffective, especially in cold-atom systems. It was recently shown that topological phases can emerge much more efficiently even in the absence of a Hamiltonian, by properly engineering the interaction of the system with its environment, to directly drive the system into the desired state. Here we concentrate on dissipatively-induced 2D Chern insulator (lattice quantum Hall) states. We employ open quantum systems tools to explore their transport properties, such as persistent currents and the conductance in the steady state, in the presence of various Hamiltonians. We find that, in contrast with equilibrium systems, the usual relation between the Chern topological number and the Hall conductance is broken. We explore the intriguing edge behaviors and elucidate under which conditions the Hall conductance is quantized.
I. INTRODUCTION
The adverse affects of a dissipative environment or bath on a quantum system coupled to it are well-known: Processes of decay and decoherence lead to a degradation of the desired quantum state and shortening of its coherence time [1, 2] . For these reasons, a prime goal of quantum device engineering is to mitigate those effects, mainly by trying to reduce the system-bath interaction strength. However, it has been realized that an engineered dissipative interaction to an external bath can possibly be exploited, in order to reliably prepare interesting non-trivial quantum states in open systems; This approach has recently been brought to many-body systems [3] [4] [5] [6] [7] [8] [9] . This is typically done by tailoring the bath interaction such that the required quantum state would emerge as a unique steady state solution to the open quantum (Lindblad [10] ) master equation, independent of the initial conditions. If the sought after state is represented by the density matrix ρ D , one would aim to manipulate the system-bath coupling such that ρ D is a "dark state" of the dynamical evolution of the open system, i.e.,
This idea of dissipative preparation contrasts the conventional Hamiltonian approach, that heavily relies on reaching sufficiently low temperatures to attain the interesting properties of the desired quantum ground state. This approach might prove ineffective in some cases. Of particular interest is the case of quantum simulators implemented using ultra-cold atomic gases [11, 12] , where equilibrium at low temperatures compared to the trapping potential energy scale is experimentally challenging to achieve. A dissipative preparation scheme, albeit with its own challenges and complexities, may circumvent such issues, as the accuracy of the final state will be determined solely by the degree of control one has on the details of the engineered bath coupling.
Topologically non-trivial phases of matter [13] have been at the forefront of condensed matter physics during the last several decades, since the discovery of the integer and fractional quantum Hall effects [14, 15] . The more recently discovered topological insulators [16] [17] [18] , superconductors [19, 20] , and semimetals [21] have opened the door to novel exciting possibilities, e.g., topologically protected quantum computing [22] . The idea of employing the engineered bath interactions scheme to stabilize a topologically ordered ground state has already received some attention in recent years [9, [23] [24] [25] [26] [27] [28] [29] [30] [31] .
We focus on the 2D Chern insulator phase discussed in Ref. [31] , stabilized by employing purely dissipative dynamics of Lindblad type, i.e., the master equation describing the evolution of the system density matrix ρ,
has the Hamiltonian H = 0, and where D is the engineered dissipator super-operator acting on ρ. This work addresses the effects of including H = 0 in the Lindblad dynamics (2). This step is crucial, as it allows one to define current operators in the system, such that transport properties of the dissipative state may be explored. These properties, e.g, the Hall conductance, are the hallmark of the well-known equilibrium counterpart of this phase, and as such are important in characterizing the engineered state. We will show that although the dissipatively engineered states could be arbitrarily close to equilibrium quantum Hall states, they do not always present the same transport features. These depend on the details of the coherent dynamics, the relative amplitude of those dynamics compared to the dissipation energy scale, and on the implementation of artificial fields within the dissipative scheme. The rest of the paper is organized as follows. In Sec. II we briefly introduce the dissipative scheme developed in [31] . We introduce the Hamiltonian dynamics, and the tools required to analyze the steady state in its presence in Sec. III. This step enables us to discuss the persistent steady state currents that develop for different classes of Hamiltonians in Sec. IV. Then, the electric conductance response is calculated in Sec. V for the different cases, and compared with the known results for the equilibrium scenario. Finally, we summarize our findings and conclusions in Sec. VI.
II. DISSIPATIVELY INDUCED TOPOLOGICAL STATE
In this section, we recapitulate the dissipative recipe presented in Ref. [31] to realize a dissipative lattice integer quantum Hall state. The main components in the scheme are illustrated in Fig. 1 . Consider the HarperHofstadter model [32, 33] , describing nearest-neighbor hopping on a two-dimensional square lattice pierced by a magnetic flux, which we will use as a reference in the construction below,
lx,ly e ilx2πα a lx,ly+1 + a lx+1,ly + h.c. ,
with a lx,ly a fermionic annihilation operator on the site (l x , l y ), t ref the hopping strength, and α is the magnetic flux per plaquette in units of flux quantum, introduced using the Peierels substitution. α is assumed to be a rational fraction α = p q (with p, q, integers with no common factor). The Hamiltonian (3) is diagonalized by moving to two-dimensional momentum space,
with k the two-dimensional momentum, and λ = 1, 2, ..., q the band index. The spectrum obtained for α = 1 7 with periodic boundary conditions along one direction is shown in Fig. 2(a) , where the distinct bands are apparent, as well as the edge state spectrum.
The goal of the construction of [31] is to achieve a state as close as possible to the ground state of the reference Hamiltonian with chemical potential in the first gap (i.e., the lowest band completely filled and all the other bands completely empty) by purely dissipative dynamics. For that we introduce a different Hamiltonian, built using the matrix elements of the Hofstadter reference Hamiltonian (3),
describing a coupling of the lattice fermions a to an additional fermionic species b (e.g., a different hyperfine state). A discussion regarding the cold-atom implementation for this Hamiltonian is presented in [31] , and is based on previous constructions suggested in Refs. [34, 35] . In the eigenbasis of the reference Hamiltonian we obtain
with k,λ now proportional to t diss instead of t ref .
We assume that, in the cold-atom implementation, the b particles are not trapped by the confining potential in the direction perpendicular to the 2D optical lattice, and escape to infinity. Treating them as a "bath" for the trapped lattice particles, we can integrate them out, and arrive at a contribution to the Lindblad master equation for the density matrix of the a particles,
Calculation of the rate γ out k,λ can be done using Fermi's golden rule [36] , to find
with ν 0 , the density of available b-states, taken constant [31] . We thus define a typical dissipative scale for the system,
The implication of (8) is that given a flat band, i.e., k,λ = 0 for one value of λ, it is possible to fine-tune µ * such that the depletion rate goes to zero for that particular band alone. The system will exponentially decay into a state where the finely-tuned flat band is the only occupied band, with its occupancy depending on the initial state of the lattice filling. This is analogous to a low temperature equilibrium scenario where the chemical potential lies in a gap between bands.
Since a topologically non-trivial (non-zero Chern number) exactly flat-band in a finite-range hopping Hamiltonian, separated by a finite gap from the other bands, is not possible [37, 38] , we consider a band which is nearly flat, i.e., with a width much smaller compared to its minimal distance to the other bands. Then, a very small value of γ out k,λ for that particular band is attainable. We now introduce another ingredient to the dissipative scheme, a global filling reservoir, replenishing all bands at a rate γ in . The full master equation now reads
The steady-state band occupation numbers, n k,λ = Tr ρa † k,λ a k,λ can now be calculated,
Given the values of the maximal rate for the bottom band, max γ out k,1 , and the minimal one for the next (closest) band min γ out k,2 , an optimal choice of the tunable refilling rate, such that n k,1 ∼ 1 and n k,λ>1 ∼ 0 is thus
Fig. 2(b) shows an example of results for this scheme, where we have properly tuned µ * and γ in , and achieved almost completely full or empty occupation of the lower band or upper bands, respectively. This mixed state is not only very close to the pure ground state of the reference Hamiltonian, but also shares with it the value -1 of the topological index, the Chern number [31] . , Lx = Ly = 301, periodic boundary conditions along the y direction, and open boundary conditions in the x direction (cylindrical geometry).
III. INTRODUCING HAMILTONIAN DYNAMICS
We now consider adding some coherent dynamics to the a particles which live on the lattice. This will modify the master equation (2), since if H = 0, one must include the commutator term between the Hamiltonian and the density matrix. In this work, we explore the consequences of two kinds of hopping Hamiltonians,
where H comp is compatible with the dissipative interaction Hamiltonian, i.e., it has the dynamics of particles hopping on a square lattice with the same flux α as before, and H inc is a simple nearest-neighbor hopping Hamiltonian which is incompatible. First, we want to understand how the presence of either (13) or (14) affects the steady state we arrived at using the engineered dissipative scheme. We notice right away that the steady state solution for ρ with H = 0 commutes with H comp , since it is diagonal in the same k, λ basis as γ out . As a result, Eq. (11) holds exactly even for a nonzero compatible Hamiltonian H = H comp . Conversely, if H = H inc the steady state can be much different than (11) , depending on the ratio 
in opt . For all plots we used α = 1 7 , Lx = Ly = 140, and the same cylindrical geometry as in Fig. 2 .
gle particle density matrix, whose eigenstates are the occupation numbers n k,λ ,
This requires us to solve a Sylvester-type matrix equation (see Appendix A for details)
with h, γ in , and γ out the single-particle matrices corresponding to H, γ in , and γ out , respectively. We find that the engineered nearly-pure steady state deteriorates with increasing t inc . As shown in Fig. 3 , the incompatibility of the Hamiltonian requires one to use a faster refilling rate γ in to maintain the high occupation of the bottom band. This in turn leads to non-negligible occupation of the higher energy levels, deviating from the desired state. This phenomenon becomes significant at about t inc ∼ 0.1γ 0 , i.e., when the Hamiltonian is no longer negligible compared to the dissipative energy scale. We note that the gap in the spectrum of P (purity gap) is still finite, and the associated Chern number retains its value of -1 [31] .
IV. PERSISTENT CURRENTS
Including an Hamiltonian for the a species finally allows us to define a sensible current operator in the system, by looking at the time evolution of the local particle density expectation value n lx,ly (t) ≡ Tr ρ (t) a † lx,ly a lx,ly (see Appendix B for the full derivation). Using the master equation (2) for the evolution of the density matrix, one can separate the local change in particle number to a coherent contributionṅ H and a dissipative partṅ
The coherent part, controlled by the [H, ρ] term in the master equation, must obey a continuity equation involving the particle current,ṅ H + ∇ · j = 0, where (∇·) is a lattice version of the divergence operator, or more explicitly, n (18) By examining the expression forṅ H , which depends on the details of the Hamiltonian, one can extract and define a proper current operator. As shown in Appendix B, the steady state expectation values of the current are fully given in terms of elements of P , so no further complicated calculations are required in order to obtain them. Since in the steady state d dt n = 0, the dissipative steady state contribution can be calculated from the divergence of the current,ṅ D = −ṅ H = ∇ · j, and can be decomposed into incoming and outgoing terms,
which are proportional to the single particle matrix elements of γ in and γ out , respectively (see Appendix B). We present our results below for the different classes of Hamiltonian we have considered.
A. Compatible hopping
The expectation value of the electric current operator in the different directions is given in terms of elements of the P matrix by (Appendix B) j x lx,ly = it comp P lx+1,ly;lx,ly − P lx,ly;lx+1,ly ,
j y lx,ly = it comp e ilx2πα P lx,ly+1;lx,ly − e −ilx2πα P lx,ly;lx,ly+1 .
(20b) Since P itself is not affected by the presence of the Hamiltonian, the normalized current j µ lx,ly tcomp is completely independent of t comp . As shown in Fig. 4 , we find chiral currents strongly localized near the edges, much like in the ground state of the equilibrium quantum Hall effect. We note that the current in this compatible case is divergence-free, as expected for a chiral edge mode. As a consequence, the dissipative currentṅ D ∝ ∇ · j is zero, signaling a zero local net flux of particles into or out of the baths.
FIG. 4.
The current distribution calculated in a square geometry. Each arrow is proportional to the current density vector at the corresponding lattice site. We used α = 1 7 , Lx = Ly = 70, and the optimal values for µ * and γ in . Localization of a chiral edge mode is visible. Inset: calculation with a cylindrical geometry (periodic boundaries along the y axis) of j y lx = ly j y lx,ly , using the same parameters, except for Lx = Ly = 140.
B. Incompatible hopping
In the case of the hopping Hamiltonian (14), the current is similarly given by j x lx,ly = it inc P lx+1,ly;lx,ly − P lx,ly;lx+1,ly , (21a) j y lx,ly = it inc P lx,ly+1;lx,ly − P lx,ly;lx,ly+1 .
We find that the steady state currents which develop in the system in such a scenario are completely different than those of the compatible Hamiltonian, as we show in Fig. 5 . The current is not localized near the edges, but rather flows along the y direction with a structure whose periodicity is determined by the value of α. The current trajectories terminate at the system edges where they appear to backscatter through a net flux of a particles leaving and re-enetering the system at nearby lattice sites. This manifests as a finite spatially oscillating dissipative currentṅ D at the edges. This result seems to be somewhat peculiar at first, since the current in the system appears to prefer one direction (y) over the other (x). This can only be accounted for by the phase factors appearing in the dissipative Hamiltonian, Eq. (5), which imply the choice of gauge for the vector potential A = (0, Bx, 0), with B the magnetic field, which we refer to as the Landau gauge. Changing this choice of gauge affects the resultant currents. This is of course not a violation of gauge invariance: A gauge transformation would modify both H diss and H, whereas here we incorporate the "magnetic phase" using different choices of A only in H diss . As an example, in Fig. 6 we make use of the symmetric gauge choice A = (−By/2, Bx/2, 0). The current pattern which emerges now has circulating currents around plaquettes with the size q × q.
Qualitatively, the current patterns do not change appreciably as t inc increases beyond the t inc γ 0 limit. What we observe is a steep decline in the amplitude of the normalized current j tinc as t inc becomes comparable to the dissipative scale γ 0 . This is understood by the depletion of current carriers in the system as the steady state occupation deteriorates, and is compensated by sufficiently increasing the value of the refilling rate γ in .
V. CONDUCTANCE
One of the most remarkable properties of the quantum Hall ground state is its exactly quantized transverse electrical conductance. In order to reveal the response and transport properties of the dissipatively prepared state, we introduce a small perturbation to the Hamiltonian, playing the role of voltage bias along the x direction, applied on parts of the system which will serve as leads,
with V the applied voltage difference, and L lead is the size of the leads. The exact value of L lead was numerically verified to have only a negligible effect on the conductance, as long as it is small enough compared to L x , and larger than the few-site width of the edge regions, which can be inferred from Figs. 4-6. An alternative way to define the conductance, using a perturbation which describes a constant electric field along the system is briefly described in Appendix C, and produced very similar results.
As we are only interested in the linear response regime, we calculate the first-order change in the occupation numbers matrix δP due to a finite value of V , which amounts to solving another matrix Sylvester equation,
with P 0 the solution of Eq. (16) without the voltage leads, and δh is the single particle matrix corresponding to δH. We calculate the modification of the values of the current due to this perturbation, δj µ lx,ly = j µ lx,ly (P → P + δP )−j µ lx,ly (P ), and find the conductance by summing over all the lattice sites,
Eq. (22) corresponds to a choice of V x = V and V y = 0. Similarly to the previous section, we discuss our findings separately for the two possible Hamiltonian classes.
A. Compatible hopping
Unlike our discussion regarding the persistent currents, it is clear from Eq. (23) that even in the compatible case, the relative amplitude of the hopping Hamiltonian, as compared to dissipation rate, may play an important role. We indeed find two regimes for the conductance in our system, corresponding to currents flows near system edges in a similar fashion (Fig.  7b,c) .
In the large tcomp γ 0 case, which we refer to as the Hamiltonian regime, we observe quantum-Hall-like behavior, namely the quantization of the transverse response in accordance with the topological Chern number associated with the steady-state density matrix, which is equal to the one associated with the lowest band of H diss [31] , alongside a vanishing longitudinal response with increasing t comp .
In the opposite limit, the dissipative regime, both transverse and longitudinal responses are small, and increase as t comp becomes larger. While G xx grows linearly with tcomp γ 0 , the transverse conductance G yx is proportional to tcomp γ 0
2
. To understand why the linear contribution to G yx vanishes, although the current itself is proportional to t comp , one must examine the h = 0 limit of Eq. (23) . Performing a Fourier transform of all the fermionic operators in the system with respect to the y direction, a lx,ly ∼ ky e ikyly a lx,ky , one finds that in this basis the matrices γ in + γ out , P 0 , and δh are purely real, which would make δP in this limit purely , L lead = 7, and tcomp = 100γ 0 .
imaginary. Since δP is hermitian, its diagonal elements a † lx,ky a lx,ky vanish. But j y is composed of exactly these vanishing averages. Hence G yx is zero to first order in tcomp γ 0 . We have also investigated how the quantized conductance (in the Hamiltonian regime) changes when the parameters controlling the dissipative scheme, i.e., µ * and γ in , are modified, and do not assume their optimal values. We find that a precise tuning of µ * is required for the nearly precise quantization (Fig. 8a) , and that a small deviation from the optimal value deteriorates G yx significantly. This is because µ * should be tuned to minimize γ out k,1 , such that the λ = 1 band would be nearly filled in the steady state. Once µ * is detuned away from the middle of the first band, this band will always be partially filled (unless we increase γ in to the point that higher bands are no longer nearly empty). In contrast, the transverse response is somewhat less sensitive to changes in γ in , and we find that only changes of order of magnitude have an appreciable effect ( Fig. 8b) : A small change of the refilling rate does little to change the occupation of the different bands, leading to small deviations from the quantized value.
B. Incompatible hopping
Similarly to what we have seen for the steady state persistent currents, things change when one has an Hamiltonian incompatible with the magnetic flux in (5) . Whereas in the dissipative regime with t inc γ 0 the conductance features similar dependence on , L lead = 7, and the optimal values for µ * and γ in .
tized value for G yx , see Fig. 9 . Again, this should not be surprising, as we have already seen that a large t inc negates our ability to manipulate the particles into the desired dissipatively engineered steady state, which possesses some QHE-like features. We note that in the dissipative regime, the current distribution is also indistinguishable from the behavior for the compatible Hamiltonian, e.g. , Fig 7b. Lastly, we find that the conductance matrix is anisotropic, namely that G xx = G yy and G yx = −G xy in this incompatible dissipative regime, which is not the case for the compatible Hamiltonian. Once more, this is nothing but a consequence of the choice of Landau vector potential A implicit in the Hamiltonian (5), which explicitly has a preferable axis. Choosing a symmetric artificial vector potential (which is not related to the Landau case by a gauge transformation, as noted in Sec. IV B) instead removes this anisotropy, as one would expect. In Fig. 10 we show calculation of different elements in the conductance matrix for both choices of A we have discussed. For the longitudinal conductance, i.e., G xx and G yy , we find not only different values, but also different functional form, which depends on both A and the direction. A new trend of the conductance that goes as
is found for G yy with the Landau choice and for G xx in the symmetric choice, establishing that the longitudinal conductance in these cases is only finite when changes in h and P 0 induced by finite t inc are taken into account in (23) . The transverse response however, shows a more universal trend of ∝ , L lead = 7, and the optimal values for µ * and γ in .
G yx in the symmetric one.
VI. CONCLUSIONS
We investigate the transport properties of the purely dissipative theoretical scheme, presented in Ref. [31] , which reproduces a state synonymous with a very low temperature equilibrium quantum Hall state in a 2D lattice exploiting engineered dissipation. These properties can not be probed without introducing some coherent Hamiltonian dynamics for the lattice particles. We have demonstrated that a departure from the completely dissipative scheme, crucial for the transport study, as well as being more experimentally realistic, does not necessarily harm the engineered steady state, provided that the Hamiltonian is compatible with the evaporative part, or alternatively, that the incompatible part of that Hamiltonian is sufficiently small in magnitude compared to the dissipative energy scale.
Having introduced the Hamiltonian dynamics, we could explore the persistent currents that flow once the dissipative steady state is reached in the system. In the case where the lattice Hamiltonian has the same magnetic field present in the evaporative dynamics the main observation is the well-known chiral edge-modes, characteristic of equilibrium quantum Hall and Chern insulator systems, and the lack of any other currents in the system. On the other hand, a hopping Hamiltonian lacking the compatible magnetic field, induces bulk currents in a pattern and a direction determined by the chosen "artificial gauge". Near the edges the net flow to/from the reservoirs becomes finite locally (though it sums up to zero globally), facilitating current backscattering at the edges via the particle reservoir.
The electrical conductance of the dissipative steady state was also examined. Quantization of the transverse conductance, consistent with the theoretical Chern number, was shown to arise for the compatible Hamiltonian, provided it is sufficiently larger as compared to the dissipative rates. The quality of this quantization is affected by the accuracy of the assigned dissipative parameters, namely the refilling rate γ in and µ * , which allows to tune the evaporation rate of the filled band. We find the quantization is much less sensitive to the former compared to the latter. A weaker compatible Hamiltonian featured mainly currents in the vicinity of the edges mediated by a dissipative current, together with a weak second order transverse response, also located near the edges of the system. The conductance matrix in the incompatible regime is slightly more complicated in structure, as the choice of effective vector potential in the dissipative interaction may render it anisotropic: we observe longitudinal response in the x direction identical to the one obtained with a weak compatible Hamiltonian, and different power law trends depending on the choice of A. The transverse response seems to have a universal ∝ t
inc
behavior, but with anisotropic vector potential dependent absolute values.
Under the circumstances of a compatible hopping Hamiltonian, sufficiently larger in amplitude than the dissipative energy scale, the potential for obtaining some of the equilibrium quantum Hall properties, such as chiral edge-states and quantized conductance, may be put to the test by checking its robustness to some finite amount of disorder, both in the bath interaction and lattice Hamiltonians, which will be the subject of a future study. The way the transverse current is carried through the system in its dissipative steady state, under such perturbations, can be probed using the tools we have developed, and may shed further insights into the evaporative processes occurring in the system. This also opens up the possibility for engineering increasingly complex coupling to the bath, allowing exploration of more interesting possibilities and topological traits through the engineering of dissipative two-particle interactions. This in turn would allow the exploration of the dissipative analogues of exotic fractional states [39, 40] , and perhaps the equivalents of anyons [22, 41, 42] .
with generalized indexes A, B, which may each represent for example two spatial indexes (e.g., A = l x , l y and B = l x + 1, l y − 1). The dissipator is also assumed to be quadratic, so that the Lindbladian master equation for the density matrix is
with the Γ matrices encapsulating the dissipative processes. In this work, we have the matrices
We define the following matrix of expectation values
, with the shorthand notation M t = Tr {ρ (t) M }. According to Eq. (A2), the dynamics of this matrix is given by
Using the definition for P AB (t), Wick's theorem, and the fermionic anti-commutation relations, we find the matrix equation
(A6) The steady state version of Eq. (A6) can be manipulated into a Sylvester equation for the matrix P , Eq. (16) of the main text. If Γ (1) and Γ (2) can be simultaneously diagonalized, such as in our case, where Γ (2) is a constant times unity matrix, the steady solution for (16) in the purely dissipative regime (h → 0) is given (in the basis where the Γ matrices are diagonal) by
This reduces to Eq. (11) in the main text. Notice however, that this result remains intact even in the presence of an Hamiltonian h which is diagonal in the same basis as the Γ matrices, due to the cancellation of the commutator term in (A6). This is the reason for the distinction between the compatible and the incompatible Hamiltonians: In the former case (A7) holds, but not in the latter. 
which allows us to define the currents as in Eq. (20) . A transformation t comp → t inc , α → 0, then gives the current in the presence of H inc , Eq. (21) .
A closer look atṅ D reveals that it can be separated into two terms, corresponding, respectively, to flow of particles from the refilling reservoir into the system, and particles leaving the system into the evaporative reservoir, 
with the r.h.s. given by Eq. (B5).
Appendix C: Conductance with a constant electric field
A possible alternative to the definition we present in Sec. V is to use a perturbative Hamiltonian which models the application of an electric field along the sample. Using the relation between the electric field E and the electrostatic potential φ, , tcomp = 100γ 0 , and the optimal values for µ * and γ in .
we incorporate a term synonymous with dxρ (x) φ (x), by using the perturbation
(E x l x + E y l y ) a † lx,ly a lx,ly ,
with the electric field E = (E x , E y , 0). The rest of the calculations take place by solving Eq. (23), as usual. Whereas the calculated conductance values and their trends remain the same when using δH E , the current distributions are somewhat different, as illustrated in Fig. 11 for the case of a compatible Hamiltonian, in the t comp γ 0 regime. Most notably, the bulk is more active in carrying the current when the electric field is applied throughout the sample, in contrast to the case of voltage leads, where the response is localized around the leads (which is the only place the voltage drops).
