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1.は じめ に
企業 において,高 齢化,高 学歴化,価 値観の多様化 といった労働環境の変化は,中 高年層の
増大,定 年延長あるいは短縮,さ らには転職者 の増加等の変化 を発生させている。 これ らの変
化は,日 本の人的資源管理 に大きな影響を与 えるものである。
従来,日 本企業では一般 に 「終身雇用制」と呼ばれる長期的勤続傾向[1]を 前提に人事諸制度
が形成 されてきた。例えば,年 功主義的な賃金体系,昇 進 ・昇格管理が これに相当する。 しか
し,企 業における平均年齢の上昇による人件費 の高騰や若年労働者の転職の増加は,上 記の前
提を維持することが困難な状況をもたらす もの となっている。すなわち,日 本の人的資源管理
は,そ の1つ の特徴である従来の 「年功主義」を見直す必要に迫 られている。
そこで企業では,従 業員一人一人の業績 ・能力 ・適性 を的確に把握 し,そ れに合 った処遇 ・
人材開発・人材活用を進めることによって,「能力主義」へのシフトを図ろうとす る動きが活発
になっている。それにともない,従 来の年功基準では年齢,勤 続年数,学 歴,資 格等の 「明確
で当た り前の情報」に基づいた管理 を行なっていれば良かったのに対 して,「従業員の業績・能
力 ・適性 ・態度」 といった多面的で測定の困難 な情報を的確に把握することが必要 となるので
ある。 このように,測 定が困難ではあるが,能 力主義の人的資源管理を推進する際 に不可欠な
情報を提供するものが,本 研究で取 り扱う 「人事考課」である。その意味か ら,人 事考課情報
は 「人事情報管理」の中心に位置づけられ,昇 給,昇 進 ・昇格,賞 与,適 正配置,教 育訓練等,
人的資源管理の多 くの側面に活用されている。 したがって,人 事考課情報には本来,高 い信頼
性が要求される。
しかしなが ら,人 事考課において同一の被評定者を評定しても評定者によって異なった結果
・になることがほとんどであり,そ の信頼性については疑問視されることも多い。 このような評
定著聞の個人差は,人物評定全般 におけるバイアスに起因する といわれてお り[2],評 定者の「評
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定傾 向」 として捉えられている。人事考課情報の信頼性 を高めるためには,評 定者の評定傾向
を的確 に把握すると同時にそれを評定者訓練等に活用 し,評 定傾向の矯正 を図ることが必要で
ある。そこで,評 定者の評定傾向の定量化 とそれを規定する要因の把握が多 くの研究者によっ
て試みられている(例 えば,境[2],Borman[3],Bernardin[4],黒 木[5],手 塚[6],Murphy&
Cleveland[7],高 橋[8],山 崎[9]等)。 しかしなが ら,評 定傾向の概念的定義 はなおあいまいで
あ り,か つそれを表現す るための統一的な指標が設定されていないため,研 究者間での混乱が
見 られ る[2]。
我々は従来の研究[10]一[14]に おいて,こ のような問題意識に基づ き,評 定者の評定傾向を定
量的に把握するための 「評定傾向分析モデル」を提案 している。 このモデルは,評 定データの
持つ変動を,被 評定者の特性値(業 績,態 度,能 力)に よるものと評定者の評定傾向によるも
の とに分解 して定量化することを可能 にし,・かつ 「評定者の評定傾向の定量的把握」 と 「評定
データを模写す るための レイティング・モデルの作成」 とい う人事考課の2つ の重要な課題 を同
時に処理するところに特徴がある。そして,モ デルの妥当性 を検証するために,企 業および大
学での調査 により実験的に収集 した評定データを用いて実証分析を行 っている。その結果,高
い重相関係数 と現実に即 したパ ラメータの推定値が得 られ,デ ータに対する適合性 と結果の解
釈の合理性の両面か ら,提 案モデルの妥当性を確認 している。
本研究では,上 記の評定傾向分析モデルを,そ の 「妥当性」のみならず 「有効性」 も含めて
幅広い視点から検証するために,「 多面的評価フレームワーク」 を提示 し,次 の4つ の側面から
モデルの評価 を試み る。
① パラメータ推定 を行 う際 に使用 した評定データ とは異なる評定者の評定データ(留 保標
本)に 対するモデルのフィッ トネスの評価(留 保標本 に対 してもよくフィットするモデ
ルが;結 果の再現性 という面において 「良いモデル」)
② パラメータ数を考慮 したモデルのフィッ トネスの評価(な るべ く少ないパ ラメータ数で
精度高 くデータを模写するモデルが,効 率性の高いデータ模写 とい う意味 において 「良
いモデル」)
③ モデルの残差変動 を構成する偶然変動(繰 り返 しによる変動)と 誤差変動の大 きさによ
る評価(デ ータの偶然変動 によってモデルの本質が壊 されることな く,か つ誤差変動の
小さいモデルが,頑 強性が高いという意味において 「良いモデル」)
④ モデルか ら得 られる評定傾向分析結果を評定者 にフィー ドバ ックすることによって,評
定者の評定傾向がどれだけ矯正されるかについての評価(モ デルにより得 られる分析結
果が実際の問題の解決に有用であるようなモデルが,実 用面での有用性が高いという意
味において 「良いモデル」)
そこで本研究では,我 々の従来の研究[10]の 評定データに,留 保標本,繰 り返 し実験による
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評定データ,評 定者への評定傾向分析結果のフィー ドバック後の評定データを加えて実証分析
を行い,評 定傾向分析モデルの妥当性 ・有効性 に関する多面的評価を行 うことを試みる。
2.評 定傾向分析モデル
2.1評 定老の評定傾向の定義 と定式化 』
筆者は従来の研究[15]に おいて,人事考課により得 られる評定データには2種類の重要な情報
が含まれていることを指 摘 した。その1つ は,被 評定者の業績,態 度,能 力に関する情報(こ れ
を本研究では 「被評定者の特性値」と呼ぶことにする)で あ り,も う1つ は評定者の評定傾向に
関する情報(こ れを 「評定者の特性値」 と呼ぶ ことにする)で ある。
これ ら2種類の情報は,混 合 して評定データの中に含 まれているため,直 接人間の目に触れる
ものはこれらが混合 した結果である。 したがって,こ れ らを把握するためには,評 定データを
何らかの方法でふるいにかけて,被 評定者の特性値 と評定者の特性値 に分解する必要がある。
そこで我々は,こ の 「被評定者の特性値 と評定者の特性値の分解」 を行うために,次 のような
アプローチにより評定傾 向分析モデル[10]を 提案している。
まず,評 定は本来,何 によって決 まるべきものであるかを考えてみると,被 評定者の業績 ・
態度 ・能力が職務要件をどの程度満足 しているか(被 評定者の特性値)に よって決 まるべきも
のであることがわかる。すなわち,評 定者iが誰であろうと関係がな く,被評定者kが 誰であるか
が問題である。 より正確にいえば,被 評定者の業績 ・態度 ・能力がその決定要因である。 しか
し,実 際には,評 定者によって異なった評定をしてしまうことがほとんどであ り,そ こには評
定者間の個人差が存在する。
ここで,評 定者iが被評定者kに 対 して評定要素jについての評定κl」kを行ったとする。 このと
き,被 評定者kが 評定要素jについての能力 ・業績 ・態度Cjk(被 評定者の特性値)を 有している
とすると,評 定者iの評定傾向を(1)式 における写像fiと して定義することがで きる。
x匪jk=fi(Cjk)(1)
そして,評 定データx;kか ら,被 評定者の特性値 と評定者の特性値を抽出するためには,(1)
式における評定者別の写像f,を具体的に表現することが必要である。この問題に関しては,従 来
より,「評定者の甘 さ ・辛 さ」 と評定者別の 「評定の集中の度合(六 ラツキの大きさ)」 の二面
が中心的視点 とされてお り(境[2],尾 関 ・上原[16]等),そ れらの組合せによって寛大化傾向,
中央化傾向,厳 格化傾向等の評定傾 向が指摘 されている。
そこで,評 定の際のバイアスとしての写像fl(評 定傾向)を,こ れらの二面から具体化すれ
ば,評 定者の甘さ・辛さを表すパラメータaiと,評 定のバ ラツキの大きさを表すパラメータbiを
用いて,(1)式 は(2)式 の ように変換 される。(2)式 において,被 評定者の特性値はCjkとして,ま
た,評 定者の特性値はai,b,と して表現 される。
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κljkニf藍(cjk)=ai十b重 ・cjk十e亘jk(2)
ただ しel」k:残 差
(2)式 は,評 定 データの構 造 を,3つ の相(mode:評 定者相i,評 定 要素相j,被 評 定者相k)に
注 目 して表現 した もので あ り,こ れに よ り,.評 定 が被評定者 によって決 まる本来 的 な側面 と,
評定 者 に よって影響 され るバイ アス的な側面 とに分解 して把 握す る ことが可能 となる。
この モデル におけ る課題 は,評 定 デー タκ1jkが与 えられた ときに,被 評 定者 の特 性値 を表 すパ
ラメ ータCjkと 評 定者 の特性 値 を表 すパ ラメ ータa且,b,を い かに して推定 す るか にあ るが,b,とCjk
は互 い に分 離可能 でないた め,単 純 に最小二乗解 を求 める ことはで きな い。
これ に関 して,我 々 は次 の ような二段 階 の最小二 乗推定[10]を 提案 して いる。 ここでの基本
的 な考 え方 は,互 いに分離可能 で ないパ ラメータb,とCjkを 比 較 した場合,人 事考課 の評定 デー
タκ1j、を特 徴づ ける本 来 的な要素 はCj、であ り,b,は バ イアス的 な要素 で あるため,被 評 定者 の特
性 値 を表 すパ ラメータCjkを 優先 して推定 すべ きだ とい うこ とであ る。
そ こで,ま ず評 定のバ ラ ツキの大 きさを表 すパ ラメータblを1に 固定 した もとで,評 定 デー タ
x;kと その推定値 の差 の二乗和 を最小化 す るal,Cjkを 推定 す る。この ときのa,,C」kの 最小二乗 解
は,ダ ミー変 数行列Fを 用いて,(3)式 の正規方程 式に よ り与 えられ る。
∂=(F'F)　 IF恢∫(3)
こ こに,
∂:(n1+n2×n3)次 のパ ラメー タ ・ベ ク トル
∂'=(a1,…,a、,…,anl,Cl1,…,Cj、,…C。、。3)
nl:評 定 者数,n2:評 定要 素数,n3:被 評定者 数
x:(n1×n2×n3)次 のパ ラメータ ・ベ ク トル
x=(κ(、j、))
F:(n1+n2×n3)行(nl×n2×n3)列のダ ミー変数行列
{(i-1)×n2×n3十(j-1)×n3十k}行=1　 Uと
{(i-1)×n2×n3十(j-1)×n3十k}17{nl十(j-1)×n3十k}　叫
の要素 が1で,他 の要素 がすべ て0
ただ し,行 列(F'F)の ランクは(n,+n2×n3-1)で あるた め,ラ ンク落 ちに よ りその ままで は
(F'F)の 逆行列 を求 める ことはで きない。そ こで,行 列の ラ ンクを1だ け下 げ るた めにFの 最終 列
と∂の最終 要素 を除去 し,そ の もとで(3)式 に より最小二乗 解 を求 め る。 そ して,除 去 したパ ラ
メー タ・ベ ク トル∂の最終 要素 に対 して は,林 の数量 化理論1類 の基準化 の方法 を用 いて数 値 を
与 え る。 その際,定 数 項 が生 じるので,あ らか じめκljkの平均 を0に 中心化 してお くことにす
る。
次 に,(3)式 に より推 定 したa,,CJ4の 値 を固定 した もとで,biの 最 小二乗解 を(4)式 の正規 方程
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式 に より求 める。ここで,評 定 のバ ラ ツキの大 きさを表 すパ ラメータb亘は,被 評定者 の特性 値C」k
の変動 を拡大 あるい は縮小 させ る働 きを持 つ こ とになる。
b=(G℃)一 夏Gy(4)
ここに,
t:n,次 のパ ラメータ ・ベ ク トル
b=(b;)
G:(nl×n2×n3)行n1列 の データ行 列
〔{(i-1)×n2×n3十(j-1他の要素 がすべ て0)×n,+k}行i列 の要稿 ㍉
y:(n1×n2×n3)次 のパ ラメー タ ・ベ ク トル
y=(y(ljk)),y葦jk;κ 重Jk-a置
以上 によ り推 定 した評 定者 の特性値 を表 すパ ラメ ータalとb,を,図1の よ うに評 定傾 向平面上
に付置す れば,評 定者 の評 定傾 向 を視覚的 に捉 え易 くす る ことがで きる。例 えば,rater-Aは
評 定が辛 くかつ集 中の度合 が高 い(バ ラツ キが小 さい)た め 「厳格化傾 向」 の可能性 が高 く,
rater-Cとrater-Fは 甘辛 に関 して 中位 で あるが評定が集 中 してい るた め 「中央化傾 向」の可能
性 が高 い。また,rater-Hはrater-Aと 反対 に評定 が甘 く,集 中 の度合 が高 いた め「寛大化傾 向」
の可能性 が高 い とい うように捉 える ことがで き る。
また,(2)式 よ り,(0,1)点 は評定者 の評定傾 向の影響 を全 く受 けない状 態 を表 して お り,
これ を 「理想 点」 と呼ぶ ことにす る。
rater-B
△
bi
rater。D
△1
rater-A
△rater-C
△
辛 集
分散
△rater-E
rater-G
△
理 想 点
rater-Frater-H
△ △
中 甘
oai
図1パ ラメータの平面布置
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2.2実 証分析の概要
1)調 査方法
我々の従来の研究[10]で は,提 案した 「評定傾向分析モデル」の妥当性 を検証するための実
証分析に用いる評定データを,黒 木[5]の 仮想被評定者 の記述文によ り収集 している。 ここで,
「仮想被評定者の記述文」により評定データを収集 しているのは,
① 同一の被評定者に対 して,多 くの,し かも異なった職場 ・企業の評定者か らデータを収
集することが可能 となる。
② 評定傾向分析モデルでは評定者 と被評定者の交互作用を取扱 っていないため,評 定者 と
被評定者の人間関係 による影響を回避することが必要である。
③ 人事考課のデータを社外に公開することは,ほ とんどの企業で禁止 されているため,実
際の被評定者に対する評定データを社外で得ることはむずかしい。
といった理由によるものである。 また,評 定の実施に際 しては,評 定著聞で共通 した認識 を持
って もらうために,評 定要素の対象領域および評定方法の注意書 きを評定者に示 している。
・評定者:139名 .
大手機械メーカーA社 の従業員81名(主 任以上)
大手精密機械メーカーC社 の従業員42名(主 任以上)
ヒューマン・ファクターズ・エンジニア リング研究室の大学生 ・大学院生16名
・被評定者:黒 木[5]の 仮想被評定者の記述文 に登場する仮想被評定者14名
・評定要素:A社 の人事考課における5要素(仕 事の成果,規 律性,協 調性,責 任性,積 極
性)
・評定段階:5段 階(評 定段階の尺度値 には,我 々の従来の研究[17]の 実証分析の結果に
対して 「普通:C」 を0に平行移動 した下記の値 を用いる)
非常に優れている(A):1.20
やや 優れている(B)、:0.83
普 通(C):・0
やや 劣 っている(D):一 〇.69
非常に劣 っている(E):一1.55
2)分 析結果.
重:相関係数R=0.850
上記の実証分析から得 られた重相関係数 は0.850で あ り,比 較的高い値 となっている。この結
果 は,被 説明変数のデータ数が非常 に多い(139人 ×14人 ×5要素)こ と,お よび人間が評定を
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行な う人事考課における複雑な心理的メカニズムの上に成 り立っていることを考慮すると,か
な り高い精度で評定データを模写 していることを示す ものである。 また,従 来,別 の課題 とし
て扱われてきた評定者の評定傾向の定量化 と,評 定結果を模写するレイティング ・モデルの作
成 とを同時に処理 しうることを示唆する結果であると考えられる。
□:企 業 の 評 定 者
■:学 生
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図2評 定者の評定傾向を表わすパラメータの平面布置
次に,図2の 結果より,評 定者の甘さ・辛さを表すパラメータa1の推定値は一〇.48～0.52の 範
囲,ま た評定のバラツキの大 きさを表すパラメータbiは0.41～1.44の 範囲 となっており,評定段
階の尺度値の範囲(E:一1.55～A:1.20)との対応において妥当な結果であると考え られる。
特に,bl<0と なる評定者(被 評定者の特性値が大 きいほど低い評定をする評定者)が 全 くいな
いことは,こ の推定値が現実に即 した結果 となっていることを示 している。また,2.1で 述べた
評定傾向平面 と評定傾向カテゴリーとの関係により,図2は 寛大化傾向,中 央化傾向,厳 格化傾
向の評定者の視覚的把握を容易にしている。
以上よ り,我 々の評定傾向分析モデルの実証分析[10]で は,比 較的高い重相関係数 と現実に
即 したパ ラメータの推定値が得られてお り,そ の意味か ら,デ ータに対する適合性 と結果の解
釈の合理性の両面において「良いモデル」であることがわかる。 しかし,両 者 ともモデルの「妥
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当性」に関する評価であ り,こ のモデルが良いモデルであることを主張するためには,モ デル
の 「有効性」 についての検討 も必要である。そこで,次 節では,モ デルの妥当性 と有効性 の両
面 に関 して幅広い視点から評価を行 うための 「多面的評価 フレームワーク」の提示を試みる。
3.本 研究における評定傾向分析モデルの多面的評価フレームワーク
本節では,前 節で述べた評定傾向分析モデル[10]の 多面的評価を行 う際の視点について検討
してい くことにする。
我々の従来の研究[10]に おいては,評 定者の評定傾向を定量的に把握するための 「評定傾向
分析モデルの構築」に主眼が置かれていたため,提 案モデルの評価 は研究の副次的な位置づけ
となっていた。 したがって,実 証分析か ら得 られた重相関係数 とパ ラメータの推定値により,
データに対する適合性(重 相関係数)と 結果(パ ラメータの推定値)の 解釈の合理性の両面か
らモデルの妥当性 を確認 しているが,パ ラメータ数 を考慮 したモデルの効率性の評価,偶 然変
動に対 するモデルの頑強性の評価,モ デルから得 られる分析結果を利用することによる効果等,
モデルの有効性に関する多面的評価は行われていない。すなわち,モ デルが現実問題にどれだ
け整合的であるかとい う意味での,提 案モデルの 「妥当性」 に評価の視点が限定 されていた。
しかし,提 案モデルの 「良 さ」を主張するためには,モ デルの妥当性のみならず,分 析の過程
お よび結果の活用の面 において提案モデルがどれだけ有効性 を発揮するかという意味でのモデ
ルの 「有効性」についても検証することが望 ましい もの と考 えられる。そこで,評 定傾向分析
モデルの妥当性 ・有効性の両面について,よ り広い視点から検証することが求め られ る。
まず,評 定傾 向分析モデルの妥当性についていえば,2節 で述べた実証分析 における評価[10]
とは別 に,パ ラメータ推定 を行 う際に使用 したデータ(モ デル作成用標本)と は異なる評定者
の評定 データ(留 保標本)に おいても同様の結果が得 られるか どうかの評価が考 えられる。な
ぜなら,モ デル作成用標本ではモデルがデータにフィットしているが,こ の標本 とは別の標本
ではフィッ トしないという場合があ りうるからである。その場合は,結 果の再現性の評価が低
い ということになる。 したがって,留 保標本におけるモデルのフィットネスを確認することに
より,結 果の 「再現性」の評価が可能 となる。本研究では,こ れを〈視点1>と 呼ぶ ことにし,留
保標本 に対 してもよくフィッ トす るモデルが,結 果 の 「再現性」 という側面 において 「良いモ
デル」であると考 えることにする。
次 に,モ デルの有効性について注 目すると,提 案 モデルが現実問題 をどれだけ 「効率的」に
模写 しているかという側面か らの評価が考 えられる。 これは,な るべ くシンプルなモデルを高
く評価 しようという考 え方 に立脚 してお り,少 ないパラメータ数でデータを精度高 く模写する
モデルが 「良いモデル」 とする評価の視点である。本研究では,こ れ をく視点2>と 呼ぶ ことに
し,AIC(AkaikeInformattionCriterion;赤池情報量規準)[18]に より,こ のようなモデ
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ルの効率性の側面か らの評価を試みることにする。ただ し,非 計量データとして位置づけられ
る評定データ(継 次カテゴリーデータ)に 対して,そ の背後に有意な確率分布を想定すること
は困難i[19]であるため,単 純には対数尤度 を求めることはできず,そ れにともないAICの 適
用がむずか しいという問題点が存在する。そこで,本 研究の5節 では,評 定データをヒス トグラ
ム化することによりAICの 適用 を可能にし,そ れによりモデルの 「効率性」の側面か らの評
価を試みている。
また,デ ータの偶然変動に対 してモデルが どれだけ 「頑強」であるか という側面からモデル
の有効性 を評価する視点が考えられる。あらゆるデータにはその発生源における偶然性が介在
してお り,こ れによりモデルが表現しようとしている本質が壊 されてしまう(撹 乱されてしま
う)とすれば,そ のモデルの有効性は低い と考えざるを得ない。本研究では,こ れ を〈視点3>と
呼ぶ ことにし,デ ータの偶然変動 に対 してもモデルの本質が壊 され ることな く,誤 差変動を小
さく押 えること炉できるモデルが,「 頑強性」が高いとい う意味において 「良いモデル」である
と考えることにする。
さらに,提 案モデルから出力される結果 を利用することによる効果の側面に注目した評価が
考えられる。評定傾向分析モデルでいえば,評 定者の評定傾向を表すパ ラメータの推定値を活
用することによって,評 定傾向の矯正が可能 になるとすれば,モ デルの有効性が高いというこ
とになる。本研究では,こ れを〈視点4>と 呼ぶ ことにし,モ デルから得 られる分析結果が実際の
問題の解決 に有用であるようなモデルが,実 用面での「有用性」が高いという意味において「良
いモデル」であると考えることにする。
以上の評価の視点 をまとめると,評 定傾向分析モデルの 「妥当性」 と 「有効性」に関 して,
図3の ような 「多面的評価 フレームワーク」を提示することができる。
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4.留 保 標 本 に よる モ デ ル の 再 現 性 の 評価
ここでは,評 定傾向分析モデルの多面的評価フレームワークの〈視点1>に 基づき,2節 で述べ
た実証分析の評定データ[10]と は異なる評定者の評定 データ(留 保標本)を 用いて,モ デルの
フィッ トネスについての評価を行 なう。 これにより,パ ラメータ推定 を行 う際に使用 していな
い評定 データに対 しても,モ デルがフィットするか否かの検証が可能 となるため,モ デルの「再
現性」に関する評価を行 うことがで きる。
ただし,本 節の留保標本において も,2節 と同じ黒木[5]の 仮想被評定者の記述文を用いるた
め,評 定者iを添字に持たないパラメータC」k(被評定者の特性値)の 値 については2節の結果に固
定 し,評 定者iの評定傾向を表すパラメータal,bi(評 定者の甘 さ ・辛 さを表すパ ラメータ,評
定のバ ラツキの大 きさを表すパ ラメータ)を 推定す る。
そして,そ の際の重相関係数Rに よって,被 評定者の特性値を2節 の結果に固定 した もとでも
モデルが留保標本にフィッ トするか どうかについての評価を行なう。
1)使 用データ
・評定者:76名(大 手機械メーカーA社 の人事考課の評定者:主 任以上)
・被評定者
・評定要素 すべて,2.2と同 じ
・評定段階
2)分 析結果重相関係数
Rニ0.830
上記の実証分析から得 られた重相関係数は0.830で あ り,2節(モ デル作成用データ・)の重相
関係数の0.850と 同様に比較的高い値 となっている。また,留 保標本での重相関係数の値の低下
が0.020と 小さいもの.となっている。
これよ り,モ デル作成用データによって推定したパラメータ(被 評定者の特性値)の 値を固
定 した もとでも,そ れ とは異なる評定データに対してモデルが比較的よくフィッ トしているこ
とがわかる。すなわち,本 研究のく視点1>の 「モデルの再現性」という面において,評 定傾向分
析モデルが妥当なものであることを示唆する結果となっている。
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5.パ ラ メー タ数 を考慮 したモ デルの フ ィ ッ トネス(効 率性)の 評 価
5.1本 節 における評価の概要
我々の評定傾向分析モデル[10]は,下 記のような考え方 に基づいてあらかじめパラメータ構
造を限定 している。
① 従来の研究における人事考課の評定データに対するアプローチの視点(被 評定者の特性
値 と評定者の特性値)
② 分析結果 として望 ましい出力形式(評 定者の甘さ ・辛さと評定のバ ラツキの大 きさ)・
③ パ ラメータを推定する際の手続 きの容易 さ
そして,実 証分析において重相関係数の値によりモデルのフィッ トネスの評価を行なってい
るが,な るべ く少ないパ ラメータ数で精度高 くデータを模写す るという意味でのモデルの 「効
率性」の側面からの評価は行 っていない。なぜなら,非 計量データとして位置づけられる評定
データ(継 次カテゴリーデータ)の 背後に有意な確率分布 を想定することは困難である[19]た
め,パ ラメータ数 を考慮 したモデルの評価を行な うことは単純にはできないか らである。上記
のことは,対 数尤度を単純 に求めることができないことに起因する。すなわち,一 般にパラメ
ータ数 を考慮 したモデルの評価を行なう際に利用されるAIC(AkaikeInformattionCrite-
rion;赤 池情報量規準)[18]の 算出にはこの対数尤度が必要なため,AICの 適用がむずかしい
のである。 しかし,提 案モデルの 「良さ」を多面的に確認する上では,現 実問題 との矛盾が生
じない範囲で,他 に考えられる代替モデル との間でパラメータ数 を考慮 した評価を行な うこと
が望 ましいものと考えられる。
そこで本節では,評 定データを,評 定段階mへ の反応比率に変換することによりヒス トグラ
ム化 し,観 測データのヒス トグラムと分析結果の ヒス トグラムとの間の対数尤度を求め ること
によって,AICの 利用 を可能にする。それにより,評 定傾向分析 モデルの 「効率性」の評価
を試 みる。 この方法は我々が従来の研究[20]に おいて提案 したものであり,背 後に有意な確率
分布 を想定することが困難 な評定データに対 して も,AICに よるパラメータ数を考慮 したモ
デルの評価を可能にしている。
5.2モ デルの評価基準 としての相関係数 とAlC
統計的アプローチにより作成 したモデルの評価を行なう際,一 般 に(単 ・重)相 関係数が広
く用 いられている。相関係数の値 は[一1,1]に 基準化 されているため,値 の大 きさが どの程
度であるかについてわか りやすいことがその最大の特徴である。これによって,モ デルのフィ
ットネスに対 して関係者の共通の認識 を得 ることが可能 となる。
しかし,一 般にパラメータ数を多 くすれば相関係数 も高 くなってい くため,「なるべ く簡潔な
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構造のモデルでデータを高い精度で模写したい」場合の評価基準 としては適当とはいえない。
もちろん,パ ラメータが多 くなってもモデルのフィットネスが高ければ高いほど良いという場
合 においては相関係数が有効であるが,上 記のような 「モデルの効率性」を重視する際にはこ
れ とは異 なる評価基準が必要 となる。
この ようにパ ラメータ数 を考慮 したモデルのフィットネスに関する評価 を行なう場合,し ば
しばAICが 用いられる。これは,パ ラメータ数Kの もとでの対数尤度L(K)に よって表される
(5)式 が漸近的に期待平均対数尤度 に近づ く[21]こ とを利用 してモデルの評価 を行な うもので
あ り,こ の値が小 さいほど良いモデルであるということができる。
AIC;一2・L(K)十2・K(5)
5.3ヒ ス トグラムの対数尤度に基づ く非計量モデルの評価方法
AICを 算出する際,平 均対数尤度の不偏推定量 としての対数尤度 を求める必要があるが,
① 本研究で扱う評定データ(継 次カテゴリーデータ)は,非 計量('ノ ンメ トリック)デ ー
タであり,観 測データの尺度値が潜在的な ものであるため,確 率分布を考 える際にあら
か じめ確率変数のスケールを固定することができない。
② 本研究のモデルは,評 定の際のバイアスとしての評定傾向の分析を目的 としたモデルで
あるため,評 定者の評定傾向によってさまざまな形状の分布をなす ことを想定 している。
したがって,観 測データの背後に有意な確率分布(理 論分布)を 仮定することがむずか
しい。
といった理由により,単 純にはモデルの対数尤度を求めることはできない。
そこで,ム リに連続尺度上で対数尤度 を求めるのではな く,評 定データは継次「カテゴリー」
データであるため,カ テゴリー(評 定段階m)に 対する反応比率 を用いて,そ のヒス トグラム
と,モ デルか ら得られる尺度値をカテゴライズした ヒス トグラムとの問の対数尤度 を求めるこ
とを考える。 この方法によれば,潜 在的な尺度上の確率分布の仮定 に依存せずに対数尤度を求
めることが可能 となる。その際,モ デルか ら得 られる推定値を観測データと同様にヒス トグラ
ム化する必要がある。 そこで,図4の ように,と な りあう評定段階の尺度値の中点 を境界 とし
て,推 定 した尺度値をカテゴライズする。すなわち,推 定値 に最 も近い評定段階の尺度値の中
点 と比較 して,そ れよ りも小 さければ中点の下側の評定段階に属するもの とみなし,そ れ以上
であれば中点の上側の評定段階に属するもの とみなすことにする。
そ して,'(6)式 のように,カ テゴライズされた尺度値が各 カテゴ リーm(評 定段階)に 属する
サンプル数を全サンプル数で除 してヒス トグラムを作成する。
カテゴライズされた尺度響 舅 灘 階m嘱 するサンプノレ数(・)
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左側:観 測データの ヒス トグラム
右側:モ デルか ら得 られるヒス トグラム
E DCBA評 定段
中点 中点 中点 中点
図4観 測データとモデルか ら得 られる尺度値の ヒス トグラム
これによ り,通 常のヒス トグラムの対数尤度 と同様 に,(7)式 により非常 に簡単な手続 きで対
数尤度L(K)を 求めることができる。さらに,(7)式 から算出される対数尤度を(5)式 に代入する
ことにより,パ ラメータ数を考慮したもとでのモデルのフィットネスの評価が可能 となる。　
L(K)一 ΣN。 ・1・9Pm(7)
　 ニ ユ
ただ し,Nm:カ テゴ リーm(評 定段階)に 属す るサ ンプル数,M:評 定段 階数
ここで,(5)式 よ り得 られ る提案 モ デルのAIC値 をAIC(MODELO),代替 モデルのAIC
値 をAIC(MODEL1,2,…)と すれ ば,パ ラメータ数Kを 考慮 した もとでの実績値 に対 するモ
デル のフ ィ ッ トネス の評価 に関 して,提 案 モ デル(MODELO)と その代替 モデ ル(MODEL1,
2,…)を 定量 的 に比較 す る ことが可能 とな る。
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この評価方法 は,下 記のような有効性を持つ[11]。
① 観測データの背後に有意な確率分布 を想定することが困難な評定データに対 して も,A
『IC
によるパラメータ数を考慮 したモデルの評価が可能 となる。
② 評定データ(継 次カテゴリーデータ)の 分析モデルから得 られる尺度値 をヒス トグラム
化することにより,通 常のヒス トグラムの対数尤度 と同様に,非 常に簡単 な手続 きで対
数尤度を求めることができる。
以上 のように,こ の方法は,確 率変数のスケールが未知の非計量データにおらて もAICの
算出を実現するものであり,非 計量データを前提 としたモデルの評価に関する一つのアプロー
チの方向性 を示唆するもの となろう。
5.4パ ラメー タ数 を考慮 したモ デルの評価
我々 の評定傾 向分析 モデル[10]は,繰 り返 しの ない完 全完備型 の分散分 析 にお ける二元配 置
モ デル に対 して,評 定 者i別 の評 定 のバ ラツキの大 きさを表 すパ ラメータb;を 付加 した モデルで
あ る。 そ こで,こ のモ デルの基礎 となる 「繰 り返 しのない二元配 置モ デル 」 を代替 モ デル とし
て取 り上 げ,両 者のAIC値 の比較 を行 う。
・評定傾 向分 析モデ ル(MODELO)
自由パ ラメ ータ数:(n一1)+n1+(n2・n3-1)=346
・代替 モ デル(MODEL1):繰 り返 しのない二 元配置 モデル
自由/¥ラ メ ータ数:(nl-1)+(n2,n3-1)=207
ここで使 用 す るデー タは,我 々 の従来 の研 究[10]に おけ る評定 デー タ(2.2を 参 照)で あ り,
それ を(5)～(7)式 に代 入 してAICを 算 出 した結 果 は,下 記 の通 りで ある。
・AIC(MODELO)=30 ,083
・AIC(MODEL1)=30 ,729
この結果 よ り,評 定 傾向分析 モデル(MODELO)のAIC値 は,代 替 モ デル(MODEL1:繰
り返 しの ない二元配置 モ デル)よ りも小 さい ことがわか る。 したが って,パ ラメー タ数 を考慮
してモ デルの フ ィッ トネ スに関す る評価 を行 った場 合,MODELOがMODEL1に 比較 して「良 い
モ デル」 であ る とい うこ とが で きる。
これ よ り,本 研究 にお ける〈視点2>の 「効率性」とい う側面 か らも,評 定傾 向分析 モデルが 「良
いモ デル」 で ある ことが示唆 され る。
6.偶 然変動,誤 差変動の大きさによるモデルの頑強性の評価
通常,人 事考課では,同 一評定期間に同一評定者が同一被評定者に対する評定 を繰 り返 し行
うことはないが,こ こでは実験計画的立場か ら同一条件(同 一評定期間,同 一評定者,同 一被
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評定者)で 評定 を繰 り返 し行 うことにより,評 定データの持つ全変動 に対 する偶然変動の大 き
さと,モ デルの残差変動か ら偶然変動を取 り除いた誤差変動の大 きさを確認する。そして,偶
然変動 と誤差変動のそれぞれの大きさによりモデルの頑強性 について検討する。
繰 り返 し実験の内容および分析結果は以下の通 りである。
1)実 験方法
繰 り返 し回数:3回
繰 り返 しのインターバル:1週 間
調査対象:ヒ ューマン・ファクターズ・エンジニアリング研究室の大学
生 ・大学院生20名
2)分 析結果
重相関係数:0.836
全変動:3388
偶然変動(繰 り返 し変動):501
モデルの残差変動:1023
モデルの誤差変動:522
上記の結果 より,全 変動(3388)に 対して,偶 然変動 は比較的小さい値 となっていることが
わかる。その意味か ら,こ こでの調査対象の評定者は比較的安定した評定を行っているものと
考えられる。ただ し,
① 評定の繰 り返 しの際に,前 回以前に本人が行った評定の記憶が残 っている。
② 実験に仮想被評定者の記述文を用いているため,前 回と全 く同じ情報を見 なが ら評定 を
行っている。
という点を考慮すると,偶 然変動が必ず しも小さい とはいいきれない。 この点に関 しては評定
の 「恒常性」の問題 として,さ らに詳細な調査 ・分析が必要であるが,本 研究の直接の目的か
らははずれるので今後の課題 としたい。
そこで,モ デルの残差変動から偶然変動 を取 り除いた後の誤差変動 について見 ると,こ の値
(522)は かな り小さ く,残 差変動の半分程度 となっていることがわかる。 この結果から,今 回
の実験では偶然変動によるモデルの撹乱が小さ く,そ れによりモデルの誤差 も比較的小 さくな
っていることが確認 される。すなわち,デ ータの偶然変動 に対 してもモデルの本質が壊 される
ことがないという意味か ら,本 研究の〈視点3>の 「頑強性」の側面において評定傾 向分析モデル
が 「良いモデル」であると考 えることができる。
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7.分 析 結 果 の フ ィー ドバ ッ ク効 果 に よ るモ デ ル の 有 用 性 の 評 価
7.1本 節におけるモデルの有用性の評価の位置づけ
本研究では,評 定傾向分析モデルの妥当性 ・有効性を多面的に検討するために,4節 から6節
の実証分析 を行 ってきた。 しか し,こ れらは評定データに対するモデルのフィッ トネスに関す
る妥当性 ・有効性であ り,こ れらとは別の視点から 「モデルにより得 られた分析結果 を活用す
ることによって どのような効果が期待できるか」についての評価 もモデルの有効性の重要な要
素 となるものと考えられる。すなわち,モ デルか ら得られる分析結果が実際の問題の解決に有
用であるようなモデルが,実 用面での 「有用性」が高い という意味において 「良いモデル」で
あると考 える視点である。
そこで本節では,こ れまで とは少 し視点を変えて,評 定傾向分析モデルのモデルによって得
られる,評 定者の評定傾向に関する分析結果を評定者にフィー ドバ ックすることによ り,評 定
者の評定傾向がどのように矯正 されるかにつし1て,そ の効果の測定を試みることにす る。
7.2評 定データの収集
本研究の2.2で 述べた実証分析[10]と 同様に,黒 木[5]の 仮想被評定者の記述文 を用いて,評
定傾向分析モデルから得 られる分析結果 を評定者にフィー ドバ ックす る前 と後の評定データを
収集する。.
・評定者:22名
B社 の従業員(主 任以上):9名
ヒューマン・ファクターズ・エンジニアリング研究室の大学生,大 学院生:13名
・被評定者
・評定要素 すべて,2.2と 同じ
・評定段階
7.3分 析方 法
step1)1回 目の評定結 果 に対 す る評定 傾 向の分析
1回 目の評定 結果κ董jk(1)を 「評 定傾 向分析 モデル 」に入力 して,評 定者iの 甘 さ ・辛 さを表 す
パ ラメ ータa,(1)と 評 定 のバ ラツキの大 きさを表すパ ラメー タbi(1)を 推定 す る。ただ し,本 節 の
調査 で は,2節 と同じ 「仮 想被評 定者 の記 述文」を用 いて いるた め,被 評 定者 の特性 値C」kはすで
に2節 にお いて推定 されて いる(既 知 で あ る)。 そ こで,説 明変 数 には2節 で推定 した被評定者 の
特性 値C」kの値 を用 い,被 説 明変数 を要素評定 デー タκljk(1)と して,評 定者 の評定傾 向 を表 すパ
ラメー タal(1)とb1(1)を 推 定す る。この場合,回 帰係数 をbl(1),定 数項 をai(1)と す る評定者i別
の単 回帰分 析モ デル となる。
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step2)評 定者の評定傾向のフィー ドバ ックによる再調査
図5の ように,評 定傾向平面上に,step1か ら得 られる評定者本人の座標 を記入 し,各 評定者に
本人の評定傾向分析結果のフィー ドバ ックを行 う。 そして,こ のフィー ドバ ック情報を知 った
上で,再 度,仮 想被評定者 に対する要素評定x亘jk(2)を行 ってもらう。
step3)2回 目の評定 結果 に対 す る評定傾 向 の分析
2回 目の評 定結果κ1jk(2)に 対 して,step1と 同様 の方法 で評 定者 の評 定傾 向の分析 を行 い,パ
ラメータb旦(2),定 数項a,(2)を 推 定す る。
step4)評 定傾向平面上でのフィー ドバ ックの効果の確認
評定傾向平面上に,1回 目と2回 目の 「評定者 の評定傾 向を表すパラメータ」をプロットする
ことにより,そ の変化を捉 え,フ ィー ドバ ックの効果を確認する。
step5)評 定傾向事象の確率によるフィー ドバ ックの効果の確認
フィー ドバ ック前 と後の評定傾向事象の確率[13]を 推定 し,こ れ らの間の差異 を求める。こ
の結果から,評 定傾向分析結果のフィー ドバ ックによる評定傾向事象の確率の低減効果を確認
する。
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図5評 定 傾 向 分 析 結 果 の フ ィー ドバ ッ ク
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7.4分 析結果
本節の分析 におけ るstep4の 結果 を図6に,ま たstep5の 結果 を表1に それ ぞれ示す。
田:1回 目
■:2回 目???
??
?
? ?? ?? ?
????????
?
??
?… ?
…?? ?
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?… ?
…???…
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厳格化傾 向::1中 央化傾向:':脚 寛大化傾向
.α5-0・3-0 .10.1α30.5甘辛
(甘 さ ・辛 さ)ai
図6評 定 傾 向 分 析 結 果 の フ ィ ー ドバ ッ ク前 後 の パ ラ メ ー タ の 値 の 平 面 布 置
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表1評 定傾向分析結果のフィードバック前後の比較
甘 さ ・辛 さal 集中の度合b1 評定傾向事象の確率評定者
No. 前 後 前 後 前 後 差
確 率 最大 の評 定
傾 向 カテ ゴ リー
(1回 目)
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評定傾向分析結果のフィー ドバ ック前後の評定者を評定傾向平面(a,b)上 にプロットした
図6の 結果 より,フ ィー ドバ ジク前に比べてフィー ドバ ック後では理想点(0,1)の 付近に評定
者が多 く分布 していることがわか・る。それにともない,評 定傾向平面上での評定者の動 き(図
6の→)が,理 想点の方向に向いている。 これは,評 定者が自己の評定傾向を打ち消すように評
定を変容させていることを示す結果である。また,表1の 結果では,フ ィー ドバ ック前の評定傾
向事 象の確率が,フ ィー ドバ ック後ではすべての評 定者 について減少 してお り,そ の差 は
0.017～0.399に 及んでいる。
以上より,フ ィー ドバ ック前 に比較 してフィー ドバ ック後では,自 己の評定傾向を打 ち消す
方向で評定著聞の類似性が高 まり,そ れにともなって評定傾向事象の確率 も減少 してことがわ
かる。 これより,評 定傾向分析モデルか ら得 られ る分析結果のフィー ドバ ックが評定傾向の矯
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正に 「有用」であることが示唆 される。
ただし,理 想点を大 きく通 り越すように評定が変容した評定者 もいる(厳 格化傾向について
の評定傾向事象の確率が0.3以 上の評定者2名)こ とから,評 定傾向分析結果のフィー ドバ ック
という刺激が評定者によっては強すぎて,他 の評定傾向カテゴ リーに移動 してしまうこともあ
りうることがわかる。本研究ではこれを防止するために,フ ィー ドバ ックの際,評 定者全員(139
名)の 平面布置を行い,評 定者が 自己の位置づけを判断しやすいように配慮 したのであるが,
評定傾向が評定者の個人差によって生 じるのと同様に,フ ィー ドバ ック前の評定 と理想点 との
問の心理的距離にも個人差があるため,一 部の評定者は必要以上に自己の評定を変容 させてし
まった ものと考えられる。
この点 については,評 定傾向に関す る評定者の幅広い理解が必要であることと関連 している。
そこで,評 定傾向分析結果を,評 定者へのフィー ドバ ックに利用するだけでな く,さ らに評定
者訓練の総合的なプログラムに組 み込んでいくことにより,こ のような対立する問題(評 定傾
向の矯正 と,そ の際の刺激が強すぎて他の評定傾向カテゴ リーに移動してしまうこととの間の
対立)の 解決を図ることが期待 される。
'
いずれにしても,本 節の分析 により下記のようなフィー ドバ ック効果を確認することができ,
評定傾向分析モデルがその実用面での 「有用性」 とい う意味 においても 「良いモデル」である
ことが示唆される。
① 評定傾向平面上での評定者の分布が,理 想点の付近 に集中するようになる。
② 評定傾向事象の確率が全評定者 について減少してお り,そ の差は0.017～0.399に 及んで
いる。
8.お わ りに
本研究では,我 々の 「評定傾向分析モデル」[10]に 対 して幅広い側面か らの評価を行 うため
に,そ の妥当性 と有効性の両面か ら評価の視点 を検討 し,そ れに基づき 「多面的評価のフレー
ムワーク」を提示 した。 このフレームワークは,我 々の従来の研究[10]に おける評定傾 向分析
モデルの妥当性に関する2つ の評価の視点(デ ータに対する適合性,結 果の解釈の合理性)に,
妥当性に関するもう1つの評価の視点(結 果の再現性)と 有効性に関する3つの視点(モ デルの
効率性,偶 然変動に対す る頑強性,実 務 に対す る結果の有用性)を 加 えた6つ の評価の視点によ
り構成される。
そして,こ れらの評価の視点か ら評定傾 向分析モデルの実証分析を行い,そ れぞれの側面に
おいて比較的良好な結果が得られた。 また,こ の結果から,評 定傾向分析モデルの妥当性 と有
効性 を示す ことができた。 これにより,我 々の従来の研究[10]で はデータに対する適合性 と結
果の解釈 の合理性 に留まっていた評価 の視点を拡張 して,よ り幅広い視点から評定傾向分析モ
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デルの妥当性 ・有効性 に関する評価 を行 うことを可能にした。
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