Introduction
In this article, we provide a modified proof of Skorokhod's classical theorem on existence of (weak) solutions to a stochastic differential equation dX = b t X dt + t X dW X 0 = where b 0 T × m −→ m and 0 T × m −→ m×n are Borel functions of at most linear growth continuous in the second variable. (Henceforth, by m×n we shall denote the space of all m-by-n matrices over endowed with the HilbertSchmidt norm A = Tr AA * 1/2 .) Our proof combines tools that were proposed for handling weak solutions of stochastic evolution equations in infinite-dimensional spaces, where traditional methods cease to work, with results on preservation of the local martingale property under convergence in law. In an finite-dimensional situation, the "infinite-dimensional" methods simplify considerably and, in our opinion, the alternative proof based on them is more lucid and elementary than the standard one. A positive teaching experience of the second author was, in fact, the main motivation for writing this article. Moreover, we believe that the reader may find the comparison with other available approaches illuminating.
To explain our argument more precisely, let us recall the structure of the usual proof; for notational simplicity, we shall consider (in the informal introduction only) autonomous equations. Kiyosi Itô showed in his seminal articles (see, e.g., [9, 10] ) that a stochastic differential equation dX = b X dt + X dW (0.1)
driven by an n-dimensional Wiener process W has a unique solution provided that b m −→ m , m −→ m×n are Lipschitz continuous functions. A next important step was taken by Skorokhod [16, 17] It was realized only later that two different concepts of a solution are involved: For Lipschitzian coefficients, there exists an t -progressively measurable process in m solving (0.1) and such that X 0 = , whenever t P is a stochastic basis carrying an n-dimensional t -Wiener process and is an 0 -measurable function. (We say that (0.1), (0.2) has a strong solution.) On the other hand, for continuous coefficients, a stochastic basis t P , an n-dimensional tWiener process W and an t -progressively measurable process X may be found such that X solves (0.1) and X 0 and have the same law. (We speak about existence of a weak solution to (0.1), (0.2) in such a case.) It is well known that this difference is substantial in general: under assumptions of the Skorokhod theorem strong solutions need not exist (see [1] ).
Skorokhod's existence theorem is remarkable not only by itself, but also because of the method of its proof. To present it, we need some notation: If M and N are continuous real local martingales, then by M we denote the quadratic 
Let X and Y be random variables with values in the same measurable space E , we write X ∼ Y if X and Y have the same law on . Similarly, X ∼ means that the law of X is a probability measure on . Let dX r = b r X r dt + r X r dW X r 0 = Downloaded by [ that is, form a relatively weakly compact set of measures on the space of continuous trajectories. Then Skorokhod's theorem on almost surely converging realizations of converging laws (see, e.g., [5, Theorem 11.7 .2]) may be invoked, which yields a subsequence X r k of X r , a probability space P and sequences
It is claimed that X 0 is the (weak) solution looked for. Skorokhod's articles [16, 17] are written in a very concise way and details of proofs are not offered; nowadays a standard version of Skorokhod's proof is as follows (see [18, 
is a martingale with a (tensor) quadratic variation
are martingales for k ≥ 1, with quadratic variations
Using convergence P-almost everywhere, it is possible to show that
is a martingale with a quadratic variation 
Therefore, W X 0 is a weak solution to (0.1), (0.2). (In the cited books, martingale problems are used instead of weak solutions. Then the integral representation theorem is hidden in the construction of a weak solution from a solution to the martingale problem, so a complete proof is essentially the one sketched above.)
This procedure has two rather nontrivial inputs: the Skorokhod representation theorem, and the integral representation theorem whose proof, albeit based on a simple and beautiful idea, becomes quite technical if the space dimension is greater than one. An alternative approach to identification of the limit was discovered recently (see [3, 14] ) in the course of study of stochastic wave maps between manifolds, where integral representation theorems for martingales are no longer available. The new method, which refers only to basic properties of martingales and stochastic integrals, may be described in the case of the problem (0.1), (0.2) in the following way: One starts again with a sequence X k W k such that (0.4) holds true. If the initial condition is p-integrable for some p > 2, it can be shown in a straightforward manner, using the almost sure convergence, that
are martingales, in other words,
whence one concludes that W 0 X 0 is a weak solution. If the additional integrability hypothesis on is not satisfied, the proof remains almost the same, only a suitable cut-off procedure must be amended. We take a step further and eliminate also the Skorokhod representation theorem. Let P k be the laws of X r k W on the space U = 0 T m × 0 T n ; we know that the sequence P k converges weakly to some measure P 0 . Denote by Y B the canonical process on U and set
are local martingales under the measure P k for every k ≥ 1, as can be inferred quite easily from the definition of the measure P k . Now one may try to use Theorem IX.1.17 from Jacod and Shiryaev [11] stating, roughly speaking, that a limit in law Downloaded by [Matematicky Ustav Av Cr] at 11:44 19 December 2011 of a sequence of continuous local martingales is a local martingale. We do not use this theorem explicitly, since to establish convergence in law of the processes (0.5) as k → is not simpler than to check the local martingale property for k = 0 directly, but our argument is inspired by the proofs in the book [11] . The proof we propose is not difficult and it is almost self-contained, it requires only two auxiliary lemmas (with simple proofs) from Jacod and Shiryaev [11] on continuity properties of certain first entrance times, which we recall in the Appendix. Once we know that the processes (0.5) are local martingales for k = 0 as well, the trick from Brzeźniak and Ondreját [3] and Ondreját [14] may be used yielding that B Y is a weak solution to (0.1), (0.2). It is worth mentioning that this procedure is independent of any integrability hypothesis on .
The proof of (0.3) not being our main concern notwithstanding, we decided to include a less standard proof of tightness inspired also by the theory of stochastic partial differential equations. We adopt an argument proposed by Gatarek and Gołdys [6] (cf. also [4, chapter 8] ), who introduced it when studying weak solutions to stochastic evolution equations in Hilbert spaces, and which relies on the factorization method of Da Prato et al. (see [4, chapters 5 and 7] for a thorough exposition) and on compactness properties of fractional integral operators. The fractional calculus has become popular amongst probabilists recently because of its applications to fractional Brownian motion driven stochastic integrals and a proof of tightness using it may suit some readers more than the traditional one based on estimates of moduli of continuity.
Let us close this Introduction by stating the result to be proved precisely. 
Let be a Borel probability measure on m . Then there exists a weak solution to the problem
We recall that a weak solution to (0.7) is a triple G t Q W X , where G t Q is a stochastic basis with a filtration t that satisfies the usual conditions, W is an n-dimensional t -Wiener process and X is an m -valued tprogressively measurable process such that Q X 0 −1 = and
for all t ∈ 0 T Q-almost surely. The rest of this article is devoted to the proof of Theorem 0.1. In Section 1, a sequence of equations with Lipschitzian coefficients approximation (0.7) is constructed, tightness of the set of their solutions being shown in Section 2. In Section 3, cluster points of the set of approximating solutions are identified as weak solutions to (0.7). Downloaded by [Matematicky Ustav Av Cr] at 11:44 19 December 2011
Approximations
In this section, we introduce a sequence of equations that have strong solutions and approximate the problem (0.7). If E and F are metric spaces, we denote by E F the space of all continuous mappings from E to F . For brevity, we shall sometimes write V instead of 0 T V if V ∈ . If f ∈ 0 T F and s ∈ 0 T then the restriction of f to the interval 0 s will be denoted by s f . Plainly, s 0 T F −→ 0 s F is a continuous mapping. Finally, L q G V stands for the space of q-integrable functions on G with values in V . Our construction is based on the following proposition.
is a Borel function of at most linear growth, that is,
which are Lipschitz continuous in the second variable uniformly in the first one,
The proof is rather standard so it is not necessary to dwell on its details: one takes a smooth function ∈ N such that ≥ 0, supp ⊆ x ∈ N x ≤ 1 and N dx = 1 and sets
The functions G k have all desired properties except for being only locally Lipschitz, but it is possible to modify them outside a sufficiently large ball in an obvious manner.
Let the coefficients b and satisfy the assumptions of Theorem 0.1. Using Proposition 1.1, we find Borel functions
b k t · and k t · are Lipschitz continuous uniformly in t ∈ 0 T and converge locally uniformly on m as k → to b t · and t · , respectively, for all t ∈ 0 T .
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Fix an arbitrary stochastic basis t P , on which an n-dimensional tWiener process W and an 0 -measurable random variable −→ m with ∼ are defined. It is well known that for any k ≥ 1 there exists a unique tprogressively measurable m -valued stochastic process X k solving the equation
Moreover, for any p ∈ 2 there exists a constant C * < , depending only on p, T and K * , such that
Tightness
Let X k k ≥ 1 be the sequence of solutions to (1.2). Plainly, the processes X k may be viewed as random variables X k −→ m (where the Polish metric space m is endowed with its Borel -algebra). In this section, we aim at establishing the following proposition. To this end, let us recall the definition of the Riemann-Liouville (or fractional integral) operator: if q ∈ 1 ,
The definition is correct, as an easy application of the Hölder inequality shows. Note that, in particular, 
The last auxiliary result to be recalled is the Young inequality for convolutions (see, e.g., [13 
In fact, we shall need only a particular one-dimensional case of Lemma 2.
Now we derive a representation formula that plays a key role in our proof of Proposition 2.1.
Lemma 2.5. Let be an m×n -valued progressively measurable process such that
and set
for all t ∈ 0 T P-almost surely. Downloaded by [Matematicky Ustav Av Cr] at 11:44 19 December 2011
Proof. The result is well known and widely used for infinite-dimensional systems (see, e.g., [4, §5.3] ). For finite-dimensional equations, the proof is slightly simpler and, thus, it is repeated here for the reader's convenience.
Since
belongs to L 1 0 T as well and so is finite almost everywhere in 0 T , which implies that Z t is well defined for almost all t ∈ 0 T . By the Burkholder-Davis-Gundy inequality,
the last estimate being a consequence of (2.2) and the fact that E
for P-almost all ∈ and R Z is well defined P-almost surely.
Further, 
Proof of Proposition 2.1. Let an arbitrary > 0 be given, we have to find a relatively compact set K ⊆ m such that
In what follows, we shall denote by D i constants independent of k and by · q the norm of L q 0 T m . First, we prove our claim under an additional assumption that there exists p > 2 such that
Plainly, a compact set ⊆ m may be found satisfying
Take an ∈ 1 p 1 2
. By Lemma 2.5,
P-almost surely, where
Applying the Chebyshev inequality, (1.1) and (1.3) we get
Similarly, invoking in addition the Burkholder-Davis-Gundy and Young inequalities, 
Let us choose 0 < so that
Since the operators R 1 and R are compact, the set K is relatively compact and
for any k ≥ 1, which completes the proof of tightness under the additional assumption (2.3). Finally, let be arbitrary. Let > 0 be fixed, we may find ≥ 0 such that P > < 2 . Let X k , k ≥ 1, be the solutions to
The initial condition in (2.4) satisfies (2.3), so by the first part of the proof we know that the set P X −1 k k ≥ 1 is tight and there exists a compact set K ⊆ m such that
Since the coefficients b k , k are Lipschitz continuous in space variables,
for all k ≥ 1, this implies
for any k ≥ 1 and tightness of the set P X By the Prokhorov theorem, the set P X k W −1 k ≥ 1 is relatively (sequentially) compact in the weak topology of probability measures, so it contains a weakly convergent subsequence. Without loss of generality we may (and shall) assume that the sequence P X k W −1 k=1 itself is weakly convergent. Let us set for brevity P k = P X k W −1 , k ≥ 1, and denote the weak limit of P k k=1 by P 0 . Set further
and let Y B be the process of projections on U , that is
Finally, let t be the P 0 -augmented canonical filtration of the process Y B , that is,
Identification of the Limit
In this section, we shall show that U 
Lemma 3.2.
The process B is an n-dimensional t -Wiener process on U P 0 .
Lemma 3.3. The process
is a local t -martingale on U P 0 .
Lemma 3.4. The process
is an m×n -valued local t -martingale on U P 0 .
Proofs of these lemmas have an identical structure, so we prove only the first of them in detail, the other ones being treated only in a concise manner. In the course Downloaded by [Matematicky Ustav Av Cr] at 11:44 19 December 2011 of the proof, we shall need two easy results on continuity properties of the first entrance times as functionals of paths. Let
(with a convention inf ∅ = T ).
Lemma 3.5.
(a) For any f ∈ V , the function L −→ L f is nondecreasing and left-continuous on
If Z t t∈ 0 T is a continuous V -valued stochastic process defined on a probability space G q , then L Z L≥0 is a stochastic process with nondecreasing left-continuous trajectories, whence we get Lemma 3.6. The set
is at most countable.
Lemma 3.5 is proved (but not stated exactly in this form) in Jacod and Shiryaev [11] , see Lemma VI.2.10 and Proposition VI.2.11 there. For Lemma 3.6, see [11, Lemma VI.3.12] . In Jacod and Shiryaev [11] , L is considered as a function on the Skorokhod space , in our case the proofs simplify further; they are recalled in the Appendix to keep the article self-contained.
Further, let us quote an useful result on weak convergence of measures (cf., e.g., [2, Proposition IX.5.7] ). 
in analogy with the definition of M k but using the solutions X k to the problem (1.2) instead of the process Y . We shall prove: i) k , k ≥ 1, are local martingales, ii) M k , k ≥ 1, are local martingales with respect to the measure P k due to the equality of laws 
and so k is a local t -martingale. Take an L ∈ + , for the time being arbitrary. Obviously, L X k is a stopping time and k · ∧ L X k is a bounded process by (1.1) and the definition of L , hence, k · ∧ L X k is a martingale.
Hereafter, times s t ∈ 0 T , s ≤ t, and a continuous function 0 s m × 0 s n −→ 0 1 will be fixed but otherwise arbitrary. Obviously, s X k s W is a bounded smeasurable function, hence,
by the martingale property of k · ∧ L X k .
Note that the mapping
is continuous for any k ≥ 0 due to the continuity of b k r · , and the mapping
is Borel for any ∈ 0 T fixed by Lemma 3.5(b), thus, also their superposition
is Borel. Consequently, the mapping
for all k ≥ 1 by the definition of P k , which together with (3.1) implies
Now, suppose in addition that L is chosen so that
(Lemma 3.6 shows that such a choice is possible.) Then by Lemma 3.5(b) and the fact that Y is a canonical projection from U onto m , so also
This implies that s Y s B H 0 Y is a bounded function continuous P 0 -almost everywhere on U for any fixed. We may estimate 
is an arbitrary open set, then there exist continuous functions g l 0 s m × n −→ 0 1 such that g l 1 G on 0 s m × n as l → . Therefore, using the Levi monotone convergence theorem we derive from (3.4) that
holds for all A ∈ s Y s B , thus, for all A ∈ s . We see that M 0 · ∧ L Y is a t -martingale, whenever L ∈ + satisfies (3.3). It remains to note that by Lemma 3.6 there exists a sequence L r such that
As L r Y is plainly a localizing sequence of stopping times, we conclude that M 0 is a local t -martingale on U P 0 , as claimed.
Proof of Lemma 3.2. By our construction, P W −1 = P k B −1 for each k ≥ 1, so also P W −1 = P 0 B −1 and B is an n-dimensional Wiener process (with respect to its canonical filtration) on U P 0 . In particular, its tensor quadratic variation satisfies B t = tI. Mimicking the procedure from the previous proof we may check easily that B is a local t -martingale, hence an t -Wiener process by the Lévy theorem.
Proof of Lemma 3.3 . We know that k , k ≥ 1, are local martingales and 
Note that
is a Borel mapping for all k ≥ 0 and ∈ 0 T . It can be seen easily that it suffices to check that
is a continuous mapping for any u ∈ 0 T ; this follows from the estimate
for h 1 h 2 ∈ m , continuity of functions k r · and the dominated convergence theorem. Hence, (3.6) yields
Passing to the limit exactly in the same way as in the proof of Lemma 3.1 we obtain
provided that L ∈ + satisfies (3.3), and the proof may be completed easily.
Proof of Lemma 3.4 . Since k and W are continuous local martingales, the process 
is an m×n -valued local martingale. The process (3.7) stopped at L X k W is bounded, hence it is a martingale and so defined for all times t ≥ 0. The proof remains almost the same, only its part concerning tightness requires small modifications. However, it suffices to realize that the space + V equipped with the topology of locally uniform convergence is a Polish space whose Borel -algebra is generated by the projections f → f t , t ≥ 0 and whose closed subset K is compact if and only if T f f ∈ K is a compact subset of 0 T V for all T ≥ 0. As a consequence, Theorem 0.1 remains valid if existence of a suitable Lyapunov function is supposed instead of the linear growth hypothesis. One proceeds as in the proof of Theorem 0.1, approximating the coefficients b and by bounded continuous functions that satisfy the same Lyapunov estimate as b and . However, the proof of tightness is more technical, although no fundamentally new ideas are needed; details may be found in a companion article [7] . 
