Fitch graphs G = (X, E) are digraphs that are explained by { / 0, 1}-edge-labeled rooted trees T with leaf set X: there is an arc (x, y) ∈ E if and only if the unique path in T that connects the last common ancestor lca(x, y) of x and y with y contains at least one edge with label "1". In practice, Fitch graphs represent xenology relations, i.e., pairs of genes x and y for which a horizontal gene transfer happened along the path from lca(x, y) to y.
connection to both empirically accessible data and to key biological concepts is given by binary relations on the leaves that are specified in terms of the labels encountered in certain substructures within the underlying tree. The practical importance of this type of models derives from the fact that the relations can be inferred directly from empirical data, such as gene sequences, without knowledge of the tree [23, 25, 26] . From a mathematical perspective, a rich set of interrelated graph-theoretical problems arises from the questions which relations on the leaves can be obtained from labeled trees under a given set of rules.
Vertex labels and relations defined in terms of the label of the last common ancestor, for example, are closely related to co-graphs and their multi-colored generalization known as 2structures [1, 4, 5, 17, 18, 22] . Edge-labels, on the other hand, may represent the number of events, in which case they lead to pairwise compatibility graphs (PCGs) and their variants: here, an edge is drawn if the total weight along the path connecting x and y lies between a priori defined bounds [3] . Leaf power graphs specify either only an upper or a lower bound [8] . While PCGs are defined with strictly positive edge weights, an extension to zero weights -the absence of evolutionary events along an edge -is required in models of evolution focused on rare events [19] .
Fitch graphs were introduced to model so-called horizontal transfer events. They can be seen as directed generalizations of lower bound leaf power graphs: a directed edge connects x and y if at least one of the tree edges connecting the last common ancestor lca(x, y) and the "target" leaf y carries a "horizontal transfer" label [11] . Fitch graphs have been characterized by a small set of forbidden induced subgraphs that identifies them as a subclass of the directed cographs [11, 14] . Modeling different types of events by different labels yields a multi-colored generalization of Fitch graphs that can be regarded as a collection of edge-disjoint sets of Fitch graphs [16] . Here, we further relax the compatibility conditions and consider sets of Fitch maps and trees whose edges are labeled by finite sets. Conceptually, the construction explored in this contribution can be seen as an edge-centered analog of the 2-structures explored in [5, 6, 18] .
This contribution is organized as follows. In Section 2, we provide most of the necessary definitions needed here, and continue to characterize Fitch maps in Section 3. To this end, we introduce the notion of (complementary) neighborhoods that additionally provide the necessary information to reconstruct a tree that explains a given Fitch map. In addition, we provide a so-called inequality-condition that is needed to obtain a correct edge-labeling of the underlying trees. In Section 4, we utilize the latter results and show that every Fitch map is explained by a (up to isomorphism) unique least-resolved tree. Moreover, we show that every Fitch map is characterized in terms of so-called forbidden submaps. In Section 5, we consider k-restricted Fitch maps, i.e., Fitch maps that are explained by edge-labeled trees for which the number of colors on their edges does not exceed a prescribed integer k. We provide a constructive characterization of k-restricted Fitch maps, and show that, in general, k-restricted Fitch maps cannot be characterized in terms of forbidden submaps. In Section 6, we finally provide a polynomial-time algorithm to recognize Fitch maps ε and, in the affirmative case, to reconstruct the unique least-resolved tree that explains ε. We complete this work with a short outlook where we provide a couple of open questions for further research.
Preliminaries
Basics For a finite set X we put [X × X] irr := X × X \ {(x, x) : x ∈ X}, and X k := {X ⊆ X : |X | = k}. We consider undirected graphs G = (V, E) with finite vertex set V and edge set E ⊆ V 2 . Hence, the graphs considered here do not contain loops or multiple edges. A graph H = (W, F) is a subgraph of G = (V, E), denoted by H ⊆ G, if W ⊆ V and F ⊆ E.
Trees A rooted tree is a connected, cycle-free graph with a distinguished vertex ρ T ∈ V , called root of T . Let T = (V, E) be a rooted tree. Then, the unique path from the vertex v ∈ V to the vertex w ∈ V is denoted by P T (v, w). A leaf of T is a vertex v ∈ V \ {ρ T } such that deg T (v) = 1. The set of all leaves of T will be denoted by L(T ). The vertices inV (T ) := V \ L(T ) are called inner vertices. All edges inE(T ) := {{v, w} ∈ E : v, w ∈V (T )} are called inner edges. Edges of T that are not contained inE(T ) are called outer edges. Every rooted tree carries a natural partial order T on the vertex set V that can be obtained by setting v T w if and only if the path from ρ T to w contains v. In this case, we call v an ancestor of w, w a descendant of v, and say that v and w are comparable. Instead of writing v T w and v = w, we will use v ≺ T w.
It will be convenient to use a notation for edges {v, w} ∈ E that implies which one of the vertices in {v, w} is closer to the root. Therefore, we always write (v, w) ∈ E to indicate that v ≺ T w. In this case, the unique vertex v is called parent of w, denoted by par T (w). For a nonempty subset V ⊆ V of vertices, the last common ancestor of V , denoted by lca T (V ), is the unique T -maximal vertex of T that is an ancestor of every vertex in V . We will make use of the simplified notation lca T (x, y) := lca T ({x, y}) for V = {x, y}. We will omit the explicit reference to T for T , par T (w) and lca T , whenever it is clear which tree is considered.
A phylogenetic tree T on X is a rooted tree T with leaf set L(T ) = X, with the degree deg T (ρ T ) ≥ 2, and the degree deg
A rooted triple, denoted by xy|z, is a phylogenetic tree on {x, y, z} with lca(x, y, z) ≺ lca(x, y). A triple xy|z is displayed by a rooted tree T , if lca T (x, y, z) ≺ T lca T (x, y). We denote with R(T ) the set of all triples that are displayed by T . A set R of triples is called compatible if R = / 0, where R denotes the set of all trees that display R. Moreover, the closure R of an arbitrary compatible set R of triples is defined by R = T ∈ R R(T ). In other words, R contains all triples that are displayed by every tree that also display R, see e.g. [2, 12, 27] for further details. In fact, R satisfies the usual properties for a closure operator [2] , i.e., R ⊆ R, R = R, and if R ⊆ R, then R ⊆ R.
Clusters and Hierarchies Let X be a finite set, and let H ⊆ P(X) be a set system on X.
Then, we say that H is hierarchy-like if P ∩ Q ∈ {P, Q, / 0} for all P, Q ∈ H. The set system H is a hierarchy (on X) if it is hierarchy-like and in addition satisfies X ∈ H and {x} ∈ H for all x ∈ X.
Given a phylogenetic tree T = (V, E), we define for each vertex v ∈ V the set of descendant leaves as
In this context, it is well-known that C(T ) forms a hierarchy and that there is a one-to-one correspondence between (isomorphism classes of) rooted trees and their cluster sets:
. For a given subset H ⊆ P(X), there is a phylogenetic tree T on X with H = C(T ) if and only if H is a hierarchy on X. Moreover, if there is such a phylogenetic tree T on X, then, up to isomorphism, T is unique.
3 Characterization of Generalized Fitch maps 3.1 Definitions Definition 3.1. Let M be an arbitrary finite set of colors. An edge-labeled (phylogenetic) tree (T, λ ) on X (with M) is a phylogenetic tree T = (V, E) on X together with a map λ : E → P(M).
We will often refer to the map λ as the edge-labeling and call e an m-edge if m ∈ λ (e). Note that the choice of m ∈ λ (e) may not be unique. An edge can be an mand m -edge at the same time. It is easy to see that Fitch maps are not necessarily symmetric as e.g. ε(a, b) = ε(b, a). Moreover, we can observe that 1 ∈ ε(a, c), 1 ∈ ε(c, b) but 1 / ∈ ε(a, b) = / 0. Therefore, Fitch maps are not "transitive" in general.
To avoid trivial cases, we assume from here on that both the set X of leaves and the set M of colors is non-empty.
is a Fitch map if there is an edge-labeled tree (T, λ ) with leaf set X and edge labeling λ : E(T ) → M such that for every pair (x, y) ∈ [X × X] irr holds m ∈ ε(x, y) ⇐⇒ there is an m-edge on the path from lca(x, y) to y.
In this case we say that (T, λ ) explains ε. Figure 1 provides an illustrative example of a Fitch map ε and its corresponding tree (T, λ ).
Monochromatic Fitch maps are equivalent to the "Fitch relations" studied by Geiß et al. [11] , and Hellmuth and Seemann [14] .
The map ε can also be interpreted as a set of |M| not necessarily disjoint binary relations on X defined by the sets of pairs {(x, y) ∈ [X × X] irr : m ∈ ε(x, y)} for each fixed color m ∈ M. These relations are disjoint if and only if |ε(x, y)| ≤ 1 for every (x, y) ∈ [X × X] irr , in which case we call ε a disjoint map. Disjoint Fitch maps are equivalent to "multi-colored Fitch graphs" studied by Hellmuth [16] .
The Fitch maps defined here correspond to directed multi-graphs with the restriction that there are no parallel arcs of the same color. Note, we may also allow parallel arcs with the same color m provided that this still means that there is an m-edge along the path from lca(x, y) to y. However, we must omit parallel edges with the same color m whenever the multiplicity k of a parallel m-edge implies that at least k m-edges must occur along the path from lca(x, y) to y, an issue that may be part of future research.
Characterization via Neighborhoods
We start by generalizing the approach developed by Hellmuth and Seemann [14] for the monochromatic case. The key conditions characterizing Fitch relations in [14] are naturally generalized as follows: The example in Fig. 1 gives some intuition for the definition of the sets N ¬m [y] and N[ε]: Here, we have N ¬1 [b] = {a, b} and N ¬4 [b] = {a, b, c}. In this example, we obtain all clusters of size at least 2, and thus, all clusters that are needed to recover the tree that explains the map ε.
In fact, N[ε] is hierarchy-like. However, even if N[ε] is hierarchy-like it may be the case that there is no tree that can explain ε, as we shall see below. As in [14] the IC will turn out to be necessary as well.
The following proposition is crucial for the remaining part of this paper as it provides a quite powerful characterization of neighborhoods and edge-labeled trees that explain a Fitch map. Proof. Let ε : [X × X] irr → P(M) be a Fitch map that is explained by (T, λ ). Furthermore, let y ∈ X be an arbitrary leaf and m ∈ M be an arbitrary color. First, we show that there is a vertex v ∈ V (T ), which satisfies Statement (1) . Let v ∈ V (T ) be the vertex that is an ancestor of y and is closest to the root ρ T such that there is no m-edge on the path from v to y. Note that v = y is possible. By the choice of v, Statement (1a) is trivially satisfied. Now, assume that v = ρ T . This, together the the fact that v is closest to the root among all ancestors of y that satisfies that there is no m-edge on the path from v to y, implies that (par(v), v) is an m-edge. Therefore, Statement (1b) is also satisfied.
Next, we show that Statement (1) implies Statement (2) . For fixed m and y, consider a vertex v ∈ V (T ) satisfying (1a) and (1b).
First, we establish v y. Since y is a leaf, we either have v y or v and y are not comparable. Assume for contradiction that v and y are not comparable, and thus v = ρ T . Therefore, Statement (1b) implies that (par(v), v) is an m-edge. However, (par(v), v) lies on the path from v to y; a contradiction to Statement (1a). Thus, v and y must be comparable, and therefore v y.
In order to see that C T (v) ⊆ N ¬m [y], we consider x ∈ C T (v), i.e. v x. This, together with v y implies that v lca(x, y) y. Hence, P T (lca(x, y), y) ⊆ P T (v, y). This, together with Statement (1a), implies that there is no m-edge on the path from lca(x, y) to y.
Next, in order to see that
. Note that v y implies that y ∈ C T (v). Therefore, if x = y, then x = y ∈ C T (v). Now, assume that x = y. Hence, we have x ∈ N ¬m [y] \ {y}, and therefore m / ∈ ε(x, y). Thus, since (T, λ ) explains ε, there is no m-edge on the path from lca(x, y) to y. Note that if lca(x, y) ≺ v y, then v = ρ T and Statement (1b) implies that (par(v), v) is an m-edge that, in particular, is on the path from lca(x, y) to y; a contradiction. Thus, lca(x, y) cannot be a strict ancestor of v. Moreover, v y and lca(x, y) y imply that lca(x, y) and v are comparable. The latter arguments together imply that v lca(x, y) x.
Hence, x ∈ C T (v).
We proceed to show that Statement (2) implies Statement (1) . Suppose that Statement (2) is satisfied. If v = y, then Statement (1a) is trivially satisfied. Now, assume that v = y. Choose an x ∈ X such that lca(x, y) = v. Note that v = y implies that x and y are distinct. This and x ∈ C T (v) = N ¬m [y] imply that m / ∈ ε(x, y). This and the fact that (T, λ ) explains ε imply that there is no m-edge on the path from v = lca(x, y) to y. In summary, Statement (1a) is satisfied.
and x = y, we have m ∈ ε(x , y). This, together with the fact that (T, λ ) explains ε, implies that there is an m-edge on the path from lca(x , y) = par(v) to y. We have already shown that Statement (1a) is satisfied, and thus, there is no m-edge on the path from v to y. The latter two arguments imply that (par(v), v) must be an m-edge. Therefore, Statement (1b) is also true. Proposition 3.5 has several simple but important consequences.
Corollary 3.6. Every Fitch map ε satisfies the hierarchy-like-condition (HLC), and N[ε] ⊆ C(T ) for every tree (T, λ ) that explains ε.
Proof. Let (T, λ ) be an arbitrary tree that explains ε. By Prop. 3.5, for every neighborhood
. By Lemma 2.1, the set C(T ) forms a hierarchy. Since every subset of the cluster-set C(T ) of a phylogenetic tree T is hierarchy-like, the map ε satisfies HLC. Proof. Let ε : [X × X] irr → P(M) be a Fitch map that is explained by (T, λ ). Furthermore, let y ∈ X be an arbitrary leaf and m ∈ M be an arbitrary color; and let y ∈ N : Before we show that HLC and IC are also sufficient conditions for Fitch maps, we provide the following interesting result. {ab|c : a, b ∈ N and c ∈ X \ N} be a triple set constructed of the neighborhoods of ε. Then, we have the following:
Moreover, Prop. 3.5 can also be used to show
Proof. Let ε : [X × X] irr → P(M) be a Fitch map, and let (T, λ ) be a tree that explains ε. Then, assume that ab|c ∈ R(ε). Thus, there is a neighborhood N ∈ N[ε] with a, b ∈ N and c ∈ X \ N.
, and thus ab|c is displayed by T .
We proceed with showing that R(ε) is closed. First, we apply Corollary 3.6 to conclude that N[ε] is hierarchy-like. Thus, N := N[ε] ∪ {X} ∪ {{x} : x ∈ X} is a hierarchy. By Lemma 2.1, there is a (unique) tree T such that C(T ) = N. By construction, we conclude that R(ε) = R(T ), and thus R(ε) = R(T ). Due to the definition of a closure, we have R(ε) = R(T ) ⊆ R(T ). However, since T ∈ R(T ) and due to the definition of a closure, we obtain R(T ) = R(T ).
In order to show that HLC and IC are also sufficient conditions for Fitch maps, we define a particular edge-labeled tree T (ε) = (T, λ ) and proceed by proving that T (ε) explains ε. Definition 3.9. Let ε : [X × X] irr → P(M) be a map that satisfies HLC. The edge-labeled tree T (ε) = (T, λ ) on X (with M) has the cluster set
We first note that T (ε) = (T, λ ) as specified in Def. 3.9 is well-defined: If there is a map ε : [X × X] irr → P(M) that satisfies HLC, then C(T ) as defined in Def. 3.9 is indeed a hierarchy. This, together with Lemma 2.1, implies that the phylogenetic tree T on X is well-defined. The edge-labeling λ : E → P(M) in Def. 3.9 requires only the existence of vertices y ∈ X with C T (v) = N ¬m [y] for some m ∈ M, and thus, λ is also well-defined. Now, we are in the position to show that HLC and IC are sufficient for Fitch maps. Proof. Let ε : [X × X] irr → P(M) be a map that satisfies HLC and IC, and let T (ε) = (T, λ ) be the edge-labeled tree as in Def. 3.9.
To show that ε is a Fitch map it suffices to show that T (ε) explains ε. To this end, we will show that for every (x, y) ∈ [X × X] irr we have the following: m ∈ ε(x, y) ⇐⇒ there is an m-edge on the path from lca(x, y) to y.
Let (x, y) ∈ [X × X] irr , and suppose that m ∈ ε(x, y).
. v y, and lca(x, y) y, we conclude that v and lca(x, y)
. v x, and lca(x, y) x, we can conclude that v lca(x, y). The latter two arguments imply that lca(x, y) ≺ v; and therefore, lca(x, y) par(v) ≺ v y. Hence, the edge (par(v), v) lies on the path from lca(x, y) to y.
Conversely, suppose that there is an m-edge (par(v), v) on the path from lca(x, y) to y in T (ε), and that (
We continue to show that N ¬m [y] ⊆ C T (v).
Since v lies on the path P T (lca(x, y), y), we have v y, and thus y ∈ C T (v). By the construction of T (ε), we have N[ε] ⊆ C(T ); and therefore, (3) and (4).
To summarize, for any pair (x, y) ∈ [X × X] irr we have m ∈ ε(x, y) if and only if there is an m-edge on the path from lca(x, y) to y in T (ε). Therefore, T (ε) explains ε; and thus, ε is a Fitch map. Note that Theorem 3.11 and [14, Thm. 4] are equivalent in case that ε is a monochromatic Fitch map.
Characterization via Forbidden Submaps
Monochromatic Fitch maps ε : [X × X] irr → P(M) with |M| = 1 are characterized by a small set of forbidden subgraphs [11, 19] . In what follows, we show that also non-monochromatic Fitch maps have a forbidden submap characterization as defined as follows:
For the characterization in terms of forbidden submaps, we first provide the next lemma, which is illustrated in Fig. 2 . Proof. Let ε : [X × X] irr → P(M) be an arbitrary map. First, suppose that ε is not a Fitch map. Thus, Theorem 3.11 implies that ε does not satisfy HLC or IC. First, suppose that ε does not satisfy IC. Hence, there is a neighborhood
, it must hold that m / ∈ ε(c, a). The last three observations imply that Condition (1) , implies that there are three mutually exclusive cases that need to be examined: ε(a, d) . This, together with m = m , implies that Condition (4) is satisfied.
In summary, if ε is not a Fitch map, then at least one of the Conditions (1), (2), (3) and (4) must be satisfied.
Conversely, suppose that ε : [X × X] irr → P(M) satisfies at least one of the Conditions (1), (2) (3) or (4). First, assume that Condition (1) 
is not hierarchy-like; and therefore, Theorem 3.11 implies that ε is not a Fitch map.
Hence, there is a neighborhood N := N ¬m [b] and a vertex a ∈ N such that |N ¬m [a]| > |N|; and therefore, ε does not satisfy the inequality-condition (IC). Theorem 3.11 implies that ε is not a Fitch map. Hence, either way, if ε satisfies Condition (1), then ε is not a Fitch map.
It is easy to see that in neither case the set N[ε] is hierarchy-like, and Thm. 3.11 implies that ε is not a Fitch map.
In summary, if one of the Conditions (1), (2), (3) or (4) is satisfied, then ε is not a Fitch map. Note that Theorem 3.14 and [14, Thm. 5] are equivalent in case that ε is a monochromatic Fitch map. Moreover, the characterization in Theorem 3.14 directly implies the following result that shows that the recognition of Fitch maps reduces to the recognition of Fitch maps on less than five vertices and on one or two colors only. 2. If |M| ≥ 2 and |X| ≥ 4, then for every X ∈ X 4 and for every M ∈ M 2 the map ε is a Fitch map.
Application of simple Boolean conversion on Lemma 3.13 implies
3. If |M| ≥ 2 and |X| ≤ 3, then for every M ∈ M 2 the map ε is a Fitch map, where X := X. 4. If |M| = 1, then for every X ∈ X 3 the map ε is a Fitch map, where M := M.
In addition, we obtain the following Proof. Let ε : [X × X] irr → P(M) be a Fitch map, and let ε : [X × X ] irr → P(M ) be an induced submap of ε. Assume for contraposition that ε is not a Fitch map. Then, Thm. 3.14 implies that ε contains a forbidden submap. Since ε is an induced submap of ε, this forbidden submap is also part of ε. Thus, Thm. 3.14 implies that ε is not a Fitch map.
Uniqueness of the Least-Resolved Tree
In the following we are interested in so-called least-resolved trees that explain a given Fitch map ε. Roughly speaking, an edge-labeled tree (T, λ ) that explains ε is least-resolved if it does not contain "unnecessary" colors along its edges and one cannot "contract" edges without destroying the property that the resulting tree still explains ε. To make this notion more precise, we first need a couple of definitions. 
Moreover, a coarse-graining (T , λ ) of (T, λ ) is a strict coarse-graining of (T, λ ) whenever
In particular, we say (T, λ ) and (T , λ ) are isomorphic, denoted by (T, λ ) ∼ = (T , λ ), if they are coarse-grainings of each other. It remains to show that for eachv
Next, assume that v ∈ X is a leaf, i.e. {v} = C T (v), and therefore y = v. Since T is a phylogenetic tree, there is a leaf z ∈ X such that lca T (v, z) = par T (v). Moreover, z / ∈ {v} = N ¬m [y] implies m ∈ ε(z, y). Since (T, λ ) explains ε, we conclude that there is an m-edge on the path
and v = ρ T . This, together with the fact that T is a phylogenetic tree, implies that there are two leaves x, z ∈ X such that lca T (x, y) = v and lca T (y, z) = par T (v).
Therefore, x, y and z are pairwise distinct. The latter arguments imply that m ∈ ε(z, y) and m / ∈ ε(x, y). This, together with the fact that (T, λ ) explains ε, implies that there is an m-edge on the path from lca T (y, z) = par T (v) to y and there is no m-edge on the path from lca T (x, y) = v to y. Therefore, we have m ∈ λ (par T (v), v). λ ) is a coarse-graining of (T * , λ * ). Hence, T (ε) must be leastresolved. This, together with the fact that (T * , λ * ) is a least-resolved tree w.r.t. ε and the fact that T (ε) explains ε, implies that (T * , λ * ) is isomorphic to T (ε).
Moreover, let (T, λ ) be an edge-labeled tree that explains ε. Then, by Prop. 4.3, T (ε) ≤ (T, λ ). By definition of "coarse-graining", we have C( T ) ⊆ C(T ), and hence |C( T )| ≤ |C(T )|.
Since X ∈ C( T ) ∩ C(T ), and since {x} ∈ C( T ) ∩ C(T ) for all x ∈ X, we can conclude that |V ( T )| ≤ |V (T )|. Since the latter is satisfied for every edge-labeled tree (T, λ ) that explains ε, the tree T (ε) must have a minimum number of vertices.
Furthermore, by definition of "coarse-graining", we also have λ (par
Hence, the sum ∑ e∈E( T ) | λ (e)| is minimum among all edge-labeled trees that explains ε.
Note that Theorem 4.4, together with Prop. 4.3, is equivalent to [11, Thm. 1] in case ε is a monochromatic Fitch map. Moreover, Theorem 4.4 implies that one can verify whether a tree (T, λ ) is least-resolved w.r.t. a Fitch map ε by checking if (T, λ ) is isomorphic to T (ε). An alternative way to test if a tree is least-resolved is provided by the next Proof. Let ε : [X × X] irr → P(M) be a Fitch map that is explained by (T, λ ), and let T (ε) = ( T , λ ) be the edge-labeled tree as in Def. 3.9. First, assume that (T, λ ) is isomorphic to T (ε), and thus C(T ) = C( T ). Then, we may assume w.l.o.g. that V (T ) = V ( T ) and E(T ) = E( T ). Hence, by Def. 3.9, for all v ∈ V (T )\{ρ T } it holds that C T (v) = C T (v) = N ¬m [y] for some y ∈ X and some m ∈ M. Now, we can apply Proposition 3.5 (2) to conclude that Statement (1) and (2) are satisfied for (T, λ ).
Conversely, assume that (T, λ ) satisfies Statement (1) and (2) . Let v ∈V (T ) \ {ρ T } be an arbitrary inner vertex. Statement (1) implies that there is an m ∈ λ (par T (v), v), and Statement (2) implies that there is no m-edge along the path from v to y in (T, λ ). Now, we can apply Proposition 3.5 to conclude that C T (v) = N ¬m [y] for some y ∈ X and some m ∈ M. Hence, by Def. 3.9 (a), we have
∈ X is not a leaf, then Statement (2) implies that there is a leaf y ∈ X such that there is no m-edge on the path from v to y in (T, λ ). If v ∈ X is a leaf, then there is trivially no m-edge on the path from v to v in (T, λ ). In both cases, Proposition 3.5 implies that
In summary, (T, λ ) is isomorphic to T (ε).
Edge-Label-Restricted Fitch maps
Geiß et al. [11] considered monochromatic Fitch maps and Hellmuth [16] considered disjoint Fitch maps. These special classes of Fitch maps can always be explained by edge-labeled trees (T, λ ) with |λ (e)| ≤ 1 for every e ∈ E(T ). In view of these results, we consider here a common generalization of these ideas and ask which type of Fitch maps can be explained by edge-labeled trees (T, λ ) with |λ (e)| ≤ k for every e ∈ E(T ) and some fixed integer k.
Definition 5.1. Let ε : [X × X] irr → P(M) be a Fitch map, and let k ∈ N be an integer. Then, we call ε a k-restricted Fitch map if there is an edge-labeled tree (T, λ ) that explains ε and that satisfies |λ (e)| ≤ k for every e ∈ E(T ).
Note that every monochromatic Fitch map and every disjoint Fitch map is a 1-restricted Fitch map. In order to characterize k-restricted Fitch maps, we will use the edge-labeled tree T (ε) as in Def. 3.9 and Proposition 4.3 and the following Proof. Let ε : [X × X] irr → P(M) be a Fitch map, and let T (ε) = ( T , λ ) be the edge-labeled tree as in Def. 3.9.
First, suppose that Statement (1) is satisfied. Then, there is an edge-labeled tree (T, λ ) with |λ (e)| ≤ k for every edge e ∈ E(T ). By Prop. 4.3, the tree T (ε) = ( T , λ ) is a coarse-graining of (T, λ ), i.e. C( T ) ⊆ C(T ) and for eachv
. This, together with |λ (e)| ≤ k for every e ∈ E(T ), immediately implies Statement (2).
Next, assume that Statement (2) is satisfied. By Lemma 3.10, T (ε) explains ε. Thus, by Definition 5.1, Statement (1) is trivially satisfied. Hence, Statement (1) and (2) are equivalent.
We are still assuming that Statement (2) Thus, we were able to adjust the characterization as in Theorem 3.11 for the special class of k-restricted Fitch maps. However, as we shall see later, it is not possible to derive a characterization in terms of forbidden submaps similar to Thm. 3.14. To this end, consider first the following Fig. 4 (left) . For the edge-labeled tree (T, λ ) as provided in Fig. 4 (middle) , all dashed edges e ∈ E(T ) have label λ (e) = / 0. Hence, |λ (e)| ≤ k for all e ∈ E(T ). In fact, (T, λ ) explains ε; and therefore, ε is a k-restricted Fitch map. Now, consider the induced submap ε : [X × X ] irr → P(M) with X = {a, b, d} of ε, as shown in Fig. 4 (right) . By Cor. 3.16, ε is also a Fitch map. For N :
Algorithm 1 Test whether a set C ⊆ P(X) is hierarchy-like Input: C ⊆ P(X). Output: true, if C is hierarchy-like, and false, otherwise. 1: if |C| > 2|X| − 1 then return false 2: if ϕ(y) = j then ϕ(y) ← i 8: else return false 9: return true we have |{m ∈ M : N = N ¬m [a]}| = |M| = k + 1 > k. This, together with {a, b} = X , implies that ε does not satisfy the k-ELC, cf. Def. 5.2. This, the fact that ε is a Fitch map, and Prop. 5.3 imply that ε is not a k-restricted Fitch map.
In summary, although ε is a k-restricted Fitch map, it contains an induced submap, which is not a k-restricted Fitch map.
We utilize Example 5.5 to show the next Theorem 5.6. There is no set of forbidden submaps such that ε is a k-restricted Fitch map if and only if ε does not contain a forbidden submap.
Proof. Assume for contradiction that there is a set of forbidden submaps that characterizes krestricted Fitch maps. Let ε and ε be chosen as in Example 5.5. Since ε is a k-restricted Fitch map, ε does not contain any of such forbidden submaps. Hence, the induced submap ε of ε cannot contain any of these forbidden submaps. Thus, ε must be a k-restricted Fitch map; a contradiction.
We note in passing that there are forbidden submap characterizations for very constrained 1-restricted Fitch maps such as monochromatic Fitch maps [11] or disjoint Fitch maps [14] .
Algorithmic Considerations
Algorithm 2 summarizes a method to recognize Fitch maps and, in the affirmative case, to construct the corresponding (unique) least-resolved edge-labeled tree. In this algorithm it must be verified whether the computed set N[ε] forms a hierarchy or not. Although we found one paper that implicitly uses an algorithm to test whether a set system is hierarchy-like or not based on an underlying Hasse diagram [10, Section 5], we provide here a quite simple alternative algorithm (cf. Alg. 1). Lemma 6.1. Given a collection C ⊆ P(X) of subsets of X, Alg. 1 correctly determines whether C is hierarchy-like or not in O(|X| 2 ) time.
Proof. First, we prove the correctness of the algorithm. Let X be a non-empty set, and let C = {C 1 ,C 2 , . . . ,C |C| } ⊆ P(X) be a collection of subsets of X. By [15, Lemma 1] , if C is a hierarchy, then |C| ≤ 2|X| − 1. Hence, if |C| > 2|X| − 1, then C cannot be a hierarchy, and thus C cannot be hierarchy-like. In this case, the algorithm correctly returns false in Line 1.
Then, the set C is ordered based on the cardinality of its elements (Line 2). Moreover, a map ϕ : X → {0, 1, . . . , |C|} is initialized with ϕ(x) = 0 for every x ∈ X (Line 3). In essence, ϕ(x) saves for each x ∈ X the last considered set C i where x was discovered. The initial case ϕ(x) = 0 corresponds to the trivial case "x ∈ C 0 = X" in the subsequent parts of this proof.
Lines 4 to 8 iterates over all C i ∈ C from the largest to the smallest elements. We set j ← ϕ(x) for some arbitrary but fixed vertex x ∈ C i . Thus, j is now the index of the latest preceding set C j that contains x. Then, we check for all y ∈ C i whether index ϕ(y) = j, that is, whether y ∈ C j is true for all all y ∈ C i , i.e., whether C i ⊆ C j . If this is the case, then the value ϕ(y) is changed to the current index i; otherwise, the algorithm returns false.
It remains to show that Alg. 1 (Lines 4 to 8) returns false if and only if C is not hierarchylike. First, suppose that Alg. 1 returns false, which is the case if there are vertices x, y ∈ C i that satisfy ϕ(x) = j = ϕ(y). Hence, x ∈ C i ∩C ϕ(x) and y ∈ C i ∩C ϕ(y) . Note that ϕ(x), ϕ(y) < i and we may assume w.l.o.g. that ϕ(x) < ϕ(y). Thus, x / ∈ C ϕ(y) , as otherwise, the value ϕ(x) must have been changed to the index ϕ(y) when considering C ϕ(y) , since C ϕ(y) is considered after C ϕ(x) . However, in this case,
Therefore, C is not hierarchy-like. Conversely, suppose that C is not hierarchy-like. Then, there are two elements
In particular, we can choose the indices i and j such j < i and i − j is minimum. Now, consider the step of the algorithm where C i is investigated. Then, we may assume w.l.o.g. that x ∈ C i ∩ C j and y ∈ C i \ C j . Hence, by the choice of i and j, we conclude that ϕ(x) = j, and since y / ∈ C j , we conclude that ϕ(y) = j. Thus, ϕ(x) = ϕ(y) and the if -condition in Line 7 correctly will return false. In summary, Alg. 1 returns false if and only if C is not hierarchy-like.
We continue by investigating the running time of the algorithm. Due to the if -condition in Line 1, we can observe that |C| ∈ O(|X|). Thus, the sorting of the elements in C (Line 2) can be achieved in O(|X| log(|X|)) time. Moreover, we iterate in Lines 4 to 8 over all O(|X|) elements in C and all O(|X|) elements in each C i ∈ C ending an overall time complexity of O(|X| 2 ), which completes the proof. Theorem 6.2. Algorithm 2 determines correctly whether a given map ε : [X × X] irr → P(M) is a Fitch map. In the affirmative case Algorithm 2 returns the least resolved tree that explains ε. Algorithm 2 can be implemented to run in O(|X| 2 · |M|) time.
Proof. Let ε : [X × X] irr → P(M) be a map. First, we prove the correctness of the algorithm. We shall note that many of the more elaborate parts of the algorithm are used to achieve the desired running time.
It is easy to verify that the block consisting of the lines 1 to 5 correctly computes N ¬m [y] for all y ∈ X and m ∈ M. Now, we verify that the block consisting of the lines 6 to 15 correctly computes N[ε]. First, for all possible cardinalities ∈ {1, . . . , |X|} a counter count[ ] = 0 is initialized, see Line 6. This counter will count all neighborhoods that have the same size . According to Thm. 3.11, ε is a Fitch Map if and only if ε satisfies IC and HLC. Thus, the algorithm correctly returns "ε is not a Fitch map", in case ε does not satisfy IC or HLC. Hence, if ε is a Fitch map, then we can compute the edge-labeled tree T (ε) = (T, λ ) according to Def. 3.9, which is done in lines 17 to 21. In particular, for a vertex v ∈ V (T ) \ {ρ T } the precomputed set label [m , y ] consists of all colors m for which there is a y with C T (v) = N ¬m [y]. Hence, λ (par(v), v) is correctly computed in lines 18 to 21. Thm. 4.4 states that T (ε) is the least-resolved tree that explains ε. In summary, Algorithm 2 is correct. Now, we investigate the running time of the algorithm. To this end, we assume w.l.o.g. that X = {1, . . . , |X|} and M = {1, . . . , |M|} are the ordered sets of positive integers from 1 to |X| and 1 to |M|, respectively. Moreover, as part of the input, ε(x, y) is an ordered set for all (x, y) ∈ [X × X] irr .
Consider the block consisting of the lines 1 to 5 that computes N ¬m [y] = {x ∈ X \ {y} : m / ∈
Summary and Outlook
Fitch maps ε are map ε : [X × X] irr → P(M) that are explained by edge-labeled trees (T, λ ) where λ : E(T ) → P(M) assigns a subset of colors in M to each edge of T . The main result of this contribution is to show that Fitch maps ε are characterized by the two simple conditions HLC and IC, which are both defined in terms of (complementary) neighborhoods in the multiedge-colored graph representation of ε (cf. Thm. 5.4). Additionally, we provided a characteriza-tion via forbidden submaps (cf. Thm. 3.14) . Moreover, we demonstrated that there is a always a unique least-resolved tree for a Fitch map (cf. Thm. 4.4). Finally, we gave a polynomial-time algorithm to verify whether a given map ε is a Fitch map, and, in the affirmative case, to construct the underlying least-resolved tree that explains ε. Monochromatic Fitch maps have an additional characterization as a subclass of so-called directed cographs [11] . This, in particular, enables Geiß et al. [11] to establish a linear-time recognition algorithm as well as a linear-time tree reconstruction method for monochromatic Fitch maps. We suspect that there is a similar close relationship between the Fitch maps defined here and so-called unp-2 structures [5] [6] [7] 18] , which form a natural generalization of directed cographs to edge-colored graphs. In particular, we expect that, using the theory of unp-2 structures, the recognition of Fitch maps and the reconstruction of the least-resolved trees is possible in a more efficient way.
As part of future research, it will be of interest to understand symmetrized Fitch maps in more detail. A map ε : [X × X] irr → P(M) is a symmetrized Fitch map if there is an edge-labeled tree (T, λ ) such that m ∈ ε(x, y) if and only if there is an m-edge along the unique path from x to y in (T, λ ). A characterization of symmetrized monochromatic Fitch maps can be found in [9] . Note that both, monochromatic Fitch maps and their symmetrized versions, form a special subclass of (directed) cographs, which are graphs that can be explained by vertex-labeled trees [9, 11] . Furthermore, results for maps that are explained by vertex-labeled unrooted trees have been established by Grünewald et al. [13] and Huber et al. [21] and may offer an avenue to attack this problem.
The Fitch maps defined here correspond to directed multi-graphs with the restriction that there are no parallel arcs of the same color. However, as already outlined in Section 3, we may also allow parallel arcs of the same color. That is, we may force to have k m-edges along the path from lca(x, y) to y, whenever there are k edges with color m connecting x and y in the graph representation of ε. To our knowledge, this generalization has not been considered so far.
Finally, we have considered here only maps that are explained by trees. Generalizations to maps that are defined by (vertex-labeled) networks can be found in [20] . Thus, a general question arises: Can a map ε : [X × X] irr → P(M) that is not a Fitch map, and thus cannot be explained by an edge-labeled tree, be explained by (rooted) edge-labeled networks instead? What are the "minimal" or "least-resolved" networks that explain such a map?
