Abstract. In this article, we prove the finiteness of the number of eigenvalues for a class of Schrödinger operators H = −∆ + V (x) with a complex-valued potential V (x) on R n , n ≥ 2. If ℑV is sufficiently small, ℑV ≤ 0 and ℑV = 0, we show that N (V ) = N (ℜV ) + k, where k is the multiplicity of the zero resonance of the selfadjoint operator −∆+ℜV and N (W ) the number of eigenvalues of −∆+W , counted according to their algebraic multiplicity.
Introduction
Consider the Schrödinger operator H = −∆ + V (x) with a complex-valued potential V (x) = V 1 (x) − iV 2 (x) on L 2 (R n ), where V 1 and V 2 are real measurable functions. V and H will be called dissipative if V 2 (x) ≥ 0 and V 2 (x) > 0 on some non trivial open set. Assume that V is a −∆-compact perturbation. H is then closed with domain D(H) = D(−∆). Let σ(H) (resp., σ ess (H), σ pp (H)) denote the spectrum (resp., essential spectrum, eigenvalues) of H. By Weyl's essential spectrum theorem and the analytic Fredholm theorem, one has σ ess (H) = [0, ∞[ and the spectrum of H is discrete in C \ [0, ∞[, consisting of eigenvalues with finite algebraic multiplicity. A priori, the complex eigenvalues of H may accumulate to any non negative real number.
For real-valued potentials V , it is well-known that the number of the eigenvalues of H = −∆ + V (x) is finite if V (x) decays like O(|x| −ρ ) for some ρ > 2 and some universal estimates hold. See [20] for a recent survey on this topic. The study of the number of eigenvalues for Schrödinger operators with complex-valued potentials has also a long history ( [5, 17, 24] ). But there are relatively fewer results and most of them are concerned with one-dimensional problems. In particular, B. S. Pavlov studied in [18, 19] the Schrödinger operator with a complex-valued potential on the positive half-line under the non-selfadjoint boundary condition y ′ (0) − hy(0) = 0 for some complex parameter h. He proved that the number of the eigenvalues is finite if |V (x)| = O(exp(−ε|x| 1/2 )) for some ε > 0, as x → +∞, and that for each λ > 0, there exist some value of h and some real smooth function V (x) decaying like O(exp(−c|x| β )) at the infinity for some c > 0 and β < 1/2 such that the eigenvalues accumulate to the point λ. Pavlov's ideas are utilized in [3] to prove the finiteness of the number of eigenvalues for nonselfadjoint Schrödinger operators on the whole real axis and in [6] for the limit set of eigenvalues of complex Jacobi matrices. In [1] , the authors showed that for potentials V satisfying V (x)e γ|x| 1 < ∞ for some γ > 1 sufficiently large, all the eigenvalues satisfy the estimate |λ| ≤ 9 4 V 2 1 . In multidimensional case, there are several recent works on the estimate of eigenvalues for non-selfadjoint Schrödinger operators. In [4, 10] , LiebThierring type estimates for Schrödinger operators are proved for eigenvalues lying outside the sector {z; |ℑz| < tℜz}, t > 0, with a t-dependent constant. In [16] , A. Laptev and O. Safronov obtained several estimates on some sums of the imaginary parts of eigenvalues. In particular, their results give some rate of convergence of the imaginary parts of eigenvalues and imply that if n = 3 and V 2 ≥ 0 is integrable, the eigenvalues of −∆ − iV 2 can not accumulate to zero. In this work, we will prove that for a class of complex-valued potentials on R n with n ≥ 2, the eigenvalues of H = −∆ + V (x) can not accumulate to a non negative real number and that if V is dissipative, the zero eigenvalue and the zero resonance (in the sense of [11] ) of the selfadjoint operator H 1 = −∆ + V 1 are turned into complex eigenvalues of H = −∆ + V 1 − iV 2 , once a small dissipative part of the potential, −iV 2 , is added on.
The minimal assumptions used in this work are the following. V 1 and V 2 satisfy the estimates V j is −∆-compact and |V j (x)| ≤ C x −ρ j for |x| > R, (1.1) for some R > 0 and ρ j > 1, j = 1, 2. Here
if n ≥ 3, p > 1 if n = 2 and p = 2 if n = 1. This allows us to apply the known results on the unique continuation theorem to H = −∆ + V . The results on the finiteness of eigenvalues will be proved for n ≥ 2 and under stronger conditions on V with ρ 2 > 2 and the real part of the potential, V 1 , satisfying
for some R > 0 and ρ ′ 1 > 2, where r = |x|, x = rθ is spherical coordinates on R n , n ≥ 2, and q(θ) is a real continuous function on S n−1 such that the lowest eigenvalue, µ 1 , of −∆ S n−1 + q(θ) on S n−1 verifies
Note that if n ≥ 3 and V 1 satisfies (1.1) for some ρ 1 > 2, (1.2) and (1.3) are satisfied with q = 0 and ρ ′ 1 = ρ 1 . For n = 2, the condition (1.3) requires the potential to be positive in some sense when r is large enough and potentials with compact support are excluded. For potentials satisfying (1.1), (1.2) and (1.3), we shall say that zero is a regular point of H, if for any u ∈ H 1,−s (the weighted first order Sobolev space with the weight x −s ) for some s < 1 such that Hu = 0, one has u = 0. We shall show in Lemma 2.2 that if V is dissipative, zero is a regular point of H. A solution u of Hu = 0 is called a resonant state if u ∈ H 1,−s \ L 2 for some appropriate s > 0. See [11] . Part (a) of Theorem 1.1 says that for Schrödinger operators with a short-range complex-valued potentials, zero is the only possible point of accumulation of the eigenvalues. Part (b) of Theorem 1.1 is optimal in the sense that even in the case V 2 = 0, if V 1 is of critical decay at the infinity, but the condition (1.3) is not satisfied, H 1 = −∆ + V 1 may have an infinite number of negative eigenvalues accumulating to zero.
The next objective of this work is to estimate the number of eigenvalues of a nonselfadjoint Schrödinger operator when the imaginary part of the potential is small. Denote H(λ) = H 1 − iλV 2 where λ ∈ R is a small parameter. Let N(λ) (resp. N 1 ) be the total number of the complex eigenvalues of H(λ) (resp., H 1 ), counted according to their algebraic multiplicity. It is easy to show that under the same conditions, if 0 is a regular point of H 1 , then
for |λ| ≤ λ 0 . See Section 4. A more interesting question is the case when zero happens to be an eigenvalue and a resonance of H 1 . For critical potentials of the form (1.2), the zero resonance may appear in any space dimension n with arbitrary multiplicity depending on the small eigenvalues of −∆ S n−1 + q ( [26] ). In this work, we will only study the particular case when n ≥ 3 and 5) where
. The condition (1.5) ensures, among others, that if zero is a resonance of H 1 , then it is simple. If
zero is never a resonance of H 1 . Let ϕ 0 be a normalized eigenfunction of −∆ S n−1 + q associated with µ 1 , which can be taken to be positive. Set 
where φ is a resonant state. Then one has Note that W 1 η 0 , φ = 0 if φ is a resonant state ( [26] ) and the condition (1.6) is independent of the choice of φ. (1.5) is always satisfied if q is an appropriate constant. In particular, if n = 3 or 4 and the condition (1.1) is satisfied with ρ j > 2, j = 1, 2, one has q = 0, ν 1 = for λ > 0 sufficiently small.
In fact, if zero is a resonance, one has
for any resonant state φ, because V 1 , φ = 0. (1.6) is satisfied. An example of the potential V 1 for which zero is a resonance but not an eigenvalue of H 1 is given in Section 4. The plan of this work is as follows. In Section 2, we prove that for short-range complex-valued potential V , the eigenvalues of H = −∆ + V (x) can not accumulate to a positive real number E > 0. In Section 3, we show that for the class of potentials satisfying the conditions of Theorem 1.1 (b), the eigenvalues of H can not accumulate to zero. The number of eigenvalues under perturbations is discussed in Section 4. The main attention is payed to the case where V is dissipative and the zero eigenvalue and the zero resonance of H 1 are present. Theorem 1.2 follows as a consequence of this analysis.
Notation. H r,s , r, s ∈ R, denotes the weighted Sobolev space of order r defined by [1] and [18] , [19] , respectively.
Absence of eigenvalues near a positive real number
The condition (1.1) implies that V j , j = 1, 2, are bounded as operators from H 1,s to H −1,s+ρ j . It will be convenient to regard H as a bounded operator from H 1,s to H 
exist in L(−1, s; 1, −s) for any s > 1/2 and is continuous in λ > 0.
Lemma 2.1. Assume (1.1). Let z 0 ∈ C and u ∈ H 1,−s for some s > 0 such that
(a). For z 0 = λ > 0, assume that 1/2 < s < min{ρ 1 /2, ρ 2 /2} and that u verifies one of the radiation conditions
Proof. (a). Note that the condition on V and the equation Hu
To fix the idea, suppose that u verifies the incoming radiation condition:
Since ρ j > 2s > 1, u can be decomposed as
for |x| > R 0 . See [12] . Here x = rθ with r = |x|, θ ∈ S n−1 , with the convention that θ = sgn x if n = 1. For R > 1, set
By the formula (14.7.1) of [8] and an argument of density, one has 4λτ
(2.5) for any τ > 1 and R > 1. One can evaluate:
for any R > 1, where
for some C 1 > 0 independent of τ and R. This shows that there exists R 1 > 1 such that
for all τ > 1 and R > R 1 . For the right hand side of (2.5), one uses the expression
Note that
The radiation condition of u gives
Since
, we obtain from the decay of w 2 that for some C,
uniformly in R > R 1 and τ > 1, where
) for all τ > 1 and R > R 1 . Since λ > 0 and c 0 > 0, this is impossible for τ and R sufficiently large, unless a 0 = 0. Therefore, u ∈ L 2,−1/2+ǫ 0 for some ǫ 0 > 0. This implies that the restriction of the Fourier transform V u on the sphere {|ξ| 2 = λ} is zero and that u is both incoming and outgoing:
Since V is short-range, the bootstrap argument of [2] or the microlocal resolvent estimates for R 0 (λ±i0) allow to show that u ∈ H 2,r for any r > 0. The unique continuation theorem ( [8, 9] ) for the Schrödinger equation implies that u = 0.
Since ρ 2 > 0, an iteration of this argument shows that u ∈ H 1,r for any r ≥ 0.
The set of positive real numbers λ > 0 for which the equation Hu = λu admits a non trivial solution in L 2,−s for any s > 1/2 and verifying some radiation condition has been analyzed in the 1970's in relation with the limiting absorption principle for non-selfadjoint Schrödinger operators. In [22, 23] , it was proved for complex-valued potentials with a long-range real part that this set is bounded with measure zero. Lemma 2.1 shows that for short-range potentials, this singular set is absent. The following result shows that when V is dissipative, zero is a regular point of H, i.e., it is neither an eigenvalue nor a resonance of H.
We want to show that H 1 u, u is a real number, although u is not in the domain of the selfadjoint operator H 1 . The Fourier transform F is a bounded map from L 2,r to H r for any r ∈ R and for any f ∈ L 2,r , g ∈ L 2,−r one has the Plancherel's formula: 
We are led to verify that |ξ| 2û ,û is a real number. It suffices to show that |ξ|û ∈ L 2 . Using the characterization of fractional Sobolev norm on H s (for 0 < s < 1) and the generalized Hardy inequality
σ is the homogeneous Sobolev space, one can show that
where
Remark that if n ≥ 3, this estimate follows easily from the standard Hardy inequality and still holds for s = 1. Consider the function
where f ∈ C ∞ 0 (R n ). It follows from (2.12) that there exists C > 0 such that
for any f ∈ C ∞ 0 (R n ) and µ ∈ R. By the method of complex interpolation, one obtains that
This proves that u, H 1 u = u, −∆u + u, V 1 u is a real number. It follows from (2.11) that H 1 u, u = 0 and V 2 u, u = 0. Since V 2 ≥ 0 and V 2 = 0, one has V 2 u = 0 and u(x) = 0 for x in a non trivial open set Ω. Now that u verifies the equation H 1 u = 0 and u = 0 on Ω, we can apply the unique continuation theorem ( [9] ) to H 1 to conclude u = 0 on R n . 
is positive definite on N , because constant functions do not belong to
Denote D(z 0 , r) = {z ∈ C; |z−z 0 | < r} for z 0 ∈ C and r > 0,
Proof of Theorem 1.1 (a). Let E 0 > 0. Assume (1.1) with ρ j > 1, j = 1, 2. We want to prove that there exists δ > 0 such that
Since H has no positive eigenvalues, it suffices to show that
The other case can be proved in the same way. Fix 1/2 < s < ρ j /2, j = 1, 2. Set
It follows that (1 + F (z)) −1 exists and
, it follows from the proof of Theorem 1.1 (a) that the boundary values R(λ±i0) of the resolvent exist and are Hölder-continuous in L(−1, s; 1, −s), s > 1/2, for λ > 0. In [21] , the Mourre's theory is generalized to a class of abstract dissipative operators and semiclassical resolvent estimates are deduced in the presence of trapped trajectories. In [22, 23] , it is proved under more general conditions that the limiting absorption principle holds outside some set of zero measure.
Finiteness of the number of eigenvalues
Proof of Theorem 1.1 (b). Using the high energy resolvent estimates for the Laplacian
for |z| > 1 and z ∈ R, for any s > 1/2, it is easy to show that under the condition (1.1) with ρ j > 1, there exists R > 0 such that
for 1/2 < s < ρ j /2 and z with |z| > R and z ∈ R + . This means that 1 + R 0 (z)V is invertible on L 2,−s . Since the positive eigenvalues of H are absent, it follows that the eigenvalues of H are contained in a bounded set. To prove Theorem 1.1 (b), it remains to show that under the conditions (1.1)-(1.3) with ρ ′ 1 > 2 and ρ 2 > 2, and that zero is a regular point of H, the eigenvalues of H can not accumulate to zero.
Let χ 1 (x) 2 + χ 2 (x) 2 = 1 be a partition of unity on R n with χ 1 ∈ C ∞ 0 such that χ 1 (x) = 1 for |x| ≤ R for some R > 0. Let −∆ + q(θ)
and
−1 is holomorphic for z near 0 and the asymptotics of (−∆ + q(θ)/r 2 − z) −1 can be computed by using Theorem A.1 of Appendix A. In particular, (1.3) ensures that the ln z-term is absent. One deduces that the limit
, continuous up to the boundary and
in L(1, −s; 1, −s) for some δ 0 > 0, where K 0 = lim z→0,z ∈R + K(z) is a compact operator. The assumption that zero is a regular point of H implies that −1 is not an eigenvalue of K 0 . In fact, let u ∈ H 1,−s for any s > 1 such that K 0 u = −u. By the expression of K 0 , one sees that Hu = −HK 0 u = 0 outside some compact. Therefore,
Under the assumption (1.3), using the decomposition of u in terms of the eigenfunctions of −∆ S n−1 +q(θ), one can show as in Theorem 3.1 of [26] 
+ν 0 ) for some ν 0 > 0. Therefore, u is in fact in H 1,−s ′ for any s ′ with 1 − ν 0 < s ′ < 1. On the other hand, one can show that the forms
are positive on H −1,s for any s < 1 and q j (v) = 0 if and only if χ j v = 0. Since w = Hu verifies 0 = w, F 0 w = q 1 (w) + q 2 (w) we deduce that q 1 (w) = q 2 (w) = 0 and χ 1 w = 0 and χ 2 w = 0. This shows that w = Hu = 0. The assumption that zero is a regular point of H implies that u = 0. This verifies that −1 is not an eigenvalue of K 0 on H 1,−s for any s > 1. In particular,
. An argument of perturbation as used in the proof Theorem 1.1 (a) shows that (1 + K(z) is invertible for z ∈ D ′ (0, δ) with δ > 0 small enough. In particular, (1 + K(z)) −1 has no poles there. By Lemma 2.1, the eigenvalues of H in D ′ (0, δ) as operator on L 2 are the same as the poles of (1 + K(z)) −1 as operator on H 1,−s . This shows that H has no eigenvalues in D ′ (0, δ).
When V is dissipative, Lemma 2.2 shows that zero is a regular point of H and the result of Theorem 1.1 (b) holds under the conditions (1.1)-(1.3) with ρ ′ 1 > 2 and ρ 2 > 2.
In the case where −1 is an eigenvalue of K 0 , one may try to use the Feshbach-Grushin formula
where F (z) is the Feshbach operator
and to show that the zeros of the determinant of F (z) can not accumulate to zero. For real-valued potentials V (x), this is indeed the case because the inverse of F (z) can be explicitly calculated for z near zero and z = 0 ( [11, 26] ). The same methods can be utilized when the imaginary part of the potential is sufficiently small. See Section 4. In the general case, new phenomena appear in threshold spectral analysis for complexvalued potentials, because although the kernels of 1 + K 0 and H in H 1,−s are the same, the characteristic space of K 0 associated with the eigenvalue −1 is usually different from that of H associated with the eigenvalue zero in H 1,−s .
Number of eigenvalues under perturbation
This Section is devoted to studying the number of eigenvalues under the perturbation by a small complex-valued potential. The main attention is payed to the perturbation of the zero eigenvalue and the zero resonance for dissipative operators. We first begin with the easy case where zero is a regular point of the selfadjoint operator H 1 .
Under the conditions (1.1)-(1.3) with ρ 2 > 2, H 1 = −∆ 1 + V 1 has only a finite number of eigenvalues:
The resolvent R 1 (z) of H 1 verifies for any δ > 0, s > 1/2,
for all z ∈ C − with |z| > δ and |z − ν j | > δ. If zero is a regular point of H 1 , then ν k < 0 and one has for any s > 1,
for all z ∈ C − with |z| ≤ δ for some δ > 0 small enough. Here and in the following, · denotes the norm or the operator norm on L 2 with no possible confusion. Since V 2 is −∆-compact and is bounded by C x −ρ 2 outside some compact and ρ 2 > 2, we have
for all z ∈ C − with |z − ν j | > δ, j = 1, · · · , k, if zero is a regular point of H 1 .
Proposition 4.1. Under the conditions (1.1)-(1.3) , let 
for |λ| < λ 0 .
Proof. For each negative eigenvalue ν j < 0 of H 1 with multiplicity m j , a standard perturbation argument can be used to show that ∃δ 0 > 0 such that H(λ) has m j eigenvalues, counted according to their algebraic multiplicity, in
for all z ∈ Ω. Then, H(λ) has no eigenvalues in Ω if |λ| < λ 0 , because if u is an eigenfunction of H(λ) associated with the eigenvalue z 0 ∈ Ω,
v is a non zero solution of the equation
This is impossible, because λ|V
This proves that the total number of complex eigenvalues of H(λ) is equal to the number of negative eigenvalues of H 1 .
Note that if N 1 = 0 and if zero is a regular point of H 1 , Kato's smooth perturbation argument can be directly used to show that H(λ) is similar to H 1 for λ small enough, which implies N(λ) = 0. See [14, 15] .
Let us study now the perturbation of the threshold eigenvalue and resonance for dissipative Schrödinger operators. Assume that zero is an eigenvalue of H 1 = −∆ + V 1 with multiplicity k 0 and a resonance of multiplicity k. k 0 or k may eventually be equal to 0. We want to show H(λ) = H 1 −iλV 2 has m = k 0 + k complex eigenvalues near 0, counted according to their algebraic multiplicity. The threshold eigenvalues and resonances are unstable under perturbation and may produce both eigenvalues or quantum resonances, if the potentials are dilation-analytic. Therefore, it may be interesting to see why the zero eigenvalue and the zero resonance of H 1 will be turned into the eigenvalues of the non-selfadjoint Schrödinger operator H as soon as a small dissipative part of potential appears. 
Proof. Set
The low-energy asymptotic expansion of R 0 (z) can be explicitly calculated ( [25] ). One has
where G j is continuous from H −1,s to H 1,−s with s > j. In particular, G 1 is a rank one operator given by
8) with η 0 defined in Introduction and
z ν 1 is defined by
with the branch of ln z chosen such that it is holomorphic on the slit complex plane C \ R + and lim ǫ→0+ ln(λ + iǫ) = ln λ if λ > 0. Although W 1 is not −∆-form compact, it is still −∆-form bounded for n ≥ 3. By the comparaison with the decomposition 
Using the positivity of H 0 , one can show that the Hermitian form
is positive definite and there exists a basis {φ 1 , · · · , φ m }, m = k 0 + k, such that
The assumption (1.5) implies that the multiplicity of the zero resonance is at most one. If zero is a resonance, we may assume that φ 1 is a resonant state and the others are eigenfunctions of H 1 . Let Q :
One can show that range of Q ′ is closed and is equal to the range of 1 + G 0 W 1 in H 1,−s . Then the Fredholm theory shows that
′ exists and is continuous on H 1,−s . See [13, 26] .
One has the resolvent equations
By Lemma 2.1, the eigenvalues of H(λ) in D − (0, δ) are the same as the set of z such that Hu = zu has a solution u in H 1,−s for some s > 0. Since R 0 (z) is holomorphic in C − , a point z 0 ∈ C − is an eigenvalue of H(λ) if and only if it is a pole of
and their multiplicity is the same. Let
For λ > 0 small enough, a perturbation argument shows that
is uniformly bounded for z ∈ D − (0, δ) and λ. This allows us to show that the Grushin problem
where s > 1, T and S are given by
The inverse of W(z, λ) is given by
Here to simplify typesetting, the indication of dependance on λ is omitted. It follows that the inverse of W (z) is given by
Since E(z), E ± (z) and E +− (z) are holomorphic and uniformly bounded as operators on We are now led to prove that for 0 < λ ≤ λ 0 small enough, F (z, λ) has m zeros in D − (0, δ). Since φ j ∈ L 2,−s for any s > 1, under the condition ρ ′ 1 > 3 and ρ 2 > 3 and that zero is a resonance or an eigenvalue of H 1 , one can calculate the asymptotics of the matrix 15) up to an error O(|z| 1+ǫ ). This computation is known in the case λ = 0 (see Proposition 4.4, [26] ). In the case λ = 0, the calculation is similar. We give only the result and omit the details.
Here δ 1j = 1 or 0 according to j = 1 or not. In the case 0 is not a resonance, c 1 = 0. Remark also that if φ j and φ k are both eigenfunctions of H 1 ,
and if φ j is an eigenfunction of H 1 ,
The matrice (v jk ) is positive definite. In fact, it is clearly positive since V 2 ≥ 0. If 0 is an eigenvalue of this matrix, we can take an associated eigenvector
One has V 2 ψ = 0, which implies ψ = 0 on a non trivial open set. Since H 1 ψ = 0, the unique continuation theorem implies ψ = 0 on R 3 . This leads to a contradiction with the fact that φ 1 , · · · , φ m are linearly independent.
Consider first the case zero is an eigenvalue but not a resonance of H 1 . One has a jk = 0 and
Since the matrices (λv jk ) and ( φ j , φ k ) are positive definite, F 0 (z, λ) = det(i(λv jk ) + z( φ j , φ k )) has m zeros of the form z = −iλσ j , σ j > 0. Let −iλσ be one of the zeros of F 0 (z, λ) with order k. For some appropriate c > 0 such that the distance from zeros of z → F 0 (z, λ) to the circle ∂D(−iλσ, cλ) is at least c ′ λ for some c ′ > 0, one has
for |z + iλσ| = cλ. For λ > 0 small, we can apply the Rouché's theorem to F (z, λ) to conclude that F (z, λ) has also k zeros in the disk D(−iλσ, cλ). Therefore, the total number of zeros of F (z, λ) in D − (0, δ) are at least m. If z 0 is a zero of F (z, λ), the asymptotic expansion of F (z, λ) in z shows that ς = lim λ→0 z 0 /λ exists and λς is a zero of F 0 (z, λ). This allows to conclude that F (z, λ) has in all m zeros in D − (0, δ) for δ sufficiently small and 0 < λ < λ 0 with λ 0 > 0 small enough.
Assume now that zero is a resonance, but not an eigenvalue of H 1 . E +− (z) is a scalar function, holomorphic in z ∈ D − (0, δ) and
Assume (1.6). The root of the equation
can be explicitly calculated. Set
Since c 1 c ′ 1 < 0 by the assumption (1.6), the argument, ϕ, of −λc 1 c
. With the above definitions of r and ϕ, (4.26) can be rewritten as The case that zero is both an eigenvalue and a resonance can in principle be analyzed in a similar way, using the asymptotic expansion of E +− (z, λ) given above under stronger decay assumption ρ ′ 1 > 4 and ρ 2 > 4. But the factorization and the evaluation of zeros of the determinant raise some difficulties when m is arbitrary. We do not go further here. Without the assumption (1.5), the zero resonance of H 1 may appear of arbitrary multiplicity. The matrix E +− (z, λ) can be still calculated, but its analysis is more complicated. Appendix A. Low-energy resolvent expansion on conical manifolds
In this appendix, we recall in a concise way the result of [25] used in Section 4 on low-energy resolvent expansion of the model operator and at the same time correct some sign error. Consider the operator
on a conical manifold M = R + × Σ equipped with a Riemannian metric g, where Σ is an (n − 1)-dimensional compact manifold, n ≥ 2. Here (r, θ) ∈ R + × Σ, q(θ) is a real continuous function and the metric g is of the form
with h a Riemannian metric on Σ independent of r. If Σ is of boundary, the Dirichlet condition is used for P 0 . We still denote by P 0 its Friedrich's realization with the core C ∞ 0 (R n \ {0}). Let ∆ h denote Laplace-Beltrami operator on Σ. Assume for ν = l ∈ N and j ≥ l. P ν,k (ρ) is a polynomial of degree k in ρ:
Note that for ℑz > 0. The formula (2.6) in [25] for this kernel contains a wrong sign. The coefficients in (A.5) and (A.6) are obtained from the constants given in Section 2 and Appendix A of [25] , in taking into account this sign correction. Note that under the assumption (1.6), the continuity of F j and the remainder estimate can be improved. See Remark 2.4 in [25] .
