Abstract. We calculate the Chern-Simons invariants of the twist knot orbifolds using the Schläfli formula for the generalized Chern-Simons function on the family of the twist knot cone-manifold structures. Following the general instruction of Hilden, Lozano, and Montesinos-Amilibia, we here present the concrete formulae and calculations. We use the Pythagorean Theorem [14] to relate the complex length of the longitude and the complex distance between the two axes fixed by two generators. As an application, we calculate the Chern-Simons invariants of cyclic coverings of the hyperbolic twist knot orbifolds. We also derive some interesting results. The A-polynomials of twist knots are obtained from the complex distance polynomials. Hence the edge polynomials corresponding to the edges of the Newton polygons of A-polynomials of twist knots can be obtained. In particular, the number of boundary components of every incompressible surface corresponding to slope −4n + 2 appear to be 2.
Introduction
In the 1970s, Chern and Simons [3] defined an invariant of a compact 3 (mod 4) -dimensional Riemannian manifold, M, which is now called the Chern-Simons invariant, cs(M ). In the 1980s, Meyerhoff [25] extended the definition of cs(M ) to cusped manifolds. It is the integral of a certain 3-form and an invariant of the Riemannian connection on a principal tangent bundle of M.
Various methods of finding the Chern-Simons invariant using ideal triangulations have been introduced [27, 28, 36, 6, 5, 4] and implemented [2, 1]. The Chern-Simons invariant can also be obtained by eta-invariant, η(M ). cs(M ) = 3 2 η(M ) (mod 1 2 ) [11, 35] . But it is easier to compute Chern-Simons invariants than η-invariants.
Instead of working on complicated combinatorics of 3-dimensional ideal tetrahedra to find the Chern-Simons invariants of the twist knot orbifolds, we deal with simple one dimensional singular loci. To make the computation simpler, we express the complex length of the singular locus in terms of the complex distance between the two axes fixed by two generators. To find out the complex length of the singular locus, we start from working on SL(2, C). The singular locus appears in SL(2, C) as a series of matrix multiplications. If we first calculate the complex distance and recover the complex length of the singular locus from the complex distance using Lemma 3.3, the multiplication needed in SL(2, C) can be cut down approximately by half. Similar methods for volumes can be found in [14] . We use the Schläfli formula for the generalized Chern-Simons function on the family of a twist knot cone-manifold structures [17] . In [18] a method of calculating the ChernSimons invariants of two-bridge knot orbifolds were introduced but without explicit formulae. Similar approaches for SU (2)-connections can be found in [21] and for SL(2, C)-connections in [20] . A brief explanation for twist knot cone-manifolds are in [14] . You can also refer to [10, 34, 22, 29, 16, 30] .
The main purpose of the paper is to find the explicit and efficient formulae for Chern-Simons invariants of the twist knot orbifolds. For two-bridge hyperbolic link, there exists an angle α 0 ∈ [ 2π 3 , π) for each link K such that the cone-manifold K(α) is hyperbolic for α ∈ (0, α 0 ), Euclidean for α = α 0 , and spherical for α ∈ (α 0 , π] [29, 16, 22, 30] . We will use the Chern-Simons invariant of the lens space L(4n+1, 2n+1) calculated in [18] . The following theorem gives the formulae for T m for even integers m. For odd integers m, we can replace T m by T −m−1 as explained in Section 2. So, the following theorem actually covers all possible hyperbolic twist knots. We exclude the non-hyperbolic case, n = 0, −1. Theorem 1.1. Let T 2n be a hyperbolic twist knot. Let T 2n (α), 0 ≤ α < α 0 be a hyperbolic cone-manifold with underlying space S 3 and with singular set T 2n of cone-angle α. Let k be a positive integer such that k-fold cyclic covering of
is given by the following formula:
where for A = cot α 2 , V (Im(V ) ≤ 0), V 1 , and V 2 are zeroes of the complex distance polynomial P 2n = P 2n (V, B) which is either given recursively by
with initial conditions
or given explicitly by
where B = cos α 2 and V 1 and V 2 approach common V as α decreases to α 0 and they come from the components of V and V .
We here present some derived results. Theorem 1.2 gives the recursive formulae of A-polynomial of twist knots. In [19, Theorem 1], Hoste and Shanahan presented the recursive formulae of A-polynomials of the twist knots with the opposite orientation. Theorem 1.3 gives the explicit formulae of A-polynomials of twist knots. In [23, Theorem1 .1], Mathews presented the explicit formulae of A-polynomials of the twist knots with the opposite orientation. In case n ≤ 0 of [23] , there is a typo;
has to be changed into k (t + 1) l . We pin them down in case of twist knots. Corollary 1.5 tells the number of boundary components in case of slope −4n + 2 of twist knots. From [15] , we know that the number of boundary components of two-bridge knots are one or two. We pin them down in case of slope −4n + 2 of twist knots. Proofs of derived results are in Section 3.
where When n < 0, the edge polynomials of twist knots are
if the slope is 4 and n is even (t − 1)
if the slope is 4 and n is odd. Corollary 1.5. The number of boundary components of every incompressible surface corresponding to slope −4n + 2 of twist knots are 2.
Twist knots
A knot K is the twist knot if K has a regular two-dimensional projection of the form in Figure 1 . K has 2 left-handed vertical crossings and m left-handed horizontal crossings. We will denote it by T m . One can easily check that the slope of T m is 2/(2m+1) which is equivalent to the knot with slope (m+1)/(2m+1) [33] . For example, Figure 2 shows two different regular projection of knot 6 1 ; one with slope 2/9 (left) and the other with slope 5/9 (right). Note that T m and its mirror image have the same fundamental group up to orientation and hence have the same fundamental domain up to isometry in H 3 . It follows that T m (α) and its mirror image have the same fundamental set upto isometry in H 3 and have the same Chern-Simons invariant up to sign. Since the mirror image of T m is equivalent to T −m−1 , when m is odd we will use T −m−1 for T m . Hence a twist knot can be represented by T 2n for some integer n with slope 2/(4n + 1) or (2n + 1)/(4n + 1).
Let us denote by X 2n the exterior of T 2n . In [19] , the fundamental group of X 2n is calculated with 2 right-handed vertical crossings as positive crossings instead of two left-handed vertical crossings. The following theorem is tailored to our purpose. The following theorem can also be obtained by reading off the fundamental group from the Schubert normal form of T 2n with slope (2n + 1)/(4n + 1) [31] .
Proposition 2.1.
where w = (ts
The complex distance polynomial and A-polynomial
Given a twist knot T 2n and a set of generators, {s, t}, we identifiy the set of rep-
Since the defining relation of π 1 (X 2n ) gives the defining equation of R (π 1 (X 2n )) [32] , R (π 1 (X 2n )) can be thought of an affine algebraic set in C 2 . R (π 1 (X 2n )) is welldefined upto isomorphisms which arise from changing the set of generators. We say elements in R which differ by conjugations in SL(2, C) are equivalent.
We use two coordinates to give the structure of the affine algebraic set to R (π 1 (X 2n )). Equivalently, for some O ∈ SL(2, C), we consider both η and η = O −1 ηO: For the complex distance polynomial, we use for the coordinates
and for the A-polynomial,
In [14] , the complex distance polynomial of T 2n is presented recursively. Theorem 3.2 gives it explicitly. It is the defining polynomial of algebraic set R (π 1 (X 2n )) with the set of generators given in Proposition 2.1 and with the coordinates η(s) and η(t) in SL(2, C). The actual computation in [14] is done after setting M = e iα 2 and then the variables are changed to B = cos α 2 and V = cosh ρ. Theorem 3.1. [14, Theorem 3.1] For B = cos α 2 , V = cosh ρ is a root of the following complex distance polynomial P 2n = P 2n (V, B) which is given recursively by
Theorem 3.2. For B = cos α 2 , V = cosh ρ is a root of the following complex distance polynomial P 2n = P 2n (V, B) which is given explicitly by
Proof. P 2n can be rewritten as
Now, the theorem follows by solving the recurrence formulae with the initial conditions given in Theorem 3.1:
Now, the rewitten formula of P 2n and hence P 2n of the theorem can be obtained by simplifying the above formulae.
proof of Theorem 1.2 and Theorem 1.3. Using Theorem 4.4 in [14] , we get the following Lemma 3.3 which relates the zeroes of the complex distance polynomial, P 2n = P 2n (V, B) , and the zeroes of the A-polynomial, A 2n = A 2n (L, M ). Theorem 1.2 (resp. Theorem 1.3) can be obtained from P 2n of Theorem 3.1 (resp. Theorem 3.2) by replacing V with (M 2 + 1)(LM 2 − 1) (M 2 − 1)(LM 2 + 1) using the equality in Lemma 3.3 and B with M + M −1 /2 and by clearing denominators.
Lemma 3.3.
Proof.
(1) is Theorem 4.4 in [14] .
Since
we get the first equality of (2). By solving the first equality for L, we get the second equality of (2).
Proof of Theorem 1.4. By Lemma 3.4, we have Newton polygons, N P , associated to A 2n in Figure 3 . Let us only consider nonzero slopes if n = −1. When n > 0, N P has two slopes −4n and 4. When the slope is −4n and the edge has the term −M 4n on it, there are only two terms of A 2n appearing along the edge of the slope. From the explicit formula of A 2n of Theorem 1.3, they are −M 4n and L. The term −M 4n occurs when i = 2n. We get the term L by adding two terms (n − 1)L which occurs when i = 2n − 1 and −nL which occurs when i = 2n. From L − M 4n by substituting Lt for M 4n and dividing by L, we get the edge polynomial 1 − t. Hence, on the right above edge with the same slope −4n, we have t − 1 for the edge polynomial. When the slope is 4 and the term −M 4n is on the edge, from the explicit formula of A 2n of Theorem 1.3, nLM 4n+4 is on the edge and the term occurs when i = 2n. We can get the edge polynomial from the sum of the terms which appear on this edge by substituting t for LM 4 and dividing by M 4n . Hence the coefficient of LM 4n+4 is the coefficient of t of the edge polynomial. Since we know the constant term is −1 and the coefficient of t is n, we get the edge polynomial (t − 1) n when n is odd and −(t − 1) n when n is even because the fact that the edge polynomials of two-bridge knots are up to sign the product of some powers of t − 1 and some powers of t + 1 [8] and the coefficient conditions forces the power of t + 1 to be zero. Hence, on the right below edge with the same slope 4, we have −(t − 1) n for the edge polynomial. When n < 0, N P has two slopes −4n + 2 and 4. When the slope is −4n + 2 and the edge has the term 1 on it, there are only two terms of A 2n appearing along the edge of the slope. From the explicit formula of A 2n of Theorem 1.3, they are 1 and LM −4n+2 . The term 1 occurs when i = 2n. We get the term LM −4n+2 by adding two terms (n+1)LM −4n+2 which occurs when i = −2n−2 and −nLM −4n+2 which occurs when i = −2n − 1. From 1 + LM −4n+2 by substituting t for LM −4n+2 , we get the edge polynomial t + 1. Hence, on the right above edge with the same slope −4n + 2, we have t + 1 for the edge polynomial. When the slope is 4 and the term LM −4n+2 is on the edge, from the explicit formula of A 2n of Theorem 1.3, (n + 1)L 2 M −4n+6 is on the edge. We get the term (n + 1)L 2 M −4n+6 by adding two
which occurs when i = −2n−2 and
which occurs when i = −2n − 1. We can get the edge polynomial from the sum of the terms which appear on this edge by substituting t for LM 4 and dividing by LM −4n+2 . Hence the coefficient of L 2 M −4n+6 is the coefficient of t of the edge polynomial. Since we know the constant term is 1 and the coefficient of t is n + 1, we get the edge polynomial (t − 1) −n−1 when n is even and −(t − 1) −n−1 when n is odd because the fact that the edge polynomials of two-bridge knots are up to sign the product of some powers of t − 1 and some powers t + 1 [8] and the coefficient conditions forces the power of t + 1 to be zero. Hence, on the right below edge with the same slope 4, we have (t − 1) −n−1 for the edge polynomial.
Lemma 3.4. The Newton polygons associated to A 2n are polygons in Figure 3 .
Proof. The lemma is true for −2, −1, and 1. Since the Newton polygon of A 2n has ones on the corners up to sign [9] , to determine the shape of the Newton polygon, we only need to consider A 2n modulo 2. We will use the recursive formula of A 2n of Theorem 1.2. In modulo 2, A u has 6 terms and M 4 1 + LM 2 4 has two terms M 4 + L 4 M 12 . The lemma can be proved by induction. You just have to combine six copies of Newton polygons of A 2n−1 (if n > 1) or A 2n+1 (if n < −2) shifted by A u and two copies of Newton polygons of
Proof of Corollary 1.5. The number of boundary components of two-bridge knots are one or two [15] . Hence the number of boundary components of every incompressible surface corresponding to slope −4n + 2 are bounded above by 2.
The orders of roots, roots of unity, of f a/b divide the number of boundary components of every incompressible surface corresponding to slope a/b [7] . Hence, when the slope is −4n + 2, since there is a single root of unity of degree 2 by Theorem 1.4, the number of boundary components of every incompressible surface corresponding to slope −4n + 2 is bounded below by 2.
Generalized Chern-Simons function
The general references for this section are [17, 18, 35] and [26] . We introduce the generalized Chern-Simons function on the family of a twist knot cone-manifold structures. For the oriented knot T 2n , we orient a chosen meridian s such that the orientation of s followed by orientation of T 2n coincides with orientation of S 3 . On the Riemannian manifold S 3 − T 2n − s we choose a special frame field Γ. A special frame field Γ = (e 1 , e 2 , e 3 ) is an orthonomal frame field such that for each point x near T 2n , e 1 (x) has the knot direction, e 2 (x) has the knot to point direction, and e 3 (x) has tangent direction of a meridian curve. A special frame field always exists by the proposition 3.1 of [17] . From Γ we obtain an orthonomal frame field Γ α on T 2n (α) − s by the Schmidt orthonormalization process with respect to the geometric structure of the cone manifold T 2n (α). Moreover it can be made special by deforming it in a neighborhood of the singular set and s if necessary. Γ is an extention of Γ to S 3 − T 2n . For each cone-manifold T 2n (α), we assign the real number:
where −2π ≤ β ≤ 2π, Q is the Chern-Simons form:
, and
where (θ ij ) is the connection 1-form, (Ω ij ) is the curvature 2-form of the Riemannian connection on the T 2n (α) and the integral is over the orthonomalizations of the same frame field. When α = [18] ) For a family of geometric cone-manifold structures, T 2n (α), and differentiable functions α(t) and β(t) of t we have dI (T 2n (α)) = − 1 4π 2 βdα.
Proof of the theorem 1.1
For n ≥ 1 and M = e i α 2 (B = cos α 2 ), A 2n (M, L) and P 2n (V, A) have 2n component zeros, and for n < −1, −(2n + 1) component zeros. The component which gives the maximal volume is the geometric component [14, 12, 13] and in [14] it is identified. For each T 2n , there exists an angle α 0 ∈ [ 2π 3 , π) such that T 2n is hyperbolic for α ∈ (0, α 0 ), Euclidean for α = α 0 , and spherical for α ∈ (α 0 , π] [29, 16, 22, 30] . Denote by D(T 2n (α)) be the greatest common factor of the discriminant of A 2n (L, e iα 2 ) over L and the discriminant of P 2n (V, cos α 2 ) over V . Then α 0 will be one of the zeros of D (T 2n (α) ).
On the geometric component we can calculate the Chern-Simons invariant of an orbifold T 2n ( 
where the second equivalence comes from Theorem 4.1 and the third equivalence comes from the fact that I (T 2n (π)) ≡ The fundamental set of the two-bridge link orbifolds are constructed in [24] . The following theorem gives the Chern-Simons invariant of the Lens space L(4n+1, 2n+ 1).
cs (L (4n + 1, 2n + 1)) ≡ 6n + 4 8n + 2 (mod 1).
Chern-Simons invariants of the hyperbolic twist knot orbifolds and of its cyclic coverings
The table 1 (resp. the table 2) gives the approximate Chern-Simons invariant of the hyperbolic twist knot orbifold, cs T 2n ( 2π k ) for n between 2 and 9 (resp. for n between −9 and −2) and for k between 3 and 10, and of its cyclic covering, cs (M k (T 2n )). We used Simpson's rule for the approximation with 10 4 intervals from 2π k to α 0 and 10 4 intervals from α 0 to π. The table 3 gives the approximate Chern-Simons invariant of T 2n for each n between −9 and 9 except the unknot, the torus knot, and the amphicheiral knot. We again used Simpson's rule for the approximation with 10 4 intervals from 0 to α 0 and 10 4 intervals from α 0 to π. We used Mathematica for the calculations. ) for n between 2 and 9 and for k between 3 and 10, and of its cyclic covering, cs (M k (T 2n )). 
