The Big Data Problem: Turning Maps into Knowledge by Engert, Florian
The Big Data Problem:
Turning Maps into Knowledge
The Harvard community has made this
article openly available.  Please share  how
this access benefits you. Your story matters
Citation Engert, Florian. 2014. “The Big Data Problem: Turning Maps into




Terms of Use This article was downloaded from Harvard University’s DASH
repository, and is made available under the terms and conditions














Here,	 I	 argue	 that	 “big	data”	and	 the	oft-discussed	challenges	 inherent	 to	 it	 (e.g.,	mining,	 storing	and	
distributing	 it)	 is	 not	 the	 key	 challenge	we	 face	 in	 transitioning	 from	making	 neural	maps	 to	making	
useful	insights	into	brain	function.	I	would	suggest	that	the	essential	ingredient	that	turns	a	useless	map	
into	an	 invaluable	resource	 is	the	experimental	design	employed	to	gather	and	analyze	the	underlying	





collect	 rather	 large	amounts	of	data	–	 the	Open	Connectome	Project	 (Burns	et	al.,	2013;Kandel	et	al.,	
2013)	and	the	BRAIN	initiative	(Devor	et	al.,	2013;Kandel	et	al.,	2013;Striedter	et	al.,	2014).	While	it	has	
been	 suggested	 that	 a	 critical	 challenge	 to	 be	 addressed	 with	 these	 initiatives	 is	 the	 issue	 of	 “big	
data”(Brinkmann	et	al.,	2009;Choudhury	et	al.,	2014;Swain	et	al.,	2014),	I	will	make	the	argument	that	it	
will	 be	 comparatively	 small	 datasets	 (on	 the	 order	 of	 a	 few	 terabytes	 at	most),	 that	will	 contain	 the	





















Let’s	 consider	 the	 respective	 challenges	 of	 converting	 data	 into	 information	 within	 the	 connectome	
project	 and	 the	 BRAIN	 initiative.	 Connectomics	 relies	 on	 recovering	 a	 circuit	 diagram	 by	 imaging	 the	







Let	us	 look	at	a	 few	numbers:	a	mouse	brain	 imaged	at	5nm	x	5nm	x	40nm	resolution	at	a	volume	of	
approximately	500	mm3	would	generate	a	raw	data	volume	of	500	Petabyte.	Big	data,	indeed.	However,	
what	we	want	to	get	out	of	this	volume	is	the	connectivity	matrix	amongst	the	100	million	neurons	that	




algorithms	 to	 actually	 do	 the	 segmentation	 and	 tracing	 -	 and	 as	 such	 this	 particular	 problem	of	 data	
compression	is	far	from	being	solved.	However,	the	solution	to	this	problem	will	come	most	likely	out	of	
machine	 vision	 research	 and	 doesn’t	 quite	 have	 the	 flavor	 of	 “big	 data	 mining”.	 The	 task	 of	
segmentation	 and	 tracing	 itself	 is	 actually	 quite	 straightforward;	 it	 is	 easy	 to	 formulate	 and	 can	 be	











If	 we	 consider	 recording	 all	 the	 spikes	 in	 all	 the	 neurons	 of	 the	 brain,	 we	 can	 envision	 a	 similar	
compression.	 If	 we	 achieve	 such	 large-scale	 recording	 through	 some	 technology	 based	 on	 volume	
imaging	 (point-	 or	 sheet-scanning,	 spatial	 light	 modulation,	 etc.)	 coupled	 with	 genetically	 encoded	




bodies	 (100	 million)	 and	 find	 the	 timestamps	 of	 all	 the	 fluorescence	 intensity	 spikes.	 With	 the	
assumption	 that	 all	 the	 neurons	 fire	 at	 an	 average	 rate	 of	 5Hz	 through	 the	 recording	 time	 period	
(probably	an	upper	estimate	since	many	neurons	might	be	silent)	we	again	end	up	with	a	data	volume	of	
500	Gigabytes.	Quite	manageable.	 	Here,	 the	mathematical	 tools	 to	do	 this	 compression	are	more	or	
less	 already	 in	 place.	 Segmentation	 of	 neuronal	 cell	 bodies	 and	 isolation	 of	 spikes	 from	 fluorescent	






the	 fly,	 i.e.	 during	 the	 acquisition	 of	 the	 raw	 data,	 and	 will	 probably	 be	 achieved	 with	 dedicated	




I’ve	 argued	 that	 the	 big	 data	 in	 question	 could,	 with	 appropriate	 analysis	 and	 technological	
developments,	be	 relatively	easily	 compressed	 into	 information,	albeit	 complex.	 	But	 the	big	data	 still	
must	be	gathered.	So	what’s	the	best	approach	to	collecting	the	data	that	will	give	us	an	unprecedented	




Whole	 brain	 imaging	 will	 greatly	 facilitate	 the	 identification	 and	 localization	 of	 essential	 neural	
subnetworks	related	to	a	behavioral	context	under	scrutiny.	The	product	or	“deliverable”	of	whole	brain	
imaging	will	then	be	a	small	and	spatially	identified	subset	of	neurons	that	shows	correlated	activity	with	
all	 -	 or	 any	 -	 aspect	 of	 the	 behavioral	 context.	 This	 is	 probably	 more	 useful	 than	 any	 other	 way	 of	
labeling	subsets	of	cells	if	the	goal	is	to	decipher	the	roles	of	circuits	in	generating	behavior.	It	offers	an	





The	 issues	 are	 slightly	 different	 for	 connectomics,	 which	 has	 the	 goal	 of	 generating	 complete	 wiring	
diagrams	that	–	ideally	-	can	and	should	be	overlaid	onto	previously	acquired	functional	maps.	Such	an	
enterprise	 will	 require	 concerted	 and	 large	 scale	 efforts	 and	 indeed	 might	 best	 be	 accomplished	 by	
industrially	organized	science	at	 the	more	corporate	 level.	 Indeed,	 in	 recent	years	several	voices	have	
been	 raised	 that	argue	–	occasionally	quite	convincingly	–	 for	neuroscience	 to	move	 from	tinkering	 in	




well	 as	 the	 individual,	 small	 scale,	 cottage	 industry	 style.	 Connectomics	 is	 clearly	 an	 example	 that	 is	
begging	 to	 be	 turfed	 out	 to	 a	 contract	 research	 organization	 (CRO),	 equipped	with	 a	 park	 of	 various	
electron	microscopes,	where	 fixed	brains	 can	be	automatically	 sectioned,	mounted,	 imaged	and	even	






as	protein	sequencing	 is	another	powerful	technology	that	quickly	made	it	 into	a	service	 industry.	The	
generation	of	transgenic	mice	–	a	job	that	used	to	soak	up	a	large	part	of	a	PhD	thesis	–	is	now	in	most	
cases	 outsourced	 to	 CROs.	 It	 is	 frequently	 observed	 that	 even	 the	 outsourcing	 of	 graduate	 student	
supervision	occurs,	in	this	case	to	thesis	advisory	committees	and/or	postdoctoral	fellows.	
	
Whole	Brain	 Imaging	on	the	other	hand	 is	difficult	to	envision	as	an	 industrial-scale,	massively	parallel	










this	 information	 into	 knowledge?	 The	 challenge	 in	 the	 neurosciences	 will	 be	 to	 come	 up	 with	 good	
questions	 and	 intelligent	 experimental	 assays	 –	 assays	 that	 ultimately	 will	 have	 to	 be	 anchored	 in	
behavior,	and	that	will	have	to	give	answers	to	questions	of	how	specific	behaviors	are	generated	by	the	
nervous	 system.	 For	 excellent	 specific	 examples	 it	 is	 useful	 to	 go	 further	 back	 in	 the	 history	 of	
neuroscience	 and	 consider	 stories	 like	 the	 jamming	 avoidance	 reflex	 (JAR)	 of	 the	 weakly	 electric	





up	 the	 collection	 of	 necessary	 data.	 However,	 I	 doubt	 that	 these	 new	 technologies	 will	 lead	 to	 a	
paradigm	shift	or	a	fundamentally	new	way	of	doing	neuroscience.	The	name	of	the	game	will	always	be	
to	think	carefully	and	deeply	about	how	behavioral	features	can	emerge	out	of	neuronally	implemented	
algorithms,	 and	 ideally	 these	 ideas	 ought	 to	 germinate	 and	 take	 shape	well	 before	 we	 actually	 start	
generating	data,	be	it	big	or	small.		
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