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Microlocal analysis of a restricted ray transform on
symmetric m-tensor fields in Rn
Venkateswaran P. Krishnan∗ Rohit Kumar Mishra†
Abstract
We study the microlocal inversion of the ray transform on symmetricm-tensor fields
restricted to all lines passing through a curve in Rn. From this incomplete data, we
show that the wavefront set of the solenoidal component of a symmetric m-tensor field
can be recovered modulo a known singular error term.
1 Introduction
Let Sm = Sm(Rn) denote the space of covariant symmetric m-tensors in Rn and C∞c (S
m)
be the space of smooth compactly supported symmetric m-tensor fields in Rn. In standard
Euclidean coordinates, an element f ∈ C∞c (S
m) can be written as
f(x) = fi1···im(x)dx
i1 · · ·dxim ,
with {fi1···im(x)} symmetric in its components, smooth and compactly supported. Here
and elsewhere in the paper with repeating indices, Einstein summation convention will be
assumed.
The ray transform R of a symmetric m-tensor field f ∈ C∞c (S
m) is the function Rf
defined on Rn × Sn−1 as [32]
Rf(x, ω) =
∫
R
〈f(x+ tω), ωm〉dt =
∫
R
fi1...im(x+ tω)ω
i1 . . . ωimdt. (1)
For ϕ ∈ C∞c (R
n × Sn−1), define the operator Jϕ ∈ C∞(Sm) as [32]
(Jϕ)i1···im (x) =
∫
Sn−1
ωi1 · · ·ωim
∫
R
ϕ(x− tω, ω)dt
dSω.
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After a change of variable, we have
〈If, ϕ〉L2(Rn×Sn−1) = 〈f,Jϕ〉L2(Sm),
where the L2 inner products are defined in the usual manner; see [32]. Now, using the opera-
tor J , the definition of R can be extended to compactly supported tensor field distributions
[32, §2.5].
We are interested in the inversion of the ray transform R. It is well known [32] that
only the solenoidal component f s of a symmetric tensor field f can be recovered from the
transform R. In dimensions n ≥ 3, the problem of recovery of f s given the ray transform
Rf is over-determined. Therefore it is natural to study the inversion of R restricted to an
n-dimensional data set. We call this problem as the incomplete data inverse problem, and
address this in this paper.
An extensive amount of literature exists in the study of scalar restricted ray transform
(that is, ray transform on functions) in Euclidean as well as in Riemannian geometries
[2, 27, 10, 21, 37, 12, 4, 6, 23, 9, 36, 22]. A few results exist [30, 31, 29, 28, 20] that deal
with the study of restricted Doppler transform, and even fewer for the case of restricted ray
transforms on higher order tensor fields. The papers [39, 7, 33] are the few works that we are
aware of that deal with inversion of the ray transform of symmetric tensor fields on incomplete
data sets. In [39], Vertgeim gave an inversion formula recovering the solenoidal component
of a symmetric m-tensor field in Rn with the incomplete data set being all lines passing
through a fixed curve satisfying a Kirillov-Tuy condition. Later in [7], an alternate approach
was given for the reconstruction (with an inversion formula) of the solenoidal component of a
symmetric m-tensor field in R3 for the same incomplete data set as considered by Vertgeim,
but the Kirillov-Tuy condition used by Denisjuk required fewer number of intersection points
(see Definition 7) compared to that of Vertgeim’s. In [33], Sharafutdinov gave a slice-by-
slice reconstruction procedure recovering the solenoidal component of a vector field and of a
symmetric 2-tensor field in R3 with the incomplete data set consisting of all lines parallel to
a certain number of planes. We note that the inversion formula in the work of Denisjuk [7]
works only for the case of restricted ray transform on symmetric tensor fields in R3. With
the Kirillov-Tuy condition used by Denisjuk, it is an interesting open question to derive an
inversion procedure for the restricted ray transform on symmetric m-tensor fields in Rn for
n > 3.
We take a microlocal analysis approach to the study of the incomplete data tensor to-
mography problem. By this we mean the reconstruction of singularities of the symmetric
tensor field f (to the extent possible) given its ray transform. Starting with the fundamental
work of Guillemin [15] and Guillemin-Sternberg [17], who first studied generalized Radon
transform in the framework of Fourier integral operators, there have been a substantial
amount of work involving microlocal analysis in the study of generalized Radon transforms
[14, 12, 3, 5, 34, 19, 24, 29, 35, 36, 38]. The paper [12] is a fundamental work where Green-
leaf and Uhlmann studied an incomplete data ray transform on functions in the setting of
Riemannian manifolds. Three related works in the direction, but in the Euclidean setting,
are [23, 24, 29]. Of these the first two deal with ray transform on functions, and the third
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work deals with a restricted Doppler transform on vector fields in R3, and the latter is the
only result that we are aware of that deals with the microlocal analysis of a restricted ray
transform on objects other than functions.
In this article, we study the microlocal inversion of the Euclidean ray transform on
symmetricm-tensor fields given the incomplete data set consisting of all lines passing through
a fixed curve γ in Rn. The ray transform R defined in (1) restricted to lines passing through
the curve γ will be denoted by Rγ and its formal L2 adjoint by R∗γ . We determine the extent
to which the wavefront set of a symmetric m-tensor field can be recovered from the wavefront
set of its restricted ray transform. Loosely speaking, our main result can be described as
follows. Given the restricted ray transform Rγ of a symmetric tensor field f , we construct an
approximate inverse reconstructing the solenoidal component f s of f modulo a lower order
known artifact term and a smoothing term.
The main motivation for this study comes from the works on this topic [12, 23, 24, 29]
as already mentioned. We follow the techniques of [23, 29] to extend Ramaseshan’s result
[29] to the case of restricted ray transform on symmetric m-tensor fields in Rn.
The article is organized as follows. In §2, we state some fundamental results about
distributions associated to two cleanly intersecting Lagrangians introduced by [25, 18] and
microlocal results relevant for the analysis of our transform. We then state the main result
of the article. §3 is devoted to analysis of the microlocal properties of the restricted ray
transform. The proof of the main result is given in §4-6. Finally in §7, we give some
examples connected to the higher order Kirillov-Tuy condition that we use in this article.
2 Preliminary definitions and statement of the main
result
In the first part of this section, we state the definition of distributions associated to two
cleanly intersecting Lagrangians due to [25, 18] and a composition calculus for a class of
such distributions due to Antnoniano-Uhlmann [1]. In the second part, we state the main
result.
2.1 Singularities and Ip,l classes
Here we give the definitions of the singularities associated with the operator Rγ as well as
its associated canonical relation, and a class of distributions required for the analysis of the
normal operator R∗
γ
Rγ .
Definition 1. [11] Let M and N be manifolds of dimension n and let f : M → N be C∞.
Define Σ = {m ∈M : det(df)m = 0}.
1. We say f drops rank simply by one on Σ if for each m0 ∈ Σ, rank (df)m0 = n−1 and
d(det(df)m0) 6= 0.
2. f has a Whitney fold along Σ if f is a local diffeomorphism away from Σ and f drops
rank simply by one on Σ, and ker (df)m0 6⊂ Tm0Σ for every m0 ∈ Σ.
3. f is a blow-down along Σ if f is a local diffeomorphism away from Σ and f drops rank
by one simply on Σ, and ker(df)m0 ⊂ Tm0(Σ) for every m0 ∈ Σ.
We first define product-type symbols introduced in [18] which is then used to define Ip,l
classes of distributions.
Definition 2. [18] Form ∈ Z+ and p, l ∈ R, the space of product type symbols Sp,l(Rm;Rn,Rk)
is the set of all smooth functions a(x, ξ, σ) on Rm×Rn×Rk such that given K ⊂ Rm compact,
and multi-indices α, β and γ, there exists a constant C = C(K,α, β,γ) such that
|∂αξ ∂
β
σ∂
γ
xa(x, ξ, σ) ≤ C(1 + |ξ|)
p−|α|(1 + |σ|)l−|β|.
Next we define Ip,l classes of distributions. They were first introduced by Melrose and
Uhlmann [26], Guillemin and Uhlmann [18] and Greenleaf and Uhlmann [13].
Definition 3. Two submanifoldsM and N intersect cleanly ifM∩N is a smooth submanifold
and T (M ∩N) = TM ∩ TN .
The pair (M,N) is said to be a cleanly intersecting pair in codimension k if M and N
are cleanly intersecting and M ∩N is of codimension k as submanifold of both M and N .
Consider two manifolds X and Y and let Λ0,Λ1, and Λ˜0, Λ˜1 be two pairs of Lagrangian
submanifolds of the product space T ∗X × T ∗Y . If Λ0,Λ1 as well as Λ˜0, Λ˜1 intersect cleanly,
then (Λ˜0, Λ˜1) and (Λ0,Λ1) are equivalent in the sense that, there is, microlocally, a canonical
transformation χ which maps (Λ0,Λ1) into (Λ˜0, Λ˜1). This leads us to the following model
case.
Example 1. Let Λ˜0 = ∆T ∗Rn = {(x, ξ; x, ξ) : x ∈ Rn, ξ ∈ Rn \ 0} be the diagonal in
T ∗Rn×T ∗Rn and let Λ˜1 = {(x′, x′′, 0, ξ′′; y′, x′′, 0, ξ′′) : (x′, x′′) ∈ Rk×Rn−k, ξ′′ ∈ Rn−k\{0}}.
Then Λ˜0 intersects Λ˜1 cleanly in codimension k on Σ = {(x, ξ; x, ξ) : ξ′ = 0}.
Since any two sets of cleanly intersecting Lagrangians are equivalent, we first define Ip,l
classes for the case in Example 1.
Definition 4. [18] Let Ip,l(Λ˜0, Λ˜1) be the set of all distributions u such that u = u1+u2 with
u1 ∈ C∞0 and
u2(x, y) =
∫
ei((x
′−y′−s)·ξ′+(x′′−y′′)·ξ′′+s·σ)a(x, y, s; ξ, σ)dξdσds
with a ∈ Sp
′,l′ where p′ = p− n
2
+ k
2
and l′ = l − k
2
.
Now based on the equivalence of cleanly intersecting Lagrangian pairs, the general defi-
nition of Ip,l classes is as follows:
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Definition 5. [18] Let Ip,l(Λ0,Λ1) be the set of all distributions u such that u = u1+u2+
∑
vi
where u1 ∈ Ip+l(Λ0\Λ1), u2 ∈ Ip(Λ1\Λ0), the sum
∑
vi is locally finite and vi = Aiwi where A
is a zeroth order FIO associated to χ−1i , the canonical transformations stated above Example
1, and wi ∈ Ip,l(Λ˜0, Λ˜1).
The Ip,l class of distributions satisfies the following properties [18]:
1. WF (u) ⊂ ∆ ∪ Λ.
2. Microlocally, the Schwartz kernel of u equals the Schwartz kernel of a pseudodifferential
operator of order p + l on ∆ \ Λ and that of a classical Fourier integral operator of
order p on Λ \∆.
3. Ip,l ⊂ Ip
′,l′ if p ≤ p′ and l ≤ l′.
4. ∩lI
p,l(∆,Λ) ⊂ Ip(Λ).
5. ∩pIp,l(∆,Λ) ⊂ The class of smoothing operators.
6. The principal symbol σ0(u) on ∆\Σ has the singularity on Σ as a conormal distribution
of order l − k
2
, where k is the codimension of Σ as a submanifold of ∆ or Λ.
7. If the principal symbol σ0(u) = 0 on ∆ \ Σ, then u ∈ I
p,l−1(∆,Λ) + Ip−1,l(∆,Λ).
8. u is said to be elliptic, if the principal symbol σ0(u) 6= 0 on ∆ \ Σ if k ≥ 2, and for
k = 1, if σ0(u) 6= 0 on each connected component of ∆ \ Σ.
In the case that Λ is a flowout, Antoniano and Uhlmann [1] derived a composition calculus
for such Ip,l(∆,Λ) classes:
Theorem 1 ([1]). If A ∈ Ip,l(∆,Λ) and B ∈ Ip
′,l′(∆,Λ), then composition of A and B,
A ◦B ∈ Ip+p
′+ k
2
,l+l′− k
2 (∆,Λ) and the prinicipal symbol, σ0(A ◦B) = σ0(A)σ0(B), where, k is
the codimension of Σ as a submanifold of either ∆ or Λ.
2.2 Statement of the main result
In order to invert the restricted ray transform (restricted to lines passing through a curve),
we need to place some conditions on the curve γ. We state them and proceed to the main
result of this article.
Definition 6. Let f be a symmetric tensor of order m in Rn−1. We say a collection of vectors
{v1, . . . , vL(n,m)} in Rn−1 with L(n,m) =
(
n+m−2
m
)
is generic if f is uniquely determined by
f(v1), . . . , f(vL(n,m)). Here f(vi) = 〈f, v
m
i 〉 = fi1...imv
i1
i . . . v
im
i .
We note that the collection {vi, 1 ≤ i ≤ L(n,m)} in Rn−1 is generic if and only if the mth
symmetric product of the vectors {vi : 1 ≤ i ≤ L(n,m)} denoted by {v
⊙m
i , 1 ≤ i ≤ L(n,m)}
forms a linearly independent set.
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Definition 7 (Kirillov-Tuy condition). Consider a ball B in Rn. We say that a smooth curve
γ defined on a bounded interval satisfies the Kirillov-Tuy condition of order m ≥ 1 if for
almost all hyperplanes H intersecting the ball B, there is a set of points γ(t1), . . . ,γ(tL(n,m)),
in the intersection of the hyperplane and the curve γ, such that for almost all x ∈ H ∩ B,
the collection of vectors {(x− γ(ti)), 1 ≤ i ≤ L(n,m)} is generic.
Remark 1. We make the following remarks regarding the Kirillov-Tuy condition.
1. For n − 1 = 2 and for any m ≥ 1, the condition that a collection of (m + 1)-vectors
v1, · · · , vm+1 are generic is equivalent to the condition that these vectors are pairwise
independent. We show this in §7.
2. For the case of n−1 = 3 andm = 2, the condition that a collection of vectors v1, · · · , v6
is generic is equivalent to the condition that any collection of three vectors is linearly
independent
3. The situation for general n and m is quite different. It is possible to find L(n,m)
collection of vectors v1, . . . , vL(n,m) in which any (n−1) vectors are independent but the
vectors v⊙m1 , · · · , v
⊙m
L(n,m) need not be independent (see §7 again for a counter example).
Example 2. An example of a curve satisfying Kirillov-Tuy condition in Rn of order m, one
can consider
γ = ∪L(n,m)i=1 li
where li = {tvi : t ∈ R \ 0 and vi ∈ R
n} and vi 6= vj for i 6= j. Then almost every hyperplane
in Rn will intersect γ at L(n,m) distinct points. And for almost every x in that hyperplane,
{(x− γi)⊙m| for 1 ≤ i ≤ L(n,m)} forms a linearly independent set because the determinant
of the matrix ((x− γi)⊙m)
L(n,m)
i=1 is a multinomial in the variable x whose zero set has measure
0 in Rn.
As already mentioned in the introduction, we take a microlocal analysis approach to
the incomplete data tensor tomography problem. To this end, we need to put additional
restrictions on the curve for our microlocal approach to work.
Remark 2 (Restrictions on the curve γ). The conditions we impose on the curve γ are as
follows:
1. The curve γ : I → Rn is smooth, regular and without self-intersections.
2. There is a uniform bound on the number of intersection points of almost every hyper-
plane in Rn with the curve γ, see [23].
3. The curve γ satisfies the Kirillov-Tuy condition; see Definition 7.
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Let B be the ball that appears in the definition of Kirillov-Tuy condition (Definition 7).
The space of symmetric m-tensor fields we consider will be denoted by E ′(B). These are
symmetric m-tensor fields in Rn whose each component is a distribution supported in the
ball B.
Due to the microlocal approach we adopt in this paper, we have to place certain restric-
tions on the wavefront set of the symmetric m-tensor field f ∈ E ′(B), since these are the
singular directions that we can potentially recover based on this approach.
Following [12, 29], we define the following sets:
Ξ =
{
(x, ξ) ∈ T ∗B \ {0} : there exists L(n,m) directions from x to (x+ ξ⊥) ∩ γ
and any (n− 1) of them are linearly independent
}
. (2)
Ξ∆ =
{
(x, ξ) ∈ Ξ : x+ ξ⊥intersects γ transversely
}
. (3)
ΞΛ =
{
(x, ξ) ∈ Ξ : x+ ξ⊥ is tangent (only at finite number of points) at (say)
{γ(t1), · · · ,γ(tn)} and 〈γ
′′(ti), ξ〉 6= 0 for i = 1, 2, · · · , n
}
. (4)
Theorem 2. Let Ξ0 ⊆ Ξ∆ be such that Ξ0 ⊆ Ξ∆ ∪ ΞΛ and K be a closed conic subset of
Ξ0. Let E ′K(B) ⊂ E
′(B) denote the space of compactly supported distributions in B whose
wavefront set is contained in K. Then there exist an operator B ∈ I0,1(∆,Λ) and an operator
A ∈ I−1/2(Λ) such that for any symmetric tensor field f with coefficients in E ′K(B), we have
for each x ∈ π1(K) (the projection to the base variable)
BR∗
γ
Rγf(x) = f
s(x) +Af(x) + smoothing terms.
Remark 3. This theorem is a generalization of the results in [23, 24], which dealt with the
case of restricted ray transform of functions in Rn and in [29] who considered a restricted
ray transform of vector fields in R3. Our result can also be considered a generalization of
the result in [12], which dealt with the ray transform on complexes in a Riemannian setting.
However, we emphasize that ours is a Euclidean result, whereas [12] studies restricted ray
transforms in the very general setting of certain Riemannian manifolds. It is an interesting
question to extend the current work in the setting of Riemannian manifolds as done in [12].
The strategy of proof is to compute the principal symbol of the operator R∗
γ
Rγ on the
diagonal ∆ away from the set Σ and use this principal symbol to construct a parametrix
for this operator. Since the kernel of the operator Rγ acting on symmetric m-tensor fields
is non-trivial, we can microlocally only invert the operator Rγ to recover the solenoidal
component of the tensor field. Since we are also dealing with a restricted ray transform, the
inversion procedure introduces an additional error term (in addition to smoothing terms),
but this error term is a Fourier integral operator associated to the known canonical relation
Λ. We begin by proving some microlocal properties of the operators Rγ and R
∗
γ
Rγ in §3.
§4-6 are devoted to the proof of Theorem 2.
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3 Microlocal properties of Rγ and R∗γRγ
This section will be devoted to some calculations regarding the singularities of the left and
right projection maps from the canonical relation associated to the ray transform Rγ .
We introduce spherical coordinates:
x1 = cosϕ1
x2 = sinϕ1 cosϕ2
x3 = sinϕ1 sinϕ2 cosϕ3
...
xn−1 = sinϕ1 sinϕ2 · · · sinϕn−2 cosϕn−1
xn = sinϕ1 sinϕ2 · · · sinϕn−2 sinϕn−1,
where 0 ≤ ϕi ≤ π for 1 ≤ i ≤ n − 2 and 0 ≤ ϕn−1 ≤ 2π. For simplicity, from now
on, we will denote ϕ = (ϕ1, · · · , ϕn−1) and the spherical coordinates defined by ϕ by
~ϕ = (cosϕ1, · · · , sinϕ1 sinϕ2 · · · sinϕn−2 sinϕn−1). Let us denote by C, the line complex
consisting of the collection of all lines passing through the curve γ. Any line in C can be
described by t, ϕ and any point on the line parametrized by (t, ϕ) is of the form γ(t) + s~ϕ
for some s ∈ R.
Let l denote a line in our line complex C and let
Z = {(l, x) : x ∈ l} ⊂ C × Rn
be the point-line relation. We have that (t, ϕ, s) is a local parametrization of the set Z.
We now compute the conormal bundle N∗Z of Z. The tangent space TZ at an arbitrary
point in Z determined by (t, ϕ, s) is spanned by the vectors: 1~0
γ
′(t)
 ,
 0e1
s∂ϕ1 ~ϕ
 , · · · ,
 0en−1
s∂ϕn−1 ~ϕ
 ,
0~0
~ϕ
 .
Now let (Γ, ξ) be an element of N∗Z at an arbitrary point (t, ϕ, s) with ϕ1, · · · , ϕn−2 6= 0, π.
We must have(
Γ
ξ
)
·
00
~ϕ
 = (Γ
ξ
)
·
 1~0
γ
′(t)
 = (Γ
ξ
)
·
 0e1
s∂ϕ1
 · · · = (Γ
ξ
)
·
 0en−1
s∂ϕn−1 ~ϕ
 = 0.
From these, the fact that ξ · ~ϕ = 0 implies that ξ belongs to the subspace generated by the
unit vectors
v1 := ∂ϕ1 ~ϕ, v2 :=
1
sinϕ1
∂ϕ2 ~ϕ, · · · , vn−1 :=
1
sinϕ1 · · · sinϕn−2
∂ϕn−1 ~ϕ. (5)
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That is ξ can be written as
ξ =
n−1∑
i=1
zivi for some z1, · · · , zn−1 ∈ R. (6)
From the remaining equations, we get,
Γ =

Γ1
Γ2
Γ3
...
Γn
 =

−ξ · γ ′(t)
−sz1
−sz2 sinϕ1
...
−szn−1 sinϕ1 · · · sinϕn−1
 (7)
Lemma 1. The map
Φ : (t, ϕ1, · · · , ϕn−1, s, z1, · · · , zn−1)→ (t, ϕ1, · · · , ϕn−1,Γ; x, ξ)
with
Γ =

−ξ · γ ′(t)
−sz1
−sz2 sinϕ1
...
−szn−1 sinϕ1 · · · sinϕn−1

x = γ(t) + s~ϕ, and ξ as in (6)
gives a local parametrization of N∗Z at the points where ϕ1, · · · , ϕn−2 6= 0, π.
Proof. We have that the pushforward Φ∗ of Φ is given by
Φ∗ =

Idn×n 0n×n
⋆n×n ⋆n×n
⋆n×n ~ϕ 0n×n−1
⋆n×n ~0 v1 · · · vn−1
 .
Here ~ϕ is denoted as a column vector. The rank of this matrix is 2n and hence Φ∗ is an
immersion. The map Φ is a local parametrization near points where ϕ1, · · · , ϕn−2 6= 0, π.
Proposition 1. The operator Rγ is a Fourier integral operator of order −1/2 with the
associated canonical relation C given by (N∗Z)′ where Z = {(x,γ) : x ∈ γ}. The left and
the right projections πL and πR from C drop rank simply by 1 on the set
Σ := {(t, ϕ1, · · · , ϕn−1, s, z1, · · · , zn−1) : γ
′(t) · ξ = 0}, (8)
where ξ is given by (6). The left projection πL has a blowdown singularity along Σ and the
right projection πR has a fold singularity along Σ.
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Proof. We consider the map πL. In terms of the coordinates (t, ϕ, s, z) this is given by
(t, ϕ1, · · · , ϕn−1, s, z1, · · · , zn−1)→ (t, ϕ1, · · · , ϕn−1,Γ),
where Γ is given above (7). We recall the vectors v1, · · · , vn−1 defined in (5). We have
(πL)∗ =

Idn×n 0n×n
∗

0 −γ′(t) · v1 · · · · · · −γ′(t) · vn−1
−z1 −s 0 · · · 0
−z2 sinϕ1 0 −s sinϕ1 · · · 0
...
...
...
. . .
...
−zn−1 sinϕ1 · · · sinϕn−2 0 0 · · · −s sinϕ1 · · · sinϕn−2

 .
The determinant of this matrix is
det((πL)∗) = (−1)
n−1sn−2 sinn−2 ϕ1 sin
n−3 ϕ2 · · · sinϕn−2γ
′(t) · ξ.
Since s 6= 0 and ϕ1, · · · , ϕn−2 6= 0, π, we have that the determinant vanishes if and only if
γ
′(t) · ξ = 0. This is the set Σ in (8). Now based on Remark 2 and (2) (note that these are
open conditions), we need to consider only those planes x + ξ⊥ and points on those planes
such that γ ′′(t) · ξ 6= 0.. Therefore we have that the set Σ is an embedded submanifold of
codimension 1 in C. Let us show that πL has a blowdown singularity along Σ. To see this
note that kernel of (πL)∗ is spanned by the vector (0, 0 · · · , 0, s,−z1, · · · ,−zn−1). Since this
vector is normal to the gradient vector associated to the defining function of Σ, we have that
the left projection πL has a blowdown singularity along Σ.
Now consider the canonical right projection πR:
πR : (t, ϕ1, · · · , ϕn−1, s, z1, · · · , zn−1)→ (γ(t) + s~ϕ, ξ),
where ξ is as in (6). We have
(πR)∗ =
γ ′(t) s ∂~ϕ∂ϕ1 · · · s ∂~ϕ∂ϕn−1 ~ϕ 0 · · · 0
0
n−1∑
i=1
zi
∂vi
∂ϕ1
· · ·
n−1∑
i=1
zi
∂vi
∂ϕn−1
0 v1 · · · vn−1
 .
Let a vector (α0, · · · , αn−1, β0, · · · , βn−1) be in the kernel of (πR)∗. Then we must have
(
s ∂~ϕ∂ϕ1 · · · s
∂~ϕ
∂ϕn−1
~ϕ
)
α1
...
αn−1
β0
 = −α0
γ
′
1(t)
...
γ
′
n(t)
 .
Choosing A0 = −s 6= 0, we have that α1...
αn−1
 =

v1 · γ ′(t)
1
sinϕ1
v2 · γ ′(t)
...
1
sinϕ1··· sinϕn−2
vn−1 · γ ′(t)
 .
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We also must have
n−1∑
i=1
βivi = −
n−1∑
j=1
n−1∑
i=1
zi
∂vi
∂ϕj
αj .
Hence (
n−1∑
i=1
βivi
)
· γ ′(t) = −
(
n−1∑
j=1
n−1∑
i=1
zi
∂vi
∂ϕj
αj
)
· γ ′(t). (9)
Now let us consider the dot product:

α0
α1
...
αn−1
β0
β1
...
βn−1

and

γ
′′(t) · ξ
γ
′(t) ·
n−1∑
i=1
zi
∂vi
∂ϕ1
...
γ
′(t) ·
n−1∑
i=1
zi
∂vi
∂ϕn−1
0
γ
′(t) · v1
...
γ
′(t) · vn−1

.
Note that the second vector is normal to the tangent space of the submanifold Σ defined by
{γ ′(t) · ξ = 0}.
We have from (9) that
n−1∑
j=1
αj
(
γ
′(t) ·
n−1∑
i=1
zi
∂vi
∂ϕj
)
+ γ ′(t) ·
(
n−1∑
i=1
βivi
)
= 0.
Recall that we chose α0 = −s 6= 0. Hence we have that the right projection πR has a fold
singularity along Σ. Finally, the fact that Rγ is a Fourier integral operator of order −1/2
follows from the general theory of generalized Radon transforms [15, 16].
Lemma 2. The wavefront set of the Schwartz kernel of R∗
γ
Rγ satisfies the following:
WF (R∗
γ
Rγ) ⊂ ∆ ∪ Λ,
where ∆ is the diagonal Lagrangian
∆ =
{
(x, ξ; x, ξ) : x = γ(t) + sθ, ξ ∈ θ⊥ \ {0}
}
and
Λ =
{
(x, ξ, y,
τ
τ˜
ξ) : x = γ(t) + τθ, y = γ(t) + τ˜ θ, ξ ∈ θ⊥ \ {0},γ′(t) · ξ = 0, τ 6= 0, τ ′ 6= 0
}
.
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Proof. By the Ho¨rmander-Sato Lemma, we have that
WF (R∗
γ
Rγ) ⊂ {(x, ξ, y, η) : (x, ξ, t, ϕ,Γ) ∈ WF (R
∗
γ
) and (t˜, ϕ˜, Γ˜, y, η) ∈ WF (Rγ)
and t˜ = t, ϕ˜ = ϕ, Γ˜ = Γ}.
Now since Γ = Γ˜, we have
γ
′(t) · ξ = γ ′(t) · η
szi = s˜z˜i for all 1 ≤ i ≤ n− 1.
Since s and s˜ are non-zero, we have
z˜i =
s
s˜
zi for all 1 ≤ i ≤ n− 1.
Now
η =
n−1∑
i=1
z˜ivi =
s
s˜
ξ.
Hence
γ
′(t) · ξ =
s
s˜
γ
′(t) · ξ.
If s 6= s˜, we have that γ ′(t) · ξ = 0. On the other hand if s = s˜, then the wavefront set then
there is a contribution in ∆ and if τ 6= τ˜ , there is a contribution in Λ.
Now we have that ∆ and Λ intersects cleanly. For,
∆ ∩ Λ = {(γ(t) + sϕ, ξ;γ(t) + sϕ, ξ) : ϕ ∈ Sn−1, s > 0, ξ ∈ ϕ⊥ \ {0},γ′(t) · ξ = 0}.
Since γ ′′(t) · ξ 6= 0, we have that ∆ ∩ Λ is an embedded submanifold of codimension 1 in
either ∆ or Λ, and the intersection is clean.
Lemma 3. [23] The Lagrangian Λ arises as a flowout from the set πR(Σ).
4 The principal symbol of the operator R∗
γ
Rγ
In this section, following the techniques of [23, 29], we compute the principal symbol of the
Schwartz kernel of the operator
Ai1···imj1···jm = A = R∗
γ
ωi1 . . . ωimωj1 . . . ωjmRγ
on the diagonal Lagrangian ∆ away from the set Σ, that is, on ∆\Σ. In order to do this, we
use [8, Definition 4.1.1]. We compute the leading order term as λ → ∞ of eiλψ(A(χe−iλψ))
where χ and ψ are suitably chosen cutoff and phase functions respectively. We use the
method of stationary phase to compute this leading order term. Let w0 = (x0, ξ, x0, ξ) ∈
∆ \ Σ. The phase function ψ(x, y, w0) is to be chosen such that the graph Γ of (x, y) 7→
12
∇x,yψ(x, y, w0) intersects the diagonal ∆ transversely at w0 (see [8, Definition 4.1.1]), where
∆ = {(x, η, x, η); x ∈ Rn, η ∈ Rn \ {0}}.
Following [24] (see also [29]), we define ψ as follows:
ψ(x, y, w0) = 〈x− x0, ξ〉+ 〈y − x0,−ξ〉+
1
2
|x− x0|
2h(ξ,−ξ) +
1
2
|y − x0|
2k(ξ,−ξ)
where h and k are homogeneous of degree 1, non-negative and do not vanish simultaneously.
Then we have
Γ = {x, y, ξ + (x− x0)h(ξ,−ξ),−ξ + (y − x0)k(ξ,−ξ) : (x, y) ∈ R
n × Rn}.
To prove the transversality condition, we calculate the tangent space Tw0(∆) and Tw0(Γ).
We have that Tw0(∆) is spanned by the columns of the 4n× 2n matrix
In 0
In 0
0 In
0 In

and Tw0(Γ) is spanned by the columns of 4n× 2n matrix
In 0
0 In
d2xxψ d
2
xyψ
d2xyψ d
2
yyψ
 =

In 0
0 In
hIn 0
0 kIn
 .
Consider the combined 4n× 4n matrix and apply column and row operations
In 0 In 0
In 0 0 In
0 In hIn 0
0 −In 0 kIn
 ∼

0 0 In 0
0 0 0 In
−hIn In hIn 0
−kIn −In 0 kIn
 ∼

0 0 In 0
0 0 0 In
0 In hIn 0
−(h + k)In −In 0 kIn

∼

0 0 In 0
0 0 0 In
0 In 0 0
−(h+ k)In −In 0 0
 ∼

0 0 In 0
0 0 0 In
0 In 0 0
−(h + k)In 0 0 0
 .
The combined matrix has rank 4n and hence the transversality condition is satisfied for our
choice of ψ.
Let KA be the Schwartz kernel of A. For test functions φ1(x) and φ2(y) supported near
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x0, we have
〈KA, e
−iψ(x,y,w0)φ1φ2〉 =
〈ωi1 · · ·ωimRγ(e
−i(〈y−x0,−ξ〉+
1
2
|y−x0|2k(ξ,−ξ)φ2), ω
j1 · · ·ωjmRγ(e
−i(〈x−x0,ξ〉+
1
2
|x−x0|2h(ξ,−ξ)φ1)〉
=
∫
ωi1 · · ·ωimωj1 · · ·ωjmφ1(γ(t) + s1ω)φ2(γ(t) + s2ω)e
−iλψ˜ds1ds2dtdω
=
∫
e−iλψ˜ωi1(θ) · · ·ωim(θ)ωj1(θ) · · ·ωjm(θ)φ1(γ(t) + s1ω(θ))φ2(γ(t) + s2ω(θ))
n−2∏
k=1
(sin θk)
n−1−k ds1ds2dtdθ1 · · ·dθn−1,
where
ψ˜(s1, s2, t, θ1, θ2, . . . , θn−1) = (s1 − s2)ω · ξ0 +
1
2
|γ(t) + s1ω(θ)− x0|
2h(ξ0,−ξ0)
+
1
2
|γ(t) + s2ω(θ)− x0|
2k(ξ0,−ξ0),
|ξ| = λ, ξ0 =
ξ
λ
, ω = (ω1, ω2, . . . , ωn) with
ω1 = cos θ1
ω2 = sin θ1 cos θ2
ω3 = sin θ1 sin θ2 cos θ3
...
ωn = sin θ1 sin θ2 . . . sin θn−2 sin θn−1
with θi ∈ (0, π) for i = 1, 2, 3, . . . , (n− 2) and θn−1 ∈ [0, 2π].
We apply the method of stationary phase to the above integral. We compute the critical
points of ψ˜ as a function of s1, s2, t, θ1, . . . , θn−2 and θn−1. We have
ψ˜s1 = 〈ω, (γ(t) + s1ω − x0)h+ ξ0〉,
ψ˜s2 = 〈ω, (γ(t) + s2ω − x0)k − ξ0〉,
ψ˜t = 〈γ
′(t), (γ(t) + s1ω − x0)h+ (γ(t) + s2ω − x0)k〉,
ψ˜θ1 = 〈ωθ1, (s1 − s2)ξ0 + s1(γ(t) + s1ω − x0)h+ s2(γ(t) + s2ω − x0)k〉,
ψ˜θ2 = 〈ωθ2, (s1 − s2)ξ0 + s1(γ(t) + s1ω − x0)h+ s2(γ(t) + s2ω − x0)k〉,
ψ˜θ3 = 〈ωθ3, (s1 − s2)ξ0 + s1(γ(t) + s1ω − x0)h+ s2(γ(t) + s2ω − x0)k〉,
...
ψ˜θn−1 = 〈ωθn−1 , (s1 − s2)ξ0 + s1(γ(t) + s1ω − x0)h+ s2(γ(t) + s2ω − x0)k〉.
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Now multiplying ψ˜s1 by k and ψ˜s2 by h, subtracting and setting it to 0, we get,
kψ˜s1 − hψ˜s2 = 0 implies 〈ω, ω(s1 − s2)hk + (h + k)ξ0〉 = 0.
From this we have
〈ω, ξ0〉 =
(s2 − s1)hk
(h+ k)
. (10)
Now we have that (x0, x0,∇x,yψ(x0, y0, w0)) = w0 ∈ ∆. Due to the transverse intersection
of the graph of (x, y)→ ∇x,yψ(x, y, w0) at w0, by the implicit function theorem, we have that
given w in a small enough conical neighborhood of w0, there exists a small neighborhood of
(x0, x0) and a unique (x, y) in this neighborhood such that (x, y,∇x,yψ(x, y, w)) ∈ ∆. Now
let (s1, s2, t, θ1, · · · , θn−1) be a critical point for the function ψ˜. We have that
γ(t) + s1ω,γ(t) + s2ω, ξ + (γ(t) + s1ω − x0)h(ξ,−ξ), ξ − (γ(t) + s2ω − x0)k(ξ,−ξ) ∈ ∆.
This then implies that s1 = s2. Substituting this into (10), we get that 〈ω, ξ0〉 = 0. Substi-
tuting s = s1 = s2 in ψ˜θ1 ,ψ˜θ2 , . . . , ψ˜θn−1 and in s1ψ˜s1 + s2ψ˜s2, we get that (γ(t) + sω − x0) is
orthogonal to each of the vectors ω, ωθ1, . . . , ωθn−1. But ω, ωθ1 , ωθ2, . . . , ωθn−2 and ωθn−1 are
mutually orthogonal and therefore we have that γ(t) + sω − x0 = 0.
Summarizing the above calculations, we have the following: Given a diagonal element,
w0 = (x0, ξ, x0, ξ) ∈ ∆ \ Σ, at a critical point (s, s, t, θ1, · · · , θn−1) of ψ˜, the plane passing
through x0 and perpendicular to ξ intersects the curve at γ(t), and x0 lies on the line passing
through γ(t) in the direction ω (which we have already determined is perpendicular to ξ0).
The Hessian at the critical point is given by
d2s1s2tθ1θ2...θn−1ψ˜ =
[
A B
Bt C
]
where
A =
 h 0 (ω · γ ′(t))h0 k (ω · γ ′(t))k
(ω · γ ′(t))h (ω · γ ′(t))k |γ′(t)|2(h+ k)
 ,
Bt =

ξ0 · ωθ1 −ξ0 · ωθ1 (γ
′(t) · ωθ1)(h + k)s
ξ0 · ωθ2 −ξ0 · ωθ2 (γ
′(t) · ωθ2)(h + k)s
ξ0 · ωθ3 −ξ0 · ωθ3 (γ
′(t) · ωθ3)(h + k)s
...
...
...
ξ0 · ωθn−1 −ξ0 · ωθn−1 (γ
′(t) · ωθn−1)(h+ k)s
 ,
C = s2(h + k)

1 0 0 · · · 0
0 (sin θ1)
2 0 · · · 0
0 0 (sin θ1 sin θ2)
2 · · · 0
...
...
...
. . .
...
0 0 0 · · · (sin θ1 sin θ2 . . . sin θn−2)2
 .
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We have (
I3 −BC−1
0 In−1
)(
A B
Bt C
)(
I3 0
−C−1B In−1
)
=
(
A− BC−1Bt 0
0 C
)
.
Then det(d2ψ˜) = det(A − BC−1Bt) × det(C) and sgn(d2ψ˜)= sgn(A − BC−1Bt)+sgn(C),
where sgn stands for the difference between the number of positive eigenvalues and the
number of negative eigenvalues. We have
BC−1Bt =
1
s2(h + k)
 (n− 1) −(n− 1) Ks(h + k)−(n− 1) (n− 1) −Ks(h+ k)
Ks(h + k) −Ks(h + k) Ls2(h+ k)2
 ,
where
K =
n−1∑
i=1
(
ξ0 ·
ωθi
sin θ1 sin θ2 . . . sin θi−1
)(
γ
′(t) ·
ωθi
sin θ1 sin θ2 . . . sin θi−1
)
and
L =
n−1∑
i=1
∣∣∣∣(γ ′(t) · ωθisin θ1 sin θ2 . . . sin θi−1
)∣∣∣∣2 .
Since ξ0 · ω = 0, we have
ξ0 =
n−1∑
i=1
Ai
ωθi
sin θ1 sin θ2 . . . sin θi−1
for someAi, 1 ≤ i ≤ n− 1.
Then
K =
n−1∑
i=1
Ai
(
γ
′(t) ·
ωθi
sin θ1 sin θ2 . . . sin θi−1
)
.
Taking dot product with γ ′(t) with ξ0 above, we have
K = γ ′(t) · ξ0.
Now let us take
F =
n− 1
s2(h+ k)
and G =
γ
′(t) · ξ0
s
.
We then have
BC−1Bt =
 F −F G−F F −G
G −G L(h + k)

and
A− BC−1Bt =
 h− F F (γ ′(t) · ω)h−GF k − F (γ ′(t) · ω)k +G
(γ ′(t) · ω)h−G (γ ′(t) · ω)k +G H

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where H = (|γ′(t)|2 − L)(h+ k) = |γ ′(t) · ω|2(h+ k).
Now
det (A− BC−1Bt) = −(h + k)G2 = −
h+ k
s2
(γ ′(t) · ξ0)
2,
and
det(C) =
n−2∏
k=1
(sin2 θk)
n−1−k.
Therefore ∣∣det(d2s1,s2,t,θ1,θ2,...,θn−1))∣∣ = h+ ks2 (γ ′(t) · ξ0)2s2(n−1)(h+ k)n−1 det(C)
= (γ ′(t) · ξ0)
2(h+ k)n|γ(t)− x0|
2(n−2) det(C).
From the above equality, we have that a critical point is non-degenerate if γ ′(t) · ξ0 6= 0.
Geometrically, this means that the plane x+ ξ⊥ intersects the curve transversely.
Since det(A − BC−1Bt) = −h+k
s2
(γ ′(t) · ξ0)2, we have that this determinant is strictly
negative due to the choice of h and k. Therefore sgn(A − BC−1Bt) is either 1 or −3.
Consider [
0 0 1
]
(A−BC−1Bt)
00
1
 = H = |a′(t) · ω|2(h+ k) > 0.
Thus A−BC−1Bt has at least one positive eigenvalue which implies sgn(A−BC−1Bt) is 1.
Combining sgn(A−BC−1Bt) and sgn(C), we conclude that the sgn(d2ψ˜) is n.
Using the method of stationary phase, the leading term in the stationary phase expansion
of eiλψ˜(A(χeiλψ) as λ→∞ is
(2π)
n+2
2 e
npii
4 φ1(x0)φ2(x0)ω
i1(tq) · · ·ωim(tq)ωj1(tq) · · ·ωjm(tq)
λ
n+2
2 (h+ k)
n
2 |(γ ′(tq) · ξ0)||(γ(tq)− x0)|n−2
.
Here {γtq} are the intersection points of the curve γ with the plane x + ξ
⊥. Note that for
each intersection point tq on the curve γ, the det(C) term in the Hessian cancels with the
det(C) expression in the integrand.
The principal symbol σ0(x0, ξ, x0, ξ) (which by abuse of notation, we will denote it by
σ0(x0, ξ)) is the sum of the expressions arising from all the critical points of the phase
function. We have
σ0(x0, ξ) =
∑
q
(2π)
n+2
2 e
npii
4 φ1(x0)φ2(x0)ω
i1(tq) · · ·ωim(tq)ωj1(tq) · · ·ωjm(tq)
λ
n+2
2 (h(ξ0,−ξ0) + k((ξ0,−ξ0))
n
2 |(γ′(tq(ξ0)) · ξ0)||(γ(tq(ξ0))− x0)|n−2
. (11)
Note that due to the condition imposed on the closed conic setK in the statement of Theorem
2, we have that the intersection points are all transverse intersection points.
17
The expression for the principal symbol above is dependent on the choice of ψ (due to
its dependence on h and k), and the cutoff functions φ1 and φ2. To make it independent of
the choice of these functions, we divide (11) by the principal symbol of the identity operator
obtained by the same cutoff functions and ψ. The principal symbol of the identity operator
can be computed analogously by computing the leading order term in the following integral
as λ→∞
〈δ∆, e
−iψ(x,y,ω0)φ1(x)φ2(y)〉 =
∫
φ1(x)φ2(x)e
−iλ 1
2
|x−x0|2(h(ξ0,−ξ0)+k((ξ0,−ξ0))dx. (12)
We have that x = x0 is the only critical point for phase function
1
2
|x − x0|2(h(ξ0,−ξ0) +
k((ξ0,−ξ0)) and Hessian at the critical point is (h + k)In. Hence the principal symbol of
(12) is
(2π)
n
2 e
npii
4 φ1(x0)φ2(x0)
λ
n
2 (h+ k)
n
2
.
Dividing (11) by the principal symbol of identity operator above, we get the principal symbol
A0(x0, ξ, x0, ξ) (which we will denote by A0(x0, ξ)) of R∗γω
i1 · · ·ωimωj1 · · ·ωjmRγ (here Rγ is
the restricted ray transform on functions) on ∆ \ Σ to be
A0(x0, ξ)=
∑
q
2πωi1(tq) · · ·ωim(tq)ωj1(tq) · · ·ωjm(tq)
|ξ||γ′(tq(ξ0) · ξ0)||γ(tq(ξ0)− x0)|n−2
.
In the next section, we will prove ellipticity of this symbol on solenoidal tensor fields.
5 Ellipticity of the symbol on the solenoidal part
Proposition 2. Let f be a solenoidal symmetric m-tensor field in Rn in the sense that
ξimfi1···im(ξ) = 0. Suppose A0f = 0 then f = 0.
We will need the following straightforward lemmas for Proposition 2.
Lemma 4. If ω1, · · · , ωn are n-linearly independent vectors in Rn and
C1 ⊗ ω1 + C2 ⊗ ω2 + · · ·+ Cn ⊗ ωn = 0 (13)
(⊗ denotes the usual tensor product), Ci ∈ Rp, for i = 1, . . . , n and for an arbitrary p. Then
each Ci is the 0-vector.
Proof. Let Ci = (cij)
p
j=1 ∈ R
p. Now (13) can be written as
c11
c12
...
c1p
⊗ ω(t1) +

c21
c22
...
c2p
⊗ ω(t2) + · · ·+

cn1
cn2
...
cnp
⊗ ξ = 0. (14)
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From the above equation, we get
c1jω1 + c2jω2 + · · ·+ cnjωn = 0 for j = 1, . . . , p.
which implies that cij = 0 for i = 1, · · · , n and j = 1, . . . , p.
The next statement is a standard fact, but we prefer to give a quick proof as it follows
immediately from the previous lemma.
Lemma 5. Let ω1, · · · , ωn be linearly independent vectors in Rn. For any m, the collection
of nm m-tensors of the form
ωi1 ⊗ · · · ⊗ ωim with 1 ≤ i1, · · · , im ≤ n,
is linearly independent as well.
Proof. We use mathematical induction on m. For m = 1, there are n vectors ω1, · · · , ωn, and
these are linearly independent by assumption. Now assume the collection of k − 1 tensors
ωi1 ⊗ · · · ⊗ ωik−1 are linearly independent. Assume that the following linear combination is
0:
ci1···ikωi1 ⊗ · · · ⊗ ωik = 0.
We can write this as
C1 ⊗ ω1 + · · ·Cn ⊗ ωn = 0,
where each Ci is a linear combination involving the coefficients ci1···ik of k− 1 tensors of the
form ωi1 ⊗ · · ·⊗ ωik−1. By the previous lemma each Ci = 0, and then the result follows from
the induction hypothesis.
Lemma 6. Let ω1, · · · , ωn be linearly independent vectors in Rn. For any m, the collection
of
(
n+m−1
m
)
m-tensors of the form
ωi1 ⊙ · · · ⊙ ωim with 1 ≤ i1, · · · , im ≤ n,
where, recall that ⊙ denotes symmetric tensor product, is linearly independent as well.
Proof. We have
ωi1 ⊙ · · · ⊙ ωim =
1
m!
∑
σ∈Sm
ωiσ(1) ⊗ · · · ⊗ ωiσ(m).
A linear combination of the m-tensors ωi1 ⊙ · · · ⊙ ωim is a linear combination of the tensors
ωiσ(1) ⊗ · · · ⊗ ωiσ(m). Now the result follows from the previous lemma.
19
Proof of Proposition 2. A symmetric m-tensor field in Rn has
(
n+m−1
m
)
distinct components.
Therefore we need
(
n+m−1
m
)
conditions in order to determine a symmetric m-tensor field
uniquely in Rn. From A0f = 0, we have∑
q
2πωi1(tq) · · ·ωim(tq)ωj1(tq) · · ·ωjm(tq)fi1...im
|ξ||(γ′(tq(ξ0)) · ξ0)(γ(tq(ξ0))− x0)|
= 0
Multiplying by fj1···jm and adding, we get∑
q
2πωi1(tq) · · ·ωim(tq)ωj1(tq) · · ·ωjm(tq)fi1...imfj1...jm
|ξ||(γ′(tq(ξ0)) · ξ0)(γ(tq(ξ0))− x0)|
= 0.
This gives ∑
q
2π(ωi1(tq) · · ·ωim(tq)fi1...im)
2
|ξ||(γ′(tq(ξ0)) · ξ0)(γ(tq(ξ0))− x0)|
= 0.
Hence
ωi1(tq) · · ·ω
im(tq)fi1...im = 0, for q = 1, . . . ,
(
n+m− 2
m
)
. (15)
Using the fact that
ξimfi1...im = 0, (16)
we have that
ωi1(tj1) . . . ω
im−1(tjm−1)ξ
imfi1...im = 0 (17)
for 1 ≤ j1, · · · , jm−1 ≤ n with ω(tn) = ξ. Since fi1···im is symmetric, (17) can be written as(
ω(tj1)⊙ · · · ⊙ ω(tjm−1)⊙ ξ
)i1···im
fi1···im = 0.
We now define the following
(
n+m−1
m
)
×
(
n+m−1
m
)
matrix:
A =
(
ω(t1)
⊙m, · · · ω(tL(n,m))
⊙m, ω(tj1)⊙ · · · ⊙ ω(tjm−1)⊙ ξ
)
for 1 ≤ j1, · · · , jm−1 ≤ n.
Then (15) and (16) together can be written as
Atf = 0. (18)
Showing f = 0 is equivalent to proving that A has full rank. Suppose that a linear combi-
nation of the columns of A is equal to 0:
L(n,m)∑
i=1
ciω(ti)
⊙m +
∑
1≤j1,··· ,jm−1≤n
cj1...jm−1ω(tj1)⊙ · · · ⊙ ω(tjm−1)⊙ ξ = 0. (19)
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Note that in (19), we make the assumption that ω(tn) = ξ. Now
c1ω(t1)
⊙m + · · ·+ cn−1ω(tn−1)
⊙m +
L(n,m)∑
i=n
ci
(
n−1∑
j=1
αijω(tj)
)⊙m
+
∑
1≤j1,··· ,jm−1≤n
cj1...jm−1ω(tj1)⊙ · · · ⊙ ω(tjm−1)⊙ ξ = 0.
We can write the above equation as∑
1≤j1,··· ,jm≤n−1
dj1...jm−1ω(tj1)⊙ · · · ⊙ ω(tjm)
+
∑
1≤j1,··· ,jm−1≤n
cj1...jm−1ω(tj1)⊙ · · · ⊙ ω(tjm−1)⊙ ξ = 0.
Now from Lemma 6, we have that cj1...jm−1 and dj1...jm−1 are 0. Letting cj1...jm−1 = 0 in (19),
we get
L(n,m)∑
i=1
ciω(ti)
⊙m = 0.
Now by the Kirillov-Tuy condition, each ci = 0. Hence we have that the matrix A has full
rank. Finally, we have that f = 0. The proof of Proposition 2 is complete.
6 Microlocal Inversion
In this section, we will construct a microlocal parametrix for the operator R∗
γ
Rγ . This will
complete the proof of Theorem 2.
Proof of Theorem 2. Using a lexicographic ordering, let us view the entries of the symmetric
m-tensor
√
2π
|ξ||γ′(ts(ξ0)·ξ0(γ(ts(ξ0)−x0)|
ω(ts)
⊙m as a column vector vs, and with that define the
matrix
V =
(
v1 · · · vL(n,m) · · · vN
)
.
Here N is the number of intersection points of the plane x0 + ξ
⊥ with the curve γ.
We then have that
A0(x, ξ) = V V
t.
Again using a lexicographic ordering, A0 can be viewed as a matrix. The entries of V
are real, and since the rank of V is L(n,m), the rank of A0 is L(n,m) as well. Since A0 is
symmetric, using the spectral decomposition theorem, we have that A0 = PDP
t, where P
is the orthogonal matrix comprising the eigenvectors of A0 and D is the diagonal matrix of
eigenvalues of A0. This implies that there are L(n,m) non-zero entries in the diagonal matrix
D. Now let D− be the diagonal matrix obtained by replacing the L(n,m) nonzero entries of
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D by its reciprocals and define B0(x, ξ) = σ(S)PD
−P t where S is solenoidal projection of a
symmetric tensor field, and σ(S) is its principal symbol.
Next, we have
B0(x, ξ)A0(x, ξ) = σ(S)P
(
IL(n,m) 0
0 0
)
P t
= σ(S).
In the last line we used the fact that all the columns in P after L(n,m)-th column are the
eigenvectors corresponding to the 0 eigenvalue. Thus B0(x, ξ)A0(x, ξ) equals σ(S). Since
the singularities of P and D− are possibly only on Σ, we have that the entries of B0(x, ξ) lie
in the symbol class I(∆,Λ). Let B0 be the operator with symbol matrix given by
b0(x, ξ) =
{
B0(x, ξ) if (x, ξ) ∈ Ξ0
0 otherwise.
We have that the solenoidal projection S is of order 0 and R∗
γ
Rγ ∈ I−1,0(∆,Λ) [12]. The
principal symbol of B0R∗γRγ is σ(S). Therefore B0R
∗
γ
Rγ ∈ I−
1
2
, 1
2 . Indeed by the properties
of Ip,l classes, on ∆ \ Σ, an Ip,l distribution is a pseudodifferential operator of order p + l.
Now since S is of order 0, we have that p+ l = 0. Also we know from [18] that the principal
symbol of an Ip,l distribution has a singularity along Σ as a conormal distribution of order
l− k/2. In our case k = 1, and away from ∆ \Σ, S is a classical pseudodifferential operator.
Therefore l = 1
2
. Now p = −1
2
.
Using the symbol calculus for Ip,l(∆,Λ), we can decompose R1 = B0R
∗
γ
Rγ−S asR11+R12
where as R11 ∈ I−
3
2
, 1
2 and R12 ∈ I−
1
2
,− 1
2 .
Now let P denote the potential projection of a symmetric m-tensor field. We have the
following lemma.
Lemma 7. The principal symbols of R1j ◦ P as I−
3
2
, 1
2 and I−
1
2
,− 1
2 distributions respectively
for j = 1, 2 are 0.
Proof. We first consider R1 ◦ P. We have
(R1 ◦ P) f =
(
(B0R
∗
γ
Rγ − S) ◦ P
)
f = 0.
This follows from the fact that the solenoidal projection of a potential field is 0 and (Rγ ◦ P) f =
0. Now
(R1 ◦ P) f = ((R11 +R12) ◦ P) f = 0.
From this, we have
(R11 ◦ P) f = − (R12 ◦ P) f.
This then implies that R11 ◦ P and R12 ◦ P both belong to I
− 3
2
,− 1
2 . Therefore the principal
symbol of R11 ◦P as an I
− 3
2
, 1
2 distribution is 0 and that of R12 ◦P as an I
− 1
2
,− 1
2 distribution
is 0 as well.
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Let NS(A),RS(A) and CS(A) denote the null space, row space and column space,
respectively of a matrix A. We have the following standard result from linear algebra.
Lemma 8. If A and B are two matrices of the same order such that NS(A) ⊂ NS(B),
then RS(B) ⊂ RS(A).
Now from Lemma 7, we have that NS (σ0(S)) ⊂ NS (σ0(R1j)) for j = 1, 2. Then by
Lemma 8, we have that RS (σ0(R1j)) ⊂ RS (σ0(S)). is contained in row space of σ(S) for
j = 1, 2. Now by Proposition 2, we have that RS(σ0(S)) = RS(A0). Hence there exist
matrices r1j such that σ0(R1j) = r1jA0 for j = 1, 2.
Let B11 and B12 be operators having symbols −r11 and −r12 respectively. Let B1 =
B11 + B12, and define R2 = (B0 + B1)R∗γRγ − S. We can rewrite R2 as
R2 = B11R
∗
γ
Rγ + B12R
∗
γ
Rγ + B0R
∗
γ
Rγ − S
= B11R
∗
γ
Rγ +R11 + B12R
∗
γ
Rγ +R12.
Let us denote K1 = B11R
∗
γ
Rγ + R11 and K2 = B12R
∗
γ
Rγ + R12. We have K1 ∈ I
− 3
2
, 1
2
and K2 ∈ I−
1
2
,− 1
2 . By construction, the principal symbols of K1 and K2 are 0. Hence using
the symbol calculus, we decompose
K1 = K11 +K12, K11 ∈ I
− 5
2
, 1
2 , K12 ∈ I
− 3
2
,− 1
2
K2 = K21 +K22, K21 ∈ I
− 3
2
,− 1
2 , K12 ∈ I
− 1
2
,− 3
2 .
With this, we can write
R2 = K11︸︷︷︸
R20
+K12 +K21︸ ︷︷ ︸
R21
+ K22︸︷︷︸
R22
,
where R20 ∈ I
5
2 , R21 ∈ I
− 3
2
,− 1
2 and R22 ∈ I
− 1
2
,− 3
2 . Therefore
R2 ∈
2∑
j=0
I−
1
2
−2+j, 1
2
−j.
Proceeding recursively, we get a sequence of operators
RN ∈
N∑
j=o
I−
1
2
−N+j, 1
2
−j .
We write this as
RN ∈
[N
2
]∑
j=0
I−
1
2
−N+j, 1
2
−j +
N∑
j=[N
2
]+1
I−
1
2
−N+j, 1
2
−j .
In the first term above, since −1
2
−N+j ≤ −1
2
−N+[N
2
] and 1
2
−j ≤ 1
2
, we have that first
term belongs to I−
1
2
−N+[N
2
], 1
2 . Letting N → ∞, we have that this term is smoothing, since
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∩pI
p,l ⊂ C∞. For the second term, we use the fact that for [N
2
]+1 ≤ j ≤ N , −1
2
−N+j ≤ −1
2
and 1
2
− j ≤ −1
2
− [N
2
]. Again letting N →∞, since ∩lIp,l(∆,Λ) ⊂ Ip(Λ), we have that the
second as N → ∞ is an operator in I−
1
2 (Λ) which we denote by A. Therefore defining an
operator B = B0 + B1 + · · · , we have for each x ∈ π1(K),
BR∗
γ
Rγf(x) = f
s(x) +Af(x) + smoothing terms.
This completes the proof of Theorem 2.
7 Some examples
In this final section, we justify the remarks that we made in Section 2.2 about the Kirillov-
Tuy condition.
7.1 Case n− 1 = 2
Proposition 1. If ω1, · · · , ωm+1 are (m + 1)-vectors contained in a plane of R3 such that
any two of them are linearly independent. Then the following matrix has full rank:
Am =
(
ω⊙m1 . . . ω
⊙m
m+1
)
.
Proof. Define
A˜m =
(
ω⊗m1 . . . ω
⊗m
m+1
)
.
Observe A˜m has Am as (m+ 1)× (m+ 1) block (by doing some row operations). Therefore
it is sufficient to prove that A˜m has full rank. We prove this using induction on m. Clearly
the result is true for m = 1. Let us assume that the matrix A˜k (for m = k) has full rank,
that is, the vectors
ω⊗k1 , · · · , ω
⊗k
k+1
are linearly independent. Using this, we want to prove that the vectors
ω
⊗(k+1)
1 , · · · , ω
⊗(k+1)
k+2
are also linearly independent.
Consider
k+2∑
i=1
ciω
⊗(k+1)
i = 0. (20)
Using the pairwise independent condition, we write each ωi = αiω1+ βiω2 for i ≥ 3 with the
conditions that αi 6= 0 6= βi for any i ≥ 3 and αiβj − αjβi 6= 0 for i 6= j. From (20), we have(
c1ω
⊗k
1 +
k+2∑
i=3
αiciω
⊗k
i
)
⊗ ω1 +
(
c2ω
⊗k
2 +
k+2∑
i=3
βiciω
⊗k
i
)
⊗ ω2 = 0.
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Since ω1 and ω2 are independent, from Lemma 4 , we get
c1ω
⊗k
1 +
k+2∑
i=3
αiciω
⊗k
i = 0, (21)
c2ω
⊗k
2 +
k+2∑
i=3
βiciω
⊗k
i = 0. (22)
If ck+2 = 0 then we are done and if ck+2 6= 0 then we can use (21) and (22) to get the
following:
ω⊗kk+2 = −
1
αk+2ck+2
(
c1ω
⊗k
1 +
k+1∑
i=3
αiciω
⊗k
i
)
and
ω⊗kk+2 = −
1
βk+2ck+2
(
c2ω
⊗k
2 +
k+1∑
i=3
βiciω
⊗k
i
)
.
Equating the above two equations, we get
c1
αk+2
ω⊗k1 −
c2
βk+2
ω⊗k2 +
k+1∑
i=3
ci
(
αiβk+2 − βiαk+2
αk+2βk+2
)
ω⊗ki = 0.
This implies ci = 0 for i = 1, . . . , k + 1 because of the pairwise independent condition and
the induction hypothesis. Letting ci = 0 for i = 1, . . . , k + 1 in equation (21), we have
αk+2ck+2ω
⊗k
k+2 = 0,
which implies ck+2 = 0 because αk+2 6= 0 and ωk+2 is a non-zero vector.
7.2 Case n− 1 = 3 and m = 2
In this case we consider a collection of six vectors ω1, ω2, · · · , ω6 in R3 (since in the Kirillov-
Tuy condition, the vectors are restricted to a hyperplane) with the condition that any three
of them are independent.
Lemma 9. If ω1, ω2, · · · , ω6 be six vectors in R
3 such that any three of them are linearly
independent. Then the rank of the following matrix
V˜ =
(
ω⊗21 ω
⊗2
2 · · · ω
⊗2
6
)
is 6.
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Proof. We can write
ωi = αiω1 + βiω2 + γ iω3, for i = 4, 5, 6,
and we have that the matrix α4 β4 γ4α5 β5 γ5
α6 β6 γ6

is invertible. Now it is enough to show that the matrix
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 α4β4 a4β4 α4a4
0 0 0 α5β5 a5β5 α5a5
0 0 0 α6β6 a6β6 α6a6

is invertible. We can writeα4β4 γ4β4 α4γ4α5β5 γ5β5 α5γ5
α6β6 γ6β6 α6γ6
 =
α4 β4 γ4α5 β5 γ5
α6 β6 γ6
×H
β4 γ4 α4β5 γ5 α5
β6 γ6 α6

where (A ×H B)ij = Aij · Bij is the Hadamard product of matrices. It is well-known that
det(A×H B) ≥ det(A)det(B). Since both matrices on the right hand side are non-singular,
the rank of V˜ is 6.
7.3 Counter example for n− 1 = 3 and m = 3
We give an example for the case of (3) in Remark 1.
Example 3. Consider the following collection of L(4, 3) = 10 vectors:
v1 = (1, 0, 0, 0), v2 = (0, 1, 0, 0), v3 = (0, 0, 1, 0),
vi = (1, pi, p
2
i , 0)
for i = 4, · · · , 10 and pi’s are distinct primes. Then any three vectors of them are linearly
independent. And it is easy to check that vectors {v⊙3i }
10
i=1 are not independent.
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