Abstract-In this paper, we formulate several variants of the mixture of both the additive and multiplicative updates using stochastic gradient descent (SGD) and exponential gradient (EG) algorithms respectively. We employ these updates on the gated recurrent unit (GRU) networks. We then derive the gradientbased updates for the parameters of the GRU networks. We propose four different updates as a mean, minimum, even-odd and balanced set of updates for the GRU network. Through an extensive set of experiments, we demonstrate that these update variants perform better than simple SGD and EG updates. Overall, we observed that GRU-Mean update achieved the minimum cumulative and steady-state error performance. We also simulated the same set of experiments on the long shortterm memory (LSTM) networks.
I. INTRODUCTION
Online learning [1] is of imperative importance that is mainstream in the machine learning [2] , signal processing literature [3] . Online learning is widely used for classification [2] , regression [4] and prediction purposes [5] . The online learning algorithms optimize the corresponding cost or performance measures [1] . Online learning algorithms operate sequentially on the data [1] - [5] . Batch learning algorithms are somewhat slower and expensive in performance for the training part [6] . Online learning algorithms can be linear as well as non-linear [1] - [3] . For big data applications with high dimensions, nonlinear online learning methods are much suitable and perform better than linear algorithms [1] .
For the time series or temporal data sequences, most commonly hidden markov models (HMMs) [7] or discrete symbolic grammar learning algorithms (SGLAs) [8] are used. Usually, SGLAs works worse on the noisy data. Similarly, the HMMs works on discrete state spaces. To alleviate these issues, recurrent neural networks (RNNs) are used to process such sequential data [9] . RNNs maps the real-valued input data sequences to real-valued output data sequences by performing gradient descent. The training of the RNN is very difficult as it suffers from the problem of vanishing and exploding gradients [10] . To mitigate this issue, we use the GRU networks [11] as the special case of the RNNs. The GRU networks have a gating structure that controls the flow of the information, unlike the RNNs. The GRU networks work well on the sequence-based tasks and are capable enough to capture the long-term data dependency [11] .
In order to train the RNNs or the GRU networks, we use the real-time recurrent learning (RTRL) algorithm [12] that is highly efficient in calculating the gradients. For the additive updates, stochastic gradient descent (SGD) based algorithm [13] is used for updating the parameters of the network. Besides these additive updates, exponential gradient (EG) based algorithm [14] is used to compute the multiplicative updates for updating the network parameters. In this paper, we devise some variants of the combinations of the additive and multiplicative updates. We formulate four different types of the update variants namely mean, minimum, even-odd and balanced updates.
Our main contributions in this paper are as follows:
• We proposed several variants of the mixture of the additive and multiplicative updates for the GRU network.
• These updates are generic, as we applied the same set of updates on the LSTM networks and achieved similar trends as we got for the GRU networks.
• These set of updates can be applied to any data set and must be cross-validated first in order to see which particular update is most suitable. The organization of the paper is as follows. In Section II, we state the model and problem description. In Section II-A, we state the additive and multiplicative updates based on the loss function. In Section II-B, we mention four types of updates using a mixture of SGD and EG updates as defined in Section II-A. We then derive the gradient-based update for the GRU based network parameter in Section II-C. In Section III, we perform extensive experiments and then finally conclude the paper in Section IV.
II. PROBLEM DESCRIPTION
In this paper, all vectors are column vectors and denoted by boldface lower case letters. Matrices are represented by boldface upper case letters. For a vector u, |u| is the ℓ1-norm and u T is the ordinary transpose. For a vector x t , x t,i and x ti are the i th element and the i th column of the vector x t , respectively. Similarly, for a matrix W , w ij is the i th row and j th column entry. Given that we have an input data sequence {U t } n t=1 and {d t } n t=1 be the corresponding values. We try to estimated t and then calculate the loss associated with it. In {U t } n t=1 , u ti ∈ 978-1-5386-1501-0/18/$31.00 c 2018 IEEE R m for i, . . . , µ t , is the i th component of the {U t } n t=1 and µ t is the corresponding length of the incoming data sequence. µ t may or may not be of same length for each data sequence. The i th component of {U t } n t=1 can be a vector u ti or a scalar u ti . In order to process this variable length sequential information, we use the recurrent neural networks (RNNs). We parse the individual entries (for scalar case) and columns (for vector case) of U t to the RNN. For the i th column of U t , the RNN can be written as follows:
where h ti ∈ R q is the state vector and u ti ∈ R m is the input vector for i = 1, . . . , µ t . The RNN coefficient weight matrices are V ∈ R q×q and W ∈ R q×m . The function κ(·) is commonly set to tanh(·) and apply pointwise to vectors.
As a special case of the RNNs, we use the GRU network with one hidden layer defined as follows [11] :
where u t ∈ R m is the input vector and h t ∈ R q is the output vector. z t and r t are the reset and update gates respectively. ∆ (·) is a diagonal matrix and the coefficient weight matrices, i.e., W (·) and V (·) , are set to appropriate dimensions. The functions σ(·) and κ(·) are set to sigmoid and tanh respectively and apply pointwise to vectors. Fig. 1 , shows the schematic diagram of the GRU network with update variants.
A. Additive and Multiplicative Updates
We define the loss function as
where a t ∈ R q is the regression coefficient weight vector. Based on this loss function, i.e., ℓ t , we evaluate the SGD updates for a given parameter lets say ψ as follows:
Similarly, we evaluate the element-wise multiplicative updates using the EG algorithm as follows:
where r t,i = exp − η ∂ℓ t ∂ψ i .
B. Combination of Updates
In this subsection, we define several variants of the combinations of the additive and multiplicative updates for the corresponding GRU network parameters. We define four updates namely (a) mean, (b) minimum, (c) even-odd and (d) balanced
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Updates based on the particular update updates. For the mean update, in each trial we execute both SGD and EG algorithms and then take their mean to finally update the corresponding network parameters as
For the minimum update rule, in each epoch we take the minimum update done by both SGD and EG algorithms as
Similarly, for the even-odd update criteria, we update the network parameters using the SGD algorithm for even index of samples and via EG algorithm using odd index of samples as
where ✶ (φ) is an indicator function that is only applicable when condition φ is satisfied. Finally, we carry out balanced updates, where we do SGD updates for first half of the number of samples and EG updates for the next half as
C. Calculation of Gradient Based Updates
In this subsection, we give the calculations needed for evaluating the updates. In each of the update, we need to evaluate ∂h t ∂ψ . This is calculated as follows:
where γ (ψ)
is its i th component and the corresponding gradient terms in (11) are calculated as follows:
ii .
D. Motivation for Trade-off of SGD and EG Updates
Based on the motivation given in [14] with respect to upper and lower bounds for both SGD and EG algorithm, we used the variants of SGD and EG updates. For the individual updates, if for predicting the desired outcome, almost all the input variables are equally related, then SGD algorithm has strong bound over EG algorithm. Similarly, if few inputs are relevant, then EG algorithm has an upper hand over SGD algorithm. Based on these observations made in [14] , we used their several variants to handle the relevance of the input variables used for predicting the desired outcome.
III. EXPERIMENTS
In this section, we illustrate the results of the proposed variants of the combinations of the additive and multiplicative updates. We analyze the regression performance involving all the variants of the updates using various data sets. We first perform experiments using the GRU networks. We use financial data set, i.e., Alcoa Corporation stock price data set [15], Protein Tertiary [16] and Elevators data set [17] . For all the experimental setup, we use a common learning rate of µ = 0.1 for all the additive and multiplicative updates. We then perform the same experiment using the LSTM networks. In Table. I, we show the steady state error performance of all the proposed update variants for all the data sets.
In Fig. 2 , we demonstrate the action prediction performance for the Elevators data set. In this data set, based on the various attributes of the F16 aircraft mechanism, we predict the required action to be taken by the aircraft. Each sample of the data set has total 18 features. Based on these 18 unique and distinct features, we efficiently predict the desired action using all the proposed variants of the additive and multiplicative updates. From Fig. 2 , we observe that "GRU-Mean" shows the best performance followed by "GRU-Min". These variant performances are much better than achieved by the GRU network with simple additive and multiplicative updates.
Similarly, in Fig. 3 , we demonstrate the total error performance for the Alcoa data set. In this experiment, we predict the future stock values based on the past available stock price data. From Fig. 3 , we observe that the "GRUmin" updates showed the best performance followed by simple "GRU-SGD". After "GRU-SGD," other variants like "GRU-BU" and "GRU-Min" showed promising results. Multiplicative updates were the worst for this case. Overall, most of the update variants depicted good performance as compared with the simple additive and multiplicative update GRU network.
Finally, in Fig. 4 , we estimate the leftover or residue size for the Protein Tertiary. The data is collected after several experiments on the critical assessment of structure prediction (CASP). There are total 45730 data samples each with 9 distinct features. From Fig. 4 , we observe that "GRU-Mean" shows the best performance as compared to the simple GRU network.
In Table. I, we list down the steady state error performance of all the variants of the combination of additive and multiplicative updates for all the data sets. We observe from the trend in the Table. I that overall the GRU network performs better than the LSTM networks. Among the variants of updates, "GRU-Mean" exhibited the lowest steady state error among the GRU networks for all the data sets. While, for the update variants of the LSTM networks, except Alcoa data set, "LSTM-Mean" showed the best performance. For the Alcoa data set, "LSTM'Min" achieved the minimum steady state error.
Remark 1: Rather trying the simple additive and multiplicative updates, using the variants of updates as defined in (7)- (10) 
IV. CONCLUSION
We proposed several variants of the mixture of additive and multiplicative updates for the GRU networks. We used four update variants namely GRU-Mean, GRU-Min, GRU-EO (evenodd) and GRU-BU (balanced update) for the GRU network. We formulate their mathematical expression and derive the gradient-based updates for the parameters of the GRU network. We use financial and real-life data sets to demonstrate the performance of the update variants. From the extensive set of experiments, we observed that the proposed update GRU networks work better than the GRU networks with simple SGD or EG updates. Besides the GRU networks, we also employ these update variants on the LSTM networks. Both the GRU and LSTM network works better on the proposed update variants and among all of the proposed updates, "GRU/LSTMMean" showed the best performance for all the data sets. 
