Abstract When tapping a desired frequency, subjects tend to drift away from this target frequency. This compromises the estimate of the correlation between inter-tap intervals (ITIs) as predicted by the two-level model of Wing and Kristofferson which consists of an internal timer ('clock') and motor delays. Whereas previous studies on the timing of rhythmic tapping attempted to eliminate drift, we compared the production of three constant frequencies (1.5, 2.0, and 2.5 Hz) to the production of tapping sequences with a linearly decreasing inter-tap interval (ITI) (corresponding to an increase in tapping frequency from 1.5 to 2.5 Hz). For all conditions a synchronization-continuation paradigm was used. Tapping forces and electromyograms of the index-finger flexor and extensor were recorded and ITIs were derived yielding interval variability and model parameters, i.e., clock and motor variances. Electromyographic recordings served to study the influence of tapping frequency on the peripheral part of the tap event. The condition with an increasing frequency was more difficult to perform, as evidenced by an increase in deviation from the intended ITIs. In general, tapping frequency affected force level, inter-tap variability, model parameters, and muscle co-activation. Parameters for the condition with a decreasing ITI were comparable to those found in the constant frequency conditions. That is, although tapping with an intentional drift is different from constant tapping and more difficult to perform, the timing properties of both forms of tapping are remarkably similar and described well by the Wing and Kristofferson model.
Introduction
The search for timing mechanisms underlying the production of repetitive movements has a long tradition dating back as far as the late nineteenth century (Stevens 1886) . Rhythmic finger tapping has received much interest from researchers of motor control because it provides an expedient window into neural timing. Although many brain areas participate in the timing of motor behaviorincluding the supplementary motor area (Grahn and Brett 2007) , cerebellum (Ivry et al. 1988; Ivry 1997; Del Olmo et al. 2007 ), basal ganglia, thalamus, and motor and sensory cortices (Ivry and Richardson 2002) -the notion of a single, abstractly defined, neural timer has proven rather successful in accounting for behavioral data.
A case in point is the two-level model proposed by Wing and Kristofferson (1973) -here referred to as the WKmodel-to account for the serial correlations between successive time intervals. The model consists of a clock, defining the duration of the interval between two neural commands, and motor delays, which represent the time it takes for a neural command to reach the end-effector, i.e., the lag at which the tap occurs. The model does not require any assumptions regarding the origin of the clock, only that the timing intervals are independent. Since its inception, the WK-model has been frequently used to analyze tapping sequences in a so-called synchronization-continuation paradigm, in which subjects first synchronize their tapping to a metronome and then continue the previously indicated rhythm after removal of the metronome (Wing and Kristofferson 1973; Musha et al. 1985; Vorberg and Wing 1996; Pressing and Jolley-Rogers 1997; Pressing 1998; Ivry and Richardson 2002) . The elegantly simple WKmodel provides an adequate description of various statistical properties of tapping sequences during continuation that can stand up to more elaborate models, which typically place more emphasis on long-term correlations in voluntary tapping (e.g., Chen et al. 1997; Daffertshofer 1998; Delignières et al. 2004) .
In this study, we examine the generality of the WKmodel by manipulating task difficulty using motor performances with changing tempo. We analyze the temporal properties of inter-tap interval (ITI) sequences in terms of their variance, autocorrelation, and WK-model parameters, for isochronous and non-isochronous tasks. Pilot studies indicated that a non-isochronous task was more difficult to perform than an isochronous one. Task difficulty affects performance in a number of ways. On a behavioral level, mental load influences biomechanical properties of rhythmic finger movements (Loehr and Palmer 2007) and more difficult tasks (tapping a rhythm) display more variability (Doumas and Wing 2007) . Furthermore, cortical areas may be activated differently during simple and difficult tasks. Gerloff et al. (1998) showed that perturbations of the primary motor area using transcranial magnetic stimulation resulted in more performance errors during complex tasks than during simple tasks. Different cortical areas reveal different interactions as a result of task difficulty (Manganotti et al. 1998) , and the temporal structure of neural activity is generally influenced by increased mental load (Dhamala et al. 2002) .
In isochronous tapping subjects deviate from the fixed target tapping frequency by means of long-term drift (Vorberg and Wing 1996) . This unintentional phenomenon has proven detrimental to the fit of the WK-model as it may either result in corrections that yield long-term correlations (e.g., Kaulakys 1999; Ding et al. 2002) or, when monotonic, in non-stationary time series causing improper estimates of the autocorrelation function and ultimately in a poor model fit. A sharp distinction between long-term properties and non-stationarity is difficult to make since unintentional drift is hard to control experimentally. In practice, many experimenters keep time series as short as possible to minimize the influence of drift.
1 Instead of regarding drift as a confounding factor, however, it may be studied in its own right and explicitly incorporated in the experimental design. By introducing intentional drift, drift may become steady and hence predictable enough to be corrected by linear detrending (Vorberg and Wing 1996) . Such an approach has been used to study synchronization error (Schulze et al. 2005 ) and subjects' ability to sustain drift during the continuation phase of a synchronizationcontinuation paradigm (Madison and Merker 2005) . To date, however, intentional drift has not been analyzed against the background of the WK-model. Here, we apply intentional drift to study temporal properties of tapping a non-constant sequence. Does intentional drift modify task difficulty and does this mean that the WK-model fails to describe the behavioral data? An inaccurate description may be caused by the emergence of temporal correlations in the presence of intentional drift. Such correlations may imply that other mechanisms become involved, reflecting the large number of brain areas that are active in neural timing. Indeed, a change in tempo can have profound influences on the temporal properties of motor performance even if the change is constant.
2 In general, tapping a sequence with increasing or decreasing tempo cannot be continued forever, unlike tapping at a constant pace (attentional and energetic limitations aside). Anticipating the up-coming saturation in pace may require additional planning, at least to some degree, making the intentional drift task more difficult, in turn affecting the temporal structure of the sequence preceding saturation. To anticipate, for our subjects (non-musicians), intentional drift sequences did impose an additional burden on performance. However, performance remained adequate so that, after linear detrending, we could analyze temporal properties of intentional drift sequences similar to tapping at a constant pace, that is, in terms of a timer and its autocorrelations. Put differently, the WK-model remained applicable to tapping with a constant, intentional drift. In addition, we estimated motor delay variability in the WK model and its tempo dependence using electromyograms (EMGs) of the finger flexor and extensor muscles. The combination of the flexor and extensor EMG was used to calculate a measure of muscle co-activation, which may influence the motor delay.
The WK-model
The WK-model is depicted schematically in Fig. 1 . In brief, the model supposes that inter-tap intervals (ITIs) arise from clock intervals C i and motor delays D i . Both sequences are assumed to be independent in time and independent from each other. Under this assumption, the ITI is defined by I i = C i ? D i?1 -D i . Then, the ITI variability is determined by only two parameters: the clock interval variance r C 2 and the motor delay variance r D 2 . These parameters can, in turn, be estimated using the autocovariance of the ITI sequences at lag zero and one: r
in which c(k) denotes the ITI autocovariance at lag k. These forms can be combined as
indicating that the lag-one serial autocorrelation of the ITIs is negative within the interval [-0.5, 0], i.e., errors in the ITIs will, on average, be compensated for in the following interval despite the absence of feedback. The variability of the clock intervals has been found to increase monotonically with increasing interval duration (or decreasing movement frequency) (Vorberg and Wing 1996) , implying that the ITI variance, c 0 ð Þ ¼ r 2 C þ 2r 2 D , increases as well. Note that the motor delay variance has been found to be constant over different tapping frequencies (Wing and Kristofferson 1973; Vorberg and Wing 1996) . Hence, the absolute value of the lag-one autocorrelation will decrease with decreasing movement frequency. By using a tapping sequence that involves intentional drift, however, one may probe the clock in a different way than by considering different constant frequencies. By analyzing continuation tapping in this setting, we can examine the generality of the WK-model.
It is conceivable that the WK-model may account for tapping with intentional drift by simply recasting the clock interval as
denotes the base clock interval and d denotes a finite rate of change in clock interval. In this case, the autocorrelations will match those predicted by the WK-model. If, on the other hand, additional planning or conscious control is required, this and the added mental load of the drift may cause the autocorrelations to diverge from the WK-model predictions. As explained above, a monotonic drift cannot be maintained for an extended period of time simply due to neuromechanical constraints; the closer one gets to one's maximal tapping speed, the more attenuated the drift will become, and eventually the increase in tempo will saturate. Such ceiling effects on drift might also cause the autocorrelations calculated from intentional drift sequences to differ from those predicted by the WK-model.
After correcting for the predictable linear drift in tapping sequences, one is left with an isochronous sequence which can be analyzed in terms of autocorrelations and compared to the timer properties as predicted by the WKmodel for constant frequency sequences. Knowing that the autocorrelations found in this study matched those described by the WK-model, we used the WK-model to estimate the clock and motor delay variance. Obviously, in the case of intentional drift, the more non-linear the drift, the worse the estimates of these parameters, as will become apparent below.
Experiment
The experiment consisted of two separate sessions. During the first session, only behavioral signals, i.e., tapping events, were recorded, whereas during the second session surface EMG and magnetoencephalographic signals were recorded as well. Here we concentrate on the behavioral and EMG results; the neuroimaging data will be reported elsewhere.
In total, 21 healthy subjects without formal musical training participated in the experiment after signing an
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informed consent form, ten in the first session (five males and five females; age: mean 28.4, SD 4.0 years) and 11 (eight males and three females; age: mean 34.9, SD 8.6 years) in the second session. The experiment was approved by the local ethics committee. All subjects were right-handed according to their scores on the Edinburgh inventory (Oldfield 1971) . The experimental task was a synchronization-continuation tapping task with the right hand. The task was performed in four conditions; three constant frequency conditions (1.5, 2.0, and 2.5 Hz) and an intentional drift condition involving linearly decreasing ITIs corresponding to an increase in frequency from 1.5 to 2.5 Hz.
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During the synchronization phase of the intentional drift condition the pacing of the ITIs decreased by 4 ms per tap. Subjects were asked to continue this decrease. The decrease of 4 ms per tap is noticeable at a starting ITI corresponding to 1.5 Hz, as determined by Madison and Merker (2005) . The task was performed for 35 s with 10 s of acoustic binaural pacing at the beginning (stimulus: pitch 440 Hz, duration 50 ms). Subjects were verbally informed of the end of each experimental trial. Each condition was presented as a block of six data collection trials. Before starting these trials, the subject practiced the desired frequency or drift by following a completely paced sequence. Halfway through the six data collection trials, the subjects were given 35 s of rest. Each of the four conditions (as a block of six trials) was performed twice, and the order of the frequencies was counterbalanced. Both sets of the intentional drift condition were performed either before or after the constant frequency conditions. This order (before or after) was randomized. The total experiment for each session thus consisted of eight blocks of six data collection trials each.
The protocol was implemented in Labview (National Instruments, Austin, TX, USA). Subjects were seated upright in a comfortable position, with their hands and arms supported by arm rests. Both hands lay flat on the arm rests and the force produced by taps of the right index finger was recorded using a force transducer (sampling rate: 1 kHz for the first set, and 1.25 kHz for the second data set). For the second data set, EMG was recorded from the flexor and extensor of the right index finger (EMG flex : m. flexor digitorum, EMG ext : m. extensor digitorum) where the ground electrode was positioned on the lateral epicondyle of the right humerus.
Data analysis
The tap events were determined from the force response of the force transducer. Figure 2 shows a typical force response. The tap event was defined as the start of the sharp increase prior to the force peak. The event detection was minimally influenced by noise, yielding an error of a couple of samples (i.e., a few ms) at most. Only complete tapping sequences, displaying separate force profiles for each tap and without 'misses' (992 out of 1,008) were included. For all analyses based on tap events, the continuation phase was used starting 14 s after the start of a trial to avoid adverse effects from the synchronization to continuation transition. For the intentional drift condition this implies that the starting frequency was 1.7 Hz and that the average ITI was 400 ms corresponding to a frequency of 2.0 Hz. From the force profiles, the amount of force per tap was calculated as the area underneath the force profile. ITIs were defined as the time difference between two successive tap events. Figure 3 shows the ITIs of a trial in the intentional drift condition. Autocorrelation functions for 947 (see below) ITI sequences were computed for trials with a continuation sequence of at least 30 events. Autocorrelograms of the ITI sequences, covering lags 0 through 7, were calculated using the 30 consecutive taps of each trial that showed the least drift (i.e., where the slope of the linear fit was closest to zero for the constant frequency conditions), and 30 points for each drift trial that showed Fig. 2 Typical force profile, with force displayed in arbitrary units (au). The tap event was defined as the start of the sharp increase prior to the force peak as indicated by the asterisk. The inset shows a more detailed view of the same force profile at the time-point of event detection (marked with an asterisk) the smallest deviation from linear drift (in the intentional drift condition). This procedure was followed to eliminate the error in the autocorrelation estimates due to non-linear drift as much as possible. Drift sequences were only included if they showed a total decrease of at least 0.22 Hz (approximately 25% of the target drift) and did not exceed 4 Hz (approximately three times the target drift). In total, 45 sequences were discarded. The resulting 947 sequences were linearly detrended before computing autocorrelations (Doumas and Wing 2007) .
To compare the degree of difficulty of the intentional drift condition to that of the constant frequency conditions, we compared performance errors, in terms of the deviation from the intended ITIs, of the entire continuation part of all 947 sequences. We compared the target change in interval length (0 ms/tap for the constant frequency conditions, -4 ms/tap for the intentional drift condition) to the actual change. For artifact removal the EMGs were band-pass filtered between 10 and 400 Hz (second order bi-directional Butterworth). Signals were subsequently used to estimate the physical delay (PD), i.e., the time between muscle activation onsets and tap events, which covers the mechanical aspect of the motor delay in the WK-model. EMG onsets were derived with a generalized likelihood ratio estimator (Micera et al. 1998; Stylianou et al. 2003) , using a test function based on the linear envelope of the EMGs. The EMG traces were full-wave rectified to obtain a linear envelope (Myers et al. 2003) . For each trial, these EMG traces were averaged over tap events to increase the signal-to-noise ratio. PD values were determined for each trial, and mean and variance values were calculated for each participant and conditions based on these data. The values averaged over participants are given in Table 3 as discussed below. A total of 142 trials (out of 512) in which the PD could not be determined within a range of 150-50 ms prior to the tap were discarded. In addition to PD, we quantified the co-activation of the flexor and extensor muscles via a co-contraction index (CCI), which was calculated for the full-wave rectified EMG traces during the continuation phase as
where Á Á Á denotes the mean over time.
Statistics
To assess the influence of frequency, one-way repeated measures analyses of variance (ANOVAs) were conducted per outcome variable on the constant frequency conditions for which values were averaged over trials. A significance level of a = 0.05 was maintained. The design, given a medium effect-size (x 2 = 0.25), had a power of 0.73 for analyses involving 11 participants, and a power of 0.98 for analyses involving 21 participants. Error-bars in figures represent the standard error.
Results
The force data from both sessions were pooled. Performance accuracy was measured by the deviation from the intended change in ITI (0 ms/tap for the constant frequency conditions, -4 ms/tap for the intentional drift condition, as shown in Fig. 4 ). There was a significant influence of tapping frequency on the performance accuracy of the constant frequency conditions (F(2,40) = 28.18, P \ 0.0001). As indicated in the ''Introduction'', the intentional drift condition was properly performed but significantly less well than any of the constant frequency conditions (Ps \ 0.0001). Intentional drift is thus considered to be a more challenging sequence to tap than a constant tempo. Tap force profiles became shorter as tapping frequency increased and the total force per tap decreased. This significant change in force level was confirmed (F(2,40) = 10.41, P \ 0.001) and mean values are summarized in Table 1 . All pairs were significantly different from each other (Ps \ 0.05).
Recall that the ITI variance is known to increase with increasing target interval (e.g., Vorberg and Wing 1996) . Figure 5 shows the ITI variance for each condition. A significant effect of tapping frequency on ITI variance in the constant frequency conditions was found (F(2,40) = 53.09, P \ 0.001). Post hoc tests revealed that all pairs were significantly different from each other (Ps \ 0.05). In the drift condition, this trend was also present. To demonstrate this, the drift data were split into two sets of 15 events each. As expected, and consistent with the trend found in the ITI variance of the constant conditions, the ITI variance of the slow part of the drift was significantly larger (t(19) = 1.99, P \ 0.05) than that of the fast part (see Fig. 5 ), although the difference was smaller than expected from the values found in the constant frequency conditions. The 30 events that showed the most constant or most linear behavior were selected from each tapping sequence. The deviation from that constant value or from the linear drift could thus be used to compare the constant frequency conditions with the drift condition. We used the residuals of the linear fit to the data to assess this. Table 1 displays the means and standard errors of the residuals for each condition. A significant influence of tapping frequency on the size of the residuals was found in the constant frequency conditions (F(2,40) = 73.29, P \ 0.001). All pairs were significantly different from each other (Ps \ 0.05). The residuals of the intentional drift condition fell between those of the 2.0 and 2.5 Hz condition. This was expected as the average ITI during the continuation phase of the intentional drift condition corresponded to a frequency of 2.0 Hz, but was often slightly higher. The variance is also similar to the 2.0 and 2.5 Hz conditions (see Fig. 5 ). The goodness-of-fit showed a similar trend to that found for the ITI variability (see also Table 1 ).
Autocorrelograms of the analyzed tapping sequences are shown in Fig. 6 . All constant frequency conditions showed a clear negative lag-one serial autocorrelation and autocorrelation values close to zero for higher lags. Interestingly, the intentional drift condition also showed a clear negative lag-one autocorrelation and small negative values for lags 2 through 4. Larger negative values were found for lags 5-7. Table 2 summarizes the results of onesample t tests performed for each condition for each lag. Significant results at lags 5 through 7 in the intentional drift 
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Force ( Nonetheless, the structures of the autocorrelations were comparable across conditions, where the negative lag-one autocorrelation for the intentional drift condition fell between those for the 1.5 and 2.0 Hz conditions.
As described earlier, we decomposed the ITI variance into clock variance and motor delay variance. In the WK-model, only the clock variance is supposed to be frequency dependent. However, Doumas and Wing (2007) found a small but statistically significant decrease in motor delay SD for smaller ITIs. In our study, this decrease, although present in the motor delay variance, failed to reach significance (F(2,40) = 3.11, P = 0.055). The effect of frequency on clock variance was significant (F(2,40) = 44.66, P \ 0.001) and all pairs were significantly different from each other (Ps \ 0.05). Figure 7 (panels A1 and A2) shows the values of the model parameter estimates. The influence of tapping frequency on the clock variance estimate was much greater than on the motor delay variance estimate.
The model parameter estimates of some sequences fell outside the boundaries mentioned in the section on the WK-model, that is, the lag-one autocorrelation fell outside the interval [-0.5, 0] . This was the case for 254 of the 992 trials. When removing those sequences from the analysis (the results for the remaining sequences are shown in Fig. 7 , panels B1 and B2), we found similar results for the timer variance (F(2,40) = 32.48, P \ 0.001). Post hoc test revealed that all pairs were significantly different from each other (Ps \ 0.05). In addition, we found a significant influence of tapping frequency on the motor delay variance, where, in line with Doumas and Wing (2007) , shorter tap intervals had a smaller value for r D 2 (F(2,40) = 5.20, P \ 0.05). The motor delay variance at 1.5 Hz was Significant results are in bold significantly larger than at 2.5 Hz, and the motor delay variance at 2.0 Hz was larger than at 2.5 Hz (Ps \ 0.05).
To examine the influence of tapping frequency on motor variance we used the EMG flex signals. One can assume that the motor delay has a neural and a mechanical component. In view of the brevity of the neural delay between primary motor areas and proximal muscles, in particular the finger flexors (Nezu et al. 1999) , we assume that the larger part of the motor delay will be the time from neural activation of the muscles to the actual tap, including the movement time of the index finger. As the amount of force per tap is dependent on tapping frequency, the PD may also depend on tapping frequency. A significant influence of tapping frequency in the constant conditions on PD was found (F(1.10,7.77) = 6.841, P \ 0.05, Greenhouse-Geisser correction). In contrast, there was no significant influence on PD variance (F(1.04,7.3) = 0.39, P = 0.559, Greenhouse-Geisser correction), although there was a trend in that the PD values tended to increase. PD and PD variance values are given in Table 3 . PD during intentional drift was comparable to levels found in the constant frequency conditions. There was no clear relation between tapping frequency and PD variance.
We found a significant influence of tapping frequency on CCI (F(2,20) = 8.77, P \ 0.005), indicating a reduction of co-activation of the flexor and extensor muscles at higher tapping frequencies (Fig. 8) . CCI was larger at 1.5 Hz than at both 2.0 Hz and 2.5 Hz (Ps \ 0.05). Muscle co-activation during intentional drift was comparable to levels found in the constant frequency conditions.
Discussion and conclusion
Here, we studied rhythmic tapping with and without intentional drift to examine the generality of the WK- model and properties of neural timing in general. For this purpose, we compared parameter estimates of the WKmodel and additional measures (force, lag-one serial autocorrelation, ITI variability, PD, and muscle co-activation) across experimental conditions. We were especially interested in the comparison between tapping at a constant frequency and tapping at a continuously increasing frequency because the time base of the neural clock may be assumed to be fixed in the former case and must be continuously adjusted in the latter. In this light, it was not surprising that subjects reported the intentional drift condition to be much more difficult to perform than tapping a constant tempo. In line, and as expected on the basis of a pilot study, we found that performance was less accurate for the intentional drift condition. However, in spite of these differences between tasks, we found that most variables, after compensating for the drift by linear detrending, were similar, if not identical, for tapping with intentional drift and tapping at a constant tempo. This general result implies that the basic partitioning of continuation tapping into a clock interval and a motor delay, which is inherent to the WK-model, does not only describe isochronous tapping but also adequately describes tapping linearly decreasing intervals. Moreover, the temporal properties of the underlying timing processes are similar across conditions.
Task difficulty in terms of motor planning, control, and mental load might have influenced the temporal properties, as reflected in the autocorrelations, of the timer responsible for producing the tapping sequences. We have established that the intentional drift task was performed less well than constant tapping. However, since temporal properties matched across conditions, we can conclude that (experienced) task difficulty is not manifested in the timing of motor performance. We therefore conclude that, as the WK-model adequately describes the intentional drift task, the decomposition of ITIs into a clock interval and a motor delay as implied by the WK-model is properly extended to this task as well. We may even speculate that this result may be extended to non-linear (largely) deterministic drifts. Equivalent to the linear case, the model's clock intervals may be replaced by
denoting an arbitrary function that depends on the interval number i, i.e., on time. Subtracting that function from the ITI sequence, that is, detrending the ITIs, will recover the negative lag-one serial correlation as implied by the WKmodel. 5 However, a number of properties warrant further discussion. The negative serial lag-one autocorrelation was closer to zero than expected during intentional drift. The most likely explanation of this finding is that subjects did not perform a purely linear drift. There is evidence that drift perception is governed by a detection threshold for a change in tempo (e.g., Madison 2001) . If drift production involves a similar process, drift would show abrupt changes and would not be linear and monotonic. As a consequence, the detrending procedure applied here would have been insufficient to compensate for the ensuing nonlinearities in the produced drift. Madison (2001) showed that this kind of influence results in lag-one autocorrelation estimates closer to zero (i.e., less negative than the WKmodel predicts). Despite the deviations from linearity and the fact that drift can be modeled in a variety of ways (Madison 2001; Collier and Ogden 2004) , the linear fit found here was well within the range of the constant frequency conditions, implying that the subjects followed the instructions to a satisfactory degree.
Irrespective of the lower performance accuracy (in terms of the deviation from the intended change in ITI) during the intentional drift condition due to the greater difficulty of this pattern, the ITIs used in the analysis did not show higher variability than that found in the constant frequency conditions. In contrast, Doumas and Wing (2007) found a higher variability for a more difficult task (tapping a rhythm), indicating that tapping with an intentional drift is more similar to tapping at a constant pace than tapping a particular rhythm. It is possible that, although there is a need for more involved planning in this task, movement execution does not interact with this planning. In that case, any perceived difficulty due to planning would not transfer to tapping behavior. A recent study by Lewis et al. (2004) supports this interpretation as initiation, synchronization, and continuation were found to be affected in different ways during the performance of tasks with different degrees of difficulty. On the other hand, because our subjects had no musical training, it is possible that they were not able to make on-line corrections during their performance. By asking well-trained musicians to perform the same task, it might be possible to gain insight into this matter.
Besides broadening the class of tapping behaviors described by the WK-model, the present study produced several insights into the clock and motor aspects of isochronous and non-isochronous tapping, which we discuss in turn, starting with the motor aspects. An unresolved issue with regard to the motor delays is whether their variance depends on the tapping frequency. Whereas the WK-model assumes that this is not so, a recent study reported a small but significant dependence (Doumas and Wing 2007) . In the present study, we found a similar dependence, at least when the analysis was confined to tapping sequences with lag-one autocorrelations within the interval [-0.5, 0] predicted by the WK-model. Given that the WK-model only provides an estimate of the variance of the motor delay, we attempted to estimate part of the motor delay by analyzing the PD and its variance, but with inconclusive results. We also analyzed the level of muscle co-activation and found a significant influence of tapping frequency on CCI. In addition, like Sternad et al. (2000) , we found that the amount of force per tap was smaller for higher tapping frequencies. All in all, the evidence for an influence of tapping frequency on PD appears mixed and, as it stands, inconclusive. Yet, considering that muscletendon complexes have non-linear, time-dependent relationships (Spanjaard et al. 2007, in press) , and that movement trajectories depend on tapping frequency (Doumas and Wing 2007) , we believe it is likely that motor delays and their variance do depend on tapping frequency, at least to a degree.
As regards the clock aspects, the WK-model does not address the neural organization of the timer. It is difficult, if not impossible, to gain insight into this aspect solely from behavioral data (Wing 2002) . From imaging studies we know that multiple brain areas are involved in motor timing tasks in a task-dependent fashion (Turner et al. 2003; Mayville et al. 2005) . In view of the discussed differences between constant frequency tapping and tapping with intentional drift, it is therefore rather likely that different networks were involved in both forms of tapping, potentially controlling repetitive movements with different temporal properties. Hence, we find it remarkable that the behavioral properties of interest were so similar between isochronous and non-isochronous tapping. This finding speaks for the existence of an, abstractly defined, neural timer with invariant characteristics that are preserved over different task instantiations. Whether this is indeed the case remains to be established because, in principle, it is conceivable that differences in neural assembly processes are washed out when transferred to motor output. To resolve this issue it is necessary to study the connection between brain activity and motor output, including the total delay between the central timer and the motor output, as well as their variances. A promising approach might be an assessment of neural activation with high temporal resolution, e.g., with encephalographic recordings, with an additional source localization to estimate activities in subcortical areas, basal ganglia, the cerebellum, etc., in conjunction with detailed motor output recordings. We are currently conducting investigations along these lines.
