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Abstract
In this paper, we are interested in studying the existence or non-
existence of solutions for a class of elliptic problems involving the N-
Laplacian operator in the whole space. The nonlinearity considered in-
volves critical Trudinger-Moser growth. Our approach is non-variational,
and in this way we can address a wide range of problems not yet con-
tained in the literature. EvenW 1,N(RN ) →֒ L∞(RN ) failing, we establish
‖uλ‖L∞(RN ) ≤ C‖u‖
Θ
W1,N (RN ) (for some Θ > 0), when u is a solution. To
conclude, we explore some asymptotic properties.
Keywords: Dirichlet problem; Galerkin approximation; Critical growth; Moser-
Trudinger inequality; N -Laplacian.
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1 Introduction
Let W 1,p0 (Ω), Ω ⊆ R
N , N ≥ 2, be the Sobolev space endowed with the norm
‖u‖W 1,p(Ω) =
(∫
Ω
(|∇u|p + |u|p)dx
) 1
p
.
If p < N , the critical growth p∗ = Np/(N−p) means that ‖u‖W 1,p0 (Ω)
→֒ Lq(Ω),
N ≤ p ≤ p∗. The case p = N is a borderline case in the sense of Sobolev
embeddings. As is well-known, one has ‖u‖W 1,N0 (Ω)
→֒ Lq(Ω), q ≥ N , but a
function in W 1,N0 (Ω) may have a local singularity and this causes the failure of
the embedding W 1,N(Ω) 6⊂ L∞(Ω). If Ω is a bounded domain, another kind of
1
maximal growth was proved by Yudovicˇ [38], Pohozˇaev [35] and Trudinger [36].
They proved, in an independent way, that
u ∈W 1,N0 (Ω) =⇒
∫
Ω
e|u|
N′
dx <∞, (1)
whereN ′ =
N
N − 1
. Moreover, for any higher growth, the corresponding integral
can be infinite for a suitable choice of u. After that, Moser [30] improved this
assertion, showing that if u ∈W 1,N0 (Ω), then
sup
‖∇u‖
LN (Ω)
≤1
∫
Ω
eα|u|
N′
dx
{
≤ c|Ω|, if α ≤ αN ,
=∞, if α > αN ,
(2)
where αN = Nω
1/(N−1)
N−1 , c is a constant which depends on N , and ωN−1 is the
measure of the unit sphere in RN . Inequality (2) is now called Moser-Trudinger
inequality and the term eαN |u|
N′
is known as critical Moser-Trudinger growth.
This well-known Moser-Trundinger inequality has been generalized in many
ways. In the case Ω = RN , B. Ruf when N = 2 in [33], and Y.X. Li and B. Ruf
in [25] for N > 2, proved the following assertion
sup
‖u‖
W1,N (RN )
≤1
∫
RN
φN (α|u|
N
N−1 )dx
{
≤ C(α,N)N
′
, if α ≤ αN ,
=∞, if α > αN ,
(3)
where αN > 0 is a constant and
φN (t) = e
t −
N−2∑
j=0
tj
j!
=
∞∑
j=N−1
tj
j!
, t ≥ 0. (4)
Remark 1. Notice that φN (t) is a increasing function.
In this paper, we consider the existence, nonexistence, and asymptotic be-
havior of positive solutions for a class ofN -Laplacian elliptic equations related to
the critical growth (3) in the whole space RN . More precisely, we are concerned
with the following problem:
−∆Nu+ |u|
N−2u = λa(x)|u|q−2u+ f(u) in RN , (5)
where λ > 0, 2 ≤ N , 1 < q < N , a is a positive function such that a ∈
L
N
N−q (RN )∩L∞(RN ), f : R→ R is a continuous function satisfying the growth
condition
0 ≤ f(t)t ≤ a1|t|
pφN (α|t|
N
N−1 ), t ∈ R, (6)
where N < p < +∞, and α > 0.
In this setting, we mean by a solution of problem (5) any function u ∈
W 1,N(RN ) ∩ C1loc(R
N ), such that∫
RN
(
|∇u|N−2∇u∇φ+ |u|N−2uφ− λa(x)|u|q−2uφ− f(u)φ
)
dx = 0,
2
for all φ ∈ C∞0 (R
N ).
Besides existence, this paper is regarding explore some asymptotic proper-
ties of the obtained solutions. If uλ is a solution of (5), we are interested in
investigating the following properties:
uλ(x)→ 0 as |x| → ∞, (7)
‖uλ‖W 1,N (RN ) → 0 as λ→ 0
+, (8)
and
‖uλ‖L∞(RN ) → 0 as λ→ 0
+. (9)
Furthermore, concerning to problem (5), we scrutinize the nonexistence of so-
lution for λ large enough.
The class of equations in (5) appears as a model for several problems in the
fields of electromagnetism, astronomy, and fluid dynamics. They can be used to
accurately describe the behavior of electric, gravitational, and fluid potentials.
Problems of the form (5) are important in several applications to the study of
evolution equations of N -laplacian type that appear in non-Newtonian fluids,
turbulent flows in porus media and other contexts.
The case N = 2 is also related to the stationary problem associated with the
following initial value Schro¨dinger equation
i∂tu+∆u+ µg(u) = 0, in Rt × R
2
x, (10)
with data
u0 := u(0, ·) ∈W
1,2(R2), (11)
where u := u(t, x) is a complex-valued function of (t, x) ∈ R× R2, and
g(u) := u(e4π|u|
2
− 1). (12)
Schro¨dinger equations involving exponential nonlinearities have several applica-
tions, such as the self-trapped beans in plasma [23]. In [7], the author considered
Schro¨dinger equation with decreasing exponential nonlinearity. The stationary
problem associated to (10) is given by
∆φ− φ+ g(φ) = 0, φ ∈W 1,2(R2). (13)
If φ ∈ W 1,2(R2) is a solution to (13), then eitφ is a solution to (10) called a
soliton or a standing wave. Equations of type (13) arise in various other con-
texts of physics such that, the classical approximation in statistical mechanics,
constructive field theory, false vacuum in cosmology, nonlinear optics, laser prop-
agations, etc. They are also called nonlinear Euclidean scalar field equations,
see [3, 8, 16, 18].
Recently, there has been considerable interest in the study of existence results
for problems of the form{
−∆Nu+ V (x)|u|
N−2u = g(x, u) in RN ,
u > 0 on RN ,
(14)
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where g(x, u) is continuous and behaves like φN (α|u|
N
N−1 ) as |u| → +∞, we
would like to mention [4, 11–13, 29].
In general, the potential V : RN → R is bounded away from zero, i.e.
V (x) ≥ c > 0 x ∈ RN .
If V is large at infinity in some suitable sense, then the loss of compactness
due to the unboundedness of the domain RN can be overcome and vanishing
phenomena can be ruled out. So, a natural framework for the function space
setting of problem (14) is given by the subspace E of W 1,N
(
R
N
)
defined as
E :=
{
u ∈W 1,N
(
R
N
)
:
∫
RN
V (x)|u|Ndx < +∞
}
endowed with the norm
‖u‖E :=
(∫
RN
(
|∇u|N + V (x)|u|N
)
dx
) 1
N
∀u ∈ E.
Under appropriate assumptions on the potential V , the embedding
E →֒ Lp
(
R
N
)
(15)
turns out to be compact. For instance, if
V −1 ∈ L
1
N−1
(
R
N
)
, (16)
then the embedding (15) is compact for any p ≥ 1 (see e.g. [37, Lemma 2.4]),
while assuming the weaker condition
V −1 ∈ L1
(
R
N
)
(17)
the embedding (15) becomes compact only for p ≥ N (see [9], see also [14] for
other compactness results).
The authors of [12, 13, 24, 37], considering a potential V satisfying (16) or
(17), obtained existence results for equations of the form (14) and even more
general equations. Their proofs rely, crucially, on the compact embeddings
(15), given by (16) and (17) (in particular, on the compact embedding of E into
LN
(
R
N
)
).
Most papers treat problem (14) employing variational methods. Then, usu-
ally, it is assumed that g has subcritical or critical growth and sometimes asking
g(s) ≥ c|s|p−1, for each s ≥ 0 where c > 0 and p > N (18)
are constants, see [2, 11].
Another common assumption on g is the so-called Ambrosetti-Rabinowitz
condition, that is,
∃R > 0 and θ > N such that 0 < θG(x, s) ≤ sg(x, s) ∀|s| ≥ R and x ∈ RN ,
4
where G(s) =
∫ s
0
g(t)dt, see [11, 12, 24, 29].
Even when the Ambrosetti-Rabinowitz is dropped, it is usually to be as-
sumed some additional condition to obtain compactness of the Palais-Samle
sequences or Cerami sequences. See, for instance, [2, 24], where the authors
assume, respectively, the set of conditions
∃t0 > 0 and M > 0 such that 0 < G(x, s) ≤Mg(x, s),
∀|s| ≥ t0 and x ∈ Ω;
0 < NG(x, s) ≤ sg(x, s) ∀|s| ≥ 0 and x ∈ Ω,

 (19)
and
H(x, t) 6 H(x, s) for all 0 < t < s, ∀x ∈ RN ,
where H(x, u) = uf(x, u)−NF (x, u).
}
(20)
The case when the potential V is constant, i.e. V (x) = c for any x ∈ RN ,
is much less developed. In such a case, only a few existence results are known,
and we should like to mention [29] (and references therein), where the authors
proved existence results by means Variational approach. In [11], the author
consider V (x) = 1 and g(x, t) = λh(x)|t|q−2t + f(t), x ∈ RN , as in (6), with
f ∈ C1(R,R) satisfying the Ambrosetti-Rabinowitz condition.
In the following, we state our main results.
Theorem 1.1. Suppose that f : R → R is a continuous function satisfying
assumption (6). Then there exists λ∗ > 0 such that for every λ ∈ (0, λ∗) problem
(5) admits a positive solution uλ ∈ W
1,N (RN ) ∩ C1loc(R
N ). Furthermore,
‖uλ‖W 1,N (RN ) → 0,
as λ→ 0+.
Proposition 1. Suppose that f(t) = |t|p−1φN (α|t|
N
N−1 ) and let
λ∗ = sup{λ > 0; (5) has a solution uλ in W
1,N (RN )}.
Then λ∗ <∞.
Theorem 1.2. Suppose that f : R → R is a continuous function satisfying
assumption (6). Then any solution uλ, λ ∈ (0, λ
∗), given by Theorem 1.1,
satisfies uλ(x)→ 0 as |x| → ∞.
Corollary 1. Any solution uλ, λ ∈ (0, λ
∗), given by Theorem 1.1, satisfies
‖uλ‖L∞(RN ) → 0,
as λ→ 0+.
Notice that in this paper we don not impose any extra hypotheses on f
beyond (6). To compare our condition on the nonlinearity of problem (5) with
we have found in the literature, we present two examples that follow.
5
Example 1. As the first example of a function satisfying (6), we have
f(t) := h(t)φN (α|t|
N
N−1 ) (21)
where
h(t) = |t|p−2t sin2 (t).
Now, define
g(x, t) := λa(x)tq−1 + h(t)φN (α|t|
N
N−1 ), (22)
where a ∈ L
N
N−q (RN )∩L∞(RN ) is a positive function. Notice that (22) satisfies
neither (18) nor Ambrosetti-Rabinowitz condition nor (20). First, let us verify
that g does not satisfy (18). Let c > 0 be a positive fixed constant. Taking the
sequence tk = 2kπ, with k a positive integer, q < N and a ∈ L
∞(RN ), there
holds g(x, tk) = λa(x)t
q−1
k < ct
p−1
k , for k large enough.
Now, let us define
H(x, t) = t[λa(x)tq−1 + |t|p−2t sin2 (t)φN (α|t|
N
N−1 )]
−N
∫ t
0
(λa(x)sq−1 + |s|p−2s sin2 (s)φN (α|s|
N
N−1 ))ds.
Still considering the sequence tk = 2kπ, with k a positive integer, H satisfies
H(x, tk) = λa(x)t
q
k
(
1−
N
q
)
−N
∫ tk
0
|s|p−2s sin2 (s)φN (α|s|
N
N−1 )ds < 0.
Notice that H(x, tk) > H(x, tk+1). Therefore, (22) satisfies neither Ambrosetti-
Rabinowitz condition nor (19) nor (20).
Example 2. The second example of a function satisfying (6) we would like to
mention is
f(t) := |t|p−2t[(sin (t))+]φN (α|t|
N
N−1 ), where z+ = max{z, 0}. (23)
Notice that f is a continuous function but it is not derivable. Indeed, since
f ′−(π) = lim
l→0−
f(π + l)
l
= lim
l→0−
|π + l|p−2(π + l) sin (π + l)φN (α|π + l|
N
N−1 )
l
= − lim
l→0−
|π + l|p−2(π + l)
sin (l)
l
φN (α|π + l|
N
N−1 )
= −πp−1φN (απ
N
N−1 ) < 0,
and
f ′+(π) = lim
l→0+
f(π + l)
l
= 0,
so f ′(π) does not exists. In particular, f does not belong to C1(R,R), as it
imposed in [11] to obtain the existence result. Furthermore, if N ≥ 2, (23)
satisfies neither Ambrosetti-Rabinowitz condition nor (20). Indeed, let us define
H˜(t) = t(|t|p−2t[(sin (t))+]φN (α|t|
N
N−1 ))
−N
∫ t
0
|s|p−2s[(sin (s))+]φN (α|s|
N
N−1 )ds.
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Considering the sequence tk = 2kπ, with k being a positive integer, H˜ satisfies
H˜(tk) = −N
∫ tk
0
|s|p−2s[(sin (s))+]φN (α|s|
N
N−1 )ds < 0.
Notice that H˜(tk) > H˜(tk+1). Therefore, (23) does not satisfies neither Ambrosetti-
Rabinowitz condition nor (19) nor (20).
By observing these simple examples above, we can see that our results are
not included in the previous literature. Therefore, it brings novelty in the study
of such equations in the field.
The solution of (5) is obtained as the limit of auxiliarily problems in bounded
domains. The technique combines the Galerkin method, comparison principle of
lower and upper solutions, and regularity scheme. As in [10], we also consider
a special class of normed spaces of finite dimension. However, to clarify this
approach we show Lemma 2.3, which is a result of independent interest. Such a
lemma, together Brouwer’s fixed point theorem, allows us, in the scheme of the
Galerkin method, to work in general Banach spaces of finite dimensions with
general norms.
Due to the presence of the critical term φN (α|u|
N
N−1 ) and since we are in
the whole space RN , we had to overcome several difficulties. One of them is a
suitable improvement needed in the estimates of the approximating functions
of f by comparing it with [10, Lemma 2.2.] (see Lemma 3.2 bellow). Another
delicate point in our approach is the regularity needed to ensure that the solu-
tion, obtained in the limit, does not vanish. In the bounded domain, we obtain
regularity up to the boundary for the auxiliary problems considering approxi-
mate functions in the sense of Strauss [34]. For the domain-wide solution case,
a kind of a priori estimate in the sup norm is presented, see Proposition 4 (and
the consequences of that outcome).
Now we proceed to introduce the organization of the rest of the paper. Sec-
tion 2 presents comparison principles, some preliminaries results that are useful
through the text and an important result labeled as Lemma 2.3. Section 3 is
concerning approximating functions that enable us to obtain regularity up to
the boundary to the approximating solutions. In Section 4, we study a class of
auxiliary problems in bounded domains. Section 5 is devoted to the proof of
our main results.
2 Preliminaries
In this section, we state some preliminaries results which will be necessary
throughout the paper.
Let u ∈W 1,N0 (D). In what follows, let us denote by u˜ the canonical extension
of u by 0 outside D, that is,
u˜(x) =
{
u(x) if x ∈ D,
0 if x ∈ RN \D.
(24)
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It is well known that u ∈ W 1,N0 (D) implies u˜ ∈ W
1,N (RN ) (see e.g. [5, Propo-
sition 9.18]).
The next technical lemma was proved in [1, Lemma 2.3].
Lemma 2.1. Let α > 0 and r > 1. Then, for every β > r, there exists a
constant C := C(β) such that(
φN (α|u|
N
N−1 )
)r
≤ CφN (βα|u|
N
N−1 ),
where φN is given in (4).
A complete proof of the next result can be found in [15, Lemma 3].
Lemma 2.2. Let 1 < q < N . For any constants b > 0, the problem

−∆Nu+ |u|
N−2u = b|u|q−2u in D,
u > 0 in D,
u = 0 on ∂D,
(25)
admits a solution ub ∈ C
1
0 (D) satisfying ∂ub/∂ν < 0 on ∂D.
We conclude this section by presenting a lemma, which is a consequence of
Brouwer’s Fixed Point Theorem. However, our statement is a subtle (but very
useful) generalization by comparing it with the literature. In particular, this
result allows us to work in general Banach spaces, with freedom in choosing the
norm (see the proof of Lemma 4.2). We will adopt |x|2 =
√
〈x, x〉 to denote
the usual euclidean norm in Rd and ‖x‖d to denote a general norm in R
d. The
proof of next lemma follows some ideas like in Kesavan [21], where the result
for the particular case ‖x‖d := |x|2 is presented.
Lemma 2.3. Let F : (Rd, ‖·‖d)→ (R
d, ‖·‖d) be a continuous function such that
〈F (ξ), ξ〉 ≥ 0 for every ξ ∈ Rd with ‖ξ‖d = ̺ for some ̺ > 0, and 〈·, ·〉
1/2 = | · |2.
Then, there exists z0 in the closed ball B
d
̺(0) := {z ∈ R
d; ‖z‖d ≤ ̺} such that
F (z0) = 0.
Proof. Firstly, there exists c(d) > 0 such that
‖x‖d ≤ c(d)|x|2, ∀x ∈ R
d. (26)
Suppose, F (x) 6= 0 for all x ∈ B
d
̺(0). Define
g : (Rd, ‖ · ‖d)→ (R
d, ‖ · ‖d)
by
g(x) = −
̺
‖F (x)‖d
F (x)
which maps B
d
̺(0) into itself and is continuous. Hence it has a fixed point x0, by
Brouwer’s Fixed Point Theorem. Since x0 = g(x0), we have ‖x0‖d = ‖g(x0)‖d =
̺ > 0. But then by (26)
0 < ̺2 = ‖x0‖
2
d ≤ c(d)
2|x0|
2
2 = c(d)
2 〈x0, x0〉 = c(d)
2 〈x0, g(x0)〉
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= −c(d)2
̺
‖F (x0)‖d
〈x0, F (x0)〉 ≤ 0,
by assumptions, which is a contradiction.
2.1 Comparison principle
In this ection, we assume that D is a bounded domain in RN with C2 bound-
ary ∂D. In the following, we present a couple of comparison principles for a
subsolution and a supersolution of the problem{
−∆Nu+ |u|
N−2u = g(u) in D,
u = 0 on ∂D,
(27)
where g : R→ R is a continuous function.
We say that u1 ∈W
1,N (D) is a subsolution of problem (27) if u1 ≤ 0 on ∂D
and ∫
D
(|∇u1|
N−2∇u1∇ϕ+ |u1|
N−2u1ϕ)dx ≤
∫
D
g(u1)ϕdx
for all ϕ ∈ W 1,N0 (D) with ϕ ≥ 0 in D provided the integral
∫
D
g(u1)ϕdx exists.
We say that u2 ∈W
1,N (D) is a supersolution of (27) if the reversed inequalities
are satisfied with u2 in place of u1 for all ϕ ∈W
1,N
0 (D) with ϕ ≥ 0 in D.
The next comparison results are particular cases of the ones achieved in [15,
Theorem 3, Theorem 5].
Proposition 2. Let g : R → R be a continuous function such that g(t)/tN−1
is decreasing for t > 0. Assume that u1 and u2 are a positive subsolution and
a positive supersolution of problem (27), respectively. If u2(x) > u1(x) = 0 for
all x ∈ ∂D, ui ∈ C
1,α(D) with some α ∈ (0, 1), ∆Nui ∈ L
∞(D), for i, j = 1, 2,
then u2 ≥ u1 in D.
Whenever u1 and u2 satisfy the homogeneous Dirichlet boundary condition
we can state the following result.
Proposition 3. Let g : R→ R be a continuous function such that g(t)/tN−1 is
decreasing for t > 0. Assume that u1, u2 ∈ C
1,α
0 (D) with some α ∈ (0, 1), are
a positive subsolution and a positive supersolution of problem (27), respectively.
If ∆Nui ∈ L
∞(D), for i, j = 1, 2, u1/u2 ∈ L
∞(D) and u2/u1 ∈ L
∞(D), then
u2 ≥ u1 in D.
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3 Approximating functions
To prove Theorem 1.1, we approximate f by Lipschitz functions fk : R → R
defined by
fk(s) =


−k[G(−k −
1
k
)−G(−k)], if s ≤ −k,
−k[G(s−
1
k
)−G(s)], if −k ≤ s ≤ −
1
k
,
k2s[G(−
2
k
)−G(−
1
k
)], if −
1
k
≤ s ≤ 0,
k2s[G(
2
k
)−G(
1
k
)], if 0 ≤ s ≤
1
k
,
k[G(s+
1
k
)−G(s)], if
1
k
≤ s ≤ k,
k[G(k +
1
k
)−G(k)], if s ≥ k,
(28)
where G(s) =
∫ s
0
f(ξ)dξ.
The following approximation result was proved in [34].
Lemma 3.1. Let f : R → R be a continuous function such that sf(s) ≥ 0 for
every s ∈ R. Then there exists a sequence fk : R → R of continuous functions
satisfying
(i) sfk(s) ≥ 0 for every s ∈ R;
(ii) ∀ k ∈ N ∃ ck > 0 such that |fk(ξ)− fk(η)| ≤ ck|ξ − η| for every ξ, η ∈ R;
(iii) fk converges uniformly to f in bounded subsets of R.
The sequence fk of the previous lemma has some additional properties pre-
sented below. Here, we present a suitable improvement in the estimates of the
approximating functions fk by comparing it with [10, Lemma 2.2.].
Lemma 3.2. Let f : R → R be a continuous function satisfying (6) for every
s ∈ R. Then the sequence fk of Lemma 3.1 satisfies
(i) ∀ k ∈ N, 0 ≤ sfk(s) ≤ C1|s|
pφN (2
N
N−1α |s|
N
N−1 ) for every |s| ≥
1
k
;
(ii) ∀ k ∈ N, 0 ≤ sfk(s) ≤ C2
1
kp−2
|s|2 for every |s| ≤
1
k
,
where C1 and C2 are positive constants independent of k.
Proof. Everywhere in this proof, the constant a1 is the one of (6).
First step. Suppose that −k ≤ s ≤ −
1
k
.
By the mean value theorem, there exists η ∈ (s−
1
k
, s) such that
fk(s) = −k[G(s−
1
k
)−G(s)] = −kG′(η)(s −
1
k
− s) = f(η)
and
sfk(s) = sf(η).
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Since s −
1
k
< η < s < 0 and f(η) < 0, we have sf(η) ≤ ηf(η). Therefore, by
using Remark 1, we obtain
sfk(s) ≤ ηf(η) ≤ a1|η|
pφN (α |η|
N
N−1 )
≤ a1|s−
1
k
|pφN (α |s−
1
k
|
N
N−1 )
≤ a1(|s|+
1
k
)pφN (α (|s|+
1
k
)
N
N−1 )
≤ a1(2|s|)
pφN (α (2|s|)
N
N−1 )
= a12
p|s|pφN (2
N
N−1α |s|
N
N−1 ).
Second step. Assume
1
k
≤ s ≤ k.
By the mean value theorem, there exists η ∈ (s, s+
1
k
) such that
fk(s) = k[G(s+
1
k
)−G(s)] = kG′(η)(s+
1
k
− s) = f(η)
and
sfk(s) = sf(η).
Since 0 < s < η < s+
1
k
and f(η) > 0, we have sf(η) ≤ ηf(η). Therefore,
sfk(s) ≤ ηf(η) ≤ a1|η|
pφN (α |η|
N
N−1 )
≤ a1|s+
1
k
|pφN (α |s+
1
k
|
N
N−1 )
≤ a1(2|s|)
pφN (α (2|s|)
N
N−1 )
= a12
p|s|pφN (2
N
N−1α |s|
N
N−1 ).
Third step. Suppose that |s| ≥ k, then
fk(s) =


−k[G(−k −
1
k
)−G(−k)], if s ≤ −k
k[G(k +
1
k
)−G(k)], if s ≥ k.
(29)
If s ≤ −k, by the mean value theorem, there exists η ∈ (−k −
1
k
,−k) such
that
fk(s) = k[G(−k −
1
k
)−G(−k)] = −kG′(η)(−k −
1
k
− (−k)) = f(η)
and
sfk(s) = sf(η).
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Since −k −
1
k
< η < −k < 0 and k < |η| < k +
1
k
, we conclude that
sfk(s) =
s
η
ηf(η) ≤
|s|
|η|
a1|η|
pφN (α |η|
N
N−1 ) = a1|s||η|
p−1φN (α |η|
N
N−1 )
≤ a1|s|(k +
1
k
)p−1φN (α (k +
1
k
)
N
N−1 )
≤ a1|s|(|s|+
1
k
)p−1φN (α (|s|+
1
k
)
N
N−1 )
≤ a1|s|(2|s|)
p−1φN (α (2|s|)
N
N−1 )
≤ a12
p|s|pφN (2
N
N−1α |s|
N
N−1 ).
(30)
If s ≥ k, by the mean value theorem, there exists η ∈ (k, k +
1
k
) such that
fk(s) = k[G(k +
1
k
)−G(k)] = kG′(η)(k +
1
k
− k) = f(η).
By computations similar to conclude (30) one has
sfk(s) = sf(η) =
s
η
ηf(η) ≤
|s|
|η|
a1|η|
pφN (α |η|
N
N−1 ) ≤ a12
p|s|pφN (2
N
N−1α |s|
N
N−1 ).
Fourth step. Assume −
1
k
≤ s ≤
1
k
, then
fk(s) =


k2s[G(−
2
k
)−G(−
1
k
)], if −
1
k
≤ s ≤ 0
k2s[G(
2
k
)−G(
1
k
)], if 0 ≤ s ≥
1
k
.
(31)
If −
1
k
≤ s ≤ 0, by the mean value theorem, there exists η ∈ (−
2
k
,−
1
k
) such
that
fk(s) = k
2s[G(−
2
k
)−G(−
1
k
)] = k2sG′(η)(−
2
k
− (−
1
k
)) = −ksf(η).
Therefore
sfk(s) = −ks
2f(η) = −k
s2
η
ηf(η) ≤ k
s2
|η|
ηf(η)
≤ a1k|s|
2|η|p−1φN (α |η|
N
N−1 ) ≤ a1k|s|
2(
2
k
)p−1φN (α |η|
N
N−1 )
≤ a12
p−1 |s|
2
kp−2
φ
(
α
(
2
k
) N
N−1
)
≤ a12
p−1 exp(2
N
N−1α)
1
kp−2
|s|2.
(32)
If 0 ≤ s ≤
1
k
, by the mean value theorem, there exists η ∈ (
1
k
,
2
k
) such that
fk(s) = k
2s[G(
2
k
)−G(
1
k
)] = k2sG′(η)(
2
k
−
1
k
) = ksf(η).
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By similar computations to conclude (32) one obtains
sfk(s) = ks
2f(η) = k
s2
|η|
ηf(η) ≤ a12
p−1 exp(2
N
N−1α)
1
kp−2
|s|2.
The proof of the lemma follows by taking C1 = a12
p ad C2 = a12
p−1 exp(2
N
N−1α),
where a1 is given in (6).
4 Solution on bounded domains
From now on, we assume that D is a bounded domain in RN with C2 boundary
∂D. For r ≥ 1, we denote by ‖u‖Lr(D) the usual norm on the space L
r(D). We
endow W 1,N0 (D) with the norm ‖u‖
N
W 1,N(D) = ‖∇u‖
N
LN(D) + ‖u‖
N
LN(D).
In this section, we focus on the existence of a positive solution for the prob-
lem:
(PD)


−∆Nu+ |u|
N−2u = λa(x)|u|q−2u+ f(u) in D,
u > 0 in D,
u(x) = 0 on ∂D.
Here λ > 0 is a parameter, 1 < q < N , f : [0,∞)→ R is a continuous function
satisfying (6).
We say that u ∈ W 1,N0 (D) is a solution of (PD) if u(x) > 0 in D and∫
D
|∇u|N−2∇u∇φdx+
∫
D
|u|N−2uφdx = λ
∫
D
a(x)|u|q−2uφdx+
∫
D
f(u)φdx,
for all φ ∈W 1,N0 (D).
The existence of a solution for problem (PD) is stated below.
Theorem 4.1. Suppose that f : [0,∞)→ R is a continuous function satisfying
(6). Then there exists λ∗ > 0 such that for every λ ∈ (0, λ∗) problem (PD)
admits a solution uλ ∈W
1,N
0 (D) such that ∂uλ/∂ν < 0 on ∂D, where ν stands
for the outer normal to ∂D.
4.1 Approximate equation
In the proof of Theorem 4.1 we utilize the following auxiliary problem:
(PDn)


−∆Nu+ |u|
N−2u = λa(x)|u|q−2u+ fn(u) +
ϕ
n
in D
u > 0 in D
u(x) = 0 on ∂D,
with n > 0 a integer number, ϕ is a fixed positive function such that ϕ ∈
L∞(RN ) ∩ LN
′
(RN ) and fn is given by Lemma 3.1 and Lemma 3.2.
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Lemma 4.2. There exists λ∗ > 0 and n∗ ∈ N such that (PDn) has a solution
un ∈ C
1
0 (D) such that ∂un/∂ν < 0 on ∂D for every λ ∈ (0, λ
∗) and n ≥ n∗.
Furthermore,
‖un‖W 1,N (D) ≤ ̺,
where ̺ does not depend on n.
Proof. Let B = {w1, w2, . . . , wn, . . . } be a Schauder basis (see [5, 17] for details)
for the Banach space (W 1,N0 (D), ‖ · ‖W 1,N (D)). For each positive integer m, let
Wm = [w1, w2, . . . , wm]
be them-dimensional subspace ofW 1,N0 (D) generated by {w1, w2, . . . , wm} with
norm induced from W 1,N0 (D). Let ξ = (ξ1, . . . , ξm) ∈ R
m, notice that
|ξ|m := ‖
m∑
j=1
ξjwj‖W 1,N (D) (33)
defines a norm in Rm (see [10] for the details).
By using the above notation, we can identify the spaces (Wm, ‖ · ‖W 1,N (D))
and (Rm, | · |m) by the isometric linear transformation
u =
m∑
j=1
ξjwj ∈Wm 7→ ξ = (ξ1, . . . , ξm) ∈ R
m. (34)
Now, define the function F : Rm → Rm such that
F (ξ) = (F1(ξ), F2(ξ), . . . , Fm(ξ)),
where ξ = (ξ1, ξ2, ..., ξm) ∈ R
m,
Fj(ξ) =
∫
D
|∇u|N−2∇u∇wjdx+
∫
D
|u|N−2uwjdx− λ
∫
D
a(x)(u+)
q−1wjdx
−
∫
D
fn(u+)wjdx−
1
n
∫
D
ϕwjdx,
j = 1, 2, . . . ,m, and u =
m∑
i=1
ξiwi ∈Wm. Therefore,
〈F (ξ), ξ〉 =
∫
D
|∇u|Ndx+
∫
D
|u|Ndx− λ
∫
D
a(x)(u+)
qdx
−
∫
D
fn(u+)u+dx−
1
n
∫
D
ϕudx,
(35)
where u+ = max{u, 0}, u− = u+ − u.
Given u ∈ Wm we define
D+n = {x ∈ D : |u(x)| ≥
1
n
}
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and
D−n = {x ∈ D : |u(x)| <
1
n
}.
Thus, we can write (35) as
〈F (ξ), ξ〉 = 〈F (ξ), ξ〉P + 〈F (ξ), ξ〉N ,
where
〈F (ξ), ξ〉P =
∫
D+n
|∇u|Ndx+
∫
D+n
|u|Ndx− λ
∫
D+n
a(x)(u+)
qdx
−
∫
D+n
fn(u+)u+dx−
1
n
∫
D+n
ϕudx
and
〈F (ξ), ξ〉N =
∫
D−n
|∇u|Ndx+
∫
D−n
|u|Ndx− λ
∫
D−n
a(x)(u+)
qdx
−
∫
D−n
fn(u+)u+dx−
1
n
∫
D−n
ϕudx.
Step 1. In what follows, C denotes a generic real constant. Since the embed-
ding W 1,N (RN ) ⊂ Lτ (RN ) is continuous for all τ ≥ N (see [5, Corollary 9.11]),
we have
∫
D+n
|a(x)|(u+)
qdx ≤ C‖a‖LN/(N−q)(RN )‖u˜‖
q
W 1,N (RN )
≤
K1
2
‖u˜‖q
W 1,N (RN )
. (36)
By virtue of Lemmas 2.1 and 3.2, we get∫
D+n
fn(u+)u+dx ≤ C1
∫
D+n
|u+|
pφN (2
N
N−1α|u+|
N
N−1 )dx
≤
(∫
RN
|u˜|Npdx
) 1
N
(∫
RN
(φN (2
N
N−1α|u˜|
N
N−1 ))N
′
dx
) 1
N′
≤ K2‖u˜‖
p
W 1,N (RN )
(∫
RN
(φN (N2
2N
N−1α|u˜|
N
N−1 ))dx
) 1
N′
≤ K2C(α,N)‖u˜‖
p
W 1,N (RN )
,
(37)
for ‖u˜‖W 1,N (RN ) small enough, where u˜ is given in (24). Indeed, if
‖u˜‖W 1,N (RN ) ≤
1
4
( αN
Nα
)(N−1)/N
, (38)
then (3) guarantees the following estimate
(∫
RN
(φN (N2
2N
N−1α|u˜|
N
N−1 ))dx
) 1
N′
=(∫
RN
(φN (N2
2N
N−1α‖u˜‖
N
N−1
W 1,N (RN )|
u˜
‖u˜‖W 1,N (RN )
|
N
N−1 ))dx
) 1
N′
≤ C(α,N).
(39)
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Now, since ϕ ∈ LN
′
(RN ), we have∫
D+n
ϕudx ≤ ‖ϕ‖LN′(RN )‖u˜‖LN(RN )
≤
K3
2
‖u˜‖W 1,N (RN ).
(40)
It follows from (36), (37) and (40) that
〈F (ξ), ξ〉P ≥
∫
D+n
|∇u|Ndx+
∫
D+n
|u|Ndx− λ
K1
2
‖u˜‖q
W 1,N (RN )
−K2C(α,N)‖u˜‖
p
W 1,N (RN )
−
K3
2n
‖u˜‖W 1,N (RN ).
(41)
Remark 2. Notice that the constants K1, K2 and K3 do depend on neither
|D| =
∫
D
dx nor n.
Step 2. In a similarly way, we obtain∫
D−n
|a(x)|(u+)
qdx ≤
K1
2
‖u˜‖q
W 1,N (RN )
. (42)
By virtue of Lemma 3.2 (ii) we obtain∫
D−n
fn(u+)u+dx ≤ C2
1
np−2
∫
D−n
|u+|
2dx
≤ C2
1
np−2
(∫
D−n
dx
)N−2
N
(∫
RN
|u˜|Ndx
) 2
N
≤ C2|D|
(N−2)/N 1
np−2
‖u˜‖2W 1,N (RN ).
(43)
We also have ∫
D−n
ϕudx ≤
K3
2
‖u˜‖W 1,N (RN ). (44)
It follows from (42), (43) and (44) that
〈F (ξ), ξ〉N ≥
∫
D−n
|∇u|Ndx+
∫
D−n
|u|Ndx− λ
K1
2
‖u˜‖q
W 1,N (RN )
−
C2|D|
(N−2)/N
np−2
‖u˜‖2W 1,N (RN ) −
K3
2n
‖u˜‖W 1,N (RN ).
(45)
Using that ‖u‖NW 1,N (D) = ‖u˜‖
N
W 1,N (RN ) = ‖∇u˜‖
N
LN (RN )+‖u˜‖
N
LN (RN ), inequalities
(41) and (45) imply
〈F (ξ), ξ〉 ≥ ‖u˜‖NW 1,N (RN ) − λK1‖u˜‖
q
W 1,N (RN ) −K2C(α,N)‖u˜‖
p
W 1,N (RN )
−
C2|D|
(N−2)/N
np−2
‖u˜‖2W 1,N (RN ) −
K3
n
‖u˜‖W 1,N (RN ).
(46)
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Now, let |ξ|m = ‖u˜‖W 1,N (RN ) = ̺ for some ̺ > 0 to be chosen later. Thus,
we have
〈F (ξ), ξ〉 ≥ ̺N − λK1̺
q −K2C(α,N)̺
p −
C2|D|
(N−2)/N
np−2
̺2 −
K3
n
̺.
If ̺ is such that
̺ ≤
1
(2K2C(α,N))
1
p−N
,
then
̺N −K2C(α,N)̺
p ≥
̺N
2
.
Thus, by choosing
̺ := min
{
1
(2K2C(α,N))
1
p−N
,
1
4
( αN
Nα
)(N−1)/N}
, (47)
we obtain
〈F (ξ), ξ〉 ≥
̺N
2
− λK1̺
q −
C2|D|
(N−2)/N
np−2
̺2 −
K3
n
̺.
Now, define ς :=
̺N
2
− λK1̺
q. If we choose
λ∗ :=
̺N−q
4K1
> 0,
then ς >
̺N
4
for all 0 < λ < λ∗. Now, we choose n∗ ∈ N such that
C2|D|
(N−2)/N
np−2
̺2 +
K3
n
̺ <
ς
2
,
for every n ≥ n∗. Notice that n∗ depends on the domain D. Since ξ ∈ Rm is
such that |ξ|m = ̺, then for λ < λ
∗ and n ≥ n∗ we obtain
〈F (ξ), ξ〉 ≥
ς
2
> 0. (48)
Since fn is a Lipschitz function (for each n ∈ N), it easy to see that F : R
m →
R
m is a continuous function. Thus, for each λ < λ∗ and n > n∗ fixed, Lemma
2.3 ensure the existence of y ∈ Rm with |y|m ≤ ̺ and such that F (y) = 0. In
other words, there exists um ∈ Wm verifying
‖um‖W 1,N (D) ≤ ̺, (49)
and such that∫
D
|∇um|
N−2∇um∇wdx +
∫
D
|um|
N−2umwdx =
λ
∫
D
a(x)(um+)
q−1wdx +
∫
D
fn(um+)wdx +
1
n
∫
D
ϕwdx,
(50)
for all w ∈Wm.
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Remark 3. It is important to mention that ̺, given in (47), does not depend
on the domain D, m nor n.
Since Wm ⊂W
1,N
0 (D) ∀m ∈ N and ̺ does not depend on m, then (um)m∈N
is a bounded sequence in W 1,N0 (D). Therefore, for some subsequence, there
exists u ∈W 1,N0 (D) such that
um ⇀ u weakly in W
1,N
0 (D), (51)
um → u in L
s(D) s ≥ N, (52)
um → u, a.e. in D. (53)
Thus,
‖u‖W 1,N (D) ≤ lim inf
m→∞
‖um‖W 1,N (D) ≤ ̺. (54)
We claim that
um → u in W
1,N
0 (D). (55)
Indeed, using the fact that B = {w1, w2, . . . , wn, . . . } is a Schauder basis of
W 1,N0 (D), for every u ∈ W
1,N
0 (D) there exists a unique sequence (αn)n≥1 in R
such that u =
∞∑
j=1
αjwj , so that
ψm :=
m∑
j=1
αjwj → u in W
1,N
0 (D) as m→∞. (56)
Using w = (um − ψm) ∈ Wm as test function in (50), we obtain∫
D
|∇um|
N−2∇um∇(um − ψm)dx +
∫
D
|um|
N−2um(um − ψm)dx =
λ
∫
D
a(x)(um+)
q−1(um − ψm)dx +
∫
D
fn(um+)(um − ψm)dx
+
1
n
∫
D
ϕ(um − ψm)dx.
(57)
From (51), (52) and (56), it is easy to see that∫
D
(|um|
N−1 + |λa(x)(um+)
q−1|+
1
n
|ϕ|)|um − ψm|dx ≤
(‖un‖
N−1
LN (D) + λ‖a‖LN/(N−q)(D)‖un‖
q−1
LN(D) +
1
n
‖ϕ‖LN′(D))‖um − ψm‖LN (D).
(58)
By continuity of fn and (53) we obtain
fn(um+)
N ′ → fn(u+)
N ′ a.e. in D.
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By Lemma 3.1, (49), and by using Ho¨lder inequality we obtain∫
D
fn(um+)
N ′dx ≤ cN
′
n
∫
D
|um|
N ′dx
≤ cN
′
n C|D|
N/(N−N ′)‖um‖
N ′
W 1,N (D)
≤ cN
′
n C|D|
N/(N−N ′)̺N
′
.
(59)
Hence, [19, Theorem 13.44] leads to
fn(um+)→ fn(u+) weakly in L
N ′(D). (60)
Applying (52), (56) and (60), we conclude that
lim
m→∞
∫
D
fn(um+)(um − ψm)dx = 0. (61)
By (49) and (56), we obtain
lim
m→∞
∫
D
|∇um|
N−2∇um∇(u − ψm)dx = 0. (62)
By (57), (58) (61) and (62), we obtain
lim
m→∞
∫
D
|∇um|
N−2∇um∇(um − u)dx = 0. (63)
Now it is sufficient to apply the (S+)− property of −∆N (see, e.g., [31, Propo-
sition 3.5.]) to obtain (55).
Now, for every m ≥ k we obtain∫
D
|∇um|
N−2∇um∇wkdx+
∫
D
|um|
N−2umwkdx =
λ
∫
D
a(x)(um+)
q−1wkdx+
∫
D
fn(um+)wkdx+
1
n
∫
D
ϕwkdx,
(64)
for all wk ∈ Wk.
It follows from (55) and (60) that∫
D
|∇u|N−2∇u∇wkdx+
∫
D
|u|N−2uwkdx =
λ
∫
D
a(x)(u+)
q−1wkdx+
∫
D
fn(u+)wkdx+
1
n
∫
D
ϕwkdx,
(65)
for all wk ∈ Wk. Since [Wk]k∈N is dense in W
1,N
0 (D) we conclude that∫
D
|∇u|N−2∇u∇wdx +
∫
D
|u|N−2uwdx =
λ
∫
D
a(x)(u+)
q−1wdx +
∫
D
fn(u+)wdx +
1
n
∫
D
ϕwdx,
(66)
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for all w ∈ W 1,N0 (D). Furthermore, u ≥ 0 in D. In fact, since u− ∈ W
1,N
0 (D)
then from (66) we obtain
−‖u−‖
N
W 1,N0 (D)
=
∫
D
|∇u|N−2∇u∇u−dx+
∫
D
|u|N−2uu−dx
= λ
∫
D
a(x)(u+)
q−1u−dx+
∫
D
fn(u+)u−dx+
1
n
∫
D
ϕu−dx
≥ 0.
Then u− ≡ 0 a.e. in D, whence u ≥ 0 a.e. in D. Moreover, u 6≡ 0 is valid due
to
ϕ
n
> 0 in D. By applying the strong maximum principle in [32, Theorem
5.4.1] we obtain u > 0 in D, and [32, Theorem 5.5.1] ensure that ∂u/∂ν < 0 on
∂D holds. By Lemma 3.1 and [22, Theorem 7.1] we conclude that u ∈ L∞(D).
Thus, [26, Theorem 1] and [27, p. 320] ensure the regularity up to the boundary
u ∈ C1,β(D), for some β ∈ (0, 1).
Therefore, we conclude that proof of the lemma by taking un = u.
4.2 Proof of Theorem 4.1
First we show that (PD) has a positive solution. For each n ∈ N, n > n∗, by
Lemma 4.2, equation (PDn) has a solution un ∈W
1,N
0 (D) ∩ C
1,β(D). Thus∫
D
|∇un|
N−2∇un∇wdx +
∫
D
|un|
N−2unwdx =
λ
∫
D
a(x)uqnwdx +
∫
D
fn(un)wdx +
1
n
∫
D
ϕwdx,
(67)
for all w ∈W 1,N0 (D).
By (54) we have that
‖un‖W 1,N (D) ≤ ̺, ∀n ∈ N, (68)
and ̺ does not depend on n. Thus, along a subsequence again relabeled as un,
there exists u ∈W 1,N0 (D) such that
un ⇀ u weakly in W
1,N
0 (D), as n→∞. (69)
Thus,
‖u‖W 1,N(D) ≤ lim inf
n→∞
‖un‖W 1,N (D) ≤ ̺. (70)
We claim that
un → u W
1,N
0 (D), as n→∞. (71)
In fact, the proof of (71) follows in a similarly way as we did in the previous
section.
First, notice that Lemma 3.1 and (68) imply∫
D
fn(un)
N ′dx ≤ cN
′
n
∫
D
|un|
N ′dx ≤ cN
′
n C̺
N ′ . (72)
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Moreover,
un → u a.e. in D,
and by the uniform convergence of Lemma 3.1 (iii) we have
fn(un(·))→ f(u(·)) a.e. in D. (73)
Hence, [19, Theorem 13.44] leads to
fn(un)→ f(u) weakly in L
N ′(D). (74)
On the other hand, taking w = (un − u) as a test function in (67), we get∫
D
|∇un|
N−2∇un∇(un − u)dx
≤ −
∫
D
|un|
N−2un(un − u)dx+ λ
∫
D
a(x)uq−1n (un − u)dx
+
∫
D
fn(un)(un − u)dx+
1
n
∫
D
ϕ(un − u)dx
≤ ‖un‖
N−1
LN (D)‖un − u‖LN(D)
+λ‖a‖LN/(N−q)(D)‖un‖
q−1
LN (D)
‖un − u‖LN(D)
+‖fn(un)‖LN′(D)‖un − u‖LN(D)
+
1
n
‖ϕ‖LN′(D)‖un − u‖LN(D) → 0 as n→∞.
(75)
And then, lim sup
n→∞
∫
D
|∇un|
N−2∇un∇(un − u)dx ≤ 0. Therefore, (71) follows
by (S+) property.
By using (71) and (74), we can pass to the limit in (67) to obtain
∫
D
|∇u|N−2∇u∇wdx +
∫
D
|u|N−2uwdx = λ
∫
D
a(x)uq−1wdx+
∫
D
f(u)wdx,
(76)
for all w ∈W 1,N0 (D). Thus, u is a solution of (PD).
Now, fix a positive constant λ such that
λ < λ∗ =
̺N−q
4K1
. (77)
Since a > 0 is a continuous function, define
aD = inf
D
a(x).
Then, according to Lemma 2.2, there exists a positive solution u0 of

−∆Nu+ |u|
N−2u = λaDu
q−1 in D,
u > 0 in D,
u = 0 on ∂D.
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Let un be a positive solution of problem (PDn) obtained by Lemma 4.2. We
observe that u0/un, un/u0 ∈ L
∞(D) because u0 and un are positive functions
belonging to C1,β0 (D) and satisfying ∂un/∂ν < 0, ∂u0/∂ν < 0 on ∂D. Notice
that
λa(x)tq−1 + fn(t) +
ϕ
n
≥ λaDt
q−1 = g(t).
Hence, u1 = u0 and u2 = un are a positive subsolution and a positive supersolu-
tion of problem (25), respectively. Thus, by Proposition 3 we see that un ≥ u0
in D for every n > n∗. Therefore, by passing to the limit we obtain
u ≥ u0 a.e. in D.
Thus, we conclude that u is a positive solution of problem (PD).
From now, the solution we just found will be labeled as uλ with explicit
dependence on λ. In what follows, we will deduce that ‖uλ‖W 1,N (D) → 0 as
λ → 0. Fix the pair (λ, uλ), where λ ∈ (0, λ
∗) and uλ is the corresponding
solution of problem (PD). By using w = uλ as a test function in (76), we
obtain
∫
RN
|∇u˜λ|
Ndx+
∫
RN
u˜Nλ dx =
∫
D
|∇uλ|
Ndx+
∫
D
uNλ dx
= λ
∫
D
a(x)uqλdx+
∫
D
f(uλ)uλdx
= λ
∫
RN
a(x)u˜qλdx+
∫
RN
f(u˜λ)u˜λdx
≤ λK1‖u˜λ‖
q
W 1,N (RN ) +K2C(α,N)‖u˜λ‖
p
W 1,N (RN ),
(78)
where K1, K2 are given in (36), (37), respectively.
Since u˜λ 6= 0, from (78), we have the following estimate
‖u˜λ‖
N−q
W 1,N (RN )
(1 −K2C(α,N)‖u˜λ‖
p−N
W 1,N (RN )
) ≤ λK1. (79)
By combining (47) and (68), we obtain
‖u˜λ‖
p−N
W 1,N (RN ) ≤
1
2K2C(α,N)
.
Thus,
‖uλ‖W 1,N (D) = ‖u˜λ‖W 1,N (RN ) ≤ (2λK1)
1/(N−q) → 0 as λ→ 0. (80)
Thus, the proof of the theorem is complete.
5 Proof of the Main Theorem
5.1 A priori estimates
In this subsection, for convenience, when necessary, we will omit the notation u˜.
In order to prove Theorem 1.1 and 1.2, it will be needed a couple of estimates
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proven in the following results. It is important to mention that much less is
known about the results of regularity for the Lp operator, as can be seen in [20].
This becomes an obstacle to obtain uniform estimates in the sense of Ho¨lder
norm.
Fix u ∈ W 1,N (D) any positive solution of (PD) given by Theorem 4.1.
Here, we will borrow some ideas from [15]. Define uM := min{u,M} forM > 0.
Choose p∗ satisfying 2N2 < p∗. For R′ > R > 0, we take a smooth function
ηR,R′ such that 0 ≤ ηR,R′ ≤ 1, ‖η
′
R,R′‖∞ ≤ 2/(R
′ − R), ηR,R′(t) = 1 if t ≤ R
and ηR,R′ = 0 if t ≥ R
′.
Lemma 5.1. Let x0 ∈ R
N , M > 0, R′ > R > 0, such that B(x0, R
′) ⊂ D,
γ1 =
N
N − q
> 1 and γ′1 =
N
q
such that 1/γ1 + 1/γ
′
1 = 1. Denote η(x) :=
ηR,R′(|x − x0|). Assume that 2N ≤ p˜ (in particular γ
′
1 ≤ p˜) and u ∈ W
1,N(D)
a solution of (PD), in particular, u ∈ Lp˜(N+β)(B(x0, R
′)) with β ≥ 0. Then it
holds:∫
B(x0,R′)
f(u)uuβMη
Ndx ≤ C(̺)‖u‖β
Lp˜(N+β)(B(x0,R′))
BR′ (81)∫
B(x0,R′)
a(x)uquβMη
Ndx ≤ ‖a‖Lγ1(B(x0,R′))‖u‖
q+β
Lp˜(N+β)(B(x0,R′))
BR′(82)
where BR′ := (1 + |B(0, R
′)|) and |B(0, R′)| denotes the Lebesgue measure of
the ball B(0, R′).
Proof. According to Ho¨lder’s inequality, we easily show (82). So, we will prove
only (81). By Young’s inequality, Lemmas 2.1, 3.2, and inequality (38), we
obtain∫
B(x0,R′)
f(u)uuβMη
Ndx
≤ C
∫
B(x0,R′)
|u|puβMφN (α|u|
N
N−1 )dx
≤ C
(∫
B(x0,R′)
|u|NpuNβM dx
)1/N (∫
B(x0,R′)
[φN (α|u|
N
N−1 )]N
′
dx
)1/N ′
≤ C
(∫
B(x0,R′)
|u|2Npdx
)1/2N (∫
B(x0,R′)
u2NβM dx
)1/2N
C(α,N)
≤ C‖u‖p
L2Np(B(x0,R′))
‖u‖β
L2Nβ(B(x0,R′))
≤ C(̺)‖u‖β
L2Nβ(B(x0,R′))
,
because ‖u‖L4p(B(x0,R′)) ≤ C‖u˜‖W 1,N (RN ) ≤ C̺.
Since p˜(N + β) > 2Nβ, by Ho¨lder’s inequality we obtain
(∫
B(x0,R′)
u2Nβdx
)1/2N
≤ ‖u‖β
Lp˜(N+β)(B(x0,R′))
|B(x0, R
′)|
p˜(N+β)−2Nβ
2Np˜(N+β) ,
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that conclude the inequality (81).
Lemma 5.2. Let x0 ∈ R
N , R′ > R > 0, such that B(x0, R
′) ⊂ D, γ1 =
N
N − q
> 1 and γ′1 =
N
q
. Assume that 2N ≤ p˜. As u ∈ Lp˜(N+β)(B(x0, R
′))
with β ≥ 0, then
‖u‖N+β
L
p∗
N
(N+β)(B(x0,R))
(83)
≤ 2N (N + β)NCN∗ BR′(CR′ +DR,R′)max{1, ‖u‖Lp˜(N+β)(B(x0,R′))}
N+β
holds with
BR′ := 1 + |B(0, R
′)|,
CR′ := C(̺) + λ
∗‖a‖Lγ1(B(x0,R′)),
DR,R′ :=
NN22N−1 + 2N−1
(R′ −R)N
,
where C∗ is the positive constant embedding from W
1,N(RN ) to Lp
∗
(RN ).
Proof. Taking uuβMη
N ∈W 1,N0 (B(x0, R
′)) (for M > 0) as test function in (76),
where η(x) = ηR,R′(|x− x0|), and by Lemma 5.1, we obtain
C(̺)‖u‖β
Lp˜(N+β)(B(x0,R′))
BR′
+λ‖a‖Lγ1(B(x0,R′))‖u‖
q+β
Lp˜(N+β)(B(x0,R′))
BR′
≥
∫
B(x0,R′)
|∇u|NuβMη
Ndx +
∫
B(x0,R′)
uN+βM η
Ndx (84)
−
2N
R′ −R
∫
B(x0,R′)
|∇u|N−1uβMuη
N−1dx,
where we use |∇η| ≤ 2/(R′−R). From Young’s inequality and Ho¨lder’s inequal-
ity, we obtain
2N
R′ −R
∫
B(x0,R′)
|∇u|N−1uβMuη
N−1dx
≤
1
2
∫
B(x0,R′)
|∇u|NuβMη
Ndx +
2NNN2N−1
(R′ −R)N
∫
B(x0,R′)
uN+βdx
≤
1
2
∫
B(x0,R′)
|∇u|NuβMη
Ndx +
NN22N−1
(R′ −R)N
‖u‖N+β
Lp˜(N+β)(B(x0,R′))
BR′ .(85)
Thus, from (84) and (85) we have
BR′
(
CR′ +
NN22N−1
(R′ −R)N
)
max{1, ‖u‖Lp˜(N+β)(B(x0,R′))}
N+β
≥
1
2
∫
B(x0,R′)
|∇u|NuβMη
Ndx +
∫
B(x0,R′)
uN+βM η
Ndx . (86)
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Moreover, by using
‖∇(u
1+β/N
M η)‖
N
LN (RN ) ≤ 2
N−1
{
‖η∇(u
1+β/N
M )‖
N
LN(RN ) + ‖u
1+β/N
M ∇η‖
N
LN (RN )
}
≤ 2N−1
(
1 +
β
N
)N ∫
B(x0,R′)
|∇u|NuβMη
Ndx +
22N−1
(R′ −R)N
∫
B(x0,R′)
uN+βM dx
and Ho¨lder’s inequality, due to the embedding from W 1,N (RN ) to Lp
∗
(RN ), we
have
1
2
∫
B(x0,R′)
|∇u|NuβMη
Ndx +
∫
B(x0,R′)
uN+βM η
Ndx
≥ 2−NNN(N + β)−N
{
‖∇(u
1+β/N
M η)‖
N
LN (RN ) + ‖u
1+β/N
M η‖
N
LN (RN )
}
−
2N−1NN
(N + β)N (R′ −R)N
∫
B(x0,R′)
uN+βM dx
≥ 2−NNN(N + β)−N‖u
1+β/N
M η‖
N
W 1,N (RN )
−
2N−1
(R′ −R)N
‖u‖N+β
Lp˜(N+β)(B(x0,R′))
(1 + |B(0, R′)|)
≥ 2−NNN(N + β)−NC−N∗ ‖u
1+β/N
M η‖
N
Lp∗ (RN )
−
2N−1
(R′ −R)N
‖u‖N+β
Lp˜(N+β)(B(x0,R′))
BR′
≥ 2−NNN(N + β)−NC−N∗ ‖uM‖
N+β
Lp∗(N+β)/N (B(x0,R))
−
2N−1
(R′ −R)N
‖u‖N+β
Lp˜(N+β)(B(x0,R′))
BR′ .
(87)
Consequently, it follows from (86) and (87) that
2−NNN (N + β)−NC−N∗ ‖uM‖
N+β
Lp∗(N+β)/N (B(x0,R))
≤ BR′(CR′ +DR,R′)max{1, ‖u‖Lp˜(N+β)(B(x0,R′))}
N+β. (88)
The conclusion follows by applying Fatou’s lemma and letting M → ∞ in
(88).
Proposition 4. Assume the assumptions of Lemma 5.2. Let us suppose x0 ∈ D
and a a positive function such that a ∈ L
N
N−q (RN ), f satisfying (6), R∗ > 0 such
that B(x0, 2R∗) ⊂ D. If u ∈W
1,N (D) is a solution of (PD), then u ∈ L∞(D).
Furthermore, ‖u‖W 1,N(D) ≤ C implies ‖u‖L∞(D) ≤ C˜.
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Proof. Since 2N < p∗/N , we can choose p˜ such that
2N < p˜ <
p∗
N
.
Let R∗ > 0 satisfying B(x0, 2R∗) ⊂ D. Put
A := λ∗‖a‖Lγ1(RN ).
Define sequences {βn}, {R
′
n} and {Rn} by
β0 :=
p∗
p˜
−N > 0, p˜(N + βn+1) =
p∗
N
(N + βn),
R′n := (1 + 2
−n)R∗, Rn := R
′
n+1.
Since u ∈ W 1,N (D), by using the embedding of W 1,N(D) to Lp
∗
(D), we see
that u ∈ Lp
∗
(D) = Lp˜(N+β0)(D).
Let x0 ∈ D fixed. Lemma 5.2 guarantees that if u ∈ L
p˜(N+βn)(B(x0, R
′
n)),
then u ∈ L
p∗
N (N+βn)(B(x0, Rn)) = L
p˜(N+βn+1)(B(x0, R
′
n+1)). Notice that
BR′n ≤ (1 + |B(0, 2R∗)|) =: B0,
CR′n ≤ C(̺) +A+ 1 =: C0,
DRn,R′n =
NN22N−1 + 2N−1
RN∗
2N(n+1) = C′2N(n+1) =: Dn
for any n ≥ 0 with C′ independent of n. By setting
bn := max{1, ‖u‖Lp˜(N+βn)(B(x0,R′n))},
and by Lemma 5.2 we obtain
bn+1 ≤ C
1
N+βn (N + βn)
N
N+βn (C0 +Dn)
1
N+βn bn (89)
for every n ≥ 0 with C := 2N(C∗ + 1)
NB0. Put P := p˜N/p
∗ < 1. Then,
N + βn+1 = (N + βn)/P , βn+1 > βn/P > β0(1/P )
n+1 → ∞ as n → ∞.
Moreover, we see that
S1 :=
∞∑
n=0
1
N + βn
=
1
N + β0
∞∑
n=0
Pn =
1
(N + β0)(1 − P )
<∞,
S2 := ln
∞∏
n=0
(N + βn)
N
N+βn =
N
N + β0
∞∑
n=0
Pn
(
ln(N + β0) + nlnP
−1
)
<∞
and
S3 := ln
∞∏
n=0
(C0 +Dn)
1
N+βn =
∞∑
n=0
Pn
N + β0
ln(C0 +Dn)
≤
∞∑
n=0
Pn
N + β0
N(n+ 1)ln(C0 + C
′)2 <∞.
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As a result, by iteration in (89) and p˜(N + β0) = p
∗, we obtain
‖u‖
L
p∗
N
(N+βn)(B(x0,R∗))
≤ bn ≤ C
S1eS2eS3 max{1, ‖u‖Lp∗ (B(x0,2R∗))}
for every n ≥ 1. Letting n→∞, this ensures that
‖u‖L∞(B(x0,R∗)) ≤ C
S1eS2eS3 max{1, ‖u‖Lp∗ (B(x0,2R∗))}. (90)
By using the embedding of W 1,N(D) to Lp
∗
(D), (90) yields that
‖u‖L∞(B(x0,R∗)) ≤ C
S1eS2eS3 max{1, ‖u‖Lp∗ (D)}
≤ CS1eS2eS3 max{1, C∗‖u‖W 1,N (D)}
(91)
whence u is bounded in D because x0 ∈ D is arbitrary and the constant
CS1epS2eS3 is independent of x0.
5.2 Proof of Theorem 1.1
In this section, we denote Bn := Bn(0) the open ball centered at the origin with
radius n. Throughout this section, we will consider λ ∈ (0, λ∗) fixed. The space
W 1,N(Bn) is endowed with the norm
‖u‖NN,n :=
∫
Bn
(
|∇u|N + |u|N
)
dx .
By applying Theorem 4.1 with D = Bn (n ∈ N), we obtain a solution
un ∈W
1,N
0 (Bn) of the problem
(Pn)


−∆Nu+ |u|
N−2u = λa(x)|u|q−2u+ f(u) in Bn
u > 0 in Bn
u(x) = 0 on ∂Bn.
Again, (70) and (80) shows the boundedness of {un}n>0 in W
1,N
0 (D). That
is,
‖un‖N,n ≤ ˜̺ for all n ∈ N, (92)
where
˜̺ := min
{
(2λC1)
1/(N−q), ̺
}
is independent of Bn.
If n ≥ m+ 1, notice that∫
Bm+1
(|∇un|
N−2∇un∇ϕ+ |un|
N−2unϕ− λa(x)|un|
q−2unϕ− f(un)ϕ)dx = 0,
(93)
for all ϕ ∈ C∞0 (Bm+1). By (92) we obtain
‖un‖N,m+1 ≤ ‖un‖N,n ≤ ˜̺. (94)
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Therefore, there exists uλ ∈W
1,N (Bm+1) such that
un ⇀ uλ in W
1,N (Bm+1), (95)
un → uλ in L
s(Bm+1), s ≥ N, (96)
un(x) → uλ(x) a.e. x ∈ Bm+1, (97)
as n→∞.
By inequality (91) in Proposition 4 and (94), we infer that
‖un‖L∞(Bm+1) ≤ C
S1eS2eS3 max{1, C∗ ˜̺} =: Θ. (98)
Now we use regularity result up to the boundary due to Lieberman [27, Theorem
1.7], to conclude from (98) that
‖un‖C1,β(Bm) ≤ ϑ, (99)
where β ∈ (0, 1) and ϑ is independent of n. Thus, using (99) and Arzela`-Ascoli
theorem, we conclude that
uλ ∈ C
1,α(Bm) for some α ∈ (0, β). (100)
We also have
f(un)→ f(uλ) weakly in L
N ′(Bm+1), (101)
as n→∞. Indeed, notice that
∫
Bm+1
|f(un)|
N ′dx ≤
∫
Bm+1
(u(p−1)n φN (2
N
N−1α|un|
N
N−1 ))N
′
dx ≤
Θ(p−1)N
′
∫
Bm+1
(φN (N2
2N
N−1α‖un‖
N
N−1
W 1,N (Bn
|
un
‖un‖W 1,N (Bn)
|
N
N−1 ))dx ≤
Θ(p−1)N
′
C(α,N)N
′
< ∞.
(102)
Since
un → uλ a.e. in Bm+1,
by the continuity of f we have
f(un(·))→ f(uλ(·)) a.e. in Bm+1. (103)
Hence, [19, Theorem 13.44] leads to
f(un)→ f(uλ) weakly in L
N ′(Bm+1). (104)
Let us show that un converges to uλ strongly in W
1,N (Bm). To this end,
fix l ∈ N and choose a smooth function ψl satisfying 0 ≤ ψl ≤ 1, ψl(r) = 1 if
r ≤ m and ψl(r) = 0 if r ≥ m + 1/l. Setting ηl(x) := ψl(|x|), we note that
(un − uλ)ηl ∈ W
1,N
0 (Bm+1) ⊂W
1,N
0 (Bn) for any n ≥ m+ 1. Denote
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Vn =
∫
Bm
|∇un|
N−2∇un(∇un −∇uλ) dx.
Using (un − uλ)ηl as test function in (93) and invoking the growth condition
(6), we obtain
Vn =
∫
|x|<m+1/l
(
λa(x)uq−1n + f(un)− u
N−1
n
)
(un − uλ)ηl dx
−
∫
m≤|x|<m+1/l
|∇un|
N−2∇un∇(un − uλ)ηldx
−
∫
m≤|x|<m+1/l
|∇un|
N−2∇un∇ηl(un − uλ)dx
≤
∫
Bm+1
(λa(x)uq−1n + u
p−1
n φN (2
N
N−1α|un|
N
N−1 ) + uN−1n )|un − uλ| dx
+
∫
m≤|x|<m+1/l
|∇un|
N−1|∇uλ| dx
+dl
∫
m≤|x|<m+1/l
|∇un|
N−1|un − uλ| dx
≡ I1n + I
2
n + I
3
n,
where dl := sup
|x|<m+1/l
|∇ηl(x)|.
By Ho¨lder’s inequality and (92) we have
I1n ≤ ‖un − uλ‖LN(Bm+1)
{
λ‖a‖LN/(N−q)(Bm+1)‖un‖
q
W 1,N (Bm+1)
+ϑp−1C(α,N) + ‖un‖
N−1
W 1,N (Bm+1)
}
≤ C‖un − uλ‖LN(Bm+1),
where C is a positive constant independent of un, n, m and l.
By Ho¨lder’s inequality, the following estimates follow:
I2n ≤ ‖un‖
N−1
W 1,N (Bm+1)
(∫
m≤|x|<m+1/l
|∇uλ|
N dx
)1/N
,
I3n ≤ dl‖un − uλ‖LN (Bm+1)‖∇un‖
N−1
LN (Bm+1)
.
Thereby, from (92) and (96) we derive
lim sup
n→∞
Vn ≤ ˜̺
N−1
(∫
m≤|x|<m+1/l
|∇uλ|
N dx
)1/N
,
29
for all l ∈ N. Thus, letting l →∞, we obtain
lim sup
n→∞
Vn ≤ 0. (105)
As known from (95), un weakly converges to uλ in W
1,N (Bm), so we may write
Vn + o(1) =
∫
Bm
(
|∇un|
N−2∇un − |∇uλ|
N−2∇uλ
)
(∇un −∇uλ) dx
≥
(
‖∇un‖
N−1
LN (Bm)
− ‖∇uλ‖
N−1
LN (Bm)
) (
‖∇un‖LN(Bm) − ‖∇uλ‖LN(Bm)
)
≥ 0.
(106)
By (105) and (106), we obtain lim
n→∞
Vn = 0, lim
n→∞
‖∇un‖LN (Bm) = ‖∇uλ‖LN(Bm).
This implies that un converges to uλ strongly in W
1,N(Bm) because the spaces
W 1,N(Bm) is uniformly convex.
Now, since un > 0 in Bm, we infer that uλ is a nonnegative solution of the
problem
−∆Nuλ + u
N−1
λ = λa(x)u
q−1
λ + f(uλ) in Bm, uλ ≥ 0 on ∂Bm.
By using (24) and since C∞0 (R
N ) is dense in W 1,N(RN ), by a diagonal
argument, there exist a relabeled subsequence of {u˜n} and a function uλ ∈
W 1,N(RN ) such that
u˜n ⇀ uλ in W
1,N (RN ),
u˜n(x)→ uλ(x) for a.e x ∈ R
N .
These convergence properties, and some iteration process, ensure that uλ is a
solution of problem (5), that belongs to C1loc(R
N ) (see (100)).
The next step in the proof is to show that uλ does not vanish in R
N . Indeed,
Lemma 2.2 provides a solution uλ,m of the problem

−∆Nu+ |u|
N−2u = λam|u|
q−2u in Bm
u > 0 in Bm
u(x) = 0 on ∂Bm,
where
am = inf
Bm
a(x).
Since λa(x)tq−1 + f(t) ≥ λamt
q−1 for all x ∈ RN . We are thus in a position
to apply Proposition 2 to the functions uλ,m and u˜n with n > m, in place of
u1 = uλ,m and u2 = u˜n, respectively, which renders u˜n ≥ uλ,m in Bm for every
n > m. This enables us to deduce that uλ ≥ uλ,m in Bm, so uλ(x) > 0 for every
x ∈ RN , because m was arbitrary chosen.
Furthermore, since u˜n weakly converges to uλ inW
1,N(RN ), by (94) we have
‖uλ‖W 1,N (RN ) ≤ lim inf
n→∞
‖u˜n‖W 1,N (RN ) = lim inf
n→∞
‖u˜n‖N,n ≤ ˜̺, (107)
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and then, we obtain uλ ∈W
1,N (RN ), and
‖uλ‖W 1,N (RN ) → 0, as λ→ 0. (108)
Thus, the proof of Theorem 1.1 is complete.
5.3 Proof of Proposition 1
In this proof, we borrowed some ideas from [6]. For the sake of contradiction,
suppose that λ∗ = ∞. Thus, there is a sequence λn → ∞ and corresponding
solutions uλn > 0 in R
N given by Theorem 1.1. In what follows, define aR =
inf
BR(0)
a(r), for some R > 0 fixed. Define also
P(x, t) = λa(x)tq−1 + tp−1φN (α|t|
N
N−1 )
and
P1(t) = Λt
q−1 + tp−1φN (α|t|
N
N−1 ),
where Λ = λ aR.
We claim that there exists a constant CΛ > 0 such that
P (x, t) ≥ CΛt
N−1 for every t > 0.
Indeed, define the function Q(t) = P1(t)t
−(N−1). Then, since q < N < p,
Q(t)→∞ as t→ 0+ and as t→∞. The minimum value is Q(t1) = CΛ, where
t1 > 0 is the unique solution of
φN (αt
N
N−1 )(p−N)tp−q + α
N
N − 1
t
(N−1)(p−q+1)+1
N−1 φN−1(αt
N
N−1 ) = Λ(N − q).
Indeed, let us define
H(t) := φN (αt
N
N−1 )(p−N)tp−q + α
N
N − 1
t
(N−1)(p−q+1)+1
N−1 φN−1(αt
N
N−1 ).
Note that H(0) = 0 and H(t)→∞ as t→∞. Since
H ′(t) = (p−N)(p− q)tp−q−1φN (αt
N
N−1 )
+
αN(p−N)
N − 1
tp−q+
1
N φN−1(αt
N
N−1 )
+
Nα
N − 1
[
(N − 1)(p− q + 1) + 1
N − 1
]
t
(N−1)(p−q+1)+1
N−1 −1φN−1(αt
N
N−1 )
+
α2N2
(N − 1)2
t
(N−1)(p−q+1)+1
N−1 +
1
N−1φN−2(αt
N
N−1 ) > 0, ∀t ≥ 0,
hence H is increasing. Therefore, there is a unique point t1 > 0 such that
H(t1) = Λ(N − q). Consequently, by the arguments before, t1 > 0 is the unique
point of minimum of Q, with Q(t1) = CΛ.
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Denote by σ1 > 0 and ϕ1 > 0, respectively, the principal eigenvalue and
corresponding eigenfunction of the eigenvalue problem{
−∆N (ϕ1) = σ1|ϕ1|
N−2ϕ1 in BR(0)
ϕ1 = 0 on ∂BR(0).
Since CΛ increases as λn increases, for δ > 0 small enough, there is λ0 in this
sequence such that the corresponding constant satisfies CΛ0 ≥ σ1+δ+1. Hence
the solution uλ0 of (5) associated to λ0 satisfies uλ0 > 0 in R
N and{
−∆Nuλ0 ≥ (CΛ0 − 1)|uλ0 |
N−2uλ0 ≥ (σ1 + δ)|uλ0 |
N−2uλ0 in BR(0)
uλ0 ≥ 0 on ∂BR(0).
Otherwise, taking ε > 0 small enough we obtain εϕ1 < uλ0 in BR(0) and{
−∆N (εϕ1) = σ1|εϕ1|
N−2(εϕ1) ≤ (σ1 + δ)|εϕ1|
N−2(εϕ1) in BR(0)
ϕ1 = 0 on ∂BR(0).
By the method of subsolution and supersolution, see [6, Theorem 2.1], there is
a solution εϕ1 ≤ ω ≤ uλ0 in BR(0) of{
−∆Nω = (σ1 + δ)|ω|
N−2ω in BR(0)
ω = 0 on ∂BR(0).
Hence there is a contradiction to the fact that σ1 is isolated (see [28]). Therefore,
λ∗ <∞.
5.4 Proof of Theorem 1.2
By using the same arguments as in the proof of Theorem 1.1, with D = Bn,
and considering (107), we can pass to the limit n→ +∞ in (91) to obtain
‖uλ‖L∞(RN ) ≤ C
S1eS2eS3 max{1, C∗ ˜̺}. (109)
Since uλ is bounded in R
N , we put M0 := ‖uλ‖L∞(RN ). Then, by Lemma 5.1,
we have∫
B(x0,R′)
f(uλ)uλ(uλ)
β
Mη
Ndx ≤ C(̺)‖uλ‖
β
Lp˜(N+β)(B(x0,R′))
BR′ (110)∫
B(x0,R′)
a(x)uqλ(uλ)
β
Mη
Ndx ≤ ‖a‖Lγ1(B(x0,R′))M
q
0‖uλ‖
β
Lp˜(N+β)(B(x0,R′))
BR′ .
(111)
By Ho¨lder inequality, we obtain
‖uλ‖
N+β
Lp˜(N+β)(B(x0,R′))
≤MN0 ‖uλ‖
β
Lp˜(N+β)(B(x0,R′))
BR′ . (112)
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Now, fix x0 ∈ R
N . It follows from the argument as in the proof of Lemma 5.2
with (110), (111) and (112) that
‖uλ‖
N+β
L
p∗
N
(N+β)(B(x0,R))
(113)
≤ 2N (N + β)NCN∗ BR′(CR′ +DR,R′)(M0 + 1)
N‖uλ‖
β
Lp˜(N+β)(B(x0,R′))
provided uλ ∈ L
p˜(N+β)(B(x0, R
′)). Choose γ1, p˜ and define sequences {βn},
{R′n} and {Rn} as in the proof of Proposition 4. Set
Vn := ‖uλ‖
βn
Lp˜(N+βn)(B(x0,R′n))
.
The remainder of the proof follows with the same arguments as in in the proof
of [15, Theorem 2] to conclude that
V
N+βn−1
βn
n ≤ C(N + βn−1)
N (C0 +Dn−1)Vn−1 (114)
with C := 2NCN∗ B0(M0 + 1)
N . Recall that
βn +N = P
−1(N + βn−1) and
N
N + β0
= P.
Define
Qn :=
n+1∏
k=2
(
1 +
P k
1− P k
)
=
n+1∏
k=2
(
1− P k
)−1
and Wn := (C0 +Dn).
Then, the inequality (114) leads to
lnVn ≤
βn
N + βn−1
(
lnVn−1 + ln[C(N + βn−1)
N ] + lnWn−1
)
= P−1
(
1− Pn+1
) (
lnVn−1 +N ln[CP
−n+1(N + β0)] + lnWn−1
)
≤ P−1
(
1− Pn+1
)
lnVn−1 +NP
−1ln[(C + 1)P−n+1(N + β0)] + P
−1lnWn−1
≤ P−n
(
n∏
k=1
(
1− P k+1
))
lnV0 +N
n∑
k=1
P−kln[(C + 1)P−n+k(N + β0)]
+
n∑
k=1
P−klnWn−k
= P−nQ−1n lnV0 +N
n∑
k=1
P−kln[(C + 1)P−n+k(N + β0)] +
n∑
k=1
P−klnWn−k
for every n because of ln[(C + 1)P−n+1(N + β0)] > 0 and lnWn > 0 for all n.
Therefore, we have
ln‖uλ‖Lp˜(N+βn)(B(x0,R′n)) =
lnVn
αn
=
PnlnVn
N + β0 −NPn
≤
Q−1n lnV0
N + β0 −NPn
+
∑n−1
l=0 P
lln[(C + 1)P−l(N + β0)]
N + β0 −NPn
+
∑n−1
l=0 P
llnWl
N + β0 −NPn
.
(115)
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Here, taking a sufficiently large positive constant C′ independent of n, we see
that
n−1∑
l=0
P lln[(C + 1)P−l(N + β0)] ≤ C
′
∞∑
l=0
P l(l + 1) =: S1 <∞
and
n−1∑
l=0
P llnWl ≤ C
′
n−1∑
l=0
P l(l + 1) ≤ C′
∞∑
l=0
P l(l + 1) =: S2 <∞.
Next, we shall show that {Qn} is a convergent sequence. It is easily see that
{Qn} is increasing. Moreover, setting dk := ln
(
1 +
P k
1− P k
)
, we see that
lim
k→∞
dk+1
dk
= lim
k→∞
ln(1− P k+1)
ln(1− P k)
= lim
k→∞
1− P k
1− P k+1
P = P < 1
by L’Hospital’s rule. This implies that
lnQn =
n+1∑
k=2
ln
(
1 +
P k
1− P k
)
≤
∞∑
k=1
ln
(
1 +
P k
1− P k
)
<∞.
Therefore, {Qn} is bounded from above, whence {Qn} converges and
1 <
1
1− P 2
= Q1 ≤ Q∞ := lim
n→∞
Qn <∞
holds. Consequently, letting n→∞ in (115), we have
‖uλ‖L∞(B(x0,R∗)) ≤ (NS1S2)
1
N+β0 ‖uλ‖
β0
(N+β0)Q∞
Lp∗ (B(x0,2R∗))
. (116)
This yields our conclusion since ‖uλ‖Lp∗ (B(x0,2R∗)) → 0 as |x0| → ∞, β0 > 0
and the constant NS1S2 is independent of x0.
5.5 Proof of Corollary 1
Notice that by (109), ‖uλ‖L∞(RN ) is uniformly bounded in the variable λ. Hence,
the constant C in (114) is uniformly bounded in the variable λ.
By (116), we obtain
‖uλ‖L∞(B(x0,R∗)) ≤ (NS1S2)
1
N+β0 ‖uλ‖
β0
(N+β0)Q∞
Lp∗ (RN )
≤ C˜‖uλ‖
β0
(N+β0)Q∞
W 1,N (RN )
,
with C˜ independent of λ. Since x0 is arbitrary, on has
‖uλ‖L∞(RN ) ≤ C˜‖uλ‖
β0
(N+β0)Q∞
W 1,N (RN ) .
Thus, (108) ensure that
‖uλ‖L∞(RN ) → 0,
as λ→ 0.
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