throughout their lifetimes, not just when they're young. For most scientific programs, the rate of change doesn't decrease significantly even after many years. Like sharks, scientific programs that aren't moving are dead.
This high rate of change is bad enough, but the problems are further exacerbated by the increased importance of correctness to the scientific programmer. Most programmers can reasonably tell when their programs are incorrect, but for scientific programmers, this is not the case. A bug that doesn't cause the program to fail in an obvious way could be indistinguishable from an error in modeling the real world with equations, approximating the solution of those equations with a numerical algorithm, implementing that algorithm correctly, and using it only within the domain of its accuracy (see Figure 1) . Therefore, the consequences in lost time (and subtly incorrect answers) are much larger for a scientific programming team than for most other programming teams.
Combine a high rate of change (which makes correctness hard to maintain) with an increased sensitivity to failure to maintain correctness and you have a big problem. Solving this problem must be the focus of our methodology, be it for a single person writing a 10,000-line program to a team of 20 or more writing half a million lines. In this article, I'll describe the layered approach that I've found to be the most successful in maintaining correctness in the face of rapid change. I've found that this approach is something physicists are willing to adopt because it actually helps them get their jobs done. I believe you'll find this to be a practical program for improving correctness in your own programs.
Defense in Depth
The approach revolves around a defense in depth-things can go wrong at the front line, so we must devote part of our effort to contain breakthroughs and localize their effects. Especially in a project that involves several people, it's very important that one person's mistakes don't end up contaminating the other project members' sources, causing the team to lose time, grow confused, and become annoyed with each other.
Let's look at the layers of defense:
• Protocol for source control. Policies and procedures for managing the source can isolate errors when they occur.
• Language-specific safety tools. Each computer language has some facilities for ensuring correctness, but they're often underutilized.
• Design by contract. Bertrand Meyer's design by contract (DBC) methodology is a good fit with scientific programming, and its optional runtime checking of the contracts catches many errors.
• Verification. Defending against bad user input or data is separate from checking contracts.
• Reusing reliable components. We use third-party libraries for many things; the biggest benefit of reusing code isn't that you don't have to write it, but that the software is more likely to be correct already.
• Automating testing. A simple automation of testing procedures makes it easier to do as much testing as you ought to.
• Unit testing. Hand-in-hand with DBC, unit testing ensures component integrity.
• To-main testing policy. We insist on a certain level of testing before committing developments to our "main line." • Regression testing. Additional nightly or weekly testing on all target platforms catches problems caused by our own errors as well as those caused by changes in environment.
• Release management. A disciplined approach to release management gives most users a stable experience.
• Bug tracking. Simple open-source tools can help make sure issues don't get lost.
Source-Code Management Policies
The strategy I describe here occurs in a context of sourcecode management (SCM). A project needs either an opensource or a commercial SCM tool, such as CVS, Subversion, BitKeeper, or Perforce. We believe the crucial feature of these tools is their branching model, which must be robust and easy to work with; see http://perforce.com/perforce/ branch.html for a good discussion of branching models. Various ideas abound within the professional SCM community as to how to best use such tools, but I believe that there's a "right" answer for scientific programming, especially if more than one person is working on the program. Rather than describe the other approaches, I'll just give you the "right" answer. (Laura Wingerd and Christopher Seiwald discuss these ideas more fully in "High-Level Best Practices in Software Configuration Management;" http://perforce.com/perforce/bestpractices.html. I can't recommend this paper enough.)
A part of the repository represents the "main" line-that is, the part that lives forever and evolves over time (see Figure 2). Developers on a project take turns modifying the main line. For a small bug fix, they might work directly on the main line itself, but for most developments, a developer makes a "branch," or copy, of the main line at a particular point in time. The SCM system is cognizant of this branch's history and helps merge any changes in it back into the main line when that main line has changed after the original copy was made. Some SCM's are better at branching than others-be aware that CVS is weak in this regard.
Placing changes from a branch back into the main line is called "integrating up to main;" changes that have been made in the main line can also be "integrated down" to the branch. Either type of integration requires some effort (assisted by SCM tools) to merge the source changes and detect conflicts, but in practice, scientific projects tend to be fairly well partitioned among developers, and most integrations are relatively painless.
A good SCM lets you decide when to integrate down, thus giving you a platform on which to do your work that doesn't change underneath you. You accept changes when your own work is in a stable state and you're ready to accept changes. Using frequent integration down to your branch, it's quite practical to work separately from your team for extended periods. Moreover, you can maintain one of these branches as a variant that never integrates to main, if the conditions are right. Sub-branches are also possible. Say, for example, that three people on a team work on a certain type of physics. They might have a branch devoted to their team, from which they can take branches and integrate to and from main when it makes sense. A project manager needs to insist on a reasonable rate of integration to main and not let a team "live in its own world" for too long, though; if they do, users won't get the improvements. Don't do this kind of layering unless you decide it's necessary and appropriate for a particular improvement.
A key aspect of the Wingerd-Seiwald methodology is to think about branches as having an owner and a policy. The owner is the person ultimately responsible for the branch; he or she decides the policy and directs the branch's integration to and from its parent. The policy is the set of rules for the branch: who can change it, when they can change it, and, most importantly, the conditions a set of changes must satisfy. For a branch I work on by myself, for example, I'm the owner, and my policy might be that I can do whatever I want. For a branch worked on by a physics team, the policy might be that only team members can contribute and that they must get permission from the team leader to submit any changes that might temporarily render the source unusable.
Two little tricks are worth mentioning. One, have a "news" directory in the project, to which developers can add small files describing improvements. A glance at a particular branch's news directory will tell you which contents have been absorbed by that branch up to a certain point. If you make releases, you can clean out this directory and use the contents for release notes. Two, you can use a small program to maintain a queue for integration to main. Each entry contains a one-line synopsis of the changes being made; this utility allows all developers to plan their work, negotiate priorities with one another, and so on. Our little Python utility has commands such as "ready" to add yourself to the queue, "tomain" to indicate the integration is in progress, "done" to indicate completion, and of course "retreat," "flee," and "surrender" to lower yourself down a slot, to the bottom, or out of the queue.
Language-Specific Safety Tools
We use the source-code language's safety facilities to the fullest extent possible. Most compiled languages have one degree or another of type-safety and are able to detect certain classes of errors at compile time. We try to help the compiler do as much as possible, which means using modules and explicit interfaces in Fortran. A programmer can write better code using the "modern" part of Fortran, but it's more work. Unfortunately, using modules makes the build problem more difficult and fragile. If compilers supporting the latest standard become available, even more safety will be possible. 1 In C++, we can maximize the type-checking's usefulness. By using class instances instead of raw integers, for example, the programmer can't look up an index on a zone-centered field and then accidentally use it as an index into a node-centered field: the lookup routine will return a class instance, not an integer. Compilers are smart enough to make this safety cost-free.
For parts written in non-type-checked languages such as Python, we still have some options. We can use Python properties and metaclass facilities, for example, to make attributes that check the type of what is assigned to them, only accept numbers in certain ranges, and so on.
Design by Contract
Bertrand Meyer devised DBC while designing the Eiffel language; it's a methodology for designing the interaction between software components and optionally for checking that design at runtime. 2 Most importantly, DBC works. It actually helps you get your job done, and once you try it, you won't view it as some idea imposed by dreamy idealists from the computer science team, but as a practical tool that is worth the investment.
In languages other than Eiffel, macros typically implement the DBC assertions so that a traceback to the source and line number can be provided when an error occurs, and so that it can be omitted in the production code; some people use specialized preprocessors to do a more thorough job of implementing Meyer's ideas. A key concept in DBC is that the program's operation should never depend on whether assertion checking is done. Ideally, further assertion checking should be turned off during the execution of a particular assertion statement; this allows a freer use of assertions without worrying about creating infinite loops.
Likewise, in most languages, it's nearly impossible to check class invariants, and some postconditions are difficult to express cleanly. The saving grace here is to provide extensive checking of class invariants at the unit-testing layer. The relationships of a subclass's contracts to those of its parent class are similarly not practical to ensure in most languages; instead, we must rely on a combination of developer education and unit testing.
Meyer developed Eiffel's mechanism as a practical approximation of the formal proving of programs. He recognized that some of the things programmers would naturally want to express in a DBC assertion might be difficult to say or too expensive to check, even in a development version of the code. For example, you might expect a large array to contain only positive values or that a matrix is to be positive definite, but it isn't always practical to check this. Or, a check might, in fact, be simple, but due to its location in a method called too frequently, it might be impractical to check.
We've found the middle ground: we use a separately controlled set of macros for what we call "expensive assertions." We can turn on this checking when we can't easily locate a bug, without having to pay the price all the time. Maybe we should call them "desperate assertions." Verification It's extremely important to distinguish DBC from verification. DBC is designed to ensure that a program is correct in how its parts communicate with one another, but it can't ensure that the program is correct when handling data from external sources such as user input. You can't have as a precondition, "The user knows what he's doing and hasn't made a mistake." Checking user input for validity must always be done. DBC statements can be compiled out without harm, so it's important not to use DBC statements for verification.
A second difference is that if a contract statement is violated, the program should halt-it simply can't continue, because we've detected that the software's basic premises aren't true. In contrast, when verification fails, we haven't detected anything wrong with the program. Therefore, if an exception is available in the language, it should be raised. Perhaps the routine that requested the input has a way to correct it; if so, the exception can be caught. 
S C I E N T I F I C P R O G R A M M I N G

Reusing Reliable Components
In previous issues, I've discussed why reuse has been difficult in the past and how to design reusable library components. 3 My present project builds 23 libraries written by others. Naturally, we hope and trust that our suppliers are practicing "safe computing" like we are so that they won't infect us, but in the long run, a library used for a wide variety of other uses will get the bugs shaken out of it pretty quickly.
As Meyer has written, the chief benefit of reuse isn't that you save the effort to write the component, but that the component is reliable. The more your program consists of stable components, the less confusion there will be about the source of any of the errors that do occur.
That said, don't simply link to a set of public libraries maintained by others. If you keep and build your own copy of the things you use, your upgrade to a new version of someone else's software will go through the same testing and integration procedure as changes you make to your own parts of the software. If you don't do this, you'll get the "Bad Monday" phenomenon: software that worked fine when you built it on Friday will stop working on Monday.
Automating Testing
Before I talk about testing schemes, let's discuss the testing process. When I was one of the judges for the Los Alamos Software Carpentry contest, I was surprised to learn that most of the existing industry methodology relies on textual comparison. A test runs and is expected to produce an output file that can be textually compared to a reference filethe files are expected to agree exactly.
This approach is incompatible with our world of floating-point numbers and high rates of change. We rarely change our program without the intent to change its output, and different compilers, optimizations, and machines will produce mildly different answers. Therefore, the tests should decide for themselves if they've passed or not: if they have, they can exit normally, and if they haven't, they can exit with an error status.
This makes it easier to automate the running of test suites, because the task is simply to start each job correctly and observe its exit status. As I described in a last issue's Café Dubois, it's then possible to distribute this work over a cluster. Such a tool is most easily produced in a scripting language instead of as a shell script and the like. I hope to release the tool I use for this purpose by the time this article appears in print.
In any case, you have to automate tests because you need a lot of them. I recommend this policy: if you find a bug, don't just fix it.
Rather, add a test that would've detected the bug. I admit, sometimes this isn't practical, but you'll be repaid for your efforts time and again.
Unit Testing
The process of testing whether small pieces of the software work in isolation is called unit testing. We can unit test a single class or small cluster of classes, for example, to be sure that the individual methods perform properly (that is, that they satisfy their postconditions and class invariants if they're called with their preconditions and class invariants satisfied). If each class is internally correct, and DBC monitors the connections between classes, we've made a lot of progress toward having a correct program. In Fortran 90, this might correspond to good module testing, and in C, to checking the public routines in a given header file. Sometimes this is hard to do, especially in Fortran and C, because the context required to call a given routine might be large and hard to construct. Different frameworks exist to help with unit testing. C/C++ can use a Boost unit testing framework (www.boost.org), Java can use JUnit (Kent Beck's first work of this family; www.junit.org), and Python can use the standard module "unittest." The chapter on unit testing in Dive into Python is particularly good.
Integration-to-Main Testing
The next level up from unit testing is testing larger subsystems and whole-code problems. Of course, some items such as multiphysics code might require quite a few tests simply to exercise the different combinations of physics packages and their major options.
Some substantial suite of these tests must be chosen as those that must pass before changes can be submitted to the main branch. This policy ensures not only that the main branch lives forever, but that it's always in a good state. Absent such a policy, the primary problem isn't that the main line sometimes becomes bad; it's that between the introduction of an error and its detection and removal, other developers will integrate down from main, taking the infected piece with them. Suddenly, their tests will begin to fail, or they might accidentally integrate the mistake back to main after they've fixed it by hand (if the merging isn't done carefully). Many people on the team could waste time and become confused, trying to find bugs that they believe they've introduced into the code, but that are actually a consequence of the infection.
Regression Testing
Depending on your program's running time, you should do some scheme of weekly or nightly testing of the main branch on all target architectures. This suite of tests should augment those in the integration-to-main suite.
You'll find failures in tests that aren't the code team's fault: disks that go bad or are down, changes made by the computer center, and so on. Regression testing is a layer of insurance that is independent of the timing of integrations to the main branch, and it can include problems that are too long-running to be practical for the developers' daily work.
Regression testing should be done in two modes: contracts off and optimization on, and contracts on. Depending on the amount of overhead introduced by turning on contracts, the to-main integration might or might not require testing with contracts enabled. Working with contracts on during development is, of course, recommended.
Release Management
With the main branch model, releases are simple. First and foremost, a user who needs a recent fix can always take the current main line as an "experimental" version; the team can even make public such an experimental version from time to time (the weekly regression testing produces a code that could be released as "experimental" if it passes various tests).
When it's time to make an official release, simply branch the main program into a branch devoted to the release. You can make crucial bug fixes to the release in this branch and integrate it back to main, but no integrations down from main are normally permitted. The idea is to keep bug fixing to a minimum in this branch, instead pushing the main branch forward to the next release. Releases therefore should be made as often as the team and the customers find them useful (I recommend at least three per year). For a small program in its early stages, it's often best to only have experimental versions available until most of the major functionality is in place-releases consume effort. Some tests for releases are above and beyond the regression suite, especially for a program that requires lengthy runtimes.
When bugs are reported, a bug tracker is an enormous help: simple open-source trackers can yield big dividends in communication between developers and users, and help prioritize tasks and track achievements. 4 
Future Work Is Needed
All these layers work together to ensure correctness: reliable S C I E N T I F I C P R O G R A M M I N G libraries give us a solid base, DBC and safe coding practices ensure internal consistency, verification mediates between the user and the code to ensure that bad input doesn't penetrate into the DBC-checked layers, and unit and cluster testing ensure that major subsystems work correctly.
An unsolved problem is the issue of test coverage. Unlike the software you might write for a bank or a small business, the number of variants and controls in a scientific simulation is simply too huge to test them all. Test-coverage tools show which lines of code we aren't testing, but no project I've worked on has ever gotten as far as trying such a tool, and I'm not sure the results would be all that useful. (That's a politically correct way of saying that I'm pretty sure the tools wouldn't be useful or I would've tried them by now. I could be wrong.)
One amazingly frequent source of errors is the code that actually handles errors. It's hard to test things that aren't supposed to go wrong, but some unit test frameworks support this kind of testing in languages that support exceptions. They call the software in a way that should fail, the software throws a particular class of exception, and then the framework catches the expected exception; exceptions of different types are treated as failures.
Research is still needed on a methodology to detect or prevent the wide variety of errors possible with parallel or distributed programs. So far, the human brain is the tool that does the most good.
