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We address the dynamics of a bosonic system coupled to either a bosonic or a magnetic environment, and
derive a set of sufficient conditions that allow one to describe the dynamics in terms of the effective interaction
with a classical fluctuating field. We find that for short interaction times the dynamics of the open system is
described by a Gaussian noise map for several different interaction models and independently on the temperature
of the environment. In order to go beyond a qualitative understanding of the origin and physical meaning of
the above short-time constraint, we take a general viewpoint and, based on an algebraic approach, suggest that
any quantum environment can be described by classical fields whenever global symmetries lead to the definition
of environmental operators that remain well defined when increasing the size, i.e. the number of dynamical
variables, of the environment. In the case of the bosonic environment this statement is exactly demonstrated via
a constructive procedure that explicitly shows why a large number of environmental dynamical variables and,
necessarily, global symmetries, entail the set of conditions derived in the first part of the work.
I. INTRODUCTION
The modeling of any open quantum system (OQS) inher-
ently implies that of its surroundings. However, knowing the
quantum structure of the total Hamiltonian, including the de-
tails of the couplings between the principal system A and its
environment Ξ, does not usually suffice to develop a simple
and meaningful model of the overall system, due to Ξ being
made of a very large number N of quantum components, a
fact that we will hereafter take as integral to the definition of
environment. On the other hand, knowing specific features of
Ξ may help selecting a suitable formalism and/or some ap-
propriate approximations, so as to devise the most effective
strategies for tackling problems that cannot be otherwise stud-
ied.
As a matter of fact, the modeling of an effective descrip-
tion of Ξ and of its influence on A usually stems from intu-
itive and phenomenological arguments [1], or even from an
arbitrary choice, rather than a formal derivation. One of the
reasons why this is so typical in the study of OQS is that
the large-N theories that have been extensively developed and
used in quantum-field-theory since the 1970s (comprehensive
bibliographies and discussions can be found for instance in
Refs. [2, 3]) are not trivially applicable when the large-N sys-
tem is not isolated, but rather coupled with a small, invariably
quantum, principal system. Unless one decides that the latter
is not “principal” at all, and can be hence neglected, several
foundational issues arise in this setting, due to the difficult co-
existence of quantum and classical formalisms, possibly made
worse by the presence of thermal baths or stochastic agents.
Having this issue in mind, here we analyze a specific situ-
ation where a principal quantum system A interacts with an
equally quantum environment Ξ, which is put into contact
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with a further external system T. If Ξ is macroscopic and T
is a thermal bath at high temperature, it may appear intuitive,
and naively understood, that A effectively evolves as if it were
under the influence of a classical fluctuating field. This state-
ment, however, has the nature of an ansatz as far as it is not
formally inferred, and conditions ensuring its validity are not
given.
Several OQS have been indeed investigated to assess
whether an effective description is viable, where the effects
of the environment are described either with a stochastic
Schro¨dinger equation [4–6] or in terms of the coupling with a
classical fluctuating field [7–21]. In the latter case, full equiv-
alence has been shown only for single-qubit dephasing dy-
namics [9], with an explicit construction of the corresponding
classical stochastic process. General arguments valid also for
bipartite systems have been discussed [22–24] and the effects
of the interaction with a classical field have been investigated
in detail [25–32]. Parametric representation have also been
used to show that classical variables can emerge in quantum
Hamiltonians as environmental degrees of freedom [33–38].
In this work we scrutinize the general idea that the dy-
namics of a quantum system with a macroscopic environment
may be effectively described by a non-autonomous, i.e. time-
dependent, Hamiltonian acting on the principal system only.
In particular, we critically inspect the conditions for the valid-
ity of this hypothesis as a tool to understand whether it stems
from Ξ being macroscopic, or the temperature being high, or
from enforcing some other specific condition.
To this aim, in Secs. II and III we study two specific models
that go beyond the pure-dephasing, and whose analysis will
also serve as explicit guidance for the more abstract approach
presented in Sec. IV.
In particular, in Sec. refs.bosonic we consider the case
where A is a bosonic mode coupled with an equally bosonic
environment, hereafter called B, which is made of N distin-
guishable modes that do not interact amongst themselves. The
2Hamiltonian reads
H = νa†a+
N∑
k
(λ1ka
† + λ2ka)bk
+
N∑
k
(λ∗1ka+ λ
∗
2ka
†)b†k +
N∑
k
ωkb
†
kbk (1)
where [a, a†] = 1 and [bk, b
†
k′ ] = δkk′ , with ν, ωk ∈ R and
λ1k, λ2k ∈ C, ∀k. Also, we have set ~ = 1, as done through-
out this work. Studying the evolution of the reduced density
matrix for the principal system, we show that the short-time
dynamics defined by Eq. (1) with ωk ≃ ω ∀k, can be de-
scribed by an effective Hamiltonian acting on A only,HeffA (ζ),
where the functions ζ embody the remnants of B in the form
of classical, possibly fluctuating fields, depending on external
parameters such as time and temperature. In what follows we
will refer to the condition ωk ≃ ω ∀k as defining a narrow
energy spectrum.
The above model has a sibling that describes the case of a
spin environment, hereafter called S, made by N distinguish-
able spin- 12 particles that do not interact amongst themselves.
Its dynamics is studied in Sec. III, as described by the Hamil-
tonian
HS = νa†a+
N∑
i
(g1ia
† + g2ia)σ
−
i
+
N∑
i
(g∗1ia+ g
∗
2ia
†)σ+i +
N∑
i
fiσ
z
i (2)
where [σ+i , σ
−
i′ ] = 2δii′σ
z
i , [σ
z
i , σ
±
i′ ] = ±δii′σ±i , fi ∈ R
and g1i, g2i ∈ C, ∀i. Despite differences with the case of
a bosonic environment emerge, essentially due to the specific
algebra of the spin operators, the short-time dynamics of this
model for fi ∼ f ∀i is also found to be properly described by
an effective HamiltonianHeffA (ζ).
Upon inspecting the dynamics of both systems in order to
retrace the derivation of the short-time dynamics, we notice
that no explicit condition on the value of N is involved. This
is somehow surprising, given that B and S are named environ-
ment insofar as the numberN of their quantum components is
large, virtually infinite in the case of a macroscopic environ-
ment. Therefore, in order to understand whether a relation ex-
ists between a large value of N and the assumptions of short-
time and narrow energy spectrum ωk ≃ ω used in Secs. II-III,
in Sec. IV we take on the model (1) from amore abstract view-
point. More specifically: we generalize the well-established
procedures for deriving classical theories as large-N limit of
quantum ones [39] to the case of composite quantum systems,
and find that replacing quantum operators by classical fields
for N → ∞ requires that environmental operators stay well
defined in such limit which, in turn, implies the environment
to feature some global symmetry. In particular, we show that
the renormalization of the couplings, which is necessary for
theN →∞ limit to stay physically meaningful, reflects upon
the short-time condition previously used. Also, we will dis-
cuss how a narrow environmental energy spectrum ωk ≃ ω
∀k is the key feature that guarantees the existence of a global
symmetry in the theory defined by Eq. (1), namely the sym-
metry under permutation of different modes.
Overall, collecting our diverse results, we put forward
the conjecture that non-autonomous Hamiltonians for closed
quantum systems describe the short-time dynamics of inter-
acting models involving at least one macroscopic subsystem.
We also comment upon the symmetry properties allowing this
subsystem to emerge as a macroscopic one, and the related
features of its energy spectrum. Finally, we discuss the role
of such symmetry properties in the design of a general pro-
cedure for deriving an effective non-autonomousHamiltonian
from an interacting microscopic model.
Sec. V closes the paper with some concluding remarks.
II. BOSONIC ENVIRONMENT
We consider the Hamiltonian (1), for either 1) λ2k = 0,
with λk ≡ λ1k finite (linear exchange), or 2) λ1k = 0, with
λk ≡ λ2k finite (parametric hopping), ∀k, i.e.
H1 = νa
†a+
∑
k
ωkb
†
kbk +
∑
k
(
λ∗kab
†
k + λka
†bk
)
, (3)
H2 = νa
†a+
∑
k
ωkb
†
kbk +
∑
k
(
λ∗ka
†b†k + λkabk
)
. (4)
We hereafter use the index j = 1, 2 to refer to the exchange
and hopping case, respectively. The Heisenberg equations of
motion (EOM) for the mode operators are
Exchange: a˙ = i[H1, a] = −iνa− i
∑
k
λkbk , (5a)
b˙k = i[H1, bk] = −iωkbk − iλ∗ka , (5b)
Hopping: a˙ = i[H2, a] = −iνa− i
∑
k
λ∗kb
†
k , (6a)
b˙†k = i[H2, b
†
k] = iωkb
†
k + iλka . (6b)
If the spectrum of the environment is narrow enough to
write ωk ≃ ω ∀k, the above EOM can be written as
Exchange: a˙ = −iνa− iΛb , b˙ = −iωb− iΛa , (7)
Hopping: a˙ = −iνa− iΛb† , b˙† = iωb† + iΛa , (8)
where the bosonic operator b is defined as
b ≡ 1
Λ
∑
k
λkbk , with Λ
2 ≡
∑
k
|λk|2 . (9)
The above Eqs. (7-8) are the same EOM that one would obtain
starting from the two-mode bosonic Hamiltonians
Exchange: νa†a+ ωb†b+ Λ(ab† + a†b) , (10)
Hopping: νa†a+ ωb†b + Λ(a†b† + ab) , (11)
describing two oscillators, with different frequencies ν and
ω, exchanging quanta through a linear interaction. Notice,
3though, that such direct relation only exists in the case of a
narrow spectrum, ωk ∼ ω, ∀k.
Both systems of Eqs. (7) and (8) can be solved by Laplace
transform, using the rule ˜˙a(s) = sa˜(s) − a(0) to obtain al-
gebraic equations from differential ones. Few calculations
lead us, after back-transforming and recalling that the index
j = 1, 2 refers to the Exchange,Hopping respectively, to the
solutions
a(t) = e−iHjt a eiHj t = [µj(t) a+ πj(t)Bj] e−iωjt ,
Bj(t) = e−iHjt Bj eiHjt =
[
(−)jπ∗j (t) a+ µ∗j (t)Bj
]
e−iωjt ,
(12)
where B1 = b, B2 = b†,
µj(t) = cos(∆jt)− i δj
∆j
sin(∆jt) , (13a)
πj(t) = −i Λ
∆j
sin(∆jt) , (13b)
with
δj =
1
2
(
ν + (−)jω) , (14a)
ωj =
1
2
(
ν − (−)jω) , (14b)
∆2j = |δ2j − (−)jΛ2| , (14c)
and we have used µ∗j (t) = µj(−t). The overall phase fac-
tors in the rightmost terms of Eqs. (12) suggest that a natu-
ral interaction picture exists, corresponding to frames rotat-
ing at frequency ωj . We will use these frames in the follow-
ing, so as to omit those phase factors. Further notice that
|µj(t)|2 − (−)j |πj(t)|2 = 1, ensuring that [a(t), a†(t)] =
[b(t), b†(t)] = 1, ∀t and also that |µj(t)|2 + (−)jπ2j (t) = 1,
meaning that the evolutions correspond to rotations in the ro-
tating frames.
Our goal is now to obtain an effective HamiltonianHeffA (ζ),
acting on A only, without renouncing to the quantum character
of its companion B. This means that we can consider nothing
but the time dependence of the reduced density matrix for A
ρA(t) = TrB
[
e−iHjtρA ⊗ ρB eiHj t
] ≡ Ej [ρA](t) , (15)
with the notation ρX ≡ ρX(0) used hereafter. In particular,
as already implied by Eq. (15), we want to derive the explicit
form of the dynamical map Ej [ρA] upon assuming that at t =
0 the system A+B is in a factorized state ρA ⊗ ρB. Moreover,
we specifically take B initially prepared in the state at thermal
equilibrium
ρB =
1
1 + nT
(
nT
1 + nT
)b†b
, (16)
where nT = (e
ω/T − 1)−1 is the thermal number of photons,
and we have set the Boltzmann constant equal to 1.
After this choice, that implicitly means that B further inter-
acts with a third system T, specifically a thermal bath due to
the choice of the state in Eq. (16), we can positively move
towards the derivation of the field ζ entering HeffA , and of its
possible dependence on some external parameter. To this aim
we first write the initial state of A+B using the Glauber for-
mula,
ρA ⊗ ρB =∫∫
d2γ′d2γ′′
π2
χ[ρA](γ
′)χ[ρB](γ′′)D†a(γ
′)⊗D†b(γ′′) , (17)
where χ[ρ](γ) = Tr[ρD(γ)] is the characteristic function of
the state ρ, and Dx(γ) = exp{γx† − γ∗x}, with [x, x†] =
1, is the bosonic displacement operator. In order to get the
argument of the partial trace in Eq. (15), we use Eqs. (12)
to write the evolution of the displacement operators entering
Eq. (17),
e−iHjtD†a(γ
′)⊗D†b(γ′′) eiHj t =
D†a[µ
∗
j (t)γ
′ + π∗j (t)γ
′′]⊗D†b[π∗j (t)γ′ + µj(t)γ′′] .
(18)
We then perform the partial trace using Tr [D(γ)] = πδ(2)(γ),
so as to get
Ej [ρA](t)
=
∫
d2γ′
π
χ[ρA](γ
′)χ[ρB]
(
−γ
′π∗j (t)
µj(t)
)
D†
(
γ′
µj(t)
)
=
∫
d2γ
π
|µj(t)|2 χ[ρA](γµj(t))χ[ρB](−γπ∗j (t))D†(γ) ,
(19)
where, in the last step, we made the substitution γ′ → γµj(t).
Upon expanding the coefficients (13) for∆jt≪ 1,
µj(t) ≃ 1− iδjt+O(t2) , (20a)
πj(t) ≃ −iΛt+O(t2) , (20b)
|µj(t)|2 ≃ 1 +O(t2) , (20c)
and using the explicit form of the characteristic function of the
thermal state, χ[ρB](γ) = exp{−|γ|2(nT + 12 )}, we finally
write
ρA(t) = Ej[ρA](t)
=
∫
d2γ
π
χ[ρA](γ)e
−|γ|2σ2(t)D†(γ) , (21)
with σ2(t) = Λ2t2(nT +
1
2 ).
We now wonder whether the above map is realized by some
known unitary evolution involving the interaction with a clas-
sical environment only. Indeed, by first noticing that for any
state ̺ it is
χ[̺](γ)e−|γ|
2σ2 = χ[̺
GN
](γ) , (22)
with
̺
GN
≡
∫
d2α
πσ2
e−
|α|2
σ2 D(α)̺D†(α) , (23)
4we recognize in Eq. (23) the Kraus decomposition corre-
sponding to a Gaussian noise (GN) channel, namely a random
displacement with Gaussian modulated amplitude [40].
The same map [41, 42] describes the evolution of a bosonic
system in the presence of a classical fluctuating field, i.e. gov-
erned by a non-autonomousHamiltonian of the form
Hstoc(t) = νa
†a+ aζ∗(t)eiωζt + a†ζ(t)e−iωζt , (24)
where ζ(t) is a random classical field described by a Gaus-
sian stochastic process ζ(t) = ζx(t) + iζy(t) with zero mean
[ζx(t)]ζ = [ζy(t)]ζ = 0 and diagonal structure of the autocor-
relation function
[ζx(t1)ζx(t2)]ζ = [ζy(t1)ζy(t2)]ζ = K(t1, t2) , (25a)
[ζx(t1)ζy(t2)]ζ = [ζy(t1)ζx(t2)]ζ = 0 . (25b)
The function σ(t) in Eq. (22) is in this case
σ(t) =
∫ t
0
∫ t
0
dt1dt2 cos[δζ(t1 − t2)]K(t1, t2) , (26)
where δζ = ωζ − ν is the detuning between the natural fre-
quency ν of A and the central frequency ωζ of the classical
field ζ(t). The map (22) may be obtained, for instance, upon
considering the classical environment fluctuating according to
a Gaussian Ornstein-Uhlenbeck stochastic process [43] char-
acterized by the autocorrelation function
KOUτ (t1 − t2) =
G
2τ
e−
1
τ
|t1−t2| , (27)
where τ is the correlation time, and G is the amplitude of the
process. In the short-time limit, one easily finds that
σ(t) =
G
2τ
t2 . (28)
In conclusion, we have shown that, as far as t ≪ |∆j |−1,
the effective Hamiltonian HeffA (ζ(t)) equals Hstoc(t), mean-
ing that
HeffA (ζ(t)) = νa
†a+ aζ∗(t)eiωζt + a†ζ(t)e−iωζt , (29)
with the field ζ(t) as from Eqs. (25-28), andG = 2τΛ2(nT +
1
2 ).
Notice that the dynamical map for A in the short-time limit,
Eq. (21), is the same in the exchange and hopping cases.
However, due to the j dependence of∆j , the condition defin-
ing the above short-time limit is different in the two cases.
In fact, the difference is removed when the number of envi-
ronmental modes becomes large, and the effective coupling
Λ =
√∑
k λ
2
k increases accordingly, so that
t≪ 1√|(ν ∓ ω)2 ± Λ2| −→large-N t≪
1
Λ
, (30)
which establishes a relation between the short-time constraint
and some large-N condition that will be further discussed
later on.
Overall, we have that the interaction (either exchange or
hopping) of an oscillator with a bosonic environment induces
a dynamics that is amenable to a description in terms of the
interaction with a fluctuating classical field if the following
conditions can be, at least approximately, met:
(i) narrow environmental energy spectrum (ωk ≃ ω ∀k)
(ii) short interacting times
(iii) environment at thermal equilibrium.
It is worth noticing that, if conditions (i)-(iii) hold, the
above description in terms of classical fields is valid at all tem-
peratures.
III. MAGNETIC ENVIRONMENT
We now consider the situation described by the Hamilto-
nian (2), i.e. that of a bosonic mode A interacting linearly
with a magnetic system S, made of N spin- 12 particles, each
described by its respective Pauli matrices (σxi , σ
y
i , σ
z
i ) ≡ σi.
As in Sec. II, we consider both the exchange and the hopping
case. Setting 1) g2i = 0, with gi ≡ g1i finite, and 2) g1i = 0,
with gi ≡ g2i finite, ∀i, from Eq. (2) we get
HS1 = νa
†a+
∑
i
fiσ
z
i +
∑
i
(g∗i aσ
+
i + gia
†σ−i ) , (31)
HS2 = νa
†a+
∑
i
fiσ
z
i +
∑
i
(g∗i a
†σ+i + giaσ
−
i ) , (32)
where the superscript S refers to the magnetic nature of the
environment. Setting fi = f , ∀i, and further choosing f > 0,
the EOM in the Heisenberg picture are
Exchange: a˙ = i[HS1 , a] = −iνa− i
N∑
i=1
giσ
−
i , (33a)
σ˙−i = i[H
S
1 , σ
−
i ] = −ifσ−i + iag∗i 2σzi ,
(33b)
Hopping: a˙ = i[HS2 , a] = −iνa− i
N∑
i=1
g∗i σ
+
i , (34a)
σ˙+i = i[H
S
2 , σ
+
i ] = ifσ
+
i − iagi2σzi , (34b)
where we have related the index of the Hamiltonians HS1,2
with the exchange and hopping cases, respectively.
Despite Eqs. (33)-(34) have the same form as Eqs. (5)-
(6) of the bosonic case, they cannot be solved exactly, due
to the different algebra of the spin operators. However, re-
stricting ourselves to physical situations where the operator
Sz ≡ ∑Ni=1 σzi can be replaced by some reasonable expecta-
tion value 〈Sz〉 ≡ N2 〈σz〉 ≡ −N2 m, (with m > 0, due to f
being positive) we can rewrite the above EOM in the form
Exchange: a˙ = −iνa− iΛS S˜− , (35a)
˙˜S− = −if S˜− − iΛS a (35b)
5Hopping: a˙ = −iνa− iΛS S˜+ , (36a)
˙˜S+ = if S˜+ + iΛS a , (36b)
with g =
√∑N
i=1 |gi|2, ΛS = g
√
2m, and
S˜+ =
1
ΛS
∑
i=1
giσ
+
i , S˜
− = (S˜+)† . (37)
In fact, these equations can be derived from the Hamiltonians
Exchange: νa†a+ fSz + ΛS (aS˜+ + a†S˜−) , (38)
Hopping: νa†a+ fSz + ΛS (a†S˜+ + aS˜−) , (39)
upon further assuming that the commutation relations
[S˜+, S˜−] = −1 , [Sz, S˜+] = S˜+ , [Sz, S˜−] = −S˜− ,
hold, meaning that the spin algebra is simplified into a bosonic
one.
Notice that replacing the total spin operator
∑
i σ
z
i with an
expectation value 〈Sz〉 = N2 〈σz〉 we imply that the field f
selects the same expectation value 〈σz〉 for every spin-1/2, in
the spirit of the usual random phase approximation.
Once linearized, the EOM (35)-(36) can be solved as in the
bosonic case, to get solutions formally analogous to Eqs. (12)
for the operators a and S˜j , with the replacement Bj(t) →
S˜j(t) with S˜1 = S˜
−, S˜2 = S˜+, and ω → f in the magnetic
expressions corresponding to Eqs. (14).
Whatever follows Eq. (12) in Sec. II can be easily retraced
until the choice of the initial environmental state ρS appears
into
ρA(t) = TrS
[
e−iH
S
j tρA ⊗ ρS eiH
S
j t
]
≡ ESj (ρA) . (40)
Assuming that S is initially prepared in a state at thermal
equilibrium, we take
ρS =
1
1 + nS
T
(
nS
T
1 + nS
T
)S˜+S˜−
, (41)
with nS
T
≡ N2 (1−m).
Despite the formal analogy with Eq. (16), it is important to
notice that the temperature-dependence of nS
T
, and hence that
of the dynamical map, is generally different from what we get
in the bosonic case, where the thermal number of photons is
nT =
(
exp{ωT } − 1
)−1
. We can, for example, suppose that
the magnetic environment thermalizes with the thermal bath
so that 〈Sz〉 = − sgn(f)SBS(x) = −N2 sgn(f)m, where
S = N/2 and BS(x) = m is the Brillouin function
BS(x) =
2S + 1
2S
coth
(
2S + 1
2S
x
)
− 1
2S
coth
( x
2S
)
,
(42)
with x = S|f |/T . With this choice, it is nS
T
≡ S (1− BS(x))
and the dependence on T of the bosonic model is only recov-
ered when T → 0, being BS(x) → 1 − e−x the low tem-
perature limit of Eq. (42). Notice that, in order for the above
representation to stay meaningful in the large-S limit, temper-
ature must scale as T ∼ S so as to guarantee a finite x; per-
forming such large-S limit, the Brillouin function turns into
the Langevin one, L(x) = coth(x) − 1x , which is indeed the
classical limit of Eq. (42).
We observe that the approximations introduced for the spin
system are consistent with our aim of finding an effective clas-
sical description for the environment: indeed, once the total
spin is guaranteed a constant value S, a classical-like behav-
ior is expected for a spin-system when S ≫ 1 [39, 44], and
the bosonic expansion given by the Holstein-Primakoff trans-
formation can be safely truncated at its lowest order S+ ∼ b†
(if f > 0, b† being a generic bosonic creation operator) [45].
We can nowwrite the initial state ρA⊗ρS using the Glauber
formula as in Eq. (17), with the spin displacement operator
defined as DS˜(γ) = exp{γS˜+ − γ∗S˜−} due to the choice
f > 0, and hence 〈σz〉 < 0 (had we taken f < 0 it would
be DS˜(γ) = exp{γS˜− − γ∗S˜+}). Using the solutions of the
EOM (35)-(36), one can write the evolution of displacement
operators and proceed as done in the previous section up to
Eq. (21), thus obtaining that the dynamical map in the mag-
netic case does also correspond to a Gaussian noise channel.
With the additional requirement of a random phase approxi-
mation, an effective Hamiltonian of the form of Eq. (29) can
hence be written again, allowing us to conclude that the set of
conditions sufficient to find an effective classical description
is the same as in the bosonic model, the only difference being
in the temperature dependence of the standard deviation σ2,
due to the different definition of nS
T
in the magnetic case.
IV. LARGE-N ENVIRONMENT: DERIVING THE
CLASSICAL FIELDS
In this section we take a more abstract view on the problem
of what happens to the principal system A when its environ-
ment becomes macroscopic. For the sake of clarity we will
specifically refer to the results presented in Secs. II-III and, in
particular, to the model (3).
Our aim is to understand whether the emergence of an ef-
fective HamiltonianHeffA (ζ(t)) as in Eq. (29) is a general fea-
ture of OQS with macroscopic environments. We also aim at
further clarifying the meaning of the conditions (i)-(iii) given
at the end of Sec. II, and the reasons why they seem to be ut-
terly necessary in order to obtain an effective Hamiltonian de-
scription. Following suggestions from Refs. [33, 35, 39, 46],
the main idea is to show that the emergence of HeffA (ζ) is re-
lated to the crossover from a quantum to a classical environ-
ment, possibly observed when the number of components be-
comes very large. In fact, were the environment described by
a classical theory, its effects on the system would naturally be
represented by the classical fields ζ.
Before introducing the general approach we are going to
adopt, let us briefly recall some useful notions.
A quantum description of a physical system, or quantum
theoryQ for short, is based on the introduction of (1) a Hilbert
space H, (2) a Lie product [·, ·] that defines the commutation
rules between the operators on H, and (3) a Hamiltonian H .
6Traceclass operators onH that represent physical observables
usually make up a vector space: this space, together with the
above Lie product, is the Lie algebra g of the theory. The ex-
pectation values 〈O〉 ≡ 〈ψ|O|ψ〉 ∈ R of Hermitian operators,
are the (only) physical outputs of the theory, i.e. the experi-
mentally accessible properties of the system.
On the other hand, a classical description of a physical sys-
tem, or classical theory C for short, is defined by (1) a phase
space C, (2) a Poisson bracket {·, ·}, and (3) a Hamiltonian
h(ζ), with ζ representing the set of conjugate variables of the
classical phase-space C. Real functions O(ζ) are the (only)
physical outputs of the theory, in the same sense as above.
The problem of whether or not a system made by quantum
particles can be described by a classical theory has been exten-
sively studied in the last decades of the last century. Different
approaches (see for instance Sec.VII of Ref. [39] for a thor-
ough discussion) all showed that a large number N of quan-
tum constituents is a necessary condition for a system to admit
a classical description, but yet it is not a sufficient one, as con-
firmed by the experimental observation of macroscopic quan-
tum states. In fact, further conditions must be satisfied, that
crucially involve symmetry properties of the original quan-
tum theory, and its Lie algebra. Specifically, in Ref. [39] it
is demonstrated that the N → ∞ limit of a quantum the-
ory QN , hereafter indicated by QN→∞, is a classical theory
C if QN exhibits a global symmetry. This latter requirement
means that it must exist a group of unitary operators, each
acting non-trivially on all of the N constituents, that leave
the physical observables of the theory invariant (see Ref. [47]
for some examples). Indeed, one such symmetry guarantees
the existence of a simpler theory Qk (with k a real param-
eter defined by N ) whose k → 0 limit, hereafter indicated
by Qk→0, is physically equivalent to QN→∞, by this mean-
ing that each expectation value that stays finite in the latter
limit can be obtained as some expectation value provided by
Qk→0. On the other hand, Qk→0, is also a well defined clas-
sical theory C, with phase-space C and classical hamiltonian
h(ζ), that therefore provides an effective classical description
of the original many-particles quantum system in its macro-
scopic limit, through the chain QN→∞ = Qk→0 = C (see
Fig. 3 of Ref. [48] for a graphical depiction of the relation be-
tween Qk, QN , and C). Details of the procedure for deriving
the above classical theory are given in Appendix, according
to the results presented in Ref. [39], and recently used in the
framework of OQS [34, 48]: suffice it here to say thatQN and
Qk are related by the fact that their respective Lie algebras, gN
and gk, are representations of different dimensionality of the
same abstract algebra g.
Let us now get back to our problem, specifically concentrat-
ing upon the model described by the Hamiltonian (1). In order
to be used in the framework of OQS dynamics, the results
mentioned above and the procedure described in Appendix
need being generalized, as we deal with the quantum theory
of a bipartite system where just one of the two constituents,
namely the environment, is intended to become macroscopic.
However, due to the linear structure of the interactions enter-
ing Eq. (1), the procedure can still be applied as follows.
Keeping in mind that we have to deal with physically mean-
ingful Lie algebras, we first notice that the coupling terms in
(1) can be written as a(a†) tensor-times some sum over k of
operators acting on HB iff either λ1k = λ2k or λ1(2)k = 0,
for all k. Taking one or the other of the above conditions
true is quite equivalent, as far as the following construction is
concerned: for the sake of clarity, and at variance with what
done in Secs. II-III, we specifically choose λ2k = 0 and set
λk ≡ λ1k finite, for all k, meaning that we explicitly consider
the exchange case only. Further taking ωk = ω ∀k, as done in
Secs. II-III, we can define the global operators
E ≡ 1
N
N∑
k
b†kbk and B ≡
1√
NΛ2
N∑
k
λkbk , (43)
with Λ2 ≡∑Nk |λk|2 as in Eq. (9), and write the Hamiltonian
(1) as
H = νa†a+N
[
Λ√
N
(a†B + aB†) + ωE
]
; (44)
the way N enters Eqs. (43-44) is designed to recognize 1N as
the parameter to quantify quantumness of the environment B,
and let all the operators, no matter whether acting on A, B, or
A+B, independent on the number of environmental modes.
The operators (43), together with the identity, are easily
seen to generate a Heisenberg algebra onHB, being
[B,B†] =
1
N
, [B,E] =
1
N
B , [B†, E] = − 1
N
B† . (45)
However, this cannot be regarded as the Lie algebra gN of
some environmental theory, due to the presence of non com-
muting operators acting on A in Eq. (44), unless the N →∞
limit is taken, as shown below.
Explicitly referring to the example given in Sec. IV of
Ref. [39] and the strategy described in Appendix, we intro-
duce the set of antihermitian operators
{L(ǫ, β) ≡ iN(ǫE + β∗B + βB†)} , (46)
where β ∈ C, with |β| ∝ 1√
N
, while the coefficients ǫ ∈ R do
not depend on N . In the large-N limit, where terms which
are bilinear in β and β∗ can be neglected due to their de-
pendence on N , it is [L1, L2] = L3, with Li ≡ Li(ǫi, βi),
β3 = i(ǫ1β2 − ǫ2β1), and ǫ3 = 0, meaning that the set (46) is
a Lie Algebra. This is indeed the algebra gN whose recogni-
tion represents the first step towards the large-N limit of the
quantum theory that describes B. It is easily checked that a
possible representation gk, of the same abstract algebra repre-
sented by gN , is given by the 2× 2 matrices{
ℓ(ǫ, β) ≡ i
(
0 β∗
0 ǫ
)}
, (47)
being [ℓ1, ℓ2] = ℓ3, with ℓi ≡ ℓi(ǫi, βi), and β3, ǫ3 as above.
We underline that the choice of a representation gk that con-
tains only either β or β∗ is also the simplest way to make the
presence of non-commuting operators on HA in the Hamil-
tonian (44), harmless as far as the following construction is
concerned.
7The matrices ℓ(ǫ, β) allow us to write
[
L,
(
1
B
)]
≡
(
[L, 1]
[L,B]
)
=
(
0
−i(ǫB + β∗)
)
(48)
as [
L,
(
1
B
)]
= ℓ†
(
1
B
)
, (49)
with ℓ† ≡ (ℓ∗)t, and, quite equivalently,
[
L,
(
1 B†
)]
=
(
1 B†
)
ℓ . (50)
Let us now consider the unitary operators
U(ǫ, β) ≡ exp{L(ǫ, β)} : (51)
given that, for any pair of operatorsO and P , it holds
e−POeP =
∑
n
(−1)n
n!
[P, [P, [...[P,
n times
O]...]]] , (52)
from Eqs. (49) and (50) it follows
U−1
(
1
B
)
U = u(φ, ζ)
(
1
B
)
(53)
and
U−1
(
1 B†
)
U =
(
1 B†
)
u†(φ, ζ) , (54)
with
u(φ, ζ) ≡
(
1 0
ζ φ
)
, (55)
where
φ = eiǫ and ζ =
β
ǫ
(
eiǫ − 1) (56)
are obtained by explicitly summing the series in Eq. (52).
The fact that the set (46) is a Lie algebra in the large-N
limit reflects upon the unitary operators U(φ, ζ), in that they
form a group in the same limit. In fact, this is just the Lie
group corresponding to gk, sometimes dubbed dynamical [49]
or coherence [50] group, that defines, together with the arbi-
trary choice of a reference state |0〉 ∈ HB, the Generalized
Coherent States (GCS) |u(φ, ζ)〉 ≡ U(φ, ζ) |0〉 for the theory
Qk. The reason why these states are so relevant, as further
commented upon in Appendix, is that the operators B and E
are demonstrated [39] to transform into B(u) ≡ 〈u|B|u〉/N
and E(u) ≡ 〈u|E|u〉/N , respectively, as N goes to infinity.
Therefore, in order to find the large-N limit of the Hamil-
tonian (44) we now only need to evaluate B(u) and E(u),
even without knowing the explicit form of the GCS, to obtain
HeffN (ζ) from
H →
N→∞
νa†a+N
[
Λ√
N
(
a†B(u) + aB∗(u)
)
+ ωE(u)
]
≡ HeffN (ζ) , (57)
where the relation between |u〉 and ζ is made explicit below.
To proceed accordingly, we choose the reference state for
the GCS: |0〉 = Πk |0〉k, with |0〉k such that bk |0〉k = 0.
This implies, given the separable structure of the operators
U(φ, ζ), that the states |u〉 are tensor products of single-
mode pure states. As a consequence, it is 〈u|BB†|u〉 =
〈u|∑k′k bk′b†k|u〉 = 〈u|∑k bkb†k|u〉 = NE(u), which al-
lows us to determine B(u) and E(u) via
〈u|
(
1
B
)
⊗ (1 B†) |u〉 = N
(
1 B∗(u)
B(u) E(u)
)
, (58)
and finally obtain, by Eqs. (53-54) and again neglecting terms
bilinear in β and β∗,
〈0|u(φ, ζ)
(
1
B
)
⊗ (1 B†)u†(φ, ζ) |0〉 =
= 〈0|
(
1 ζ∗ + φ∗B†
ζ + φB ζζ∗ + ζφ∗B† + ζ∗φB + φφ∗BB†
)
|0〉
=
(
1 ζ∗
ζ 1
)
, (59)
i.e. E(u) = 1/N and B(u) = ζ/N .
The above result implies that the original Hamiltonian (44)
formally transforms, according to Eq. (57), as
H −→
N→∞
HeffA (ζ) = (νa
†a+ ω) + ζ∗a+ ζa† , (60)
where we have rescaled ζ → ζΛ/
√
N and (ζ, ζ∗) ∈ R2 is
generally proved [39] to be any point of a classical phase-
spaceMB with canonical variables q ≡ (ζ + ζ∗)/2 and p ≡
(ζ−ζ∗)/(2i). Notice that |ζ| ∝ Λ/
√
N , which is independent
of N by definition.
Once Eq. (60) is obtained, we can maintain with confidence
that the Hamiltonian (1), originally acting on A+B, formally
transforms, as N → ∞, into one that exclusively acts on A:
however, the presence of the classical field ζ is the remnant of
the underlying quantum interaction between A and the huge
number of elementary constituents of B, namely the bosonic
modes {bk}Nk=1. To this respect, notice that the Hilbert space
HB = ⊗kHbk is replaced by a two-dimensional classical
phase-space, MB, implying an impressive reduction of dy-
namical variables. This reduction is the most striking conse-
quence of the global symmetry that the quantum theory for B
must exhibit in order to flow into a well defined classical the-
ory when B is macroscopic. In our case, although we did not
explicitly used it, the symmetry is that under permutation of
the bosonic modes bk, and that is why we have set ωk = ω ∀k.
In fact, one can easily check that this is an essential condition
for the very same definition of global operators obeying com-
mutation rules of the form (45), which on their turn are nec-
essary to proceed to the definition of the Lie Algebra, and all
the rest.
At this point, we notice that ωk = ω ∀k is just the “nar-
row environmental energy-spectrum condition” (i), discussed
at the end of Sec. II. In fact, it immediately strikes that the ef-
fective Hamiltonian in Eq. (60) has the same structure of that
in Eq. (29), given that the latter refers to an interaction picture
8that hides the environmental frequency ω. On the other hand,
it is somehow puzzling that time does not enter the above con-
struction, which leave us clueless, so far, concerning the rela-
tion ζ → ζ(t)e−iωζt.
Looking for the possible origin of a time-dependence in the
classical field ζ, we reckon that the results of this section im-
ply the following. Suppose there exists another macroscopic
system T that is not coupled with A, and interacts with B
in such a way that the above global symmetry is preserved:
the presence of T manifests itself in terms of some parame-
ter τ (think about time and/or temperature, for instance) upon
which ζ depends, according to the rule ζ = ζ(τ) provided
by the classical theory describing B+T. This dependence can
be safely imported into the effective cdescription of A via
ζ → ζ(τ) in HeffA (ζ), Eq. (60), as far as the direct interac-
tion between A and T can be neglected, at least on the time
scales one is interested in.
Finally, we notice that the detuning ν−ω does not play any
role in this section, which brings us back to Eq. (30) and the
possible relation between the large-N condition here enforced
and the short-time approximation previously adopted.
V. CONCLUSIONS
In this paper, we have addressed the dynamics of a bosonic
system coupled to either a bosonic or a magnetic environment.
In particular, we have discussed the conditions under which
the dynamics of the system may be described in terms of the
effective interaction with a classical fluctuating field.
Our results show that for both kinds of environments an
effective, time-dependent, Hamiltonian description may be
obtained for short interaction time and environments with a
narrow energy spectrum at thermal equilibrium. The corre-
sponding dynamics is described by a Gaussian noise channel
independently of the kind of environment, their magnetic or
bosonic nature entering only the form of the noise variance.
As far as the energy spectrum is narrow, this effective descrip-
tion is valid at all temperatures and independently on the na-
ture of the interaction between the system and its environment.
Moreover, exploiting a general treatment based on the
large-N limit of the environment, we have clarified the ori-
gin and the meaning of the narrow-environmental-spectrum
and short-time conditions. In fact, we find that ωk ≃ ω ∀k
is needed for a global symmetry to emerge and characterize
the environment, which is a necessary ingredient for the en-
vironment to be described by a small number of macroscopic
variables. On the other hand, the large energy scale implied
by whatever coupling with a macroscopic environment limits
any effective description to short times only.
Overall, our results indicate that quantum environments
may be described by classical fields whenever global symme-
tries allows one to define environmental operators that remain
well defined when increasing the spatial size of the environ-
ment. This is a quite general criterion that may serve as a
guideline for further analysis, e.g. for fermionic principal sys-
tems and/or hybrid environments.
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Appendix
Consider a system made byN elements which is described
by a quantum theory QN that features a global symmetry, as
defined in Sec. IV (we will equip quantities with the indexN
to indicate their being relative to this QN theory).
The procedure described in Ref. [39] for deriving the clas-
sical theory that formally represents QN→∞ can be summa-
rized as follows.
The first step is that of identifying gN , exploiting the knowl-
edge of the Hilbert spaceH = ⊗Ni Hi, the Lie product, and the
HamiltonianHN . As the Hamiltonian HN represents a phys-
ical observable, an effective strategy to identify gN is that of
writing HN as a linear combination of operators, and see if
they belong to some minimal set that generates a representa-
tion gN of some abstract Lie algebra g.
The second step of the procedure is that of finding an ir-
reducible representation gk of gN , which stands as the Lie
algebra for Qk (notice that this most often implies that an ex-
plicit expression for Hk does also become available). Here is
where the existence of a global symmetry emerges as a nec-
essary ingredient, as it guarantees that the dimensionality of
the representation gk be significantly smaller than that of gN .
In fact, the way gk can be most often identified is writing the
original Hamiltonian as a linear combination of some global
(i.e. acting non trivially upon each subsystem) operators that
are invariant under the symmetry-operations, and generate a
representation of the same abstract algebra g which is also
represented by gN .
In the third step, generalized coherent states (GCS) for Qk
come into play: these are defined, according to the approach
either of Gilmore [49] or, quite equivalently, of Perelomov
[50], starting from the dynamical group of the theory, which
is nothing but the Lie group associated to gk by the usual Lie
correspondence [51], and is therefore provided by the above
second step. GCS for Qk, hereafter indicated by |u〉 ∈ Hk,
enter the procedure due to their being [49] in one-to-one cor-
respondence with points u on a manifoldMk, whose cotan-
gent bundle is a classical phase-space C. In other terms, each
GCS |u〉 of the theory Qk defines a point u ∈ Mk and a set
of conjugate variables ζ ∈ C. In fact, it is demonstrated [39]
thatQk→0 is a classical theoryC, with phase-space the above
cotangent bundle C, and hamiltonian h(ζ) = 〈u|Hk|u〉/N .
The last step of the procedure is that of deriving, possibly
without knowing the explicit form of the GCS, the exptecta-
tion values 〈u|Hk|u〉, and finally obtain the effective classi-
cal hamiltonian describing the original quantum system in the
9N →∞ limit.
The role of the parameters N and k, which has been here
understood for the sake of a lighter narration, becomes evident
when explicitly employing the procedure, as in Sec. IV, where
it is k = 1/N .
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