We use probabilistic methods to characterise the optimal exercise region of a swing option with put payoff, n exercise rights and finite maturity. The underlying asset's dynamics is given by a geometric Brownian motion according to the Black & Scholes model. The optimal exercise region of each right (except the last) of the swing option that we consider is characterised in terms of two boundaries which are continuous functions of time and uniquely solve a system of coupled integral equations of Volterra-type. The swing option's price is then provided as the sum of a European part and an early exercise premium depending on the optimal exercise boundaries.
Introduction
Swing contracts are financial products designed primarily to allow for flexibility on purchase, sale and delivery of commodities in the energy market. They have features of American-type options with multiple early exercise rights and in many relevant cases may be mathematically described in terms of multiple optimal stopping problems combined with control problems. The stopping part of the contract accounts for the choice of the optimal times to exercise the flexibility and the control part describes the kind of flexibility entailed by the contract. Mathematical formulations of such problems in the economic-financial literature date back to the early 80's and an exhaustive survey of them may be found in [14, Sec. 1 and 2] and references therein. Theoretical and numerical aspects of pricing and hedging swing contracts have received increasing attention in the last decade with many contributions from a number of authors developing in parallel several methods of solution (see, e.g. [16] for an extensive survey of recent results).
Amongst the earliest contributions on the numerical study of swing options we find for instance [14] where a pricing algorithm based mainly on trinomial trees was developed, and [13] where Monte Carlo methods where used to compute option prices and optimal exercise boundaries. Contracts analysed in those papers included constraints on the volumes of traded commodities and the number of trades at each exercise date. Lately a wide range of diverse numerical methods has been employed to deal with general models for both the dynamics of the underlying commodity price (including for example jump processes) and the structure of the options (including regime switching opportunities). Some of those results may be found for instance in [2] , [3] , [12] , [25] amongst others. To the best of our knowledge a first theoretical analysis of the optimal stopping theory underpinning swing contracts was given in [8] and it was based on martingale methods and Snell envelope. Later on [19] provided a systematic study of martingale methods for multiple stopping time problems for càdlàg positive processes. A characterisation of the value function of multiple stopping time problems in terms of excessive functions was given in [7] in the case of one-dimensional linear diffusions. Duality methods instead were studied from both theoretical and numerical point of view in [20] , [1] and [4] , amongst others.
In the Markovian setting variational methods and BSDEs techniques have been widely employed. In [5] for instance the HJB equation for a swing option with volume constraint is analysed both theoretically and numerically. Variational inequalities for multiple optimal stopping problems have been studied for instance in [17] in the (slightly different) context of evaluation of stock options and in [15] in an extension of results of [8] to one-dimensional diffusions with jumps. A study of BSDEs with jumps related to swing options may be found instead in [6] .
Numerical characterisations of the optimal exercise boundaries of swing options are available in a variety of settings in both the perpetual case and the finite maturity one (cf. for instance [5] , [8] , [13] and [17] ). On the other hand despite the general interest towards theoretical aspects of swing options it seems that the problem of characterising analytically optimal exercise boundaries has not been thoroughly studied yet. For perpetual options such boundaries have been provided for a put payoff in the Black & Scholes framework by [8] , whereas more general dynamics and payoffs were studied in [7] . For the case of finite maturity instead the problem is still widely open and the question of finding analytical equations for the optimal boundaries remains unanswered. In this paper we address this issue in a setting described below.
We consider the case of a swing option with a put payoff, finite maturity T > 0 , strike price K > 0 and n ∈ N exercise rights. The underlying price follows a geometric Brownian motion according to the Black & Scholes model and we consider an option whose structure was described in [13] and [14] . In particular the holder can only exercise one right per time and must wait a so-called refracting period of length δ > 0 between two consecutive exercises. If the holder has not used the first of the n rights by time T −(n−1)δ then at that time she must exercise it and remains with a portfolio of n − 1 European put options with different maturities up to time T . This corresponds to the case of a swing option with a constrained minimum number of exercise rights equal to n .
We first perform a probabilistic analysis of the price function of the option with n = 2 and find existence of two continuous, monotone, bounded optimal stopping boundaries denoted b (2) and c (2) such that b (2) (t) < K < c (2) (t) for t ∈ [0, T − δ) . It turns out that it is optimal to exercise the first right of the swing option as soon as the underlying price falls below b (2) or exceeds c (2) . We provide an early exercise premium (EEP) representation for the price of the option in terms of the optimal stopping boundaries and and adapting arguments of [10] (see also [21] ) we show that such boundaries uniquely solve a system of coupled integral equations of Volterra type. Finally we extend the result to the general case of n exercise rights by an inductive argument.
The paper is organised as follows. In Section 2 we introduce the financial problem and provide its mathematical formulation. Section 3 is devoted to the detailed analysis of the case of a swing option with two exercise rights. In Section 4 we extend the results of Section 3 to the case of swing options with arbitrary many rights. The paper is completed by a technical appendix.
Formulation of the option pricing problem
Here we formulate the valuation problem for a swing put option on an underlying asset with price X as an optimal stopping problem defined recursively. On a complete probability space (Ω, F , P) we consider the Black and Scholes model for the asset price dynamics
where B is a standard Brownian motion started at zero, r > 0 is the interest rate, and σ > 0 is the volatility coefficient. We denote by (F t ) t≥0 the natural filtration generated by (B t ) t≥0 completed with the P -null sets and by (X x t ) t≥0 the unique strong solution of (2.1). It is well known that for any x > 0 it holds
In this setting let V (n) denote the price of a swing option with a put payoff (K − x) + , strike K > 0 , maturity T > 0 , n exercise rights and refracting period δ > 0 . The latter is the minimum amount of time that the option holder must wait between two consecutive exercises of the option, hence it is natural to consider T , n and δ such that T ≥ (n − 1)δ .
The structure of the contract is specified according to examples analysed for instance in [13, Sec. 3] and [14, Sec. 2.3.1] and it is the following: i) if at time t = T −(n−1)δ the first right has not been exercised yet the holder gets the payoff of a put option and remains with a portfolio of n − 1 European put options with maturity dates
ii) if the holder exercises the first right at any time t < T −(n−1)δ then gets the payoff of a put option and gains the possibility of using the remaining n−1 rights after a refracting period δ . That means that after an inaction period of length δ the holder has again a swing option with n−1 exercise rights.
We would like to remark that this formulation differs from the one for instance in [8] (cf. Section 6 therein) where at time t = T −(n−1)δ the holder can decide whether or not to exercise the first right. There if the right is given up the holder remains with a swing put option with n − 1 exercise rights available immediately. The value of the contract in [8] is larger than the one of that considered here since the holder in [8] does not lose the early exercise opportunity of future rights beyond time T −(n−1)δ if the first right is not used. In our case instead (as in [13] and [14] , among others) the holder has a binding constraint of making a decision prior to time T −(n−1)δ in order to be entitled to use future early exercise rights.
In this setting it is common practice to define the payoff of immediate exercise and the option's value recursively (see, e.g. [8] and [19] for a full derivation). Trivially for n = 0 the value V (0) is the value of a European put option with maturity T > 0 and strike price K > 0 . Similarly for n = 1 the swing contract reduces to a standard American put option, again with maturity T > 0 and strike price K > 0 . We recall for completeness that in our Markovian framework if at time t ∈ [0, T ] the underlying asset price is x > 0 the value of the European and American put options are respectively
where τ is a (F t ) -stopping time.
Remark 2.1. Notice that in order to take into account for different maturities one should specify them in the definition of the value function, i.e. for instance denoting V (n) (t, x; T ) , n = 0, 1 , for the European/American put option with maturity T . However this notation is unnecessarily complex since what effectively matters in pricing put options is the time-to-maturity. In fact for fixed x ∈ (0, ∞) and λ > 0 the value at time t ∈ [0, T ] of a European/American put option with maturity T is the same as the value of the option with maturity T +λ but considered at time t+λ , i.e. V (n) (t, x; T ) = V (n) (t+λ, x; T +λ) , n = 0, 1 . In this work we mainly deal with a single maturity T and simplify our notation by setting V (n) (t, x) := V (n) (t, x; T ) .
In what follows we consider a swing option with n remaining rights. According to i) above the early exercise feature of the contract can only be exploited by the holder until t < T − (n−1)δ . In particular using Remark 2.1 we observe that for t ∈ T − (n − 1)δ, T and x > 0 the option price is given by
where I(t ≤ s) is the indicator function of the set [0, s] .
We now denote by G (n) the payoff of immediate exercise. Then for any t ∈ 0, T −(n−1)δ and x > 0 , following the description in i) and ii) above, we have
is the expected discounted value of a swing option with n − 1 exercise rights, available to the option holder after the refracting time δ , and it accounts for the opportunity of future multiple exercises. Notice in particular that from (2.5) with n replaced by n − 1 it follows
for x > 0 and where in the last equality we have used the martingale property
Now by comparing the right-hand sides of (2.5) and (2.8) we find V (n) T − (n − 1)δ, x = G (n) T −(n−1)δ, x as expected by a consistent pricing formula.
The option holder aims at maximising the payoff of the swing option by using its multiple early exercise rights. The above discussion regarding i) and ii) shows that the choice of the first early exercise is crucial to determine the successive structure of the contract. Pricing the option and finding the optimal multiple-exercise strategy then reduces to solving the optimal stopping problem
for x > 0 and t ∈ [0, T −(n−1)δ] . Since G (n) is defined recursively through V (n−1) , it turns out that in order to price a swing option with n exercise rights one must first price all the options with 2, 3, . . . n − 1 rights. It is then natural to begin with analysing the simplest case of n = 2 and this will be accomplished in the next section.
In our study we will rely on known results about the American put option problem (see e.g. [23, Sec. 25 ] and references therein). In particular we define the sets
and recall that the first entry time of X into D (1) is an optimal stopping time in (2.3). Moreover, it is well known that there exists an unique continuous boundary b (1) separating C (1) from D (1) and such that 0 < b (1) 
is therefore optimal in (2.3). It is also well known that V (1) ∈ C 1,2 in C (1) and it solves
with L X the infinitesimal generator associated to X given by
The map x → V (1) x (t, x) is continuous across the optimal boundary b (1) for all t ∈ [0, T ) (so-called smooth-fit condition) and V x ≤ 1 on [0, T ] × (0, ∞) (cf. [23] eq. (25.2.15), p. 381 and notice that V (1) (t, · ) is decreasing). A change-of-variable formula (cf. [22] ) then gives a representation of V (1) which we will largely use in the rest of the paper, i.e.
is a continuous martingale and where we have used that
Free-boundary analysis of the swing option with n = 2
In this section we study the optimal stopping problem associated to a swing option with two exercise rights. Our main aim is to provide an early-exercise premium (EEP) representation formula for the value function V (2) (cf. (2.9) with n = 2 ) and a description of its associated optimal stopping region.
To simplify notation we set T δ := T −δ , G := G (2) and R := R (2) (cf. (2.6) and (2.7)), then for t ∈ [0, T δ ] and x > 0 we have
Let us introduce the function H by formally setting
1. Now we show that H is well defined for t ∈ [0, T δ ] and x ∈ (0, K) ∪ (K, ∞) and provide its expression in terms of b (1) . We first observe that R may be rewritten as
for t ∈ [0, T δ ] and x > 0 , by taking expectations in (2.15) with s = δ . We also define f :
In the next proposition we characterise the expression g t + L X g − rg . The proof is quite long and it is provided in Appendix.
we observe that R solves in the a.e. sense the boundary value problem
) . This regularity of R was somewhat expected as a result of the mollifying effect of the log-normal density function. 
A key feature of H that will prove useful in the rest of our analysis is that t → H(t, x) is decreasing for all x > 0 since t → b (1) (t) is increasing.
2. An application of Ito-Tanaka's formula and standard localisation arguments to remove the martingale term give
. The continuation and stopping sets of problem (3.2) are given respectively by
is continuous as well due to (2.2). Then V (2) must be at least lower semicontinuous as supremum of continuous functions and the standard theory of optimal stopping (cf. for instance [23, Corollary 2.9, Sec. 2]) guarantees that the smallest optimal stopping time in (3.2) is given by
3. We can now begin our analysis of the value function V (2) and of the stopping set D (2) . First we prove continuity of V (2) .
It then follows by (2.2), (3.16) and optional sampling theorem that
. Then using (3.10), the fact that τ 1 ≥ τ 2 P -a.s. and the inequality (
Taking now t 2 − t 1 → 0 one has that the first term of the last expression in (3.18) goes to zero by standard arguments (see e.g. formulae (25.2.12)-(25.2.14), p.381 of [23] ), the second one goes to zero by continuity of V (1) and b (1) and the third term goes to zero by dominated convergence and continuity of f .
The continuity of V (2) on [0, T δ ] × (0, ∞) follows by combining (i) and (ii) above.
Notice that since V (2) and G are continuous we easily see that C (2) is an open set and D (2) is a closed set (cf. (3.13) and (3.14) ). In the next proposition we obtain an initial insight on the structure of the set D (2) in terms of the set D (1) (cf. (2.11)).
x) denote the optimal stopping time for V (2) (t, x) , then by using (3.1), (3.10) and recalling that f ≥ 0 we have
It then follows that for any (t,
We now define the t -sections of the continuation and stopping sets of problem (3.2) by (2) and the proof is complete.
4. So far the analysis of the swing option has produced results which are somehow similar to those found in the standard American put option problem. In what follows instead we will establish that the structure of C (2) is radically different from the one of C (1) (cf. (2.10)). The optimal exercise of the swing option then requires to take into account for features that were not observed in the case of American put options. In the rest of the paper we will require the next simple result that is obtained by an application of Itô-Tanaka formula, optional sampling theorem and observing that the process X has independent increments.
Now we characterise the structure of the continuation region C (2) .
Proof. The proof of existence is provided in 3 steps.
(i) First we show that it is not optimal to stop at x = K . To accomplish that we use arguments inspired by [24] . Fix ε > 0 , set τ ε = inf{t ≥ 0 :
T δ ] and denote s = T δ −t then by (3.11) and (3.12) we have that
for some constant C 1 > 0 . The integral involving the local time can be estimated by using Itô-Tanaka's formula as follows
for some constant C 2 = C 2 (ε) > 0 where we used that the process X K is bounded prior to τ ε . Since |X K τε∧s − K| ≤ ε it is not hard to see that for any 0 < p < 1 we have
then by taking the expectation and using the integral version of (2.1) we get
.
We now use the standard inequality |a 
Since we are interested in the limit as T δ − t → 0 we take s < 1 , and combining (3.26), (3.27) and (3.29) we get
for all t ∈ [0, T δ ) , i.e. it is never optimal to stop when the underlying price X equals the strike K .
(ii) Now we study the portion of D (2) above the strike K and show that it is not empty unlike in the well known problem of the American put option. For that we argue by contradiction and we assume that there are no points in the stopping region above K . Take ε > 0 , x ≥ K + 2ε and t ∈ [0, T δ ) and we denote τ = τ (t, x) the optimal stopping time for V (2) (t, x) . As before we set s = T δ − t to simplify notation and define σ ε := inf{s ≥ 0 : X x s ≤ K +ε} . Then by (3.11) and (3.12) we get
where we have used the fact that for u ≤ σ ε the local time L K u (X x ) is zero. Since we are assuming that it is never optimal to stop above K then it must be τ < s ⊂ σ ε < s . Obviously we also have σ ε < τ ⊂ σ ε < s and hence
where we have used 0 ≤ f ≤ 1 (cf. (3.6)) and the fact that I(σ ε < s is F σε -measurable. From Lemma 3.6 with σ = σ ε and τ = σ ε ∨ s and by the martingale property of (e −rt X x t ) t≥0 we get
Combining (3.32) and (3.33) and by using the P -a.s. equality I(σ ε < s)e −rσε X x σε = I(σ ε < s)e −rσε (K +ε) we finally obtain To estimate P σ ε < s it is convenient to set α := ln x K+ε , Y t := σB t + (r − σ 2 /2)t and Z t := −σB t + c t with c := r + σ 2 /2 . Notice that Y t ≥ −Z t for t ∈ [0, T δ ] and hence
where we also recall that x ≥ K+2ε and hence α > 0 . We now use Markov inequality, Doob's inequality and BDG inequality to estimate the last expression in (3.35 ) and it follows that for any p > 1
for suitable C 2 = C 2 (p, ε, x) > and C 3 = C 3 (p, ε, x) > 0 . We take p > 2 and observe that in the limit as s ↓ 0 we get
and therefore the negative term in (3.37 ) dominates since f (T δ , x) > 0 for all x ∈ (0, ∞) . From (3.37) and (3.38) we get a contradiction and by arbitrariness of ε we conclude that for any x > K there must be t < T δ large enough and such that (t, x) ∈ D (2) .
We show now that (t, x) ∈ D (2) with x > K implies (t, y) ∈ D (2) for any y > x . Take y > x > K and assume (t, y) ∈ C (2) . Set τ = τ * (t, y) optimal for V (2) (t, y) defined as in (3.15) which means that it is optimal to stop at once at (t, y) and therefore we get a contradiction. We then conclude that for each t ∈ [0, T δ ) there exists at most a unique point c (2) 
with the convention that if c (2) (t) = +∞ the set is empty. We remark that for now we have only proven that c (2) (t) < +∞ for t < T δ suitably large and finiteness of c (2) will be provided in Proposition 3.9 below.
(iii) Now let us consider the set
t ∩ (0, K) is not empty. However, employing arguments as in the last paragraph of (ii) above one can also prove that if x ∈ D (2) t ∩(0, K) and 0 < y ≤ x , then y ∈ D (2) t ∩ (0, K) . The latter implies that for each t ∈ [0, T δ ) there exists a unique point b (2) 
We can conclude that (i) , (ii) and (iii) above imply that C (2) t = b (2) (t), c (2) (t) for all t ∈ [0, T δ ] and for suitable functions b (2) , c (2) : [0, T δ ] → (0, ∞] . The fact that b (2) 
is an obvious consequence of Proposition 3.4. On the other hand Proposition 3.5 implies that t → b (2) (t) is increasing whereas t → c (2) (t) is decreasing so that their left-limits always exist. It is clear from (ii) above that lim t→T δ c (2) (t) = K and similar arguments can also be used to prove that lim t→T δ b (2) (t) = K . Remark 3.8. An important consequence of Theorem 3.7 is that it is P -almost surely optimal to exercise the first right of the swing option strictly before the maturity T δ since
In Theorem 3.7 we have proven that c (2) (t) < ∞ for [t * , T δ ] with some t * < T δ . In fact the following proposition holds. Proof. The proof is provided in two steps.
(i) Let us assume that (3.40) is violated and denote t 0 := sup{t ∈ [0, T δ ] : c (2) (t) = +∞} . Consider for now the case t 0 > 0 and note that since t → c (2) (t) is decreasing by Theorem 3.7 then c (2) (t) = +∞ for all t ∈ [0, t 0 ) . The function c (2) is right-continuous on [t 0 , T δ ] , in fact for any t ∈ [t 0 , T δ ] we take t n ↓ t as n → ∞ and the sequence (t n , c (2) (t n )) ∈ D (2) converges to (t, c (2) (t+)) , with c (2) (t+) := lim s↓t c (2) (s) . Since D (2) is closed it must also be (t, c (2) (t)) ∈ D (2) and c (2) (t+) ≥ c (2) (t) by Theorem 3.7, hence c (2) (t+) = c (2) (t) by monotonicity.
We define the left-continuous inverse of c (2) by t c (x) := sup t ∈ [0, T δ ] : c (2) (t) > x and observe that t c (x) ≥ t 0 for x ∈ (K, +∞) . Fix ε > 0 such that ε < δ ∧ t 0 , then there exists x = x(ε) > K such that t c (x) − t 0 ≤ ε/2 for all x ≥ x and we denote θ = θ(x) := inf s ≥ 0 : X x s ≤ x . In particular we note that if c (2) (t 0 +) = c (2) (t 0 ) < +∞ we have t c (x) = t 0 for all x > c (2) (t 0 ) . We fix t = t 0 − ε/2 , take x > x and set τ = τ * (t, x) the optimal stopping time for V (2) (t, x) (cf. (3.15) ). Since we assume that c (2) (t) = +∞ for t ∈ [t 0 − ε/2, t 0 ) and the boundary is decreasing then it must be {τ ≤ θ} ⊆ {τ ≥ ε/2} . Using (3.12) gives where we have used that L K s (X x ) = 0 for s ≤ θ and in the last inequality we have also used that 0 ≤ f ≤ 1 on [0, T δ ] × (0, ∞) . We now estimate separately the two positive terms in the last expression of (3.41). For the one involving the local time we argue as in (3.33), i.e. we use Lemma 3.6 and the martingale property of the discounted price to get
where in the last inequality we have also used that I(τ > θ)e −rθ X x θ = I(τ > θ)e −rθ x , P -a.s. Then for a suitable constant C 1 > 0 independent of x we get
Observe now that on τ > θ the process X started at time t = t 0 − ε/2 from x > x must hit x prior to time t 0 + ε/2 , hence, for c = r + σ 2 /2 , we obtain
Introduce another Brownian motion by taking W := −B , then from (3.44) and the reflection principle we find
−∞ e −z 2 /2 dz for y ∈ IR and where we have used Φ(y) = 1 − Φ(−y) , y ∈ IR .
Going back to (3.41) we aim at estimating the first term in the last expression. For that we use Markov property to obtain
For all x > x and s ∈ [0, ε/2] and denoting α := b (1) (t+δ) , the expectation in (3.46) is bounded from below by recalling that b (1) is increasing, namely
where in the last inequality we have used that ln(α/ x) < 0 and Φ is increasing. From (3.47), using Fubini's theorem we get 
where C 2 = C 2 (ε) > 0 and independent of x . Since t, x, ε are fixed with δ > ε , we take the limit as x → ∞ and it is not hard to verify by L'Hôpital's rule that
for suitable constants β > 0 , C 3 and C 4 and with ϕ := Φ ′ the standard normal density function. Hence the negative term in (3.49) dominates for large values of x and we reach a contradiction so that it must be c (2) (t) < +∞ for all t ∈ (0, T δ ] by arbitrariness of t 0 .
(ii) It remains to show that c (2) (0) < +∞ as well. In order to do so we recall Remark 2.1 and notice that since V (1) (t+λ, x; T +λ) = V (1) (t, x; T ) for all (t, x) ∈ [0, T ] × (0, ∞) and λ > 0 , then (with the same notation for the maturity in the function G )
. It easily follows that by denoting V (2) ( · , · ; T δ ) the value function of problem (3.2) with maturity at T δ one has V (2) (t, x; T δ ) = V (2) (t+λ, x; T δ +λ) for (t, x) ∈ [0, T δ ] × (0, ∞) and λ > 0 . Hence, assuming that c (2) (0) = +∞ would imply V (2) (0, x; T δ ) > G(0, x; T ) for all x > 0 . However by taking λ > 0 that would also imply V (2) (λ, x; T δ + λ) > G(λ, x; T + λ) for all x > 0 . The latter is impossible by (i) above with t 0 = λ since all the arguments used there can be repeated with T δ replaced by T δ +λ .
5. We will show in the next proposition that the value function V (2) also fulfils the so-called smooth-fit condition at both the optimal boundaries b (2) and c (2) .
x) is C 1 across the optimal boundaries, i.e.
Proof. We provide a full proof only for (3.53) as the case of b (2) can be treated in a similar way. Fix 0 ≤ t < T δ and set x 0 := c (2) (t) . It is clear that for arbitrary ε > 0 it hods
To prove the reverse inequality, we denote τ ε = τ * (t, x 0 −ε) which is the optimal stopping time for V (2) (t, x 0 − ε) . Then using the law of iterated logarithm at zero for Brownian motion and the fact that t → c (2) (t) is decreasing we obtain τ ε → 0 as ε → 0 , P -a.s. An application of the mean value theorem gives
(ω), X x 0 τε (ω)] for all ω ∈ Ω . Thus recalling that G x is bounded (cf. (3.16)) and X 1 τε → 1 P -a.s. as ε → 0 , using dominated convergence theorem we obtain
Finally combining (3.55) and (3.57) we obtain (3.53).
6. Standard arguments based on the strong Markov property and continuity of V (2) (cf. [23, Sec. 7] ) together with the results that we have proved so far lead to the following free-boundary problem for the value function V (2) and unknown boundaries b (2) and c (2) :
where V (2) ∈ C 1,2 in C (2) and the continuation set C (2) and the stopping set D (2) are given by
We now proceed to prove that the boundaries b (2) and c (2) are indeed continuous functions of time. In optimal stopping literature this is often done by arguing by contradiction and using the Newton-Leibnitz formula (see e.g. [23] for some examples). Unfortunately in our setting some further difficulties arise when adopting this method due to the fact that V (2) x ≥ G x for x ∈ (0, K] and t ∈ [0, T δ ) and then the inequality reverses somewhere in (K, ∞) . As a consequence it seems rather hard starting from (3.58) to prove that V (2) xx − G xx > 0 in domains of the form B ∩ C (2) with B a suitable open ball in [0, T δ ) × (0, ∞) centered around a point of the boundary. Since the latter seems to be a necessary condition for a proof based on the Newton-Leibnitz formula we address the issue of continuity by following a different approach proposed in [9] .
Theorem 3.11. The optimal boundaries b (2) and c (2) are continuous on [0, T δ ] .
Proof. The proof is provided in 3 steps.
(i) We first show that b (2) and c (2) are right-continuous. Let us consider b (2) , fix t ∈ [0, T δ ) and take a sequence t n ↓ t as n → ∞ . Since b (2) is increasing, the right-limit b (2) (t+) exists and (t n , b (2) (t n )) belongs to D (2) for all n ≥ 1 . Recall that D (2) is closed so that (t n , b (2) (t n )) → (t, b (2) (t+)) ∈ D (2) as n → ∞ and we may conclude that b (2) 
The fact that b (2) is increasing gives the reverse inequality thus b (2) is right-continuous as claimed. We can argue in analogous way to obtain that c (2) is right-continuous.
(ii) Now we prove that b (2) is also left-continuous. Assume that there exists t 0 ∈ [0, T δ ] such that b (2) (2) (t 0 −) denotes the left-limit of b (2) at t 0 . Take (2) (t 0 ) and h > 0 such that t 0 > h , then define the domain D := (t 0 − h, t 0 ) × (x 1 , x 2 ) and denote by ∂ P D its parabolic boundary formed by the horizontal segments [t 0 −h, t 0 ]×{x i } with i = 1, 2 and by the vertical one {t 0 }×(x 1 , x 2 ) . Recall that both G and V (2) belong to C 1,2 (D) and it follows from (3.3), (3.11), (3.58) and (3.59) that u := V (2) − G is such that u ∈ C 1,2 (D) ∩ C(D) and it solves the boundary value problem
) the set of continuous functions which are differentiable infinitely many times with continuous derivatives and compact support on (a, b) . Take ϕ ∈ C ∞ c (x 1 , x 2 ) such that ϕ ≥ 0 and x 1 ϕ(x)dx = 1 . Multiplying (3.67) by ϕ and integrating by parts we obtain
for t ∈ (t 0 − h, t 0 ) and with L * X denoting the formal adjoint of L X . Since u t ≤ 0 in D by (3.23) in the proof of Proposition 3.5, the left-hand side of (3.68) is negative. Then taking limits as t → t 0 and by using dominated convergence theorem we find
where we have used that u(t 0 , x) = 0 for x ∈ (x 1 , x 2 ) by (3.67) . We now observe that H(t 0 , x) < −ℓ for x ∈ (x 1 , x 2 ) and a suitable ℓ > 0 by (3.11) , therefore (3.69) leads to a contradiction and it must be b (2) 
(iii) To prove that c (2) is left-continuous we can use arguments that follow the very same lines as those in (ii) above and therefore we omit them for brevity. 7. Finally we are able to find an early-exercise premium (EEP) representation for V (2) of problem (3.2) and a coupled system of integral equations for the free-boundaries b (2) and c (2) . Theorem 3.12. The value function V (2) of (3.2) has the following representation
for t ∈ [0, T δ ] and x ∈ (0, ∞) . The optimal stopping boundaries b (2) and c (2) of (3.65) and (3.66) are the unique couple of functions solving the system of nonlinear integral equations
in the class of continuous increasing functions t → b (2) (t) and continuous decreasing functions t → c (2) Proof. (A) We start by recalling that the following conditions hold: (i) V (2) is C 1,2 on C (2) and on D (2) and V (2) t + L X V (2) −rV (2) is locally bounded on C (2) ∪ D (2) (cf. (3.58)-(3.64) and (3.11)); (ii) b (2) and c (2) are of bounded variation due to monotonicity; (iii) x → V (2) (t, x) is convex (recall proof of Proposition 3.3); (iv) t → V (2) x (t, b (2) (t)±) and t → V (2) x (t, c (2) (t)±) are continuous for t ∈ [0, T δ ) by (3.61) and (3.62) . Hence for any (t, x) ∈ [0, T δ ] × (0, ∞) and s ∈ [0, T δ −t] we can apply the local time-space formula on curves of [22] to obtain 
and analogously we have that
In (3.73) we let s = T δ −t , take the expectation E , use (3.74)-(3.75) and the optional sampling theorem for M , then after rearranging terms and noting that V (2) (T δ , x) = G(T δ , x) for all x > 0 , we get (3.70). The coupled system of integral equations (3.71)-(3.72) is obtained by simply putting x = b (2) (t) and x = c (2) (t) into (3.70) and using (3.59)-(3.60).
(B) Now we show that b (2) and c (2) are the unique solution pair to the system (3.71)-(3.72) in the class of continuous functions t → b(t) , t → c(t) with terminal value K and such that b is increasing and c is decreasing. Note that there is no need to assume that b is increasing and c is decreasing as established above as long as b(t) = K and c(t) = K for all t ∈ [0, T δ ) . The proof is divided in few steps and it is based on arguments similar to those employed in [10] and originally derived in [21] . We will show that these b and c must be equal to the optimal stopping boundaries b (2) and c (2) , respectively.
We define a function U b,c :
Observe that since b and c solve the system (3.71)-(3.72) then
Notice also that the Markov property of X gives
T δ ] given and fixed, consider the stopping time
Using that U b,c (t, b(t)) = G(t, b(t)) and U b,c (t, c(t)) = G(t, c(t)) for all t ∈ [0, T δ ) and U b,c (T δ , x) = G(T δ , x) for all x > 0 , we get U b,c (t+σ b,c , X x σ b,c ) = G(t+σ b,c , X x σ b,c ) P -a.s. Hence from (3.12) and (3.77) using the optional sampling theorem and noting that L K u (X x ) = 0 for u ≤ σ b,c we find
. For this consider the stopping time
with (t, x) ∈ [0, T δ ] × (0, ∞) given and fixed. Again arguments as those following (3.78) above
s. Then taking s = τ b,c in (3.77) and using the optional sampling theorem, we get
In order to compare the couples (b, c) and (b (2) , c (2) ) we initially prove that b(t) ≥ b (2) (t) and c(t) ≤ c (2) (t) for t ∈ [0, T δ ] . For this, suppose that there exists t ∈ [0, T δ ) such that c(t) > c (2) (t) , take a point x ∈ [c(t), ∞) and consider the stopping time
Setting s = σ in (3.73) and (3.77) and using the optional sampling theorem, we get 
The function H is always strictly negative and by the continuity of c (2) and c it must be P(σ(t, x) > 0) = 1 , hence (3.85) leads to a contradiction and we can conclude that c(t) ≤ c (2) (t) for all t ∈ [0, T δ ] . Arguing in a similar way one can also derive that b(t) ≥ b (2) (t) for all t ∈ [0, T δ ] as claimed.
(B.5) To conclude the proof we show that b = b (2) and c = c (2) on [0, T δ ] . For that, let us assume that there exists t ∈ [0, T δ ) such that b(t) > b (2) (t) or c(t) < c (2) (t) . Choose an arbitrary point x ∈ (b (2) (t), b(t)) or alternatively x ∈ (c(t), c (2) (t)) and consider the optimal stopping time τ * of (3.15) with D (2) as in (3.66). Take s = τ * in (3.73) and (3.77) and use the optional sampling theorem to get (2) and c ≤ c (2) , and U b,c = G either below b and above c (cf. (B.2) above) or at T δ . Since U b,c ≤ V (2) then subtracting (3.86) from (3.87) we get
Again we recall that H is always strictly negative and by continuity of b (2) , c (2) , b and c we have P(τ * (t, x) > 0) = 1 and the process (X x u ) u∈[0,T δ −t] spends a strictly positive amount of time either below b(t+ · ) if it starts from x ∈ b (2) (t), b(t) or above c(t+ · ) if it starts from x ∈ c(t), c (2) (t) with probability one. Therefore we reach a contradiction unless b = b (2) and c = c (2) .
and for s ∈ [0, T (n−1) δ ] and x ∈ (0, ∞) it holds 
for t ∈ (0, T (n) δ ) and x ∈ (0, K)∪(K, ∞) , where we have set g 
for a.e. (t, x) ∈ (0, T (n) δ ) × (0, ∞) and in particular (g (n) j ) t and (g (n) j ) xx are only undefined across b (n) and c (n) . Recalling (4.4) one gets from (4.8) and (4.10)
for a.e. (t, x) ∈ (0, T (n) δ ) × (0, ∞) and using (4.1) and (4.2) we have that
which allow us to finally conclude
for t ∈ (0, T (n) δ ) and x ∈ (0, K) ∪ (K, ∞) and the claim is proved. Notice that as already observed in Remark 2.1, in (4.14) we appreciate the mollifying effect of the log-normal distribution of X and R (n) (t, x) := Ee −rδ V (n) (t + δ, X x δ ) turns out to be C 1,2 on (0, T (n−1) δ ) × (0, ∞) .
We now define H (n) (t, x) := G (n) t + L X G (n) − rG (n) (t, x) for t ∈ (0, T (n) δ ), x ∈ (0, K) ∪ (K, ∞) (4. 15) and observe that under Assumption 4.1 the map t → H (n) (t, x) is decreasing for all x > 0 . This was also the case for H in (3.11) and it was the key property needed to prove most of our results in Section 3. We are now ready to provide the EEP representation formula of V (n) for n > 2 and to characterise the corresponding stopping sets D (n) . ] and x ∈ (0, ∞) . Figure 3 . A structure of the optimal exercise boundaries t → b n (t) (lower) and t → c n (t) (upper) for the problem (2.9) with n = 1, 2, 3, 4 in the case K = 1 , r = 0.1 (annual), σ = 0.4 (annual), T = 11 months, δ = 1 month.
Proof. The result is true for n = 2 , then we argue by induction and assume that it holds for n . By Proposition 4.3 we obtain that (4.4) holds with n replaced by n+1 and H (n+1) is well defined (cf. (4.15)). Now we repeat step by step (with obvious modifications) the arguments used in Section 3 to obtain generalisations of Propositions 3.3, 3.4, 3.5, 3.9 and Theorems 3.7 and 3.11 to the case n > 2 . We observe that some proofs simplify as the generalisation of Proposition 3.4 (which uses (4.3)) immediately implies finiteness of c (n+1) due to finiteness of c (2) and hence D (n+1) t ∩ (K, ∞) = ∅ for t ∈ [0, T (n) δ ] . Then for the swing option problem with n + 1 exercise rights there exist two optimal stopping boundaries b (n+1) and c (n+1) which fulfil Assumption 4.1 with n + 1 instead of n (notice that the proof of Theorem 3.11 does not rely on the smooth-fit property).
It remains to prove Assumption 4.2 and the EEP representation formula for V (n+1) . Following the same arguments as in the proof of Proposition 3.10 it is possible to show that V (n+1) x (t, · ) is continuous across b (n+1) (t) and c (n+1) (t) for all t ∈ (0, T (n) δ ) . Then V (n+1) solves a free-boundary problem analogous to (3.58)-(3.64) but with V (2) , G (2) , b (2) , c (2) and T δ replaced by V (n+1) , G (n+1) , b (n+1) , c (n+1) and T (n) δ respectively. Now V (n+1) , b (n+1) and c (n+1) satisfy all the conditions needed to apply the local time-space formula of [22] (cf. also proof of Theorem 3.12 above), hence by using (4.12) and (4.13) with n replaced by n + 1 and the fact that Ep where in the last equality we have used the fact that X s > b (1) (t+s) for all s ≤ τ A under P x , since A ⊂ C (1) . Finally (A-21) and (A-25) give u(t, x) = g(t, x) in A and since A is arbitrary we have proved (3.7) for x > b (1) (t) , t ∈ [0, T δ ) . Similar arguments allow to prove (3.7) when x < b (1) (t) , t ∈ [0, T δ ) . 
