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Abstract
This research has investigated the sources of uncertainty that apply to global–mean temper-
ature change projections. Uncertainties in climate system processes have led to a wide range of
projections for future temperature changes, which are compounded by the range of possible future
greenhouse–gas emissions. For example, the 2007 Intergovernmental Panel on Climate Change
Fourth Assessment Report reported that, by 2100, the global–mean temperature increase relative
to 1990 is likely to be in the range 1.1◦C to 6.4◦C, a result that reflects uncertainties in both future
emissions and the response of the climate system. However, such a wide range is not particularly
helpful for policy and planning purposes, especially in the absence of probabilities. This research
has investigated the reasons for this wide range, assessed the sources of uncertainty and developed
a method for producing probabilistic temperature change projections.
A simple climate model was selected as the research tool for this investigation, instead of a
complex three–dimensional model. The model chosen was the latest version of MAGICC (Model
for the Assessment of Greenhouse–gas Induced Climate Change), which represents many of the
important processes that determine variations of the Earth’s climate, including radiative forcing,
heat uptake in the ocean and the carbon cycle, albeit highly simplified and only for temperature
changes at the global scale.
One of the features of this research is the development of alternative approaches to constraining
the model’s primary climate system and carbon cycle parameters. It was found that indices using
land minus ocean and Northern Hemisphere minus Southern Hemisphere temperature anomalies
are only weakly correlated with global–mean temperatures, and therefore provide additional in-
dependent information that can assist in better estimating some model parameters. A ratio of
sea–surface temperature to ocean heat content was also found to have a low correlation to the sea–
surface temperatures, creating an alternate measure for constraining ocean parameters. This ratio,
as well as the vertical ocean temperature change profile, led to revised estimates for the ocean
vertical diffusivity parameter, resulting in a new estimate that is nearly a quarter of the previously
standard setting used with the Third and Fourth IPCC assessment report versions of MAGICC.
In addition to constraining individual model parameters with targeted observational informa-
tion, a Bayesian statistical technique, the Monte Carlo Metropolis–Hastings algorithm (MCMH),
iii
was applied to constraining groups of model parameters using historical observations. One ad-
vantage of the MCMH technique is that it addresses uncertainty that arises from observations,
model structure and climate system response. This resulted in probability distributions for the key
model parameters which then allowed the production of probabilistic temperature change projec-
tions. The carbon cycle was included in the MCMH process, leading to a successful calibration of
MAGICC’s key carbon cycle parameters with observations for the first time.
The MCMH technique was applied to a number of emissions scenarios, enabling probabilistic
estimates to be made of global–mean temperature changes to the end of this century. These show
reduced uncertainty ranges for future warming projections, with higher lower bounds for warm-
ing due to business–as–usual emissions as compared to the results reported in the IPCC’s Fourth
Assessment Report. The upper bound for the likely range is also considerably reduced. For the
highest emissions scenario, the SRES A1FI, there is a 50% probability of exceeding 2◦C by 2042,
with a 73% probability of exceeding 4◦C by 2100.
Analysis of stabilisation scenarios shows that limiting further increases in global–mean tem-
perature to 2◦C above pre-industrial requires massive reductions in anthropogenic greenhouse–gas
emissions, to the extent that almost zero CO2 emissions are required by the end of this century.
Even then, the temperature increase will peak around mid-century, with the upper bound of the
likely range temperature change exceeding 2◦C, which then entails the risk of irreversible changes
to the climate system.
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Chapter 1
Introduction
1.1 Background
This research investigates the sources of uncertainty associated with global–mean temperature
change projections using a simple climate model. A feature of this research is the development and
application of new approaches to constraining the model parameters using independent constraints
based on historical observations. In addition, a Bayesian Monte Carlo approach is applied to
estimating the climate system parameters, the carbon cycle parameters and then the combined
climate–carbon cycle parameters. This is the first time that the chosen simple climate model
has had its carbon cycle parameters estimated in this way. A method of producing probabilistic
temperature results is also demonstrated and then applied to a number of emissions scenarios with
a focus on ‘committed climate change’, avoiding ‘dangerous climate change’, and stabilisation of
greenhouse–gas concentrations in the atmosphere.
One motivation for this research stems from the 2007 Intergovernmental Panel on Climate
Change (IPCC) Fourth Assessment Report (AR4) which concluded that ‘warming of the climate
system is unequivocal’, with a total temperature increase from 1850–1899 to 2001–2005 of 0.76◦C
(0.57◦C to 0.95◦C) and that, by 2100, the global-mean temperature increase relative to 1990 is
likely to be in the range 1.1◦C to 6.4◦C, where ‘likely’ means a greater than 66% probability and
‘likely range’ is a 67% confidence interval (IPCC, 2007a). This result reflects uncertainties in both
future emissions and the response of the climate system. The temperature range is derived from
simulations using complex Atmosphere–Ocean General Circulation Models (AOGCMs), Earth
System Models of Intermediate Complexity (EMICs) and Simple Climate Models (SCMs). How-
ever, this very wide range is not particularly helpful for policy and planning purposes, especially
in the absence of probabilities. This research examines the reasons for this range, considers the
sources of uncertainty and quantifies the probabilities of future temperature changes associated
with different sources of uncertainty. A simple climate model provides an appropriate, versatile
and economical tool for this task, rather than a complex and costly AOGCM. Some specific cli-
mate system problems concerning global–mean temperature change projections form part of the
investigation.
Another reason for examining a simple climate model is the continuing role such models have
in the climate change policy processes at national and international levels. This is demonstrated
by work such the IPCC assessment reports, the Stern Review (Stern, 2007), the Garnaut Review
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(Garnaut, 2008), and the UK Climate Projections project (Murphy et al., 2009). Evaluation of
emissions scenarios and trajectories towards stabilisation will continue as a role for simple climate
models. In addition, a number of Integrated Assessment Models (IAMs) and regional impact
studies rely on a simplified climate model to provide an accessible and computationally efficient
tool that is appropriate for their purpose. Parameter estimates within IAMs are important since
they can impact on economic and impact assessments that feed into policy making (van Vuuren
et al., 2011). Accordingly, maintaining and refining simple climate models remains an important
task.
A summary of the research questions and their significance is presented next, followed by
a discussion concerning the role of simple climate models, their basic features and relationship
to more complex models. The selected simple climate model, MAGICC (Model for the Assess-
ment of Greenhouse–gas Induced Climate Change) is introduced. The evolution of MAGICC is
reviewed in Chapter 2, together with some of the ways in which the model has been applied. A
description of the model is included along with the basic energy–balance equations and forcing
components.
The model parameter settings and the tuning of MAGICC using observations as parameter con-
straints are investigated in Chapter 3. As the primary source of uncertainty, the climate sensitivity
parameter is examined including consideration of its time–dependent and state–dependent nature.
Chapter 3 also focusses on specific issues concerning the ocean’s response to heating, including
a review of the relevant model parameters that control the rate and distribution of heat uptake,
and how observations can be utilised to constrain the key ocean parameters independently of the
global–mean temperature. This work on the climate system parameters is continued into Chap-
ter 4, which investigates the relative contribution that the uncertainty in these parameters makes
towards global–mean temperature change projections, and then applies a Monte Carlo Markov
Chain with Metropolis–Hastings algorithm (MCMH) to estimate posterior joint probability den-
sity functions for the key climate parameters.
The carbon cycle, another important source of model uncertainty, is examined in Chapter 5,
where the MCMH algorithm was successfully applied to estimating selected carbon cycle parame-
ters using historical observations, something that has not been previously attempted for MAGICC.
The climate system and carbon cycle parameters are then brought together to investigate them
jointly in Chapter 6. Uncertainty concerning future emissions and projections of global–mean
temperatures is addressed in Chapter 7, with a discussion of climate commitment, temperature
targets and stabilising greenhouse–gas concentrations. The results and conclusions of the thesis
are summarised in Chapter 8.
1.2 Research Themes
1.2.1 Uncertainty in temperature projections
This research investigates selected aspects of changes in the Earth’s climate system caused by an-
thropogenic greenhouse–gases, with a focus on global–scale temperature changes, since changes
in surface air temperatures are a primary indicator of climate change. A particularly useful tool for
this purpose is a simple climate model (SCM) of the type described by Harvey et al. (1997). This
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investigation examines projected changes in global–mean temperatures over the twenty–first cen-
tury and demonstrates how the range of uncertainty in these temperature changes can be quantified
using such a model.
Sensitivity analysis and testing of twentieth–century model results against historical obser-
vations has been used to identify key model parameters and constrain their uncertainties. This
has included using the land−ocean and hemispheric temperature differences as constraints. The
use of these temperature differences as additional independent variables, in conjunction with the
global–mean temperature, is a new approach to constraining parameters in MAGICC (hemispheric
differences were used in Andronova and Schlesinger (2001) and Harvey and Kaufmann (2002),
but the land−ocean difference does not appear to have been applied in this context previously).
Furthermore, it is important that the land−ocean temperature contrast is modelled correctly since
the significant difference between the mean land and ocean temperatures has important implica-
tions for assessing impacts on people, water and agriculture etc, as well as for mitigation and
adaptation policies.
A Monte Carlo Markov Chain with Metropolis–Hastings algorithm has also been used to in-
vestigate prior and posterior probability density functions for the climate system and carbon cycle
parameters using twentieth–century observations to help constrain the model parameters. This
method provides another perspective on the sources of uncertainty and enables the generation of
probabilistic temperature change projections.
1.2.2 Ocean heating
A problem that emerges from reviewing some of the recent research on climate change is the ques-
tion of whether coupled climate models are over–estimating the mixing of heat from the upper
lower layers of the ocean into the deep ocean. Recent observations show more upper layer warm-
ing than expected from the Third Coupled Model Intercomparison Project model results (CMIP3;
Meehl et al., 2007a) for the twentieth century (Wijffels, 2009). Modelling this correctly is impor-
tant for projecting temperature changes. The warming of the upper–ocean layers has the potential
to slow down or even collapse the thermohaline circulation with significant repercussions. This
is also important for Arctic ice formation, and influences seasonal climate variations and climate
modes such as El Nin˜o. This problem has been investigated with a simple climate model in or-
der to determine its significance for future global–mean temperature change projections and the
land−ocean temperature contrast. As part of this process, it was discovered that the model’s ocean
temperature parameters needed revising and a re-formulation of the ocean heat calculation was re-
quired. In addition, a modified constraint for setting the ocean vertical diffusivity was developed
based on a ratio between sea–surface temperatures and ocean heat content.
1.2.3 Carbon cycle uncertainties
The carbon cycle is an important element of the overall uncertainty connected with global–mean
temperature change projections for the twenty–first century and needs to be taken into account
when making such projections. Indeed, one of the limitations of many climate models, including
complex models, has been the fact that they do not include a carbon cycle and related temperature
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feedbacks. It is important to consider the carbon cycle since there are a number of temperature–
dependent processes that can lead to positive feedbacks in the terrestrial biosphere and the ocean
carbon cycle.
Uncertainties in modelling the carbon cycle arise for a number of reasons, including the lack
of relevant observations, ambiguities in paleo–records and model limitations. The performance of
a simple climate model has been tested against twentieth–century observations and the Coupled
Carbon Cycle Climate Model Intercomparison Project (C4MIP; Friedlingstein et al., 2006) results
to determine the range of uncertainty associated with the carbon cycle, along with its relative
contribution to changes in the atmosphere’s composition and the global–mean temperature.
1.2.4 Stabilising emissions
The previous research themes have addressed scientific uncertainty combined with some impor-
tant issues in climate modelling. However, there are other aspects of uncertainty that need to be
considered when projecting global–mean temperature changes, in particular the magnitude of fu-
ture anthropogenic greenhouse–gas emissions. The focus here is the continuing trend in emissions
and the mitigation targets agreed to at Copenhagen 2009 as compared to SRES (Special Report on
Emissions Scenarios, (Nakicenovic and Swart, 2000)) scenarios, RCPs (Representative Concen-
tration Pathways) and stabilisation pathways. Given the concern over dangerous climate change,
what emission reductions will be required to keep atmospheric concentrations below a target such
as 450ppm CO2 equivalent or a nominated temperature increase, such as 2◦C above pre-industrial
temperatures by 2050? What are the associated uncertainties and risks? These are important issues
for national and international mitigation policies.
1.3 Climate Models
Computer–based climate models are an important tool for assessing the likelihood and extent of
human activities impacting on the Earth’s climate system. These models range from a single
point representation of the Earth’s climate through to high resolution three–dimensional coupled
Atmosphere–Ocean General Circulation Models (AOGCMs) and Earth System Models (ESMs).
McGuffie and Henderson-Sellers (2001) provide a useful historical overview of the main types
of numerical climate models and their development. Each of the different types of model has a
role for investigating potential climate change, which can be broadly categorised into three model
classifications, simple, intermediate and general:
1. Simple Climate Models (SCMs). A valuable discussion of simple climate models is pro-
vided by Harvey et al. (1997).
2. Earth Models of Intermediate Complexity (EMICs). See, for example, Claussen et al.
(2002), Claussen (2005) and IPCC (2007b) for further details.
3. General Circulation Models (GCMs), which can be Ocean (OGCM), Atmosphere (AGCM)
or combined Atmosphere–Ocean (AOGCM).
Simple Climate Models (SCMs) have been discussed and utilised in the IPCC Assessment Re-
ports, where they were used to investigate implications for temperature and sea–level rise changes
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arising from a range of emissions scenarios. Simple climate models can only represent the pri-
mary processes in a highly approximated way, with the main climate elements described by a
small number of paramaterised equations. In contrast, complex models are able to identify most
of the atmospheric, terrestrial and marine processes in detail by using a much more complete set of
equations that describe the physical and biogeochemical interactions. The more advanced SCMs
are able to calculate the concentrations of greenhouse–gases, the resultant radiative forcing and
then the global–mean surface temperature response and global–mean sea–level rise due to ocean
thermal expansion combined with glacier and ice sheet melting. The most recent IPCC Fourth
Assessment Report includes a review of climate models, although the majority of the analysis is
devoted to AOGCMs, with some consideration of Earth System Models of Intermediate Complex-
ity (EMICs) and only a short section on SCMs (IPCC, 2007b).
1.3.1 The role of Simple Climate Models
While there may be a tendency to think that more complex climate models are ‘better’ than simple
ones, the different models all have their place:
‘SCMs are ideal for exploring the global scale consequences of alternative emission
scenarios and for investigating the interactive effect of specific assumptions concern-
ing the behaviour of individual subsystem components’ (Harvey et al., 1997).
Complex models are better at representing a wider range of climate phenomena at regional
scales, but they are not as suitable for looking at multiple scenarios or for sensitivity studies of
large–scale system components. Each has their role, as is evident from the way the models are
utilised in the IPCC assessment reports. For climate research over long time–scales, both past
and future, SCMs are still a very useful tool, although care is needed in their application and
interpretation of results due to their inherent limitations (Stocker and Knutti, 2003).
The latest IPCC report explains:
‘Their role is to perform comprehensive analyses of the interactions between global
variables, based on prior estimates of uncertainty in their controlling parameters ob-
tained from observations, expert judgement and from tuning to complex models’
(IPCC, 2007b).
SCMs provide only a limited range of results, such as the global temperature anomaly and sea–
level rise. They are not generally able to resolve regional results or provide precipitation amounts.
However, some additional results, such as precipitation and surface pressure, can be derived from
pattern scaling (Santer et al., 1990; Mitchell, 2003).
Advantages of SCMs include:
• They are faster and more economical to run than AOGCMs and hence can be applied more
readily to a range of emissions scenarios over a longer time frame. The computational costs
associated with complex models tend to limit the number of experiments that they can be
used to investigate.
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• Uncertainties can be concatenated, which allows temperature and sea level results to be
expressed as probabilities (IPCC, 2007b). The ability of simplified models to calculate un-
certainties and use observational constraints is one of their advantages (Stocker and Knutti,
2003).
• They can be more easily used in economic modelling, for example within Integrated As-
sessment Models (IAMs).
• They can assist in developing new strategies and policies to deal with future climate change.
• SCMs are useful for testing hypotheses and parameter sensitivity, which can then lead to
further testing with more complex models.
• They can provide a useful crosscheck for consistency with more complex models.
• Pattern scaling offers the potential to provide regional results from a SCM.
Meinshausen et al. (2011a) identified four roles for simple climate models:
1. Emulation of AOGCMs. Complex models are generally too computationally expensive for
investigating multiple emissions scenarios and perturbed physics experiments. MAGICC is
capable of emulating the large–scale AOGCM results and hence a wide range of emission
scenarios;
2. Structural uncertainties. A simple climate model can capture the range of structural uncer-
tainties across a set of complex models. For example, the climate sensitivity diagnosed from
AOGCMs summarises the feedback processes represented within the AOGCMs; differences
in this value provide an indication of the structural uncertainty;
3. Factor separation analysis. A simple climate model can assist in separating different aspects
of the climate system, such as climate or carbon cycle responses from forcing uncertain-
ties, which helps to clarify differences in forcing assumptions used in AOGCMs. This is
particularly useful for trying to deal with varying model forcing set–ups;
4. Joint response and feedback analysis. Estimates of the coupled response of more complex
models can be derived using a suitably tuned simple model, where the more complex model
lacks an interactive carbon cycle with climate feedbacks.
Simple climate models may need to be tuned to AOGCMs in order to establish some param-
eter values, since there are limitations in the number and types of historical observations that can
be used for this purpose. The tuning process for MAGICC is discussed, for example, by Cubasch
and Meehl (2001), Raper et al. (2001) and more recently by Meinshausen et al. (2009) and Mein-
shausen et al. (2011a).
Unlike simple climate models, AOGCMs are able to directly model many of the climate pro-
cesses to simulate temperature and other variables such as rainfall, evaporation, soil moisture,
cloudiness and winds, over relatively small regions, according to the model resolution. Since
many physical processes are directly simulated, a short time–step is required, but this then pro-
vides for various cycles, such as diurnal and seasonal changes, features that cannot be resolved
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in a simple climate model. Hence, complex models also have the potential to simulate changes
in important modes of inter–annual variability (e.g., the El Nin˜o Southern Oscillation) as well as
mean values. AOGCMs can also simulate major changes in the ocean’s circulation, although the
predicted timing and nature of such changes may not yet be particularly reliable. Simple climate
models can only represent the most basic features of the ocean circulation such as vertical diffu-
sion and advection only, with no horizontal transport. Simple climate models typically have no
or only very limited treatment of natural variability. They are also unable to replace the more
detailed modelling and sophisticated analysis possible with AOGCMs, but they can extend their
key characteristics to a larger range of scenarios.
Intermediate complexity climate models lie between SCMs and AOGCMS as their name im-
plies; they are less complex, low-resolution models with simplified physical equations as com-
pared to AOGCMs, and yet typically have a carbon cycle. They more closely represent the climate
system than do SCMs, having more physical processes such as precipitation and may have more
realistic ocean circulation. Although computationally less costly than a full AOGCM, EMICs
nevertheless do not lend themselves to the large number of runs needed for Monte Carlo type
calibration as envisaged for this research project.
1.3.2 Selecting a Simple Climate Model
A simple climate model is an appropriate tool for the purposes of this research programme. It
was decided that an existing SCM would be used rather than developing a new model since this
would save considerable time and, rather than re-inventing the wheel, build upon an existing body
of tested expertise. Using a pre–existing and proven model allows effort to be directed towards
investigating the research questions. This section briefly discusses some candidate models and
then looks at the selected model, MAGICC (Model for the Assessment of Greenhouse–gas Induced
Climate Change).
There are a number of examples of working SCMs in the literature, although only a few appear
to have been maintained and made available to other researchers. A review of simple climate
models is provided by Harvey et al. (1997), An Introduction to Simple Climate Models used in
the IPCC Second Assessment Report (IPCC Technical Paper II). In the IPCC Second Assessment
Report (SAR; IPCC, 1996) three simple models were referred to: Jain et al. (1995), Siegenthaler
and Joos (1992), and Wigley and Raper (1992). The latter is MAGICC version 2.4, while the
former two models do not appear in later research literature and seem not to have been maintained
and used for the IPCC Third Assessment Report (TAR; IPCC, 2001). The tuning of MAGICC
and its performance relative to AOGCMs at that time are discussed in the SAR (IPCC, 1996).
The TAR used a number of AOGCMs and MAGICC version 4.2, tuned to emulate the AOGCMs,
was used for modelling all 40 SRES scenarios, since time and cost restricted the wider use of
AOGCMs (IPCC, 2001).
For the most recent Fourth Assessment Report (AR4; IPCC, 2007b), AOGCMs, probabilistic
methods, EMICs and tuned SCMs were used for global climate projections. The SRES (Special
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Report on Emissions Scenarios; Nakicenovic and Swart, 2000) multi–model (CMIP3) mean sur-
face air temperatures were reported for six illustrative scenarios (A1FI, A1B, A1T, A2, B1, B2)1.
Unlike the TAR, carbon cycle uncertainties were included in the range of results. MAGICC was
again used as the SCM.
Searching through the literature identified some other simple climate models that are discussed
in the following paragraphs. It was also found that a number of models make use of MAGICC as
the basis for their work, such as SIMCAP (Meinshausen, 2005), OzClim (http://www.csiro.au/),
IMAGE (Schaeffer and Stehfets, 2010), ESCAPE (Hulme et al., 1995) and MiniCAM (Smith and
Wigley, 2006). These models utilise MAGICC as their core climate module.
COSMIC is an energy balance climate, upwelling diffusion ocean model that was devel-
oped by Larry Williams and Michael Schlesinger. Some information on this is available from
http://my.epri.com. It appears to be similar in concept to MAGICC and also has a pattern scal-
ing capability. However, emails to EPRI and the nominated contact, L. Williams, have not been
replied to. A reply from M. Schlesinger only confirmed that inquiries should be directed to the
former. This model does not appear to have been used as extensively as MAGICC.
JCM, the Java Climate Model, is a web–based implementation of a simple climate model
by Ben Matthews. It can be downloaded for local installation and the source code is available.
The web site is http://www.astr.ucl.ac.be/users/matthews/jcm/jcm5/. The documentation indicates
that the model is based on the Bern model for the carbon–cycle/chemistry, and the Wigley–Raper
model is used for temperature and sea level changes. This suggests that JCM is based on the same
climate model as MAGICC, but with a different carbon cycle model to versions of MAGICC prior
to version 6. This model was not selected since it does not appear to have been widely used and
it is coded in Java, which would have necessitated additional research time in gaining familiarity
with a new programming environment without benefit to the aims of this research program.
References to other simple climate models also exist in the literature (for example, Frame
et al., 2005; Andrews and Allen, 2008). There is also a Hadley Met Office simple climate model,
HadSCCCM1 (Allen et al., 2009), which is a development of earlier work by Jones et al. (2006).
It is possible to find some other simple climate models, but these are generally of limited utility.
An example of this type is one by Atul Jain at the University of Illinois. This allows selection
of one of the old IPCC IS92 scenarios and displays results for emissions, concentrations and
temperature (http://forecast.uchicago.edu/Projects/isam.html). Typically, such models are out–of–
date and unsupported, with minimal documentation and limited assurance of their validity for
correctly modelling global–mean temperature changes.
1.3.3 The selected model: MAGICC
The outcome of the search for a simple climate model was the choice to use MAGICC (Model for
the Assessment of Greenhouse-Gas Induced Climate Change). This particular model has played
an important role in the IPCC process, especially the Second and Third Assessment Reports. It
is the only simple climate model to have been used consistently throughout the IPCC process,
having been developed and maintained over time. Tom Wigley provided the version 5.3 source
1AOGCM results were produced for A1B, A2 and B1; the other AOGCM estimates were scaled from MAGICC
results
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code for use in the early stages of this research program. Subsequently, a new revision by Malte
Meinshausen (Meinshausen et al., 2008) was made available.2
The next chapter, Chapter 2, provides more details on the evolution of MAGICC, relevant
literature and applications. In addition, it addresses the basic scientific principles on which the
model is built, its structure and operation. The primary parameters involved in the climate system,
their settings, relative importance (parameter sensitivity) and how they can be estimated from
historical observations and constrained by constructing indices based on, for example, temperature
differences, are examined in greater detail in Chapter 3.
2Note that the model code was provided by Malte Meinshausen for the purposes of this project and is subject to a
licensing arrangement with him.
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Chapter 2
MAGICC
This chapter provides an introduction to the development of MAGICC (Model for the Assessment
of Greenhouse–gas Induced Climate Change), with a discussion of the model’s primary literature,
the history of the model and a review covering some examples of the various ways in which
MAGICC has been applied.
The climate model on which MAGICC is built is then discussed in order to explain the overall
structure of the model and the significant parameters that occur in the energy–balance equations.
Essentially, MAGICC is a perturbed energy–balance model; the climate (temperature) responds as
a consequence of changes in the radiative forcing components of the model since 1750 (i.e., prior
to the industrial revolution), at which time the climate system is assumed to have been in a state of
balance. There are a number of different forcings that have since perturbed this balance over the
twentieth–century, both natural and man–made. Anthropogenic forcings are expected to increase
the present energy imbalance unless steps are taken to change current trends.
A review of the solar and volcanic forcings used by MAGICC is also included in this chapter.
The next chapter then looks in more detail at the climate system parameters and investigates some
alternative approaches to estimating these parameters based on observational constraints.
2.1 General Description of MAGICC
MAGICC is a simplified Earth system model that represents the movement of energy through the
atmosphere, land, ocean mixed–layer and deep ocean due to changes in greenhouse–gas concen-
trations and radiative forcing. An overall schematic, Figure 2.1, indicates the way that emissions
from selected scenarios are processed though gas–cycle models to arrive at annual changes in
atmospheric concentrations. A set of simplified expressions converts these concentrations into ra-
diative forcings, which are summed to estimate the total change in forcing (for details see IPCC
(2001) Table 6.2 and 6.7, and IPCC (1997) Appendix 2, as well as the most recent implemen-
tations given in Meinshausen et al. (2011a)). This forcing is then applied to the energy–balance
equations to determine the resulting annual temperature changes across each of the four model
regions, the land and ocean areas for each hemisphere. The user can change the default parameter
settings used in these steps.
MAGICC is essentially a coupled gas–cycle/climate model, with two principal components:
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Figure 2.1: Schematic of MAGICC.
• The climate model: an Upwelling–Diffusion (UD) Energy–Balance Model (EBM) divided
into four boxes for the Northern Hemisphere (NH) and Southern Hemisphere (SH), land and
ocean;
• The carbon cycle model: a terrestrial biosphere model, represented by a simple four–box
model of the atmosphere, living plants, detritus and soil, and an impulse response function
to represent the oceanic carbon cycle.
A number of parameters are used in MAGICC’s representation of the climate system, since it
models the main processes as a small number of global–scale parameterised energy–balance equa-
tions with a set of gas–cycle models, and parameterised carbon exchange equations for the carbon
cycle. These parameters are derived from a combination of observations, model testing and tuning
to more complex models. There are essentially three primary tuned parameters whose values are
most important for correctly representing the response of the climate system to a perturbation:
1. The equilibrium climate sensitivity, ∆T2x;
2. The ocean effective vertical diffusivity, K;
3. The equilibrium land ocean warming ratio, Rlo.
Other important climate parameters include the:
• Land ocean heat exchange coefficient, κlo;
• Inter-hemispheric heat exchange coefficient, κns;
• Warming to collapse the thermohaline circulation, Tmoc;
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• Ratio between the near–surface air temperature and the ocean’s mixed–layer temperature,
α;
• Initial upwelling velocity w0 and the variable upwelling fraction, wvar.
A number of others are also required, for example, for gas lifetimes, initial forcing values,
factors for aerosol direct and indirect effects, uncertainty range specifications, ice melt factors and
exchange coefficients. There are default values provided for all of them. The most recent work
of Meinshausen et al. (2011a), together with Meinshausen et al. (2009), provide reasonably good
coverage of the equations and parameters for version 6.3, although there remain a few shortcom-
ings, with some parameters having been neglected, as discussed in Section 3.1.
MAGICC allows for a number of feedback processes, including feedback between the climate
and the carbon cycle (Wigley, 2008). It does not provide directly for water vapour, lapse rate,
surface albedo, cloud and cryosphere feedbacks since these are included through the climate sen-
sitivity parameter. There is also some feedback interaction through atmospheric chemistry, such
as the relationship between methane and tropospheric ozone.
2.2 The Development of MAGICC
2.2.1 Background papers
The primary references that provide the scientific basis for MAGICC are introduced in this section
along with an outline of the origins and development of the model. There is no single piece
of documentation for understanding MAGICC and its scientific foundations; it is necessary to
combine information from various sources. Some of the different versions of MAGICC have had
manuals that provide background information and explanations of how to run the model (see, for
example, Wigley et al., 2000; Wigley, 2004; 2008). Wigley and Raper (1987) provides the basis
for the climate system model and Wigley (1993) describes the carbon cycle model, although these
have been updated in the latest version of the model. One of the most useful recent references is
Meinshausen et al. (2011a), which provides a relatively comprehensive coverage of the equations
on which MAGICC is based. Many of these equations are reproduced here in Appendix A for
accessibility. Further references are required for more specific details, such as the basis for some
of the parameter settings, while some details have to be ascertained by reference to the actual
Fortran code.
Wigley and Raper (1992) provide a discussion of the then new IPCC emission scenarios
IS92a-f and the resultant projections for radiative forcing, global–mean temperature and sea–level
changes (this paper relates to the SAR version of MAGICC). The carbon cycle model was ex-
plained as being based on a convolution integral representation for the ocean uptake and a box
model for the terrestrial uptake. Background references are Harvey (1989) and Wigley (1991a);
the ocean carbon cycle model was based on the ocean general circulation model of Maier-Reimer
and Hasselmann (1987), and the terrestrial component is detailed in Wigley (1993).
The model was initialised with an inverse mode run from 1765 to 1990 to establish emissions
consistent with observed concentrations. That led to the problem of the ‘missing sink’, which
was addressed by including a ‘fertilisation factor’. This CO2 fertilisation factor is, to some extent,
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a balancing term to achieve consistency between observed historical atmospheric concentrations
and estimates for sources of CO2 (Enting, 2011). For the future projections, the model input was
based on selecting emissions scenario data for 1990 onward, i.e., the six IS92 scenarios.
Radiative Forcing (RF) was calculated using the equation:
∆Q = 6.3ln(C/C0) (2.1)
This formula was based on Shine et al. (1990), where ∆Q is the change in radiative forcing,
W m−2; C is the CO2 concentration; and C0 is the initial concentration. Note that this formula
was revised in the TAR where the constant 6.3 changed to 5.35 (IPCC, 2001).
Methane was approached using a parameterised mass balance model with empirically deter-
mined constants (refer Osborn and Wigley, 1994; Prather, 1996); similarly for nitrous oxide and
halocarbons.
Only sulfate aerosols were allowed for at that time, with three effects, a direct effect that
reduces incoming solar radiation, and two indirect effects, an increase in cloud reflectivity and a
possible increase in cloud lifetimes. These are negative radiative forcings that cool the climate,
but with considerable uncertainty as to their magnitude. The direct forcing effect was taken to be
proportional to sulfate emissions due to their short lifetime. For this earlier version of MAGICC,
the direct effect was partitioned between the Northern Hemisphere (NH) and Southern Hemisphere
(SH) at 90% to 10% respectively, while the indirect effect was assumed equal to 20% of the direct
effect. The conclusions of the Wigley and Raper (1992) paper noted the importance of aerosols
and the need to reduce uncertainty in their treatment.
Temperature changes were calculated from the upwelling–diffusion energy–balance climate
model of Wigley and Raper (1987), which is discussed later in this section. Important parameters
for this version of the model are noted as being:
• Climate sensitivity (the most important), with a range of 1.5–4.5◦C and a best guess value
2.5◦C from IPCC First Assessment Report (FAR, IPCC, 1990). The conclusion reinforces
the significance of this value for this type of model;
• Mixed–layer depth h (which was fixed inside the model at 90m);
• Oceanic vertical diffusivity, K = 1 cm2 s−1;
• Upwelling rate, w = 4 m yr−1 (this was treated as a constant although revised in later ver-
sions to have a variable component);
• Temperature change ratio of high–latitude sinking water to global mean, β = 0.2.
Raper et al. (1996) updated the model from that described by Wigley and Raper (1992), with
the inclusion of stabilisation levels for CO2 and a discussion of warming commitment. They also
considered observed changes in sea–level and global–mean temperature. They used an upwelling–
diffusion, energy–balance climate model and provided references to earlier box models. Modifi-
cations made to the model since the 1992 version were:
• Land/ocean contrast and evidence for different land/ocean climate sensitivities, referring to
Raper and Cubasch (1996) and Murphy (1995), addressed by using an additional parameter
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Rlo, the ratio of the equilibrium temperature changes over land versus ocean, with Rlo set
to 1.3;
• The need for a variable upwelling rate to allow for a reduction in the thermohaline circula-
tion as warming increases.
This older version of MAGICC was concerned with anthropogenic forcings and did not take
into account any potential changes to natural forcings. As such, it could not attempt to reproduce
the historical record unless volcanoes and solar insolation changes were allowed for.
An older paper, Wigley and Raper (1987), provides additional information on the origins of
MAGICC. The model used was described as an advective upwelling balanced by high–latitude
(polar) down–welling in an upwelling–diffusion model, as compared to a pure diffusion model. It
was constucted for the purposes of investigating ocean expansion in response to increased concen-
tration of greenhouse–gases. Their revised model draws on the pure diffusion model of Wigley and
Schlesinger (1985), but has differentiated land and ocean in the Northern Hemisphere and South-
ern Hemisphere, using land ocean and NH SH heat exchange coefficients, similar to the model
of Harvey and Schneider (1985a). Parameters were provided for the ocean mixing processes
(mixed–layer depth, diffusivity and upwelling velocity) and climate sensitivity. Ocean feedback
processes were not considered. Oceanic thermal expansion was computed using an expansion co-
efficient from Leyendekkers (1976). Vertical variations in the expansion coefficient were explicitly
included in the model, latitudinal variations were based on polar, mid-latitude and tropical zones,
with the equilibrium mixed–layer results of Manabe and Stouffer (1980).
Harvey and Schneider (1985b;a) discussed the ocean’s physical processes that have a sub-
stantial influence on transient climate response and their sensitivity to changes in external forcing
together with model parameter sensitivity. In Part 1, the authors looked at two model arrange-
ments to explore the sensitivity of transient global average surface temperatures to ocean mixing
parameters, a multi–box ocean model and a box–advection–diffusion model. In Part 2, the authors
extended the box advective–diffusion model to have land sea and Northern Hemisphere Southern
Hemisphere resolution, which is the basic concept for MAGICC. Using their model, Harvey and
Schneider investigated seasonal temperature variations as well as the decadal transient response.
They also looked at the response to a CO2 increase and short–term volcanic perturbations.
The paper by Raper et al. (2001) is referred to as the basis for the climate model used in
the Java Climate Model of Ben Matthews (http://www.astr.ucl.ac.be/users/matthews/jcm/). It de-
scribed an upwelling–diffusion energy–balance climate model (UD/EBM) of the type used in
Harvey and Schneider (1985b). It was effectively an update of Wigley and Raper (1987) and
Wigley and Raper (1992), modified by Raper et al. (1996), but tuned to AOGCM results from the
HadCM2 AOGCM. However, the overall model equations were not supplied and none of these
three references does so directly. The Wigley and Raper (1992) paper focussed on carbon cycle
aspects, and referred to the temperature projections being based on Wigley and Raper (1987). The
latter in turn referred to Wigley and Schlesinger (1985) and Harvey and Schneider (1985b) . Ex-
amination of the references from these two papers suggests that Hoffert et al. (1980) was a primary
source for the equations underlying the MAGICC UD/EBM, although the detailed implementation
differs.
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2.3 Applied MAGICC
This section outlines some examples of the diverse ways MAGICC has been applied to investigate
a wide range of climate change issues in various arenas, including science, economics and policy.
2.3.1 Temperature changes and sea–level rise
One of the main research topics that MAGICC was developed to investigate was sea–level rise
due to thermal expansion of the oceans and the melting of ice. The early work of Wigley and
Raper (1987) was directed towards using their ocean model to estimate the contribution of thermal
expansion and the melting of small glaciers to past and future sea–level changes due to changes
in the global-mean temperature resulting from increases in greenhouse–gas concentrations. In a
later paper, Wigley and Raper (1992) used the IPCC IS92a–f emissions scenarios to determine
future changes in greenhouse–gas concentrations, radiative forcing and hence project changes in
the global–mean temperature and sea–level.
Wigley and Raper (1993) was effectively a follow up to the previous paper but, being longer,
provides some more useful explanations of the model, its tuning and their approach to the melting
of small glaciers and ice sheets. In addition, they discuss expansion commitment, the conse-
quences of oceanic thermal inertia and the sensitivity of the ocean model parameters. Wigley
(1995) looked at projections for global–mean temperature and sea–level changes in the context of
stabilising greenhouse–gas concentrations using MAGICC. It is interesting that in his conclusion,
Wigley stated that the most damaging consequences of anthropogenic climate change may well
accrue through changes in sea level. Although stabilising carbon dioxide concentrations can lead
to relatively rapid stabilisation of the global–mean temperature, the stabilisation of the sea–level
will take many centuries.
Raper et al. (1996) provide a useful study of global sea–level rise. They reviewed the evi-
dence for past sea–level change and the historical temperature record before applying MAGICC
to project future temperature and sea–level changes based on the IPCC IS95 emissions scenarios,
as well as five carbon dioxide stabilisation scenarios.
Although sea–level rise results remained throughout the development of MAGICC, including
version 5.3, sea–level rise in version 6 of MAGICC is no longer functional. Sea–level rise was not
considered in this study, which has concentrated on temperature change.
2.3.2 Emulation and intercomparison of AOGCMs
A simple climate model can be used to emulate the results of coupled atmosphere ocean general
circulation models (AOGCMs). A number of studies have reported on approaches to emulation
and the results achieved. For example, Raper and Cubasch (1996) proposed a general method-
ology for this purpose and applied it to results from the Hamburg model (ECHAM/LSG). By
comparing results and tuning parameters in MAGICC, they were able to obtain reasonably similar
global–mean temperature change profiles, although there are discrepancies and limitations that the
authors discuss.
In a later paper, Raper et al. (2001) compare MAGICC and the HadCM2 AOGCM. In their
study, the authors tuned the parameters of MAGICC to reproduce the HadCM2 results. The earlier
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version of MAGICC (i.e., Wigley and Raper, 1987; Raper et al., 1996) was modified to include a
parameter to scale the ocean mixed–layer temperature change to a near–surface ocean temperature
change. MAGICC was found to be able to fit the anthropogenically forced surface temperature
change and thermal expansion results over the period 1860 to 2100. In order to improve the
agreement with the ocean temperature profile of HadCM2 the upwelling–diffusion model was
modified to include a depth–dependent ocean area and variable vertical diffusivity.
Osborn et al. (2006) used MAGICC in a different way, as a tool to investigate the atypi-
cal behaviour of the ECHO–G AOGCM. In an intercomparison of eight climate simulations, the
ECHO–G model showed noticeably different temperature trends. The authors investigated the
reasons for these differences and demonstrated how MAGICC could be tuned to reproduce the
ECHO–G results for the last 1,000 years.
The latest version of MAGICC has a number of configuration files that provide parameter
settings that enable it to emulate most of the individual CMIP3 AOGCMs reasonably well. The
SRES A1B and B1 scenarios were used in the calibration process. The A2 scenario, which was
not used for calibration, was used as a test case for the skill of the emulations (Meinshausen
et al., 2011a). RMSE comparison between the CMIP3 ensemble mean temperature change and
MAGICC is small, averaging less than 0.2◦C, as shown in Figure 2.2. This indicates that MAGICC
is able to represent the complex climate processes affecting the climate sensitivity, ocean heat
uptake and global temperature response quite well for a range of emission scenarios.
2.3.3 Emissions, stabilisation and climate commitment
One of MAGICC’s main roles is the evaluation of emission scenarios and projected global–mean
temperature changes. Related to this are stabilisation pathways in which greenhouse–gas con-
centrations are brought to a fixed level in order to stabilise the Earth’s temperature, as well as
consideration of the climate changes that will occur as a result of past emissions, irrespective of
further emissions. A helpful introduction to the concepts and the underlying mathematical princi-
ples is provided by Wigley (2000a).
Much of the early work concerning stabilisation scenarios focussed on emissions and concen-
trations of carbon dioxide. Meinshausen et al. (2006) distinguished between the terms ‘scenar-
ios’and ‘emissions pathways’, along with the difference between ‘emission scenarios’ and ‘con-
centration profiles’. They discussed some approaches to dealing with non–CO2 gases, and identi-
fied four different approaches that have been used. The authors presented another method, referred
to as the Equal Quantile Walk (EQW) approach. Based on this technique, an emissions pathway
was obtained which was then processed through MAGICC to determine the corresponding global–
mean temperature change profile.
Meinshausen et al. (2006) looked at multi–gas emissions pathways in the context of a 2◦C
global–mean temperature change target. Accepting this as a policy target, the paper then sought to
estimate the probability that greenhouse–gas concentration levels were consistent with this tem-
perature. The approach adopted used a Probability Density Function (PDF) for climate sensitivity,
based on a set of published climate sensitivity PDFs. Using these PDFs, transient probabilistic
temperatures were calculated using MAGICC. Note that other forms of uncertainty were not ex-
plicitly modelled, with other key climate system parameters assigned values based on maximum
18 CHAPTER 2. MAGICC
Figure 2.2: Comparison of mean surface temperatures as diagnosed from CMIP3 AOGCMs
(dashed lines) and the emulations with MAGICC v6 (solid lines) (from Figure 4, Meinshausen
et al., 2011a).
likelihood estimates derived from historical constraints. Using this approach, the probability of
exceeding 2◦C for selected multi–gas emissions pathways was then determined.
In another study of multi–gas stabilisation pathways, Wigley et al. (2007) revised their earlier
work (i.e. the ‘WRE’ profiles from Wigley et al., 1996) and also considered ‘overshoot’ pathways
in which CO2 concentrations overshoot the stabilisation target before declining. The authors de-
veloped some new multi–gas emissions pathways and utilised MAGICC to project the resulting
changes in global–mean temperature and sea–level changes. They suggested that an overshoot
pathway might occur due to either initially adopting too high a concentration target or as a de-
liberate strategy. However, it may also result from continued delays in effectively implementing
proposed emissions mitigation policies. For example, a 450ppm CO2-equivalent target has already
been exceeded, since current concentrations are higher than this level. In their study, a larger ab-
solute warming and a larger maximum warming rate occur in the overshoot pathway. Hence, there
is a greater risk of adverse climate impacts and increased risk for a non–linear climate response.
For that investigation, the authors did not apply probabilistic methods.
MAGICC has also been used to investigate the concept of climate commitment. This is the
idea that some degree of climate change is inevitable due to human activity up to the present. The
aim is to convey a measure of what we have already set in train and point out that further global
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warming will result even if we could halt what we are doing now. This topic is addressed in greater
detail in Chapter 7.
2.3.4 The Garnaut and Stern Reviews
Some of the climate modelling and impact studies undertaken for Garnaut (2008) were based on
MAGICC and the related SiMCaP (Simple Model for Climate Policy assessment) program. While
the main focus of the Garnaut Review was the economic issues of climate change, the Review used
climate modelling to develop projections for greenhouse–gas concentrations for a no–mitigation or
business–as–usual scenario, and for two stabilisation scenarios, 450 and 550 ppm CO2-equivalent
concentrations. Temperature projections were then made using MAGICC (refer Figures 4.5 and
4.7 of the Review). Further details of the climate modelling are given in the Garnaut Climate
Change Review (2008) Technical Paper 2, including the use of SiMCaP to produce multi-gas
emissions pathways for a given set of criteria, which in turn incorporated MAGICC version 4.1
to calculate temperature outcomes. There is also a background technical paper which details the
modelling work conducted by CSIRO, who made use of MAGICC as a tool for generating CO2
concentrations from emissions as the input to an AOGCM (Harman et al., 2008).
The climate modelling information was then used as the basis for assessing climate impacts
and some of the economic costs of climate change. This led into developing an argument that it is
better to take action now rather than later, that is, accept a small reduction in GDP now rather than
take the risk of larger reductions in the future.
The Garnaut Review illustrates the contribution that a simple climate model can make towards
significant government policy making. It also demonstrates some of the problems that arise, with
the different levels of uncertainty that occur. These range from the underlying science of the
climate model and the response of the climate system, through uncertainty over future emissions
pathways, to the changes in policy and the timing and extent of effective approaches to mitigation.
The Stern Review (Stern, 2007) referred to the papers Wigley and Raper (2001), Meinshausen
(2006) and Meinshausen (2005), which relate to MAGICC and SiMCaP. The temperature results
and emissions pathways from MAGICC and SiMCaP, along with other sources, were used as a
basis for projecting future climate change, impacts and economic costs. The Stern Review was
a predecessor to the Garnaut Review; it had a significant impact on government and industry at-
titudes towards the problem of climate change, notably in the United Kingdom where significant
efforts are being directed towards mitigation.
2.4 The Climate System Model
An outline of the structure of MAGICC, its development history and documentation has been
provided in the previous sections of this chapter, together with some examples of its application.
The underlying scientific principles of the method are reviewed next, including the energy–balance
principles and the basic concepts of the upwelling–diffusive ocean model.
As mentioned previously, MAGICC is a simplified Earth System Model (ESM) that tracks
the movement of energy through the atmosphere, land, ocean mixed–layer and deep ocean due to
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changes in greenhouse–gas concentrations and radiative forcing. Four boxes are used for land and
ocean in the Northern and Southern Hemispheres. An upwelling–diffusion model represents the
ocean, while the land is assumed to have zero heat storage capacity.
A reduced form of the basic energy–balance equation and the ocean mixing equation is pre-
sented here, based on Wigley and Raper (1990), in order to emphasise the significance of the
climate sensitivity and ocean heat uptake parameters in this type of simple climate model. The
equations in current use are given in Meinshausen et al. (2011a), with most of the details repro-
duced here in Appendix A for ease of reference.
The temperature change, ∆T , due to a perturbation in thermal forcing ∆Q, together with
atmospheric feedback λ∆T , results in energy transfer from the mixed–layer to the deep ocean of
∆F , where diffusion occurs. The expression for the mixed–layer heating rate is:
φρch
∆T
dt
+ λ∆T = ∆Q−∆F (2.2)
where λ is the climate feedback parameter, φ is a factor accounting for land ocean differences in
heat capacity, ρ is ocean density, c is the ocean heat capacity and h is the mixed–layer depth.
Note that climate sensitivity is not the same as the climate feedback parameter. In general
terms, climate sensitivity is the change in climate that results from a specified forcing of the global
climate (Hansen et al., 1993). More specifically, climate sensitivity is defined as the equilib-
rium global–mean temperature response to a sustained doubling of atmospheric CO2 (Senior and
Mitchell, 2000).
The temperature, ∆T2x, which is, by definition, the climate sensitivity, is given by:
∆T2x = ∆Q2xλ
−1 (2.3)
Hence, the climate sensitivity parameter λ−1, is directly proportional to the climate sensitivity.
This leads to λ−1 being referred to as the climate sensitivity parameter, with the symbol λ, that is
the inverse of the usage given in equation 2.3 (see also Cubasch and Cess, 1990).
The AR4 estimate for equilibrium climate sensitivity is 2 to 4.5◦C, with a best estimate of
3◦C (IPCC, 2007b). It has been estimated by evaluating the results for a doubling of atmospheric
CO2 concentration in atmosphere general circulation models (AGCMs) coupled to a slab ocean.
In AOGCMs, the Transient Climate Response (TCR) is the global average surface air temperature
over a 20–year period centred at the time of doubling CO2 in a 1% per year increase experiment
(Cubasch and Meehl, 2001; IPCC, 2007b). Effective climate sensitivity is evaluated from model
output for evolving non–equilibrium conditions (AR4 Annex I glossary; see IPCC, 2001; Murphy,
1995). For additional discussion on climate sensitivity see, for example, Wigley and Raper (1991),
Gregory et al. (2002), Andronova et al. (2007), and IPCC (2007b). Climate sensitivity is also
discussed further in Chapter 3 in the context of the relative significance of the climate sensitivity
parameter and how its likely range of values can be constrained by twentieth–century observations.
The ocean heat uptake and thermohaline circulation are modelled in MAGICC by vertical
diffusion and advection (Figure 2.3). Heat, due to a change in radiative forcing, crosses through
the top mixed–layer and diffuses down through the deep ocean. A small column of down–welling
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Figure 2.3: Ocean circulation in MAGICC.
cold polar water descends to the ocean floor and then spreads vertically upwards. The ocean
temperature θ is described by the mixing equation:
∂
∂t
∆θ = K
∂2∆θ
∂z2
− w ∂
∂z
∆θ For 0 < z < D . (2.4)
with boundary conditions:
θ(z = h) = θML
θ(z = D) = θB
where θ is the deep ocean temperature, θML is the mixed–layer temperature, θB is the bottom
water temperature, h is the mixed–layer depth, z is the depth below the mixed–layer and D is
the bottom ocean depth (refer Hoffert et al., 1980; Harvey and Schneider, 1985a; Morantine and
Watts, 1990). The steady state solution is:
θ(z) = θB + (θML − θB) exp−(z−h)w/K (2.5)
The strength of mixing depends on the mixed–layer depth h, diffusivity K and upwelling
velocity w. For this solution, Kand w are assumed constant. Over the course of developing
MAGICC this simple upwelling–diffusion model has been modified in order to improve its ocean
heat characteristics relative to AOGCMs. For example, AOGCM results show a reduction in the
upwelling rate as global warming increases and, consequently, MAGICC has provided alternate
ways of representing this relationship (refer Raper et al., 1996; Wigley and Raper, 2002).
In its current form, MAGICC version 6.3 continues to use a depth–dependent ocean with
entrainment and a variable upwelling rate. It uses a standard depth–dependent ocean area profile
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based on HadCM2 (see Raper et al., 2001), with the option for a warming–dependent vertical
diffusivity gradient (Meinshausen et al., 2011a).
2.5 Model Forcing Components
This section discusses the natural forcings that have been added to MAGICC since the previous
version that enable it to better represent the twentieth–century global–mean surface temperature
changes. Some aspects of other forcing components are also addressed, although many of the de-
tails are described elsewhere, notably in Meinshausen et al. (2011a) (the equations for calculating
radiative forcing are reproduced in Appendix B for ease of reference).
2.5.1 Solar forcing
The Sun is the primary source of energy that maintains the warmth of our planet. The energy
balance is maintained, on average, by the Earth radiating the same energy back to space, but as
long–wave rather than short–wave radiation. A proportion of the long–wave radiation emitted
from the land and ocean is absorbed by the mix of atmospheric greenhouse–gases, some of which
is then re-radiated back to Earth. This is commonly known, somewhat erroneously, as the green-
house effect, since the Earth’s surface is thereby kept warmer than would otherwise be the case.
The Sun’s energy intensity, as it arrives at the top of the Earth’s atmosphere, changes on long
time scales due to orbital variations and on shorter time scales due to solar activity. The solar forc-
ing contribution to global warming is small, of the order of 10% over the past 100 years (Lean and
Rind, 2008) and is not expected to have very much impact on future warming, particularly relative
to the much greater warming that is projected from current trends in greenhouse–gas emissions
(Feulner and Rahmstorf , 2010).
Considering the Earth as a simple black body, the total energy received from the Sun per unit
time is piR2S, where R is the radius of the Earth and S is the solar radiation. The area of the Earth
is 4piR2, so that the time–averaged energy arriving at the Earth is S/4. Hence:
(1− αe)S
4
= σBT
4
e (2.6)
where αe is the Earth’s albedo, S is the solar constant, σB is the Stefan–Boltzmann constant, and
Te is the effective temperature (McGuffie and Henderson-Sellers, 2005).
For MAGICC, variations to the solar constant are scaled down by a quarter (the area effect)
and by the average surface albedo, which is taken as being 0.3. The incoming solar radiative
forcing is therefore multiplied by 1/4 × (1 - 0.3) = 0.175.
There are recommended solar forcing files for the CMIP5 (Coupled Model Intercomparison
Project Phase 5) project website, available from http://cmip-pcmdi.llnl.gov/cmip5/forcing.html.
The relevant file for MAGICC is TSI WLS ann 1610 2008.txt (data from J. Lean), with the rec-
ommendation to use the TSI (Total Solar Irradiance) time series with varying background scaled
by 0.9965 to TIM (Total Irradiance Monitor) scale (refer Kopp and Lean, 2011, and website for
further explanations).
This CMIP5 solar history is the basis for the solar forcing file provided with MAGICC version
6.3, converted into radiative forcing by dividing by 4 (area effect) and multiplying by 0.7 (albedo
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effect). In addition, the data is normalised to have an average zero around 1750 (22 years around
1750). Figure 2.4 shows the resulting MAGICC historical solar forcing for the period 1880–2010;
the roughly 11–year solar cycle is evident, with a magnitude of approximately 0.2 Wm−2 but with
a negligible trend over the past 50 years.
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Figure 2.4: MAGICC solar forcing for 1880–2008.
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2.5.2 Volcanoes
Historical volcanic forcings were not included in MAGICC as part of the standard or default
model configuration prior to version 6.0. Earlier versions required the user to provide an auxiliary
input file for this purpose, expressed as annual radiative forcing perturbations. The new version
of MAGICC utilises a different internal processing time step, changing from 0.1 to 1/12, i.e.
monthly, in order to make use of a monthly volcanic radiative forcing time series. This new input
file is based on the NASA GISS stratospheric aerosol optical depth index (refer Sato et al., 1993a,
and updates on the NASA GISS website, http://data.giss.nasa.gov/modelforce/strataer/).
Volcanic forcings used in climate models are generally derived from an optical depth index
which is a measurement of stratospheric aerosols (Lacis et al., 1992), of which a number have
been constructed (e.g., Sato et al., 1993b; Ammann et al., 2003). MAGICC has an historical
volcanic forcing file derived from the updated Sato et al. (1993b) index. There are some issues
concerning this volcanic forcing file:
1. It is based on only one data source — there are others, e.g., Ammann et al. (2003) and
Robock and Free (1996), with different forcing values;
2. The radiative forcing is derived from an optical depth index using a conversion factor. How-
ever, there is uncertainty concerning what the correct value for this should be. NASA GISS
lists different values for the relation between the optical thickness and the forcings as:
• Instantaneous forcing Fi (W m−2) = -27 τ
• Adjusted forcing Fa (W m−2) = -25 τ
• SST-fixed forcing Fs (W m−2) = -26 τ
• Effective forcing Fe (W m−2) = -23 τ
Here, τ is the optical depth index. It would appear that the factor to use would be -25, where
adjusted forcing allows for the stratospheric temperature to adjust. According to Mein-
shausen et al. (2011a, Supplementary Material Table 1), the conversion factor is -25 W m−2
and, by default, the historical volcanic forcing is adjusted to a mean zero. In addition, there
is a further scaling factor of 0.7 applied to this forcing specified in the configuration file for
each model run. This setting stems from a calibration process (Meinshausen et al., 2009,
Table 1) that explains this is the default setting to ‘approximately match the net volcanic
forcing magnitude applied to the majority of CMIP3 AOGCMs, which include volcanic
forcings’;
3. The optical thickness for older volcanoes, i.e., for those prior to recent astronomical and
satellite measurements, can only be estimates and is therefore subject to a large degree of
uncertainty (this will also be true for any alternative data set). Hansen et al. (2002) gives a
subjective uncertainty estimate for the stratospheric aerosol forcing as 15% for Mt Pinatubo,
20% for El Chichon, 30% for Mt Agung and 50% for large volcanoes prior to 1915.
It is not entirely evident that this forcing should be applied in full within MAGICC. Consider-
ing the solar beam, the full amount of the Sun’s incoming radiation is reduced by a quarter since
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the Earth both presents itself as a disc to this radiation, rather than as a sphere, and is further re-
duced by the Earth’s albedo. Volcanic aerosols reflect incoming solar radiation back out, as well
as reflect some outgoing longwave radiation down towards the Earth’s surface. The question is
whether the volcanic radiative forcing derived from the optical depth index can be regarded anal-
ogously with the solar beam or not. In other words, is the volcanic radiative forcing used in full or
is only a quarter applied as the perturbation to MAGICCs energy–balance equations?
Previous studies, such as Wigley et al. (2005) and Thompson et al. (2009), provide useful
background material concerning volcanic forcing. Wigley et al. (2005) sought to estimate climate
sensitivity from the climate system’s response to volcanic forcing and in the process discusses
some of the issues that arise. For example, there are variations in different forcing estimates from
even recent volcanoes; the poor signal–to–noise ratio, that is, the relatively short lived volcanic
response can be swamped by natural variability; and the fact that the response may also depend
on the nature of the forcing and its spatial distribution (see Joshi et al., 2003). This issue was
investigated further by Hansen et al. (2005), which showed that the same radiative forcing can
lead to different degrees of global–mean temperature change depending on the location of the
forcing. As a consequence, the forcing from individual volcanic events needs to be dealt with
carefully and the conversion of optical depth to radiative forcing by a single conversion factor may
require some further adjustment.
Wigley et al. (2005) used the NCAR PCM AOGCM with a forcing history developed by Am-
mann to create an ensemble average which reduces noise about the volcanic response signal. Con-
trol runs gave an estimate for the amount of interannual variability (0.171◦C) superimposed on the
volcanically induced temperature signal. They were able to improve the definition of the volcanic
signal, with four events being clear (Santa Maria, Agung, El Chichon and Mt Pinatubo), although
these were still not regarded as being well defined. They used an upwelling–diffusion energy–
balance model, i.e., MAGICC, tuned to emulate the PCM AOGCM. They note the problem of the
conversion from optical depth to RF at the top of the troposphere, with various conversion factors
having been suggested, ranging from 30 to 21 W m−2. Wigley et al. (2005) used 20 W m−2 to
match PCM results, although the AOGCM/MAGICC match is said to be not all that sensitive to
the value selected. Their paper demonstrates the use of full volcanic forcing; there is no quarter
issue, only that the conversion factor from optical depth to RF is uncertain.
Thompson et al. (2009) also looked at volcanic forcing in their study, similarly deriving forcing
estimates from the NASA GISS optical thickness data, but using a conversion factor of 24 W m−2.
They calculated a global–mean peak forcing of around -3 W m−2 just after the eruption of Mount
Pinatubo. This is consistent with using ‘full’ volcanic forcing.
MAGICC temperature results do not include internal natural variability. ENSO is a dominant
mode of natural variability — there is simply no mechanism within the model structure that can
generate such effects. ENSO and volcanoes impact on the temperature record; the interaction of
ENSO with volcanic events can increase or decrease the temperature response that follows from
an eruption. Hence, comparing MAGICC temperature results to the observed temperature record
over short time scales is, to some extent, not a valid comparison (although the volcanic forcing
is set to a mean zero, so that over the 1750–2005 period the overall impact is evened out, and
the natural variability tends to oscillate around a climatic mean). In order to test the RMSE fit
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to the twentieth–century observations, with either ‘full’ or ‘quarter’ volcanic RF, the results were
evaluated with the ENSO signal statistically removed from the observations.
Removing the ENSO signal has been done previously with different approaches, for example,
Fawcett (2007), Cai and Whetton (2001), Wigley (2000b), Privalsky and Jensen (1995), Jones
(1994). There are some variations in the methods adopted in these studies concerning whether
or not data is smoothed, and, if so, the techniques applied, and whether or not the data is de-
trended. The method applied here involved taking the mean of three observed global–mean sur-
face temperature records, then using the mean of three temperature time series, HadCRUT3,
NCDC and GISS. A Southern Oscillation Index (SOI) was used as a proxy for the tempera-
ture variability caused by ENSO, based on an index from the Australian Bureau of Meteorology
(http://www.bom.gov.au/climate/glossary/soi.shtml). Additional smoothing was not applied to the
temperature timeseries since the annual temperatures have already smoothed out the monthly tem-
perature variations. This timeseries was also not detrended, so that it remains as is; the aim is just
to remove the ENSO signal for comparison to the MAGICC temperature results.
The temperature effect due to ENSO is preceded by the change in ENSO, so that the annu-
alised SOI is based on a different 12-month period to that of the January to December calendar
year. The appropriate lag can be determined by maximising the correlation between the HadCRU
temperatures and a 12-month averaged SOI, where the 12 months is offset by a number of months
(refer also Fawcett, 2007)). Testing the correlation in this way yields a maximum at 5-months
over the chosen interval here of 1880-2008 (Fawcett used 1910-2006).
After aligning the SOI to the annual temperatures, both data sets (lagged annual SOI and
annual mean temperature anomalies) were adjusted to a common base period of 1880-2008. A
linear regression was then applied to scale the SOI and derive an ENSO-adjusted temperature
series.
The next step was to test the goodness-of-fit between the ENSO adjusted temperatures and
the MAGICC temperatures with full and quarter volcanoes. Figure 2.5 shows the ENSO–adjusted
mean observed temperatures compared to MAGICC results for ‘full’, ‘qtr’ and ‘no’ volcanoes.
The ‘full’ volcanic forcing uses the optical depth index τ scaled by -23.5 Wm−2 times the vol-
canic scaling factor 0.7, the ‘qtr’ volcanic forcing uses the optical depth index τ scaled by -23.5
Wm−2 times 0.25 times the volcanic scaling factor 0.7, and, for ‘no’ volcanic forcing, the volcanic
forcing file is removed as an input to the model.1 The RMSE for these cases are included in Table
2.1. According to this result, for the whole of the period 1880–2008, the ‘qtr’ volcanoes RF pro-
vides the best fit to the ENSO adjusted mean temperatures, although only by a very small margin.
However, looking at Figure 2.5, this result is not very convincing. The temperatures around some
of the individual events such as Mt Pinatubo and Mt Agung appear to be better represented with
‘full’ volcanic RF, whilst a large temperature dip after Krakatau is not evident, which suggests
that there is a problem with the data for that period, with one or more of the temperature, SOI and
optical depth index records being incorrect.
A closer examination of four of the 20th–century’s major volcanic eruptions that produced
sufficient stratospheric aerosols to have an observed impact on global–mean surface temperatures
1The actual conversion factor used with the ‘as-supplied’ volcanic history file is -23.5 Wm−2, rather than 25 in-
dicated above; the reason for this discrepancy is not known (personal communication with M. Meinshausen, October
2011).
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Figure 2.5: ENSO adjusted mean and MAGICC temperatures for ‘full’, ‘qtr’ and ‘no’ volcanoes.
Table 2.1: RMSE between ENSO adjusted time series and MAGICC’s temperature results for
1880–2008.
Volcanic RF RMSE
‘full’ volcanoes 0.0960
‘qtr’ volcanoes 0.0859
‘no’ volcanoes 0.0954
was undertaken (Santa Maria (1902), Mt Agung (1963), El Chichon (1982), and Mt Pinatubo
(1991)). The three–year average temperature upto a volcanic event was calculated for each tem-
perature timeseries (event year and two prior years), from which the annual temperature in the
following year (event year plus one) was subtracted to measure the temperature change due to
that event. The temperature change results for three of the four events found that the modelled
temperature change that was closest to the ENSO adjusted observations was best achieved using
the full volcanic forcing rather than the quarter–scale volcanic forcing.
The Sato et al. (1993b) derived forcings seem to be correct on the basis of this investiga-
tion. Accordingly, the volcanic forcing used for subsequent modelling work was the ‘as-supplied’
historical volcanic forcing file, with the optical depth index τ scaled by -23.5 Wm−2 times the
volcanic scaling factor 0.7. The spikiness in the 20th–century temperature record is a feature of
climate models in general, and not just a problem in MAGICC. The lack of an ENSO signal and
other forms of natural variability contribute to the discrepancies between observed temperatures
and model results. Removing this ENSO signal from the temperature time series helps clarify the
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volcanic response. However, there remains a degree of uncertainty in the historical volcanic forc-
ings, both in the magnitude of the conversion factor to use and uncertainty in the volcanic aerosol
optical depths, particularly prior to the era of satellite measurements.
2.5.3 Aerosol forcings
In addition to the volcanic stratospheric aerosols discussed above, there are a variety of other
natural and anthropogenic aerosols that occur in the troposphere that impact the Earth’s climate
system. Collectively, these have a significant effect on the net radiation balance (or imbalance)
but have a large degree of uncertainty associated with them (Bellouin et al., 2005; Yu et al., 2006).
They can be classified into two groups, direct and indirect, where the direct aerosol effects result
from reflecting the incoming solar radiation, and the indirect effects result from other changes that
aerosols bring about, such as changes in cloud albedo and cloud lifetime.
Changes to aerosol forcings in MAGICC rely on an estimate for the aerosol forcing values
in 2005, where they are specified as parameter values (e.g., for sulfates, nitrates, black carbon,
organic carbon and mineral dust). These forcings are then scaled backwards in time to represent
their historical values, while the future perturbations are calculated appropriately based on the
emission scenario for the related sources. Aerosol radiative forcing is determined by their emis-
sions since they have a very short atmospheric lifetime, unlike greenhouse–gases. In addition, the
spatial distribution is based on optical thickness estimates which are provided as historical data
files using NASA GISS data (refer Meinshausen et al., 2011a, for full details).
The significance of aerosols is apparent from their size relative to CO2 forcing. Total aerosol
forcing is estimated to be -1.2 W m−2 (-2.7 to -0.4) as compared to a CO2 forcing estimate of 1.66
W m−2 in 2005 (1.49 to 1.83W m−2) (IPCC, 2007b). Hence, the aerosol forcing settings are an
important source of uncertainty for the model results. This problem is discussed further in Section
4.2.3.
2.5.4 Greenhouse gases and other agents
Forcings from greenhouse–gases are calculated from their atmospheric concentrations using a
series of relatively simple relationships. These were set out in Appendix 2 of IPCC (1997) as the
equations used in the SAR (IPCC, 1996; IPCC, 1997). Some of these have since been updated, in
particular the carbon dioxide forcing, which is now taken to be:
∆Q = 5.35 ln(C(t)/C0) (2.7)
where C(t) refers to concentrations at time t, while C0 is the pre-industrial concentration. Further
details, the gases covered and all other forcing agents that are provided for in MAGICC (such
as stratospheric ozone, tropospheric ozone, land–use albedo changes, and aviation induce water–
vapour forcing, contrails and induced cirrus) are all covered in the MAGICC documentation (most
recently Meinshausen et al., 2011a); details of the methods for working out non–CO2 concen-
trations from emissions and the formulas for calculating radiative forcing are also outlined in
Appendices B and C (CO2 concentrations are covered in the context of the carbon cycle, Chapter
5). For the historical period (generally 1765 to 2005), gas concentrations and other forcings are
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provided in a series of history files; thereafter MAGICC determines concentrations based on an
emissions file.
2.6 Chapter Summary
This chapter has provided background for the simple climate model selected for this research
project. An outline of the model, MAGICC, has been presented, covering its historical origins and
evolution along with some examples of how the model has been applied to a range of scientific and
policy problems. The basic upwelling–diffusion energy–balance principles on which the model is
based have also been presented. It uses a series of simplified, semi–empirical equations to track
changes in the Earth’s energy balance due to changes in atmospheric greenhouse–gas concentra-
tions. These expressions necessitate the use of a number of parameters whose values have to be
estimated for the model to work. The next chapter identifies and describes the parameters involved
in the climate system, and investigates some approaches to re-evaluating the previously standard
or default model settings using historical observations to assist in estimating their values. This
work is continued in Chapter 4. The carbon cycle parameters are then addressed in Chapter 5.
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Chapter 3
Constraining the Climate System
Parameters
Some new methods of constraining the settings for MAGICC’s climate system parameters using
historical observations are investigated in this chapter. The climate system parameters are firstly
identified and then the significance of each of these parameters in relation to the global–mean
temperature results is assessed by individually varying each parameter in turn and examining the
impact this has on the global–mean temperature results. This work confirms the importance of
the climate sensitivity and ocean vertical diffusivity parameters, which is consistent with previous
studies (for example Wigley and Raper, 1993; 2001). However, the temperature results are also
sensitive to some other parameters that have been largely neglected in the literature concerning
MAGICC. In particular, the ratio of land to ocean warming Rlo and the ratio of sea–surface to
mixed–layer temperature α, are parameters that have not received much discussion, yet the mod-
elled surface temperatures are sensitive to these settings. Identifying which parameters most affect
the model’s results provides a basis for prioritising which parameters to constrain.
Methods of constraining the parameter values using historical observations are then investi-
gated. Previous approaches, such as Meinshausen et al. (2009), have relied on observed surface
temperatures and ocean heat content. However, these observations are highly correlated (at least
for ocean heat content down to 700m), which leads to problems in dealing with the interaction
of the parameters, cross–correlations and weighting of constraints. This research examines an al-
ternative approach that seeks to isolate some of the key model parameters using land−ocean and
hemispheric temperature differences as potentially independent pieces of information, a method
that does not appear to have been previously applied to a simple climate model, although used in
climate change detection studies. For example, the work of Karoly and Braganza (2001) reported
that these temperature differences are independent of the global–mean temperature for natural
unforced climate variations. Weak correlations between these temperature differences and the
global–mean surface temperature are demonstrated here. This then suggests that these tempera-
ture differences could be used as additional independent information to help set some of the model
parameters. Testing of the land−ocean temperature difference finds that this provides a means of
setting the land/ocean warming ratio Rlo and the land to ocean heat exchange coefficient κlo. The
Northern−Southern Hemisphere temperature difference was expected to help set the North−South
heat exchange coefficient κns but was found not to be that useful in practice.
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Ocean temperature and heat content changes are also carefully examined as further pieces
of information that can be used to help constrain the ocean parameters. Methods of constrain-
ing some of these parameters have been investigated using differences and ratios of heat between
ocean layers. A ratio of sea–surface temperatures to ocean heat content was found to have only a
weak correlation with the sea–surface temperatures. Taking this ratio as a (largely) independent
piece of information allows it to be used as an alternative constraint for setting the vertical diffu-
sivity parameter K. The observed ocean temperature change profile also provides a constraint for
estimates of K as well as providing a check on the initial upwelling velocity w0 and the upwelling
variable fraction wvar.
This ocean parameter research was also prompted by a mismatch between the observed ocean
temperature change profile and model results, both for MAGICC and CMIP3 AOGCMs (Third
Coupled Model Intercomparison Project, Meehl et al., 2007a). Ocean temperature observations
and model results are compared in the context of this evaluation of MAGICC’s ocean settings.
This research examines the changes needed to MAGICC’s parameters so that an improved fit to
the observed ocean temperature change profile is obtained and then considers what implications
the revised parameter settings have for future surface temperatures, including the implications that
these modified ocean parameters have for the best estimate of the climate sensitivity parameter.
The outcome of testing and applying the constraints, as discussed in this chapter, is a revised
set of climate system parameters for MAGICC which differs from the model’s previously standard
settings. The most significant changes were found to be a reduction in the ocean diffusivity K, a
change to the variable ocean upwelling fraction wvar, and an increase in the land ocean warming
ratio Rlo. Decreasing the ocean diffusivity also leads to a reduced value for the climate sensi-
tivity parameter in conjunction with twentieth–century observed global–mean temperatures as a
constraint. The combined impact of these revised parameter settings does not change projected
global–mean temperatures by very much. However, there are noticeable differences in the land
and ocean temperatures, with potentially much more warming over land. This could have signif-
icant implications for the future of the planet, with a range of effects such as accelerated melting
of glaciers and permafrost.
The model’s parameters remain one of the main sources of uncertainty for projecting tempera-
tures; their settings can have a significant impact on the results as demonstrated later in this chap-
ter. The following chapter continues the investigation of the climate system parameters by looking
at the relative contribution each parameter makes to the overall uncertainty in the global–mean
temperature change results through the impact of fractional changes to the individual parameters.
Then, the joint climate system parameter space is studied using a Bayesian Monte Carlo Markov
Chain Metropolis–Hastings algorithm. Chapter 5 then moves to examine another important com-
ponent of the model, the carbon cycle and its associated parameters. The propagation of parameter
uncertainty through to the model results due to the combined climate and carbon cycle parameters
combined is investigated in Chapter 6.
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3.1 Model Parameters
The most recent MAGICC version 6.3 has a comprehensive set of tuned parameters based on
CMIP3 AOGCM results for the climate system and C4MIP (Coupled Carbon Cycle Climate Model
Intercomparison Project; Friedlingstein et al., 2006) models for the carbon cycle, as developed by
Meinshausen et al. (2011a). However, tuning to the CMIP3 AOGCMs only means that MAGICC
has a capacity to emulate these more complex models; it will only produce similar temperature
change projections, which may or may not be reliable. For example, there is some evidence that
the CMIP3 models do not reproduce the recently observed ocean temperature profile changes all
that well, as discussed in Section 3.4. A different set of ocean parameters is required for MAGICC
to achieve a better representation of this observed change. This has implications for both the
climate sensitivity parameter and simulated future surface temperatures.
The new version of MAGICC has also had many of its climate system parameters reviewed
during a historical constraining exercise, as described by Meinshausen et al. (2009). Nevertheless,
some issues arise related to these results that concern the cross–correlation of constraints and
missing parameters. Although historical surface temperatures for land and ocean, for the Northern
and Southern Hemisphere, and trends in ocean heat content, were used to constrain the likely range
of possible parameter values, these observations are highly correlated with each other. Some of
the important ocean parameters were missed in this analysis, as discussed later in this section, and
observations were not used for constraining the carbon cycle.
There were 82 parameters used in the MAGICC parameter space referred to by Meinshausen
et al. (2009), which can be divided into three groups: nine parameters that are ‘crucial for the
simple energy–balance upwelling–diffusion–entrainment model in MAGICC 6.0’ (Table 3.1); 33
parameters that are connected with the different gas–cycle models and estimates of forcing values
in 2005 for different forcing components; and forty scaling factors for apportioning forcing agents
across the four regions of the model (ten sets of four).
Note that:
• The carbon cycle parameters are not included in this parameter space;
• The parameter µ is used for asymmetric land ocean heat exchange, but its standard value is
one, i.e., it has no effect. It is a new parameter introduced in version 6 for fine tuning MAG-
ICC to emulate AOGCMs and does not seem to be ‘crucial’, or even particularly important,
to the model;
• Two of the parameters, the feedback sensitivity factor ξ and the ocean warming gradient Γ,
are also new in version 6, and are not essential to the model;
• There are no sea–level rise parameters included in the calibration; this is not currently a
working feature of MAGICC version 6, although it was in previous versions.
However, some important parameters are missing from the 82 member parameter space: the
ratio of surface temperature to mixed–layer temperature α; the mixed–layer depth h; the initial
upwelling velocity w0; and the variable upwelling velocity fraction wvar. The significance of
these will be made clearer in the following sections of this chapter.
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Table 3.1: MAGICC’s nine ‘crucial’ parameters (adapted from Meinshausen et al., 2009, Table
S1).
No. Parameter Description
1 ∆T2x Climate sensitivity
2 K Ocean vertical diffusivity
3 µ Amplification factor for ocean to land heat transport
4 ξ Dependence of feedback factors on forcing
5 κlo Heat exchange coefficient land ocean
6 κns Heat exchange coefficient north south
7 Rlo Ratio land ocean warming
8 Tmoc Upwelling temperature threshold
9 Γ (dKztop/dT ) Dependence of vertical diffusivity on ocean warming
gradient
3.1.1 Climate sensitivity
Climate sensitivity is the single most important parameter in MAGICC; results are very sensitive
to this setting, as demonstrated in Section 3.2. Its role was introduced in Chapter 2 in the context
of the energy–balance equation on which MAGICC is based. However, despite many different
studies, the value of this parameter remains uncertain. The IPCC AR4 suggests that the likely
range for equilibrium climate sensitivity is 2–4.5◦C, based on investigations using observationally
based methods and results from AOGCMs (IPCC, 2007b). It is most unlikely (5% lower confi-
dence limit in a normal distribution) to be less than 1.5, but the 95% upper confidence limit is not
given, since different studies indicate values from 5 to 10◦C; there is no formal way to combine
the different probability distributions to obtain this upper value. Part of the uncertainty surround-
ing climate sensitivity arises from differences between models, particularly from different cloud
feedbacks (Forster and Gregory, 2006). In addition, Roe and Baker (2007) propose that the broad
shape of probability distributions for climate sensitivity is a feature of the climate system, and that
decreases in uncertainties associated with underlying climate processes is unlikely to reduce the
spread of this distribution.
A useful discussion on the history of the climate sensitivity concept is provided by Andronova
et al. (2007). Climate sensitivity is defined relative to fast–feedback processes, such as water
vapour amount and changes to clouds or sea ice, and based on adjusted forcing estimates within
one year in complex models, that is, including stratospheric temperature adjustment, but not slow–
feedback processes, such as a reduction in the area of continental ice sheets, dissolution of car-
bonate sediments in the ocean and enhanced chemical weathering on land, processes that involve
timescales of hundreds to thousands of years (Harvey et al., 1997). However, some of the cloud
response can be considered as a change in forcing and not feedback (Gregory and Webb, 2008).
Hansen et al. (2007) argues that the standard fast–feedback climate sensitivity underestimates the
equilibrium climate response, which should be larger on long timescales due to changes in land
cover and ice sheets.
With AOGCMs, the climate sensitivity is diagnosed from the state of the model; it is a property
of the simulated climate system. In contrast, MAGICC requires a specified climate sensitivity
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value for the model to work. Furthermore, this value is notionally for equilibrium, which is a
somewhat theoretical construct since it can only be reached many years after greenhouse–gas
concentrations have stabilised. Until equilibrium is reached, AOGCM results indicate that climate
sensitivity changes. This is a consequence of variations in the strength of different feedbacks,
which vary with climate forcing (Colman and McAvaney, 2009).
The issue of a non–constant climate sensitivity was looked at by Senior and Mitchell (2000)
using the HadCM2 AOGCM. They found that, for the doubled CO2 experiment, the climate sensi-
tivity changed from around 2.7◦C after 70 years (doubled CO2) to 3.8◦C after another 830 years.
They concluded that using a fixed climate sensitivity in a simple climate model may lead to error.
If the climate sensitivity chosen is the equilibrium value it will overestimate the warming in the
early period, but, if an effective climate sensitivity is selected it will underestimate the long–term
equilibrium warming. Raper et al. (2001) noted this problem in tuning MAGICC to the HadCM2
model, and pointed out that the change in effective climate sensitivity resembles that of the global–
mean temperature.
Boer et al. (2005) suggested that, with the NCAR model and their experimental conditions, cli-
mate sensitivity increases linearly with temperature, that is, climate sensitivity is state–dependent
(not time–dependent). However, Williams et al. (2008) proposed that the centennial scale variation
in climate sensitivity is a product of using forcings that only allow for instantaneous effects and
stratospheric adjustment. They argued that, if forcings are adjusted on shorter time scales there is
then little long–term change to effective climate sensitivity.
On the other hand, from the calibration of MAGICC against the CMIP3 AOGCMs, Mein-
shausen et al. (2011a) stated that many of these models have variable effective climate sensitiv-
ities. In order to improve the emulation of models, a state–dependent climate sensitivity was in-
vestigated and two new features introduced into MAGICC version 6 to allow the effective climate
sensitivity to increase. One modifies the land ocean heat exchange using an additional parameter
that varies the standard land ocean heat exchange coefficient to provide for an asymmetric heat
exchange. The second feature models a forcing dependency on the sensitivity, so that the land and
ocean feedback parameters are scaled in proportion to the change in forcing, using a sensitivity
factor as the parameter for this relationship (refer appendices A4.2 and A4.3 in Meinshausen et al.,
2011a, for full details).
This discussion then raises an issue concerning the interpretation of the climate sensitivity
parameter in MAGICC; in selecting a value for this parameter, a choice has to be made as to
whether it is the long–term equilibrium value or a value for the effective climate sensitivity. In
addition, any value derived from fitting to historical observations, as per the later work in this
chapter and again in Chapters 4 and 6, is an estimate for an observed climate sensitivity, which
may well be less than a future effective climate sensitivity or equilibrium climate sensitivity.
3.1.2 Land ocean warming ratio
The land ocean warming ratio Rlo is another important parameter in MAGICC, where it is used
to separate the climate sensitivity parameter into land and ocean feedback terms. It is the ratio of
annual–mean temperature change averaged over land to that averaged over ocean at equilibrium in
response to a change in forcing ∆Q. Since the ocean heat uptake is zero when the Earth’s radiative
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energy balance is zero, the global energy balance equation, Equation 2.2, can be arranged into land
and ocean components:
∆Q = λ∆T = flλl∆Tl + foλo∆To (3.1)
where ∆Q, λ and ∆T are the global–mean forcing, climate feedback and global–mean tempera-
ture change respectively. The right–hand terms use the land and ocean area fractions, fl and fo,
the separate land and ocean feedbacks, λl and λo, together with the matching mean temperature
changes for the land ∆T l and for the ocean ∆T o. λl and λo are calculated from a set of non-
linear equations for a given land ocean warming ratio Rlo (= ∆T l/∆T o) (refer Appendix A.2 and
Meinshausen et al., 2011a, for details).
The standard model setting forRlo is 1.3, which was assessed from long–term AOGCM results
for equilibrium conditions. The equilibrium Rlo value depends on the difference in evaporation
and other surface properties of land and ocean, whereas the transient Rlo also depends on the
different heat capacities of land and ocean. Lambert et al. (2011) confirmed that this ratio is a
robust feature of both observed and modelled climate change and found that the coupling between
land and ocean surface temperature change is largely due to heat transport between the land and
ocean surfaces. This value is re-assessed in Section 3.3.2 in the context of applying the land−ocean
temperature difference as an observational constraint, and again in the Monte Carlo Metropolis–
Hastings investigations (Sections 4.3 and 6.2).
3.1.3 Surface to ocean temperature ratio
A ratio of ocean near–surface to ocean mixed–layer temperature change α is used within MAG-
ICC to calculate the ocean near–surface air temperature changes from the ocean mixed–layer tem-
perature changes (i.e., determines the sea–surface temperature anomaly, SST). MAGICC’s only
prognostic variables are the hemispheric ocean layer temperature changes: ocean–surface and
land–surface temperature changes are then diagnosed from the ocean mixed–layer temperature
changes.
This parameter was introduced into version 4.1 as part of a number of changes to improve the
model’s performance relative to AOGCM global–mean temperature change results. A value of 1.2
was originally used, based on HadCM2 experiments (Raper et al., 2001), which changed to 1.25
for the IPCC Third Assessment Report experiments. Model results are sensitive to this setting,
yet this parameter has received very little discussion in the MAGICC literature. It does not appear
as one of the calibrated parameters used in the comprehensive historical calibration exercise by
Meinshausen et al. (2009) or in the CMIP3 work by Meinshausen et al. (2011a).
This ratio appears to be a genuine feature of the climate system, and not just a ‘fudge factor’
required to improve the model’s performance. Raper et al. (2001) suggests that there is a physical
basis for α: as sea–ice cover is reduced the air temperature will warm more as the cold ice tem-
perature felt by the atmosphere is replaced by warmer surface water temperatures. This difference
was previously noted in Raper and Cubasch (1996). However, the suggestion that this is a constant
ratio for this reason is something of a puzzle. If the rate of warming due to greenhouse–gases was
slower or very much faster, the sea–ice melt rate would be different, and hence this ratio would
change. Further, if all the sea–ice melted this ratio would presumably no longer apply. It might
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be useful to check if α is a stable feature in AOGCMs, particularly for future temperatures. This
could be checked by examining the CMIP3 (or forthcoming CMIP5) projections. This has been
left for other researchers to investigate further.
The SST to ocean mixed–layer temperature ratio α was first tested by considering 30–year
linear trends in the SSTs and MLTs (mixed–layer temperatures); α is then the ratio of the line
gradients (this smoothes out the annual variability). Historical annual–mean sea–surface temper-
atures anomalies from the Hadley Met Office (HadSST2) (1850 to the present) and the National
Climatic Data Center (NCDC) (1880 to the present) were used. The MLT was based on Levitus
et al. (2009) ocean–layer temperature anomalies from the World Ocean Atlas on-line database for
0 to 700m depths, 1955 to 2009, depth–weight averaged over 60m (henceforth L09).
The SSTs and MLTs (mixed layer temperatures) were also tested as a linear fit based on the
expression:
SST ′ = a(MLT ′) + b (3.2)
where a is the slope, which is an estimate for α, and b is the approximation error. The results for
both methods (trends and linear fits) are given in Table 3.2, with six intervals starting in 1955 and
incrementing by five years. The 30–year linear fits produce smaller values for α than the trend
lines. The 30–year trends and fits are also quite variable. The HadCRU SSTs yield larger α values
than the NCDC SSTs.
For comparison, results for the 55 years 1955–2009 are summarised in Table 3.3. The average
of the 55–year trend results is 1.23, close to the MAGICC standard setting of 1.25. A longer trend
period is precluded due to the starting year of the ocean temperature observations.
A comparison of SSTs and an equivalent mixed layer temperature derived from the L09 ocean
temperature data indicates that there is a linear relationship between the time series. The average
of the two values determined from straight line fits to HadCRU and NCDC observed SSTs and
the L09 equivalent MLTs is 1.23, which is very close to the standard MAGICC setting of 1.25.
Differences between these historical data sets mean that there is some uncertainty as to what the
value for the SST to mixed layer temperature ratio is. Alternative ocean temperature data could
also be tested.
Table 3.2: Results for trends and linear fits between observed SSTs and MLTs.
30 year trend 30 year fit linear fit
start end HadCRU NCDC HadCRU NCDC
1955 1984 1.353 1.223 0.982 0.875
1960 1989 1.019 1.009 0.898 0.841
1965 1994 0.867 0.845 0.832 0.796
1970 1999 1.023 0.957 0.954 0.887
1975 2004 1.607 1.375 1.318 1.143
1980 2009 1.629 1.376 1.288 1.111
mean 1.250 1.131 1.045 0.942
std dev 0.327 0.226 0.206 0.147
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Table 3.3: Summary of α estimates for 55 year interval, 1955–2009.
SST/L09 55–year trend 55–year linear fit
NCDC 1.147 1.062
HadCRU 1.309 1.200
Average 1.228 1.131
3.1.4 Forcing parameter ∆Q2x
There is another parameter included in the CMIP3 configuration files that has not been included
in the list of climate parameters for investigation here. This is the parameter ∆Q2x, the amount of
forcing that occurs at the time of doubled CO2 in, for example, a 1% per annum CO2 growth ex-
periment. This is the forcing corresponding to the climate sensitivity diagnosed from an AOGCM.
It is tied to ∆T2x, since the ratio of ∆Q2x over ∆T2x sets the overall climate feedback amount λ.
Reference to it is included here for the sake of completeness. It was left at its standard value of
3.71 (5.35 ln 2) W m−2 for the purposes of this work .
3.1.5 The ocean parameters
MAGICC uses a series of simplified parameterised equations to determine the response of the
model’s climate system to a perturbation, as discussed previously in Chapter 2. The ocean param-
eters in these equations control the rate at which heat is moved downwards into the ocean, which
affects the evolution of the mixed–layer temperature and consequently the surface temperature be-
cause of the way they are interlinked within the model. Of the ocean parameters listed in Table 3.4,
Raper et al. (2001) indicates the important settings are the effective ocean vertical diffusivity K,
the vertical mixing speed w, land ocean heat transfer coefficient κlo, the temperature to collapse
thermohaline circulation Tmoc, and the temperature dependence of w. These are all set based on
observations and AOGCM results. In addition, there is the depth of the mixed–layer h, and the
ratio of polar sink water to mixed–layer temperature β.
There has now been over 40 years of research into estimating the world ocean’s vertical dif-
fusivity and advection velocity based on various approaches including theoretical consideration,
model studies and physical observations. Theoretical considerations set bounds on K and w:
0.1<K<10 cm2s−1 and 0.3<w<30 m yr−1 (Craig, 1969; Garrett, 1979). Ocean profiles of mea-
sured quantities such as temperature, salinity, dissolved oxygen, total dissolved inorganic carbon,
and tracers such as carbon-14 and tritium, have produced various estimates for K, typically be-
tween 0.5 and 2.0. Veronis (1975) provides a useful summary of early tracer work. Wigley and
Raper (1987) adopted the range 0.5 to 2.0 cm2s−1 for uncertainty in K based on these types of
results. The values used for modelling results with the early version of MAGICC, reported in
the IPCC First Assessment Report (FAR; IPCC, 1990), were for K = 0.62 and 1.27 cm2s−1. A
change to K = 2.3 cm2s−1 occurred around the time of the IPCC Third Assessment Report (TAR;
IPCC, 2001) as a result of tuning to CMIP2 models (Second Coupled Model Intercomparison
Project; Meehl et al., 2000). The more recent tuning to 19 CMIP3 models (Third Coupled Model
Intercomparison Project; Meehl et al., 2007a), as reported in Meinshausen et al. (2009), results
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Table 3.4: MAGICC’s ocean parameters.
Abbreviation Description Units
K ocean vertical diffusivity cm2s−1
κlo heat exchange coefficient land ocean W m−2 ◦C−1
κns heat exchange coefficient north south W m−2 ◦C−1
Tmoc variable upwelling temperature threshold ◦C
h mixed–layer depth m
w upwelling velocity m yr−1
w0 initial upwelling velocity m yr−1
wvar variable upwelling velocity fraction
β ratio of polar sink water to mixed–layer temperature
in a span of K values from 0.43 to 2.6 cm2s−1, with an average value of 1.30 cm2s−1, while the
value for the aggregate CMIP3 temperature response is 1.1 cm2s−1.
However, it is important to keep in mind that the ocean circulation in MAGICC is only a rep-
resentation of the real processes. In MAGICC, the ocean is modelled by narrow sinking polewards
cool limbs balanced by broadscale uniform upwelling in the rest of the ocean. The upper–ocean
vertical temperature gradient is maintained by uniform vertical mixing, scaled by the effective
ocean diffusivity parameter K. In the real ocean, the vertical temperature gradient in the upper
1000m is largely maintained by wind–driven ocean subduction of the meridional temperature gra-
dient (Luyten et al., 1983) and interior ocean mixing actually plays little role in setting the vertical
scale of this gradient. Consequently, the upwelling–diffusion balance in MAGICC should only be
regarded as a proxy for the ocean subduction process.
The temperature dependence of w has been addressed in different ways, based on an initial
upwelling velocity w0 and a variable component. The parameter Tmoc is closely tied into this
relationship, which complicates their calibration. This is discussed further in Section 3.4.1.
Three new parameters were introduced into MAGICC version 6.3, as noted previously: an am-
plification factor to allow for asymmetric ocean to land heat transport µ; a parameter that allows
for a dependence of feedback factors on forcing ξ, which provides for a variable climate sensitiv-
ity; and a dependence of the ocean vertical diffusivity on the ocean warming gradient Γ. These
have been added as refinements that enable additional tuning options to better emulate AOGCMs.
However, the first two are not important in setting MAGICC’s ocean temperature profile. The
third parameter is discussed further in Section 3.4, which investigates the ocean parameters in the
context of improving the fit between the observed and modelled ocean temperature change profile.
Note that there is no direct relationship between the ocean parameters and the carbon uptake,
since the latter is modeled by an impulse response function that is not connected to ocean param-
eters such as K and w. There is some linkage from the temperature change effects that can alter
K and w, and the temperature feedback term in the ocean carbon cycle. This is a limitation of this
type of model (this was also pointed out by Urban and Keller, 2010).
3.2 Parameter Sensitivity
MAGICC’s climate system parameters are examined in this section to assess and quantify the rela-
tive sensitivity of MAGICC’s temperature projections to changes in parameter values as a basis for
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subsequent research using historical observations to constrain the model’s parameters. Included in
this investigation are sub–sections that look at parameter sensitivity for global–mean temperatures,
land−ocean and Northern−Southern Hemisphere temperature differences. The relative sensitivity
of the parameters helps in prioritising efforts to constrain the parameter values to best estimate the
climate system response.
Pulse response testing was used for the sensitivity study in this chapter. A specified radiative
forcing pulse was applied to the model and its response determined for different parameter set-
tings. The difference in the peak temperature response and the overall change over time provide a
measure of the individual parameter sensitivity. Previous studies have reported on the importance
of climate sensitivity, ocean heat uptake parameters, and the land ocean equilibrium–warming
ratio (e.g., Wigley and Raper, 2001; 2002). The latter is important for obtaining the correct land
ocean temperature contrasts, as well as having significant implications for climate change impacts.
This study confirms these findings, but also demonstrates the relative sensitivity of the model to
some of the other parameters.
3.2.1 Global–mean temperature case
The parameter sensitivity in relation to global–mean temperatures is considered here (parameter
sensitivity in relation to the ocean temperature profile is examined in Section 3.4). A ‘Standard
Run’ was established using historical concentrations and radiative forcings up to 1999 followed by
constant concentrations and radiative forcing for the period 2000–2100, with standard parameter
settings. A ‘Perturbed Run’ used the ‘Standard Run’ but with an added radiative forcing pulse of
1.0 W m−2 for five years, 2010–2014. Sets of model results were created for each climate model
parameter, varying one parameter at a time over a range of values, with all the others left at the
standard settings.
The difference between the peak temperature response and the corresponding standard tem-
perature is an indication of the parameter sensitivity. These differences are recorded in Table 3.5
for the lowest and highest parameter settings, sorted by the peak temperature difference, where the
peak difference refers to the maximum difference between the ‘Perturbed Run’ and the ‘Standard
Run’ for each parameter. In addition, the area–under–the–curve for the time integral temperature
response for the period 2000 to 2100 was determined (Table 3.6), which provides an alternate
sensitivity measure that takes into account the model’s adjustment time to the perturbation. The
tabled ‘Area diff’ is the difference between the areas for the lowest and highest parameter settings.
It is evident that MAGICC is more responsive to some parameter changes than others, with rapid
rises and falls in temperature, while others have longer–term effects. These response differences
essentially depend on how each parameter relates to the ocean’s thermal inertia.
Selected results for some of the parameters are illustrated in Figures 3.1 to 3.3 for climate
sensitivity ∆T2x, ocean vertical diffusivity K, and the land ocean warming ratio Rlo. Table 3.5
and Table 3.6 present the climate parameters in descending order of sensitivity, sorted by the peak
temperature difference in Table 3.5, and by the area–under–the–curve in Table 3.6.
It is clear that climate sensitivity ∆T2x, followed by ocean diffusivity K, are the two most
important parameters for MAGICC’s global–mean temperature change projections. This is con-
sistent with previous studies and, accordingly, these two are going to take priority when seeking to
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constrain MAGICC’s parameters using historical observations. However, the next two parameters
in Table 3.5, Rlo and α, are an unexpected result, in that these parameters are relatively signif-
icant but have received little attention in the MAGICC related literature. Over the longer–term,
Tmoc, β, and w0 become more significant than Rlo and α to a short–term perturbation. The ocean
mixed–layer depth, h, has only a limited influence on the global–mean temperature change results.
Changes in both κlo and κns have little effect on the results.
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Figure 3.1: Varying the climate sensitivity parameter, ∆T2x.
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Figure 3.2: Varying the ocean diffusivity parameter, K.
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Figure 3.3: Varying the land/ocean warming ratio parameter, Rlo.
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Table 3.5: Sensitivity results sorted in descending order of peak temperature range for a 1 Wm−2
forcing pulse.
Parameter standard low high Peak temp. diff. Area diff.
vary ∆T2x 3.0 1.0 10.0 0.795 99.67
vary K 2.3 0.5 10.0 0.380 18.92
vary Rlo 1.3 1.0 1.8 0.156 4.088
vary α 1.25 1.00 1.50 0.113 3.800
vary Tmoc 8.0 4.0 26.0 0.068 7.600
vary w0 4.0 3.0 5.0 0.059 5.957
vary h 60.0 30.0 120.0 0.057 1.331
vary β 0.2 0.0 1.0 0.048 7.185
vary κlo 1.0 0.4 1.2 0.040 0.458
vary κns 1.0 0.4 1.2 0.001 0.036
temp. = temperature; diff. = difference.
Table 3.6: Sensitivity results sorted in descending order of area–under–the–curve range for a 1
Wm−2 forcing pulse.
Parameter standard low high Peak temp. diff. Area diff.
vary ∆T2x 3.0 1.0 10.0 0.795 99.67
vary K 2.3 0.5 10.0 0.380 18.92
vary Tmoc 8.0 4.0 26.0 0.068 7.600
vary β 0.2 0.0 1.0 0.048 7.185
vary w0 4.0 3.0 5.0 0.059 5.957
vary Rlo 1.3 1.0 1.8 0.156 4.088
vary α 1.25 1.00 1.50 0.113 3.800
vary h 60.0 30.0 120.0 0.057 1.331
vary κlo 1.0 0.4 1.2 0.040 0.458
vary κns 1.0 0.4 1.2 0.001 0.036
temp. = temperature; diff. = difference.
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3.2.2 Land minus Ocean temperatures
The method adopted for the land minus ocean temperature case is similar to that for the global–
mean temperature sensitivity testing, except the time series is for the land minus ocean temperature
difference. The results are summarised in Table 3.7 and Table 3.8. These tables present the
parameters in descending order of sensitivity, sorted by the peak temperature difference in Table
3.7, and by the area–under–the–curve in Table 3.8, where the peak difference again refers to the
maximum difference between the ‘Perturbed Run’ and the ‘Standard Run’ for each parameter, and
similarly for the area–under–the–curve.
Table 3.7: L−O sensitivity results sorted in descending order of peak temperature range for a 1
Wm−2 forcing pulse.
Parameter low high Peak temp. diff. Area diff.
vary ∆T2x 1.00 10.00 0.608 43.82
vary Rlo 1.00 1.80 0.496 39.19
vary κlo 0.40 1.20 0.293 0.201
vary K 0.50 10.00 0.026 2.117
vary α 1.00 1.50 0.008 0.417
vary h 30.00 120.0 0.006 0.133
vary Tmoc 4.00 26.00 0.006 0.976
vary w 3.00 5.00 0.005 0.774
vary β 0.00 1.00 0.003 0.824
vary κns 0.40 1.20 0.002 0.201
temp. = temperature; diff. = difference.
Table 3.8: L−O sensitivity results sorted in descending order of area–under–the–curve range for
a 1 Wm−2 forcing pulse.
Parameter low high Peak temp. diff. Area diff.
vary ∆T2x 1.00 10.00 0.608 43.82
vary Rlo 1.00 1.80 0.496 39.18
vary K 0.50 10.00 0.026 2.117
vary Tmoc 4.00 26.00 0.006 0.976
vary β 0.00 1.00 0.003 0.824
vary w 3.00 5.00 0.005 0.774
vary α 1.00 1.50 0.008 0.417
vary κlo 0.40 1.20 0.293 0.201
vary κns 0.40 1.20 0.002 0.201
vary h 30.00 120.0 0.006 0.133
temp. = temperature; diff. = difference.
These results demonstrate that climate sensitivity remains the parameter with the most impact
on both the peak temperature change and the longer–term area–under–the–curve change. However,
the significance of the other parameters changes noticeably. Not surprisingly, the Rlo parameter is
important, now ranking second in both tables. This land ocean warming ratio’s impact stems from
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its role in determining the land and ocean temperature feedbacks terms, and hence the land and
ocean temperatures.
κlo takes on more significance for the perturbed temperature change, but has little effect on
the land−ocean temperature difference in the long–term, as indicated by the very small change
in the area–under–the–curve. The ocean vertical diffusivity K is now much less important than
for the global–mean temperature change case. This is because, in MAGICC, the land temperature
is calculated from the ocean temperature, so that while all the other parameters are held fixed,
changes to κlo and K have only a small influence on the land−ocean temperature differential.
3.2.3 Northern−Southern Hemisphere difference
The method adopted for the Northern−Southern Hemisphere temperature difference is as before
for the global–mean temperature case, except the time series is for the hemispheric temperature
difference. The ‘as received’ MAGICC version 6.3 does not output Northern and Southern Hemi-
sphere ocean–layer temperatures. However, the hemispheric information exists within the program
code and so the program was modified to output these values.
The sensitivity results are summarised in Table 3.9 and Table 3.10 for the Northern−Southern
Hemisphere temperature differences. These tables present the parameters in descending order
of sensitivity, sorted by the peak temperature difference between the ‘Perturbed Run’ and the
‘Standard Run’ in Table 3.9, and by the ‘area–under–the–curve’ in Table 3.10.
Table 3.9: N−S sensitivity results sorted in descending order of peak temperature range for a 1
Wm−2 forcing pulse.
Parameter low high Peak temp. diff. Area diff.
vary ∆T2x 1.00 10.00 0.419 34.78
vary Rlo 1.00 1.80 0.310 25.22
vary κlo 0.40 1.20 0.061 2.852
vary K 0.50 10.00 0.027 0.315
vary κns 0.40 1.20 0.026 2.852
vary α 1.00 1.50 0.005 0.113
vary w 3.00 5.00 0.004 0.473
vary Tmoc 4.00 26.00 0.004 0.543
vary β 0.00 1.00 0.002 0.032
vary h 30.00 120.0 0.001 0.208
temp. = temperature; diff. = difference.
The climate sensitivity parameter has the most impact on both the peak temperature change
and the longer–term area–under–the–curve change. The land ocean warming ratio Rlo is also im-
portant, with the other parameters having very little relative impact. Rlo is significant, as it was
for the land−ocean temperature difference, because of its close association with ∆T2x. These
feedback terms have the effect of multiplying the radiative warming pulse used in these parameter
sensitivity tests, whereas the other parameters are more related to the distribution of the tem-
perature change between the four regions and the rate of energy transfer into the deeper ocean.
This is also evident from the increased significance of the heat exchange coefficients κlo and κns,
which have more impact on the Northern−Southern Hemisphere temperature difference than for
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Table 3.10: N−S sensitivity results sorted in descending order of area–under–the–curve range for
a 1 Wm−2 forcing pulse.
Parameter low high Peak temp. diff. Area diff.
vary ∆T2x 1.00 10.00 0.419 34.78
vary Rlo 1.00 1.80 0.310 25.22
vary κlo 0.40 1.20 0.061 2.852
vary κns 0.40 1.20 0.026 2.852
vary Tmoc 4.00 26.00 0.004 0.543
vary w 3.00 5.00 0.004 0.473
vary K 0.50 10.00 0.027 0.315
vary h 30.00 120.0 0.001 0.208
vary α 1.00 1.50 0.005 0.113
vary β 0.00 1.00 0.002 0.032
temp. = temperature; diff. = difference.
the global–mean temperature.
3.2.4 Sensitivity summary
It is clear that climate sensitivity ∆T2x is the most important parameter for MAGICC’s global–
mean surface temperature projections, followed by the ocean vertical diffusivity K. ∆T2x effec-
tively multiplies a perturbation to the energy balance of the climate system. It follows that it is
also the most important parameter for the land−ocean and North−South temperature differences.
For these temperature differences, the land ocean warming ratio Rlo is then the next most signif-
icant parameter, since it is connected to the climate sensitivity parameter. This suggests that if
Rlo can be constrained from historical observations (perhaps also confirmed over the longer term
from AOGCM projections), then the L−O and N−S temperature differences may help to constrain
some of the other model parameters, depending on the correlations between the different sets of
temperatures. This is investigated further in the next section. The model results are much less sen-
sitive to the settings of the remaining parameters, although some of the ocean parameters affect
the model’s response on longer time scales. The ocean parameters are examined in the context of
the ocean’s vertical temperature profile in Section 3.4, and then in relation to ocean heat content
in Section 3.5.
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3.3 Using Observations to Constrain Parameters
3.3.1 Observations as constraints
The previous sections of this chapter have identified the climate system parameters used in MAG-
ICC and investigated one approach to assessing their relative importance for determining global–
mean temperature changes, land−ocean temperature differences and Northern−Southern Hemi-
sphere temperature differences. This section investigates how these sensitivity results can assist in
estimating values for these key parameters.
Historical temperature observations can be used as a constraint on the possible range of values
that any one set of model parameters can adopt. Sources for historical surface temperature used in
this study were:
1. HadCRU. The Hadley/Climatic Research Unit temperatures are available as both gridded
data and large–scale area means for land, ocean and each hemisphere. Downloads are
available from http://www.cru.uea.ac.uk/cru/data/temperature/. The principal reference is
Brohan et al. (2006);
2. NCDC. The National Climatic Data Center supplies gridded data with monthly and annual
global anomalies (http://www.ncdc.noaa.gov/cmb-faq/anomalies.html). A number of refer-
ences are included on their website, and a recent study of the NCDC approach is provided by
Smith et al. (2008), which also includes some useful discussion of differences to HadCRU
methods;
3. GISS. The NASA Goddard Institute for Space Studies (http://data.giss.nasa.gov/gistemp/),
with a range of references included (http://data.giss.nasa.gov/gistemp/references.html). Grid-
ded data sets as well as monthly and annual global and hemispheric temperature anomalies
are available. For further discussion refer Hansen et al. (2010), which includes a comparison
to NCDC and HadCRU analyses.
To illustrate fitting to observations, a plot of 1880 to 2008 global–mean temperatures for the
three data sets, to represent the observational uncertainty in estimating the variations of global–
mean temperature, is shown in Figure 3.4(a), together with MAGICC temperature changes calcu-
lated using different values for the climate sensitivity parameter.
It is not immediately clear from Figure 3.4(a) which value of ∆T2x provides the best fit.
Accordingly, a test for goodness–of–fit using Root Mean Square Errors (RMSE) was performed,
with the result shown in Figure 3.4(b). This suggests that the climate sensitivity parameter lies in
the range of 3 to 6◦C, perhaps up to 8 or 10◦C. The Hadley and GISS data sets produce similar
results, but the NCDC result shows a more defined minimum. However, this is the result for a
single parameter only; there are other important parameters that need to be accounted for, such as
ocean diffusivity, as discussed in previous sections of this chapter. Further, the model parameters
are not necessarily independent. Different combinations of parameters can give equally valid fits
to particular sets of observations. For example, Meinshausen (2006) demonstrated how MAGICC
temperature results for both a low climate sensitivity and a low sulphate aerosol forcing value, or a
high climate sensitivity and a high sulphate aerosol forcing, can equally fit the twentieth–century
observed global–mean surface temperature record.
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Additional information is required to constrain multiple parameters. There are a restricted
number of possibilities, since MAGICC is limited by its four regions of hemispheric land and
ocean temperatures, as well as ocean–layer temperatures and heat content. Temperature differ-
ences are potentially additional sources of information that can be used to constrain the model’s
parameters. The next two subsections examine the large–scale surface temperature correlations
and test temperature differences as a way of constraining some of MAGICC’s parameters.
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Figure 3.4: (a) Observed 1880–2008 global–mean temperature anomalies compared to MAGICC.
Model parameters are the standard settings, with climate sensitivity ∆T2x varied as shown. Natural
variations due to solar and volcanic forcings have been included for the MAGICC results. (b)
RMSE plot for goodness-of-fit between observations and MAGICC global–mean 20th century
temperatures for different ∆T2x settings.
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3.3.2 Investigating the L−O constraint
The correlations between land, ocean and land−ocean (L−O) temperature differences and a repre-
sentative set of historical global–mean temperature anomalies (HadCRUT3) are presented in Table
3.11. The correlations between the global–mean temperature and the separate land and ocean tem-
peratures are very high. However, for the land−ocean difference the correlation coefficient is only
about 0.2 for the de–trended data. De-trending removes the forced response, leaving a larger
contribution from unforced internal variability.
The land−ocean temperature difference is therefore approximately independent of the global–
mean temperature itself, for unforced variations, and so it offers the possibility of being used as
an additional observational constraint for determining parameter values. This L−O temperature
difference suggests itself as a potential constraint for the land ocean warming ratio Rlo and the
land ocean heat exchange coefficient κlo parameters.
Table 3.11: Land−Ocean correlations with HadCRUT3 1880–2008 observations.
correlation observations detrended
global to land 0.962 0.877
global to ocean 0.987 0.962
global to L−O 0.523 0.214
The land−ocean temperature difference observations, taking the mean of three historical data
sets (HadCRUT3, NCDC and GISS), compared to MAGICC results with different settings for
the parameter Rlo, are shown in Figure 3.5(a). Varying this parameter over the range 1.0 to 1.8
and testing the goodness–of–fit finds a minimum in the RMSE between the model results and the
mean of the three historical sets of observations between 1.5 and 1.6, as shown in Figure 3.5(b).
This demonstrates that this land−ocean temperature difference can assist in estimating the value
of parameter Rlo.
Sutton et al. (2007) determined that this ratio should be around 1.5 for present day non–
equilibrium conditions, based on AOGCM results and recent observations for the period 1980–
2004. Analysis of the mean temperature anomaly for the last 30 years of observations (1979–2008)
from three sets of global–mean temperature anomalies found an observed mean Rlo of 1.58.
An alternate way to check this result was also investigated, taking the average of 30–year
temperature anomaly time series beginning in 1955 and stepping forward five years at a time for
land and ocean, and thenRlo as the ratio of these two averages. Each time series (HadCRU, NCDC
and GISS) was arranged for matching time intervals for 1880–2009 and adjusted to a common
mean period of 1880–2009. The results are presented in Table 3.12. The Rlo values calculated in
this way exhibit generally higher values and more variability than anticipated. A revised estimate
for Rlo of 1.6, although considerably greater than the standard (equilibrium) value of 1.3, appears
to be a conservative selection.
Although theRlo in MAGICC was intended to be the equilibrium value, this comparison using
observations and model results is for transient land and ocean temperatures. Using the equilibrium
value will underestimate the land ocean temperature contrast whilst the Earth’s energy budget is
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Table 3.12: Results for 30-year trends between observed SSTs and land temperatures used for
assessing Rlo. GISS SSTs courtesy Karl Braganza (personal communication, 2010).
start end HadCRU NCDC GISS Mean
1955 1984 1.204 1.316 1.716 1.382
1960 1989 1.721 1.630 1.607 1.652
1965 1994 1.834 2.057 2.000 1.962
1970 1999 1.773 2.135 1.793 1.898
1975 2004 1.519 2.084 1.763 1.774
1980 2009 1.603 2.483 1.849 1.949
mean 1.608 1.951 1.788 1.769
std dev 0.229 0.413 0.132 0.224
variance 0.053 0.170 0.018 0.050
out of balance. The standard equilibrium value for Rlo does not match the recently observed
land−ocean temperature difference, as seen in Figure 3.5.
The land ocean heat exchange coefficient κlo was also investigated using these land−ocean
temperature difference observations, again comparing the historical data to MAGICC results with
different settings for the parameter κlo, as shown in Figure 3.6(a). Varying this parameter over
the range 0 to 6.0 and testing the goodness–of–fit between the model results and the mean of
the three historical sets of observations found a minimum at 1.25 cm2s−1 for the mean of the
three historical temperature sets (Figure 3.6(b)). The standard setting for this parameter is 1.0
cm2s−1. Note that the curves flatten out considerably, indicating the relative insensitivity of the
MAGICC land−ocean temperature difference to changes in this parameter (to two decimal places
the RMSE values are the same between 0.75 and 6.00 cm2s−1 for the mean temperature case).
The results also indicate some disparities between the NCDC and GISS RMSE values compared
to the HadCRUT3 values.
It is important to point out that, although this temperature difference constraint is independent
to the global–mean temperatures, these RMSE results are not independent of the other model
parameters. These results help to constrain the range of values that the model parameters can take;
they do not uniquely determine them.
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Figure 3.5: (a) The land−ocean temperature difference observations compared to MAGICC results
with different settings for the parameter Rlo, and (b) corresponding RMSE results.
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Figure 3.6: (a) The land−ocean temperature difference mean observations compared to MAGICC
results with different settings for the parameter κlo, and (b) corresponding RMSE plot.
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3.3.3 Testing the N−S constraint
The Northern Hemisphere (NH), Southern Hemisphere (SH) and NH−SH temperature difference
correlations for a representative set of historical global temperature observations (HadCRUT3) are
presented in Table 3.13. The correlation between the global–mean temperatures and the NH−SH
temperature differences were checked for the 1880 to 2008 historical observations, and for the
same time series with the warming trend removed. The correlation coefficient between the global–
mean temperature and the separate hemispheric and ocean temperatures is very high. However,
for the hemispheric difference the correlation coefficient is less than 0.2 for the de-trended data.
The NH−SH temperature difference is close to being independent of the global–mean temper-
ature itself, and is therefore another possible observational constraint for determining parameter
values. This temperature difference suggests itself as a potential constraint for the North South
heat exchange coefficient κns parameter.
The NH−SH temperature difference observations, taking the mean of three historical data sets
(HadCRU, NCDC and GISS), compared to MAGICC results with different settings for the param-
eter κns, are shown in Figure 3.7(a). Varying this parameter over the range 0.2 to 2.0 and testing
the goodness-of-fit finds no clear minimum in the RMSE between the model results and the mean
of the three historical sets of observations (Figure 3.7(b)). The curves flatten out considerably,
indicating the relative insensitivity of the MAGICC North−South Hemispheric temperature dif-
ference to changes in this parameter. The standard setting for this parameter is 1.0, which remains
a satisfactory estimate of κns according to this test.
Table 3.13: NH−SH correlations with HadCRUT3 1880–2008 observations.
correlation observations detrended
global to NH 0.975 0.925
global to SH 0.969 0.905
global to NH−SH 0.222 0.157
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Figure 3.7: (a) The NH−SH temperature difference mean observations compared to MAGICC
results with different settings for the parameter κns, and (b) corresponding RMSE results.
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3.4 Ocean Temperature Profile Constraint
The investigation of MAGICC’s parameters continues in this section with a study of the ocean
parameters. The observations used for this work were:
1. The WOA09 (World Ocean Atlas 2009) 1◦ gridded annual data (Levitus et al., 2009, hence-
forth L09). These temperatures are provided as annual anomalies from 1955 to 2009 for 16
ocean levels, 0 to 700m, each level containing 360 × 180 temperature points. This annual
gridded data set was converted into annual mean temperature anomalies for the world and
hemispheric oceans.
2. A 1960–2008 observed ocean temperature change, based on data provided by S. E. Wijffels,
personal communication, 2010 (henceforth SW10).
There are other data sets that could be used for the ocean temperature change, which have
different treatments for bias corrections and spatial distribution/infilling. However, these concerns
are outside the scope of this research work; a decision was made that these two data sets were
sufficient (refer to, for example, Wijffels et al., 2008; Barker et al., 2011, for discussion of these
issues).
The mixed–layer in MAGICC is 60m (current default value), so the observations were com-
bined to create an equivalent mixed–layer for this comparison. After calculating this, weighting
the temperatures in proportion to the depth covered, a new time series was obtained. A plot com-
paring the LO9 observed and modelled mixed and 100m layers is shown in Figure 3.8. While the
model is similar to the observations, there is noticeably more impact from volcanoes in the model
results. Otherwise, MAGICC appears to be tracking these observations reasonably well.
The ocean temperature change through the ocean down to 700m for the period 1960–2008 is
compared in Figure 3.9, which plots the SW10 ocean temperature change data, the L09 derived
data and a series of MAGICC profiles for different values of ocean vertical diffusivity K. The two
sets of observations converge below about 400m, but show some difference in the upper layers,
especially around about 50m deep. Also noticeable is a temperature change difference of 0.1◦C at
the zero layer between the two sets of observations. This result was produced with some revised
parameter settings, withRlo = 1.6 and κlo = 2.0 based on Section 3.3.2, andwvar changed from 0.7
to 0.2 as a result of the subsequent analysis in Section 3.4.1 (which is the reason for the contrast
between the plots in Figures 3.9 and 3.10).
There are time series of SST (sea–surface temperature) anomalies that can provide a useful
crosscheck on these two sets of ocean temperature changes. Hadley/CRU SST data are available
as annual global–mean temperature anomalies. The temperature change for 1960–2008 works out
to be 0.476◦C, taking the temperature difference from a linear fit to the time series.
The 1960–2008 temperature change at 0m from SW10 is 0.491◦C, while the corresponding
temperature change at 0m from the L09 temperatures is 0.391◦C. The similarity between the Had-
CRU SST change and the the SW10 zero layer change suggest that the SW10 ocean temperature
change is a robust data set. On the other hand, different SST observations might produce a different
result (this was not tested).
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Figure 3.8: L09 ocean temperature anomalies and MAGICC ocean tem-
perature changes compared (MLT is mixed–layer temperature); source:
http://www.nodc.noaa.gov/OC5/3M HEAT CONTENT/anomaly data.html.
In comparing the fit between the model results and the observed ocean temperature change, a
scheme that weights the layers differently might also be tested in order to create a greater differen-
tiation in the comparisons for different ocean parameter settings, especially for testing the ocean
vertical diffusivity K, although this was not addressed here.
3.4.1 Ocean parameter sensitivity
The sensitivity of the ocean parameters in relation to the ocean temperature change profile is con-
sidered next before investigating approaches to using the ocean observations to assist in constrain-
ing the ocean parameters. For this work, the climate sensitivity ∆T2x was provisionally accepted
as 3.0◦C. This is the standard MAGICC setting and is in agreement with the AR4 best estimate
and likely range of 2–4.5◦C (i.e, with greater than 66% probability; most unlikely less than 1.5,
but upper 95% not settled, with different studies ranging between 5 and 10◦C; IPCC, 2007b).
Beginning with the effective ocean vertical diffusivity parameter K, and running the model
with the standard parameter settings except for varying the K parameter, the results shown in
Figure 3.10 were obtained (Rlo = 1.3, κlo = 1.0 and wvar = 0.7; refer Table 3.16) . It is apparent
that, for the standard configuration of MAGICC, the model results are relatively insensitive to
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Figure 3.9: Ocean temperature profile changes 1960–2008, comparing L09 (solid black line) and
SW10 (dashed black line) observations to MAGICC for selected values of K (with non-standard
settings for Rlo = 1.6, κlo = 2.0, wvar = 0.2.)
the value of K, which was an unexpected and surprising outcome. This result also reveals a
comparatively poor fit between the observed temperature change and the modelled temperature
change, with the model sinking too much heat into the deeper ocean.
Varying the initial upwelling rate w0 also found that the model is relatively insensitive to this
setting. These results for K and w are problematic, since they are the two essential parameters
that set the shape of MAGICC’s ocean temperature change profile; there is clearly a problem here
which needs to be resolved.
MAGICC uses an initial ocean temperature profile, which is then modified over time as heat
moves through the ocean layers in response to changes in atmospheric radiative forcing. In order
to understand how this profile is affected by its parameter settings, the ocean temperature/depth
profile equation (from Equation 2.5 in Chapter 2) was plotted, with results for two pairs of pa-
rameter settings, included here in Figure 3.11. Note that the boundary conditions for the initial
mixed–layer temperature and ocean bottom water temperature are values set within the program
code and are not treated as parameters that can be set through the configuration files used for each
model run. It is immediately apparent from this figure that varying the two parameters K and w
can substantially change the ocean temperature profile. This differs from the sensitivity results
just presented and prompts the question of why this occurs since, otherwise, MAGICC’s ocean
temperature change profile cannot be modified by the primary ocean parameters to more closely
resemble the observed ocean temperature change profile. The following discussion found that this
inconsistency is connected with the variable proportion of the upwelling velocity w.
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Figure 3.10: The SW10 1960–2008 observed ocean temperature change at depths down to 2,000m
(solid black line). Results from MAGICC (dashed lines) are for the standard configuration, except
with different values for the ocean vertical diffusivity parameter K, as indicated. The observed
ocean temperature change have been converted to an equivalent mixed–layer depth for comparison
to the model results. (Rlo = 1.3, κlo = 1.0, wvar = 0.7)
The model was tested without the variable upwelling rate (wvar set to zero) in order to check
that the ocean temperature profile behaves more like the exponential equation, Equation 2.5, ini-
tially using a fixed value for w = 8.0 and variable K. The result is shown in Figure 3.12(a), which
shows parameter settings that straddle the observations and have a wider range of curves than
previously found for varying K (illustrated in Figure 3.10) and w0.
Testing with K at 1.0 for different values of w0, again with the wvar set to zero, led to the
outcome presented in Figure 3.12(b). The result is less sensitive to w0 values than is the case for
K, but points towards higher values providing a better fit. In order to perform a goodness-of-fit
test, a spline was fitted to the observations and the RMSE calculated. This suggested a value
for w of 7.0 when K is 1.0. This particular combination, derived from fitting the model to the
observed ocean temperature change, suggests that a lower ocean vertical diffusivity (1.0 instead of
2.3) and a higher upwelling rate (7.0 rather than 4.0) are required when wvar is set to zero. These
two results, using revised values for K and w0 as shown in Figures 3.12(a) and 3.12(b), in which
the variable upwelling component wvar is set to zero, suggests that MAGICC ocean temperature
change profile can be set closer using just K and w0. However this would lose the variable,
temperature–dependent, upwelling component.
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Figure 3.11: Initial ocean temperature profile with two pairs of parameter settings.
The variable upwelling component was introduced into MAGICC to modify the initial up-
welling rate w0 as the ocean warms. Most AOGCM simulations have a reduction in deep water
formation with increased warming due to a weakening of the thermohaline circulation (Raper
et al., 2001). A variable fraction of the initial upwelling velocity was introduced into MAGICC
to represent this feature. In the latest version of MAGICC the formula for the variable upwelling
rate is given by:
w(t) = w0(1− wvarTg/Tmoc) (3.3)
where wvar is a fraction of w0 (standard value 0.7) and Tg is the global temperature anomaly at
time t, and Tmoc is the temperature threshold at which minimum meridional overturning is reached.
In earlier versions of MAGICC, this was represented by applying a variable upwelling rate,
w(t), according to the expression;
w(t) = w0(1−∆Tml/Tmoc) (3.4)
where w(t) ≥ 0 and Tmoc is a tuneable parameter representing the magnitude of warming that
would result in zero upwelling. w0 is the initial upwelling rate and ∆Tml is the mixed–layer
temperature change. This changeover occurred from the IPCC SAR to the TAR version of MAG-
ICC. Wigley and Raper (2002) also explain this division into two parts: this revised method was
implemented to better match the ocean heat flux and sea–level rise in AOGCMs. This may be
satisfactory if MAGICC is being applied to emulating AOGCMs but, if the aim is to match the
model to observations as a basis for making temperature projections, then the current method of
using a variable upwelling rate requires a different value for wvar.
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Figure 3.12: Revised model results with (a) fixed upwelling rate, w0 = 8.0, and variable ocean
vertical diffusivity K and, (b) results with K = 1.0 and variable w0. wvar set to zero in both cases
(SW10 observations).
The TAR version of MAGICC used equation 3.4. Raper et al. (2001) explained that:
‘In the TAR, the climate model’s vertical circulation was divided into a climate–
dependent THC component (30%) and a second component that parameterized all
heat flux processes other than those captured by the models vertical diffusivity term.’
However, the standard value in version 6.3, with wvar = 0.7, appears to be too large. Testing
the model if wvar is varied showed that a lower value between 0.1–0.3 resulted in an improved fit
between the observed and modeled ocean temperature change (refer Figure 3.13).
From this testing process, it was concluded that, for the variable upwelling component of
MAGICC version 6.3, a reduced value for the upwelling fraction wvar is required, dropping from
a standard value of 0.7 to around 0.2 if the model is to achieve a closer fit to the 1960–2008
observed ocean temperature change.
The sensitivity of the other ocean parameters listed in Table 3.4 , that is, Γ, β, Tmoc and h, were
investigated as follows in order to ascertain their role and affect on the ocean vertical temperature
change profile.
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Figure 3.13: 1960-2008 ocean temperature change profiles for different settings of wvar with K
held at 1.0 and w0 = 4.0.
Warming-dependent vertical diffusivity gradient, Γ
A new feature in MAGICC version 6 is the introduction of a warming–dependent vertical diffusiv-
ity gradient Γ, as explained in Meinshausen et al. (2011a). The sensitivity of this parameter setting
was examined in the context of the ocean’s vertical temperature change profile. This parameter
was varied over a range of possible values with all of the other parameters held fixed. The result,
(not shown here), found that the model’s ocean temperature change profile is relatively insensitive
to the value for Γ. This feature is a model refinement that may assist in fine tuning MAGICC to
AOGCM results but is not as important for obtaining a better match between the model and ob-
served ocean temperature change. However, subsequent work concerning parameter uncertainty
(in Chapter 4) found that Γ, if used, is important for global–mean surface temperature change
results because of its relationship to K.
Ratio of polar sinking water temperature change to mixed–layer temperature change, β
Testing of the parameter β, the ratio of polar sinking water temperature change (i.e. the small
column of down-dwelling polar cold water) to the mixed–layer temperature change determined
that the change in ocean temperature profile is very insensitive to the value of this parameter.
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THC temperature threshold, Tmoc
Tmoc specifies the temperature threshold for the Northern and Southern Hemispheres at which
minimum thermohaline circulation is reached relative to the change in global–mean temperature.
Typically, the same value is used for both hemispheres, although there is an option to apply indi-
vidual values. The results for varying this parameter alone are presented in Figure 3.14. Of interest
here, high values shift the model curve so that the upper layer temperature change moves nearer
to the observed value, and in the deeper ocean the temperature change is reduced, again moving
closer to the observed change. This fits with theoretical considerations, since high upper–ocean
temperatures are required for collapse of the oceans thermohaline circulation. Also note that the
results are relatively sensitive to this parameter, comparable to that shown by K. However, such
high values are physically unrealistic.
It is not clear how this parameter can be estimated from observations. It is only used as part
of the formula to calculate the time–dependent upwelling velocity w(t); this also involves wvar,
so that they are related parameters. As a consequence, the standard value of 8◦C has been left
unchanged in this study.
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Figure 3.14: Results for varying Tmoc (SW10 observations).
Mixed–layer depth, h
The sensitivity of the ocean temperature change profile to the mixed–layer depth h was also
checked. This parameter was found to have almost no impact on the ocean temperature change
profile; accordingly its standard value of 60m was retained.
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3.4.2 Applying the ocean temperature profile constraint
The sensitivity of the ocean temperature change profile to parameter changes, as discussed above,
found that the shape of MAGICC’s ocean temperature profile is largely dependent on the ocean
diffusivity setting K, followed by the upwelling velocity. The latter is set by the combination of
three parameters: the initial upwelling velocityw0, the variable fractionwvar, and the thermohaline
circulation temperature parameter Tmoc.
The match between the observed change in ocean temperature down through the ocean as
compared to MAGICC provides a basis for estimating K. With wvar set to 0.2, the ocean diffu-
sivity parameter K was varied to estimate what value provides the best model fit to the observed
1960–2008 world ocean temperature change profile, using L09 data derived from the World Ocean
Atlas WOA09 (Levitus et al., 2009) and a second set provided by S. E. Wijffels (SW10). Testing
for the goodness–of–fit, the minimum RMSE (Root Mean Square Error) occurs atK = 0.9 cm2s−1
for the L09 data and K = 0.6 cm2s−1 for SW10 data (Figure 3.15). This is substantially smaller
than the model’s standard setting of 2.3 cm2s−1, and in better agreement with previous estimates
from tracer studies and early model results, as well as the the CMIP3 evaluation of Meinshausen
et al. (2009).
The next section considers ocean heat content as an alternative approach to using ocean tem-
peratures as a parameter constraint.
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Figure 3.15: RMSE results between two sets of observed ocean temperature change profiles (L09
and SW10) and MAGICC with variable K.
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3.5 Ocean Heat Content Constraint
This section considers the change in ocean temperature from a different perspective, that of the
ocean heat content (OHC). Although ocean heat content is directly related to ocean temperatures
(along with changes in salinity), it has been studied as a separate quantity by a number of re-
searchers, such as Levitus et al. (2005), Gouretski and Koltermann (2007) and Domingues et al.
(2008). It provides a measure of the time–integrated evolution of the ocean’s temperature changes
due to changes in external forcing factors and provides an alternate set of data to assist in estimat-
ing the ocean parameter values. In particular, this research investigated some ocean heat content
differences and ratios to determine if an independent constraint could be found that would provide
a different method of estimating the vertical diffusivity parameter K.
Differences and ratios of OHC were found not to be useful constraints, but a ratio of sea–
surface temperature to ocean heat content was assessed as being independent of the sea–surface
temperatures. This new ratio was then used to estimate K, which indicated K is less than 1.0
cm2s−1, a result similar to that determined in the previous section. Differences between alternate
sets of observations contribute to the uncertainty in these values.
3.5.1 Observed and modelled OHC
Initial comparisons between MAGICC’s OHC results and observation showed noticeable discrep-
ancies, particularly for the 0–100m layer, leading to a detailed check as to whether the OHC
representation in MAGICC version 6.3 was correct. The OHC results were therefore investigated
further by calculating the heat content from first principles in order to try to resolve this issue. It
was concluded that the mixed–layer OHC was being calculated incorrectly within MAGICC, an
error that had proportionately less impact at deeper layers. The code was therefore revised using
a slightly different procedure.1 Figure 3.16 shows a comparison between the revised OHC model
code and observations. The 0–100 model results are significantly improved over the original ver-
sion.
Errors in the OHC calculation do not impact on MAGICC’s results, since this is a diagnostic
variable only, not a prognostic one. However, it does have implications for previous calibration
work that utilised this information.
Having investigated the ocean heat calculation process in MAGICC, revised the model code
and verified that the model is able to match the observed OHC changes reasonably well, it was
then possible to research some approaches to constraining the model’s parameters using ocean
heat content with greater confidence.
1MAGICC has since been updated by Malte Meinshausen in response to this issue.
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Figure 3.16: MAGICC calculated (Calc.) and D08 observed (Obs.) OHC. The calculated results
overlap the MAGICC results. All results set to 1950–2003 mean (Model parameters: ∆T2x = 3.0,
K = 1.0, Rlo = 1.6, w0 = 4.0, wvar = 0.2).
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3.5.2 OHC differences and ratio constraints
Changes in ocean heat content (OHC) over time are an integrated measure of changes in ocean
temperature. Such changes must reflect the transport of heat into the layers of the ocean, aggre-
gated into a single vertical transport model in MAGICC with the primary mixing parameters K
and w, as discussed in earlier sections of this chapter. Accordingly, it was expected that observed
changes in OHC could be used to assist in setting the model’s ocean parameters. However, the
OHC is itself correlated with the global–mean surface air temperature, and therefore does not
provide independent information for constraining any of the ocean parameters. This section tests
some approaches to finding an independent OHC constraint, in a similar way to the temperature
difference constraints used in Sections 3.3.2 and 3.3.2.
The correlation between the HadCRU global–mean surface temperatures and the D08 OHC
is shown in Table 3.14, with values indicating a high correlation between the surface temperature
and each of the 100m, 300m and 700m ocean heat content layers. The OHC data was calculated as
anomalies with respect to (wrt) 1961, and the HadCRU observations were adjusted to align to this
using a 1957–1966 mean. Correlations were calculated over the period of 1960–2003, the time
span of the observational data set being used. A strong correlation was found between the surface
temperatures and each OHC layer.
Table 3.14: Correlations between observed HadCRU global–mean temperatures and D08 observed
OHC for differences and ratios.
correlation between coefficient
HadCRU to 100m OHC 0.882
HadCRU to 300m OHC 0.863
HadCRU to 700m OHC 0.865
HadCRU to 700-300m diff. 0.462
HadCRU to 700-100m diff. 0.656
HadCRU to 300-100m diff. 0.590
HadCRU to 100-700m ratio -0.130
HadCRU to 100-300m ratio -0.433
HadCRU to 300-700m ratio 0.600
As an alternative metric, differences in OHC for different layer pairs were calculated and
correlated to global–mean temperature. These have a moderate degree of correlation and therefore
do not appear to provide a useful constraint.
Correlations with OHC ratios were also examined. These were calculated over a reduced time
span, from 1984 to 2003 to avoid a divide–by–zero problem that otherwise distorts the ratio results.
The 100/700 OHC ratio showed a very low correlation, with moderate correlation figures for the
100/300 and 300/700 OHC ratios. These correlation results suggested that these ratios could be
useful constraints for estimating the ocean parameters.
Differences and ratios were also calculated for the model results. Model results were set to
a 1957–1966 mean so as to align with the OHC observations. Correlations between the model
surface temperatures observations and MAGICC OHC were then determined over the same time
span, 1950–2003. These revealed very similar correlations to those between HadCRU and D08
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observed OHC. Then, the correlations for the layer differences were determined using the same
1950–2003 period. The correlations for this set of differences were high, higher than for the
observations to observations case. This is likely due to the lack of natural variability in the model
results. OHC ratios were also calculated for the model, again with relatively high correlations.
The OHC differences and OHC ratios for MAGICC have correlations to the modelled surface
temperatures that were too high to be regarded as independent.
A ratio between sea–surface temperature (SST) changes and OHC changes for the layer to
700m was investigated next. This was subsequently found to be similar to the effective heat
capacity or OHC to global–surface temperature ratio used by Frame et al. (2005) and Andrews
and Allen (2008), except inverted, and with SSTs rather than global–surface temperature changes
since MAGICC reports separate land–surface and sea–surface temperatures, which enables this
somewhat different ratio to be used. The SST/OHC was preferred because it minimised problems
with dividing by very small SST values, although testing found little difference in the resulting
correlations.
The ratio of SST to 700m OHC changes was found to have almost no correlation with SST
changes for two different observed SST data sets, HadSST2 (Rayner et al., 2006) and NCDC
ERSST3b (Smith et al., 2008) and 700m OHC (L09 and D08) observations (Table 3.15). The
MAGICC results exhibit a similar pattern of weak correlations, although the SST to SST/OHC
ratio correlation is not as low as in the observations, due to the lack of natural variability in the
model results. The modelled correlations vary a little depending on the setting used for K, hence
only approximate values are indicated for the modelled SST to OHC correlation, and a range for
the modelled SST to SST/OHC ratio.
Table 3.15: Correlations between observed and modelled SST/OHC ratios for HadSST2 and
NCDC ocean–surface temperature anomalies with L09 and D08 observed OHC changes.
Correlation HadSST2 NCDC SSTs
L09 D08 L09 D08
observed:
SST to OHC 0.789 0.815 0.783 0.845
SST to ratio -0.030 0.008 -0.077 -0.144
modelled:
SST to OHC 0.9 approx. 0.9 approx. 0.9 approx. 0.9 approx.
SST to ratio 0.25 to 0.45 0.25 to 0.45 0.25 to 0.45 0.25 to 0.45
RMSE min. K 0.25 0.5 0.25 0.75
The low correlation values indicate that this SST/OHC ratio is almost independent of the SSTs,
and hence provides an observational constraint that can be used to estimate K by comparing the
observed SST/OHC ratio to modelled SST/OHC ratio. The results point towards low values for
the K parameter, between 0.3 and 0.8 cm2s−1, as seen in Figure 3.17. However, while there is a
minimum exhibited in the RMSE results, the range of difference from K = 0.2 to K = 5.0 is very
small.
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Both the ocean temperature change profile and the SST/OHC ratio provide constraints for
estimating K that indicate a range of between 0.2 and 2.0 cm2s−1, values lower than that used as
the default setting in the versions of MAGICC used since the TAR, although values outside this
range cannot be entirely ruled out.
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Figure 3.17: RMSE results for SST/OHC ratio using observed SSTs, HadSST2 (Rayner et al.,
2006) and NCDC (Smith et al., 2008), observed OHC (L09 and D08), and MAGICC with variable
K.
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3.6 Review of Results and Implications
3.6.1 Revised parameter settings
This chapter has investigated aspects of the climate system parameters in MAGICC, including
identifying the key parameters. A parameter sensitivity study was undertaken to provide a basis
for prioritising efforts to constrain the parameters. The climate sensitivity ∆T2x and effective
ocean vertical diffusivity K are the most significant climate system parameters for determining
the global–mean temperature. The land ocean warming ratio Rlo and, to a lesser extent, the land
ocean heat exchange coefficient κlo become important for the land ocean temperature contrast
(this is a similar group of parameters to the ones used for tuning in the TAR, IPCC, 2001, WG1
Ch9 Appendix 9.1: Tuning of a Simple Climate Model to AOGCM Results). However, because
MAGICC’s transient response is largely determined by heat transfer into the ocean, the ocean
parameters other than K also have a role.
A number of observational constraints were investigated as potentially independent pieces of
information to help estimate the climate system parameters. The land−ocean temperature and
North−South temperature differences were found to be largely independent of the global–mean
temperature. The land−ocean temperature was found to be useful in estimating values for the
land ocean warming ratio Rlo and the land ocean heat exchange coefficient κlo. The North South
heat exchange coefficient κns was checked using the North−South temperature difference. As
expected from the sensitivity testing, the RMSE results were essentially flat; the standard value
was left unchanged.
To help estimate K, ocean temperature and heat content changes were investigated to see how
they might be applied. Both the ocean temperature change profile and a SST/OHC ratio were
found to be helpful in estimating K; they suggest a range of between 0.5 and 1.0, significantly
lower than the value used in the TAR and AR4 versions of the model, although not dissimilar
to the mean values from the CMIP3 calibration (Meinshausen et al., 2009). Higher values are
possible, while very small values seem unlikely.
Having reviewed MAGICC’s key climate system parameters based on independent pieces of
information (summarised in Table 3.16), the climate sensitivity parameter ∆T2x remained to be
assessed. This was estimated from the goodness–of–fit between the model’s global–mean sur-
face temperature and 20th–century observations. Temperatures and RMSE results are shown in
Figure 3.18(a) and (b) for values of K = 0.5, 1.0 and 2.0 cm2s−1, which give a best fit to the
average of three observational data sets for ∆T2x of 2.2, 2.4 and 2.9◦C respectively. These val-
ues are somewhat less than the standard setting of 3.0◦C, but within the generally accepted range
for ∆T2x. The pairs of parameter values for ∆T2x and K of (2.2, 0.5), (2.4, 1.0) and (2.9, 2.0)
provide estimates for these two parameters that best fit the observed 20th–century global–mean
temperature changes for 1880 to 2009.
3.6.2 Implications for future temperatures
Revised parameter values, derived as explained in the previous sections, have been used to esti-
mate future global–mean surface temperature changes for the SRES A1FI emission scenario (Na-
kicenovic and Swart, 2000) and a 450 ppm CO2 equivalent stabilisation scenario. Projections for
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Table 3.16: MAGICC’s climate system parameters in descending order of sensitivity for global–
mean surface temperaturea.
Abbreviation Description Units Standard Revised
∆T2x Climate sensitivity ◦C 3.0 2.2
K Ocean effective vertical diffusivity cm2s−1 2.3 0.6
Rlo Land ocean warming ratio 1.3 1.6
α Ratio of air temperature to mixed–layer
temperatureb
1.25 1.25
κlo Heat exchange coefficient land−ocean Wm−2 ◦C −1 1.0 2.0
h Mixed–layer depthb m 60 60
Tmoc Temperature change threshold at which
minimum meridional overturning is
reached
◦C 8.0 8.0
w0 Initial upwelling velocityb m yr−1 4.0 4.0
β Ratio of polar sinking water to mixed–
layer temperatureb
0.2 0.2
κns Heat exchange coefficient North South Wm−2 ◦C −1 1.0 1.0
wvar Variable upwelling fractiona,b 0.7 0.2
a Except wvar was not included in our parameter sensitivity study.
b Not included in calibration process by Meinshausen et al. (2009).
standard parameter and revised settings are shown in Figure 3.19 for paired sets of ∆T2x and K.
For the A1FI scenario, the change in 2100 is nearly 0.5◦C greater warming than for the standard
parameter values when ∆T2x = 2.9◦C and K = 2.0 cm2s−1, with smaller changes for the other
cases. The reduced ocean diffusivity leads to greater mixed–layer warming over time, resulting in
increased surface warming; this is amplified by the larger Rlo value and is despite a lower climate
sensitivity.
The impact of the revised parameters is small for the 450 ppm stabilisation scenario, around
0.1◦C as indicated in Figure 3.19. Improved climate system parameter estimates are less critical for
projecting global–mean temperatures for scenarios that have small changes in radiative forcing, but
these become more significant for high emissions scenarios that result in large radiative forcing.
Parameter estimates can also have large impacts on the economic assessment of mitigation policies
from integrated assessment models that are built on simple climate models, such as MAGICC (van
Vuuren et al., 2011).
This revised set of climate system parameters for MAGICC has been determined based on a
sequence of systematic testing taking into account parameter sensitivity, observational constraints
and RMSE comparisons between observations and model results. An improved fit between MAG-
ICC’s ocean temperature change profile and observations has been achieved using revised ocean
parameters, including a greatly reduced ocean vertical diffusivity setting (K = 0.5 – 1.0 rather than
2.3 cm2s−1) and a much smaller variable upwelling component (wvar = 0.2 rather than 0.7). How-
ever, these results only have a limited treatment for the range of uncertainty. Uncertainty in the
carbon cycle parameters, aerosol forcing and observational uncertainty have not been addressed in
this Chapter. In addition, no probabilities can be assigned to projected temperatures. These topics
are addressed in the following chapters, with further work on the climate system parameters in
Chapter 4 and then the carbon cycle in Chapter 5.
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Figure 3.18: (a) Mean of CRU, NCDC and GISS observed 1880–2009 global–mean temperatures
with MAGICC results for selected ∆T2x values. (b) RMSE for variable ∆T2x from fitting global–
mean surface temperatures with K = 0.5, 1.0 and 2.0.
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Figure 3.19: MAGICC projected temperature changes for SRES A1FI and 450 ppm CO2 equiva-
lent stabilisation scenarios with standard and revised parameter sets for 1990–2100, with respect
to 1980–1999 mean.
Chapter 4
Climate Parameters and Uncertainty
The previous chapter investigated the climate system from the perspective of assessing the sen-
sitivity of global–mean temperature change results to the settings of individual parameter values
in a simple climate model. A process of systematically estimating the key parameters was under-
taken using different forms of observational constraints aimed at isolating individual parameters.
In particular, the ocean parameters were carefully investigated since the model’s transient climate
response is largely determined by the heat uptake characteristics of the ocean. However, whilst
these methods were able to deliver revised estimates for the key climate system parameters, as
well as insights into the important processes involved and model limitations, the potential correla-
tion between parameters was not investigated. In addition, there was no estimate provided for the
uncertainty in the results.
The investigation of the climate system is continued here by looking at two further approaches.
Firstly, the relative contribution each of the climate system parameters makes to uncertainty in the
global–mean temperature change projections is assessed, and, secondly, a Bayesian Monte Carlo
Markov Chain with Metropolis-Hastings algorithm (MCMH) method is applied, which looks at
joint probability distributions for the model parameters.
A general introduction to uncertainty, in the context of climate models, is presented in the first
section, together with a survey of some of the research that addresses this topic. These various
forms of uncertainty need to be considered and allowed for in presenting results from a simple
climate model. Furthermore, the range of uncertainties should, ideally, have some level of proba-
bility associated with them. This becomes particularly important for decision making and climate
change policy (Jones, 2000; Webster et al., 2003).
The key uncertainties for MAGICC are the climate sensitivity, the rate of ocean heat uptake,
aerosol forcing and the response of the carbon cycle. Climate sensitivity determines the magnitude
of the temperature response to a change in radiative forcing, while the ocean’s thermal inertia
influences the transient response. Aerosol forcing uncertainty affects the magnitude of the net
radiative forcing, and the carbon cycle is important for determining the proportion of CO2 that
remains in the atmosphere from emissions. Climate sensitivity and ocean heat uptake are set by
model parameters which are tuned to either match observations or emulate AOGCMs, as discussed
previously in Chapter 3 and then further in this chapter. The uncertainties associated with aerosol
forcing are addressed in Section 4.2.3. Issues concerning the carbon cycle are taken up in Chapter
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5 and then the combined uncertainty of the climate system and carbon cycle is addressed in Chapter
6.
The contribution that each of MAGICC’s climate system parameters makes to the overall un-
certainty in the temperature change results is assessed in Section 4.2. The method used, which
involves making small changes to individual parameters as a proportion of their estimated range
of probable values, provides a systematic way of representing uncertainty by combining differ-
ent sources of uncertainty, that is, the uncertainty associated with particular model parameters, to
achieve an overall uncertainty estimate. The results from this approach confirmed the dominant
role of the climate sensitivity parameter, with the ocean vertical diffusivity taking a distant sec-
ond place, while the remaining climate system parameters make only a small contribution to the
model’s temperature change uncertainty.
A Monte Carlo Metropolis-Hastings algorithm (MCMH) is introduced next and applied to
estimating the climate system parameters. This was successful in constraining the primary climate
system parameters using historical observation. Final conclusions are, however, left pending the
investigation of the carbon cycle (Chapter 5) and the combined climate and carbon cycle (Chapter
6).
4.1 Uncertainty
The temperature change results from climate models have a degree of uncertainty associated with
them, as well as explicit and implicit assumptions that need to be made clear. Early model projec-
tions were not provided with any systematic uncertainty estimates, and did not necessarily cover
the full range of known climate system processes (Allen et al., 2000). General issues, such as un-
certainty in historical temperature data are discussed by Pollack (2005), with more specific details
in, for example Folland et al. (2001) and Brohan et al. (2006). Other issues concerning forcing
scenarios, model response and missing or misrepresented physics are discussed in the IPCC re-
ports (IPCC, 2001; 2007b). A useful review of uncertainties in global temperature projections, in
the context of a range of model types, is presented by Knutti et al. (2008), including comments
concerning differences between MAGICC and Coupled Model Intercomparison Project (CMIP3)
AOGCMs.
It is important that model assumptions and limitations are explicit and, for decision making
purposes, it makes the projected temperature change results more meaningful if they have proba-
bilities associated with them (Jones, 2000; Webster et al., 2003). However, it is debatable whether
or not to apply probabilities to emissions scenarios (see, e.g., Grubler and Nakicenovic, 2001;
Pittock et al., 2001), although this is perhaps really a question of what is possible over what is
needed (personal communication, Ian Enting, 2011).
The sources of uncertainty for temperature projections include:
• Observations and measurement uncertainty for historical temperature data against which a
climate model is tested for its ability to model the historical record. Natural variability due
to changes in climate modes, such as El Nin˜o and the North Atlantic Oscillation, is also
present in the observations, although not represented in a model such as MAGICC. There
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is also uncertainty in separating out solar, volcanic and anthropogenic forcing components
over the historical period.
• Structural model uncertainty may result from errors in the design and implementation of a
numerical model, which can be difficult to diagnose once the model has been constructed.
• Carbon cycle/vegetation/oceanic response uncertainties and feedbacks (see, for example,
Wigley, 1994; 2000a; O’Neill and Melnikov, 2008).
• Uncertainties concerning atmospheric chemistry, the evolution of reactive gases and aerosols.
Aerosol forcing uncertainties are important because of the large negative forcing effect that
is spatially heterogeneous compared to CO2 (Wigley, 1997; Yu et al., 2006). Similarly for
tropospheric and stratospheric ozone.
• The conversion of concentrations into radiative forcing and the global temperature response
within a simple climate model is represented by a simple parameterised equation, which
can only approximate the actual response of the climate system to changes in atmospheric
greenhouse–gas concentrations. Global–mean radiative forcing is a useful means of esti-
mating the global–mean temperature response and a linear forcing response continues to be
a reasonable assumption (Forster and Gregory, 2006).1
• Model response and parameterisation. Despite past research efforts, there is still consider-
able uncertainty concerning the values of important model parameters.
• Future emissions and the choice of emissions scenario associated with the absence of proba-
bilities and the ambiguity assigned to the SRES scenarios, as noted in Webster et al. (2003).
There is uncertainty concerning future emissions (Webster et al., 2002) and uncertainties
in population growth (O’Neill and Sanderson, 2008). However, this is more about future
choices and policies, which is a different kind of uncertainty from the scientific uncertainty
associated with observations, the response of the climate system and model design.
• There is really no provision in a simple climate model for future natural variability and vol-
canoes, although it is possible to introduce some degree of internal variability into a simple
model, as shown for example by Wigley and Raper (2001). Solar cycles, such as the 11–year
solar cycle, can be provided for, as well as changes due to the Earth’s orbit if very long time
periods are being investigated. Volcanoes are normally regarded as completely stochastic,
that is, there is no realistic way of providing for any such future events. The climate system
also recovers from the cooling effect of eruptions over 2 to 7 years (Thompson et al., 2009),
meaning that they can be assumed to have no net long term effect.
• Feedback mechanisms, such as carbon–climate feedbacks, ice sheet melting, permafrost,
thermohaline circulation, water vapour feedbacks and cloud formation, are all areas of un-
certainty, including the potential for non–linear responses and sudden threshold changes.
As yet, long–term changes in vegetation and the effect this has on the surface albedo are
generally not well represented in climate models.
1Such as,∆Q = αCO2 ln(C/C0) and∆T=λ∆Q.
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In order to project likely future temperatures, a number of researchers have used methods in-
volving Probability Density Functions (PDFs) to capture the range of uncertainty for either a single
parameter or joint probabilities for two or more parameters. Early work of this type focussed on
climate sensitivity as this is the most uncertain parameter for a simple climate model. Andronova
and Schlesinger (2001) used a simple climate model (COSMIC, Schlesinger and Williams, 1997)
to perform Monte Carlo simulations comparing the observed and simulated temperature record to
arrive at a probability density function for climate sensitivity. Wigley and Raper (2001) introduced
the use of a PDF with MAGICC, using a log–normal distribution for climate sensitiivty.
New and Hulme (2000) also used a Bayesian Monte Carlo approach to quantify uncertainties
within a probabilistic framework. They utilised four SRES marker scenarios, A1, A2, B1 and
B2, as being representative of most of the range of future emissions, with the assumption that each
emissions pathway is equally likely. Emissions were then converted into global–mean temperature
change projections using MAGICC. The authors indicated that the strength of the carbon cycle
and ocean heat uptake are two of the models key parameters along with climate sensitivity. It is
interesting to note that the carbon cycle was included but the aerosol component was not, although
it was acknowledged as a factor. It was not included due to difficulties in modelling the aerosol
effects (this was perhaps more of an issue for the older version of MAGICC then in use) as well as
a view that aerosol forcing would likely be a less significant forcing than greenhouse–gas forcing
by the end of this century. For climate sensitivity, New and Hulme (2000) adopted a triangular
PDF, based on the IPCC range of 1.5 to 4.5◦C.
A useful review of the role of probabilities for arriving at temperature projections and the
probability of exceeding a threshold temperature is provided by Dessai and Hulme (2003). They
traced some of the then recent relevant papers and important discussions for this topic before
addressing the question of the whether or not estimates of the likelihood of climate change are
needed. They concluded that the answer depends to some extent on the goals of the analysis along
with the difficulties of assessing human reflexivity.
Hare and Meinshausen (2006) provides an additional 6 examples of climate sensitivity PDFs
whilst pointing out that a joint PDF would be better than focussing on this single parameter since
it does not take into account other uncertainties. That paper used MAGICC to investigate different
concepts of warming commitment with temperature results expressed in probabilistic terms.
Meinshausen (2006) addressed the idea of a temperature target as a threshold for dangerous
climate change. Using a policy target, such as a 2◦C increase above pre–industrial as a limit for the
global mean temperature, that analysis sought to estimate the probability of exceeding the target
temperature. 11 PDFs were used for the climate sensitivity. Two other important parameters,
ocean heat uptake and sulfate aerosol forcing, were adapted based on the climate sensitivity using
maximum likelihood estimates derived from a simple historical constraint test. Meinshausen’s
work thus focused on climate sensitivity as the primary uncertainty, and did not attempt to derive
a joint PDF.
Forest et al. (2002) derived joint probability distributions for climate sensitivity, ocean heat
uptake and aerosol forcing using what they term as an optimal fingerprinting approach. They used
the MIT 2D statistical–dynamical model to represent the climate from 1860 to 1995, varying these
three parameters to assess the fit to the historical record. They were then able to derive a joint
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PDF, which was then used to investigate the likelihood of the climate system response to forcing
scenarios. This work has been developed further in Forest et al. (2008) and Libardoni and Forest
(2011).
However, as indicated in subsequent work by Webster et al. (2003), it is also important to
consider the likely future emissions pathway. That study built on the joint PDF approach of Forest
et al. (2002) to use probabilities for future emissions projections and to estimate uncertainty for
both a policy constraint and a no policy case. Forest et al. (2004) point out that, while research
into reducing uncertainty should continue, there will continue to be some level of irreducible
uncertainty. Accordingly, techniques that allow for the different uncertainties to be incorporated
through the climate modelling process need to be utilised and improved upon, which is one of the
goals of this research.
4.2 Climate System Parameter Uncertainty
This section investigates a method for assessing the contribution the climate system parameters
make to MAGICC’s global–mean temperature change results. The model was run using an initial
set of parameter values to establish a standard temperature change result, then re–run for each
parameter in turn, with the parameter value changed by 1% of its nominal standard deviation
for its estimated range. An initial range of values for each parameter and its standard deviation
was determined from the CMIP3 calibrated values, the research work of Chapter 3 and previous
results, as discussed below. The difference in the model results then provides a measure of the
sensitivity of the model outputs to the input parameters (the Jacobian of the model), following a
similar method to Rayner et al. (2011). The variance of each parameter provides the content for
the covariance matrix C(v) and the calculated sensitivities assume a linear error propagation from
the input parameters to the model results.
For a random vector v with multivariate normal distribution described by the covariance matrix
C(v), where J is any linear mapping, then U is also a multivariate normal which provides an
uncertainty estimate for the parameters according to the equation:
U = JC(v)JT (4.1)
where the superscript represents the transpose of the matrix J.
4.2.1 Specifying the climate parameters
A set of seventeen climate system parameters were identified, based on the CMIP3 tuning files
and model documentation, as listed in Table 4.1. These 17 parameters comprise the 11 calibrated
parameters used in the CMIP3 configuration files (i.e., the results of the calibration process de-
scribed in Meinshausen et al., 2009; 2011a) plus six more based on the work in Chapter 3. Of the
11 calibrated parameters listed first in Table 4.1, three are new to version 6.0, introduced for fine
tuning MAGICC to emulate the CMIP3 models. The remaining six parameters also need to be
considered, as discussed previously in Chapter 3.
The two land area fractions, fnl and fsl are not really climate parameters but model structure
settings. They are treated here as constants with no variance and no contribution to MAGICC’s
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climate response uncertainty. ∆Q2x was discussed in Chapter 3 (Section 3.1.4). It can be left at
its default value of 3.71 W m−2, since this is the radiative forcing for a doubling of CO2.
Values for the variance σ2 of each parameter are required for the uncertainty assessment. The
19 sets of CMIP3 values provided a basis for setting σ2 for the 11 calibrated parameters. Table
4.2 lists these parameters with their mean, standard deviation σ, skewness and kurtosis.
The asymmetric heat exchange factor µ has a very small variance and can be treated as a
fixed parameter. It is not essential to the operation of MAGICC, rather it helps to fine tune it
for emulating the CMIP3 models. The ocean diffusivity temperature gradient parameter Γ could
either be left at its default setting of 0, or included as one of the parameters that contributes to the
climate system uncertainty.
Table 4.1: List of MAGICC’s 17 climate system parameters.
No. Parameter Description Units
1 µ amplification factor for ocean to land heat transporta
2 ∆T2x climate sensitivity ◦C
3 ∆Q2x forcing for doubled CO2 W m−2
4 ξ dependence of feedback factors on forcinga ◦Cm2W−1
5 κlo heat exchange coefficient land ocean W m−2 ◦C−1
6 κns heat exchange coefficient north south W m−2 ◦C−1
7 fnl hemispheric fraction of Northern land area
8 fsl hemispheric fraction of Southern land area
9 Rlo ratio land ocean warming
10 Γ dependence of vertical diffusivity on ocean warming gradienta cm2s−1 ◦C−1
11 K ocean vertical diffusivity cm2s−1
12 w0 initial upwelling velocity m yr−1
13 wvar variable upwelling velocity fraction
14 h mixed–layer depth m
15 β ratio of polar sink water to mixed–layer temperature
16 Tmoc upwelling temperature threshold ◦C
17 α SST to mixed–layer temperature ratio
a Three new parameters for fine tuning MAGICC to emulate the CMIP3 models.
The distributions for the 11 parameters listed in Table 4.2 were checked, testing for normal or
log normal distributions by plotting the 19 sets of CMIP3 tuned values. In addition, restrictions
on the range of physically feasible values were noted.
The remaining six parameters (w0, wvar, h, β, Tmoc and α) also needed a distribution and
standard deviation. One way to do this was to assign a PDF (Probability Density Function) to
each of these based on the investigations in Chapter 3. Previous studies also provided a guide.
For example, Wigley and Raper (2001) used a 90% confidence interval 1.5◦ to 4.5◦ for climate
sensitivity ∆T2x with either uniform or lognormal distributions, and for ocean vertical diffusivity
K used a lognormal PDF with 5, 50 and 95% values of 1.3, 2.3 and 4.1 cm2s−1.
For the purposes of this uncertainty evaluation, the climate sensitivity parameter ∆T2x was
assigned a lognormal distribution with a 5% to 95% confidence interval of 1.5 and 4.5. The
lognormal distribution has the added benefit that it cannot go below zero (this also applies to some
of the other model parameters).
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Table 4.2: MAGICC’s 11 CMIP3 tuned parameters
No. Parameter Mean σ Skewness Kurtosis Notes
1 µ 1.16 0.14 0.12 1.63 >= 1 or fixed
2 ∆T2x 2.88 0.92 1.78 6.00 >= 0
3 ∆Q2x 3.63 0.29 −0.16 2.30 fixed at 3.71
4 ξ 0.03 0.03 0.64 1.52 >= 0 or fixed
5 κlo 1.49 0.79 −0.88 1.87 >= 0
6 κns 0.63 0.66 1.31 3.11 >= 0
7 fnl 0.50 0.05 0.22 1.73 fixed value
8 fsl 0.25 0.03 0.29 1.73 fixed value
9 Rlo 1.37 0.15 0.09 2.38 >= 1
10 Γ −0.32 0.39 −1.03 2.445 <= 0 or fixed
11 K 1.30 0.71 0.63 2.01 >= 0
The general expression for two values of a normal distribution can be written as:
µˆ+ a1σˆ = b1
µˆ+ a2σˆ = b2
where µˆ and σˆ are the mean and standard deviation of the normal distribution. b1 and b2 are the
required confidence values at a1 and a2. For a normal distribution the 5% to 95% boundaries are
1.64σˆ either side of the mean. To change to a lognormal distribution it is only necessary to take
the logs of b1 and b2. Hence:
µˆ− 1.64σˆ = ln(1.5)
µˆ+ 1.64σˆ = ln(4.5)
This pair of simultaneous equations are easily solved to obtain µˆ = 0.955 and σˆ = 0.335. The
variance σˆ2 is then 0.112.
In matrix form, where A*X = B, then
A =
[
1 −1.64
1 1.64
]
X =
[
µˆ
σˆ
]
B =
[
ln(1.5)
ln(4.5)
]
This provides a general solution for lognormal distributions with a 90% confidence interval;
only the values in B need to be changed to find the mean and standard deviation.
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The other climate system parameters were similarly assigned distributions and standard devi-
ations σ, guided by the CMIP3 calibrated values and the knowledge gained in Chapter 3, as listed
in Table 4.3, although these are not the only possible choices that could have been made; they
are ‘best estimate’ or ‘expert’ priors based on the available information and experience gained
from working with the model. These prior distributions are reviewed later in the light of joint
distribution fitting to observations using the Monte Carlo method in Section 4.3.
Table 4.3: Distribution characteristics for MAGICC’s 17 climate system parameters.
No. Parameter Distribution σ
1 µ fixed at default value, 1.0 0
2 ∆T2x lognormal, 5% to 95% confidence interval of 1.5 and 4.5 0.33
3 ∆Q2x fixed setting, 3.71 0
4 ξ fixed at default value, 0 0
5 κlo lognormal, 5% to 95% confidence interval of 0.1 and 5.0 0.70
6 κns lognormal, 5% to 95% confidence interval of 0.1 and 2.0 0.91
7 fnl fixed setting 0
8 fsl fixed setting 0
9 Rlo normal, mean 1.60 (a)
10 Γ normal, mean −0.32 or default setting 0.39 or 0
11 K lognormal, 5% to 95% confidence interval of 0.5 and 2.5 0.49
12 w0 lognormal, 5% to 95% confidence interval of 2.5 and 8.0 0.35
13 wvar lognormal, 5% to 95% confidence interval of 0.1 and 0.8 0.20
14 h normal, mean 60 18
15 β lognormal, 5% to 95% confidence interval of 0.1 and 0.8 0.20
16 Tmoc normal, mean 8.0 or or fixed setting 2.44 or 0
17 α normal, mean 1.25 (b)
(a) Initially, a standard deviation for Rlo of 0.14 was used, based on the CMIP3 values.
(b) α was assigned a standard deviation of 0.05 to start with.
4.2.2 Climate system uncertainty results
After establishing standard deviations σ for the climate parameters based on the selected distribu-
tions, estimated as discussed in the previous section, the model was run to determine the effect that
small alterations in the parameter values make to the resultant global–mean temperature change
in 2100. Each parameter was varied by 1% of its standard deviation. The first set of results is
presented in Table 4.4. The standard deviation of 1.29◦C gives a 5% to 95% confidence interval
of ± 2.12◦C for the temperature change in 2100 (assuming a normal distribution).
The top three parameters account for 99% of the overall uncertainty for the temperature results.
Climate sensitivity ∆T2x is almost 88% of the total, re-iterating the significance of this parameter.
The next two main contributors are ocean parameters, the temperature gradient component Γ and
the ocean vertical diffusivityK. This also confirms the importance of the ocean diffusivity param-
eters, although they are a surprisingly small part of the total uncertainty according to this analysis;
the remaining parameters are all of relatively minor importance.
The diffusivity gradient parameter Γ shows up here as being more significant than anticipated,
given the sensitivity result in Section 3.4.1. In addition, the parameters Rlo and α contributions to
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Table 4.4: Climate system parameter uncertainty for temperature in 2100 with the A1FI emission
scenario.
Parameter name σ uncertainty
contribution %
climate sensitivity ∆T2x 0.33 87.70%
ocean diffusivity warming gradient Γ 0.39 8.82%
ocean vertical diffusivity K 0.49 2.50%
land ocean heat coefficient κlo 0.70 0.34%
upwelling temperature threshold Tmoc 2.44 0.27%
variable upwelling velocity fraction wvar 0.20 0.13%
north south heat coefficient κns 0.91 0.10%
SST to mixed–layer temperature ratio α 0.05 0.06%
land ocean warming ratio Rlo 0.14 0.06%
polar sink water to mixed–layer temperature ratio β 0.20 0.02%
mixed–layer depth h 18.3 0.01%
initial upwelling velocity w0 0.35 0.00%
the overall uncertainty are smaller than expected. As an alternative, the uncertainty results with Γ
not included (i.e., set to a fixed default value with zero variance), are presented in Table 4.5. In
this case, the ∆T2x dominates, with a 96% contribution to the total uncertainty, K is nearly 3%,
leaving just 1% for all the remaining parameters.
The standard distributions used for the Rlo and α parameters in Tables 4.4 and 4.5 were based
on the CMIP3 calibrated ranges. However, if larger values are used, based on the observational
fitting discussed in Sections 3.1.2 and 3.1.3, then the results change, with α andRlo moving higher
in the order. If the parameter Tmoc is treated as fixed, for the reasons discussed in Section 3.4.1,
then the modified uncertainty results show very small changes to ∆T2x and K, with all the other
parameter contributions remaining almost the same.
An additional step was to also fix the SST to mixed–layer temperature ratio α, for which case
the results are given in Table 4.6. The reason for considering excluding this parameter is that it
has normally been treated as a constant in previous calibration exercises, and so this was an option
selected to reduce the number of climate system parameters for the MCMH work in Section 4.3.
Testing this setting confirmed the acceptability of its default value (as discussed previously in
Section 3.1.3). Removing α shifts most of the uncertainty contribution into the climate sensitivity
∆T2x proportion. Before discussing these results further, uncertainty due to aerosol forcing is
introduced into the mix.
4.2.3 Aerosol uncertainty
Aerosol forcing uncertainty is concerned with setting a forcing amount for the different aerosol
components at a point in time. It is an offset to the radiative energy balance of the climate system;
observed warming over the past 50–60 years due to increases in atmospheric greenhouse–gas con-
centrations is offset by cooling from anthropogenic sulfate aerosols (Stott et al., 2001). As such,
aerosol forcing uncertainty is a different type of uncertainty to the uncertainty in the temperature
response of the climate system to a perturbation in the radiative forcing energy balance.
82 CHAPTER 4. CLIMATE PARAMETERS AND UNCERTAINTY
Table 4.5: Climate system parameter uncertainty for temperature in 2100 with the A1FI emission
scenario — without Γ.
Parameter name σ uncertainty
contribution %
climate sensitivity ∆T2x 0.33 96.17%
ocean vertical diffusivity K 0.49 2.74%
land ocean heat coefficient κlo 0.70 0.38%
upwelling temperature threshold Tmoc 2.44 0.30%
variable upwelling velocity fraction wvar 0.20 0.14%
north south heat coefficient κns 0.91 0.10%
land ocean warming ratio Rlo 0.14 0.07%
SST to mixed–layer temperature ratio α 0.05 0.06%
polar sink water to mixed–layer temperature ratio β 0.20 0.02%
mixed–layer depth h 18.3 0.01%
initial upwelling velocity w0 0.35 0.00%
Table 4.6: Climate system parameter uncertainty for temperature in 2100 with the A1FI emission
scenario — with larger standard deviation for Rlo and fixed values for α and Tmoc.
Parameter name σ uncertainty
contribution %
climate sensitivity ∆T2x 0.33 96.40%
ocean vertical diffusivity K 0.49 2.75%
land ocean heat coefficient κlo 0.70 0.38%
land ocean warming ratio Rlo 0.23 0.19%
variable upwelling velocity fraction wvar 0.20 0.14%
north south heat coefficient κns 0.91 0.10%
polar sink water to mixed–layer temperature ratio β 0.20 0.02%
mixed–layer depth h 18.3 0.01%
initial upwelling velocity w0 0.35 0.00%
The net radiative forcing due to all the different aerosol components remains one of the largest
sources of uncertainty in climate modelling. This is due to the multiplicity of different sources of
aerosols, their heterogeneous distribution, and difficulties in measuring and estimating the forcing
contribution of each type of aerosol. Estimates of 20th–century climate sensitivity are compro-
mised by this uncertainty because of the complementary role of aerosols, that is, there is a negative
correlation between estimated aerosol forcing and climate sensitivity (Meinshausen, 2006); higher
climate sensitivities are associated with lower net aerosol forcing and vice versa.
In order to represent the uncertainty and prior distribution for total aerosol forcing AFtot, one
parameter for direct fossil fuel sulfate aerosol forcing in 2005, AFsoxi, was chosen to allow for
uncertainty in all the direct aerosol forcing components, based on the AR4 estimate for total direct
aerosol in 2005 of −0.5 W m−2, with an uncertainty range of ± 0.4 W m−2 (IPCC, 2007b). This
includes organic carbon, black carbon, sulfate and NOx aerosols from fossil fuels and biomass
burning. The total indirect aerosol forcing was scaled as linearly proportional to the direct forcing,
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Table 4.7: Climate system parameter uncertainty for temperature in 2100 with the A1FI emission
scenario — with aerosol forcing added.
Parameter name σ uncertainty
contribution %
climate sensitivity ∆T2x 0.33 70.44%
aerosol forcing AFsoxi 0.40 26.75%
ocean vertical diffusivity K 0.49 1.97%
land ocean heat coefficient κlo 0.70 0.43%
land ocean warming ratio Rlo 0.23 0.18%
north south heat coefficient κns 0.91 0.12%
variable upwelling velocity fraction wvar 0.20 0.09%
polar sink water to mixed–layer temperature ratio β 0.20 0.01%
mixed–layer depth h 18.3 0.01%
initial upwelling velocity w0 0.35 0.00%
according to the historical aerosol forcing results produced by MAGICC. The ratio of total indirect
to total direct aerosol forcing for each year 1900 to 2005 was first established, and then the average
of the annual values was calculated, which was found to be 2.38. Accordingly, the indirect forcing
component of the total model radiative forcing was then replaced by 2.38 times the direct forcing.
The AR4 best estimate for indirect forcing in 2005 is −0.7 W m−2, with an uncertainty range of
−0.3 to −1.8 W m−2; the total range of aerosol forcing uncertainty is covered by the sum of the
direct plus scaled indirect effect as a prior estimate.
The results for the uncertainty analysis with AFsoxi included are set out in Table 4.7. The
aerosol forcing AFsoxi contribution to the total uncertainty is close to 27%, while the climate
sensitivity ∆T2x proportion has dropped to about 70%. This demonstrates the relative significance
of the aerosol forcing parameter and its close relationship to ∆T2x.
4.2.4 Summary
The uncertainty analysis presented above provides one way of estimating the uncertainty in the
global–mean temperature change results produced by MAGICC for the primary climate system
parameters that determine the model’s temperature response to changes in greenhouse–gas con-
centrations. In addition, the relative contribution of individual parameters to the overall uncertainty
can be separated out with this technique.
Climate sensitivity ∆T2x is the dominant contributor to the uncertainty in global–mean tem-
perature results produced by MAGICC. This again raises the question of what is the ‘correct’
value to use for this parameter, a fixed quantity based on its equilibrium setting or effective value,
a 20th-century value derived from fitting to observations, or one which is allowed to vary over
time that reflects some state–dependency. The answer lies, in part, on the issue under investigation
and the purpose to which MAGICC’s results will be applied, taking into account the time horizon
for projections.
If uncertainty in aerosol forcing AFsoxi is included, then it is the second most important con-
tributor to the uncertainty in the climate system response for a given set of emissions. Aerosols
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affect temperature by their direct physical mechanism, but make it harder to infer the climate sen-
sitivity from historical observations, since it is difficult to isolate and then estimate the aerosol
forcing. The aerosol forcing uncertainty contribution is followed by the ocean vertical diffusiv-
ity settings K and Γ. The remaining parameters are relatively minor contributors, although their
significance might change if the uncertainty in land, ocean and hemispheric temperature changes
were to be considered, as was done in the sensitivity analysis of Chapter 3. This has not been
explored further here.
The prior distribution and corresponding standard deviation specified for each parameter can
affect the relative importance of particular parameters, although this applies principally to the
‘minor placings’. The CMIP3 derived distributions can suggest standard deviations that may be
too small, as seems to be the case for the Rlo parameter as compared to historical temperature
observations. In addition, the CMIP3 calibration excluded some of parameters, such as α, that
should perhaps have been included. On the other hand, the introduction of Γ may warrant more
attention than has been given in this research, particularly in relation to the shape of the ocean
temperature change profile.
Another approach to checking the parameter distributions using historical observations to con-
strain the prior distributions is investigated in the next section using a Bayesian Monte Carlo
method.
4.3 MCMH and the Climate System
4.3.1 The Monte Carlo Metropolis–Hastings algorithm
The next approach to considering the climate system parameters and their uncertainty is based
on Bayesian statistics, in which prior Probability Density Functions (PDFs) of the parameters
are refined using historical observations to obtain posterior PDFs, which can then form the basis
for model projections. Model parameters were first assigned initial or expert prior PDFs and
then a Monte Carlo Markov Chain with Metropolis–Hastings algorithm (MCMH) program was
executed, sampling the prior PDFs to generate random parameter sets. The parameter sets were
then used in turn to run MAGICC and produce 20th–century temperature change results. The
MCMH program then compared the model results against corresponding 20th–century historical
observations, testing the parameter sets based on the likelihood that the modelled values fit the
observations. The outcome was a series of accepted parameter sets that form the basis for new
posterior PDFs.
The posterior distributions can then be used, together with an emission scenario, to project
global–mean temperature and CO2 concentration changes. This leads to a probability distribu-
tion for these future changes (which can then be used as a basis for policy making and for risk
assessments).
The MCMH program used for this work is based on a program by Jens Kattge (refer Knorr
and Kattge, 2005), which was adapted to work with MAGICC. The theory behind it is presented
in Mosegaard and Tarantola (1995) and Mosegaard and Sambridge (2002), and is briefly outlined
below, following Tomassini et al. (2007). The latter pointed out that this type of Bayesian statistical
approach provides a consistent statistical framework in which assumptions can be clearly stated.
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It also allows sensitivity and robustness studies to be performed. They also noted the importance
of addressing uncertainties associated with observational error and natural climate variability.
The general form of the Bayesian method takes a vector of parameters θ = (θ1, θ2, ..., θp) and
a vector of observations y = (y1, y2, ..., ym), from which the multivariate posterior probability
density of parameters is calculated according to Bayes’ theorem (Tomassini et al., 2007):
p(θ|y) ∝ l(y, θ)p(θ), (4.2)
where l(y, θ) is the likelihood function (the conditional probability density of the observations y
given the parameters θ) and p(θ) is the prior probability density for the vector of parameters. The
likelihood function is:
l(y, θ) = p[y − yM (θ)] (4.3)
where yM (θ) is the results from the deterministic climate model (in this case, MAGICC), and p
is the probability density function of a random variable  with E[] = 0.
Uncertainties in the observations are taken into account using the information provided with
the respective data sets. In addition, the observations are assumed to be independent and, in this
study, normally distributed from each other. This is a reasonable assumption if the observational
errors are large and the process noise, i.e., climate variability, is independently distributed. In
practice some of these stipulations breakdown, with certain observations having noticeable cor-
relations. Indeed, one of the reasons for using land−ocean and Northern−Southern Hemisphere
temperatures was to minimise these correlations.
Assuming independent and identically distributed observations, then the likelihood function
is:
l(y|θ) =
n∏
i=1
1√
2piσ2i
exp
(
−1
2
{
f(θ, ti)− yi
σi
}2)
(4.4)
where f(θ, ti) is the model output of observation yi given the set of parameters θ. The likelihood
of a set of n independent observations is the product over the likelihoods of individual observations
yi at times ti. Here, it is assumed that each observation is sampled independently from a normal
distribution with a mean xi and standard deviation σi. This standard deviation allows for the un-
certainty in the observations and internal natural variability that is not captured by the model. The
work of Drost et al. (2011) suggests that the standard deviation of indices such as the global–mean,
land−ocean and Northern−Southern Hemisphere temperature anomalies for detrended observa-
tions and AOGCM control runs on decadal time scales are quite small (generally less than 0.1).
Further consideration of the climate variability component may however still be needed, al-
though this is taken as being stationary in the long run. If there are significant correlations between
the observations and natural variability then a different likelihood function would be required.
It is difficult to separate natural variability from the underlying trend over the relatively short
time periods covered by the available data, especially for the carbon cycle. One way around this
is to consider a control run from a complex model to represent climate variability, as was done
in Tomassini et al. (2007). However, the carbon cycle would also need to be addressed. For
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the purposes of this study it was decided not to further complicate matters; future investigations
could usefully investigate this issue, although it is not expected to impact very much on the results
achieved here.
Bayesian Monte Carlo methods have also been applied in other related studies, for calibrating
both simple and intermediate complexity Earth system models; the run–times and costs preclude
this technique being applied to complex coupled models such as AOGCMs.
Urban and Keller (2010) combined two simple models, an energy balance model, similar in
concept to MAGICC called DOECLIM (Kriegler, 2005, PhD thesis), and a box model that repre-
sents the overturning circulation of the Atlantic ocean to investigate the risk of an anthropogenic
collapse of the Atlantic Meridional Overturning Circulation (AMOC). They applied an MCMH
algorithm to estimate the model parameters from observational data that included atmospheric
CO2 concentrations, ocean carbon fluxes, HadCRU surface temperatures, ocean heat uptake and
AMOC strength estimates. A slightly more complex likelihood function was used with, in addi-
tion to a standard deviation, a statistical parameter for a first–order autoregressive process to better
account for autocorrelation. This was also intended to deal with both measurement uncertainty
and natural variability.
An MCMH algorithm was also utilised by Ricciuto et al. (2008) for their carbon cycle model
calibration. They used a modified likelihood function similar to Urban and Keller (2010), al-
though the Ricciuto et al. (2008) function assumes that all the observations have the same stan-
dard deviation of total error. This would appear to be problematic in a different setting, such as
an investigation of the combined climate and carbon cycle system where the magnitude of the
uncertainties differ significantly across the range of observations. Their results found that auto-
correlation was important and ignoring it biased the parameter estimates. However, it is expected
that this is less of a problem in the MCMH–MAGICC set-up used here, since it employs decadal
averages for the observations rather than annual amounts.
Sanso´ and Forest (2009) used a variant of the MIT EMIC, running the model using 426 dif-
ferent combinations of 3 parameters drawn from a non–uniform grid. This appears to be a form
of Latin Hypercube sampling. As such, it does not select parameters randomly from a prior dis-
tribution and is restricted in scope, with only three climate parameters (although these probably
account for perhaps 70-80% of the uncertainty) and no carbon cycle. Only observed and modelled
surface temperature data were used. The output from the model was then used to create a set of
model observations for further analysis with a statistical model involving MCMC, in effect creat-
ing a statistical emulator of the EMIC. This study looked at the covariance matrix involved in their
probability distribution to address the issue of natural variability, estimating this matrix from GCM
control runs. They found that their results were impacted by the choice of values in the covariance
matrix. However, they were using only surface temperature change observations organised as a
temperature difference between means and decadal means across zonal bands, observations which
may well be correlated, in which case a covariance matrix is required. It is less clear that this is
required for the globally averaged observations used in the MCMH–MAGICC algorithm, although
it would be good to test this at a later date. However, control runs from an Earth system model
would be required in the case of calibrating the combined climate–carbon cycle system that is the
goal of this research. As a first step, the investigation of the climate system alone could be tackled
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to gauge the significance of the cross correlations and natural variability, although the Ricciuto
et al. (2008) results suggest that the correlations between the carbon cycle observations, natural
variability and the parameter estimates would need to be considered as well.
4.3.2 Applying the MCMH algorithm
Four climate system parameters were selected for use with the MCMH program, ∆T2x,K, κlo and
Rlo based on the uncertainty analysis of the previous section and earlier work (aerosol uncertainty
is considered later, in Section 4.4). These account for some 99.7% of the uncertainty in global–
mean temperature changes out of the nine climate parameters in Table 4.6. Each parameter was
assigned a prior mean and standard deviation as per Table 4.8, informed by previous studies and
the research work discussed so far in this thesis. The distributions for ∆T2x and K are wider
than the CMIP3 calibrated values alone would suggest, since these models do not cover the full
range of uncertainty for climate sensitivity and ocean heat uptake (Sokolov et al., 2010). These
‘well-informed’ priors mean that the MCMH program is not expected to explore the full model
parameter space, but rather only a reduced region of feasible parameter values. The distributions
were assumed to be normal PDFs, but truncated to prevent values of zero or less occurring, which
would be physically unrealistic and lead to errors in the climate model. Prior normal distributions
were used for simplicity, leaving the MCMH algorithm to determine the form of the posterior
distribution.
Three sets of observations were chosen as the historical constraints:
1. The historical 1911 to 2010 HadCRUT3 global–mean surface temperature change, arranged
into 10 decadal average temperatures;
2. The 1911 to 2010 HadCRUT3 derived land−ocean temperature difference, also arranged
into decadal averages;
3. Ten ocean layer temperature changes for 1960–2008 for different layers over the depths
0–700m (SW10).
Observational uncertainty was allowed for in the HadCRU observations based on the stated
temperature uncertainties, appropriately combined for the decadal means and decadal mean dif-
ferences. The surface temperature observations have relatively small uncertainties. It is difficult
to assign an overall estimate for the ocean layer temperature change since the ocean temperatures
have large uncertainties in time and space. Standard deviations based on the uncertainties provided
by Levitus et al. (2009) were used for this purpose.
The posterior results for a run with 5,000 iterations are presented in Table 4.8 and the prob-
ability density for each of the parameters is shown in Figure 4.1. In order to achieve this result,
the observational standard deviations where scaled so as to obtain roughly equal average con-
tributions to the cost function used in the Metropolis–Hastings likelihood acceptance rule, and
to ensure the modelled decadal temperature change distributions lie within the observed decadal
temperature change distributions. If the observational uncertainty is too small, the climate model
decadal results can lie outside the decadal observational range.
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These results were not found to be all that sensitive to the number of iterations once a rea-
sonable number of iterations is reached. This is demonstrated here with this same MCMH set-up
repeated with 25,000 iterations, with the posterior results shown in Table 4.9 and Figure 4.2. The
differences are generally quite small, mostly around the second decimal place, although the means
forK and κlo show more differences. There are also some changes in the shape of the distributions
evident between the two sets of histograms (Figures 4.1 and 4.2). After having run the MCMH
program a number of times, it appears that 10,000 iterations is about the minimum needed to ob-
tain reproducible results. Longer runs refine the posterior results at the cost of more computer
time.
The MCMH program, in conjunction with the selected historical observations has successfully
refined the prior PDFs. The outcome is a set of revised means and useful reductions in standard
deviations, for example, nearly 50% smaller for ∆T2x, about 20% smaller for K and Rlo, which
are very worthwhile reductions for the uncertainty in these key parameters. However, these results
do not take into account aerosol forcing uncertainty, which is addressed later (Section 4.4), or
uncertainties in the carbon cycle (see Chapter 5).
The correlations between the parameters are considered next, followed by a look at the infor-
mation gained from the observations by the MCMH analysis.
Table 4.8: Prior distributions and posterior results for key MAGICC climate parameters (5,000
iterations).
parameter name prior mean prior σ post mean post σ
climate sensitivity ∆T2x 3.00 1.50 3.21 0.76
ocean vertical diffusivity K 1.00 0.50 1.26 0.40
land ocean heat exchange κlo 1.50 0.80 1.79 0.69
land/ocean warming ratio Rlo 1.60 0.20 1.58 0.16
Table 4.9: Prior distributions and posterior results for key MAGICC climate parameters (25,000
iterations).
parameter name prior mean prior σ post mean post σ
climate sensitivity ∆T2x 3.00 1.50 3.18 0.77
ocean vertical diffusivity K 1.00 0.50 1.11 0.41
land ocean heat exchange κlo 1.50 0.80 1.56 0.71
land/ocean warming ratio Rlo 1.60 0.20 1.54 0.17
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Figure 4.1: Parameter probability distributions associated with Table 4.8.
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Figure 4.2: Parameter probability distributions associated with Table 4.9.
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4.3.3 Correlation results
Another consideration is the correlations between the parameters (Tables 4.10 and 4.11). Ex-
amination of the posterior parameter sets reveals only small correlations between the different
parameters, which indicates that estimates of the parameter values are not strongly related. There
is some sensitivity to the number of iterations evident between the two tables. Joint frequency
density plots for three combinations of parameter pairs are included for the larger correlations, cli-
mate sensitivity ∆T2x and ocean diffusivity K (Figure 4.3(a)), ∆T2x and the land ocean warming
ratio Rlo (Figure 4.3(b)), Rlo and the land ocean heat exchange coefficient κlo (Figure 4.3(c)).
The correlation between ∆T2x and K shows a positive value of 0.23 (for 25,000 iterations,
Table 4.11), which is as expected, and is consistent with the pairs of results in Section 3.6.1 (it is
also similar to the result found by Forest et al., 2008; Sokolov et al., 2010). A larger K means
greater heat uptake by the ocean, which tends to reduce the surface temperature changes, and hence
a larger climate sensitivity is required to compensate for this, so as to provide a good match to the
observed temperature change. The posterior probability density function for these two parameters
is shown as a grey–scale contour plot in Figure 4.3(a). The small positive correlation relationship
is evident in that diagram, which has roughly elliptical contours associated with simple bi-variate
normal distributions with correlations. The fact that the correlation coefficient is not larger may
reflect the dominant role of ∆T2x, as already seen in the relative uncertainty contributions in
Section 4.2. The three sets of observational constraints were roughly equally weighted in the
MCMH program, with the observational uncertainties scaled to achieve this balance. However
it might be appropriate to consider a weighting that strengthens the constraint on K (this issue
is taken up again in Chapter 6 in the context of the combined climate system and carbon cycle
parameters).
Table 4.10: Correlations between MAGICC’s climate parameters for 5,000 iteration run.
∆T2x K κlo Rlo
climate sensitivity ∆T2x 1.00
ocean vertical diffusivity K 0.16 1.00
land ocean heat exchange κlo 0.06 0.10 1.00
land/ocean warming ratio Rlo −0.29 0.11 0.16 1.00
Table 4.11: Correlations between MAGICC’s climate parameters for 25,000 iteration run.
∆T2x K κlo Rlo
climate sensitivity ∆T2x 1.00
ocean vertical diffusivity K 0.23 1.00
land ocean heat exchange κlo 0.15 0.03 1.00
land/ocean warming ratio Rlo −0.12 0.02 −0.08 1.00
The joint density plot for ∆T2x andRlo (Figure 4.3(b)) indicates the small negative correlation
between this pair of parameters, with elliptical contour lines. This is because slightly reduced
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values for Rlo are required with increased ∆T2x in order to maintain the land ocean temperature
contrast, since a larger ∆T2x creates a greater temperature increase for a given perturbation to the
energy balance, which is then magnified over land relative to the ocean by Rlo.
A third density plot is included for κlo and Rlo. They have a small negative correlation coeffi-
cient r which is confirmed by the roughly circular density pattern seen in Figure 4.3(c).
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Figure 4.3: Joint climate parameter correlation plots for: (a) ∆T2x and K; (b) ∆T2x and Rlo; (c)
κlo and Rlo; associated with Table 4.11 (25,000 iterations).
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4.3.4 Information gained
The prior and posterior parameter distributions are related by a diagnostic likelihood function
according to:
Prior(x)× LF(x) ∝ Post(x) (4.5)
where Prior(x) and Post(x) are the prior and posterior distributions of parameter x, and LF(x)
is the likelihood function for that parameter.
Given that the priors are known and the posteriors are the outcome from the MCMH process-
ing, the LF(x) can be calculated for each of the parameters. Then, if the Prior(x) was a uniform
distribution, it, combined with the LF(x), would give the Post(x). Hence, the LF(x) can be
viewed as the information gained from the MCMH and historical observations.
This is demonstrated here for the case with the four climate parameters used previously in
Section 4.3.2 and Table 4.9 for 25,000 iterations. The LF(∆T2x) indicates that a uniform prior
would be transformed into a largely normal distribution with a mean around 3.2◦C and the broad
prior range reduced, particularly at the lower end. The distributions have been restricted to a 5%
to 95% interval and adjusted to avoid being distorted by the very small numbers at the tails, in
effect creating boundaries similar to the limits for a uniform distribution.
The result for LF(K) shows a relatively flat distribution for values between about 1.0 and 1.5
cm2s−1, then tapering off either side, with a reduction in the likelihood for small values. Either the
observations are not able to constrain the setting for K, or the model is not sufficiently sensitive
to K for it to matter very much. The previous parameter sensitivity studies and testing of relative
parameter uncertainty suggest that the latter is a factor. In addition, the large uncertainty associated
with the ocean temperature change observations used with the MCMH–MAGICC program also
provides only a weak constraint, unless a different weighting is applied. This topic is re-visited in
Chapter 6, Section 6.2.
The likelihood function for the land ocean heat exchange parameter LF(κlo) reveals that only
quite small changes occur from the estimated prior, although there is a slight reduction in the
incidence of values over 2.0. The comparison between the prior, indicated by the black curve, and
the colour shaded posterior density histogram also shows this limited change.
For the LF(Rlo), there is a reduction in the number of values over 1.6; the difference between
the prior and posterior distributions is quite small.
This technique provides a useful tool for checking on the information gained from the his-
torical observations that modifies the parameter prior distributions to arrive at the posterior dis-
tributions. Further analysis with the aerosol forcing parameter is introduced in Section 4.4 and
continued again in Chapter 6.
4.3.5 Comparison to Chapter 3 results
A new table was constructed to compare the MCMH results discussed in this chapter as com-
pared to the results of Chapter 3. This is Table 4.12, modified from Table 4.9, re-arranged and
supplemented by adding the posterior mode column and the revised values from Chapter 3, Table
3.16.
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Figure 4.4: Likelihood functions obtained from the prior and posterior distribution for ∆T2x, K,
κlo and Rlo associated with Table 4.9 (PD = probability density, LF = Likelihood function). Grey
shaded areas and black outline are the prior distribution.
The MCMH approach differs from that tested in Chapter 3, in which an attempt was made
to isolate the primary climate system parameters using different sets of observational information
gained from largely independent constrains and the requirement that MAGICC match the observed
ocean temperature change and ocean heat content changes.
The ocean data pointed to a much lower value for the ocean diffusivity parameter K of about
0.6 cm2s−1, rather than 2.3 cm2s−1 which was the default setting used for earlier versions of
MAGICC. A lower K then leads to a reduced climate sensitivity ∆T2x in order to best fit the
observed 20th-century global–mean surface temperature changes.
The observed land ocean warming ratio, as well as the time series for the land-ocean temper-
ature difference, strongly suggest that Rlo is around 1.5–1.6 for present day non-equilibrium con-
ditions. The land−ocean temperature difference also indicated that the land ocean heat exchange
parameter κlo appears to be around 2.0 Wm−2 ◦C −1, as compared to the previously standard
setting of 1.0 Wm−2 ◦C −1.
However, the results from investigating these same four parameters with the MCMH–MAGICC
program does not achieve the same revisions to ∆T2x andK. On the one hand, the MCMH method
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improves upon the approach used in Chapter 3 in that uncertainty in the observations and param-
eters is allowed for, but, in this case, the relatively large uncertainty associated with the ocean
temperature change means that this observational constraint has little effect. Consequently K and
∆T2x hardly change (in either the mean or the mode), although there is a significant reduction in
the spread of the posterior distribution for ∆T2x.
In addition to reducing the standard distribution for ∆T2x, the MCMH method also provides
the posterior parameter sets which can be used to obtain probabilistic temperature change projec-
tions. Examples of this are included in Chapter 6, in the context of results for the combined climate
system and carbon cycle parameters. The next section addresses the issue of aerosol forcing as
another important uncertainty that has to be allowed for.
Table 4.12: Prior and posterior distributions for four MAGICC climate parameters (25,000 itera-
tions), mode added.
Chapter 3 prior post post prior post
parameter name value mean mode mean σ σ
climate sensitivity ∆T2x 2.20 3.00 3.03 3.18 1.50 0.77
ocean vertical diffusivity K 0.60 1.00 0.94 1.11 0.50 0.41
land ocean heat exchange κlo 2.00 1.50 1.29 1.56 0.80 0.71
land/ocean warming ratio Rlo 1.60 1.60 1.55 1.54 0.20 0.17
4.4 MCMH and Aerosol Uncertainty
The importance of aerosol forcing as a source of uncertainty has been discussed previously (refer
Sections 2.5.3 and 4.2.3). Here, aerosol forcing is added to the MCMH analysis to check whether
or not is it possible to constrain its uncertainty. The method employed is similar to the previous
uncertainty contribution analysis, in that only one parameter is used to represent all of the com-
bined aerosol forcing parameters, the aerosol forcing parameter for the direct effect of fossil–fuel
sulfate aerosols AFsoxi.
A prior distribution for AFsoxi, −0.5 ± 0.4 W m−2, was used to represent the uncertainty for
the total direct aerosol forcing in 2005 AFdir, from which the total indirect forcing effect was
scaled by a factor of 2.38 as before, to give the total aerosol forcing AFtot. This was treated as a
normal distribution but truncated to prevent positive values.
The set-up for the MCMH was modified to include additional observations. Combinations
of Northern Hemisphere (NH), Southern Hemisphere (SH) and Northern minus Southern (N−S)
decadal mean surface temperature changes were tested, although only the results for N−S are
reported here. The differences between the results from these sets of observations were quite
small. Using the N−S temperature data provides consistency with the L−O method and takes
advantage of this derived time series as an extra set of independent observations. One reason for
including the N−S data is that it might assist in constraining the aerosols forcing given the regional
forcing distribution already provided with MAGICC (although there is then an assumption that this
information is valid).
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An initial test run of 12,000 iterations was conducted with the extra parameter AFsoxi, but
with no additional observations (Table 4.13). These first results are similar to the previous re-
sults without AFsoxi (Section 4.3 and Table 4.9), with the main change being an increase in the
standard deviations for the ∆T2x posterior values. This is not surprising, given the relationship be-
tween climate sensitivity and aerosol forcing. What is perhaps a little unexpected is the significant
reduction in the posterior mean and σ of AFsoxi.
Table 4.13: AFsoxi results without additional N−S observations (12,000 iterations).
parameter name prior mean prior σ post mean post σ
climate sensitivity ∆T2x 3.00 1.50 3.39 1.08
ocean vertical diffusivity K 1.00 0.50 1.12 0.47
land ocean heat exchange κlo 1.50 0.80 1.81 0.66
land/ocean warming ratio Rlo 1.60 0.20 1.59 0.16
aerosol forcing AFsoxi -0.50 0.40 -0.28 0.10
The results reveal some differences with the addition of the N−S decadal mean observations
(Table 4.14). The posterior σ for ∆T2x and AFsoxi have reduced by similar proportions, although
their means have hardly changed. The biggest change is to the mean for κlo, which suggests that
the N−S observations have affected this parameter due to the different area fractions for land and
ocean between the hemispheres. Accordingly this data set could be usefully applied as a constraint
for the climate system parameters as well.
Table 4.14: AFsoxi results with additional N−S observations included.
parameter name prior mean prior σ post mean post σ
climate sensitivity ∆T2x 3.00 1.50 3.42 0.85
ocean vertical diffusivity K 1.00 0.50 1.09 0.40
land ocean heat exchange κlo 1.50 0.80 1.20 0.67
land/ocean warming ratio Rlo 1.60 0.20 1.67 0.15
aerosol forcing AFsoxi -0.50 0.40 -0.29 0.08
The correlations structure, Table 4.15, as compared to the earlier table 4.11, has a very similar
value between ∆T2x andK, but much smaller values between ∆T2x, κlo andRlo. This latter result
suggests that the N−S observations are additional information that is being effective in helping to
constrain κlo and Rlo.
There is a moderately strong negative correlation between ∆T2x and AFsoxi of −0.35 (see
also Figure 4.5 ). This is as expected, since the observed global–mean temperature change has to
be maintained by the ∆T2x and AFsoxi parameter combinations; an increase in climate sensitivity,
which would increase the surface temperature change, is matched by an increase in aerosol forcing,
that is, a more negative parameter value, to achieve a greater cooling effect. A similar relationship
has been found by others (see, for example, Meinshausen, 2006).
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Table 4.15: Correlations between MAGICC’s climate parameters with AFsoxi and N−S added.
∆T2x K κlo Rlo AFsoxi
climate sensitivity ∆T2x 1.00
ocean vertical diffusivity K 0.25 1.00
land ocean heat exchange κlo 0.10 −0.21 1.00
land/ocean warming ratio Rlo −0.00 0.01 −0.13 1.00
aerosol forcing AFsoxi −0.35 −0.03 −0.07 −0.10 1.00
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Figure 4.5: Posterior probability density function plot for joint distribution of ∆T2x with AFsoxi,
for Table 4.15 with N−S observations.
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4.5 Chapter Summary
This chapter has taken a different approach to looking at the climate system parameters than that
adopted in Chapter 3, applying an uncertainty analysis technique and a Bayesian statistical method
to constraining the model parameters using observations.
The uncertainty analysis provided an alternative mathematically formulated approach to mea-
suring the relative importance that changes to individual climate parameters make to MAGICC’s
temperature change results, as compared to the earlier parameter sensitivity testing approach. The
two approaches are generally consistent in ranking the parameters. However, the uncertainty anal-
ysis has the advantage of reporting on the relative contributions to temperature change based on the
variance of the model parameters, rather than an estimated range of feasible values. In either case,
the climate sensitivity is by far the dominant parameter for the climate system, with ocean vertical
diffusivity the second most significant; the remaining parameters contribute relatively little to the
model’s global–mean temperature change uncertainty.
This uncertainty analysis could also be applied to the land and ocean temperature change
results, as well as the hemispheric temperature change results, if required, to check the relative
importance of the parameters (as was done for the parameter sensitivity testing in Chapter 3).
Aerosol forcing is not a climate system parameter, but is an important contributor to the overall
uncertainty. Accordingly, a parameter that represents the total aerosol forcing was introduced so
that the relative importance of this uncertainty could be quantified. The results (Table 4.7) confirm
that this source of uncertainty is significant, being noticeably larger than all of the climate system
parameters except for climate sensitivity.
The Monte Carlo Metropolis–Hastings (MCMH) algorithm was introduced in this chapter
as an alternative way of constraining MAGICC’s climate system parameters using historical ob-
servations. It was successfully implemented and tested, and some results from the MCMH–
MAGICC program have been presented. Overall, the MCMH program and the historical ob-
servations worked together to produce a useful outcome, with posterior distibutions that can be
used for estimating future global–mean temperature changes. A comparison of parameters values
derived from the different methods of estimating them is presented in Section 4.3.5. The main
finding is that the combination of observations and independent constraints used in Chapter 3 led
to somewhat different values for the primary climate system parameters than the best estimates
derived from the MCMH method. These differences are largely due to the different weight given
to the ocean temperature change profile. In Chapter 3 the ocean observations were first used to
estimate the ocean parameters, and then estimates for the climate sensitivity were derived, whereas
in Chapter 4 the MCMH treats all the observations equally while taking into account their uncer-
tainty.
Other arrangements for the MCMH–MAGICC program are possible, with different param-
eter combinations, such as including α, wvar and κns, as well as adding observations such as
hemispheric temperature changes, the North−South temperature difference, separate tempera-
ture changes for the four boxes (NHL, NHO, SHL, SHO), and time series for ocean heat content
changes at different ocean depths. Some of these observations are included in the investigations
of Chapter 6. Further parameter combinations have not been investigated here, as the uncertainty
98 CHAPTER 4. CLIMATE PARAMETERS AND UNCERTAINTY
analysis indicated that they contribute little to the uncertainties in the projected global–mean tem-
perature change.
The next chapter applies the uncertainty analysis technique and the MCMH algorithm to in-
vestigating MAGICC’s carbon cycle parameters. The combined climate system and carbon cycle
is then examined in Chapter 6.
Chapter 5
The Carbon Cycle
The carbon cycle model is an important feature of MAGICC that justifies regarding it as a sim-
plified Earth System Model (ESM), or as a ‘reduced complexity coupled carbon cycle–climate
model’ (Meinshausen et al., 2009). It has essentially two parts; a terrestrial carbon cycle model,
and an ocean carbon cycle model, which are described in Section 5.1.
MAGICC can use either historical emissions to calculate atmospheric carbon dioxide concen-
trations up to the present, or historical concentrations, after which future carbon dioxide concen-
trations are calculated according to a given set of emissions. The atmospheric carbon dioxide
concentration is then converted to a radiative forcing that, in conjunction with all other forcings,
provides the basis for calculating temperature changes.
Uncertainties in the exchanges of carbon between the atmosphere, land and ocean are an im-
portant part of the overall uncertainty associated with MAGICC’s temperature change projections.
One of the aims of this research is to assess these sources of uncertainty and how these can be
represented. This chapter examines the uncertainties related to the carbon cycle arising from past
observations and model limitations. Parameters are again a necessary part of the model; setting
the values of the carbon cycle parameters is difficult owing to the relatively large number of pa-
rameters that need to be specified as compared to the limited observational data, particularly for
estimating the temperature feedback terms.
The carbon cycle is not included as a component in many of the CMIP3 models, so that
changes to atmospheric concentrations can only be provided as external additional CO2, but then
these complex models are missing the temperature feedback effects. On the other hand, some
of the C4MIP models do not include non-CO2 greenhouse–gases and aerosol effects. One of
the advantages of MAGICC is that it does attempt to cover these different components, albeit
as simplified large–scale radiative forcing factors. Section 5.2 reviews one previous approach to
assessing the different contributions to increased temperatures that result from the carbon cycle
parameters in the model, rather than the climate system parameters..
The carbon cycle parameters used in the model are introduced in Section 5.3. MAGICC ver-
sion 6 has been calibrated against ten of the C4MIP carbon cycle models (Friedlingstein et al.,
2006), as detailed in Meinshausen et al. (2011a). MAGICC has the ability to emulate any one of
these models. The sensitivity and uncertainty contribution of the 18 carbon cycle parameters is
then investigated. Section 5.5 demonstrates that eight of the parameters account for nearly 99% of
the overall uncertainty.
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Examination of the available literature and a discussion with Malte Meinshausen found that
calibration of MAGICC’s carbon cycle against twentieth–century observations does not appear
to have been previously attempted. This research program has successfully tackled this gap, as
discussed in Section 5.5, using the MCMH algorithm introduced in Chapter 4. The release of
observational data produced by the Global Carbon Project (GCP) for land and ocean fluxes was
especially helpful in enabling this calibration. The outcome is a posterior parameter distribution
for the carbon cycle parameters. The robustness and limitations of the result are discussed in the
text.
The combined climate–carbon cycle is examined in Chapter 6, following on from the separate
investigations of the climate system in Chapter 4 and the carbon cycle in this chapter.
5.1 Carbon Cycle Model
The carbon cycle in MAGICC is structured around two principal components, a terrestrial model
and an ocean model. The terrestrial carbon cycle model is based on Wigley (1993), comprising four
boxes: the atmosphere, plants, detritus and soil, illustrated schematically in Figure 5.1. Each box
is effectively a carbon reservoir that evolves as carbon circulates through the system. The ocean
component is represented by an impulse response function, that is, it is descibed as a mathematical
relationship rather than the more physically based, but still idealised, terrestrial model.
The basic equation for calculating changes in atmospheric carbon dioxide can be expressed as
the net result of fluxes between sources and sinks:
dM
dt
= 2.123
dC
dt
=
∑
(Fsources)−
∑
(Fsinks) (5.1)
M is carbon dioxide mass (GtC),C is concentration (ppmv), Fsources and Fsinks are the carbon
fluxes. This is a simple carbon cycle model that allows for atmosphere–to–ocean fluxes and for
the main terrestrial sources and sinks. It can be tuned to past concentration changes by inversion
calculations (refer Enting and Pearman, 1987; Seigenthaler and Oeschger, 1987; Wigley, 1991b).
Further details are also given in Wigley et al. (2000). Alternatively:
2.123
dC
dt
= 2.123
∆C
dt
= E(t)− F (t) (5.2)
∆C = C − C0, is the concentration change from an initial pre–industrial level C0. E(t) is
the net total emissions and F (t) the atmosphere–to–ocean flux, taken as changes relative to an
assumed pre–industrial steady state. Emissions E are due to industrial activity I and changes in
the terrestrial store, that is the net flux due to land–use changes Dn and changes associated with
terrestrial feedbacks X:
E = I +Dn −X (5.3)
Equation 5.2 becomes:
2.123
∆C
dt
= I +Dn − F −X (5.4)
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X represents the missing sink, effectively an amount used to balance the carbon budget when
inverting the carbon cycle to match past concentration changes. In MAGICC this is interpreted as a
CO2 fertilisation effect. The CO2 fertilisation factor βs is then used to represent the enhancement
to Net Primary Production (NPP) from increased atmospheric CO2 concentrations. The latest
version of MAGICC uses a linear combination of two methods, a logarithmic formula and the
rectangular hyperbolic parameterisation of Gifford (1993) (for details, refer Meinshausen et al.,
2011a).
Wigley (1993) states that temperature feedbacks due to changes in temperature and atmo-
spheric carbon dioxide concentration are included in MAGICC, although the early documentation
did not provide a clear explanation of these feedbacks. The most recent work, Meinshausen et al.
(2011a), clarifies this issue and explains that the increase in global–mean temperature is used as
a proxy for the climate–related impacts on the carbon cycle due to changes in temperature and
moisture. For the terrestrial model, there are four feedback factors, while the ocean has a single
temperature feedback factor. Each of the temperature feedbacks is scaled assuming an exponential
relationship.
The four terrestrial carbon cycle temperature dependent processes are related to temperature
effects on respiration and decomposition. They are the temperature feedback factors for detritus
σQ, NPP σNPP, respiration σR and soil σU.
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Figure 5.1: Schematic of MAGICC’s terrestrial carbon cycle with the carbon pools and carbon
fluxes (based on Meinshausen et al., 2011a).
The ocean flux is represented as a convolution integral, following Maier-Reimer and Hassel-
mann (1987) (see also Wigley, 1991b; Meinshausen et al., 2011a), which is used to account for
all of the carbon taken up by the ocean, i.e, both organic and inorganic carbon, the ‘biological
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pump’ and the ‘chemical pump’. The net air–sea flux is proportional to the difference between the
atmospheric concentration of carbon dioxide and the carbon dioxide partial pressure in the ocean:
Focn = k(Catmos − pCO2) (5.5)
where k is the global average gas exchange coefficient (Joos et al., 2001; Meinshausen et al.,
2011a)
The change in carbon ∆ΣCO2(t) at time t in the surface ocean is given by the convolution
integral of the mixed layer impulse response function rs and the net air–to–sea flux:
∆ΣCO2(t) =
c
hA
{
t∫
t0
Focn(t
′
)rs(t− t′)dt′} (5.6)
The impulse response function for time t <one year is:
rs(t) = 1.0− 2.2617t+ 14.002t2 − 48.770t3 + 82.986t4 − 67.527t5 + 21.037t6
and for t ≥ 1:
rs(t) =
6∑
i=1
γie
−τ it (5.7)
where γi and τi are the partitioning and relaxation coefficients respectively (detailed in Mein-
shausen et al., 2011a).
The temperature sensitivity of the dissolved carbon, i.e., CO2 solubility, is parameterised with
an exponential expression so that the modelled pCO2 increases with sea–surface temperatures as
given by:
pCO2 = [pCO2(t0) + ∆pCO2(T 0)]e
αT∆T (5.8)
where αT is the temperature sensitivity factor (Meinshausen et al., 2011a).
5.2 Carbon Cycle Parameters
The set of carbon cycle parameters required by MAGICC is listed in Table 5.1. Fifteen are for
the terrestrial component and three for the oceanic component of the model. These parameters
have been calibrated against ten of the C4MIP carbon cycle models; the calibration procedure is
explained in Meinshausen et al. (2011a). The carbon cycle calibration was carried out for a total
of 14 time series, seven with and seven without temperature feedbacks. Note that this calibration
was done with default values of the climate system parameters, with ocean vertical diffusivity at
2.3 cm2s−1, ocean–to–land heat exchange enhancement at 1.4, ratio of land to ocean warming
equal 1.3, except climate sensitivity ∆T2x, which was calibrated to match the temperatures of the
coupled runs for the model–specific CO2 concentrations parameters.
The calibrated parameters are:
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Table 5.1: MAGICC’s carbon cycle parameters.
Parameter name notation units
temperature feedback factor, detritus σQ ◦C−1
temperature feedback factor, NPP σNPP ◦C−1
temperature feedback factor, respiration σR ◦C−1
temperature feedback factor, soil σU ◦C−1
CO2 fertilisation factor βs
CO2 fertilisation method βm
carbon flux partition, detritus to soil ΦH
carbon flux partition, NPP to detritus gH
carbon flux partition, NPP to plant gP
carbon flux partition, plant to detritus qH
initial NPP flux N0 GtC/yr
initial plant pool P0 GtC
initial respiration flux R(P,0) GtC/yr
initial detritus pool H0 GtC
initial soil pool S0 GtC
ocean cc gas exchange scale factor k
ocean cc impulse response scale factor Or
ocean cc temperature feedback αT
• Four temperature sensitivities, σNPP, σR, σQ, σU;
• Two fertilisation parameters, βm and βs;
• Four flux partition parameters, ΦH, qS, gP and qH;
• Five fixed initial pool parameters, N0, RP,0, P0, D0, S0;
• Three ocean parameters, k, Or and αT ;
• A reference year for the initial pools, Yref .
The reference year and initial pool values were taken from each model setup, and then the
remaining parameters calibrated so that MAGICC’s carbon cycle aligns with each C4MIP model.
This is a total of 13 calibrated parameters plus six fixed parameters, giving a total of 19 param-
eters; the extra one is the Yref , a reference year for the start of the model. The 13 parameters were
calibrated using the 14 time series according to an optimisation procedure (Meinshausen et al.,
2011a). The seven calibrated quantities were:
• Atmospheric CO2 concentrations;
• Terrestrial carbon uptake;
• Oceanic carbon uptake;
• Net Primary Production;
• Terrestrial living carbon pool;
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• Terrestrial dead carbon pool;
• Total respiration.
5.3 Parameter Sensitivity and Uncertainty
This part of the research program is concerned with assessing the relevant parameter sensitivities
and uncertainty of the carbon cycle component.
Carbon cycle uncertainty is one of the main contributors to uncertainty in climate projections
(Denman et al., 2007), ranking as perhaps the third most important contributor to uncertainty for
global–mean temperature change projections after emissions and climate sensitivity (Wigley and
Raper, 2001). Although climate sensitivity is the dominant source of uncertainty, the carbon cycle
uncertainty exceeds emissions–related uncertainties in the short term, to around 2040 (Wigley,
1994). Importantly, the interaction between the climate and carbon cycle is largely a positive
feedback (IPCC, 2007b). Furthermore, these interactions are important for stabilisation scenarios
(Harvey, 1989). Net emissions from past land use and the term used to balance the carbon budget
(missing sink or fertilisation amount) appear to be the primary carbon cycle uncertainties (Wigley,
1994; 2000a). There is uncertainty in future oceanic uptake and terrestrial storage of carbon,
together with a number of temperature–dependent feedback processes, such as soil respiration and
ocean carbon uptake (Plattner et al., 2001; Jones et al., 2003). In addition, there is the potential
for the oceanic and terrestrial sinks to reach saturation and cease to be net carbon sinks (Le Que´re´
et al., 2007; Canadell et al., 2007).
To illustrate the significance of the carbon cycle, Figure 5.2 shows a plot of the atmospheric
CO2 concentration and temperature change results from MAGICC for the A1FI scenario. By 2100,
the difference between having the carbon cycle temperature feedbacks on or off is almost 100 ppm
for CO2 and nearly 0.3◦C for the temperature change, using the model’s standard settings.
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Figure 5.2: MAGICC A1FI projections with (magenta lines) and without (cyan lines) the carbon
cycle feedback for: (a) CO2 concentrations and, (b) temperature change.
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The projected uncertainty in CO2 by 2100 for the SRES A2 scenario from the C4MIP models
was reported as a range between 732 and 1025 ppm (Friedlingstein et al., 2006). It is possible to
represent this range in MAGICC using a single parameter, the fertilisation factor βs (although the
values for βs will be extreme), as illustrated in Figure 5.3. The temperature difference in 2100
between the low and high βs settings is 0.81◦C.
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Figure 5.3: MAGICC A2 projections for: (a) CO2 concentrations, and (b) temperature change, for
high and low fertilisation factor parameter settings.
As an alternative guide to the importance of the carbon cycle parameters, a mean and standard
deviation were calculated for each of the carbon cycle parameters based on the C4MIP calibrated
values (Meinshausen et al., 2011a). The seven most important parameters (determined from un-
certainty testing as per the next section, Section 5.4) were all set to upper and lower bounds based
on plus and minus two standard deviations. A normal distribution was assumed for all the param-
eters. The oceanic scale impulse response lower bound was cut off at 0.001 to avoid values of zero
or less. The resulting temperature ranges (Figure 5.4) show a very wide temperature range, illus-
trated here for both the SRES A1FI scenario and a 450 ppm CO2-equivalent stabilisation scenario.
The very low temperature changes are due to the non-linear feedback response, especially for the
ocean response which is very sensitive to small values of the impulse response scale factor, values
which may not be supported by fitting to observations (addressed in Section 5.5).
The approach adopted for investigating carbon cycle uncertainty was to first test the relative
contribution of each of the carbon cycle parameters to the uncertainty in projected temperature
changes and CO2 concentrations using the uncertainty analysis technique introduced in Chapter 4.
This is addressed in the next section. Then, guided by these results, better estimates for a sub-set
of these parameters were investigated using the Monte Carlo Markov Chain with Metropolis–
Hastings (MCMH) algorithm, which brings in historical observations to assist in constraining the
probable range of the parameter values.
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Figure 5.4: MAGICC carbon cycle results, with upper and lower limits set using two standard
deviation ranges for seven of the carbon cycle parameters that most affect the temperature in 2100
for (a) A1FI emission scenario and, (b) 450 ppm CO2-equivalent stabilisation scenario.
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5.4 Uncertainty Testing
This section investigates the uncertainty in MAGICC’s carbon cycle, using the same method as for
the climate parameters (Chapter 4, Section 4.2). An initial range of values for each of the carbon
cycle parameters, along with its mean and standard deviation, was determined from the C4MIP
calibrated values (Meinshausen et al., 2011a). The model was then executed in a similar way as
before for the climate system parameters, varying each of the carbon cycle parameters in turn by
1% of its standard deviation so as to determine the effect that small alterations in the parameter
values make to the resultant global–mean temperature change and CO2 concentration in 2100.
The carbon cycle component of MAGICC is ‘switched on’ at a selected year; up to that point,
the atmospheric greenhouse–gases are prescribed from historical concentrations. Thereafter, car-
bon dioxide concentrations evolve using pre–determined historical emissions data to the present
and then according to some emissions scenario for the future. For the results presented next,
historical concentrations up to 1960 were used, then historical emissions to 2010, followed by
emissions based on the SRES A1FI scenario to 2100.
The results for uncertainty in temperature in 2100 are given in Table 5.2, with an overall uncer-
tainty given by a standard deviation of 0.69◦C. The top eight parameters collectively account for
almost 99% of the uncertainty (98.93%). The four terrestrial temperature feedback factors feature
prominently in these eight. The CO2 fertilisation factor is the second most sensitive parameter af-
ter the respiration feedback factor. Ricciuto et al. (2011) also identified the CO2 fertilisation factor
and the respiration temperature sensitivity as the two key terrestrial carbon cycle parameters for
their model (the University of Victoria Earth System Climate Model).
Similar results were obtained for the carbon dioxide concentration amount in 2100, as shown
in Table 5.3, where the overall standard deviation is 240 ppm.
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Table 5.2: Carbon cycle parameter uncertainty for temperature in 2100 with the A1FI emission
scenario.
parameter name σ uncertainty
contribution %
temperature feedback factor, respiration σR 0.12 27.02%
CO2 fertilisation factor βs 0.29 21.50%
temperature feedback factor, NPP σNPP 0.03 13.88%
ocean cc impulse response scale factor Or 0.88 13.07%
carbon flux partition, NPP to plant gP 0.24 9.61%
temperature feedback factor, detritus σQ 0.20 7.07%
temperature feedback factor, soil σU 0.07 6.39%
initial NPP flux N0 6.62 0.38%
carbon flux partition, plant to detritus qH 0.19 0.26%
initial plant pool P0 200 0.26%
initial detritus pool H0 21.6 0.25%
initial respiration flux R(P,0) 1.22 0.22%
ocean cc temperature feedback αT 0.01 0.05%
carbon flux partition, detritus to soil ΦH 0.02 0.02%
initial soil pool S0 392 0.01%
CO2 fertilisation method βm 0.44 0.01%
carbon flux partition, NPP to detritus gH 0.21 0.00%
ocean cc gas exchange scale factor k 0.74 0.00%
Table 5.3: Carbon cycle parameter uncertainty for CO2 in 2100 with the A1FI emission scenario.
Parameter name σ uncertainty
contribution %
temperature feedback factor, respiration σR 0.12 28.25%
CO2 fertilisation factor βs 0.29 20.09%
temperature feedback factor, NPP σNPP 0.03 14.36%
ocean cc impulse response scale factor Or 0.88 11.90%
carbon flux partition, NPP to plant gP 0.24 10.35%
temperature feedback factor, detritus σQ 0.20 7.08%
temperature feedback factor, soil σU 0.07 6.54%
initial NPP flux N0 6.62 0.32%
carbon flux partition, plant to detritus qH 0.19 0.27%
initial plant pool P0 200 0.25%
initial detritus pool H0 21.6 0.24%
initial respiration flux R(P,0) 1.22 0.20%
carbon flux partition, NPP to detritus gH 0.21 0.07%
ocean cc temperature feedback αT 0.01 0.03%
carbon flux partition, detritus to soil ΦH 0.02 0.02%
initial soil pool S0 392 0.01%
ocean cc gas exchange scale factor k 0.74 0.00%
CO2 fertilisation method βm 0.44 0.00%
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5.5 Constraining the Carbon Cycle Parameters
The approach to constraining the carbon cycle parameters adopted here continues with the appli-
cation of the MCMH program used in Chapter 4, re-configured to use selected prior carbon cycle
parameter PDFs in conjunction with a set of historical observations.
Six of the carbon cycle parameters were selected; the top five in Tables 5.2 and 5.3 and the
carbon flux partition, plant to detritus qH. These represent about 85% of the overall carbon cycle
uncertainty for temperature and CO2 concentration changes in 2100.
The two temperature feedback factors for detritus σQ and soil σU were not included in order
to limit the number of parameters being dealt with. None of the initial pools were included either
at this stage because of the lack of observations with which to help constrain them. A choice of
parameters has to be made for the experiments and time restricted the amount of testing that could
be carried out.
The mean and standard distribution σ for each of the selected six parameters (Table 5.4) was
determined from the C4MIP calibrated parameter settings provided with MAGICC (Meinshausen
et al., 2011a). The distributions were assumed to be normal, but some of the distributions have to
be truncated to prevent invalid parameter values.
Table 5.4: Prior distributions for key MAGICC carbon cycle parameters — these six contribute to
some 85% of the uncertainty in CO2 and temperature changes (out of 18 parameters).
parameter mean σ distribution %
temperature feedback factor, respiration σR −0.01 0.12 normal
CO2 fertilisation factor βs 0.60 0.29 truncated normal
temperature feedback factor, NPP σNPP −0.01 0.03 truncated normal
ocean cc impulse response scale factor Or 1.42 0.88 normal
carbon flux partition, NPP to plant gP 0.63 0.24 truncated normal
carbon flux partition, plant to detritus qH 0.94 0.20 truncated normal
Historical observations used by the MCMH program for this carbon cycle only investiga-
tion were the global–mean temperature change (1850–2010, HadCRUT3), land and ocean carbon
fluxes as estimated by the Global Carbon Project (1959–2009, GCP) (Friedlingstein et al., 2010;
Le Que´re´ et al., 2009), and atmospheric CO2 concentration changes from Mauna Loa (1959–2010)
(Dr. Pieter Tans, NOAA/ESRL (www.esrl.noaa.gov/gmd/ccgg/trends/) and Dr. Ralph Keeling,
Scripps Institution of Oceanography (scrippsco2.ucsd.edu/)). Decadal means were used to smooth
out the natural inter–annual variability, which is not represented in MAGICC.
5.5.1 Initial results
The first set of results presented here is for a run of 120,000 iterations with priors based on Table
5.4, but with some small changes as per Table 5.5. The shape of these prior truncated normal
distributions is shown in Figure 5.5. The MCMH program then produced posterior distributions,
taking into account the historical observational data, with the results included in Table 5.5 and
Figure 5.6.
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The MCMH program has worked successfully. This is the first time that this method has been
applied to constraining MAGICC’s carbon cycle parameters (similar methods have been applied
to other simple carbon cycle models, for example, Ricciuto et al., 2008). The robustness of this
result and its limitations are discussed in the next section.
Noteworthy features of the result achieved here are the significant reductions in the distribu-
tions for the CO2 fertilisation factor βs and the ocean carbon cycle impulse response scale factor
Or. The other parameters have only relatively small changes to their mean values and standard
deviations.
Table 5.5: Priors and posterior distributions for key MAGICC carbon cycle parameters from
MCMH program (120,000 iterations).
parameter prior mean post mean prior σ post σ
temperature feedback factor, respiration σR −0.01 −0.05 0.15 0.12
CO2 fertilisation factor βs 0.50 0.70 0.50 0.22
temperature feedback factor, NPP σNPP −0.01 −0.00 0.05 0.04
ocean cc impulse response scale factor Or 1.50 0.97 1.00 0.24
carbon flux partition, NPP to plant gP 0.50 0.54 0.25 0.21
carbon flux partition, plant to detritus qH 0.80 0.74 0.20 0.15
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Figure 5.5: Carbon cycle prior distributions (120,000 iterations).
The decadal model distributions were verified against the observed decadal distributions to
check for their overlap (refer Figure 5.8). Some adjustment of the observational uncertainties
within the MCMH program was required to balance out the relative contributions of the different
observational uncertainties to the overall uncertainty, and to ensure that the modelled distributions
lie within the observational distributions. This is to both balance out the relative weights of the
observational constraints (i.e., the individual components of the cost function), and to avoid the
mismatch between the distributions that can otherwise occur. For example, the very small amount
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Figure 5.6: Carbon cycle posterior distributions (120,000 iterations).
of uncertainty associated with the observed CO2 concentrations provides an impossibly tight en-
velope within which to fit the modelled CO2 concentration. Another illustration from an early
test run is included, Figure 5.7, which shows, in this case for the ocean flux, model results whose
distributions fall outside the distributions for each of the five decadal observations.
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Figure 5.7: Illustrative carbon cycle decadal probability density distributions for modelled ocean
carbon flux results and observations, showing the potential for a mismatch between the modelled
results (the shaded blue histogram) and the observed distribution (the red curve).
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Figure 5.8: Carbon cycle decadal probability density distributions for modelled results (the shaded
histograms) and observations (the red curve). The top two rows are for temperature change, then
CO2 concentrations, the ocean carbon flux and lastly the land carbon flux. The temperature change
has 10 plots, one for each decade of observations, whereas the last three rows have only five.
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The correlations between the posterior parameters were also tested for this inital set of carbon
cycle MCMH results, as per Table 5.7. The correlations of the parameters before they were condi-
tioned by the observations, that is, the prior parameter distributions, are included in Table 5.6. This
confirms that they have no prior correlation, which is the expected result since the parameters were
generated by a psuedo–random process. The MCMH program conditions these priors by running
MAGICC and comparing the model results to the observations, the result of which is a set of ac-
cepted parameter sets which are the posterior distributions. The change in the correlation structure
therefore provides some information about how successfully the observations have independently
constrained the parameters. High correlations indicate that the observations have not been able
to separately inform the parameter values, while low correlations suggest the observations have
independently informed the parameters.
Table 5.6: Prior correlations between MAGICC carbon cycle parameters (120,000 iterations).
parameter σR βs σNPP Or gP qH
temperature feedback factor, respiration σR 1.00
CO2 fertilisation factor βs −0.01 1.00
temperature feedback factor, NPP σNPP 0.02 0.01 1.00
ocean cc impulse response scale factor Or 0.04 0.01 −0.01 1.00
carbon flux partition, NPP to plant gP 0.03 0.02 0.01 −0.03 1.00
carbon flux partition, plant to detritus qH −0.01 0.03 −0.01 0.01 −0.00 1.00
Table 5.7: Posterior correlations between MAGICC carbon cycle parameters for initial 120,000
iteration MCMH run.
parameter σR βs σNPP Or gP qH
temperature feedback factor, respiration σR 1.00
CO2 fertilisation factor βs 0.40 1.00
temperature feedback factor, NPP σNPP 0.30 −0.53 1.00
ocean cc impulse response scale factor Or 0.02 0.12 −0.03 1.00
carbon flux partition, NPP to plant gP 0.09 0.08 −0.22 −0.03 1.00
carbon flux partition, plant to detritus qH 0.03 0.11 −0.16 −0.02 0.09 1.00
The strongest correlations are a positive correlation of 0.403 between respiration feedback
σRand fertilisation factor βs, and a negative correlation of −0.533 between βs and temperature
feedback factor for Net Primary Production σNPP. There are also small correlations between σR
and σNPP, σNPP and gP. The remaining correlations are very small.
The three strongest correlation relationships are included here as joint parameter density plots,
Figure 5.9(a), (b) and (c).
To help understand these relationships, Figure 5.10 shows the effect that the high, mean and
low parameter values for (a) CO2 fertilisation factor βs, (b) CO2 respiration feedback factor σR,
and (c) temperature feedback factor, NPP σNPP, have on temperature change projections, using
the A1FI emission scenario. Note that larger values for βs and σNPP result in reduced temperature
changes, but σR operates in the reverse direction.
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Figure 5.9: Carbon cycle parameter correlation plot, i.e., joint parameter density plot, for: (a)
respiration temperature feedback σR and CO2 fertilisation factor βs; (b) σR and NPP temperature
feedback σNPP; (c) βs and σNPP.
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Figure 5.10: The influence of three carbon cycle parameter on temperature change: (a) CO2 fer-
tilisation factor βs, (b) CO2 respiration feedback factor σR, and (c) temperature feedback factor,
NPP σNPP (A1FI emission scenario).
An increase in the CO2 fertilisation factor βs leads to a reduction in the amount of future
warming (Figure 5.10(a)). A larger βs means more plant production, therefore more CO2 uptake,
so that there is a reduction in the atmospheric CO2 concentration and so less warming. However,
more plant growth will also increase the amount of material available for respiration as it decays
through the rapid turnover, detritus and soil boxes.
The plant decay processes are affected by temperature, parameterised in MAGICC by σR,
σH, σS. These create a positive feedback effect, illustrated in Figure 5.10(b) for σR. Increases in
these parameter values mean that more CO2 is produced from heterotrophic respiration, increasing
the atmospheric CO2 concentration, which increases the amount of temperature change. The
temperature feedback factor for respiration σR has the largest impact of the three because of a
faster decay rate from the rapid turnover part of the living plant box.
At the same time as a bigger σR increases CO2 emissions and hence greater concentrations,
increases in atmospheric CO2 encourage increases in living plant material, i.e., more NPP, which
is modelled by the CO2 fertilisation factor βs, and hence these two parameters will covary. These
effects are also coupled in MAGICC because the fertilisation factor is applied to the heterotrophic
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respiration flux (Meinshausen et al., 2011a). Hence, it is to be expected that these two parameters
are positively correlated, as illustrated in Figure 5.9(a). The observational information supplied to
the MCMH program is insufficient to fully separate these two parameters.
Larger, more positive values for σNPP mean an increase in NPP as temperature increases, so
more CO2 is taken up by living plants, reducing the atmospheric CO2 concentration and reducing
temperature changes, as shown in Figure 5.10(c). That plants are happier when warmer and tend to
put on biomass is a gross global–scale generalisation that assumes no water or nutrient limitations.
del Grosso et al. (2008) shows that temperature is less well correlated with NPP than precipitation,
and that for non-tree dominated systems using NPP as a function of temperature increased model
error in their case. These complexities can not be allowed for with MAGICC since it does not
model precipitation or vegetation types. Instead, the temperature feedback parameters allow for
the general uncertainty in how NPP will change in response to temperature changes at the global–
scale.
The two temperature feedbacks σNPP and σR show a small positive correlation of 0.3 (illus-
trated by Figure 5.9(b)). They are connected to the amount of NPP or new plant material produced
each year. If NPP is increased by a larger temperature feedback factor σNPP then the amount of
CO2 from decaying material will have to be increased to maintain the carbon budget (since more
NPP means a reduction in atmospheric CO2). A bigger value for σR will help to achieve this
balance, and hence the correlation between these two.
The negative correlation of βs with σNPP (Figure 5.9(c)) is also a consequence of maintaining
the carbon budget. If βs is larger, with more plant production, reducing atmospheric CO2, then
the temperature feedback σNPP change needed to offset this requires a smaller value.
The ocean carbon cycle impulse response scale factor Or is largely isolated from the other
parameters by the observations. The correlations are all very small, except for a small correlation
with the CO2 fertilisation factor βs. This small interaction is unsurprising since βs is associated
with balancing the carbon budget, which is the balance of emissions with the land flux and ocean
flux to achieve the atmospheric CO2 concentrations.
Excluding the temperature sensitivity of the ocean to carbon uptake (the ocean carbon cycle
temperature feedback αT parameter) from the set of carbon cycle parameter has helped to reduce
the complexity of these MCMH results. This was justified on the basis of the earlier uncertainty
analysis, although it is known that the ocean temperature has an important influence on the solu-
bility of CO2.
5.5.2 Further carbon cycle MCMH testing
Some alternative strategies were investigated to further test the initial MCMH carbon cycle only
results, looking at the affect of the time period for the observed CO2 concentrations and CO2
fluxes.
(i) Adding CO2 observations from 1900. In this case, the carbon cycle was switched to using
historical emissions in 1910 (rather than 1960), using both observed decadal global–mean temper-
atures and CO2 concentrations as observational constraints, but without flux data until the 1960–69
decade.
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This outcome reveals some differences as compared to the previous results, mainly in the
means of the first two parameters, with surprisingly little change in the standard distributions,
changes which may also be affected by the smaller number of iterations performed (12k rather than
120k). The changes in the two feedback terms, σR and σNPP are small, but significant for longer–
term projections. The additional pre-1960 CO2 concentrations and global–mean temperatures,1
in the absence of additional flux data, are perhaps also influencing the results, despite the smaller
changes in atmospheric concentrations and temperatures that occurred in the first half of the 20th–
century.
Table 5.8: Prior and posterior distributions for key MAGICC carbon cycle parameters, with addi-
tional CO2 concentration observations and using historical emissions from 1910 onwards (12,000
iterations).
parameter prior mean post mean prior σ post σ
temperature feedback factor, respiration σR −0.01 0.00 0.15 0.13
CO2 fertilisation factor βs 0.50 1.16 0.50 0.26
temperature feedback factor, NPP σNPP −0.01 −0.04 0.05 0.04
ocean cc impulse response scale factor Or 1.50 0.76 1.00 0.21
carbon flux partition, NPP to plant gP 0.50 0.54 0.25 0.19
carbon flux partition, plant to detritus qH 0.80 0.75 0.20 0.14
(ii) The impact of dropping the last decade of observations (2000–2009), as compared to the
initial results, was also tested, i.e., using four decades of observed fluxes and CO2 concentrations,
rather than five decades. These results (Table 5.9) also display noticeable changes in the posterior
means for σR, βs, σNPP and Or, and in the standard deviations for σR and βs.
These differences point to the value that additional observational information provides. In-
deed, it is really only the relatively recent emergence of the Global Carbon Project data that has
made it possible to use historical observations to constrain MAGICC’s carbon cycle parameters.
MAGICC does not have the capability of tracking carbon isotopes which would otherwise be
another source of observations for helping to calibrate the carbon cycle parameters.
The carbon cycle parameters will be better constrained as more observations are accumulated.
The value of additional observations could be further tested with a synthetic data experiment,
whereby a forward model run is used to generate ‘observations’, which are then treated as a set of
randomly distributed results and used as observational constraint to see how the posterior distri-
butions change in response to the extra data.
An issue that has not been explored here is the role of the initial carbon pools. The uncertainty
analysis indicated that the temperature change results are hardly affected by these values. How-
ever, this may be because the method used has the effect of dissipating the influence of the pool
size by the time the carbon cycle is activated in 2005. This is a topic that perhaps warrants further
investigation.
1CO2 concentrations from NASA GISS 2002 GCM runs, as given on
http://www.giss.nasa.gov/data/simodel/ghgases/GCM.html and included in MAGICC’s history files; temperature
data is HadCRUT3.
5.5. CONSTRAINING THE CARBON CYCLE PARAMETERS 117
Table 5.9: Prior and posterior distributions for key MAGICC carbon cycle parameters, with four,
rather than five, decades of land and ocean carbon fluxes (12,000 iterations).
parameter prior mean post mean prior σ post σ
temperature feedback factor, respiration σR −0.01 −0.04 0.15 0.14
CO2 fertilisation factor βs 0.50 0.74 0.50 0.21
temperature feedback factor, NPP σNPP −0.01 −0.00 0.05 0.04
ocean cc impulse response scale factor Or 1.50 0.92 1.00 0.27
carbon flux partition, NPP to plant gP 0.50 0.59 0.25 0.20
carbon flux partition, plant to detritus qH 0.80 0.72 0.20 0.17
5.5.3 Alternative prior distributions
Another consideration is the extent to which the MCMH results are affected by the form of the
prior distribution. The MCMH program was implemented using Gaussian priors, but these can ap-
proximate uniform distributions by having larger standard deviations, although it is also necessary
to truncate the prior distributions to avoid physically impossible parameter values. As an example,
distributions with standard deviations that are twice as large are shown in Figure 5.11 (except the
carbon flux partition, plant to detritus qH is unchanged).
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Figure 5.11: Modified carbon cycle parameter prior PDFs, with doubled standard deviations, ex-
cept for qH.
These modified priors can then be tested with the MCMH program. As it turns out, it is not
possible to increase the standard deviations by very much before the number of acceptable results
falls away substantially. This indicates that the prior distributions are then not very skillful. The
MCMH algorithm, in its present configuration, has difficulty moving back into the likely parameter
space when presented with an implausible parameter set that results in a large difference between
the model results and the observational constraints. There are strategies to deal with this problem,
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such as changing the parameter step lengths and monitoring the acceptance rate. However, this is
not necessary when good priors are available.
One example using modified standard distributions is presented in Table 5.10. The first four
prior standard deviation σ values have been increased by about 30%. Increasing the standard devi-
ations beyond these values was found to result in very low acceptance rates for the parameter sets.
The posterior results found here, as compared to the earlier initial results (Table 5.5), reveal some
changes, noticeably for the posterior means and standard deviations in the first two parameters, σR
and βs. This result demonstrates that some of the posterior PDFs are sensitive to the prior PDFs.
Table 5.10: Prior and posterior distributions for carbon cycle parameters, with selectively in-
creased standard deviations, except for gP and qH (12,000 iterations).
parameter prior mean post mean prior σ post σ
temperature feedback factor, respiration σR −0.01 −0.07 0.20 0.14
CO2 fertilisation factor βs 0.50 0.65 0.65 0.26
temperature feedback factor, NPP σNPP −0.01 0.01 0.07 0.04
ocean cc impulse response scale factor Or 1.50 0.96 1.30 0.28
carbon flux partition, NPP to plant gP 0.50 0.47 0.25 0.21
carbon flux partition, plant to detritus qH 0.80 0.72 0.20 0.16
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Figure 5.12: Carbon cycle parameter posterior histogram results for Table 5.10.
5.5. CONSTRAINING THE CARBON CYCLE PARAMETERS 119
5.5.4 Information gained
Another perspective on the carbon cycle parameters’ posterior distributions can be obtained by
examining the change from the prior distributions using the diagnostic likelihood function LF(x),
applying the same methodology as was used with the climate parameters (Section 4.3.4). This
was done for the first set of distributions obtained above (Section 5.5.1), with the results shown
in Figure 5.13. The first and third rows are the probability density histograms for each of the
six parameters (i.e., the frequency histograms scaled by the number of observations), with the
prior distribution indicated by the grey shaded region with black outline, and the coloured regions
the posterior distribution. Then, under each parameter distribution, the likelihood functions are
plotted as probability density histograms (the second and fourth rows). The shape of the likelihood
functions is a measure of the information gained from the historical observations by the MCMH
algorithm. The distribution results were restricted to a 5% to 95% interval to avoid issues caused
by the very small numbers at the tails, effectively creating boundaries similar to the limits for a
uniform distribution.
Studying the results in this way reveals some of the gains made, but also serves to highlight
some issues.
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Figure 5.13: Carbon cycle likelihood functions for the 6 parameter prior and posterior distribu-
tions from the initial 120,000 iterations, Section 5.5.1 (PD = probability density, LF = likelihood
function). The prior distribution is indicated by the grey shaded region with black outline.
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The clearest result is for the single ocean parameter, the ocean carbon cycle impulse response
scale factor Or. If the prior had been assumed to be a uniform distribution, the posterior derived
from this LF(Or) would be an almost normal distribution. The relatively broad prior distribution,
based initially on the range of C4MIP calibrated values, has been substantially reduced. This result
can be partly attributed to having only one ocean parameter in the MCMH–MAGICC setup that
lines up with the corresponding GCP ocean flux data, although the net fluxes are also constrained
by the atmospheric CO2 concentration data and the balance with historical emissions.
The results are more mixed for the five terrestrial carbon cycle parameters. The two flux
partitions, carbon flux partition, NPP to plant gP, and carbon flux partition, plant to detritus qH,
show little change in their distributions. Uniform priors for these would show little change brought
about by the MCMH program. This is because the observations used do not relate directly to these
two parameters. They are associated with the internal division of carbon between the carbon pools,
whereas the observations relate to the flux into the terrestrial carbon cycle as a whole.
The terrestrial carbon cycle parameter that exhibits the most change is the CO2 fertilisation
factor βs. It is perhaps the most ‘exposed’ of the five, and hence most affected by the land flux.
It is also the parameter associated with the ‘missing sink’, the term needed to balance the carbon
budget. A prior uniform distribution would be transformed into an approximately normal distri-
bution with a mean of about 0.7, which is the same value given for the posterior mean in Table
5.5.
The two temperature feedback parameters for respiration σR and NPP σNPP are more prob-
lematic. They both have initial prior means of only −0.01. The C4MIP calibrated values span
minimum to maximum ranges of −0.20 to 0.19 and −0.06 to 0.04 respectively, so both posi-
tive and negative values are possible. The MCMH transformations of these two parameters, as
indicated by their likelihood functions, have different characteristics.
The LF for the respiration temperature feedback σR has a truncated and skewed profile. The
original prior was restricted to an interval of−0.37 to 0.37, a little over twice the standard distribu-
tion, in order to limit the spread of accepted priors submitted for testing by MAGICC, effectively
increasing the acceptance rate. However, the LF(σR), as compared to a uniform prior, suggests
that the lower truncation point should have been extended a little further. The peak of the LF is
around σR −0.18. Smaller, more negative, values of this parameter mean less CO2 is produced
from increased temperatures.
For the NPP temperature feedback σNPP , the LF(σNPP) is a modified uniform distribution,
with some tapering off at the ends, although mainly at the lower or left hand end of the distribution.
There is a slight shift upwards to more positive values for this parameter. This result suggests that
σNPP cannot be resolved by the available data.
5.6 Chapter Summary
Calibrating MAGICC’s carbon cycle parameters presents a number of challenges: there are more
parameters to deal with than in the climate system, and there is limited data available to help
calibrate those parameters, both in terms of the number of observations but also their temporal
cover. This problem has been previously dealt with by making use of the results from more
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complex carbon cycle models (Meinshausen et al., 2011a). In this research work, a decision was
made to investigate this calibration using observations, aided by the release of data compiled by
the Global Carbon Project.
The uncertainty analysis technique introduced in Chapter 4 was first applied to assessing the
significance of the carbon cycle parameters to the uncertainty in projected CO2 concentrations and
temperature changes. A subset of six carbon cycle parameters was selected for calibration based
on the outcome of this analysis.
The MCMH method was then successfully applied to obtaining posterior probability distribu-
tions for these six carbon cycle parameters. As far as is known, this is the first time MAGICC’s
carbon cycle parameters have been constrained against historical observations, rather than against
other models. This method is able to take into account uncertainty from the different observations
and the response of the carbon cycle to changes in temperature and CO2 concentrations. One of the
things missing from this analysis is, however, the uncertainty in CO2 fossil fuel and land use emis-
sions, since these emissions data are processed as part of MAGICC, not as an external observation
to constrain the model results. Historical emissions data are estimated to have an uncertainty of
±6% (GCP; http://www.globalcarbonproject.org/carbonbudget/09/hl-full.htm).
The robustness of the results was tested in a number of different ways, including examining
the correlations, the number of iterations, amount of observations, and the influence of the prior
distribution. These tests showed that the posterior results are somewhat affected by the MCMH set-
up, particularly for the respiration feedback factor σR and CO2 fertilisation factor βs. Calibration
of the two main temperature feedback factors σR and σNPP is particularly difficult, yet they are
critical for future projections.
The limited number and time–span of historical observations make it difficult to better estimate
MAGICC’s carbon cycle parameters. However, there is potential for improvement, from new
observational data, changes to the model design and perhaps using the available data in different
ways. For example, observational data may be extended back in time as new analysis of ice
core data can potentially provide estimates for land and ocean fluxes extending back over the last
century or two. Furthermore, new data will become available as time proceeds, although important
decisions concerning mitigation are needed sooner rather than later. It might also be possible to
construct independent constraints, such as a land−ocean flux difference index to see if it provides
additional information, similar to the land−ocean temperature constraint used with the climate
system.
It might be feasible to modify MAGICC, adding the capability for tracking carbon isotopes,
particularly if this will provide additional data on the carbon pools and help better estimate the
temperature sensitivities. Some care needs to be exercised with this information so that double
counting is avoided here. For example, the GCP land flux estimates are already informed by
isotopic information. Another option might be to model separate ocean carbon cycles for the
biological and chemical pumps, if the relevant observational data exists. Such data might also
be divided hemispherically, so that there are Northern and Southern Hemisphere land and ocean
fluxes, providing four carbon cycle regions similar to the four climate system regions. Again, this
depends on the availability of the requisite data.
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Further testing of the carbon cycle could also be carried out to investigate different parameter
choices, including the addition of one or more parameters for the initial carbon pools, and possibly
the ocean carbon cycle temperature feedback factor. However, changes to the model and alterna-
tive estimates of the carbon cycle parameters that have only a minor influence on projections may
not be warranted. The relative importance of the carbon cycle needs to be considered in the context
of its contribution to overall system. This is investigated in the next chapter.
Chapter 6
Combined Climate/Carbon Cycle
Parameters
Previous chapters have introduced MAGICC and its basic principles (Chapter 2), investigated
the climate system parameters (Chapters 3 and 4) and then the carbon cycle (Chapter 5), includ-
ing consideration of the model’s relative parameter sensitivity, uncertainty and some methods of
constraining the parameter values using historical observations. This chapter now moves on to
investigating the combined climate–carbon cycle system. Both systems interact with each other
by virtue of CO2 and temperature–dependent processes.
The combined uncertainty of the climate and carbon cycle parameters was first investigated,
and then a method of including aerosol forcing uncertainty was added. The relative contribution
of the different parameters to future temperature change provided a basis for selecting which
parameters to include in the subsequent MCMH analysis. Most of the uncertainty is accounted for
by just seven parameters, two for the climate system (climate sensitivity and ocean diffusivity), a
composite aerosol forcing parameter, three terrestrial carbon cycle parameters (fertilisation factor,
respiration and NPP temperature feedback factors), plus the ocean carbon cycle impulse response
scale factor.
The MCMH–MAGICC program was applied, including some testing with different combina-
tions of parameters, with prior values and observations as discussed in Section 6.2. From this,
revised posterior parameter distributions were obtained. These distributions were then applied to
obtain future temperature change distributions for a given emission scenario. In this chapter, the
SRES A1FI and B1 scenarios are used to illustrate this process. The results are compared to the
IPCC AR4 best estimate and likely range for temperature change in 2100. It was found that the
observationally constrained MCMH results give a probability distribution with similar best esti-
mates,1 but with an increased lower bound and an overall narrowing for the likely range (67%
confidence interval).
As well as being able to produce probabilistic temperature change projections, which was
one of the goals of this research work, the posterior parameter distributions enable cumulative
probability densities to be calculated, so that the risks of exceeding a specific temperature change
amount can also be assessed. This is illustrated for the A1FI scenario, which shows a 50% chance
1Strictly speaking, a conditional probability for each set of emissions.
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of exceeding 2◦C global–mean temperature change by about 2045. Mention is also made of the
land ocean temperature differences. Whilst it is perhaps an obvious point, mean land temperature
changes are greater than mean sea–surface temperature changes. Consideration of global tempera-
ture targets associated with avoiding ‘dangerous climate change’, such as 2◦C above pre-industrial,
may overlook the fact that land surface temperatures will be in the order of 35% warmer. Accord-
ingly, the results from looking at the risks of exceeding particular temperature change targets are
assessed for both global–mean and land temperature changes.
More emission scenarios are investigated in the next chapter, Chapter 7, applying the posterior
parameter distribution results from this chapter to examine temperature change distributions.
6.1 Combined Uncertainty
This section investigates uncertainty for the combined climate system and carbon cycle parameters
using the same methodology that was used for the separate treatment of the climate system and
carbon cycle in the previous two chapters (refer to the start of Section 4.2 and Section 5.4). Aerosol
forcing uncertainty is also included as an additional parameter later in this section.
The standard deviations and normal or lognormal distributions were selected consistent with
the previous arrangements. The results for temperature change uncertainty in 2100, listing all of
the parameters, the variance components as standard deviations and their relative contribution to
the total uncertainty, based on the A1FI emission scenario, are presented in Table 6.1. The overall
standard deviation is 1.42◦C, which gives a 5% to 95% confidence interval of plus or minus 2.32◦C
for the temperature in 2100 (assuming a normal distribution).
The top five parameters account for 91% of the overall uncertainty, headed by climate sensi-
tivity ∆T2x at almost 73% of the total, re-affirming the significance of this parameter. The next
four are all carbon cycle parameters, ahead of any of the other climate system parameters.
For CO2 concentration uncertainty in 2100 (Table 6.2), the carbon cycle parameters account
for 96% of the overall uncertainty, while climate sensitivity ∆T2x only plays a modest role. The
overall standard deviation is 245 ppm, which gives a 5% to 95% confidence interval of plus or
minus 402 ppm for CO2 concentrations in 2100 (assuming a normal distribution). The CO2 con-
centration lack of sensitivity to ∆T2x is a little surprising, given the findings of previous studies
(for example, Friedlingstein et al., 2003; 2006). This uncertainty analysis may be influenced by
the choice of the prior values; there is scope for further investigation of these results using the pos-
terior parameter values derived from the MCMH algorithm (discussed in the next section) as well
as a comparison of the carbon cycle gain and the land and ocean carbon sensitivity to atmospheric
CO2 and temperature change, along the lines of Friedlingstein et al. (2006) (see also Gregory
et al., 2009).
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Table 6.1: Climate system and carbon cycle parameter uncertainty for temperature in 2100 with
the A1FI emission scenario.
parameter name σ uncertainty
contribution %
climate sensitivity ∆T2x 1.21 72.55%
temperature feedback factor, respiration σR 0.37 6.67%
CO2 fertilisation factor βs 0.33 5.25%
temperature feedback factor, NPP σNPP 0.26 3.44%
ocean cc impulse response scale factor Or 0.26 3.29%
carbon flux partition, NPP to plant gP 0.22 2.42%
ocean vertical diffusivity K 0.20 2.07%
temperature feedback factor, detritus σQ 0.19 1.73%
temperature feedback factor, soil σU 0.18 1.58%
land ocean heat coefficient κlo 0.08 0.30%
land ocean warming ratio Rlo 0.05 0.13%
initial NPP flux N0 0.04 0.10%
variable upwelling velocity fraction wvar 0.04 0.09%
north south heat coefficient κns 0.04 0.07%
initial plant pool P0 0.04 0.07%
carbon flux partition, plant to detritus qH 0.04 0.06%
initial detritus pool H0 0.04 0.06%
initial respiration flux R(P,0) 0.03 0.06%
ocean cc temperature feedback αT 0.02 0.02%
mixed–layer depth h 0.02 0.02%
polar sink water to mixed–layer temperature ratio β 0.02 0.01%
carbon flux partition, detritus to soil ΦH 0.01 0.00%
initial upwelling velocity w0 0.01 0.00%
CO2 fertilisation method βm 0.01 0.00%
initial soil pool S0 0.01 0.00%
carbon flux partition, NPP to detritus gH 0.01 0.00%
ocean cc gas exchange scale factor k 0.00 0.00%
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Table 6.2: Climate system and carbon cycle parameter uncertainty for CO2 concentrations in 2100
with the A1FI emission scenario.
parameter name σ uncertainty
contribution %
temperature feedback factor, respiration σR 128.45 27.43%
CO2 fertilisation factor βs 108.16 19.45%
temperature feedback factor, NPP σNPP 92.19 14.13%
ocean cc impulse response scale factor Or 85.19 12.06%
carbon flux partition, NPP to plant gP 77.99 10.11%
temperature feedback factor, soil σQ 63.36 6.67%
temperature feedback factor, soil σU 61.32 6.25%
climate sensitivity ∆T2x 37.09 2.29%
initial NPP flux N0 14.35 0.34%
initial plant pool P0 13.10 0.29%
carbon flux partition, plant to detritus qH 12.37 0.25%
initial respiration flux R(P,0) 11.90 0.24%
initial detritus pool H0 11.53 0.22%
ocean vertical diffusivity K 7.69 0.10%
ocean cc temperature feedback αT 6.36 0.07%
carbon flux partition, NPP to detritus gH 5.62 0.05%
land ocean heat coefficient κlo 3.20 0.02%
carbon flux partition, detritus to soil ΦH 2.93 0.01%
initial soil pool S0 2.75 0.01%
land ocean warming ratio Rlo 1.74 0.01%
variable upwelling velocity fraction wvar 1.13 0.00%
ocean cc gas exchange scale factor k 0.67 0.00%
CO2 fertilisation method βm 0.54 0.00%
north south heat coefficient κns 0.48 0.00%
initial upwelling velocity w0 0.34 0.00%
mixed–layer depth h 0.16 0.00%
polar sink water to mixed–layer temperature ratio β 0.14 0.00%
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6.1.1 With aerosol forcing uncertainty
Aerosol forcing uncertainty was added to the combined climate system and carbon cycle uncer-
tainty for the temperature change in 2100 using similar methods as previously, with the total
aerosol forcing uncertainty scaled from the direct sulfate forcing uncertainty (Section 4.2.3). The
number of climate system and carbon cycle parameters was reduced to 5 climate and 8 carbon
cycle parameters, selected on the basis of their relative significance and previous inclusion in the
MCMH analyses.
Table 6.3: Climate system, carbon cycle and aerosol forcing uncertainty for temperature change
in 2100 (with the A1FI emission scenario).
parameter name σ uncertainty
contribution %
climate sensitivity ∆T2x 1.14 55.44%
total aerosol forcing AFsoxi 0.74 23.78%
temperature feedback factor, respiration σR 0.34 4.90%
CO2 fertilisation factor βs 0.32 4.48%
ocean cc impulse response scale factor Or 0.25 2.79%
temperature feedback factor, NPP σNPP 0.24 2.49%
ocean vertical diffusivity K 0.19 1.58%
carbon flux partition, NPP to plant gP 0.19 1.51%
temperature feedback factor, detritus σQ 0.18 1.33%
temperature feedback factor, soil σU 0.16 1.12%
land ocean heat coefficient κlo 0.09 0.37%
land ocean warming ratio Rlo 0.05 0.13%
north south heat coefficient κns 0.05 0.09%
carbon flux partition, plant to detritus qH 0.02 0.01%
Climate system : 57%
Aerosol forcing: 24%
Carbon cycle: 19%
Figure 6.1: Proportional uncertainty contributions to temperature change for a given emission
scenario (the A1FI emission scenario).
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The results (Table 6.3) reveal an interesting shift in the uncertainty contributions for each of
the selected parameters. Climate sensitivity now accounts for a little over half of the uncertainty.
The contribution by parameter groups (Figure 6.1) show that the climate system parameters’ con-
tribution is 57%, total aerosol forcing is 24% and the carbon cycle parameters are 19% of the total
(with rounding adjusted to total 100%).
6.1.2 Uncertainty Summary
The relative contributions of the individual parameters to the overall uncertainty for temperature
change in 2100 (Table 6.3) indicates that the top seven parameters account for almost 96% of the
uncertainty, or the top eight cover 97%. Of the eight parameters, climate sensitivity ∆T2x and
ocean vertical diffusivity K are the only two climate system parameters. The two land ocean
parameters (land ocean heat coefficient κlo and land ocean warming ratio Rlo) are, however, still
important for setting the land ocean temperature contrast.
Apart from the aerosol forcing parameter, the carbon cycle parameters comprise the other key
parameters, collectively accounting for almost 20% of the uncertainty of the temperature change
in 2100. Note that these proportions are based on initial estimates for the standard deviations of
each parameter, which will change when calibrated against observations. Huntingford et al. (2009)
reported that the carbon cycle parameters contributed around 40% to the uncertainty in the C4MIP
simulations, but the latter models did not account for aerosol uncertainties or consider non–CO2
greenhouse–gases.
For MAGICC’s parameters, the CO2 respiration feedback factor σR and CO2 fertilisation fac-
tor βs are the main contributors to the uncertainty in projected temperature changes, followed by
the ocean carbon cycle impulse response scale factor Or, the temperature feedback factor, NPP
σNPP and the carbon flux partition, NPP to plant gP. The carbon flux partition, plant to detritus
qH, makes a very small contribution.
This assessment then provides a basis for seeking to constrain a reduced set of parameters
using observations and the MCMH algorithm, which is the subject of the next section.
6.2 MCMH for Combined Parameters
The application of the MCMH method was applied to the combined climate system and carbon
cycle parameters by bringing together the prior distributions and observational data that were used
for the results in the earlier cases. That is, the same four climate system parameters and six carbon
cycle parameters, as listed in Table 6.4 (aerosol forcing is incorporated later on). This is a slightly
larger set of parameters than suggested from the last section’s summary; this larger set is used
initially here for consistency with those used in Chapters 4 and 5. Similarly, the same sets of
decadal observations were used, with up to eight historical observations against which to compare
MAGICC’s 20th–century results:
• Global–mean surface temperature changes (HadCRU);
• Land minus ocean surface temperature changes (HadCRU);
• North minus South hemispheric temperature changes (HadCRU);
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• Ocean layer temperature changes (SW10);
• Ocean heat content changes (D08);
• Atmospheric CO2 concentrations (Mauna Loa);
• Land carbon fluxes (GCP); and,
• Ocean carbon fluxes (GCP).
Different selections of parameters and observations were also tested, as discussed in subse-
quent parts of this chapter.
The initial results for the 10 combined parameters (Table 6.4) reveal notable changes to the
means for respiration temperature feedback σR and the ocean carbon cycle impulse response scale
factorOr, as well as significant changes to the standard deviations for climate sensitivity ∆T2x, the
CO2 fertilisation factor βs, along with smaller changes for the land ocean heat exchange κlo and
land/ocean warming ratio Rlo posterior standard deviations. Note, some care has to be exercised
in assessing changes to the mean values, since many of the distributions are not Gaussian.
The change to the ocean carbon cycle impulse response scale factorOr distribution is similar to
that found for the carbon cycle alone (Chapter 5, Section 5.5.1 and Table 5.5), but with an increase
in the standard deviation. The MCMH is able to constrain this parameter because of working with
only one ocean parameter which aligns with the ocean carbon flux and CO2 concentrations.
The correlation structure for these results (Table 6.5) has close similarities to those for the
climate system parameters and the carbon cycle parameters as found previously for the separate
systems (Chapters 4 and 5 respectively).
More detailed discussion of the distributions is held over until the end of this section where
the information gained is assessed (see Section 6.2.4). Before that, aerosol forcing is incorporated
into the investigation and alternative parameter arrangements tested.
Table 6.4: Prior and posterior distributions for key MAGICC climate system and carbon cycle
parameters (15,000 iterations).
parameter prior mean post mean prior σ post σ
climate sensitivity ∆T2x 3.00 3.04 1.50 0.74
ocean vertical diffusivity K 1.00 1.14 0.50 0.43
land ocean heat exchange κlo 1.50 1.56 0.80 0.62
land/ocean warming ratio Rlo 1.60 1.55 0.20 0.16
temperature feedback factor, respiration σR −0.01 −0.07 0.15 0.13
CO2 fertilisation factor βs 0.50 0.65 0.50 0.18
temperature feedback factor, NPP σNPP −0.01 0.00 0.05 0.04
ocean cc impulse response scale factor Or 1.50 1.08 1.00 0.35
carbon flux partition, NPP to plant gP 0.50 0.50 0.25 0.22
carbon flux partition, plant to detritus qH 0.80 0.79 0.20 0.18
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6.2.1 With aerosol uncertainty included
The introduction of a composite aerosol forcing parameter provides a better representation of
the uncertainties, but complicates the results (Table 6.6). The climate sensitivity ∆T2x shows an
increase in its mean along with a lesser reduction in the standard deviation, yet the aerosol forcing
has a relatively larger change to its mean and a very big reduction in its spread as compared to
the prior mean and standard deviation. Adding the aerosol parameter also has some impact on the
other parameters, including the carbon cycle components.
Table 6.6: Prior and posterior distributions for key combined climate, carbon cycle and aerosol
forcing parameters (50,000 iterations).
parameter prior mean post mean prior σ post σ
climate sensitivity ∆T2x 3.00 3.40 1.50 0.93
ocean vertical diffusivity K 1.00 1.09 0.50 0.43
land ocean heat exchange κlo 1.50 2.02 0.80 0.66
land/ocean warming ratio Rlo 1.60 1.61 0.20 0.15
total aerosol forcing AFsoxi −0.50 −0.28 0.40 0.09
temperature feedback factor, respiration σR −0.010 −0.045 0.15 0.13
CO2 fertilisation factor βs 0.50 0.81 0.50 0.28
temperature feedback factor, NPP σNPP −0.010 0.006 0.05 0.04
ocean cc impulse response scale factor Or 1.50 0.97 1.00 0.27
carbon flux partition, NPP to plant gP 0.50 0.50 0.25 0.19
carbon flux partition, plant to detritus qH 0.80 0.78 0.19 0.14
6.2.2 With OHC observations added
The ocean diffusivity K posterior shows only modest changes as compared to the prior mean and
standard deviation in the combined MCMH runs. This is partly due to having a well-informed
prior and the fact that the observational constraint provided by the ocean temperature change data
has a large uncertainty. A prior mean of 1.0 cm2s−1 was used to see if the MCMH results show any
tendency towards lower values, since previous analysis of the ocean temperature profile and ocean
heat content (Chapter 3, Section 3.6.1) pointed towards a value of between 0.5 and 1.0 cm2s−1.
Additional observational data were introduced to further test this result. Three time series for
ocean heat content (OHC) at 100m, 300 and 700m depths were added, arranged as 5 decadal means
covering 1951 to 2000 and the prior mean for K changed to 0.70. The results (Table 6.7) yield
a similar posterior mean value for K of 0.71 cm2s−1, along with a reduced standard distribution.
It may be that the prior distribution is sufficiently consistent with the observations so that little
change is required, or else the observational constraint, with the relatively large uncertainties for
the OHC observations, is unable to affect the posterior distribution very much. This was not tested
further.
Another point of interest is the change in climate sensitivity ∆T2x, with the posterior mean
changing back a little closer to 3.00. There is little change to the aerosol forcing numbers. The
two temperature feedback factors for respiration σR and σNPP continue to move around, further
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demonstrating their sensitivity to the MCMH setup. There is also some impact on the ocean carbon
cycle impulse response scale factor Or, with an increase in its posterior standard deviation.
As part of testing the MCMH results, observations the Northern-Southern Hemisphere tem-
perature difference observations were also added. However, this additional information was not
found to be all that useful, with only marginal changes to the parameter values. It might be helpful
for calibrating the North South heat exchange coefficient κns, but this was not included as one of
the key parameters.
Table 6.7: Prior and posterior distributions for 11 combined climate, carbon cycle and aerosol
forcing parameters with OHC observations added and revised prior for K (50,000 iterations).
parameter prior mean post mean prior σ post σ
climate sensitivity ∆T2x 3.00 3.24 1.50 1.10
ocean vertical diffusivity K 0.70 0.71 0.50 0.35
land ocean heat exchange κlo 1.50 1.75 0.80 0.64
land/ocean warming ratio Rlo 1.60 1.62 0.20 0.17
total aerosol forcing AFsoxi −0.50 −0.31 0.40 0.09
temperature feedback factor, respiration σR −0.010 −0.023 0.15 0.13
CO2 fertilisation factor βs 0.50 0.77 0.50 0.26
temperature feedback factor, NPP σNPP −0.010 0.002 0.05 0.04
ocean cc impulse response scale factor Or 1.50 1.12 1.00 0.39
carbon flux partition, NPP to plant gP 0.50 0.51 0.25 0.20
carbon flux partition, plant to detritus qH 0.80 0.77 0.19 0.14
6.2.3 With alternate parameters
The MCMH runs discussed so far have involved 11 parameters for the combined climate–carbon
cycle system and total aerosol forcing. It was noted in the uncertainty analysis (Section 6.1.2) that
seven or eight parameters would be sufficient to cover 96 or 97% of the uncertainty in temperature
change. Accordingly, the results for a reduced set of seven parameters were tested (Table 6.8). It
was found that, in this case, the posterior parameter distributions for each of the seven parameters
were quite similar to the 11 parameter results (Table 6.7).
Table 6.8: Prior and posterior distributions for seven combined climate, carbon cycle and aerosol
forcing parameters, with OHC observations added (50,000 iterations).
parameter prior mean post mean prior σ post σ
climate sensitivity ∆T2x 3.00 3.15 1.50 1.03
ocean vertical diffusivity K 0.70 0.66 0.50 0.36
total aerosol forcing AFsoxi −0.50 −0.30 0.40 0.09
temperature feedback factor, respiration σR −0.010 −0.026 0.15 0.14
CO2 fertilisation factor βs 0.50 0.75 0.50 0.24
temperature feedback factor, NPP σNPP −0.010 − 0.002 0.05 0.04
ocean cc impulse response scale factor Or 1.50 1.11 1.00 0.37
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The correlation structure for this seven parameter set of results is included in Table 6.9. The
weak correlation between ∆T2x and K is interesting; it demonstrates that the observations are in-
dependently constraining these two parameters, despite their close relationship. On the other hand,
the moderately strong negative correlation between ∆T2x and AFsoxi shows that the observations
are not able to disentangle the climate sensitivity and aerosol forcing parameters.
Table 6.9: Correlations for the combined 7 parameter results in Table 6.8.
parameter ∆T2x K AFsoxi σR βs σNPP Or
climate sensitivity ∆T2x 1.00
ocean vertical diffusivity K 0.02 1.00
total aerosol forcing AFsoxi −0.47 −0.08 1.00
temp. feedback factor, respiration σR −0.01 −0.08 0.03 1.00
CO2 fertilisation factor βs 0.09 −0.02 0.02 0.41 1.00
temp. feedback factor, NPP σNPP 0.01 −0.10 0.03 0.32 −0.51 1.00
ocean cc impulse response factor Or −0.07 0.00 −0.01 0.01 0.06 0.04 1.00
The positive correlation between βs and σR and the negative correlation between βs and σNPP
are consistent with the results in Chapter 5 (Table 5.7), as is the weaker positive correlation be-
tween σR and σNPP. The remaining correlations are all very small.
6.2.4 Information gained
Additional insight into the MCMH parameter distributions can be gained from applying the di-
agnostic likelihood function LF(x), similar to the procedure applied previously to the climate
system parameters (Section 4.3.4) and carbon cycle parameters (Section 5.5.4). Looking at the
distributions in this way also avoids thinking just in terms of the mean and standard deviation,
but also about the overall shape of the distribution (additional descriptors such as mode, median,
skewness and kurtosis could also be considered). The LF(x) is also a diagnostic tool that shows
up the lack of data to constrain some aspects of the parameter space.
The likelihood functions for the 7 combined parameter case, with the settings given in Table
6.8, are shown in Figure 6.2, and the 11 parameter case distributions for Table 6.7 settings are
given in Figure 6.3. An extra table is included, Table 6.10, to make comparisons between the
mean and and standard deviations of the 7 parameter and 11 parameter distributions easier. Note
that the parameter values for each LF(x) were restricted to a 5% to 95% interval to avoid some of
the problems with tiny numbers at the ends of the distributions that can result in very large values
for the posterior to prior ratios.
The climate sensitivity ∆T2x distribution is modified in both cases, with a reduction in the
probability for both lower and higher values, while the distribution for K shows a shift towards
lower values. The total aerosol forcing parameter exhibits a noticeable change from the prior to
posterior distribution. The broad initial estimate for this distribution is considerably reduced. The
two other parameters that display the most change are the CO2 fertilisation factor βs and the ocean
carbon cycle impulse response scale factor Or. The prior for βs is constrained by the land flux
data, while Or is constrained by the ocean flux data, so that the overall observed carbon budget is
maintained by the MAGICC results.
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Table 6.10: Posterior means and standard deviations compared for the 7 parameter and 11 param-
eter combined climate, carbon cycle and aerosol forcing parameters from Table 6.8 and 6.7.
parameter 7p mean 11p mean 7p σ 11p σ
climate sensitivity ∆T2x 3.15 3.24 1.03 1.10
ocean vertical diffusivity K 0.66 0.71 0.36 0.35
land ocean heat exchange κlo - 1.75 - 0.64
land/ocean warming ratio Rlo - 1.62 - 0.17
total aerosol forcing AFsoxi −0.30 −0.31 0.09 0.09
temperature feedback factor, respiration σR −0.026 −0.023 0.14 0.13
CO2 fertilisation factor βs 0.75 0.77 0.24 0.26
temperature feedback factor, NPP σNPP −0.002 0.002 0.04 0.04
ocean cc impulse response scale factor Or 1.11 1.12 0.37 0.39
carbon flux partition, NPP to plant gP - 0.51 - 0.20
carbon flux partition, plant to detritus qH - 0.77 - 0.14
The four additional parameters in the 11 parameter case exhibit only small changes from their
prior to posterior distributions (Figure 6.3).
The 7 parameter and 11 parameter posterior distributions are plotted together in Figure 6.4 to
help clarify the differences between the two. In fact, the differences are quite small, suggesting
that the 7 parameter arrangement could be used for emission scenario projections.
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Figure 6.2: Combined 7 parameter likelihood function plots, comparing prior to posterior distri-
butions (50k iterations, modified K prior) (PD = probability density). The prior distribution is
indicated by the grey shaded region with black outline.
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Figure 6.3: Combined 11 parameter likelihood function plots, comparing prior to posterior distri-
butions (50k iterations, modified K prior). The prior distribution is indicated by the grey shaded
region with black outline.
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Figure 6.4: Overlay of posterior parameter distributions for the 7 parameter case (solid magenta
lines) and 11 parameter case (solid cyan lines).
138 CHAPTER 6. COMBINED CLIMATE/CARBON CYCLE PARAMETERS
Another way of comparing the 7 parameter and 11 parameter posterior distributions is to ex-
amine what effect they have on future projections. To illustrate this, the temperature changes to the
end of this century were calculated in conjunction with the A1FI emission scenario. The results
for the 7 parameter case are plotted in Figure 6.5(a) and for the 11 parameter case in Figure 6.5(b).
To help compare these two plots, Figure 6.6 shows the distributions for temperature change in
2100: (a) for the 7 parameter posteriors; (b) for the 11 parameter posteriors; and, (c) outlines for
each histogram. The plots have been truncated at 12◦C of temperature change, although there are
still a tiny number of results for higher values. Some of the statistical attributes for these results
are set out in Table 6.11.
The two sets of posterior parameter distributions yield very similar projected temperature
change distributions, with only small variations and either of them could be used for tempera-
ture projections. Both encompass most of the uncertainties associated with the response of the
combined climate–carbon cycle system to changes in radiative forcing brought about by changes
in atmospheric greenhouse gases, with parameter distribution constrained by 20th-century obser-
vations, including uncertainty in those observations. The 11 parameter set has the advantage of
including a constraint on the land ocean temperature difference. There are nevertheless still a
number of limitations and assumptions that need to be kept in mind when considering projections
derived from these distributions, which are discussed in the summary at the end of this chap-
ter. The next section presents some applications of these distributions to obtaining probabilistic
temperature projections.
Table 6.11: Temperature changes in 2100 compared for the 7 parameter results in Figure 6.5(a)
and the 11 parameter results in Figure 6.5(b).
7 parameters 11 parameters
mean 4.4◦C 4.5◦C
median 4.2◦C 4.3◦C
mode 4.2◦C 4.1◦C
likely range 3.0–5.6◦C 3.1–5.8◦C
σ 1.92 1.56
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Figure 6.5: 21st-century temperature change projected for: (a) 7 parameter and, (b) 11 param-
eter posterior distributions applied to the A1FI emission scenario. Red line indicates historical
temperatures (HadCRU) and solid black the mean temperature change.
0 1 2 3 4 5 6 7 8 9 10 11 12
0
0.1
0.2
0.3
0.4
 
P r
o b
.  D
e n
s i t
y
(a) 
0 1 2 3 4 5 6 7 8 9 10 11 12
0
0.1
0.2
0.3
0.4
 
P r
o b
.  D
e n
s i t
y
(b) 
0 1 2 3 4 5 6 7 8 9 10 11 12
0
0.1
0.2
0.3
0.4
 
P r
o b
.  D
e n
s i t
y
(c) 
 
 
7 params
11 params
Figure 6.6: Comparison of distributions for temperature change in 2100 for the 7 parameter and
11 parameter posterior distributions.
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6.3 Revised Projections
In this section, the posterior parameter distributions from Section 6.2.3 are applied to projecting
temperature changes for two selected emission scenario, the SRES A1FI and B1 scenarios, to both
demonstrate the method and compare the results to the IPCC AR4 estimates (IPCC, 2007b).
A set of posterior parameter distributions were used with the MCMH–MAGICC program to
run the model forward, switching over from historical data until 2005, after which the emission
scenario information is used. MAGICC was executed using 36,000 sets of parameter values,
drawn from the posterior distribution. All of the resulting 36,000 annual mean surface temper-
ature changes and CO2 concentrations were saved for subsequent processing. The carbon cycle
temperature feedbacks were left switched on unless noted otherwise. Parameters not included in
the posterior distributions were left at their default settings. In the 7 parameter case, the land ocean
heat exchange κlo was set to 2.0 W m−2 ◦C−1 and the land ocean warming ratio Rlo set to 1.6,
while the two carbon cycle parameters were set to the BERNCC defaults: carbon flux partition,
NPP to plant gP = 0.448; carbon flux partition, plant to detritus qH = 0.999.
6.3.1 SRES AIFI comparison
Before looking at the posterior projections, the results from the prior parameter distributions were
also generated with the A1FI scenario, as shown in Figure 6.7(a) for temperature change and (b)
for CO2 concentrations. These results display a very wide spread for the projections, especially at
the upper end of the distributions.
The prior distributions were created from the MCMH program by generating random sets of
parameter values which were tested to check that they are members of the given initial parameter
distribution (the first Metropolis decision rule). The values were not applied to MAGICC and
tested for acceptability by the fit of the model results to observations.
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Figure 6.7: Projected priors for: (a) temperature change, and (b) CO2 concentrations, for the A1FI
emission scenario from the 11 parameter case prior parameter distribution (32,000 priors).
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The posterior results are shown in Figures 6.8. Note that this distribution derives from the
same 11 parameter, 50,000 iteration run referred to in Section 6.2.3, which generated just over
38,000 accepted parameter sets, of which 36,000 were used for the forward projections.
The resulting posterior projected temperature changes and CO2 concentrations show reduced
distribution ranges, as expected. These results were compared to the IPCC AR4 values (IPCC,
2007b), Table 6.12, which lists the best estimate and likely ranges for temperature change in 2100
(wrt 1990). A direct comparison is not possible as the IPCC best estimate is based on an ensemble
mean from the CMIP3 models, with only informed estimates for the upper and lower bounds of
the likely range. There was no probability distribution on which to base these numbers. Further,
care is required in the interpretation of ‘best estimate’, which might easily be taken as the average
or mean change. However, the distributions implied by the likely ranges, with their plus 60%
and minus 40% would then be biased, with smaller probabilities for the worst outcomes (Gay and
Estrada, 2010).
The mode and 67% confidence interval from the MAGICC probability distribution were used
for comparison. The mode differs from the mean by 0.4◦C because of the skewed distribution (in
this example). The MAGICC prior has a best estimate (mode) of 4.9◦C and likely (67% confi-
dence interval) range of 2.8–7.5◦C, which becomes 4.1◦C (3.1–5.8◦C) for the posterior tempera-
ture change in 2100. The prior has a much wider distribution, skewed towards larger temperature
change values than for the posterior.
The posterior best estimate is a little more (0.1◦C) than that for the IPCC A1FI projected
temperature change, but with a narrower likely range. The increased lower bound indicates a
greater risk of higher global–mean temperatures, which is an important result since it means that
the chance of reaching 2◦C global–mean temperature change (relative to 1990) is that much higher.
Table 6.12: A1FI temperature change projections for 2100 compared to MAGICC’s results (wrt
1990).
A1FI Prior mode (likely range) Posterior mode (likely range)
IPCC AR4 4.0◦C (2.4–6.4◦C)
MCMH 11 params 4.9◦C(2.8–7.5◦C) 4.1◦C (3.1–5.8◦C)
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Figure 6.8: Projected posterior for: (a) temperature change, and (b) CO2 concentrations, for the
A1FI scenario from the 11 combined climate, carbon cycle and aerosol forcing posterior parameter
distribution.
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6.3.2 SRES B1 comparison
The prior and posterior temperature projections for the B1 scenario were also generated, in the
same way as for A1FI. B1 is a low emissions scenario, with less temperature change. The MAG-
ICC prior and posterior best estimates and likely ranges for temperature changes are tabled below
(Table 6.13), with plots for 21st-century temperature change and CO2 concentrations in Figures
6.9 and 6.10.
The posterior parameter distribution reduces the spread in the likely temperature change dis-
tribution as compared to the prior, although nearly all the change occurs at the warm end of the
distribution. The mode for the posterior temperature change in 2100 was found to be 0.2◦C less
than the IPCC AR4 best estimate, the same at the lower end of the likely range and reduced at the
upper end of the likely range. The cooler MAGICC mode may, in part, be due to the inclusion of
aerosol forcing uncertainty.
Table 6.13: B1 temperature change projections for 2100 compared to MAGICC’s results.
B1 Prior mode (likely range) Posterior mode (likely range)
IPCC AR4 1.8◦C (1.1–2.9◦C)
MCMH 11 params 2.0◦C(1.3–4.3◦C) 1.6◦C (1.1–2.5◦C)
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Figure 6.9: Projected prior for: (a) temperature change, and (b) CO2 concentrations, for the B1
scenario from the 11 combined climate parameter, carbon cycle parameter and aerosol forcing
posterior distributions.
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Figure 6.10: Projected posterior for: (a) temperature change, and (b) CO2 concentrations, for the
B1 scenario from the 11 combined climate parameter, carbon cycle parameter and aerosol forcing
posterior distributions.
6.3.3 Role of the carbon cycle
Carbon cycle feedbacks on/off
Another perspective on the role of the carbon cycle and its influence on temperature change pro-
jections can be obtained by switching off the carbon cycle temperature feedbacks in MAGICC.
This is readily achieved by using the appropriate configuration file setting, unlike the C4MIP
models where this is much more difficult. The 11 parameter posterior distribution was used to
test carbon cycle temperature feedbacks, with the results presented in Figure 6.11 for the A1FI
scenario, for temperature with the carbon cycle feedbacks on (a) and switched off (b), and for CO2
concentrations with the carbon cycle feedbacks on (c) and switched off (d).
The results for projected temperature change and CO2 concentrations in 2100 are summarised
in Table 6.14. The impact on the projected temperature change for the likely or 67% percentile
confidence interval is from 3.1–5.8◦C with the carbon cycle on, to 2.8–5.2◦C with the carbon
cycle feedbacks off. The effect is most noticeable on the temperature change for the mean, which
is 4.5◦C as compared to 4.0◦C due to the more highly skewed distribution when the carbon cycle
feedbacks are on. This is particularly evident in the CO2 concentration plots (Figure 6.11 (c) and
(d).
Reliable estimates for the temperature–dependent processes in the carbon cycle are clearly
important. MAGICC represents these processes with four terrestrial components and one ocean
component. The uncertainty analysis, which was used to guide the selection of the parameters
for the MCMH calibration, identified two of these as being notable contributors, the temperature
feedbacks for respiration σR and NPP σNPP. However, the observational data made little impact
on improving their estimated values.
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Table 6.14: Summary of A1FI projections for temperature change and CO2 concentrations in 2100
with and without carbon cycle temperature feedbacks.
Temp. change ◦C CO2 conc. ppm
On Off On Off
mean 4.5 4.0 990 836
median 4.3 4.0 917 834
mode 4.1 4.0 880 830
likely 3.1–5.8 2.5–4.8 833–1063 758–910
C4MIP comparison
The carbon dioxide concentrations from MAGICC can also be compared to the C4MIP results
(Friedlingstein et al., 2006). This set of experiments was completed using the SRES A2 scenario
with and without carbon cycle feedbacks. The results for the CO2 concentrations in 2100 are listed
in Table 6.15 for 10 of the 11 models for which data is available. A visual representation of the
likely uncertainty ranges is given in Figure 6.12 for temperature change and CO2 concentration in
2100.
The MAGICC CO2 distributions, which are based on the MCMH calibration using observa-
tions, and not the C4MIP calibrated values of Meinshausen et al. (2011a), are not too dissimilar
to the C4MIP values. The likely range with the carbon cycle feedbacks off are very close, with
the C4MIP range 700–810 ppm as compared to the MAGICC likely range of 679–803 ppm. The
ranges with the carbon cycle feedbacks on show a greater difference, 775–930 ppm for the C4MIP
range as compared to 739–858 ppm for MAGICC, with the upper bounds having the greatest dif-
ference. The mean C4MIP difference in CO2 concentrations in 2100 between the carbon cycle on
and off is 83 ppm, whereas the difference is 61 ppm for MAGICC. This is due to model differences,
but also in the treatment of the different climate system processes and radiative forcings.
The A2 scenario temperature change results shown in Figure 6.12(a) are a comparison be-
tween the IPCC AR4 (IPCC, 2007b) and the MAGICC results, which indicate a reduced range of
uncertainty, with a much reduced upper bound.
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Figure 6.11: Projected temperature change and CO2 concentrations distributions for the SRES
A1FI emission scenario from 36,000 joint parameter sets with the 11 combined climate system,
carbon cycle and aerosol forcing posterior parameter distribution with and without carbon cycle
feedbacks: temperature change (a) with carbon cycle feedbacks on and, (b) off; CO2 concentra-
tions (c) with carbon cycle feedbacks on and, (d) off.
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Table 6.15: Summary of C4MIP projections for CO2 concentrations in 2100 with and without
carbon cycle temperature feedbacks for the A2 scenario (Friedlingstein et al., 2006).
CO2 conc. ppm
C4MIP model On Off
BERN–CC 784 719
CSM–1 792 773
CLIMBER 870 812
FRCGCa 885 862
HadCM3LC 1025 801
IPSAL–CM2b 775 700
LLNL 732 681
MPIb 846 762
UMD2 967 869
UVic–2.7 930 801
C4MIP mean 861 778
MAGICC A2 mean 804 743
and likely range 739–858 679–803
a results extrapolated from 2098 end year.
b results extrapolated from 2099 end year.
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Figure 6.12: A2 scenario likely uncertainty ranges for: (a) temperature change in 2100 and,
(b) CO2 concentration, comparing IPCC AR4 temperature (IPCC, 2007a) and C4MIP CO2
(Friedlingstein et al., 2006) to MAGICC results.
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6.3.4 Land–surface temperatures
In general, changes in global–mean near–surface air temperature anomalies (GSAT) are used as a
primary metric of climate change. The GSAT provides a single metric that encapsulates a variety
of associated changes, such as the melting of ice sheets and glaciers, impacts on precipitation
and evaporation regimes, and changes to phenology. The recent upward trend in this metric has
become a concern for many scientists across a broad range of disciplines as the evidence suggests
that the magnitude of this change has not been seen at any time during the past 1,000 years or
more (Mann et al., 2008). This increase in temperature, if sustained, will most likely lead to large-
scale alterations in the environmental conditions that plants and animals, including ourselves, have
evolved to live in.
However, temperature changes around the globe are not evenly distributed, with warming
above the global–mean expected in some areas, such as the polar regions. MAGICC does not have
the capability of modelling these regional changes (a pattern scaling routine could be used for this
purpose), but it is able to report separate land and ocean surface temperature changes. Indeed,
the global–mean temperature is an area average derived from the land and ocean temperatures,
according to the expression:
Tglobal =
Tl × fl + To × fo
(fl + fo)
(6.1)
with the land and ocean area fractions specified within MAGICC as fl = 0.315 and fo = 1 - fl
= 0.685. The ratio of land to ocean warming has a value of 1.6, based on recent observations
(Chapter 3), so that:
Tl = 1.6To (6.2)
Then:
Tglobal = To(1.6fl + fo) (6.3)
hence:
To = 0.841Tglobal (6.4)
and:
Tl = 1.346Tglobal (6.5)
This shows that, as a reasonable approximation or ‘rule-of-thumb’, the land temperature change
will be about 35% greater than the global–mean temperature change. Land–surface temperature
changes are, in some ways, of more immediate importance, since we live on land, and many of the
services we rely on are also land–based and affected by temperature, such as agriculture and fresh
water. The land is also prone to greater heat extremes.
For a 2◦C global–mean increase above pre-industrial, the land temperature increase will be
around 2.7◦C. In other words, it is not just a 2◦C warming we have to be able to adapt to, if that
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is the target for mitigation policy, but nearly 3◦C over land. It is not clear that this issue is fully
appreciated by policy–makers or the general public.
Another important consideration is understanding the degree of risk associated with particular
targets. An emission pathway may be aimed toward avoiding, as an example, 2◦C of global–mean
warming above pre-industrial, but what is the chance that the target will be achieved, 90%, 50% or
some other level? The posterior parameter distributions derived from the MCMH–MAGICC pro-
gram allow an assessment of the risks, taking into account the range of uncertainty encompassed
by these distributions, that is, allowing for the response of the combined climate–carbon cycle
system as represented by MAGICC, uncertainty in aerosol forcing, and uncertainty in the obser-
vations. Not included are the risk of not following the assumed emission pathway, any additional
non-linearities in the Earth’s climate system, ‘tipping point’ events, and any other unforeseen pro-
cesses (the ‘unknown unknowns’),2 as well as the limitations of using a simple climate model and
its simplified representation of complex climate system processes.
The next section looks at one approach to representing risks, and then, in Chapter 7, the topic
of future temperatures and emission pathways is examined further, applying the results from this
chapter to some alternative scenarios.
6.3.5 Risks of exceedance
One way of considering the uncertainty around achieving a given global–mean warming target
is to express it in terms of the risk of exceedance. The posterior parameter distributions from
the MCMH evaluation can by applied to a future emission scenario or pathway (scenarios and
pathways are discussed in Chapter 7), in the same way as the temperature change projections were
produced in the A1FI example above (Section 6.3.1), but with annual temperature results sorted
so as to enable cumulative distributions to be plotted.
An example is included here to illustrate this process, using the results from the A1FI and B1
scenarios, as shown in Figure 6.13(a) and (b). In addition to the global–mean temperature changes,
land temperature changes have been considered for the reasons discussed in the previous section
(Section 6.3.4).
These graphs show the risks of exceeding given temperature thresholds or targets, with curves
provided for 2, 3 and 4◦C. The figures can be interpreted in a number of different ways. For
example, given a policy target of not exceeding 2◦C of additional global–mean warming relative to
pre-industrial temperatures, for the A1FI scenario in Figure 6.13(a), the black solid line indicates
a 50% chance that 2◦C will be reached by about 2042, and that it is almost certain that 2◦C will
be reached by the end of this century, with a 73% probability of reaching 4◦C by 2100. A lower
emission scenario, B1, Figure 6.13(b), shows the 50% probability of reaching 2◦C moves out to
around 2085.
2From a statement to the press made by Donald Rumsfeld, a former United States Secretary of Defense, in February
2002.
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Figure 6.13: Risk of exceeding temperature change targets for: (a) the SRES A1FI and (b) B1
emission scenarios, from 36,000 joint parameter sets for the 11 combined climate parameter, car-
bon cycle parameter and aerosol forcing posterior distributions. Solid lines are for the global-
mean, dashed lines for land temperature changes.
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6.4 Uncertainty Components in Projections
6.4.1 From scientific uncertainty
An alternative way of evaluating the different components of the scientific uncertainty in projected
temperature change in 2100 is to look at an emission scenario, such as the A1FI results, for the
climate system only parameters, the carbon cycle only parameters, both with and without the
carbon cycle temperature feedbacks. Three pairs of combinations were compared:
1. The combined 11 parameter posterior distributions for the overall uncertainty.
2. With only the four climate system parameters plus composite aerosol forcing parameter for
the climate system uncertainty.
3. With only the six carbon cycle parameters for the carbon cycle uncertainty.
A summary of the results are set out in the accompanying Table 6.16 for temperature change
and CO2 concentrations in 2100, while the likely temperature change ranges are illustrated in
Figure 6.14(a) and the likely CO2 concentration ranges in Figure 6.14(b).
The likely temperature change uncertainty arising from the four climate plus total aerosol
forcing parameters, shown by the central pair of bars in Figure 6.14(a), is actually slightly greater
than that for the complete 11 parameters. The MCMH derived parameter sets mean that the carbon
cycle parameters act together with the climate system to produce parameter combinations that
produce acceptable fits to the observations, so that the upper end of the climate only uncertainty
range is counteracted by carbon cycle parameter values that reduce the amount of temperature
change.
Although the carbon cycle only temperature change uncertainty range is much narrower than
that for the climate system, these parameters are essential to estimating the amount of warming
that results from the carbon cycle temperature feedbacks, and in calibrating the model to match
the historical observations. These results indicate the significance of the carbon cycle temperature
feedbacks; these feedbacks add 0.5◦C to the projected A1FI mean temperature change in 2100,
but only 0.1◦C to the mode (see also previous discussion in Section 6.3.3). The distributions for
temperature change and CO2 concentrations are very close to normal without the carbon cycle
feedbacks, but become skewed to the right with the carbon cycle feedbacks turned on.
The role of the carbon cycle parameters is also seen in Figure 6.14(b), which shows a different
pattern to the likely uncertainty ranges for CO2 concentrations as compared to the temperature
uncertainty bars in Figure 6.14(a). The climate system plus aerosol forcing parameters have almost
no effect on CO2 concentrations with the carbon cycle feedbacks switched off, and some impact
with the carbon cycle on. This will be almost completely due to the climate sensitivity ∆T2x and
land ocean warming ratio Rlo. Most of the uncertainty range in the carbon cycle stems from the
carbon cycle parameters themselves, including the carbon cycle temperature feedback parameters,
but ∆T2x and Rlo also contribute.
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Figure 6.14: Comparison of A1FI likely temperature change CO2 concentration intervals for dif-
ferent parameter sub-sets.
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6.4.2 From emissions scenario
Uncertainty in future temperature changes also depends very much on the amounts of greenhouse–
gases that are emitted, although it is difficult to capture this type of uncertainty since it is closely
related to the range of emissions scenarios or pathways considered.
The A1FI and B1 scenarios examined in this chapter span the full range of emissions for the
six SRES marker scenarios (discussed further in Chapter 7). Taking the likely range for each of
these two scenarios (3.1–5.8◦C and 1.1–2.5◦C, from Tables 6.12 and 6.13), the combined likely
range of projected temperature change is 1.1 to 5.8◦C, with a central value for the A1FI/B1 likely
range of 3.5◦C (according to MAGICC and the 11 parameter posterior distributions). The A1FI
likely interval span of 2.7◦C has expanded to 4.7◦C, an increase of 74% when the full range across
the SRES emission scenarios is considered; the B1 interval span of 1.4◦C has more than tripled.
This range is illustrated in Figure 6.15.
It is difficult to characterise the contribution that future emissions make to the uncertainty in
projected temperature changes, since the emission scenarios do not have probabilities associated
with them. These two scenarios illustrate the lowest to highest range of emissions and resultant
temperature changes for the SRES scenarios, and therefore provide a reasonable representation
of the possible future temperature changes to the end of this century in the absence of effective
mitigation. Taking the average of the A1FI and B1 modes for temperature change in 2100 (4.1◦C
and 1.6◦C respectively) as the central best estimate for temperature change in 2100, that is 2.9◦C,
then, as a very rough guide, 50% of the uncertainty in the projected temperature change is due
to uncertainty in the possible range of future emissions. Future emissions are discussed further
in Chapter 7. The other 50% of the uncertainty arises from the scientific uncertainty associated
with the response of the combined climate–carbon cycle system, for which climate sensitivity
contributes about half, aerosol forcing about a quarter and the carbon cycle about a fifth of the
scientific uncertainty, as determined by the uncertainty analysis in Chapter 6.
6.5 Review of Results
This chapter has examined the combined climate system and carbon cycle parameters, building
on the methods developed in Chapters 4 and 5. The underlying theme of these three chapters
has been understanding and quantifying the uncertainties associated with the climate system, and
the relative contributions of the principal components to the overall uncertainty in global–mean
temperature changes.
The scientific uncertainty in projected global–mean temperature change over this century is
dominated by the temperature feedbacks in the climate system, collectively encapsulated by the
climate sensitivity, which is represented in MAGICC by the climate sensitivity parameter ∆T2x.
The uncertainty analysis contained in this chapter found that around 50% of the scientific uncer-
tainty of the temperature change in 2100 is accounted for by this one parameter. As a consequence,
the estimated value of ∆T2x becomes critical to enabling MAGICC to produce reliable tempera-
ture change projections. There is also an issue concerning the interpretation of climate sensitivity,
as either the equilibrium, effective or observed value, as well as was it being variable, that is,
state–dependent, as discussed in Chapter 3, Section 3.1.1.
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Figure 6.15: Comparison of A1FI and B1 likely temperature change intervals. Solid lines are for
the mean of each distribution.
The results from the different attempts to assess the climate sensitivity parameter in MAGICC
are summarised in Table 6.17. The standard or default setting for climate sensitivity is 3.0◦C.
Investigation of the climate system parameters in Chapter 3 proposed a lower value, based on
a reduced ocean vertical diffusivity, which was estimated from historical ocean temperature and
ocean heat content data. However, taking into account the uncertainty in total aerosol forcing and
treating the model parameters equally with the MCMH method led to a higher estimate for climate
sensitivity (Chapter 4). Including the carbon cycle and favouring a reduced ocean diffusivity
setting changed this estimate again (Chapter 6).
The distribution of values for the climate sensitivity parameter ∆T2x was found to be a skewed
distribution with a mean of 3.24◦C according to the MCMH results for the 11 combined climate,
carbon-cycle and aerosol forcing parameters. The mode of this distribution is 2.85◦C, with a
likely (67% confidence interval) range of 2.17–4.33◦C. This result can be compared to the AR4
best estimate of 3.0◦C, likely range 2.00–4.50 ◦C (IPCC, 2007b).
The rate of heat uptake by the world ocean is also a contributor to this result, since a prior with
a reduced value for the ocean diffusivity parameter K was selected. Although K was not found
to be a big factor in the uncertainty analysis, it does play an important role in establishing the
estimate for climate sensitivity ∆T2x. Although ∆T2x may only be be changed by a small amount
as a result, small differences have a significant impact on temperature change projections.
Uncertainty in the climate sensitivity is also affected by the amount of aerosol forcing, which
contributes to nearly 25% of the uncertainty for temperature change in 2100 according to the
results obtained with MAGICC. Climate sensitivity and aerosol forcing are negatively correlated
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and not easily separated. The total aerosol forcing comprises a variety of direct and indirect
effects, all of which have their own associated uncertainties. For the purposes of this work, these
uncertainties were grouped together into a single total aerosol forcing parameter AFsoxi. The
MCMH algorithm was able to generate a parameter distribution for AFsoxi with a reduced spread
as compared to the initial prior.
The role of the carbon cycle is also an important part of the overall uncertainty, although
dispersed across the different parts of the terrestrial and oceanic biosphere. In addition, the
temperature feedbacks for the carbon cycle are significant, although difficult to quantify. These
carbon–cycle feedbacks are a positive feedback, increasing the amount of warming, and hence be-
come more significant with greater warming, leading to acceleration of climate change (Cox et al.,
2000). The MCMH algorithm was successfully applied to estimating six of MAGICC’s primary
carbon cycle parameters using historical data as a constraint, something that has not been achieved
previously. However, it is not clear how reliable the estimates for the two included temperature
feedbacks are, especially for projecting into the future.
The parameter sets used with the MCMH algorithm did not include the ocean carbon cycle
temperature feedback parameter αT . The current structure of MAGICC is such that the ocean
carbon cycle impulse response scale factor Or is the predominant ocean carbon cycle parameter,
according to the uncertainty analysis. However, this perhaps needs further investigation, since
the solubility of carbon dioxide in the ocean is temperature dependent and expected to have an
important role on the ability of the ocean to continue to act as a carbon sink.
The Monte Carlo Metropolis–Hastings algorithm has been demonstrated and found to be a
valuable technique for estimating MAGICC’s key model parameters. Historical observations of
the climate and carbon cycle were used for this process. The resultant posterior parameter distri-
butions provide a basis for projecting future temperature changes, and some examples are included
within this chapter. A number of choices were made in the configuration of the MCMH–MAGICC
program. Alternative arrangements could also be tested to verify the robustness of these results.
For example, different observational data might be tried, such as NCDC and GISS surface temper-
ature anomalies, and Levitus et al. (2009) ocean temperature and ocean heat content data. Other
parameter combinations might also be investigated, such as the variable upwelling velocity frac-
tion wvar or the initial NPP flux N.
This research has not investigated in any detail the issue of a variable/state–dependent climate
sensitivity or the influence of the ocean temperature gradient on the ocean diffusivity K. The new
version of MAGICC has provision for the relevant parameters. However, a state–dependent vari-
able climate sensitivity can probably be only calibrated against data from complex AOGCMs. It
might be possible to do something with a variable component toK, the dependence of vertical dif-
fusivity on ocean warming gradient parameter Γ, using both the ocean vertical temperature change
profile and time series of ocean heat content for multiple ocean depths. In addition to the whole
ocean, it would also be interesting to investigate the hemispheric oceans to check MAGICC’s
Northern and Southern ocean vertical temperature profiles.
One of the other uncertainties not addressed here is that associated with the estimates for
fossil fuel and land use emissions. The observations for these emissions are part of the carbon
cycle after the switchover from using prescribed atmospheric greenhouse–gas concentrations, but
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the uncertainty in the emissions is not captured. The annual uncertainty for fossil fuel emissions
is estimated at ±6% (GCP), so that the effect of this source of uncertainty is quite small given the
decadal averaging used for the MCMH observations.
Another set of observational uncertainties that have not been examined are related to the his-
torical forcings for the Sun and volcanoes. Single data sets for these forcings are included as
components for the 20th–century energy balance, but the uncertainty in these numbers is not al-
lowed for in the MCMH processing. However, it is unlikely that these will have much of an
impact. The radiative forcing change from the 11-year solar cycle is small, while volcanoes are
short term events that have little long term influence. The uncertainties in these forcings could be
explored by modifying the forcings by, say, ± 10% to see what affect this has on the temperature
change results.
The posterior parameter distributions obtained from the MCMH processing encompass most
of the scientific uncertainty related to the response of the climate system, as represented by MAG-
ICC. In addition to the scientific uncertainty related to temperature change projections, future
temperatures depend on the amount of greenhouse–gases that will be produced. This is a different
type of uncertainty which depends on future choices about how energy is produced, how much
fossil fuels continue to be burnt and the extent to which alternative energy sources play a larger
role.
The MCMH posterior parameter distributions enhance MAGICC’s results by enabling the pro-
duction of probabilistic temperature change projections for a given emission scenario or pathway.
The results for the SRES A1FI and B1 scenarios were produced in this chapter to demonstrate this
capability, as well as for comparison with the results reported in the IPCC AR4 (IPCC, 2007a,
Table SPM.3). The projections were found to have narrower likely temperature change ranges
but similar best estimates as compared to the results reported in the IPCC AR4. One reason the
IPCC has wider estimates is that the ranges were based on a number of different models rather
than a single model. In addition, carbon cycle feedbacks were not directly taken into account,
but were included as an extra estimate. The IPCC Table SPM.3 likely range values have a lower
value 40% less than the best estimate and an upper value +60% greater than the best estimate, to
allow for both carbon cycle and climate system uncertainties. This result was largely informed by
using the high and low carbon cycle feedback settings with AR4 version of MAGICC, and is not
a probability distribution (IPCC, 2007b, p804).
Further examples of emission scenarios are examined in the next chapter, which considers
the nature of temperature changes in the 21st–century, the extent to which some increase in tem-
peratures are inevitable from past greenhouse–gas emissions, and the range of future temperature
changes that follow on from different emission pathways.
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Table 6.17: Review of MAGICC parameter results. Values tabled for Chapter 4 onward are means
from the MCMH results.
Param. Name Std.a Ch3b Ch4c Ch5d priore poste
∆T2x Climate sensitivity 3.00 2.20 3.42 - 3.00 3.24
K Ocean effective vertical diffusivity 2.30 0.60 1.09 - 0.70 0.71
Rlo Land-ocean warming ratio 1.30 1.60 1.67 - 1.60 1.62
κlo Heat exchange coefficient land-ocean 1.00 2.00 1.20 - 1.50 1.75
wvar Variable upwelling fraction 0.70 0.20 - - -
AFsoxi Aerosol forcing (direct sulfate) - - −0.31 - −0.50 −0.31
σR Temp. feedback factor, respiration 0.011 - - −0.05 −0.01 −0.02
σNPP Temp. feedback factor, NPP 0.068 - - 0.00 −0.01 −0.00
βs CO2 fertilisation factor 0.649 - - 0.70 0.50 0.77
gP Carbon flux partition, NPP to plant 0.448 - - 0.54 0.50 0.51
qH Carbon flux partition, plant to detritus 0.999 - - 0.74 0.80 0.77
Or Ocean cc impulse response scale factor 0.949 - - 0.97 1.50 1.12
Notes:
a Standard values for climate from AR4 settings and carbon cycle from BERNCC.
b Based on Table 3.16.
c Table 4.14.
d Table 5.5.
e Priors and posts from Chapter 6, Table 6.7 (11 parameter case).
Chapter 7
Future Temperatures and Emissions
Pathways
This chapter explores some aspects of future temperature projections, in particular applying the
posterior parameter distributions developed in Chapter 6 to produce probabilistic results for se-
lected emission scenarios and pathways. This technique provides a way of quantifying the scien-
tific uncertainty associated with the projections, one of the goals of this research.
The methods used in this research differ from recent studies using MAGICC (such as, Mein-
shausen et al., 2009; Rogelj et al., 2010; Meinshausen et al., 2011a;b;c) in that the model’s pri-
mary climate system and carbon cycle parameters have all been calibrated using historical obser-
vations and not some combination of CMIP3 and C4MIP model results. In addition, two semi-
independent observational indices for land−ocean and Northern−Southern hemisphere tempera-
ture differences were used to help reduce the cross-correlation between the surface temperature
observations used previously. Furthermore, more extensive ocean observations have been incor-
porated into the calibration, with both multiple sub–surface ocean temperature changes and ocean
heat content changes, to improve estimates for the climate system parameters.
The uncertainty in future temperature changes depends partly on the temperature response
of the Earth’s climate to a change in radiative forcing brought about by changes in atmospheric
greenhouse–gas concentrations. This is the scientific uncertainty examined in the previous chap-
ters. Future global–mean near-surface air temperature (GSAT) changes will also be influenced by
natural variability on inter–annual to decadal time scales by modes of variability such as the El
Nin˜o Southern Oscillation and the Pacific Decadal Oscillation, as well as the influence of short
term solar cycles and stochastic volcanic events.
Future temperature changes will also depend on the amount of continued greenhouse–gas
emissions. These emissions in turn depend on a range of different factors which have been cap-
tured in the process of developing various emission scenarios, such as population, new energy
generating technologies and economic growth. Such scenarios provide one way to explore alter-
nate possible futures. The range of emissions envisaged by these scenarios is also a significant
contributor to the spread in projected temperature changes given in the IPCC AR4. Having quan-
tified the relative sources of scientific uncertainty to temperature change in 2100 for two particualr
emission scenarios, the SRES A1FI and B1 scenarios in Chapter 6, this chapter considers a wider
range of emission scenarios and pathways.
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The current warming trend due to the enhanced greenhouse effect is expected to continue in the
near term as a result of the existing greenhouse–gas concentrations and the heat already introduced
into the climate system as a consequence of fossil fuel burning and land clearing over the past few
decades. This ‘committed’ warming is the topic of the first section in this chapter.
The next part examines some of the major emission scenarios that have been used to inves-
tigate potential future temperature changes, with a focus on the six SRES marker scenarios and
the new Representative Concentration Pathways (RCPs). Instead of the scenario approach, these
concentration pathways have associated information about future emission levels but do not have
the same ‘storyline’ aspect to them. In other words, these concentration pathways lack the same
sort of rationale as scenarios — the pathways were not built up from considerations of factors such
as population growth, energy intensity, GDP per capita in the way that scenarios are. Emission
pathways are useful for testing the emissions consistent with a particular goal, such as achieving
certain greenhouse–gas concentration levels or temperature targets. The question is then left as to
how to achieve that level of emissions.
The third section considers the issue of stabilising the climate in the context of the United
Nations Framework Convention on Climate Change (UNFCCC) Article 2. Two examples of
stabilisation scenarios are examined in some detail, with the conclusion that drastic reductions
in greenhouse–gas emissions are required to stabilise atmospheric concentrations and limit the
amount of global–mean temperature change. The discussion turns to the question of ‘dangerous
climate change’ and the associated 2◦C global warming target agreed at the UNFCCC 2009 Con-
ference of the Parties in Copenhagen. Although this target has questionable scientific validity, it
has come to be a widely accepted benchmark. It is in the light of this that the combined global
emissions efforts are examined, based on the recent Copenhagen pledges. There is a considerable
gap between the emission reductions required to have a less than 25% chance of exceeding 2◦C
global–mean warming above pre-industrial and those currently planned.
7.1 Climate Commitment
7.1.1 Climate commitment introduced
‘Climate commitment’ considers the climate changes that are likely to occur from anthropogenic
greenhouse–gas emissions up to the present day. The aim is to convey a measure of what has
already been set in train and point out that further increases in global–mean surface temperatures
(GSAT) will result even if anthropogenic greenhouse–gas emissions could be stopped immediately
due to the sudden cessation of negative aerosol forcing, as discussed later in Section 7.1.2.
Climate commitment can be looked at in a number of different ways, with a range of authors
having used various definitions. Wetherald et al. (2001) discussed warming commitment as the
difference between realised warming at a specific time and equilibrium warming for a given GHG
concentration. Hare and Meinshausen (2006) considered four forms of climate commitment:
1. Constant–emissions commitment. This is the warming that would result from maintaining
present emissions. At current levels, this would lead to increasing GHG concentrations and
hence further warming.
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2. A constant–forcing commitment, or constant–composition commitment, with fixed GHG
and aerosol concentrations. The warming commitment is due to the slow adjustment of the
climate system to changes in radiative forcing. Warming would also continue until a new
equilibrium temperature was reached.
3. Abrupt cessation of emissions, or geophysical commitment. The resulting temperatures are
a function of the biogeophysical aspects of the climate system adjusting to the GHGs and
aerosols in the atmosphere and uptake of GHGs into the biosphere and the ocean.
4. Feasible emissions scenario commitment, where warming is determined from a plausible
emissions profile, taking into account current trends and feasible technological, economic
and policy changes.
Wigley (2005) examined constant–composition commitments and constant–emissions commit-
ments, pointing out that warming estimates are very dependent on climate sensitivity and aerosol
forcing. Teng et al. (2006) noted that there is a commitment to additional warming and sea level
rise even if atmospheric GHG and aerosol concentrations could be stabilised right now. Stabilis-
ing GHG and aerosol concentrations at 2000 levels, their results showed that the globally averaged
temperature from an average of 16 AOGCM models will be nearly 0.5◦C ± 0.2◦C warmer by the
late 21st–century as compared to the 20th–century. Meehl et al. (2006) included consideration of
climate commitment in their study, with GHGs and aerosols fixed at year 2000 levels. A number
of model experiments were run with the CCSM3 coupled climate model with results that indicated
a 0.4◦C committed warming for the constant–composition case, additional to the 0.6◦C rise over
the 20th–century.
However, constant–composition commitment should not be regarded as the unavoidable warm-
ing that will eventuate from past greenhouse–gas emissions. Matthews and Weaver (2010) argue
that zero–emissions commitment is the more appropriate perspective. Constant–composition com-
mitment requires continued GHG emissions otherwise carbon sinks will gradually reduce the at-
mospheric concentration of CO2, and hence gradually declining GSAT.
Climate commitment lends itself to investigation with a simplified climate model such as
MAGICC, since the different types of commitment can be readily modelled over long time peri-
ods. The constant–composition case is effectively one in which radiative forcing is held constant.
GSAT then adjusts over time to a new equilibrium temperature. This was tested, as shown in Fig-
ure 7.1, in which the global–mean temperature change by 2100 is 1.2◦C, slowly rising to 1.3◦C by
2300 (very similar to that obtained by Matthews and Weaver, 2010).
For their zero–emissions results, Matthews and Weaver (2010) do not appear to have taken
into account the loss of aerosols that would accompany zero CO2 emissions since there is no rise
in temperature following the changeover point.
The most recent IPCC report discusses many of these issues in Chapter 7 of WG1, includ-
ing the work of Brasseur and Roeckner (2005) (IPCC, 2007b, Figure 7.24), which considers the
hypothetical removal of anthropogenic sulfate aerosol particles. Their results suggest that this
would result in an immediate increase in the global average temperature of about 0.8◦C and pre-
cipitation by 3%. This climate commitment case corresponds to constant GHG concentrations but
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Figure 7.1: Constant–composition commitment temperature change, based on a changeover in
2010 to constant radiative forcing.
no aerosols, related to the long atmospheric lifetimes of GHGs (decades to centuries), whereas
aerosols have very short lifetimes (a few days only).
A recent paper by Ramanathan and Feng (2008) noted that the 2005 GHG concentration of
about 455ppm CO2-equivalent corresponds to an estimated equilibrium temperature of 2.4◦C (1.4–
4.3◦C), which is into the range of ‘dangerous anthropogenic interference with the climate system’.
The planet has not yet experienced this increase because it is masked by the cooling effect of
aerosols and the delay in ocean heat transfer, i.e., the equilibrium temperature will not be reached
until some time in the future (centuries rather than decades). Ocean expansion, and hence sea–
level rise, will continue for many years to come. Note that the Ramanathan and Feng (2008)
temperature change was based on different estimates for direct and indirect aerosol forcing as
compared to those of the IPCC AR4.
CO2-equivalent concentration is used as a measure of the combined effect of the long–lived
greenhouse–gases, but it has been used in different ways according to what components are in-
cluded. For atmospheric concentrations, CO2-equivalent concentration can refer to the concen-
tration of carbon dioxide that has the same warming effect as the combined effect of all of the
greenhouse–gases, but without the cooling effect of aerosols (for example, Stern, 2007). Alter-
natively, CO2-equivalent concentration is the net forcing of all anthropogenic radiative forcing
agents including greenhouse–gases, tropospheric ozone, and aerosols but not natural forcings (for
example, Meinshausen et al., 2006). In this thesis, all the CO2-equivalent concentration results are
for the long–lived greenhouse-gases only (Kyoto protocol), and hence do not include aerosols or
tropospheric ozone.1 MAGICC version 6 provides reports for both CO2-equivalent concentrations
with all anthropogenic forcings included and for the long–lived greenhouse–gases only.
The zero–emissions commitment and fixed–emissions commitment cases are investigated next
using MAGICC.
1The usage here is also not the measurement based on emissions, in which emissions of various greenhouse–gases
are converted using their global warming potential (GWP).
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7.1.2 Fixed emissions and MAGICC
Although climate commitment from constant GHG concentrations can be assessed, in practice it
is really human actions that currently influence the level of GHG emissions. To gauge climate
commitment from this perspective, two hypothetical situations were examined, a zero–emissions
commitment scenario, in which it is assumed that all GHG emissions are switched off, and a
fixed–emissions commitment scenario which sets future emissions at a constant level. A third
intermediate scenario is included for comparison, an emissions pathway designed to achieve sta-
bilisation of atmospheric GHG concentrations.
If all emissions stopped in 2010, as indicated by the solid green line in Figure 7.2(a), then the
temperature change would initially spike upwards, due to the loss of aerosols, and then gradually
decline to about 0.7◦C (likely range 0.5–1.4◦C) in 2100 relative to pre-industrial temperatures
(Figure 7.2(b)) using the posterior parameter distributions (11 parameter case) from Chapter 6
rather than relying on a single set of parameters.
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Figure 7.2: Temperature distributions for the hypothetical emissions climate commitment experi-
ments: (a) emissions, GtCO2-equivalent, (b) temperature change from zero future emissions after
2010 and, (c) temperature change after fixing emissions at 2010 levels.
Alternatively, if emissions could be fixed and held at 2010 levels, then GSAT would continue
to increase, reaching a best estimate (mode) of 2.1◦C of warming by the end of this century with
a likely range of 1.7–2.7◦C (wrt pre-industrial), Figure 7.2(c).
An intermediary level of emissions is also shown by the green line in Figure 7.2(a). These
are the emissions for a stabilisation scenario designed to achieve a 450ppm CO2 equivalent con-
centration and keep warming below 2◦C. This type of scenario is discussed further in Section
7.3.
The zero–emissions overnight scenario is clearly unrealistic, while the fixed–emissions sce-
nario is a kind of optimistic business–as–usual scenario. The current trend in emissions (Figure
7.3) is one of accelerating growth, with the growth rate shifting from 1.1% per year for 1990–1999
to over 3% for 2000-2004 (Raupach et al., 2007). The recent global financial crisis put a dent in
this growth rate (Friedlingstein et al., 2010) but the outlook is for sustained emissions growth
in the absence of effective measures to curtail this trend (Sheehan, 2008). One estimate is that
global emissions from fossil–fuels will double between 2005 and 2030 under business–as–usual
conditions, i.e., in the absence of mitigation policies (Garnaut, 2011).
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Figure 7.3: Global CO2 emissions 1900–2008 from fossil–fuel burning, cement manufacture and
Gas Flaring (Boden et al., 2010).
In order to assess the amount and likelihood of further global warming with a climate model,
some assessment of future greenhouse–gas emissions has to be made. A number of emissions
scenarios have been constructed for that purpose; these are investigated next.
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7.2 Future Temperatures and Emission Scenarios
The total temperature increase over the past 150 years, 1850 to 2005, was 0.76◦C (0.57–0.95◦C),
with a linear warming trend of 0.13◦C (0.10–0.16◦C) per decade for the last 50 years (IPCC,
2007a). This rate of warming is currently increasing, such that over the past 25 years the rate has
moved up to 0.19◦C per decade (Allison et al., 2009). The temperature increase by 2100 will be
approaching 2.5–3◦C if this rate is maintained. Rather than simply extrapolating from past trends,
climate models seek to represent the underlying physical processes so that future temperature
projections can be made that take into account the different contributing causes. These will include
factors such as variations in insolation and changes to the composition of the atmosphere that affect
the radiative balance at the top of the atmosphere.
Emission scenarios have been utilised as one way of providing the inputs to calculate the
change in atmospheric greenhouse–gases, as previously described. They are intended to be plau-
sible, internally consistent stories that describe future releases of greenhouse–gases and aerosols.
Assumptions are made about patterns of economic growth, demography and technology devel-
opment. An emission scenario can only be one among many possible futures, and so multiple
scenarios are used to provide alternative perspectives.
A variety of scenarios have been developed and analysed over the past two or three decades for
this purpose, although the SRES scenarios (Nakicenovic and Swart, 2000) have come to dominate
most of the recent literature. There were previous scenarios associated with the earlier IPCC as-
sessment reports, the five SA90 scenarios (IPCC, 1990) and the six IS92 scenarios (IPCC, 1992).
The SRES scenarios are discussed next, including probabilistic temperature changes and concen-
tration results using the MCMH derived posterior parameter distributions developed in Chapter
6.
The SRES scenarios
There are a total of 40 SRES scenarios, with six illustrative marker scenarios (A1FI, A1B, A1T,
A2, B1, B2). Details of the emissions and related storylines are provided in Nakicenovic and
Swart (2000) and the IPCC TAR (IPCC, 2001). The six marker scenarios are examined here, both
for comparison to the IPCC AR4 results but also to consider the contribution this mix of scenarios
makes to the spread in temperature change projections.
The SRES scenarios have received a number of critical reviews, for example, Tol et al. (2005);
Nakicenovic et al. (2006); Girod et al. (2009). The latter analysis suggests that these scenarios
benefit from improvements in methodology, including more credible storylines, but suffer from
the larger number of scenarios and lack of meaningful titles. Of greater concern are some of the
assumptions built into the SRES scenarios, such as population growth, technological change and
energy intensity (Pielke Jr et al., 2008) and the increasing gap between actual emissions and many
of the scenarios. Present–day emissions are tracking higher than most of the SRES scenarios,
including the high emissions A1FI scenario (Raupach and Canadell, 2010; Reichstein, 2010).
Manning et al. (2010) try to argue that such statements are mistaken, since there are some higher
emission scenarios, including the A1B. However, A1B is only initially a high growth scenario
which decelerates and then declines after 2050. A1FI appears the closest of the SRES marker
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scenarios to present trends in the absence of effective mitigation policies. The A1B scenario
represents the type of pathway needed to avoid large temperature changes. It still envisages a
world of very rapid economic growth but with lower population growth and a speedy introduction
of new and more efficient energy technologies. Included in this storyline are themes of economic
and cultural convergence and capacity building, with a substantial reduction in regional differences
in per capita income (Nakicenovic and Swart, 2000). People pursue personal wealth rather than
environmental quality, which is a theme of the B1 scenario (a summary of the storylines is included
in the IPCC AR4 Summary for Policy Makers, IPCC, 2007a).
All of the SRES scenarios are meant to be regarded as equally plausible (which is not the same
as equally likely), and none of them are mitigation scenarios. This framing is understandable in
the context in which the scenarios were developed, and that only subjective probabilities could
be applied (refer, for example, to Schneider, 2001). With the passage of time, some of the lower
emissions scenarios seem unlikely to eventuate in the absence of strong mitigation policies. The
lack of probabilities for the scenarios does, however, adversely impinge on decision–making and
risk assessments which depend very much on how uncertainty is managed (Gay and Estrada,
2010).
A comparison of the SRES marker scenario results using MAGICC and the 11 parameter
case posterior distributions is presented in Table 7.1 for CO2 concentration, CO2-equivalent con-
centration, radiative forcing and temperature change in 2100, with corresponding plots in Figure
7.4. Note that the CO2- equivalent concentration is for the Kyoto protocol greenhouse–gases (car-
bon dioxide, methane, nitrous oxide, sulphur hexafluoride and two groups of hydrofluorocarbons
and perfluorocarbons), while the total radiative forcing includes the net negative forcing from the
aerosol components.
The MAGICC projections agree quite well with the IPCC results except for the A1T and
A2 scenarios. The disparities seem to stem mainly from the aerosol forcing uncertainty effect,
but perhaps also carbon cycle feedback effects; these are not adequately allowed for in the IPCC
results. For example, the IPCC A1T and B2 best estimates and likely ranges are the same, yet their
emission scenarios are very different; the A1T CO2 emissions peak and then decline, whereas they
continue to grow in the B2 scenario with, for example, in 2100, emissions of fossil fuel CO2 of 4.3
GtC and 13.8 GtC respectively, but then sulfate emissions for A1T are 20.3 MtS compared to B2’s
47.9 MtS; the net radiative forcing for each scenario is determined by the cumulative greenhouse–
gas concentrations offset by short–lived aerosol cooling. The MAGICC results produce a larger
net radiative forcing for A1T than B2, and hence the higher temperature changes.
The combined SRES likely range presented here spans 1.1–5.8◦C, as compared to the AR4
range of 1.1–6.4◦C which was introduced in Chapter 1 as one of the motivations for this research,
that is, to understand the reasons for this wide range. It is clear that a significant proportion of this
uncertainty is due to the estimates for future greenhouse–gas emissions. Individual scenarios have
their own temperature change uncertainty range. Lower emission scenarios, such as B1, have a
narrower uncertainty range than higher emissions scenarios, such as AIFI.
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Table 7.1: Summary of SRES projections for 2100.
CO2 concentration in 2100, ppm
Name A1B A1FI A1T A2 B1 B2
mean 730 990 671 804 529 627
median 686 917 580 789 520 598
mode 665 880 575 775 510 580
likely 632–784 833–1063 525–696 739–858 493–558 557–671
CO2-equivalent concentration in 2100, ppm
Name A1B A1FI A1T A2 B1 B2
mean 888 1362 816 1123 617 804
median 837 1263 710 1103 608 769
mode 830 1260 680 1090 600 750
likely 772–952 1150–1459 644–845 1034–1196 577–651 717–858
Total radiative forcing in 2100, W m−2
Name A1B A1FI A1T A2 B1 B2
mean 5.77 7.51 5.72 5.94 3.76 5.13
median 5.6 1 7.33 5.43 5.89 3.69 5.01
mode 5.55 7.25 5.30 5.79 3.63 4.95
likely 5.16–6.25 6.78–8.05 4.90–6.32 5.46–6.38 3.41–4.05 4.57–5.57
Temperature change in 2100, ◦C (wrt 1990)
Name A1B A1FI A1T A2 B1 B2
mean 3.3 4.5 3.6 3.1 1.8 2.9
median 3.2 4.3 3.3 3.1 1.7 2.7
mode 2.9 4.1 3.2 3.0 1.6 2.6
likely 2.2–3.9 3.1–5.8 2.2–4.9 2.2–4.0 1.1–2.5 1.9–3.8
IPCCa
best 2.8 4.0 2.4 3.4 1.8 2.4
likely 1.7–4.4 2.4–6.4 1.4–3.8 2.0–5.4 1.1–2.9 1.4–3.8
a Best estimate and likely range (IPCC, 2007a).
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Figure 7.4: SRES plots for CO2 concentration, CO2 equivalent concentration, radiative forcing,
and temperature change wrt 1990 for 6 marker scenarios, 2000–2100: A1B, A1FI, A1T, A2, B1,
and B2. Shaded areas are 67%, 95% and 99% confidence intervals.
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The RCP scenarios
The latest IPCC scenarios are called Representative Concentration Pathways (RCPs) and explained
by Moss et al. (2010), which provides a useful historical overview of climate scenarios and an in-
troduction to the RCPs. Unlike the SRES scenarios, the new RCPs are not grounded with any
storyline, or built up from consideration of population, energy intensity, per capita GDP etc. The
claim that ‘this new generation of scenarios will improve society’s understanding of plausible
climate and socio–economic futures’ (Moss et al., 2010) seems unlikely without additional in-
formation. They appear, not unreasonably, to be designed for the needs of climate modelling
groups, and reflect the importance of a consistent set of emissions and concentrations for model
inter–comparison experiments. The RCPs avoid the messy complexities of the real world. One
discussion proposes that the socio–economic conditions that would result in the given GHG con-
centrations have to be worked out in reverse (Hibbard et al., 2007), which seems to be a strange
and artificial view of the causal connections between anthropogenic actions and changes in surface
temperature. The idea is, apparently, to make things more open and flexible, with allowance for
mitigation and adaptation options (Inman, 2011). This promotes a change from looking at how
temperatures might evolve for a set of socio–economic assumptions to considering what choices
will lead to a particular pathway. If a small temperature change outcome is the aim, then decisions
and policies have to be made that will achieve that outcome, although there are multiple emissions
pathways that can deliver the same end result.
There are four RCP scenarios based on future radiative forcing levels, summarised in Table 7.2.
MAGICC has played an important role in the development of the RCPs, including the greenhouse–
gas concentrations and emissions commensurate with them (Meinshausen et al., 2011b;c). It is
perhaps an interesting question as to the relationship between emissions and each of the RCPs,
since the emissions for the RCPs have been worked out by different modelling groups for each of
the nominal radiative forcing levels in 2100 (that is, 8.5 W m−2, 6.0 W m−2, 4.5 W m−2 and 3.0
W m−2 peak and decline to 2.6 W m−2), which means that the emissions and RCPs are dependent
on model parameter values.
Table 7.2: Summary of Representative Concentration Pathways (RCPs).
Name Radiative forcing Concentration, CO2 equivalent, ppm
RCP8.5 Increasing radiative forcing to 8.5
W m−2 in 2100
over 1,370 in 2100
RCP6 Radiative forcing stabilising at 6.0
W m−2 after 2100 (without overshoot)
≈ 850 at stabilisation
RCP4.5 Radiative forcing stabilising at 4.5
W m−2 after 2100 (without overshoot)
≈ 650 at stabilisation
RCP3PD Radiative forcing peaks at approx. 3.0
W m−2 before 2100 and then declines
≈ peak at 490
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Table 7.3: Summary of RCP projections for 2100.
Temperature change in 2100, ◦C (wrt 1990)
Name RCP3PD RCP45 RCP6 RCP85
mean 1.2 2.5 3.2 4.9
median 1.0 2.3 3.1 4.6
mode 0.8 2.1 2.9 4.5
likely 0.5–1.8 1.4–3.4 2.1–4.4 3.3–6.3
CO2 concentration in 2100, ppm
Name RCP3PD RCP45 RCP6 RCP85
mean 426 561 689 989
median 414 525 650 892
mode 405 510 630 860
likely 394–447 488–596 601–739 807–1047
CO2-equiv. concentration in 2100, ppm
Name RCP3PD RCP45 RCP6 RCP85
mean 480 653 819 1372
median 466 612 774 1245
mode 460 600 760 1180
likely 445–503 570–693 717–876 1192–1451
Total radiative forcing in 2100, W m−2
Name RCP3PD RCP45 RCP6 RCP85
mean 2.54 4.38 5.67 8.23
median 2.43 4.19 5.50 8.0 0
mode 2.35 4.05 5.45 7.90
likely 2.18–2.81 3.81–4.81 5.08–6.13 7.47–8.78
The posterior parameter distributions were applied to the four RCP scenarios. A summary of
the results for CO2 concentration, CO2 equivalent concentration, radiative forcing, and temper-
ature change in 2100 (wrt 1990) is given in Table 7.3, and plotted for the period 2000–2100 in
Figure 7.5 .
RCP85 has a high level of greenhouse–gas emissions that results in more than triple the pre-
industrial CO2 concentration by 2100. It has similar total CO2 emissions to the A1FI scenario,
which is its nearest equivalent. However, is has higher CH4 emissions and much lower sulfate,
CO, NMVOC and NOx emissions, with a net higher radiative forcing that produces more warming
by the end of the 21st-century.
A comparison of the main greenhouse–gas and sulfate emissions is shown in Figure 7.6. This
example was constructed using a single set of model parameters. The two scenarios exhibit very
similar radiative forcing and temperature change over the 21st-century. It is also interesting to
compare the temperature changes using the MCMH posterior parameter distributions (refer Figure
7.7, as well as Tables 7.1 and 7.3). The likely temperature change ranges for the A1FI and RCP85
scenarios are dissimilar as a result of the way the uncertainties propagate through the model results.
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RCP3PD is an overshoot scenario, which has emissions peaking in 2020 and declining there-
after, with CO2 fossil fuel emissions going negative from 2080 and land use CO2 reaching zero
emissions by 2125. Methane emissions are also substantially reduced. Greenhouse–gas emissions
and net radiative forcing are less than those for the B1 scenario, being more comparable to a stabil-
isation scenario such as the STAB450 scenario discussed later (Section 7.3). Whilst it is possible
to construct an emissions pathway with negative CO2 fossil fuel emissions there is no existing
technology that can deliver this result.
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Figure 7.5: RCP plots for CO2 concentration, CO2 equivalent concentration, radiative forcing,
and temperature change wrt 1990 for the four scenarios, 2000–2100: RCP3PD, RCP45, RCP6
and RCP85. Shaded areas are 67%, 95% and 99% confidence intervals.
RCP45 lies between the B1 and B2 scenarios in terms of radiative forcing and temperature
change, although close to B1 for CO2-equivalent concentrations (see Figures 7.8 and 7.9). The
RCP45 greenhouse–gas emissions are similar to B1 but the difference in the sulfate emissions
combines with the aerosol forcing uncertainty to create some disparity in the resultant temperature
change distributions.
RCP6 is comparable to the A1B scenario, with similar CO2 emissions, although with different
pathways for methane and sulfate emissions, as shown in Figure 7.10. The net results are almost
the same for radiative forcing and temperature change in 2100.
This survey of the Representative Concentration Pathways suggests that these new emission
pathways, as constituted in the cases used here, are comparable to some of the older SRES marker
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Figure 7.6: A1FI and RCP85 compared, with emissions for: (a) fossil fuel CO2, (b) land use
CO2, (c) Methane, (d) Nitrous oxide, (e) Sulphate, with (f) the CO2 equivalent concentration, (g)
radiative forcing, and (h) temperature change wrt 1990 for A1FI (dashed blue line) and RCP85
(solid magenta line), with a single set of model parameters.
scenarios. However, differences in the emission components can produce varied outcomes when
the uncertainties encapsulated by the MCMH parameter distributions are applied to the alternate
emissions pathways. Differences in CO2 emissions will be affected by the carbon cycle param-
eters, and the sulfate emissions by the aerosol forcing parameters. There are also differences in
some of the other emission components, such as CO, VOC, NOx and halocarbons.
7.2. FUTURE TEMPERATURES AND EMISSION SCENARIOS 173
2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100
−1
0
1
2
3
4
5
6
7
8
Te
m
p.
 a
no
m
al
y,
  o C
, w
rt 
19
90
−1
0
1
2
3
4
5
6
7
8
    
2
4
6
8
o C
A1FI 67% interval
RCP85 67% interval
Figure 7.7: A1FI (blue) and RCP85 (red) likely temperature change 2000-2100 compared, with
inset for likely ranges in 2100. Heavy solid lines are mean temperature changes.
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Figure 7.8: B1 and RCP45 compared, with emissions for: (a) fossil fuel CO2, (b) land use CO2, (c)
Methane, (d) Nitrous oxide, (e) Sulphate, with (f) the CO2 equivalent concentration, (g) radiative
forcing, and (h) temperature change wrt 1990 for B1 (dashed green line) and RCP45 (solid yellow
line), with a single set of model parameters.
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Figure 7.9: B2 and RCP45 compared, with emissions for: (a) fossil fuel CO2, (b) land use CO2, (c)
Methane, (d) Nitrous oxide, (e) Sulphate, with (f) the CO2 equivalent concentration, (g) radiative
forcing, and (h) temperature change wrt 1990 for B2 (dashed blue line) and RCP45 (solid yellow
line), with a single set of model parameters.
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Figure 7.10: A1B and RCP6 compared, with emissions for: (a) fossil fuel CO2, (b) land use
CO2, (c) Methane, (d) Nitrous oxide, (e) Sulphate, with (f) the CO2 equivalent concentration, (g)
radiative forcing, and (h) temperature change wrt 1990 for A1B (dashed purple line) and RCP6
(solid orange line), with a single set of model parameters.
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Other emission scenarios
Neither the SRES or RCP scenarios provide a complete basis for estimating future temperature
changes. The SRES scenarios are now over 10 years old and the assumptions that were used for
their storylines need updating to reflect revised trends in population, economic growth and energy
intensity. The RCPs do not start out with an associated storyline in the same sense as the SRES
scenarios (Inman, 2011). Instead the changes in GHG emissions provide a spread in radiative
forcings for model inter-comparison purposes. It has been proposed that compatible storylines
will be worked out in a parallel process (Hibbard et al., 2011; Moss et al., 2010).
Many other scenarios have been developed for various purposes, such as those used by the
IEA (International Energy Agency, 2010), U.S. Climate Change Science Program, (Clarke et al.,
2007), the UK Climate Projections report (Murphy et al., 2009) and the Garnaut Review in Aus-
tralia (Garnaut et al., 2008; Garnaut, 2011). However, the variety of scenarios and differing
assumptions make it difficult to select which ones provide a good basis for projecting future tem-
perature changes.
Another guide to future emission trends are the international agreements that stem from the
United Nations Framework Convention on Climate Change (UNFCCC), the Kyoto Protocol and
the subsequent negotiations and national pledges. These are discussed further in Section 7.4.
There are also scenarios aimed specifically at stabilisation of the climate and ‘avoiding dan-
gerous climate change’; the next section continues the investigation of emission scenarios and
pathways with an examination of these.
7.3 Stabilising the Climate
This section examines future temperature changes from a different angle, where the concern is
to avoid, or at least minimise, further change to global–mean surface temperatures. The SRES
and RCP scenarios lead to a range of temperature change projections, as discussed in the previous
section, in which the outcome follows from the associated GHG emissions and subsequent con-
centrations. The issue is now reversed, so that rather than estimating future temperature changes
for a given set of emissions or radiative forcing, the question is what emission pathways are com-
patible with a particular goal, such as a concentration level or temperature change target. One of
the benefits gained by this reversal is that it circumvents the probability question of which sce-
nario is most likely. Emission scenarios nevertheless remain relevant to the question of what is the
likely temperature change over the 21st-century, which is important for impacts and adaptation
assessments.
Stabilisation scenarios were developed in conjunction with the work of the IPCC, with a series
of CO2 concentration profiles for atmospheric concentrations of 350, 450, 550, 650 and 750 ppm
(S350–S750) (Enting et al., 1994). Corresponding estimates for global–mean temperature change
and sea–level rise were estimated by, for example, Wigley (1995) and Schlesinger and Malyshev
(2001). An alternate set of profiles, the WRE profiles (WRE350–WRE750) with modified emis-
sion pathways, were constructed by Wigley et al. (1996). Both sets are discussed in detail in IPCC
(1997) and Wigley (2000a).
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These stabilisation cases also emerged in the context of the United Nations Framework Con-
vention on Climate Change (UNFCCC) Article 2, which states that the aim of the Convention
is the stabilisation of atmospheric greenhouse–gas concentrations at a level that would ‘prevent
dangerous anthropogenic interference with the climate system’. In addition, Article 3 includes
the wording ‘protect the climate system for the benefit of present and future generations of hu-
mankind’, and Article 4 has ‘with the aim of returning individually or jointly to their 1990 levels
these anthropogenic emissions of carbon dioxide and other greenhouse gases’ (quoting selectively
from the full text).
An informative background to these principles, the evolution of the UNFCCC and the Kyoto
protocol, is provided by Oppenheimer and Petsonk (2005). Two threads are apparent in this devel-
opment, one which centers on emissions and concentrations, and another where rates and amounts
of warming are the focus. These two, while closely related, may be the reason why stabilisation
scenarios and ‘avoiding dangerous climate change’ can appear to be separate topics. During the
mid-1990s, consideration of emission trajectories that would deliver long–term stabilisation led to
a view that two degrees total warming and a concentration of 450ppm CO2-equivalent were appro-
priate targets. Concerns over feasibility and economic consequences of GHG emission reductions
also emerged.
Since the Kyoto Protocol was adopted in 1997, further attempts have been made to interpret
the meaning of ‘dangerous anthropogenic interference’, some of which are reviewed by Oppen-
heimer and Petsonk (2005), who point out a range of difficulties in establishing what constitutes
‘dangerous’ and the variety of temporal, spatial, social, cultural and ethical issues that impinge
on this subject. Also outlined are some options for translating the objectives of Article 2 into
emissions pathways that could be adopted as mitigation policy. Methods include a tolerable win-
dow approach, with population–based and sustainability versions, which involve the application
of a number of criteria together that have the effect of limiting the number of feasible emissions
pathways. An alternative method is the benefit–cost framework which uses monetary costs to opti-
mally determine emissions and concentrations pathways. These methods place different emphasis
on environmental limits and economic growth.
As an illustration of the environmental approach, Keller et al. (2005) examined the climate
policies needed to reduce the risk of coral reef bleaching and the disintegration of the West Antarc-
tic Ice Sheet. Estimates of the respective temperature change limits were set at 1.5◦C to prevent
extensive and sustained coral bleaching, and 2.5◦C to prevent triggering disintegration of the West
Antarctic Ice Sheet. The authors concluded that substantial reductions in anthropogenic GHGs
are required, although the costs may be high, depending on the discount rate used in the economic
model.
A single, simple definition of ‘dangerous climate change’ is not easy to arrive at, with a variety
of attempts having been made. For an overview of this issue see, for example, Schneider and Lane
(2006) and also Ramanathan and Feng (2008), Smith et al. (2009) and Hare et al. (2011). The
development of ideas to address this concept included ‘reasons for concern’ (IPCC, 2001) and
greater consideration of impacts and vulnerabilities, with a growing worry that smaller increases
in GSAT will lead to significant consequences (Smith et al., 2009). Given this, Mann (2009) argued
that ‘dangerous anthropogenic interference’ with the climate is in the range 1–2◦C of warming,
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and that stabilisation of GHG concentrations at more than 450 ppm CO2-equivalent would be a
‘terribly risky prospect’. Hansen (2005) has argued strongly that 2◦C is not a responsible target,
and such a warming limit is less than any of the SRES scenarios (note that the results in Table 7.1
require an extra 0.5◦C added to make them relative to pre-industrial). More recently, Hansen et al.
(2008) makes a case for reducing atmospheric CO2 concentration back to 350 ppm on the basis
that equilibrium climate sensitivity is nearer to 6◦C based on paleoclimate data, as opposed to the
conventional 3◦C climate sensitivity which only allows for fast feedback processes.
Despite these well–founded misgivings, a 2◦C climate target has become an established bench-
mark, perhaps for pragmatic reasons, since 1◦C is pretty much foregone and limiting warming to
2◦C is an extremely challenging target in the face of the minimal efforts to reduce GHG emissions
so far and the meagerness of international agreements to date.
The history of this target is surveyed in Randalls (2010), from its emergence as the proposed
policy target for the European Union in 1996 to the temperature target of the 2009 Copenhagen
accord, despite its problematic status. Indeed, Tol (2007) has previously argued that this target has
no real foundation. Yet, whilst it may be a little arbitrary, a maximum warming of 2◦C appears to
be a useful target if it serves the purpose of actually bringing about changes to GHG emissions and
thereby avoiding significant adverse consequences to the environment. It provides a reference for
assessing mitigation policies. In addition, the target, whether it is 1.5 or 2◦C cannot be given pre-
cisely when the parametric uncertainty means the target can’t be translated back into an emissions
pathway with any certainty anyway. Further discussion is reminiscent of the expression ‘fiddling
while Rome burns’, since urgent action is required if current warming trends are to be reduced; the
precise target is not the real issue. As well, delaying action leaves open the potential for more rapid
warming with a subsequent demand for faster reductions in emissions to achieve the same level
of stabilisation. Increased overshoot, that is with higher temperature change peaks before settling
back to the stabilisation temperature, runs a greater risk for reaching threshold events (O’Neill and
Oppenheimer, 2004).
Despite the ambiguities attached to the term ‘dangerous climate change’, there has been
an emerging acceptance of its usefulness for framing the challenge of human–induced climate
change. It is in this context that investigations of stabilisation scenarios have moved away from a
focus on CO2 emissions alone to multi–gas emission pathways, for example, Meinshausen (2006);
van Vuuren et al. (2006); den Elzen et al. (2007). More recently, the concept of a greenhouse–gas
emissions budget has gained traction amongst the research community, for example, Meinshausen
et al. (2009) and Allen et al. (2009) and government interest (see, for example, WBGU, 2009).
To illustrate the challenge posed by stabilisation scenarios, two examples are included here,
based on the Garnaut review 450 and 550 ppm stabilisation scenarios (Garnaut, 2008), designated
STAB450 and STAB550 here, where the numbers indicate the target CO2 equivalent concentra-
tions.2 The STAB450 scenario is illustrated in Figure 7.11, which shows emissions for the prin-
cipal greenhouse–gases along with the resulting CO2 concentrations, CO2-equivalent concentra-
tions, total radiative forcing and temperature change over the 21st-century, using the 11 parameter
posterior distributions to obtain the uncertainty ranges shown. Similarly, the STAB550 scenario
2The STAB450 and STAB550 emissions may not be exactly the same as the final numbers used in the Garnaut
review but will be very similar.
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is illustrated in Figure 7.11. Values for CO2, CO2-equivalent, radiative forcing and temperature
change in 2100 are summarised in Table 7.4.
The STAB450 scenario can achieve the goal of keeping under 2◦C warming according to the
best estimate or mode result of 1.5◦C temperature change in 2100, adding 0.5◦C to Table 7.4 to
make the temperatures relative to pre-industrial. The STAB450 results can be contrasted with a
present day CO2 concentration of 390 ppm,3 and the CO2-equivalent concentration of 470ppm in
2010.4 In other words, the conditions for the STAB450 scenario have already been reached, so
that limiting temperature change to avoid ‘dangerous climate change’ will be all but impossible in
the absence of drastic reductions in greenhouse–gas emissions. The STAB450 emissions required
to achieve this outcome have a sharp reduction, with fossil fuels emissions reduced to less than
95% of present day levels, and land use has negative emissions, that is the land has to take up
more CO2 through large–scale re-afforestation. CH4 and N2O have significant reductions, which
implies major changes to agricultural practices. The feasibility and means to accomplish these
emission reductions are not explored here.
Table 7.4: Summary of STAB450 and STAB550 projections for 2100. Radiative forcing (RF) and
temperature change (∆T) are relative to 1990.
STAB450
CO2 conc. CO2-e conc. RF ∆T
mean 431 491 2.9 8 1.4
median 416 474 2.87 1.2
mode 411 465 2.85 1.1
likely 395–456 450–518 2.56–3.30 0.7–2.0
STAB550
CO2 conc. CO2-e conc. RF ∆T
mean 466 544 3.68 1.8
median 455 532 3.61 1.7
mode 448 525 3.57 1.6
likely 431–493 505–576 3.31–4.00 1.1–2.5
The risk of exceeding 2◦C of global–mean temperature change during this century (relative to
pre-industrial) is plotted in Figure 7.13 for the STAB450 and STAB550 scenarios. This indicates
that, for the STAB450 scenario, there is an approximately 40% chance of exceeding 2◦C of warm-
ing during the second half of the century according to MAGICC, with the posterior parameter
distributions derived as discussed previously (if the emissions on which the scenario is based are
achieved). The STAB550 scenario shows a 50% probability of exceeding 2◦C by 2080. These
examples demonstrate how MAGICC, in conjunction with the MCMH based posterior parameter
distributions provides a tool that can evaluate scenarios and obtain results expressed in terms of
probabilities.
3August 2011 measurement at Mauna Loa; http://www.esrl.noaa.gov/gmd/ccgg/trends/
4Based on a greenhouse–gas radiative forcing balance of 2.81 W m−2 relative to 1750; NOAA–ESRL,
http://www.esrl.noaa.gov/gmd/aggi/, accessed 24/11/2011.
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Figure 7.11: The STAB450 stabilisation scenario: (a) CO2 fossil fuel emissions, (b) CO2 land use
emissions, (c) CH4 emissions, with solid line for anthropogenic sources and dashed for natural
sources, (d) N2O emissions, with solid line for anthropogenic sources and dashed for natural
sources, (e) CO2 concentrations, (f) CO2 equivalent concentrations, (g) total radiative forcing, and
(h) temperature change wrt 1990. Shaded areas are 67%, 95% and 99% confidence intervals.
Accepting that 2◦C maximum global–mean surface temperature change above pre-industrial is
a worthwhile aspirational target, the next section investigates present trends and mitigation efforts
aimed towards minimising the risk of exceeding this target.
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Figure 7.12: (a) CO2 fossil fuel emissions, (b) CO2 land use emissions, (c) CH4 emissions, with
solid line for anthropogenic sources and dashed for natural sources, (d) N2O emissions, with solid
line for anthropogenic sources and dashed for natural sources, (e) CO2 concentrations, ((f) CO2
equivalent concentrations, (g) total radiative forcing, and (h) temperature change wrt 1990 for the
STAB550 stabilisation scenario. Shaded areas are 67%, 95% and 99% confidence intervals.
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Figure 7.13: (Risk of exceeding 2◦C global–mean temperature change (relative to pre-industrial)
for the STAB450 and STAB550 stabilisation scenarios.
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7.4 Emissions for Two Degrees
The previous section introduced stabilisation scenarios in the context of the UNFCCC mandate
to limit human–induced temperature change. Under the auspices of the UNFCCC, and follow-
ing on from the Kyoto protocol, developed and developing countries have been negotiating and,
to a greater or lesser extent, engaging in efforts to reduce their greenhouse–gas emissions. The
‘business–as–usual’ scenarios, of which the SRES A1FI is an exemplar, exhibit continued emis-
sions growth. However, such a trend will not be followed if nations implement and achieve the
levels of mitigation they are pledged to.
A recent study, Rogelj et al. (2010), assessed the national emissions–reduction pledges agreed
to at the Copenhagen Accord meeting in December 2009. They compiled emission estimates
based on national pledges, or, if no such pledges have been made, used previous announcements or
otherwise business–as–usual growth. A new reference case or ‘baseline’ scenario was developed,
using historical emissions data to 2009 and then future emissions estimated based on the SRES
A1B pathway (full details, PIK, 2009). This baseline itself appears somewhat optimistic, since it
requires the current upward growth in emissions to be curtailed despite the sustained demand for
fossil fuels that is now evident. The A1B scenario was based on a low population growth path
which peaked at 8.7 billion people in 2050 and reduced to 7.1 billion by 2100, whereas a recent
UN estimate projects the population to reach 10.1 billion by the end of this century.5 Furthermore,
the A1B scenario relies on the introduction of new and more efficient energy technologies and
reduced energy intensity, including a reduction in the share of coal in primary energy (Nakicenovic
and Swart, 2000). Whilst the latter might eventuate, more effective action is required in the face
of current trends.
A ‘pessimistic’ emissions scenario was created assuming nations achieve their lowest stated
emission goals, and an alternative ‘pessimistic plus long–term target’ scenario was also developed
which allows for substantial emissions reductions from 2020 onwards in order to achieve the 2◦C
warming target.
A comparison of the CO2 equivalent emissions from the Copenhagen scenarios with the A1FI,
B1 and RCP3PD scenarios is shown in Figure 7.14. The A1FI emissions exhibits continued growth
that is completely incompatible with the 2◦C target, while the remaining scenarios have emissions
that peak and then decline to different levels. Projections for the A1FI, B1 and RCP3PD scenarios
have been covered earlier in this chapter, while details for the three Copenhagen scenarios are
shown in Figures 7.15, 7.16 and 7.17 for greenhouse–gas emissions, resulting concentrations,
radiative forcing and temperature change (relative to 1990), along with a summary for 2100 set
out in Table 7.5.
The risks of exceeding 2◦C are plotted in Figure 7.18 for the three Copenhagen scenarios, both
for the global–mean temperature change and for the land surface temperature change (relative to
pre-industrial). This plot shows that only the ‘pessimistic plus’ scenario provides a reasonable
chance of achieving the 2◦C global–mean temperature change target. However, the reduction in
emissions to accomplish this are drastic, as indicated by the top row of Figure 7.17. The proposed
emissions may indeed be unattainable, since this scenario has, by 2080, zero fossil fuel emissions
and minimal amounts for land use change, methane and nitrous oxide, which would imply a total
5UN News Service, 3 May 2011.
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Figure 7.14: Global emissions, GtCO2-equivalent, for six different emission scenarios and path-
ways.
revolution in energy production and agriculture during the course of this century. Compared to the
STAB450 stabilisation scenario considered previously (Section 7.3), the CO2 emissions are a little
less demanding in that negative emissions from land use are not required,
The Copenhagen ‘pessimistic plus’ scenario involves a peak in temperature around mid-century,
which, for the mean, reaches 1.9◦C above pre-industrial, while the upper bound of the likely range
hovers close to 2.4◦C between about 2045 and 2070 (relative to pre-industrial; refer additional
plot in Figure 7.19). There is very little leeway if a reasonable chance of limiting global–mean
temperature change to 2◦C above the pre-industrial global–mean temperature is to be achieved.
Any errors in this assessment, such as missing climate processes, rapid or additional changes in
the climate system from reaching a tipping point like permafrost melting, would mean that this
temperature target will not be achievable. In addition, the greater increase in temperature over
land relative to the global–mean, as discussed previously in Section 6.3.4, means that the risk of
exceeding 2◦C over land reaches 80% around 2045 (Figure 7.18).
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Table 7.5: Summary of Copenhagen scenarios for 2100. Radiative forcing (RF) and temperature
change (∆T) are relative to 1990.
Baseline
CO2 conc. CO2-e conc. RF ∆T
mean 703 890 5.67 3.1
median 667 848 5.53 3.0
mode 645 820 5.50 2.8
likely 617–754 785–954 5.10–6.12 2.1–4.2
Pessimistic
CO2 conc. CO2-e conc. RF ∆T
mean 637 776 5.04 2.8
median 606 740 4.89 2.6
mode 585 725 4.8 0 2.4
likely 563–682 689–829 4.5–5.5 1.7–3.7
Pessimistic plus long–term target
CO2 conc. CO2-e conc. RF ∆T
mean 436 464 2.25 0.9
median 425 452 2.15 0.8
mode 423 444 2.07 0.6
likely 404–456 431–485 1.90–2.51 0.3–1.5
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Figure 7.15: Copenhagen baseline: (a) CO2 fossil fuel emissions, (b) CO2 land use emissions,
(c) CH4 emissions, with solid line for anthropogenic sources and dashed for natural sources, (d)
N2O emissions, with solid line for anthropogenic sources and dashed for natural sources, (e) CO2
concentrations, (f) CO2 equivalent concentrations, (g) total radiative forcing, and (h) temperature
change wrt 1990 for the Copenhagen baseline stabilisation scenario. Shaded areas are 67%, 95%
and 95% confidence intervals.
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Figure 7.16: Copenhagen minimum pledges (pessimistic): (a) CO2 fossil fuel emissions, (b) CO2
land use emissions, (c) CH4 emissions, with solid line for anthropogenic sources and dashed
for natural sources, (d) N2O emissions, with solid line for anthropogenic sources and dashed
for natural sources, (e) CO2 concentrations, (f) CO2 equivalent concentrations, (g) total radiative
forcing, and (h) temperature change wrt 1990 for the Copenhagen minimum pledges (pessimistic)
stabilisation scenario. Shaded areas are 67%, 95% and 99% confidence intervals.
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Figure 7.17: Copenhagen modified pledges (pessimistic plus long–term target): (a) CO2 fossil
fuel emissions, (b) CO2 land use emissions, (c) CH4 emissions, with solid line for anthropogenic
sources and dashed for natural sources, (d) N2O emissions, with solid line for anthropogenic
sources and dashed for natural sources, (e) CO2 concentrations, (f) CO2 equivalent concentrations,
(g) total radiative forcing, and (h) temperature change wrt 1990 for the Copenhagen modified
pledges (pessimistic plus long–term target) stabilisation scenario. Shaded areas are 67%, 95% and
99% confidence intervals.
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Figure 7.18: Copenhagen scenarios exceedance plot for risk of exceeding 2◦C global–mean tem-
perature change (solid lines) and land surface temperature change (dashed lines), relative to pre-
industrial.
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Figure 7.19: Temperature change plot for the Copenhagen modified pledges (pessimistic plus
long–term target) stabilisation scenario (wrt pre-industrial). Shaded areas are 67%, 95% and 99%
confidence intervals.
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7.5 Discussion
Model projections
The utility of MAGICC and the MCMH derived posterior parameter distributions is made evident
by the relative ease with which different emission scenarios and pathways have been modelled and
results obtained for analysis in this chapter. 17 cases have been presented here (2 climate com-
mitment cases, 6 SRES scenarios, 4 RCPs, 2 stabilisation pathways and 3 Copenhagen scenarios).
As well, to re-iterate a point made earlier, MAGICC’s parameters, including the key carbon cycle
parameters have, for the first time, been constrained using historical observations to arrive at this
posterior parameter distribution. Testing parametric uncertainties with an AOGCM across this
number of scenarios would be completely infeasible, yet it can be completed with MAGICC in 2
to 3 weeks on a desktop computer. There are trade–offs here: a more complex model with bet-
ter physics might be used instead, although without the ability to constrain it or produce enough
realisations to give a probability for the results, or we can use a simple model with its primary
parameters constrained probabilistically as demonstrated in this thesis.
For each set of emissions, MAGICC was executed 36,000 times to create a range of results that
can be interpreted as probabilities, something that cannot be readily accomplished with a complex
model. This parameter distribution, as discussed in Chapter 6, is based on an evaluation of the
model results as compared to historical observations. The ability of this distribution to reproduce
the 20th-century global–mean surface temperature is illustrated in Figure 7.20. This process–
based model fit is then taken to be a reasonable basis for projecting temperature change into the
future (Enting, 2008, discusses some of the relative merits and problems of process modelling
versus curve fitting, together with related issues concerning uncertainty).
The MCMH posterior parameter distributions were used to generate probabilistic temperature
change projections contained in this chapter, within the accompanying table and diagrams. This
provides a means of capturing most of the uncertainty connected with a scenario as well as a basis
for evaluating and comparing different scenarios.
Investigation of the existing climate commitment was accomplished with two hypothetical
emissions cases, a zero–emissions case and a continuing fixed–emissions scenario. The zero-
emissions scenario, although impossible to achieve in the short–term, provides a ‘best–case’ out-
come for future warming, in which atmospheric greenhouse–gas concentrations gradually decline
and the present–day temperature change of around 1◦C, after initially spiking up due to the loss
of the aerosol cooling effect, steadily drops to about 0.7◦C (0.4–1.4◦C) by the end of this century
(relative to pre-industrial). Alternatively, if greenhouse–gas emissions could be held at their cur-
rent 2010 levels, temperatures would continue to steadily rise, reaching approximately 2.1◦C by
2100 (1.7–2.7◦C).
More generally, future temperature change depends on the amount of greenhouse–gas emis-
sions that society continues to produce, which depends on a range of factors, ranging across pop-
ulation growth, energy intensity, efficiency and new technologies, to mitigation policies. Different
emissions scenarios and pathways have been constructed in order to capture these factors. The
SRES scenarios (Nakicenovic and Swart, 2000) have tended to dominate this area since their in-
ception, although they are now somewhat dated. The six marker scenarios were modelled here to
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Figure 7.20: 20th-century observed temperature change (solid red line; HadCRUT3) plotted
with MAGICC’s fit using MCMH posterior parameter distributions (set with respect to the 20th-
century).
demonstrate the MAGICC–MCMH results and provide a basis of comparison to the IPCC AR4
projections. The model distributions were found to have narrower likely ranges ranges as com-
pared to the IPCC results, with, in most cases, increased lower bounds and reduced upper bounds.
The results are not directly comparable, since the IPCC numbers were not probability distribu-
tions. Their best estimates are ensemble means derived from 23 AOGCMs, with upper and lower
bounds for the likely range estimated from other, less complex, models in order to account for
further uncertainties. It is unclear, however, how and which other uncertainties were included,
such as radiative forcings for carbon cycle feedbacks, different aerosol components, tropospheric
and atmospheric ozone and so forth.
It is expected that the new Representative Concentration Pathways (RCPs) will achieve greater
consistency in the next round of AOGCM modelling for CMIP5, which will lead in to the IPCC’s
Fifth Assessment Report. Some characteristics of the RCPs have been presented here, along with
results for the four main RCPs and a comparison to the SRES scenarios. RCP85 was found to be
similar to A1FI, RCP45 to B1, and RCP6 to A1B, but RCP3PD is a stabilisation pathway with
overshoot rather than a non-mitigation scenario.
The idea of stabilising the climate arises from concerns that recent emission trends will lead
to temperature changes sufficient to cause significant adverse impacts on our environment. It is in
this context that the UNFCCC goal of avoiding ‘dangerous climate change’ is discussed and two
examples of stabilisation scenarios based on 450 ppm and 550 ppm CO2-equivalent concentrations
are assessed. It is evident that avoiding a 25% risk of exceeding 2◦C global–mean temperature
(relative to pre-industrial) requires drastic cuts in greenhouse–gas emissions. The temperature
change probability distribution provided by the MAGICC–MCMH program enables the risk of
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exceedance to be calculated. The conclusion reached is that, to avoid 2◦C of warming around 80
to 100% of our energy production will need to come from non-CO2 producing sources, as others
have found (see, for example, Caldeira et al., 2003; Matthews and Caldeira, 2008).
The emissions required to avoid two degrees warming above pre-industrial were discussed
in relation to the Copenhagen pledges. The national commitments made so far fall well short
of the emission cuts needed to avoid ‘dangerous climate change’. Past performance in achiev-
ing emission targets is also not very encouraging; while some individual countries are making
substantial efforts, for example, England and Germany, others have failed to meet previous tar-
gets (e.g., Canada), and the efforts of others have been fairly minimal so far (e.g., the USA and
Australia). Unless these pledges are significantly increased and achieved by around 2020 the like-
lihood of limiting warming to less than 2◦C is very small. Delaying emissions reductions increases
the risk of exceeding 2◦C global–mean surface temperature change (relative to pre-industrial) and
demands a higher reduction rate, potentially beyond what is technically feasible (see also, for
example, discussion in den Elzen et al., 2010).
The present international emission reduction pledges are inadequate to the task, as illustrated
by the Copenhagen pessimistic scenario. If the A1FI scenario is regarded as a reasonable business–
as–usual scenario, then we are facing the prospect of a 60% chance of exceeding 4◦C by the end of
this century. The Copenhagen baseline scenario is a rather more positive case, that, similar to the
A1B scenario, expects emissions to flatten out and decline after the current period of high growth.
Model limitations
Although probabilistic temperature projections can be produced using the MCMH derived poste-
rior parameter distributions to represent uncertainty in future temperature change, as demonstrated
in this chapter, the results remain contingent on a number of factors.
The results presented here stem from a consistent methodology, and can be successfully com-
pared to other results, such as the IPCC projections(IPCC, 2007b) and those tabled in Meinshausen
et al. (2011b). Differences appear to stem from methods used, and the processes and parameters
included in the uncertainties. Confidence in the MAGICC–MCMH posterior parameter distribu-
tions is arrived at based on the systematic assessment of the model parameters, the use of historical
observations in constraining all of the key model parameters in the MCMH calibration, and the
ability of the model to reproduce the 20th-century global–mean temperature change, as shown in
Figure 7.20. Then, since MAGICC is a process–based model rather than a curve–fitting model, it
is anticipated that MAGICC is able to reliably project temperature changes in to the future for a
given set of greenhouse–gas emissions. Additional confidence in this ability is gained from the fact
that MAGICC’s projections compare well with projections from more complex models when it is
calibrated to emulate those models (MAGICC’s ‘skill’ is detailed in Meinshausen et al., 2011a;b).
However, the uncertainty given by the temperature distributions for a given set of emissions
still has its limitations. The method applied here did not include all of the climate system and
carbon cycle parameters, on the basis of the uncertainty analysis. This implies that not all of
the parameter uncertainty was addressed, leaving some scope for some additional uncertainty, al-
though that is expected to be very small. In addition, certain assumptions have been made in
accepting the existing settings for all the remaining model parameters involved in the gas-cycle
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equations, radiative forcing values and distributions, and so forth, that are required for MAGICC
to operate. There are limitations imposed by the representation of the aerosol forcing uncertainty
with just one parameter and the temperature dependence of the ocean vertical diffusivity param-
eter K needs further investigation, as does the state–dependent nature of the climate sensitivity
parameter. In addition, the climate model may be missing one or more key processes. MAG-
ICC is inherently a simplified model that lacks the detailed physics of more complex models such
as EMICs or three-dimensional ESMs. The hemispheric means from this model cannot address
some of the issues associated with spatio–temporal patterns, such as the efficacy of volcanic forc-
ings and the impact of ocean basin circulations on energy transfer. Nevertheless, it can capture a
wider range of uncertainty as compared to AOGCMs because MAGICC can explicitly allow for
a range of aerosol forcing and carbon cycle components, something that is difficult to address in
AOGCMs without perturbed physics ensembles and the integration of carbon–cycle feedbacks.
The response of the climate system and the carbon cycle may behave differently outside the
range of calibration. That is, at higher levels of radiative and temperature change, one or more of
the simple gas–model relationships (Appendix C) or radiative forcing equations (Appendix B) may
no longer apply. In addition, non-linear or threshold changes might occur. Indeed, Broecker (1987)
suggested awhile ago that we are conducting a dangerous experiment ‘We play Russian roulette
with climate, hoping that the future will hold no unpleasant surprises’, and that the Earth’s climate
system responds in sharp jumps rather than in a smooth and gradual way. Examples of these possi-
ble changes include the collapse of the Atlantic thermohaline circulation, dieback of the Amazon
rainforest, rapid collapse of ice sheets and ice shelves, and the release of substantial amounts of
greenhouse–gases currently locked away in permafrost and methane clathrates. The loss of Arctic
summer sea–ice and the Greenland ice sheet may well occur with temperature changes that are
reasonably likely to eventuate during this century, 0.5–2◦C, and the Atlantic thermohaline circu-
lation, persistent El Nin˜o conditions, loss of the Indian summer monsoon and Amazon forest loss
with 3–5◦C of warming, which is quite possible with unmitigated business–as–usual emissions
(thresholds are based on estimates from Lenton et al., 2008). Other potential tipping elements are
the West Antarctic ice sheet and changes to the Bode´le´ Depression dust source in Chad (Schellnhu-
ber, 2009). Furthermore, it is possible that there may be unexpected consequences of changing
global–mean temperatures that impact at a regional scale, such as the recent dramatic emergence
of an ozone hole in the Arctic (Manney et al., 2011).
Despite these limitations and potential improvements, MAGICC combined with observation-
ally constrained posterior parameter distributions obtained with the MCMH algorithm is a valu-
able tool for projecting future global–mean temperature changes. It is able to provide insights as
to how the climate system responds to anthropogenic greenhouse–gas emissions, allowing for a
wide range of radiative forcing components that affect the Earth’s energy balance, including car-
bon cycle feedbacks. A simple Earth system model such as MAGICC is of course limited in the
range of climate variables it deals with as compared to more complex models.
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Chapter 8
Conclusion
This chapter presents a summary of the main findings of this research work and the response to
the research questions posed in Chapter 1.
8.1 Summary of Contributions
This research has investigated the reasons behind the wide range of temperature change projections
given in the IPCC Fourth Assessment Report. In large part this is due to the emissions scenarios
used to make the projections, together with the scientific uncertainty associated with each scenario.
The latter is the uncertainty arising from the temperature response of the Earth’s biogeophysical
climate system, the main contributors to which are climate sensitivity, aerosol forcing and the
carbon–cycle.
The highlights of this research can be summarised as having:
• Investigated and demonstrated the successful application of some observationally based in-
dependent constraints, notably the land−ocean temperature difference and the SST to OHC
ratio, which help to better estimate some of the key climate system parameters. The appli-
cation of these largely independent constraints is a feature of this research;
• Quantified the contribution different model parameters make to the overall uncertainty in the
model results as a basis for prioritising which parameters to constrain. This indicated that
most of the uncertainty in the response of the climate system to a perturbation in radiative
forcing arises from the climate sensitivity parameter, along with a contribution from the
ocean vertical diffusivity parameter, while the remaining climate system parameters have
little influence on the global–mean temperature results. Aerosol forcing uncertainty, limited
in this investigation to a single parameter, is also an important contributor to the uncertainty
in temperature change. The importance of the carbon cycle was also confirmed, but it was
found that more carbon cycle parameters needed to be included to represent the role of the
carbon cycle in the model results. Note that this evaluation applies to the prior estimates of
the parameters’ standard distributions, not the posterior results;
• Investigated and revised the model’s ocean parameters to improve the modelled ocean tem-
perature profile and ocean heat content changes as compared to observations. This included
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correcting a model error and significant changes to the previous standard settings for the
ocean vertical diffusivity and variable upwelling fraction parameters. There remains a mis-
match between the observed upper ocean warming and the model, which is also evident in
complex models, that needs further investigation;
• Implemented a Monte Carlo Metropolis–Hastings (MCMH) algorithm that works in con-
junction with MAGICC. Of particular interest is the inclusion of observations to estimate
the carbon cycle parameters, something that has not been previously accomplished with
MAGICC. A reduction in the distribution for the CO2 fertilisation factor and the ocean
carbon cycle impulse response scale factor where achieved as a result, although little im-
provement was obtained for the carbon cycle temperature feedback parameters for NPP and
respiration.
• Combined the MCMH algorithm with 20th-century observations to estimate the joint cli-
mate system and carbon cycle parameter space so as to arrive at a set of posterior parameter
distributions that can then be used for forward projections. This allows probabilistic projec-
tions to be produced and the risks of exceeding a given temperature change amount to be
estimated. The results obtained in this way represent most of the uncertainty in the response
of the climate system for a given emissions scenario, not just a multi-model ensemble mean
with additional uncertainties ‘tacked on’, as was the case for the IPCC AR4 results (IPCC,
2007b);
• Applied the cumulative distributions used to estimate the risks of exceeding a global–mean
temperature change to the mean land temperature change, showing the higher probability
of exceeding 2◦C on land, based on the observationally constrained estimates for the land
ocean warming ratio Rlo and land ocean heat coefficient κlo;
• Applied the MCMH derived posterior parameter distributions to the SRES emission sce-
narios in order to compare the results to those reported in the IPCC AR4 (IPCC, 2007b).
It was found that, for most of the six marker scenarios analysed, the best estimates were
similar, but with increased lower bounds for the likely temperature change (67% confidence
interval), which increases the risk of greater warming;
• Confirmed previous investigations that found avoiding ‘dangerous climate change’ requires
massive reductions in emissions of greenhouse–gases, and that the time remaining in which
to achieve such reductions is rapidly running out.
8.1.1 Uncertainty in temperature projections
This research has investigated uncertainties in the Earth’s climate system response to increasing
anthropogenic greenhouse–gases, with a focus on global–scale temperature changes using a sim-
plified Earth system model as the research tool. The principal outcome was the development of
methods to constrain the model parameters with historical climate observations so that probabilis-
tic temperature change projections that take into account different sources of scientific uncertainty
could be produced.
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Parameter sensitivity and uncertainty analysis, along with testing of twentieth–century model
results against historical observations, were used to identify the primary model parameters as a
basis for prioritising which parameters to constrain. Some alternative constraints were developed
based on data sets derived from historical observations that provide additional independent infor-
mation that has only weak correlations to global–mean temperature data. These constraints are
the land−ocean and hemispheric temperature differences, and the SST/OHC ratio. The use of
these temperature differences is an alternative approach to constraining the parameters in a sim-
ple climate model that does not appear to have been applied in this way before. The land−ocean
temperature difference was found to be helpful in setting the parameters associated with the land
ocean temperature contrast.
The SST/OHC used in this research is similar to the effective heat capacity or OHC to global–
surface temperature ratio used by Frame et al. (2005) and Andrews and Allen (2008), but MAGICC
reports separate land–surface and sea–surface temperatures, which enables this different ratio to
be used. The two different approaches to estimatingK, that is using the ocean temperature change
profile and the SST/OHC ratio, point towards a substantially lower value than that used as the de-
fault setting in the versions of MAGICC used for the IPCC Third and Fourth Assessment Reports.
A Monte Carlo Markov Chain with Metropolis–Hastings algorithm (MCMH) was also used
to investigate parameter distributions for the climate system and the carbon cycle parameters sep-
arately and then combined. Twentieth–century observations were used to help constrain these
model parameters. This method provides a way of quantifying uncertainty and allows proba-
bilistic temperature change projections to be made. A number of examples of projected future
temperature changes that employ MCMH results have been included in Chapters 6 and 7.
The results led to a reduction in the likely range of projected temperatures as compared to
the IPCC AR4 values, with generally similar best estimates but increased lower bounds. The
interaction of the carbon cycle and the climate system due to the CO2 and temperature depen-
dent processes leads to greater risk of warming than that indicated by the IPCC. This result has
important implications for international agreements on mitigation policies, since this increased
risk of greater temperature change means that even more significant reductions in greenhouse gas
emissions will be required if a target such as limiting warming above pre-industrial global–mean
temperatures to 2◦C, the threshold generally accepted for avoiding ‘dangerous climate change’.
8.1.2 Ocean heating
The ocean plays an important role in the climate system, soaking up heat and setting the transient
response of the system. The most recent observations indicate that there is a noticeable increase
in the world ocean’s temperature change in the upper part of the ocean, particularly in the top
200m, an increase that is not reproduced by the CMIP3 models. This issue was investigated
using MAGICC in order to consider its significance for future global–mean temperature change
projections. It was determined that the model’s ocean temperature change parameters needed
revising. In addition, a re-formulation of the ocean heat calculation was required to correct a
program error.
The fit between MAGICC’s representation of the ocean temperature change and the observed
change was found to be improved by reducing the variable component of the upwelling diffusion
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equation (wvar) and substantially reducing the standard value for the ocean vertical diffusivity K.
However, the exponential form of ocean heat diffusion equation does not lend itself to represent-
ing the sharp change in temperature in the upper ocean. This more surface–trapped temperature
change is associated with wind–driven subduction and ocean current, complex processes that per-
haps need modelling in some other way. The addition of a new parameter that allows K to change
with the ocean thermal gradient, introduced into the new version of MAGICC may help with this
problem, however time did not permit further investigation of this topic.
Observations of ocean temperature change and ocean heat content were used to constrain
MAGICC’s ocean parameter settings. The ocean parameters have to be prioritised because these
parameters set the model’s transient climate response. The surface temperature results are all
derived from the mixed–layer temperature changes, which in turn is affected by the rate at which
heat is moved downwards into the deeper ocean layers. If heat is transfered too quickly away from
the mixed layer then lower surface temperatures will be reported.
However, the ocean diffusivity is closely tied to the climate sensitivity, so that to match the
observed 20th-century global-mean temperature changes, a lower ocean vertical diffusivity also
leads to a reduction in climate sensitivity. On the other hand, uncertainty in aerosol forcing has
to be considered as well. The MCMH approach allows these different parameters to be assessed
simultaneously on the basis of fitting to a suite of 20th-century historical observations.
8.1.3 Carbon cycle uncertainties
Uncertainty in the carbon cycle feedback/response to increasing atmospheric CO2 due to the fertil-
isation effect and temperature changes is an important part of the uncertainty in projected global-
mean temperature changes. The uncertainties in modelling the carbon cycle arise for a number of
reasons including the lack of relevant observations with sufficient temporal and spatial coverage
and model limitations. MAGICC lacks the capability to track carbon isotopes and hence is unable
to make use of this additional resource.
MAGICC has only previously been calibrated against the complex carbon cycle models of
the Coupled Carbon Cycle Climate Model Intercomparison Project (C4MIP; Friedlingstein et al.,
2006). In this research, the model’s carbon cycle parameters were successfully calibrated using
observations. However, only a reduced set of parameters were calibrated in this way due to lim-
ited global–scale observational data, but also on the basis of the uncertainty contributions of the
individual parameters that shows a small number of them account for most of the uncertainty. The
uncertainty analysis also found that, whilst the carbon cycle parameters have the most impact on
CO2 concentrations, climate sensitivity also plays a role.
The analysis presented in this thesis determined that the CO2 fertilisation factor βs and ocean
carbon cycle impulse response scale factor Or could be estimated from the observations, while the
temperature feedback terms for respiration σR and NPP σNPP remain difficult to constrain. The
lack of long term observations and the uncertain response of terrestrial vegetation and the ocean
biosphere to conditions significantly different to those over the past few thousand years make it
very difficult to assess how the system will respond in the future.
Carbon–cycle uncertainty is estimated to contribute around 20% of the overall uncertainty in
projected temperature change for a given emission scenario.
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8.1.4 Stabilising emissions
In addition to issues concerning scientific uncertainty discussed in the preceding sections of this
chapter, future temperature changes also depend on the choices that influence the amounts of
greenhouse–gases produced in the years ahead. Some alternative ways of considering temperature
changes were addressed in Chapter 7, beginning with the concept of ‘climate commitment’ as a
thought experiment that provides some insight into the nature of the mitigation challenge. The
zero–emissions and fixed emissions at 2010 levels examples indicate the extent of the challenge
for limiting further increases in global–mean temperatures. The extreme case of zero further
emissions is still not able to bring temperatures back to pre-industrial by the end of this century,
while maintaining current emissions would see a temperature increase of around 2◦C above pre-
industrial by 2100.
The posterior parameter distributions from the MCMH analysis were used to investigate a
number of different emission scenarios to demonstrate the application of this method and for
comparing the resulting global–mean temperature changes to the results from other models, in
particular the values reported in the IPCC AR4. For this reason the six SRES (Special Report
on Emissions Scenarios, (Nakicenovic and Swart, 2000)) marker scenarios were examined. In
addition, the RCPs (Representative Concentration Pathways) were also investigated as these will
provide a basis of comparison to the new results that will come out of the CMIP5 experiments
leading up to the next IPCC report.
Stabilisation pathways were also analysed in the context of dangerous climate change, the
emission reductions required to keep atmospheric concentrations below a target such as 450 ppm
CO2 equivalent or a temperature increase of 2◦C above pre-industrial temperatures by 2050. With
current greenhouse gas (GHG) concentrations already around 470ppm CO2-equivalent, massive
cuts in emissions are required to reverse the present trend and prevent additional temperature
increases. Examination of the STAB450 and RCP3PD emissions shows that near zero greenhouse–
gas emissions are needed to keep the risk of exceeding 2◦C below 25%, with, for example, net
CO2 emissions reducing to less than 1 GtC from 2070 onwards. These emission pathways are
overshoot scenarios that demonstrate the difficulty of this task, with the temperature changes only
decreasing very gradually despite drastic emission cuts. International mitigation agreements are,
so far, inadequate to the challenge.
A number of potential non-linear changes and threshold events or tipping points were noted at
the end Chapter of 7 (see also Raupach et al., 2011, for additional discussion of vulnerabilities).
Whilst it has not been possible to assess the risks associated with the these possibilities here, the
precautionary principle suggests that such events must be avoided, otherwise they will tend to
accelerate further changes, for example from the reduced ice albedo due to the loss of ice sheets
and sea ice, and from increases in greenhouse–gases as a consequence of permafrost melting.
8.2 Future Directions
During the course of this research work a number of topics were noted as candidates for further
investigation.
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The uncertainty analysis technique that was applied to assessing the relative contributions that
individual parameters make to the overall uncertainty could be tested in more depth to confirm the
generality or otherwise of the results. Different fractions of the standard deviations and alternate
scenarios could be tested to check the linearity assumption, as well as using the posterior standard
deviations from the MCMH work to see how the relative contributions change.
The ocean temperature and ocean heat content changes are of central importance to the work-
ings of MAGICC. Accordingly, further analysis of the discrepancies between observations and the
model results is needed. Possible avenues for further exploration include having a state–dependent
ocean vertical diffusivity, and examination of the hemispheric ocean temperatures and heat content
in addition to the world ocean values.
The ocean carbon cycle is currently modelled in MAGICC with a single response function.
This could potentially be changed to a different method so as to represent the chemical and bi-
ological pumps, which might help with investigating the effects of increased atmospheric CO2
concentrations and global–mean temperature changes in terms of ocean acidification, the chang-
ing magnitude of the ocean carbon sink and the temperature dependence of CO2 solubility.
In connection with the MCMH program, there is scope for further work to test, verify and
potentially improve the results achieved here. Areas for further investigation include:
• Increasing the number of iterations used to derive the posterior distributions from 50,000 to,
for example, 100,000 and 250,000 to determine the effect this has on the parameter values;
• Testing alternate sets of observational data, such as NASA GISS and NCDC surface tem-
peratures and different ocean temperature and ocean heat content change data;
• Examining different parameter combinations, using, for example, one or two of the carbon
initial pool sizes, the variable upwelling fraction and including the ocean vertical diffusivity
gradient variable;
• Testing land minus ocean carbon flux as a potentially independent constraint for the carbon
cycle, similar to the L−O temperature difference;
• Considering options for the aerosol forcing components, with perhaps two parameters for
direct and indirect effects rather than a single combined total aerosol forcing parameter. In
addition, to research alternative methods which can assist with these settings.
The ability to estimate sea–level rise has been dropped from the current version of MAGICC,
although it was one of the reasons MAGICC was developed originally. It would undoubtably be a
very useful capability if this feature could be re-instated.
Another interesting application for MAGICC is that of estimating the carbon budget for a given
temperature change target. Whilst this type of analysis has been performed by others (examples
include Allen et al., 2009; Zickfeld et al., 2009; Meinshausen et al., 2009), this work could be
re-visited in light of the new posterior parameter distributions obtained here, particularly in view
of the carbon cycle parameters having been constrained by historical observations.
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8.3 Closing Remarks
MAGICC provides a valuable tool for assessing the risks of human–induced climate change. It
is a relatively simple climate model as compared to fully coupled three–dimensional AOGCMs,
yet it has a comparable ability to reproduce the observed 20th-century global–mean temperature
record, although limited on short time scales because it lacks modes of natural variability. This is
supported by MAGICC’s ability to emulate the complex models both for the last century as well
as for projections to the end of this century. That such a simplified energy–balance model works
so well provides confidence that, at least for the global–scale, the principal mechanisms behind
the recent global temperature trend are correctly understood.
Calibration of the model’s climate system and carbon cycle parameters against historical ob-
servations using the MCMH algorithm reduces the reliance on complex models as well as enabling
probabilistic temperature change projections to be made. This allows the uncertainty in tempera-
ture changes for a given scenario to be quantified and risks to be assessed. This research work will
help to maintain and improve the reliability of MAGICC for this purpose.
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Appendix A
MAGICC Energy Balance Equations
A.1 Four energy balance equations
For ease of reference, this appendix sets out the upwelling–diffusion equations used in MAGICC,
following Meinshausen et al. (2011a) (with similar, but not identical, notation).
There are four transient energy balance equations for the four model regions:
fno(ζo
d∆Tno,1
dt
−∆Qno + λoαTno,1 + Fn) =
κlo(∆Tnl − µα∆Tno,1) + κnsα(∆Tso,1 −∆Tno,1) (A.1)
fnl(ζl
d∆Tnl
dt
−∆Qnl + λl∆Tnl) =
κlo(µα∆Tno,1 −∆Tnl) (A.2)
fso(ζo
d∆Tso,1
dt
−∆Qso + λoαTso,1 + Fs) =
κlo(∆Tnl − µα∆Tso,1) + κnsα(∆Tso,1 −∆Tso,1) (A.3)
fnl(ζl
d∆Tnl
dt
−∆Qnl + λl∆Tnl) =
κlo(µα∆Tso,1 −∆Tnl) (A.4)
The subscripts correspond to the Northern Hemisphere (n), Southern Hemisphere (s), land (l)
and ocean (o). Area fractions are designated by f with the appropriate subscript. The additional
numbered subscript, such as ∆Tno,1, refers to the ocean layer number, with the mixed layer des-
ignated as 1. The additional layers, that is layer 2 onwards, are 100m deep, with the number of
layers set by a model parameter (default 50).
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∆Qx is the radiative forcing perturbation for region x (nl, no, nl, so). Fn and Fs are the
net heat fluxes at the bottom of the Northern Hemisphere and Southern Hemisphere mixed layers
respectively.
The heat capacity for land ζl is assumed to be zero, while the ocean bulk heat capacity ζo for
each hemisphere is:
fnoζo = fnoρch
fsoζo = fsoρch
where ρ is the density of seawater, c is the specific heat capacity and h is the depth of the mixed
layer. λl and λo are the climate feedbacks for land and ocean, derived from the climate sensitivity
parameter ∆T2x and land ocean warming ratio Rlo, as explained in the next section, Appendix
A.2.
α is the scaling factor used to convert the mixed layer temperatures (∆Tno,1 and ∆Tso,1) to
the ocean near surface air temperatures (∆Tno and ∆Tso) (discussed in Section 3.1.3).
µ is a new parameter introduced in to MAGICC version 6 to provided for asymmetric land
ocean heat exchange, although its default setting is 1. It allows additional control over the rel-
ative temperature changes for the land and ocean. In this research work Rlo alone was used in
the MCMH calibration of the primary MAGICC parameters. It would be possible to leave Rlo
at a fixed value, that is, leaving it at an equilibrium setting, and then allowing µ to vary (refer
Meinshausen et al., 2011a, for additional explanation).
Looking just at the Northern hemisphere equations and re-arranging Equation A.2:
∆Tnl =
fnl∆Qnl + κloµα∆Tno,1
fnlλl + κlo
(A.5)
Then, substituting ∆Tnl in to equation A.1:
fno(ζo
d∆Tno,1
dt
−∆Qno + λoαTno,1 + Fn) =
κlo
κlo
fnl
+ λl
(∆Qnl − λlµα∆Tno,1)
+κnsα(∆Tso,1 −∆Tno,1) (A.6)
The next step is to determine Fn, since that leads to d∆Tno,1/dt, the mixed layer temperature
change, which, along with d∆Tso,1/dt, are MAGICC’s prognostic temperature variables. Fn is
the net heat flux at the bottom of the mixed layer which depends on the downward heat transfer
from vertical diffusivity K and the upwelling and down-welling components, both of which act
on the temperature change ∆T from the initial ocean temperature profile. Hence:
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Fn =
K
0.5hd
ρc(∆Tno,1 −∆Tno,2)
−wρc(∆Tno,2 − β∆Tno,1)
−∆wρc(T 0no,2 − T 0no,sink) (A.7)
T 0no,2 is the initial temperature for water in layer z, or in the down-welling pipe, in which case
z = “sink”. w is the upwelling rate, which varies over time from its initial statew0, with the change
in upwelling velocity ∆wt=(wt - w0) at time t.
The top layer is assumed to be well–mixed, so that the gradient of the temperature changes
is calculated by the difference of the changes divided by half the thickness of the second layer.
Substituting Fn from A.7 into equation A.6, together with using discreet time steps gives:
d∆Tno,1
dt
≈ ∆T
t+1
no,1 −∆T tno,1
∆t
=
1
ζo
∆Qtno : forcing
−λoα
ζo
∆T t+1no,1 : feedback
− K
0.5hdh
(∆T t+1no,1 −∆T t+1no,2) : diffusion
+
wt
h
(∆T t+1no,2 − β∆T t+1no,1) : upwelling
+
∆wt
h
(T 0no,2 − T 0no,sink) : variable upwelling
+
κlo(∆Q
t
nl − λlµα∆T t+1no,1)
ζofno(
κlo
fnl
+ λl)
: land forcing
+
κnsα
ζofno
(∆T tso,1 −∆T tno,1 : inter-hemispheric exchange (A.8)
The temperature change for the layers under the mixed layer depends on the diffusion and
upwelling terms:
∆T t+1no,z −∆T tno,z
∆t
=
K
0.5(h+ h
′
d)hd
(∆T t+1no,z−1 −∆T t+1no,z )
−K
h2d
(∆T t+1no,z+1 −∆T t+1no,z+1)
+
wt
hd
(∆T t+1no,z+1 −∆T t+1no,z )
+
∆wt
hd
(T 0no,z+1 − T 0no,z ) (A.9)
where h
′
d is zero for the layer below the mixed layer (z=2) and hd otherwise.
For the bottom layer (z=n), the down-welling term has to be included in the calculation:
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∆T t+1no,n −∆T tno,n
∆t
=
K
h2d
(∆T t+1no,n−1 −∆T t+1no,n)
+
wt
hd
(β∆T tno,1 −∆T t+1no,n)
+
∆wt
hd
(T 0no,sink − T 0no,n) (A.10)
Similar equations apply to the Southern Hemisphere.
These equations apply to the constant–depth area profile case. However, MAGICC provides
for a depth–dependent ocean with entrainment, whereby the area cross–section of the ocean de-
creases with depth. This is discussed further in Section A.3
A.2 Partitioning of feedbacks
Different feedback parameters are used over land and ocean, based on an adjustable equilibrium
land to ocean warming ratio, Rlo. As noted in Section 3.1.2, since the ocean heat uptake is zero
when the Earth’s radiative energy balance is zero, the global energy balance equation can be ar-
ranged into land and ocean components:
∆Q = λ∆T = flλl∆Tl + foλo∆To (A.11)
where ∆Q, λ and ∆T are the global–mean forcing, climate feedback and global–mean tempera-
ture change respectively. The right–hand terms use the land and ocean area fractions, fl and fo,
the separate land and ocean feedbacks, λl and λo, together with the matching mean surface tem-
perature changes for the land ∆Tl and for the ocean ∆To. λl and λo are calculated from a set of
non-linear equations for a given land ocean warming ratio Rlo (= ∆Tl/∆To).
The atmosphere is assumed to be in equilibrium with the ocean mixed layer, so that the energy
balance for the Northern Hemisphere is given by:
fnoλo∆Tno = : outgoing long wave radiation flux
fno∆Qno : forcing
+κlo(∆Tnl − µ∆Tno) : land ocean heat exchange
+κnsα(∆Tso −∆Tno) : hemispheric heat exchange
(A.12)
where ∆ Tno is the surface temperature change over the Northern Hemisphere ocean, ∆ Qno is the
corresponding radiative forcing, with the area fraction fno as before. κlo and κns are heat exchange
coefficients for land ocean and hemispheric exchanges. An additional parameter is provided for
asymmetric land ocean heat exchange, µ (for full details see Meinshausen et al., 2011a, Section
A4.2).
The equilibrium energy balance equations for the other three regions are:
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fnlλl∆Tnl =fnl∆Qnl
+ κlo(µ∆Tno −∆Tnl) (A.13)
fsoλo∆Tso =fso∆Qso
+ κlo(∆Tsl − µ∆Tso)
+ κnsα(∆Tno −∆Tso) (A.14)
fslλl∆Tsl =fsl∆Qsl
+ κlo(µ∆Tso −∆Tsl) (A.15)
This set of four equations, A.12–A.15, is solved iteratively for the solution where λl is closest
to λ.
A.3 The upwelling–diffusion–entrainment equations
MAGICC allows for the option of a depth–dependent ocean area profile plus entrainment from the
polar sinking water, which requires some modification to the energy–balance equations in Section
A.1 (refer Meinshausen et al., 2011a, for additional details). This section sets out the modified
equations as they are implemented in MAGICC version 6.
The entrainment is modelled so that the upwelling velocity in the main column is the same in
each layer, and mass conservation is maintained by entrainment from the narrow down–welling
pipe. As the ocean area decreases with depth, the upwelling mass flux would also have to decrease
with depth. To offset this, the amount of entrainment into layer z is assumed to be proportional to
the decrease in area from the top to the bottom of each layer.
Three area correction factors are used:
θtopz =
Az
(Az+1 +Az)/2
θbz =
Az+1
(Az+1 +Az)/2
θdifz =
Az+1 −Az
(Az+1 +Az)/2
(A.16)
where Az is the area at the top of the layer z or bottom of layer z − 1 and the denominator is an
approximation for the mean area of each ocean layer.
For the mixed layer, all the terms in Equation A.9 that include ∆T t+1no,1 are collected on the left
hand side in variable A(1), and all terms involving ∆T t+1no,2 are collected in variable B(1) on the
left hand side. All the remaining terms are placed in variable D(1) on the right hand side, so that
the equation becomes:
∆T t+1no,1 = −
B(1)
A(1)
∆T t+1no,2 +
D(1)
A(1)
(A.17)
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with:
A(1) = 1.0+θtop1 ∆t
λoα
ζo
: feedback over ocean
+ θb1∆t
K
0.5hhd
: diffusion to layer 2
+ θb1∆t
wtβ
h
: down–welling
+ θtop1 ∆t
κloλlµα
ζofno(
κlo
fnl
+ λl)
: feedback over land (A.18)
B(1) =− θb1∆t
K
0.5hhd
: diffusion to layer 2
+ θb1∆t
wt
h
:upwelling from layer 2 (A.19)
D(1) = ∆T tno,1 : previous temperature
+ θtop1 ∆t
1
ζo
∆Qno :ocean forcing
θtop1 ∆t
κnsα
ζofno
(∆T tso,1 −∆T tno,1) : hemispheric heat exchange
+ θtop1 ∆t
κlo∆Qnl
ζofno(
κlo
fnl
+ λl)
: land forcing
+ θtop1 ∆t
∆wt
h
(T 0no,2 − T 0no,sink) : variable upwelling (A.20)
For the layers in between the mixed and bottom layers, the terms are re-ordered so that A(z)
comprises the terms for ∆T t+1no,z−1, B(z) the terms for ∆T
t+1
no,z , C(z) the terms for ∆T
t+1
no,z+1 and
D(z) the remaining terms, so that:
∆T t+1no,z−1 = −
B(z)
A(z)
∆T t+1no,z −
C(z)
A(z)
∆T t+1no,z+1 +
D(z)
A(z)
(A.21)
with:
A(z) = −θtopz ∆t
K
0.5(hd + h
′
d)hd
: diffusion from layer above (A.22)
B(z) = 1.0 + θbz∆t
K
h2d
: diffusion to layer below
+ θtopz ∆t
K
0.5(hd + h
′
d)hd
: diffusion to layer above
+ θtopz ∆t
wt
hd
: upwelling to layer above (A.23)
A.3. THE UPWELLING–DIFFUSION–ENTRAINMENT EQUATIONS 205
C(z) =− θbz∆t
K
h2d
: diffusion from layer below
− θtopz ∆t
wt
hd
:upwelling from layer below (A.24)
D(z) = ∆T tno,z : previous temperature
+ ∆t
∆wt
hd
(θbzT
0
no,z+1 − θtopz T 0no,z) : variable upwelling
+ θdifz ∆t
wt
hd
β∆T t−1no,1 : entrainment
+ θdifz ∆t
∆wt
hd
T 0no,sink) : variable entrainment (A.25)
where h′d is zero for the layer below the mixed layer and hd otherwise.
For the bottom layer, the respective A(n) for ∆T t+1no,n−1, B(n) for ∆T
t+1
no,n , and D(n) terms
are:
∆T t+1no,n−1 = −
B(n)
A(n)
∆T t+1no,n −
D(n)
A(n)
(A.26)
A(n) = −θtopn ∆t
K
h2d
: diffusion from layer n−1 (A.27)
B(n) = 1.0 + θtopn ∆t
K
h2d
: diffusion to layer n−1
+ θtopz ∆t
wt
hd
: upwelling to layer n−1 (A.28)
D(n) =∆T tno,n : previous temperature
+ θtopn ∆t
wt
hd
β∆T t−1no,1 :down–welling from top layer
− θtopz ∆t
∆wt
hd
T 0no,n : variable upwelling
+ θtopz ∆t
∆wt
hd
T 0no,sink : variable down–welling (A.29)
and similarly for the Southern Hemisphere.
The Equations A.17 to A.29 can be solved consecutively from the bottom to the top layer at
each time step.
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Appendix B
MAGICC Equations for Calculating
Radiative Forcing
This appendix presents the main parameterised expressions used within MAGICC to estimate the
radiative forcing due to changes in greenhouse–gases, tropospheric ozone and aerosols, following
Meinshausen et al. (2011a). Forcing efficacies were not investigated as part of this research and,
accordingly, are not included here, although there is provision to apply different efficacies in
MAGICC (refer Meinshausen et al., 2011a, and discussions in Hansen et al., 2005 and Meehl
et al., 2007b).
B.1 Carbon dioxide
A simplified expression for calculating CO2 radiative forcing is used, as introduced in Chapter 2,
Section 2.2.1:
∆QCO2 = αCO2 ln(C/C0) (B.1)
where αCO2 has a value of 5.35 Wm
−2 (based on Myhre et al., 1998), ∆QCO2 is the adjusted forc-
ing due to the CO2 concentration C (ppm) above the pre-industrial concentration C0 (278 ppm).
The logarithm allows for the ‘saturation’ effect which means that increases in CO2 concentrations
have a reduced amount of forcing as less radiation is absorbed by the atmospheric CO2.
B.2 Methane and nitrous oxide
Concentrations of methane and nitrous oxide influence each other since they have overlapping
absorption bands. The expressions for methane and nitrous oxide forcing allow for this as follows
(see also Myhre et al., 1998; Ramaswamy et al., 2001):
∆QCH4 = αCH4(
√
CCH4 −
√
C0CH4)− f(CCH4 ,C0N2O)− f (C0CH4 ,C0N2O) (B.2)
∆QN2O = αN2O(
√
CN2O −
√
C0N2O)− f(CCH4 ,C0N2O)− f (C0CH4 ,C0N2O) (B.3)
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where the overlap is given by the function:
f(M,N) = 0.47 ln(1 + 0.6356(
MN
106
)0.75 + 0.007
M
103
(
MN
106
)1.52) (B.4)
where M and N are the CH4 and N2O concentrations (ppb), and ∆QCH4 , ∆QN2O the respective
forcings. The α terms are the gas scaling parameters.
Methane has an additional forcing factor that arises from the methane–induced enhancement of
stratospheric water vapour. This is assumed to be proportional to the ‘straight’ methane radiative
forcing before the subtraction of the N2O overlap, and is given by the formula:
∆QstratoH2OCH4 = ναCH4(
√
CCH4 −
√
C0CH4) (B.5)
where ν is the proportionality factor (default 15%).
B.3 Tropospheric ozone
The change in tropospheric ozone concentrations (in DU) is given by (Ehhalt et al., 2001):
∆(tropO3) = S
O3
CH4
∆ ln(CH4) + S
O3
NOx
ENOx + S
O3
COECO + S
O3
VOCEVOC (B.6)
where SO3x are the respective sensitivity coefficients of tropospheric ozone to methane and the
precursor emissions NOx, CO and VOC. The radiative forcing is then obtained from a linear
approximation:
∆QtropO3 = αtropO3∆(tropO3) (B.7)
where αtropO3 is the radiative efficiency factor (default 0.042).
B.4 Stratospheric ozone
Depletion of stratospheric ozone produces a negative global–mean radiative forcing according to
the formula:
∆Qt = η1(η2 ×∆EESCt)η3 (B.8)
where the radiative forcing is assumed to be proportional to the equivalent effective stratospheric
chlorine (EESC), with η1 as the sensitivity scaling factor, ∆EESCt is the EESC concentrations
above 1980 levels (ppb), the factor η2 is 1100 (ppb
−1) and η3 is the sensitivity exponent (refer
Meinshausen et al., 2011a; Daniel et al., 1999, for further details).
B.5 Halogenated gases
Simple relationships are employed to derive the global–mean radiative forcing ∆Qt,i of halo-
genated gases based on their atmospheric concentrations:
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∆Qt,i = ρi(Ct,i − C0,i) (B.9)
where ρi is the radiative efficiency for gas i, with concentration C in year t above its initial con-
centration C0 (refer Meinshausen et al., 2011a; Ehhalt et al., 2001, for further details).
B.6 Tropospheric aerosols
The radiative forcing of direct aerosols are approximated by linear abundance relationships for
sulphate, nitrate, black carbon and organic carbon. These abundances are estimated from their
hemispheric emissions. The ratio of direct forcing over land and ocean areas in each hemisphere
is based on Hansen et al. (2005).
The indirect radiative forcing is estimated from the time series of sulphate, nitrate, black car-
bon and organic carbon optical thickness according to:
∆QAlb,i = r × PAlb,i × log(
∑
g wgNg,i∑
g wgNg,i
) (B.10)
where ∆QAlb,i is the first indirect aerosol forcing in the four model regions i (land and ocean
in each hemisphere). PAlb,i is the four region pattern of aerosol indirect effects related to cloud
albedo (Twomey, 1977) in a reference year. The second indirect effect on cloud cover (Albrecht,
1989) is modelled similarly using a reference year pattern PCvr,i . The respective patterns are based
on Hansen et al. (2005).
The scaling factor r allows a global–mean first or second indirect forcing to be specified for
a specific reference year. The number concentrations of soluble aerosols Ng,i in year t are nor-
malised relative to their pre-industrial level N0g,i in that reference year individually for each of the
sulphate, nitrate, black carbon and organic carbon aerosols.
The default contribution shares wg for each aerosol type to the indirect aerosol effect are
assigned to reflect the preliminary results of Hansen et al. (2005) (refer also Meinshausen et al.,
2011a, for further details concerning the relative contributions and limitations).
The number concentrations Ng,i are estimated from historical optical thickness estimates and
extrapolated into the future by scaling with hemispheric emissions. The general logarithmic re-
lationship between number concentrations Ng,i and forcing ∆QAlb,i is based on Wigley (1991a);
Wigley and Raper (1992); Gultepe and Issac (1999) and Hansen et al. (2005).
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Appendix C
MAGICC Non–CO2 Concentrations
For ease of reference, this appendix provides details concerning the conversion of emissions to
concentrations, following Meinshausen et al. (2011a). CO2 emissions to concentrations is dealt
with in Chapter 5, and the radiative forcing formulas are covered in Appendix B.
C.1 Methane
Natural emissions of methane are inferred from balancing the budget for a given historical period,
such as from 1980–1990, so that:
Enφ = θ(∆Cφ − Cφ′/τtot)− Efφ − Ebφ (C.1)
whereEnφ ,E
f
φ andE
b
φ are the average natural, fossil and land–use related emissions respectively. θ
is the conversion factor between atmospheric concentrations and mass loadings. Cφ′ is the average
concentration and ∆Cφ the annual change in concentrations.
The net atmospheric lifetime τtot is the sum of the tropospheric chemical lifetime, the charac-
teristic soil lifetime and other components (such as stratospheric):
1
τtot
=
1
τtropos
+
1
τsoil
+
1
τother
(C.2)
The feedback of methane on tropospheric OH (the hydroxyl radical) and its own lifetime is pa-
rameterised from complex three–dimensional atmospheric chemistry models (Ehhalt et al., 2001).
The default relationship assumes tropospheric OH decreases by 0.32% for every 1% increase in
CH4. The change in tropospheric OH abundances is modelled as:
∆ ln(tropOH) = SOHCH4∆ ln(CH4) + S
OH
NOxENOx + S
OH
COECO + S
OH
VOCEVOC (C.3)
where SOHx is the sensitivity of tropospheric OH towards CH4, NOx, CO and VOC. Increases in
tropospheric OH abundances decrease the lifetime τ ′ of methane which is approximated by the
exponential relationship:
τ ′CH4,tropos = τ
0
CH4,tropos exp
∆ ln(tropOH) (C.4)
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There is also a temperature sensitivity on the net effect of tropospheric chemical reaction rates
to allow for, which adjusts the tropospheric lifetime of CH4:
τCH4,tropos =
τ0CH4,tropos
τ0CH4,tropos
τ
′
CH4,tropos
+ SτCH4∆T
(C.5)
where SτCH4 is the temperature sensitivity coefficient and ∆T is the temperature change above a
user-defined year, e.g., 1990.
C.2 Nitrous oxide
Nitrous oxide emissions are estimated from a budget similar to methane. However, for N2O the
average concentrations Cφ′ = Cφ−3 are taken for a period shifted by three years to adjust for the
delay in transport of tropospheric N2O to the main stratospheric sink. The feedback between the
atmospheric burden CN2O and its own lifetime is approximated by:
τN2O = τ
0
N2O(
CN2O
C0N2O
)
SτN2O (C.6)
where SτN2O is the sensitivity coefficient and the superscript ‘
0’ indicates a pre-industrial reference
state.
C.3 Tropospheric aerosols
Changes in hemispheric aerosol abundances are estimated from changes in their hemispheric emis-
sions. Where emissions of particular species are missing from an emissions scenario, such as black
carbon (BC) and organic carbon (OC) in the case of the SRES scenarios, proxy emissions are es-
timated by scaling from other emissions, such as CO as a proxy emission for BC and OC.
C.4 Halogenated gases
Concentrations of halogenated gases assumes time–variable lifetimes. The net atmospheric life-
time τi for each halogenated gas i is calculated by summing the inverse lifetimes related to strato-
spheric, OH–related and other sinks. Stratospheric lifetimes are assumed to decrease by 15% per
degree of global–mean surface temperature warming, due to an increased Brewer–Dobson circu-
lation. Losses due to Tropospheric OH are scaled by parameterised changes in OH abundances,
matching the respective lifetime of methane. The concentration Ct,i for the beginning of each year
t is updated using a central differencing formula:
Ct+1,i = τiEt,i
ρatm
matmµi
(1− e
−1
τi ) + Ct,i(1− e
−1
τi ) (C.7)
where Et,i is the average emissions of gas i through year t, Ct,i the atmospheric concentration of
gas i in year t, ρatm the average density of air, matm the total mass of the atmosphere, and µi is
the mass per mol of gas i.
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For hydrogenated halocarbons, the tropospheric OH related lifetimes are assumed to vary in
proportion to the changes in methane lifetime.
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