Abstract. The beta distribution is a two-parameter family of probability distributions whose distribution function is the (regularised) incomplete beta function. In this paper, the inverse incomplete beta function is studied analytically as univariate function of the first parameter. Monotonicity, limit results and convexity properties are provided. In particular, logarithmic concavity of the inverse incomplete beta function is established. In addition, we provide monotonicity results on inverses of a larger class of parametrised distributions that may be of independent interest.
Introduction
Let a probability distribution on I Ă Ê having cumulative distribution function (CDF) F . A median of it is defined as a point on I that leaves half of the "mass" on the left and half on the right, i.e. a value m P I such that F pmq " 1{2. In a similar way, we consider the more general notion of a p-quantile: Definition 1.1. Let a probability distribution on I Ă Ê with cumulative distribution function F , and p P p0, 1q. A value q p P I is a p-quantile of it if F pqq " p.
In this notation, the 1{2-quantile is exactly the median. It is not always the case that a p-quantile exists for a probability distribution, or that it is unique. However, existence and uniqueness are guaranteed if D has an a.e. positive density wrt Lebesgue measure. In this case, we may consider the inverse distribution function of F . The median and p-quantiles have importance in statistics as measures of position less affected by extreme values than e.g. the mean, and they have further uses considering levels of significance.
We are interested in parametrised families of probability distributions and the behaviour of the p-quantile with respect to the parameter, with p being fixed. In case we have a family of cumulative distribution functions F a , a being the parameter of the family, such that for each a the corresponding p-quantile exists and is unique, we may define it as a function of a implicitly through the functional equation F a pq p paqq " p.
In the case of the median of the gamma distribution, such studies have been done in several occasions, e.g. in [2] , [6] and [7] . In [1] , Adell and Jodrá explore a very interesting connection with a sequence by Ramanujan. In [4] and [5] , Berg and Pedersen give a proof of the continuous version of the Chen-Rubin conjecture, originally stated in [6] , and they moreover prove convexity and find asymptotic expansions.
In the present article, the main focus is on the p-quantile of the beta distribution, or equivalently the inverse of the (regularised) incomplete beta function (3) , as a function of the parameter a. This inverse has also been considered by Temme [14] who studied its uniform asymptotic behaviour. In particular, his results give a very accurate approximation for the inverse for a`b ą 5. This is used in computer algorithms approximating the inverse incomplete beta function. Also, see [13] for some interesting inequalities on the median. In [9] , logarithmic convexity/concavity results are proved for the regularised incomplete beta function wrt to parameters, though the methods employed there are quite different, and there does not seem to be some direct connection with the results in the present article. In applications, (strict) logarithmic concavity is an important property, as it ensures the uniqueness of minimum and it is invariant under taking products.
The beta function is defined as the ratio of gamma functions Bpa, bq :" ΓpaqΓpbq Γpa`bq (
One also has an integral representation of the beta function for a, b ą 0 given by Bpa, bq "
More information on the beta function can be found on [3] . The beta distribution is the 2-parameter family of probability distributions, whose cumulative distribution function is the regularised incomplete beta function
Ipx; a, bq :"
We fix p P p0, 1q and b ą 0, and we consider the first parameter a as a variable.
We shall see in the Appendix that, due to a reflection formula for the regularised incomplete beta function, we can translate the results to the case that we fix the other parameter instead. We consider the p-quantile of the beta distribution, which in the literature is often also called the inverse incomplete beta function, as a function of a. We denote it by q : p0, 8q Ñ p0, 1q and define it implicitly by the equation Ipqpaq; a, bq " p, or equivalently by
In the literature this value is often denoted by I´1 p pa, bq, and in our case q is the function a Þ Ñ I´1 p pa, bq. Moreover, we consider the function φpaq :"´a log qpaq
which turns out giving further information on q. In the following plots we can get an idea on how the median of the beta distribution behaves wrt a. In the rest of the paper we fix p P p0, 1q. We first get the following two propositions, regarding monotonicity and first order asymptotics: Then, we investigate the analytic properties of the inverse incomplete beta function deeper. In particular, investigating its logarithm, we obtain the following two results, which consist the main contribution of this paper: (5) is (strictly) convex. Theorem 1.5. For fixed b P p0, 8q, q in (4) is (strictly) log-concave. Remark 1.6. One can infer from Figure 1 that q is neither concave nor convex; its reciprocal 1{q, though, is logarithmically convex by Theorem 1.5, hence also convex. Moreover, based on Figure 3 , as well as numerical results, for b ą 1 we conjecture that φ is concave.
The article is organised in the following way. In section 2 we present some general results regarding p-quantiles of more general probability distributions, that have some interest by themselves. For instance, Lemma 2.2 is a generalisation of results concerning monotonicity properties of ratios of power series and polynomials to ratios of integrals. In section 3 we study the monotonicity and limit properties of q and φ and prove Propositions 1.2 and 1.3. In section 4 we prove convexity of φ for b ă 1, while in section 5 we prove logarithmic concavity of q. In the Appendix, we look into the dependence on the parameter b with a being fixed and translate some of the results in this case.
General results on p-quantiles of probability distributions
The following lemma is a standard result in measure theory, that lets us interchange integration and differentiation [10, Theorem 6.28 ]. In the rest of the paper, B x denotes differentiation with respect to the variable x. i. a Þ Ñ f pa, tq is differentiable for µ-a.e. t P Ω ii. t Þ Ñ f pa, tq is µ-integrable for all a P I iii. Dg P L 1 pΩ, dµq such that |B a f pa, tq| ď gptq for all a P I and µ-a.e. t P Ω Then, the function a Þ Ñ ş Ω f pa, tqdµptq is differentiable and
Lemma 2.2. Let I Ă R be an open interval, A Ă R a non-empty Borel set, µ a σ-finite Borel measure on A and u, v : A Ñ r0,`8q measurable functions, not simultaneously 0. Let f : IˆA Ñ p0,`8q such that i. a Þ Ñ f pa, tq is differentiable for µ-a.e. t P A ii. t Þ Ñ uptqf pa, tq and t Þ Ñ vptqf pa, tq are µ-integrable for all a P I. iii. For each compact subset K Ă I, there exists a function g K : A Ñ r0,`8q such that ug K , vg K are µ-integrable and |B a f pa, tq| ď g K ptq for all a P K and µ-a.e. t P A. Let F : I Ñ R be defined by:
Then, the following hold:
I. If for all a P I and for µ-a.e. t P A, B a f pa, tq{f pa, tq and uptq{vptq both increase or both decrease wrt t, then F is increasing. II. If for all a P I and for µ-a.e. t P A, B a f pa, tq{f pa, tq increases (decreases) wrt t and uptq{vptq decreases (increases), then F is decreasing.
By the fact that upaqB a f pa, tq and vptqB a f pa, tq are dominated in compact subsets of I by a µ-integrable function of t, Lemma 2.1 gives that both U and V are differentiable, and the derivatives can be given by differentiating the integrands. Then, F 1 also exists and hence we need to investigate the derivative
We find
where in the pre-last equality we have made use of Fubini's theorem. The last integrand, as s ă t, is non-negative (non-positive) if B a f {f and u{v have the same (opposite) monotonicity properties, which proves the lemma.
Remark 2.3. In the proceeding Lemma, the same conclusion holds if u, v can assume the value zero at the same time, as then, without loss of generality, we can just integrate over the set A 1 " Azptuptq " 0u X tvptq " 0uq, which is again a Borel set, and we consider the condition u{v being increasing (or decreasing) in A 1 .
Remark 2.4. Lemma 2.2 is a general case of results concerning monotonicity properties of ratios of power series and polynomials. For instance, it gives [11, Lemma 2.2], if we set µ to be the counting measure on N. i. a Þ Ñ f pa, xq is differentiable for a.e. x P J ii. x Þ Ñ f pa, xq is integrable for all a P I iii. For each compact subset K Ă I, there exists an integrable function g K : J Ñ r0,`8q such that |B a f pa, tq| ď g K ptq for all a P K and µ-a.e. t P A. iv. The logarithmic derivative of f wrt a is increasing (decreasing) wrt x for a.e.
x, i.e. B a f pa, xq f pa, xq Ò x pÓ x q Then, the p-quantile qpaq of the probability distribution with density f pa, xq{ ş J f pa, tqdt is increasing (decreasing) wrt a.
Proof. We will deal with the case that the logarithmic derivative of f is increasing, and the other case, that it is decreasing, is analogous. Let x P J " pc, dq, where
We set uptq " 1 rc,xs ptq and vptq " 1. As u{v " u decreases and B a f {f increases wrt t, by Lemma 2.2 we get that F decreases pointwise wrt a. This means
so that qpa`hq ě qpaq and hence that the p-quantile is increasing.
Remark 2.6. In Lemma 2.2, if the logarithmic derivative B a f {f is strictly monotone (and u ı v), it is easy to see from the proof that in the conclusion the ratio of the integrals should also be strictly monotone. Hence, also in Lemma 2.5, if the logarithmic derivative is strictly increasing (decreasing), then the p-quantile is also strictly increasing (decreasing).
The following Lemma deals with the question of convergence of p-quantiles of a convergent sequence of probability distributions. We denote the extended real line Ê Y t˘8u byÊ, with its usual topology.
Lemma 2.7. Let F n :Ê Ñ r0, 1s be a sequence of cumulative distribution functions on Ê, extended by F n p´8q :" 0 and F n p`8q :" 1. Let q n be a p-quantile of F n , i.e. F n pq n q " p P p0, 1q, @n P AE. Assume the following conditions:
i. The sequence pF n pxqq nPAE converges pointwise to a limit F 8 pxq :" lim nÑ8 F n pxq ii. The sequence of p-quantiles converges to a limit q 8 :" lim nÑ8 q n PÊ Then, q 8 P rsuptx PÊ|F 8 pxq ă pu, inftx PÊ|F 8 pxq ą pus (6) Thus, if F 8 is continuous, q 8 is a p-quantile of F 8 .
Proof. Let some w PÊ such that F 8 pwq ă p. By condition (i) we have that there is some n 0 P AE such that @n ą n 0 : F n pwq ă p " F n pq n q. As each F n is nondecreasing, we have that @n ą n 0 : w ă q n and hence q 8 ě w. As this holds @w P tx PÊ|F 8 pxq ă pu, we get that q 8 ě suptx PÊ|F 8 pxq ă pu. In a similar way we may prove that q 8 ď inftx PÊ|F 8 pxq ą pu. In case F 8 is continuous, we have rsuptx PÊ|F 8 pxq ă pu, inftx PÊ|F 8 pxq ą pus " tx P Ê|F 8 pxq " pu, hence then q 8 is a p-quantile of F 8 .
Remark 2.8. AsÊ is compact, p-quantiles always have limit points, and the above Lemma shows that convergence of distribution functions for which p-quantiles exist implies that all their limit points lie in the interval in (6) . This interval either consists of the closure of F´1 8 ptpuq, or, if this set is empty, it degenerates to a point, which is a point of discontinuity of F 8 .
Lemma 2.9. Let I, J Ă R be open intervals, and pF pa; xqq aPI be a family of cumulative probability distribution functions of x on J, having positive densities f pa; tq with respect to Lebesgue measure. Moreover assume that the corresponding densities are real analytic in both variables. Denote the respective p-quantiles by qpaq. Then, q is a real analytic function of a.
Proof. As the densities are positive functions, the p-quantile exists and is unique for each a. Hence, the function qpaq is well defined implicitly as the solution y " qpaq to the equation F pa; yq´p " 0. Let some y 0 P J and a 0 P I such that F pa 0 ; y 0 q´p " 0. As F is real analytic and B y F pa; yq " f pa; yq ‰ 0, by [12, Theorem 6.1.2] the equation F pa; yq´p " 0 has a real analytic solution y " ypaq in a neighbourhood of a 0 such that F pa 0 ; ypa 0 qq´p " 0. By uniqueness of the p-quantile this solution must be exactly qpaq, and hence q is real analytic.
Monotonicity and limits
which is an increasing function of x and Lemma 2.5 gives us that q is also increasing. Its limits at 0 and 8 are classical results. They can also be obtained by considering limits of the incomplete beta function and using Lemma 2.7. Let, for instance, some limit point lim nÑ8 qpa n q " q 8 P r0, 1s for a sequence a n Ñ 8. Then, the fact that lim aÑ8 Ipx; a, bq vanishes for x P r0, 1q and is a unit at x " 1 gives q 8 " 1, hence lim aÑ8 qpaq " 1. A similar argument shows lim aÑ0 qpaq " 0. l
Proof of Proposition 1.3 By Proposition 1.2 already, φ can be seen to be a real analytic function. Regarding monotonicity, if b " 1 then φpaq "´log p. Assume b ą 1. By using a change of variables on (4) we get
and hence the function φ is the p1´pq-quantile of the distribution with density function
We set f pa; xq :" e´xp1´e´x {a q b´1 . The logarithmic derivative of f wrt a is B a f pa; xq f pa; xq "´p b´1qxe´x {a a 2 p1´e´x {a q
The derivative of this wrt x is B xˆB a f pa; xq f pa; xq˙" b´1 a 3 e´x a`a e´x a´a`x˘`´1`e´x a˘´2 ě 0 as the function x Þ Ñ ae´x a´a`x has positive derivative for x ą 0 and vanishes at 0. Thus, by Lemma 2.5 we have that φ is increasing. The case b ă 1 is similar. For the asymptotic results, we notice that for a Ñ 0, we have that
The corresponding distributions, whose p-quantiles are equal to φpaq, converge to the gamma distribution with parameter 1, and hence by Lemma We now proceed to show (12) . We see in Lemma 4.1 that the function wpxq :"´1´x 2¯e
has a unique root ρ on p0,`8q, and it is positive on p0, ρq and negative on pρ, 8q. Assume that φpaq ě ρa. As w and η have the same sign, we have that (14), (12) 
By Lemma 4.3, h 0 is decreasing on p0, ρq, hence hpa; sq is also decreasing wrt s on p0, ρaq. Hence, for t P p0, φpaqq Ă p0, ρaq we have hpa; tq ą hpa; φpaqq. For t P pφpaq, ρaq, we analogously have hpa; φpaqq ą hpa; tq, and if t P pρa, 8q, then hpa; φpaqq ą 0 ą hpa; tq. Hence, (12) is proved. As the RHS of (11) is positive, then φ 2 ą 0. l
The function w in (15) has a unique root ρ on p0, 8q. We have that wpxq ą 0 for x ă ρ and wpxq ă 0 for x ą ρ.
Proof. We have
x`b´1 2 and w 2 pxq "´x 2 e x ă 0 for x ą 0 Hence w 1 is strictly decreasing, and as w 1 p0q " b{2 and lim xÑ`8 w 1 pxq "´8, it changes its sign exactly once and we get that w is initially increasing and then decreasing, concave function. As wp0q " 0 and lim xÑ`8 wpxq "´8, we get that w has a unique root ρ P p0, 8q, and wpxq ą 0 for x ă ρ and wpxq ă 0 for x ą ρ.
Proof. In the course of the proof we assume that b ‰ 1, 2, which may be lifted in the end by taking limits. We split the integral into 3 parts. The first one is
Ψpbq`γ b´1 where Ψ :" Γ 1 {Γ is the digamma function (see [3, Chapter 1] ). For the second part,
pbq`γ b´2 using that B n 1 Bpa, bq " ş 1 0 t a´1 p1´tq b´1 log n tdt for b ą´n, which is derived by differentiating the integral representation of the beta function for b ą 0 and using the identity principle. Finally,
where we have used that B 1 Bp1, b´1q " γ`Ψpbq b´1 . We see that I 1`I2`I3 " 0, and the Lemma is proved. (17) is decreasing between 0 and its root ρ P p0, 8q.
Proof. It is easy to see that x{pe x´1 q is decreasing. The rest is also decreasing as 1´x 2˘e
as`e 2 x´2 e x x´1˘1 " 2e x pe x´x´1 q ě 0 and the numerator vanishes at 0. Hence, on p0, ρq, h 0 is the product of two decreasing, positive functions, hence decreasing.
Logarithmic concavity of q
In this section, we shall prove Theorem 1.5. In order to have a more clear notation, we shall often denote the functions of a (q, φ and ψ), without their argument. and expanding the hypergeometric sum,
Of course, if b P AE, the sum above terminates at b´1, as p1´bq b " 0. Using that p1´bq n n! " pb´1qpb´1´1q¨¨¨pb´1´n´1q n! p´1q n "ˆb´1 n˙p´1 q n and denoting ψ :"´log q
we can rewrite (19) further as
We shall show that ψ is convex, which shall imply the logarithmic concavity. The following lemma will be the key to this proof.
Lemma 5.1. We have that Using the fact that ř 8 n"0`b´1 n˘p´1 q n e´n ψ " p1´e´ψq b´1 , we get
pk`aqpa`nq´1 pk`a`bqpa`nq˙´1 pn`a`bqpa`nq´ψ a`n"
a`n´1 a`n`b˙1 b´ψ a`n"
a`n`b´1 a`n˙ˆb´1 n˙p´1 q n e´n ψ 1 b´8
Thus we have Lemma 5.2. For n P AE and b ą 0, we have
and
Proof. For z P zt0,´1,´2, . . .u we have, applying [3, Theorem 2.2.2],
Hence, we get Proof of Theorem 1.5 We shall show the convexity of ψ "´log q, which is equivalent to logarithmic concavity of q. The case b ă 1 is given by Theorem 1.4, as aψ 2 " φ 2´2 ψ 1 ą 0. For b " 1, we have ψ " 
