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ВВЕДЕНИЕ
Распознавание – это способность живых организмов выделять из общего
потока информации, поступающей от органов чувств,определенные объекты по
различным  признакам.  Оно  может  осуществляться  на  основе  зрительной,
слуховой, тактильной информации. Задача распознавания образов – это самая
распространенная задача, с которой приходится сталкиваться человеку каждый
день  в  различных  сферах  нашей  жизни.  Так,  мы  без  труда  можем  узнать
знакомого нам человека по каким-либо признакам (по голосу, по внешнему виду
и т.д.),  понимаем речь,  печатные и рукописные тексты и т.д.  Таким образом,
решение задач распознавания – это необходимый признак взаимосвязи живых
организмов с окружающей средой.
Способность  распознавать  основывается  на  схожести  однотипных
объектов. Несмотря на то, что все предметы, в некоторой степени, уникальны,
между ними всегда  можно найти сходства по какому-либо признаку. То есть
задачу  распознавания  образов  также  можно  определить  как  распределение
объектов по различным классам, элементы которых имеют схожие признаки и
свойства, отличающиеся от элементов других классов. Отсюда возникают такие
понятия,  как  классификация  и  кластеризация.  Главное  отличие  между  ними
состоит в том что,  при классификации,  каждый объект относят к одному из
заранее  известных  классов,  при  кластеризации,  объекты  распределяются  по
классам в процессе, то есть классы заранее не предопределены, а определяются
результатом.
На сегодняшний день значительно возросла потребность в кластеризации
объектов.Это  связано  с  постоянным  появлением  новой  техники  и
технологий,усложнением  технических  объектов,  повышением  требований
производства и эксплуатации к ним.Например,чтобы обеспечить эффективное
функционирование  различных  космических  аппаратов  необходимо
предоставить  требуемый  уровень  надежности,  исправности  и
работоспособности, то есть регулярно проводить техническую диагностику как
системы в целом,  так и ее отдельных составляющих (деталей,  механизмов и
т.д.). Так как такого рода сложные системы зачастую не подлежат ремонту, либо
выходят из строя при поломке даже одной составляющей. 
Благодаря  раннему  обнаружению  дефектов  техническая  диагностика
позволяет  предотвратить  внезапные  отказы  оборудования,  что  повышает
надежность,  эффективность  и  безопасность  промышленных  производств,  а
также  дает  возможность  эксплуатации  сложных  технических  систем  по
фактическому техническому состоянию.
В  работе,  в  качестве  примера  задачи  технической  диагностики,
рассмотрены данные испытаний электрорадиоизделий (ЭРИ), предоставленные
ОАО  «Испытательный  технический  центр  –  НПО  ПМ».  Данная  компания
занимается  проведением научно-исследовательских и опытно-конструкторских
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работ  по  обеспечению  качества  и  надежности  ЭРИ  для  комплектации
аппаратуры космических аппаратов, проведение технической диагностики.
Однако,  проведение  некоторых  испытаний  (воздействие  высокой
температуры,  напряжения  и  т.д.)  могут  привести  к  разрушению  объекта,  и
дальнейшее его использование становится невозможным. Если  предположить,
что в партии изделий, подвергаемых испытаниям, можно выделить некоторые
группы  со  схожими  признаками,  тоцелесообразно  разбивать  партию  на
кластеры и проводить испытания на одном, наиболее типичном представителе
каждого кластера.
Существуют множество алгоритмов кластеризации, большинство из них
были предложены в 60-е годы ХХ-го века. В качестве наиболее важных можно
выделить работы следующих авторов: Г.Болла и Д.Холла, Дж.Маккуина – метод
k-means,  Р.Сокала  и  Дж.Снита,  Г.Ланса  и  У.Уильямса  –  иерархические
алгоритмы, В.Н. Елкина и Н.Г. Загоруйко – алгоритм FORELи многие другие.
Целью  дипломной  работы  является  решение  задачи  технической
диагностики  для  повышения  ее  точностис  помощью  методов  распознавания
образов, а именно алгоритмов кластеризации.
Для  достижения  поставленной  цели  необходимо  решить  следующие
задачи:
 реализовать и исследовать алгоритмыFOREL,  K-MEANS, а также алгоритм на
основе нейронной сети Кохонена;
 провести сравнительный анализ полученных результатов;
 применить реализованные алгоритмы к задаче технической диагностики ЭРИ.
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1 Техническая диагностика
Появление  технической  диагностики  как  научного  направления
приходится  на  середину  XXв.  связи  с  потребностями  современной  техники.
Задача определения состояния технических изделий и систем возникает при их
производстве  и  последующей  эксплуатации.  Так  как  при  возникновении
различных  дефектов,  сбоев  объект  теряет  свою  работоспособность
(способность  выполнять  свои  основные  функции),  требуется  при  выпуске
изделия на предприятии убедиться в его исправности, а также в процессе его
эксплуатации постоянно осуществлять контроль над его работоспособностью.
1.1 Основные понятияи определения технической диагностики
Техническая диагностика – это область знаний,  охватывающая теорию,
методы и средства определения технического состояния объектов.
Диагностированием  называется  процесс  определения  технического
состояния объекта без его разборки, по внешним признакам путём изменения
величин, характеризующих его состояние и сопоставления их с нормативами.
Диагностирование  проводят  согласно  алгоритму  (совокупности
последовательных действий), установленному технической документацией.
Комплекс, включающий объект, средства и алгоритмы, образуют систему
диагностирования.
Под  объектом  понимается  изделие  и  (или)  его  составные  части,
подлежащие  диагностированию.  Техническое  диагностирование  –  это
определение  технического  состояния  объекта.  Основными  ее  задачами
являются:
 оценка  технического  состояния,  в  котором  находится  объект  в  настоящий
момент времени;
 прогнозирование технического состояние объекта;
 определение неисправностей;
 мониторинг технического состояния объекта.
В  соответствии  с  ГОСТ  27.002–89  «Надежность  в  технике.  Основные
понятия. Термины и определения» различают следующие состояния объекта:
 исправное – состояние, при котором объект соответствует всем без исключения
требованиям нормативно-технической документации;
 неисправное  –  состояние,  когда  объект  не  соответствует  хотя  бы  одному
требованию нормативно-технической документации; 
 работоспособное  –  состояние,  при  котором  значения  всех  параметров,
характеризующих способность выполнять заданные функции, соответствуют
требованиям нормативно-технической документации;
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 неработоспособное  –  состояние,  при  котором  значение  хотя  бы  одного
параметра,  характеризующего способность  выполнять  заданные  функции,  не
соответствует требованиям нормативно-технической документацией.
1.2 Виды контроля качества
Контроль  качества  –  это  комплекс  мероприятий,  направленных  на
определение  степени  пригодности  объекта  к  дальнейшей  эксплуатации.
Процесс  контроля заключается  в  установлении соответствия  действительных
значений физических величин установленным предельным значениям. 
Существуют следующие виды контроля:
 разрушающий контроль;
 неразрушающий контроль.
При  разрушающем  контроле  нарушается  пригодность  объекта,
дальнейшее  его  использование  становится  невозможным.  Позволяет
контролировать качество материалов конструкций и их элементов, определять
предел прочности и надежности. 
При  неразрушающем контроле  не  должна  быть  нарушена  пригодность
объекта к дальнейшему использованию и эксплуатации. Данный метод является
основным  при  проведении  диагностики  состояния  оборудования  и  его
элементов.Примерами неразрушающего контроля являются: вибродиагностика,
визуальный и измерительный контроль, акустическая эмиссия и др.
Преимущества и недостатки данных методов представлены в таблице 1.
Таблица 1 - Достоинства и недостатки методов контроля
Разрушающий
контроль
Неразрушающий 
контроль
Достоинства
Возможность получения
количественных характеристик о
качестве материала, а также
определение максимальной
нагрузки, при которой
происходит разрушение
Сохранение
работоспособности объекта,
определение основных
параметров и свойств
объекта и выявление
дефектов
Недостатки Разрушение объекта
Невозможность получения
точной информации о
качестве материала и виде
повреждения
Виды неразрушающего контроля:
Входной  контроль  –  это  контроль  поступающих  на  предприятие
комплектующих изделий, материалов и контрольно-измерительных приборов в
целях их выбраковки до запуска в производство. Данный контроль материалов и
полуфабрикатов  предусматривает  проверку  химического  состава,
механических,  физических  свойств  материала,  геометрических  размеров
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заготовок,  наличия  в  них  видимых  и  скрытых  дефектов.  Этот  контроль
осуществляется с помощью:
– микроскопов; 
– дефектоскопов; 
– лупы;
– измерительных инструментов и т.д. 
При  помощи  входного  контроля  проводится  проверка  соответствия
комплектующих  требованиям  нормативно-технической  документации.  Он
выполняется  с  помощью  стандартных  электро-  и  радиоизмерительных
приборов  и  устройств,  специализированных  контрольно-измерительных
средств.  Данный  контроль  измерительных  приборов  проводится  для
подтверждения  их  соответствия  паспортным  данным.  Такой  вид  контроля
осуществляется  с  помощью  высокоточной  электро-  и  радиоизмерительной
аппаратуры: микроамперметров, универсальных вольтметров, омметров и т.п. В
состав  аппаратуры могут дополнительно входить измерительные генераторы,
осциллографы.  Все  используемые  при  входном  контроле  оборудование,
аппаратура и инструменты должны подвергаться периодическим поверкам.
Операционный контроль осуществляется в  ходе выполнения или после
завершения  какой-либо  технологической  операции.  Операционный  контроль
позволяет своевременно обнаружить брак в изделии (материале) или нарушение
технологии,  установить  причину  нарушения,  изъять  бракованные изделия  из
дальнейшей обработки,  своевременно производить  налаживание  и  настройку
оборудования и технологической оснастки. 
Выходной  контроль  готовых  изделий  электронной  техники  (ИЭТ)  и
материалов  проводится  после  выполнения  последней  операции
технологического процесса.  К выходному контролю часто относят различные
испытания  изделий на  надежность,  испытания  для  определения  допустимых
границ  изменения  условий  и  режимов  эксплуатации  ИЭТ,  для  отнесения
изделий к той или иной группе по точности, идентичности параметров и т.п.
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2Задача распознавания образов
2.1. Постановка задачи
Рассмотрим множество  Mобъектов ω .  Каждый объект характеризуется
некоторой совокупностью признаков  x( ω ) = ( x1(ω) , x2(ω) ,…, xn(ω) ).На всем
множестве  Mсуществует  разбиение  на  подмножества  (классы  объектов)
M=¿ i=0¿m❑i .
Задача распознавания образов заключается в отнесении каждого объекта
ω по  различным  классам  ❑i  в  зависимости  от  его  описания  x( ω ):
ωϵ❑i , i=1,…,m . Таким  образом,  необходимо  вычислить  вектор
α (ω )=(α1 (ω) ,…,αm (ω )) , описывающий принадлежность объекта ω к одному из
классов ❑i , где α i={0 (ωϵ❑i ) ,1(ωϵi)} .
2.2Задача классификации. Процесс классификации
Классификация  –  это  разбиение  элементов  некоторого  множества  на
группы по родам, видам, типам, по каким-либо существенным признакам для
удобства их исследования.
В  машинном  обучении  задача  классификации  относится  к  разделу
обучения с учителем. Существует также обучение без учителя, когда разделение
объектов  обучающей  выборки  на  классы  не  задаётся,  и  требуется
классифицировать объекты только на основе их сходства друг с другом. В этом
случае принято говорить о задачах кластеризации или таксономии,  и классы
называть, соответственно, кластерами или таксонами.
Задача классификации заключается в следующем:
Дано множество M объектов распознавания ω .
g (ω) :M→N ,N={1,2,…,n }−¿ характеристическая  функция,  разбивающая
множество  М  объектов  распознавания  на n  непересекающихся  классов
M 1 , M 2 ,…, M n . Данная функция неизвестна.
X – множество признаков, описывающие объекты ω .
x (ω ):M→X−¿  функция, ставящая в соответствие каждому объекту ω
точку  x (ω )  в пространстве признаков. 
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g^ (x ) :X→N−¿ решающее  правило  –  оценка  для g (ω) на  основании
x (ω ) , т.е. g^ (x )=g^ (x (ω)) .
Задача  заключается  в  построении  такого  решающего  правила  g^ (x ) ,
чтобы распознавание проводилось с минимальным числом ошибок.
2.2.1 Методы классификации
Существует  множество  различных  методов  решения  задач
классификации, рассмотрим некоторые из них.
Байесовский  подход.  При  Байесовском  подходе  за  основу  берется
предположение о существовании вероятностной меры на пространстве образов,
которая  либо  известна,  либо  может  быть  оценена.  Цель  состоит  в  создании
такого  классификатора,  который  будет  правильно  определять  наиболее
вероятный класс для образа. 
Задано  M  классов  ❑1 ,❑2 ,…,❑M ,  а также  P (❑i|x ) , i=1,2,…,M−¿
вероятность  того,  что  объект, описанный некоторой  совокупность  признаков
x , принадлежит классу ❑i .
P (❑i|x )−¿ апостериорная  вероятность,  так  как  задает  распределение
номера класса после эксперимента.
Необходимо отнести объект к тому классу, для которого апостериорная
вероятность выше.
Формула для вычисления апостериорной вероятности:
P ( A i|B )=
P(Ai)P(B∨A i)
∑
i=1
n
A , (2.1)
где A1 , A2 ,…, An−¿ полная группа несовместных событий; P ( A i )−¿  априорная
вероятность  события  A i ;P (B|Ai )−¿ условная  вероятность  события  B при
условии, что произошло событие A i .
Метрические алгоритмы.
 Метод ближайших соседей;
 Метод потенциальных функций;
 Отбор эталонных объектов.
Метрические  алгоритмы  основаны  на  анализе  сходства  объектов.Они
опираются  на  гипотезу  компактности,  которая  предполагает,  что  схожие
объекты чаще лежат в одном классе, чем в разных. Это означает, что граница
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между  классами  имеет  достаточно  простую  форму,  и  классы  образуют
компактно локализованные области в пространстве объектов.
Линейные алгоритмы.
 Однослойный персептрон;
 Логистическая регрессия;
 Метод опорных векторов.
Линейный классификатор или линейное решающее правило – это один из
самых  простых  алгоритмов  классификации.  Теория  распознавания,  как  и
многие  другие  разделы  математики  и  физики,  начиналась  с  подробного
изучения линейного случая. 
В  задачах  сдвумя  классами  линейный  классификатор  –  это
гиперплоскость,  разделяющая  n-мерное  признаковое  пространство  на  два
класса-полупространства.В  задачах  со  многими  классами
разделяющаяповерхность  кусочно-линейна.  Обучение  линейного
классификатора заключается в подборе такого положения гиперплоскости, при
котором классы разделяются наилучшим образом. 
2.3 Задача кластеризации. Процесс кластеризации
Кластеризация  –  это  разбиение  выборки  объектов  на  подмножества,
называемых кластерами,  так,  чтобы каждый кластер  состоял  из  объектов  со
схожими признаками, а объекты различных кластеров значительно отличались. 
Круг  использования  кластерного  анализа  достаточно  широк:  его
применяют  в  медицине  (кластеризация  заболеваний),  химии,  биологии,
археологии  (таксономии  каменных  орудий,  древних  объектов),  маркетинге
(задача  сегментации  конкурентов  и  потребителей),  менеджменте  (разбиение
персонала на различные группы, классификация потребителей и поставщиков)
и прочих дисциплинах. 
Под кластером обычно понимается часть данных, которая выделяется из
остальной  части  наличием  некоторой  однородности  ее  элементов.  В
простейшем случае речь идет о похожести элементов, в идеальном случае – о
совпадающих  значениях  основных  переменных  или  иного  рода  близости,
выражаемой геометрической близостью соответствующих объектов.
Основными целями кластеризации являются:
 нахождение  групп  объектов  со  схожими  характеристиками  для  упрощения
дальнейшей обработки и анализа данных;
 сокращение  объёма  хранимых  данных,  т.е.  использование  одного  наиболее
типичного  представителя  от  каждогокластера,  по  характеристикам  которого
можно судить обо всем кластере. Для этого необходимо обеспечить высокую
степень сходства объектов внутри каждого кластера;
 выделение нетипичных объектов, не входящие ни в один кластер.
Основными этапами кластеризации являются:
 выявление характеристик объектов;
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 выбор метрики;
 разбиение объектов на кластеры;
 представление результатов.
Задачу кластеризацииможно сформулировать следующим образом.
Имеется  множество  объектов.  Каждый  объект  описывается  набором
количественных (длина, ширина, рост, вес) или качественных (цвет, запах, вкус,
форма) характеристик x=(x1 ,…, xd ) . Количество характеристик d  определяют
размерность  пространства  характеристик.Затем,  для  каждой  пары  объектов
определяютстепень сходства – расстояние между объектами ρ(x , x ') .Требуется
разбить  выборку  на  непересекающиеся  подмножества,  так,  чтобы  каждый
кластер  состоял  из  объектов,  близких  по  метрике  ρ .  Метрика  –  способ
определения  расстояния  между  элементами  универсального  множества.  Чем
меньше это расстояние, тем более похожими являются объекты (символы, звуки
и др.) – то, что мы распознаем. Метрика выбирается в зависимости от:
 пространства, в котором расположены объекты;
 неявных характеристик кластеров.
Существует множество метрик, рассмотрим некоторые из них:
 евклидово расстояние;
Наиболее  распространенная  функция  расстояния.  Представляет  собой
геометрическое расстояние в многомерном пространстве:
ρ (x , x ' )=√∑i
n
(x i−x i
' )2 ,   (2.2)
где  x i  – точки выборки в пространстве.
 квадрат евклидова расстояния;
Применяется  для  придания  большего  веса  более  отдаленным  друг  от
друга объектам. Это расстояние вычисляется следующим образом:
ρ (x , x ' )=∑
i
n
(x i− xi' )
2
, (2.3)
где  x i  – то же, что и в формуле (2.2).
 расстояние городских кварталов (манхэттенское расстояние);
Получило свое  название  в  честь  района  Манхэттен,  который образуют
улицы, расположенные в виде пересечения параллельных прямых под прямым
углом.  Это  расстояние  является  средним  разностей  по  координатам.  В
большинстве случаев эта мера расстояния приводит к таким же результатам, как
и  для  обычного  расстояния  Евклида.  Но  для  этой  меры влияние  отдельных
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больших разностей (выбросов) уменьшается (т.к. они не возводятся в квадрат).
Формула для расчета манхэттенского расстояния:
ρ (x , x ' )=∑
i
n
|xi−x i'| , (2.4)
где x i  – то же, что и в формуле (2.2).
 расстояние Чебышева.
Это расстояние может оказаться полезным, когда необходимо определить
два объекта в разные классы в зависимости от различий между ними по одному
наиболее значимому признаку. Расстояние Чебышева вычисляется по формуле:
ρ (x , x ' )=max ⁡(|x i−x i'|) , (2.5)
где x i  – то же, что и в формуле (2.2).
2.3.1 Методы кластеризации
Также немаловажным этапом является выбор алгоритма кластеризации,
по которому будет строиться группировкаданных.Алгоритм кластеризации —
это функция a: X → Y , которая любому объекту x ∈ X ставит в соответствие
метку кластера y  ∈ Y . Выбор алгоритма зависит от количества данных и от
того,  есть  ли  необходимость  работать  одновременно  с  несколькими  типами
данных.Некоторые  методы  кластерного  анализа  особенно  чувствительны  к
шумам  или  выбросам,  другие  -  менее.  В  результате  могут  быть  получены
неодинаковые результаты, это нормально и является особенностью работы того
или  иного  алгоритма.Это  необходимо  учитывать  при  выборе  алгоритма
кластеризации.  Существует  множество  алгоритмов,  которые  можно
классифицировать следующим образом:
1. Графовыеалгоритмы:
 алгоритм кратчайшего незамкнутого пути – строит граф из l−1 рёбер так, чтобы
они соединяли все l точек и обладали минимальной суммарной длиной;
 алгоритм выделения несвязных компонентов – задаётся параметр R,  в  графе
удаляются все рёбра (i, j), для которых  pij>R , идея алгоритма заключается в
нахождение  такого  значения  R  ∈ [min pij  ,  max  pij  ],  при  котором  граф
разделится на несколько связных компонент (кластеров);
2. Статистические алгоритмы:
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 метод  k-средних –  целью данного метода  является  разбиение  объектов  на  k
кластеров, при этом каждый объект относится к тому кластеру, к центру которого
он ближе всего;
 EM-алгоритм – состоит из  итерационного повторения двух шагов.На E-шаге
вычисляется  ожидаемое  значение  функции  правдоподобия,  на  M-шаге
вычисляется  оценка  максимального  правдоподобия,  затем  это  значение
используется для E-шага на следующей итерации;
3. Алгоритмы семейства FOREL:
Основан  на  идее  объединения  в  один  кластер  объектов  в  областях  их
наибольшего сгущения.
4. Иерархическая кластеризация: 
 single-link – на  каждом  шаге  объединяет  два  кластера  с  наименьшим
расстоянием между двумя любыми представителями;
 complete-link –  на  каждом  шаге  объединяет  два  кластера  с  наименьшим
расстоянием между наиболее удаленными представителями;
5. Алгоритмы на основе искусственного интеллекта:
 нейронная  сеть  Кохонена  –  класс  нейронных  сетей,  основным  элементом
которых является слой Кохонена;
6. Ансамбль кластеризаторов.
Графовые  алгоритмы  основываются  на  представлении  выборки  в  виде
графа.  Вершины  графа  –  объекты  выборки,  рёбра  –  расстояния  между
объектами pij  = p ( x i , x j  ).
Достоинствами графовых алгоритмов кластеризации являются:
1. наглядность;
2. относительная простота реализации;
3.  возможность  вносить  различные  усовершенствования,  опираясь  на
простые геометрические соображения.
Статистические  алгоритмы  основаны  напредположении,  что  кластеры
описываются  некоторым  семейством  вероятностных  распределений,  а  сама
задача кластеризации сводится кразделению смеси распределений по конечной
выборке.
Суть  иерархической  кластеризации  состоит  в  последовательном
объединениименьших кластеров в большие или разделение больших кластеров
на меньшие. То естьизначально каждый объект является отдельным кластером,
а затем объекты, схожие по каким-либо признакам, объединяются в кластеры до
тех пор, пока все объекты не объединятся в один. Либо изначально все объекты
относятся к одному кластеру, который затем разбивается на меньшие кластеры,
в результате чего образуется последовательность разделяющихся подмножеств.
Результатом  работы  иерархических  алгоритмов  является  дендрограмма,
позволяющая разбить исходное множество объектов на любое число кластеров.
Дендрограммапредставляет  собой  дерево,  то  есть  граф  без  циклов,
построенный по матрице мер близости.  Дендрограмма позволяет  отображать
взаимосвязи  между  объектами  из  заданного  множества.  Для  её  создания
14
требуется  матрица  сходства  (или  различия),  которая  определяет  степень
сходства между парами объектов.
Одними из недостатков иерархических методов кластеризации являются
ограниченный объем данных (при большом объеме набора данных используют
методы,  основанные  наразбиении  совокупности  данных,  объединенных  на
начальном  этапе  в  один  кластер),  выбор  метрики.  Преимуществом  этим
методовявляется  их  наглядность,  то  есть  возможность  подробного
визуальногопредставления о структуре данных.
Подход  на  основе  искусственного  интеллектабазируется  на
использовании нейронных сетей или генетических алгоритмов.
2.3.1.1Алгоритм  кластеризации  FOREL.  Модификации.
Преимущества и недостатки
2.3.1.1.1 Алгоритм кластеризации FOREL
1. Нормировка признаков;
Если  переменныепредставлены  в  разных  единицах  измерения,  то
необходима  предварительная  их  нормировка,  чтобы  устранить  данную
неоднородность. То есть преобразование исходных данных, которое переводит
их  в  безразмерные  величины.  Нормировка  сильно  искажает  геометрию
исходного пространства, что может изменить результаты кластеризации.
2. Строим окружность минимального радиуса R0 , которая охватывает все точки
выборки;
3. Уменьшаем радиус на 0,9 R0 и помещаем центр сферы в любую из внутренних
точек;
4. Помечаем точки, находящиеся на расстоянии меньше радиуса, и вычисляем их
центр тяжести; 
Вычисление  центра  тяжести  для  совокупности  многомерных  точек  –
нахождение  среднего  для  меры  близости,  равной  квадрату  евклидова
расстояния.
5. Перемещаем центр сферы в найденный центр тяжести;
6. Повторяем шаги 2-4.
Таким образом,  на каждом шаге сдвигаем сферу в  сторону локального
сгущения  объектов,  т.е.  охватываем  как  можно  больше  объектов  выборки
сферой фиксированного радиуса.
2.3.1.1.2 Алгоритм кластеризации FOREL-2
Является модификацией описанного базового алгоритма и применяется в
тех случаях, когда необходимо получить заданное количество кластеров. Радиус
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сферы  по  мере  надобности  увеличивается  или  уменьшается  на  величину  R,
которая на каждом последующем шаге с каждым разом становится все меньше.
Этот  метод  последовательных  приближений  позволяет  быстро  подойти  к
заданному числу кластеров при минимально возможном радиусе сфер. 
Преимуществами данного алгоритма являются:
 точность минимизации функционала качества (при удачном подборе параметра
R);
 наглядность визуализации кластеризации;
 возможность  операций над центрами кластеров — они известны в  процессе
работы алгоритма;
 возможность  варьирования  количества  необходимых  кластеров,  то  есть
получение  кластеров  различной  степени  детальности,  путем  изменения
параметра R;
Недостатки:
 неустойчивость  к  выбросам  (значения  выборке,  резко  отличающиеся  от
остальных);
 неустойчивость алгоритма при плохой разделимости выборки;
 зависимость результата от выбора начальной точки.
2.3.1.2Алгоритм  кластеризации  K-MEANS.  Модификации.
Преимущества и недостатки
Алгоритм  K-MEANSбыл  открыт  несколькими  исследователями
различных дисциплин, в первую очередь Ллойдом (1957, 1982), Форджи (1965),
Фридманом  и  Рубином  (1967),  и   МакКуином  (1967).   Является  простым
повторяющимся алгоритмом кластеризации, который разделяет определенный
набор  данных  на  заданное  пользователем  число  кластеров  k.Основной  тип
задач,  которые  решает  алгоритм  k-средних,  -  наличие  предположений
относительно числа кластеров, при этом они должны быть различны настолько,
насколько это возможно.  Выбор числа k  может  основываться  на  результатах
предшествующих исследований или теоретических соображениях.
Общая  идея  алгоритма:  заданное  фиксированное  число  k  кластеров
наблюдения сопоставляются кластерам так, что средние в кластере (для всех
переменных) максимально возможно отличаются друг от друга.
Последовательность алгоритма:
1. Выбор k-произвольных исходных центров;
Выбор начальных центров может осуществляться следующим образом:
 выбор k-наблюдений для максимизации начального расстояния;
 случайный выбор k-наблюдений;
 выбор первых k-наблюдений.
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В результате  все  объекты разбиваются на  k  групп,  наиболее близких к
одному из центров. Близость определяется расстоянием(например,  евклидово
расстояние). 
2. Вычисление новых центров кластеров;
Центры можно вычислить  как  средние значения  переменных объектов,
отнесенных к сформированным группам. Далее происходит перераспределение
объектов.Каждый представитель кластера перемещается к центру (т. е. среднее
арифметическое) всех точек данных, присвоенных ему.
Процесс  вычисления  центров  и  перераспределения  объектов
продолжается до тех пор, пока не выполнено одно из условий:
 кластерные  центры  стабилизировались,  т.е.  центры  кластеры  перестали
меняться;
 число итераций равно максимальному числу итераций.
К достоинствам данного алгоритма можно отнести:
 простота использования; 
 быстрота использования; 
 понятность и прозрачность алгоритма.
Недостатки: 
 чувствительность к выбросам, которые могут искажать среднее;
 медленная работа на больших базах данных; 
 необходимость задавать количество кластеров.
2.3.1.3 Нейронная сеть Кохонена
Сети (слои)Кохонена относят к самоорганизующимся нейронным сетям.
Самоорганизующаяся  сеть  позволяет  выявлять  кластеры  входных  векторов,
обладающих некоторыми общими свойствами. 
СетьКохонена  –  это  однослойная  сеть,  построенная  из  нейронов  типа
«WinnerTakesAll» («Победитель получает все»).
Структура нейронной сети Кохонена представлена на рисунке 1. Каждый
нейрон  сети  соединен  со  всеми  компонентами  m-мерного  входного  вектора
x i=(x i1 , x i2,…, xℑ) .  Входной  вектор  –  это  описание  каждого  из  объектов.
Количество  нейронов  совпадает  с  количеством  кластеров,  которая  должна
выделить  сеть.  В  качестве  нейронов  сети  Кохонена  применяются  линейные
взвешенные сумматоры:
s j=b j+∑
i=1
m
ωij xi , (2.6)
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где  j– номер нейрона,  i – номер входа,  s j  – выход адаптивного сумматора,
ωij  – вес i-го входа j-го нейрона, b j  – порог. 
Каждый j-й нейрон описывается вектором весов ω j=(ω1 j ,ω2 j ,…,ωmj) , где
m – число компонентов входных векторов (то есть количество характеристик,
описывающих объекты). С выходов адаптивных сумматоров сигнал поступает
на функцию конкуренции, работающую по правилу «победитель получает все».
Функция  конкуренции  среди  выходных  сигналов  находит  выход  с
максимальным значением. 
Рисунок 1 – Структура сети Кохонена
Последовательность алгоритма:
1. Инициировать матрицу весов случайными числами
ω j=(ω1 j ⋯ ωmj⋮ ⋱ ⋮ωmj ⋯ ωmj) , (2.7)
где  ω j  – то же, что и в формуле (2.6).
2. Выбрать первый необработанный элемент x0 выборки;
3. Для  каждого  выхода  j вычислить  расстояние  между  его  вектором  весов  и
входным вектором x :d j=ρ (ω j , x ) ;
4. Найти номер выходного элемента с минимальным расстоянием d j ;
5. Произвести для нейрона-победителя и его соседей коррекцию весов: 
ω j (t+1 )=ωij (t )+n (t ) (x i−ωij) , (2.8)
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где  ω j  – то же, что и в формуле (2.6).
6. Повторять шаги 2-5, пока выход сети не стабилизируется.
Обучение сети Кохонена.
В  сетях  Кохонена  используется  обучение  без  учителя.  Для  обучения
сетиприменяются механизмы конкуренции.  При подаче на  вход сети вектора
xпобеждает  тот  нейрон,  вектор  весов  которого  в  наименьшей  степени
отличаются от входного вектора. 
Корректировка весов "выигравшего" нейрона по правилу Кохонена:
ω j (t+1 )=ωij (t )+h (t )n (t ) (x i−ωij) , (2.9)
где  ω j  –  то  же,  что  и  в  формуле  (2.6),  x i  –  входной  вектор,  n (t )  –
коэффициент скорости обучения  i-го нейрона в  k-ом цикле обучения,  h ( t )  –
функция Гаусса:
h (t )=e
−d2
2 β , (2.10)
где  d– расстояние между нейроном-победителем и входным вектором,  β  –
коэффициент.
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3 Реализация и исследование алгоритмов кластеризации
Рассматриваемые алгоритмы кластеризации были реализованы на языке
программирования  C#  с  помощью  интерфейса  программирования
приложенийWindowsFormв среде разработке MicrosoftVisualStudio 2013.
Интерфейс  программы  для  алгоритма  FORELпредставлен  на  рисунках
3,4,5,6.Пользователь  задает  коэффициент  уменьшения  радиуса  R,  а  также
различные  параметры  для  построения  гистограммы  и  графика  зависимости
количества  кластеров  от  коэффициента  R,  т.е.  коэффициент  точности,
количество  столбцов  гистограммы,  по  каким  срезам  строить  гистограмму  и
график  отображения  кластеров.  По  нажатию  на  кнопку  «Run»,  программа
распределяет  объекты по кластерам и отображает полученные результаты на
графике. Разные цвета соответствуют разным кластерам.
Рисунок 2 - Интерфейс программы для алгоритма FOREL
На  вкладке  «Гистограмма»  строится  гистограмма  распределения  по
выбранным срезам.
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Рисунок 3 - Интерфейс программы для алгоритма FOREL
На вкладке «Данные» отображена информация о полученных кластерах, а
именно количество точек, попавших в каждый кластер, и координаты центров
кластеров.
Рисунок 4 - Интерфейс программы для алгоритма FOREL
На вкладке «Графики» отображена зависимость количества кластеров от
коэффициента R при заданной точности.
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Рисунок 5 - Интерфейс программы для алгоритма FOREL
Интерфейс  программы  для  алгоритма  кластеризации  K-
MEANSпредставлен  на  рисунках  7  и  8.  Пользователь  задает  количество
кластеров, на которое необходимо разбить выборку, выбирает по каким срезам
строить график и гистограмму, количество столбцов. При нажатии на кнопку
«Run»программа распределяет объекты по кластерам и отображает результаты
на графике.
Рисунок 6 - Интерфейс программы для алгоритма K-MEANS
22
При нажатии на кнопку «Histogram»строится гистограмма распределения
для выбранного среза.
Рисунок 7 - Интерфейс программы для алгоритма K-MEANS
Интерфейс программы для алгоритма на основе нейронной сети Кохонена
представлен на рисунках 9,10 и 11. Пользователь задает количество кластеров k,
норму, β , а также для построения различных графиков – срезы и количество
столбцов. При нажатии на кнопку «Run» программа распределяет объекты по
кластерам и выводит результаты в таблицу и на графиках.
На  вкладке  «Кластеры»  отображена  информация  по  каждому  из
кластеров, а именно количество точек, попавших в кластер.
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Рисунок 8 - Интерфейс программы для алгоритма на основе нейронной сети Кохонена
При нажатии на кнопку «Histogram» на вкладке «Гистограмма» строится
гистограмма распределения по выбранному параметру.
Рисунок 9 - Интерфейс программы для алгоритма на основе нейронной сети Кохонена
На вкладке «Кластеры» отображены результаты кластеризации данных в
виде графика по выбранным срезам.
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Рисунок 10 - Интерфейс программы для алгоритма на основе нейронной сети Кохонена
3.1 Входные данные
3.1.1Модельные данные
В качестве модельных данных были сгенерированы различные выборки,
описывающиеся двумя характеристиками.
Случай 1. Данные с явно выраженными кластерами – 53 точки, 3 кластера
(Рисунок 12). 
Рисунок 11 - Данные с явно выраженными кластерами
Случай 2. Данные, содержащие выбросы – 55 точек, 3 кластера (Рисунок
13).
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Рисунок 12 - Данные, содержащие выбросы
Случай 3. Данные, содержащие перешейки между кластерами – 70 точек,
4 кластера (Рисунок 14).
Рисунок 13 - Данные с неявно выраженными кластерами
3.1.2 Ирисы Фишера
Ирисы Фишера представляют собой данные о 150 экземплярах ириса, по
50 экземпляров из  трёх  видов –  ирис щетинистый,  ирис виргинский и  ирис
разноцветный. Для каждого экземпляра измерялись четыре характеристики:
 длина чашелистика;
 ширина чашелистика;
 длина лепестка;
 ширина лепестка.
Также  известно,  что  один  из  классов,  а  именно  ирис  щетинистый,
линейно разделим от двух остальных (Рисунок 15).
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Рисунок 14 - Ирисы Фишера
3.2 Результаты исследований
3.2.1 Алгоритм FOREL
Так  как  результат  работы  алгоритма  сильно  зависит  от  входных
параметров,   а  именно  от  коэффициента  уменьшения  радиуса  R и  выбора
начальной случайной точки x0 ,  рассмотрим результаты данного метода при
различных параметрах.
3.2.1.1 Модельные данные
3.2.1.1.1 Данные с явно выраженными кластерами
При  R=0,8  и  случайно выбранной начальной точке x0 с  координатами
(0,15; 0,25) алгоритм выявил 3 кластера, однако составы точек каждого из них
далеко не соответствуют истине (Рисунок 18).
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Рисунок 15 - Результат работы алгоритма FOREL на данных с явно выраженными
кластерамипри R=0,8 и x0  = (0,15; 0,25)
При том же коэффициенте уменьшения радиуса и  x0  =  (0,3;0,9),  как
видно из графика на рисунке 19, алгоритм определил всего 2 кластера.
Рисунок 16 - Результат работы алгоритма FOREL на данных с явно выраженными
кластерамипри R=0,8 и x0 = (0,3;0,9)
В случаеуменьшенияRдо 0,7 и  x0  = (0,7;0,5) было найдено 4 кластера
(Рисунок 20). 
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Рисунок 17 - Результат работы алгоритма FOREL на данных с явно выраженными
кластерамипри R=0,7 и x0  = (0,7;0,5)
При  том  же  коэффициенте  R и  x0  =  (0,35;0,8) алгоритм  объединил
почти все точки выборки в один кластер за исключением одной точки, которую
вынес в качестве отдельного кластера (Рисунок 21).
Рисунок 18 - Результат работы алгоритма FOREL на данных с явновыраженными кластерами
при R=0,7 и x0  = (0,35;0,8)
Результаты работы алгоритма значительно ухудшились при увеличении
коэффициента  уменьшения  радиуса  Rдо  0,9,  в  независимости  от  выбранной
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начальной  случайной  точки  x0 ,  алгоритм  всегда  находит  один  кластер
(Рисунок 22).
Рисунок 19 - Результат работы алгоритма FOREL на данных с явно выраженными кластерами
при R=0,7 и x0  = (0,2;0,15) и x0  = (0,35;0,8)
3.2.1.1.2 Данные, содержащие выбросы
Рассмотрим результаты работы алгоритма в случае содержания в выборке
выбросов.
При  R=0,8 и  x0  = (0,75;0,5) было выявлено 3 кластера, состав точек,
которых почти соответствует истине, однако выбросы были также отнесены к
ним, либо определены в отдельный кластер (Рисунок 23).
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Рисунок 20 - Результат работы алгоритма FOREL на данных, содержащих выбросы, при
R=0,8и x0  = (0,75;0,5)  
Похожие  результаты  были  выявлены  при  x0  =  (0,2;0,25)  и  том  же
коэффициенте R (Рисунок 24).
Рисунок 21 - Результат работы алгоритма FOREL на данных, содержащих выбросы, при
R=0,8 и x0  = (0,2;0,25)
В  случае  уменьшениякоэффициента  R до  0,7  и  x0  =  (0,85;0,6)
алгоритмомбыло определено 13 кластеров.
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Рисунок 22 -Результат работы алгоритма FOREL на данных, содержащих выбросы, при R=0,7
и x0  = (0,85;0,6)
При том же значении параметра R =0,7 и случайно выбранной точки под
номером 25 с координатами (0,65;0,55) алгоритм сначала объединил три точки в
один кластер, затем все оставшиеся точки выборки отнес в отдельный кластер
(Рисунок 26).
Рисунок 23-Результат работы алгоритма FOREL на данных, содержащих выбросы, при R=0,7
и x0  = (0,65;0,55)
Аналогично,  как  и  на  данных с  явно  выраженными кластерами,  после
увеличения коэффициента уменьшения Rдо 0,9, алгоритм определил все точки
выборки в один кластер и при разных значениях начальной точки (Рисунок 27).
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Рисунок 24 - Результат работы алгоритма FOREL на данных, содержащих выбросы, при
R=0,9 и x0  = (0,25;0,25) и x0  = (0,3;0,85)
3.2.1.1.3 Данные с неявно выраженными кластерами
При  рассмотрении  данных  с  неявно  выраженными  кластерами
алгоритмом также были получены удовлетворительные результаты.
Результаты работы алгоритма при коэффициенте уменьшения радиуса R =
0,8 и  x0  =  (0,55;0,45)  представлены на рисунке 28.  Алгоритм определил 8
кластеров,  3  из  которых были выявлены правильно,  однако в состав данных
кластеров были отнесены и точки, находящиеся между кластерами.
Рисунок 25  - Результат работы алгоритма FOREL на данных с неявно выраженными
кластерами при R=0,8 и x0  = (0,55;0,45)
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Как видно из графика на рисунке 29 результаты алгоритма значительно
отличаются  при  изменении  начальной  точки  x0  =  (0,35;0,1)  и  том  же
параметре R. Алгоритм определил 2 группы, объединив 5 точек в один кластер
и все оставшиеся точки выборки в другой кластер.
Рисунок 26 - Результат работы алгоритма FOREL на данных с неявно выраженными
кластерами при R=0,8 и x0  = (0,35;0,1)
Похожие результаты были получены при уменьшении коэффициента Rдо
0,7, значении случайной начальной точки x0  = (0,3;0,25) и x0  = (0,25;0,95)
(Рисунок 30 и 31). 
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Рисунок 27 - Результат работы алгоритма FOREL на данных с неявно выраженными
кластерами при R=0,7и x0 = (0,3;0,25)
Рисунок 28 - Результат работы алгоритма FOREL на данных с неявно выраженными
кластерами при R=0,7и x0  = (0,25;0,95)
При увеличенном коэффициенте уменьшения радиуса  Rдо 0,9 и  x0  =
(0,45;0,55)алгоритм  определил  все  4  истинные  кластеры  и  4  точки  отнес  в
отдельный 5 кластер. Перешейки между кластерами определил к группам точек,
находящиеся к ним ближе всего (Рисунок 32).
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Рисунок 29 - Результат работы алгоритма FOREL на данных с неявно выраженными
кластерами при R=0,9 и x0  = (0,45;0,55)
При том же параметре  R и  x0  = (0,45;0,55) были получены наиболее
адекватные  результаты,  алгоритм  выявил  4  кластера,  состав  точек  которых
близки к истине, также к данным группам алгоритм отнес и перешейки между
кластерами (Рисунок 33). 
Рисунок 30 - Результат работы алгоритма FOREL на данных с неявно выраженными
кластерами при R=0,9 и x0  = (0,5;0,4)
3.2.1.2 Ирисы Фишера
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На  графиках,  представленных  ниже,  отображены  результаты
кластеризации ирисов Фишера. 
При параметре R = 0,8 и начальной точке x0 = (5,7; 2,8; 4,1; 1,3)алгоритм
определил 4 кластера и выявил линейно-разделимый кластер.
Рисунок 31 - Результат работы алгоритма FORELна данных об ирисах Фишера при R=0,8 и
x0  = (5,7; 2,8; 4,1;1,3)
При том же параметре  R и  начальной точке  x0 = (6,4;   2,9;  4,3;  1,3)
алгоритм так же выявил 4 кластера, определил линейно-разделимый кластер,
однако  группы,  разделенные  между  собой  нелинейно,  распределил  по  трем
кластерам.
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Рисунок 32 - Результат работы алгоритма FORELна данных об ирисах Фишера при R=0,8 и
x0 = (6,4;  2,9; 4,3; 1,3)
После уменьшения коэффициента  Rбыло определено  три кластера,  так
же,  как  и  в  первом случае,  алгоритм  выявил  линейно-отделимый кластер,  в
состав который определилвсе  50 точек,  соответствующих истинному составу
данного кластера, во второй кластер отнес всего 3 точки и все оставшиеся точки
выборки были определены в третий кластер (Рисунок 36).
Рисунок 33 -Результат работы алгоритма FORELна данных об ирисах Фишера при R=0,7 и
x0  = (5,8; 2,7; 5,1; 1,9)
Однако,  при  том  же  коэффициенте  R,  но  другой  начальной  точке,  а
именно  x0 = (5,9;  3;  4,2;  1,5),  как  видно из  графика на  рисунке 37,  были
38
получены  результаты,  значительно  отличающиеся  от  результатов,
представленных  выше.  Все  точки  выборки  алгоритм  определил  по  десяти
кластерам,  в линейно-отделимый кластер отнес 45 точек из 50.
Рисунок 34- Результат работы алгоритма FORELна данных об ирисах Фишера при R=0,7 и
x0  = (5,9; 3; 4,2; 1,5)
Наихудший результат кластеризации алгоритм показал после увеличения
коэффициента уменьшения радиуса Rдо 0,9. При x0 = (6,7; 3,1; 4,4; 1,4)почти
все  точки  выборки  были  отнесены  в  один  кластер,  лишь  2  точки  были
определены в другой кластер (Рисунок 38).
Рисунок 35 - Результат работы алгоритма FORELна данных об ирисах Фишера при R=0,9 и
x0  = (6,7; 3,1; 4,4;1,4)
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Похожие результаты были получены и при начальной точке  x0 =  (4,4;
3,2; 1,3; 0,2), алгоритм определил один кластер.
Рисунок 36 - Результат работы алгоритма FOREL на данных об ирисах Фишера при R=0,9 и
x0  = (4,4; 3,2; 1,3; 0,2)
Таблица 2 – Результаты кластеризации алгоритма FOREL
Алгоритм Данные Объемвыборки
Истинное
кол-во
кластеров
Найденное кол-
во кластеров
Ошибка
кластеризации,
%
R1 R2 R3 R1 R2 R3
Forel
Явные 53 3 2 3 1 64 41 66
С выбросами 55 13 13 8 1 22 16 0
С перешейками 70 4 13 8 4 35 32 14
Ирисы 150 3 3 4 2 33 31 65
Исходя из таблицы, можно сделать вывод о том, что алгоритм неустойчив
к  выбросам  и  перешейкам  между  кластерами.Также  удовлетворительно
работает  с  большим  объемом данных.  Наиболее  лучшие  результаты  работы
алгоритма FORELдостигаются на выборках, представленных в виде локальных
сгустков, а также на данных, для которых выполняется гипотеза компактности,
то есть когда границы между кластерами имеют достаточно простую форму.
Также если необходимо получить большие кластеры, то  R следует увеличить,
если же нужно описать структуру самих кластеров, то R следует уменьшить и
кластеризовать «мелкие» кластеры.
Основным  же  недостатком  данного  алгоритма  является  зависимость
результата от выбора начальной точки.
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3.2.2 Алгоритм K-MEANS
Входным  параметром  алгоритма  является  число  k –  количество
центроидов, вокруг которых формируются кластеры. Для выбора оптимального
значения  kбыли построены гистограммы распределения,  с  помощью которой
можно определить количество значений из множества данных, повторяющиеся
с  наибольшей  частотой.  Результат  работы  алгоритма  также  зависит  от
расположения центроидов, которые задаются изначально случайным образом.
3.2.2.1 Модельные данные
3.2.2.1.1 Данные с явно выраженными кластерами
В большинстве случаев при k=3, как видно из графика, представленного
на рисунке 46, алгоритм точно определяет все три кластера.
Рисунок 37 - Результат работы алгоритма K-MEANS на данных с явно выраженными
кластерами при k=3
3.2.2.1.2 Данные, содержащие выбросы
При  рассмотрении  данных,  содержащих  выбросы,  в  зависимости  от
постановки задачи можно разобрать два случая, первый – выбросы относятся к
кластерам, второй – каждый выброс является отдельным кластером.
На  рисунке  47  представлен  результат  работы  алгоритма  при  k=3  и
начальных  координатах  центроидов x0=(0,49 ;0,74 ) , x1=(0,16 ;0,99 ) , x2= (0,34 ;0,29 ) .
Алгоритмом было выявлено 3 явных кластера, в состав точек,  которых были
отнесены и выбросы.
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Рисунок 38- Результат работы алгоритма K-MEANS на данных, содержащих выбросы, при
k=3 и  x0=(0,49 ;0,74 ) , x1=(0,16 ;0,99 ) , x2= (0,34 ;0,29 )
При  том  же  параметре  k =  3,  но  при  других  значениях  координат
центроидов x0=(0,42 ;0,23 ) , x1=(0,38 ;0,87 ) , x2=(0,06, 0,65 ) алгоритм также определил
3 кластера, однако точки, входящие в состав двух кластеров, объединил в одну
группу (Рисунок 48).
Рисунок 39 - Результат работы алгоритма K-MEANS на данных, содержащих выбросы, при
k=3и x0=(0,42 ;0,23 ) , x1=(0,38 ;0,87 ) , x2=(0,06, 0,65 )
Во  втором  случае,  когда  выбросы  являются  самостоятельными
кластерами, т.е. при k = 13 и координатах центроидов:
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x0  = (0,41; 0,09), x1  = (0,51; 0,35),
x2 = (0,29, 0,68), x3  = (0,58; 0,25),
x4 = (0,43; 0,87), x5 = (0,21; 0,1),
x6 = (0,13; 0,43), x7 = (0,5; 0,06),
x8 = (0,26; 072), x9 = (0,08; 0,32),
x10 = (0,39; 0,55), x11 = (0,18; 0,21),
x12 =(0,45; 0,45).
Алгоритмом было выявлено 10 кластеров,  в  оставшиеся  3  кластера не
попала ни одна точка выборки (Рисунок 49).
Рисунок 40 - Результат работы алгоритма K-MEANS на данных, содержащих выбросы, при
k=13
При том же значении k = 3, но при других значениях координат центров
кластеров:
x0  = (0,71; 0,5), x1  =(0,4; 0,38),
x2 =(0,56; 0,85), x3  = (0,3; 0,98),
x4 =(0,04; 0,6), x5 =(0,51; 0,74),
x6 =(0,66; 0,83), x7 =(0,63; 0,82),
x8 =(0,07; 0,63), x9 =(0,53; 0,06),
x10 =(0,86; 0,91), x11 =(0,79; 0,36),
x12 =(0,97; 0,66).
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Все  точки  выборки  алгоритм  распределил  по  9  кластерам,  4  кластера
остались пустыми.  Выбросы,  как и в предыдущем случае,  алгоритмом были
объединены в один кластер, либо отнесены к трем явным кластерам.
Рисунок 41 - Результат работы алгоритма K-MEANS на данных, содержащих выбросы, при
k=13
3.2.2.1.3 Данные с неявно выраженными кластерами
При рассмотрении данных с плохой разделимостью, алгоритм выявил все
4 кластера при  k = 4 и  x0=(0,42 ;0,23 ) , x1=(0,38 ;0,87 ) , x2=(0,06, 0,65 ) ,  перешейки
между группами точек определил в близлежащие кластеры (Рисунок 51). 
Рисунок 42 - Результат работы алгоритма K-MEANS на данных с неявно выраженными
кластерами при k=4 и x0=(0,42 ;0,23 ) , x1=(0,38 ;0,87 ) , x2=(0,06, 0,65 )
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При  том  же  параметре  k =  4,  но  при  других  значениях  начальных
центроидов,  а  именно  x0=(0,64 ;0,85 ) , x1=(0,87 ;0,69 ) , x2= (0,22;0,94 ) ,
x3=(0,69 ;0,75 ) ,алгоритмом  были  получены  аналогичные  результаты,  также
было выявлено 4 кластера (Рисунок 52).
Рисунок 43 - Результат работы алгоритма K-MEANS на данных с неявно выраженными
кластерами при k=4 и x0=(0,64 ;0,85 ) , x1=(0,87 ;0,69 ) , x2= (0,22;0,94 ) , x3=(0,69 ;0,75 )
3.2.2.2 Ирисы Фишера
На  данных  об  ирисах  алгоритм  также  выявляет  линейно-разделимый
кластер,  однако  результаты  кластеризации  также  сильно  зависят  от  выбора
начальных центров, как видно на графике 2, при k = 3 и x0 =(0,41; 0,58; 0,76;
0,73),  x1 =(0,38;  0,67;  0,59;  0,09), x2 =  (0,16;  0,37;  0,54;  0,32),  алгоритм
определил 2 кластера, в 3 кластер не попала ни одна точка.
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Рисунок 44 - Результат работы алгоритма K-MEANS на данных об ирисах при k=3 и x0 =
(0,41; 0,58; 0,76; 0,73), x1  = (0,38; 0,67; 0,59; 0,09), x2 = (0,16; 0,37; 0,54; 0,32).
При том же значении  k = 3, но других значений центроидов x0 =(0,76;
0,79;  0,8;  0,25),  x1 =(0,03;  0,22;  0,26;  0,58),  x2 =  (0,57;  0,22;  0,57;  0,58)
алгоритм объединил все точки выборки в один кластер (Рисунок 52).
Рисунок 45 - Результат работы алгоритма K-MEANS на данных об ирисах при k=3 и x0 =
(0,76; 0,79; 0,8; 0,25), x1 = (0,03; 0,22; 0,26; 0,58), x2 = (0,57; 0,22; 0,57; 0,58)
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3.2.2.3 Данные испытаний ЭРИ
При  рассмотрении  данных  электрорадиоизделий  были  получены
аналогичные результаты, как и у первого рассмотренного алгоритма. При k = 2,
алгоритм определил один кластер.
Рисунок 46 - Результат работы алгоритма K-MEANS на данных испытаний ЭРИ при k=3
(Тесты №35 и №82)
Выводы
В таблице №3 представлены сводные результаты работы алгоритма  K-
MEANS. 
Таблица 3 – Результаты работы алгоритма кластеризацииK-MEANS
Алгоритм Данные Объемвыборки
Истинное
кол-во
кластеров
Найденное
кол-во
кластеров
Ошибка
кластеризации,%
K-MEANS
Явные 53 3 3 0
С выбросами 55 13 9 35
С перешейками 70 4 4 0
Ирисы 150 3 2 33
Данный  алгоритм  показал  более  точные  результаты  кластеризации  в
сравнении  с  предыдущим.  По  представленным  результатам  можно  сделать
вывод  о  том,  что  алгоритм  хорошо  работает  с  данными,  содержащие  явно
выраженные  кластеры  и  перешейки  между  кластерами.  Так  же  неплохие
результаты были получены на данных с выбросами и об ирисах Фишера. Но
при  исследовании  работы  алгоритма  на  реальных  данных,  были  получены
удовлетворительные результаты.  Также в ходе анализа работы кластеризации
был выявлен ряд недостатков, значительно влияющие на результат:
 необходимость задания количества кластеров:
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не  имея  априорной  информации  о  данных,  невозможно  определить  на
какое  количество  кластеров  следует  разбить  выборку.  Для  решения  данной
проблемы были построены гистограммы распределения,  с  помощью которой
можно  определить  количество  значений  выборки  наиболее  часто
встречающихся;
 случайный выбор начальныхцентроидов:
координаты начальныхцентроидов устанавливаются случайным образом,
следовательно, результаты кластеризации могут значительно изменятся;
 появление «пустых» кластеров:
при запуске алгоритма с большим значением k или при работе с данными,
находящимися  в  большом  размером  пространстве,  возможны  такие  случаи,
когда  к  одному  из  кластеров  не  присваивается  ни  одна  точка  выборки,  в
результате образуя пустой кластер.
3.2.3 Нейронные сети Кохонена
Входными  параметрами  данного  алгоритма  является  количество
кластеровk,  на  которое  необходимо  разбить  выборку,  норма  обученияN,  а
такжекоэффициент β . Рассмотрим  результаты  работы  кластеризации  при
различных данных параметров.
3.2.3.1 Модельные данные
3.2.3.1.1 Данные с явно выраженными кластерами
Приk = 3, N = 0,3 и β  = 0,01 алгоритм определил все 3 кластера.
Рисунок 47 - Результат работы алгоритма Нейронная сеть Кохонена на данных с явно
выраженными кластерами при k=3, N = 0,3, β  = 0,01
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При том же параметре k = 3, β = 0,01 и уменьшенной норме N = 0,2были
получены аналогичные результаты, также было выявлено 3 кластера, однако 8
точек выборки попали не в свой кластер (Рисунок 57).
Рисунок 48 - Результат работы алгоритма Нейронная сеть Кохонена на данных с явно
выраженными кластерами при k=3, N = 0,2, β  = 0,01
В случае увеличения значения нормы  Nдо 0,4,  k = 3,  β  = 0,01 были
получены похожие результаты, алгоритм определил 3 кластера, 9 точек выборки
были отнесены не в свой кластер (Рисунок 58).
Рисунок 49 - Результат работы алгоритма Нейронная сеть Кохонена на данных с явно
выраженными кластерами при k=3, N = 0,4, β  = 0,01
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После увеличения параметра β  до 0,1 и k = 3, N = 0,3 алгоритм выявил
всего 2 кластера, в 3 кластер не попала ни одна точка (Рисунок 59).
Рисунок 50 - Результат работы алгоритма Нейронная сеть Кохонена на данных с явно
выраженными кластерами при k=3, N = 0,3, β = 0,1
В случае, когда β  = 0,2,  k = 3 и N = 0,3 были получены аналогичные
результаты.
Рисунок 51 - Результат работы алгоритма Нейронная сеть Кохонена на данных с явно
выраженными кластерами при k=3, N = 0,3, β  = 0,2
3.2.3.1.2 Данные, содержащие выбросы
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На  графике,  представленном  на  рисунке  61,  отображены  результаты
кластеризации при k = 3,  N = 0,3,  β  = 0,01. 
Рисунок 52 - Результат работы алгоритма Нейронная сеть Кохонена на данных, содержащих
выбросы, при k=3, N = 0,3, β  = 0,01
В случае рассмотрения выбросов в качестве самостоятельных кластеров,
т.е.  k = 13,  N = 0,3,   β  =  0,01,  алгоритмом было выявлено 13 кластеров,
выбросы  были  определены  в  отдельные  кластеры,  либо  отнесены  к
близлежащим группам точек.
Рисунок 53 - Результат работы алгоритма Нейронная сеть Кохонена на данных, содержащих
выбросы, при k=13, N = 0,3, β  = 0,01
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При уменьшении нормы  Nдо 0,2  и  k =  13,  β = 0,01 были получены
похожие результаты. Алгоритм определил 12 кластеров, состав точек которых
далеко не соответствует истине, в оставшийся один кластер не попала ни одна
точка. (Рисунок 63).
Рисунок 54 - Результат работы алгоритма Нейронная сеть Кохонена на данных, содержащих
выбросы, при k=13, N = 0,2, β  = 0,01
После увеличения нормы  N до 0,4 при тех же значениях  k =13,  β=¿
0,01  результаты  работы  алгоритма  не  улучшились.  Алгоритм  выявил  12
кластеров (Рисунок 64).
Рисунок 55 - Результат работы алгоритма Нейронная сеть Кохонена на данных, содержащих
выбросы, при k=13, N = 0,4, β  = 0,01
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В случае увеличения параметра β  до 0,1 при k = 13, N = 0,3алгоритмом
было выявлено 13 кластеров. Также был определен 1 явный кластер, в состав
точек, которых вошли и выбросы (Рисунок 65).
Рисунок 56 - Результат работы алгоритма Нейронная сеть Кохонена на данных, содержащих
выбросы, при k=13, N = 0,3, β  = 0,1
При  β  =  0,2,  k =  13,  N =  0,01  алгоритм определил  9  кластеров,  4
кластера остались пустыми.
Рисунок 57 - Результат работы алгоритма Нейронная сеть Кохонена на данных, содержащих
выбросы, при k=13, N = 0,2,  β  = 0,01
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3.2.3.1.3 Данные с неявно выраженными кластерами
Результаты  кластеризации  данных,  содержащих  перешейки  между
кластерами,  при  k =  4,  N =  0,3  и  β =  0,01,  представлены на  рисунке 67.
Алгоритм определил 4 кластера, составы точек почти соответствуют истине.
Рисунок 58 - Результат работы алгоритма Нейронная сеть Кохонена на данных с неявно
выраженными кластерами при k=4, N = 0,3,  β  = 0,01
В случае уменьшения нормы Nдо 0,2 при тех же параметрах k = 4и β  =
0,01были получены похожие результаты, алгоритм также определил 4 кластера.
Рисунок 59 - Результат работы алгоритма Нейронная сеть Кохонена на данных с неявно
выраженными кластерами при k=4, N = 0,2, β  = 0,01
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После  увеличения  нормы  Nдо  0,4  при  k =4  и  β  =  0,01  результаты
кластеризации значительно ухудшились, алгоритм также определил 4 кластера,
но точки, соответствующие двум разным кластерам, были объединены в один
(Рисунок 69).
Рисунок 60 - Результат работы алгоритма Нейронная сеть Кохонена на данных с неявно
выраженными кластерами при k=4, N = 0,4,  β  = 0,01
В случае увеличения параметра β  до 0,1 были получены аналогичные
результаты.
Рисунок 61 - Результат работы алгоритма Нейронная сеть Кохонена на данных с неявно
выраженными кластерами при k=4, N = 0,3,  β = 0,1
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При  еще  большем  увеличении  параметра  β  до  0,2  были  получены
наихудшие  результаты  работы  кластеризации.  Алгоритм  определил  всего  2
кластера.
Рисунок 62 - Результат работы алгоритма Нейронная сеть Кохонена на данных с неявно
выраженными кластерами при k=4, N = 0,3,  β  = 0,2
3.2.3.2 Ирисы Фишера
При  k =  3,  N =  0,3  и  β  =  0,01  алгоритм  так  же,  как  и  ранее
рассмотренные методы,  находит  линейно-отделимый кластер  и  объединяет  в
один два нелинейно-отделимых кластера (Рисунок 72).
Рисунок 63 - Результат работы алгоритма Нейронная сеть Кохонена на данных об ирисах
Фишера при k=3, N = 0,3,  β = 0,01
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При уменьшенном параметре нормы Nдо 0,2 и тех же значениях  kи β ,
алгоритм получил наиболее лучшие результаты в сравнении с предыдущими
алгоритмами.  Было  определено  3  кластера,  составы  точек,  которых  почти
соответствуют истине (Рисунок 73).
Рисунок 64 - Результат работы алгоритма Нейронная сеть Кохонена на данных об ирисах
Фишера при k=3, N = 0,2,  β  = 0,01
Результаты, в случае увеличения нормы до 0,4, представлены на рисунке
74. Алгоритм объединил все точки выборки в один кластер.
Рисунок 65 - Результат работы алгоритма Нейронная сеть Кохонена на данных об ирисах
Фишера при k=3, N = 0,4, β  = 0,01
При увеличении параметра  β  до  0,1 и 0,2 алгоритм определил один
кластер, объединив все точки выборки (Рисунок 75).
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Рисунок 66 - Результат работы алгоритма Нейронная сеть Кохонена на данных об ирисах
Фишера при k=3, N = 0,3,  β  = 0,1 и β  = 0,2
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ЗАКЛЮЧЕНИЕ
В  ходе  выполнения  дипломной  работы  были  реализованы  алгоритмы
кластеризацииFOREL,  K-MEANS и  нейронные  сети  Кохонена  для  решения
задач  технической  диагностики,  так  же  проведен  сравнительный  анализ,  на
основе которого, были полученыследующие выводы:
 алгоритм FORELпоказал наихудшие результаты кластеризации. Для получения
более  точных  результатов  необходимо  обеспечить  выполнение  гипотезы
компактности.  Это  означает, что  граница  между  классами  имеет  достаточно
простую  форму,  и  классы  образуют  компактно  локализованные  области  в
пространстве объектов;
 более точные результаты кластеризации модельных данных дал алгоритм  K-
MEANS. Однако его применение, как и предыдущего алгоритма, к реальным
данным не привело к повышению точности работы кластеризации;
 алгоритм на основе нейронныхсетей Кохонена показал наилучшие результаты в
сравнении с другими рассмотренными алгоритмами. Однакоданный алгоритм
также не дал удовлетворительных результатов на данных испытаний ЭРИ.
Таким образом, все поставленные в начале работы задачи выполнены. В
результате, можно сделать вывод о невозможности применения рассмотренных
алгоритмов к исследуемым данным испытаний ЭРИ. Причиной этому является
большая размерность данных, достаточно небольшой объем выборки, а также
нелинейное  расположение  кластеров  в  пространстве.  Следовательно,
целесообразно  исследовать  другие  алгоритмы  для  достижения  поставленной
цели.
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