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Abstract
In this article we exploit Ruelle-type spectral functions and analyze the Verma mo-
dule over Virasoro algebra, boson-fermion correspondence, the analytic torsion, the
Chern-Simons and η invariants, as well as the generation function associated to di-
mensions of the Hochschild homology of the crossed product C[Sn] n A⊗n (A is the
q-Weyl algebra). After analysing the Chern-Simons and η invariants of Dirac ope-
rators by using irreducible SU(n)-flat connections on locally symmetric manifolds of
non-positive section curvature, we describe the exponential action for the Chern-Simons
theory.
PACS 11.10.-z (Quantum field theory)
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1 Introduction
Finite-dimensional Lie algebras and certain applications. Originally the Lie theory
has been viewed as a Lie group and a group of symmetries of an algebraic or a geome-
tric object. In addition, the initial role of the corresponding Lie algebra was in classifying
symmetries of ordinary differential equations, and it has become essential in describing the
symmetries of many physical systems. Finite-dimensional Lie algebras can frequently be
involved in the definition for an infinite-dimensional case. In this connection, one can men-
tion the finite-dimensional semi-simple Lie algebras and their representations, which have
been classified. The characters of the irreducible representations of gl(n) can be given by
(composite) symmetric functions. Lie superalgebras (that is Z2 graded Lie algebras with a
graded commutator) were introduced and classified in [1].
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Lie algebras and superalgebras have useful realizations in terms of bosonic and fermionic cre-
ation and annihilation operators, which promotes to description the kinematical or dynamical
symmetries of many physical systems (for example, supersymmetric quantum mechanics).
Another type of algebras, which has a wide variety of applications in physics is the so-called
quantum groups. These algebras may be regarded as a deformation, depending on a para-
meter q, of the universal enveloping algebras of a semi-simple Lie algebras. Thus they are
not finite-dimensional algebras, but are finitely generated.
On the time being quantum groups can be considered as an example of quasi-triangular Hopf
algebras. For each quantum group there exists an universal R-matrix which intertwines with
the action of the coproduct. Various realizations of quantum (super)groups have been given
in terms of q-deformed bosonic and fermion oscillators. These realizations have found use in
quantum-mechanical applications.
Certain applications of infinite-dimensional Lie algebras. A particular class of
infinite-dimensional algebras, (affine) Kac-Moody algebras (which were introduced in the
late 1960’s) plays a part in many diverse areas of mathematics and physics. Their finite-
dimensional counterparts, as well as the representation theory, has been developed and vari-
ous realizations have been constructed. The simple Lie algebras can be realized in terms of a
finite number of fermionic/bosonic modes; simple Kac-Moody algebras have various vertex
operator realizations – that is, in terms of a finite number of bosonic free fields, the modes
of which, generate the Heisenberg algebra. All simple (twisted and untwisted) Kac-Moody
algebras can be embedded in the infinite-dimensional algebra gl(∞) of infinite matrices with
a finite number of non-zero entries, which has a simple realization in terms of generators of
the Clifford algebra.
Another type of infinite-dimensional algebra which arises in different areas of physics is
the Virasoro algebra. This algebra is the algebra of conformal transformations in two-
dimensions. It has been shown that the operator algebra structure of two-dimensional
conformally-invariant quantum field theories is determined by the representation theory of
the Virasoro algebra.
Thus the complete classification of the unitary, irreducible highest weight representations of
the Virasoro algebra became an important problem. Also the two supersymmetric extensions
of the Virasoro algebra were proposed.
Finally, we note the quantum affine algebras which are q-deformations of Kac-Moody algebras
ĝ. One of the main application of quantum affine algebras has been to study the degeneracies
in the spectrum of the (anti-ferromagnetic) XXZ quantum spin chain Hamiltonian in the
thermodynamic limit [2]. (In this circuit the Hamiltonian of the spin 1/2 XXZ chain is
related to the derivation operator of Uq(ŝl(2)), and the space of states, realized by the
infinite tensor product of two-dimensional vector spaces, is isomorphic to the tensor product
of the certain irreducible Uq(ŝl(2)) modules.)
1.1 Structure of the article and our key results
Preliminary observation and explanation. In this article we shall make considerable use
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of Ruelle-type functions R(s). R(s) should give a well-balanced description of the content
of the whole article. These functions are connected to symmetric functions (so-called S-
functions sλ(x)), which play important role in the representation theory of finite-dimensional
classical Lie algebras. As an example note the character of the irreducible representation of
gl(n) labelled by a standard partition λ – the S-function sλ(x).
The organization of the article is as follows: We begin in Sects. 2 and 3.2 with Lapla-
sian on forms and definition of Ruelle functions. Then the theory of Ruelle-type functions
(which are an alternating product of more complicate factors, each of them is the Patterson-
Selberg zeta function) with its connection to Euler series is developed in Sect. 3.3.
We discuss the Hilbert scheme of points on surface in Sect. 4.1. Explicit formulas for the
dimension of q-space of Hirota polynomials, character of the Heisenberg algebra, as well as
for the super-Heisenberg algebra, are deduced in terms of Ruelle-type spectral functions.
We analyze the Verma module over Virasoro algebra in Sect. 4.2. The representation theory
of Virasoro algebras is, in fact, very similar to those for Kac-Moody algebras. We show that
the analytic structure of the formal character of the V ir-module M(c, h) is determined by
the pole structure of the Ruelle function.
In Sect. 5.1, we investigate the analytic torsion τan and the η-invariant via cyclic homology.
By using the irreducible SU(n)-flat connections on a locally symmetric manifolds of non-
positive section curvature, we analyze the Chern-Simons and η(s,D) invariants (Sect. 5.5) –
topological invariants of a pair (X, ρ), where ρ is a representation of π1(X). We describe the
exponential action of the Chern-Simons invariant in terms of the Dirac (and twisted Dirac)
operators.
In Sect. 5.6, we describe the deformation quantization and the crossed products C[W ]nA⊗n,
where A is the q-Weyl algebra (or any its degeneration); the Weyl group is type An−1 or
Bn. The generating function for dimHH
i(C[W ]nA⊗n) as well as the Göttsche formula are
derived in terms of Ruelle-type spectral functions.
2 Laplacian on forms and Ruelle-type functions
Let Lp be a self-adjoint Laplacian on p-forms. The heat kernel expansion for this Laplacian,
acting on a compact manifold, is given by:
Proposition 2.1 There exist ε, δ > 0 such that for 0 < t < δ the heat kernel expansion for










The coefficients a`(Lp) are called Hadamard-Minakshisundaram-De Witt-Seeley coefficients
(or, sometimes, heat kernel, or just heat coefficients) .
We consider now a simplified version of the Hodge – de Rham theory. Let A be a module
over g; in other words g(ab) = (ga)b + a(gb) for all g ∈ g, a, b ∈ A. Assume also that
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the considered Lie algebra posssesses a grading, i.e. g is a direct sum of its subspaces
g(λ), where λ are integers (real or complex numbers). We assume that [g(λ), g(µ)] ⊂ g(λ+µ),
and suppose further that the g-module A is also graded by homogeneous components A(µ),
g(λ)A(µ) ⊂ A(λ+µ).
Suppose that the Lie algebra g is finite-dimensional or assume that it is graded in such a way
that all the spaces Cq(λ)(g) are finite dimensional. Thus gradings arise in chain and cochain
spaces, indeed:
Cq(λ)(g;A) = {c ∈ C
q(g;A)|c(g1, . . . , gq) ∈ A(λ1+...+λq−λ)), gi ∈ g(λi)}. (2.2)
C
(λ)
q is generated by the chains a⊗(g1∧. . .∧gq) with a ∈ A(µ), gi ∈ g(λi), λ1 +. . .+λq+µ = λ.




q (g;A)) ⊂ C(λ)q−1(g;A), thus both homology and





Proposition 2.2 Each element of the space Hq(λ)(g) can be represented by a unique harmonic





2.1 The Ray-Singer norm
Let ρ be an orthogonal representation of π1(X). Using the Hodge decomposition, the vector
space H(X; ρ) of twisted cohomology classes can be embedded into Ω(X; ρ) as the space of
harmonic forms. This embedding induces a norm | · |RS on the determinant line detH(M ; ρ).
The Ray-Singer norm || · ||RS on detH(X; ρ) is defined by [3]











where the zeta function ζ(s|Lp) of the Laplacian acting on the space of p-forms orthogonal
to the harmonic forms has been used. For a closed connected orientable smooth manifold of
odd dimension and for Euler structure η ∈ Eul(X), the Ray-Singer norm of its cohomological
torsion τan(X; η) = τan(X) ∈ detH(X; ρ) is equal to the positive square root of the absolute
value of the monodromy of ρ along the characteristic class c(η) ∈ H1(X): ||τan(X)||RS =












For a closed oriented hyperbolic three-manifolds of the form X = H3/Γ, and for acyclic
ρ, the L2-analytic torsion has the form [4, 5, 6]: [τan(X)]2 = R(0), where R(s) is the
Ruelle function which can be continued meromorphically to the entire complex plane C.
The function R(s) is an alternating product of more complicate factors, each of which is a








The Ruelle zeta function associated with closed oriented hyperbolic three-manifold X has
the form: R(s) = Z(s)Z(2 + s)/Z(1 + s).
3 Hyperbolic groups
Let a0, n0 denote the Lie algebras of A,N in an Iwasawa decomposition, G = KAN . Since we
are interested in hyperbolic geometry, let us consider the case G = SO1(2n, 1), K = SO(2n).
















4 = {±εi ± εj,±εi},
Π = {α1 = ε1 − ε2, · · · , αn−1 = εn−1 − εn, αn = εn},
W = {all permutations and sign changes of the εi} = AutQ . (3.1)
Here Π is a basis of Q over Z, the matrix 2〈αi, αj〉/〈αi, αi〉 is the Cartan matrix of the
corresponding type. Since the rank of G is one, dim a0 = 1 by definition, say
a0 = RH0 for a suitable basis vector H0 := antidiag(1, · · · , 1) (3.2)
is a (n + 1) × (n + 1) matrix. By this choice we have the normalization β(H0) = 1, where
β : a0 → R is the positive root which defines n0. Note that the Killing form 〈·, ·〉 is given by
(x, y) = (n− 1) trace(xy) for x, y ∈ g0. The standard systems of positive roots 4+,4+s for
g and k = kC0 – the complexified Lie algebra of K, with respect to a Cartan subgroup H of
G, H ⊂ K, are given by




= {εi|1 ≤ i ≤ n} (3.4)







, (εi ± εj, εi ± εj) =
1
2n+ 1
, i < j , (3.5)
i.e. 〈α, α〉 = (2n − 1)−1, ∀α ∈ 4+n . Let τ = τ (j) be a representation of K on ΛjC2n. The
highest weight of τ , Λτ (j) = Λj, is{
ε1 + · · ·+ εj, if j ≤ n,
ε1 + · · ·+ ε2n−j, if j > n.
(3.6)
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Writing 〈Λj,Λj + 2ρn〉 = 〈Λj,Λj〉+ 〈Λj, 2ρn〉, ρn =
∑n











































〈Λj,Λj + 2ρn〉 =
j(2n+ 1)
〈H0, H0〉
− j(j + 1)
〈H0, H0〉2
. (3.9)
















































2n(2n− j)− (2n− j)(2n− j + 1)
〈H0, H0〉
=











for 0 ≤ j ≤ 2n. (3.12)




−1h0,R) be the dual space of the real
vector space
√
−1h0. Thus, the {εi}i=1 are an R-basis of h∗R. Of interest are the integral
elements f of h∗R:
f
def
= {λ ∈ h∗R | 〈λ | α〉 ≡
2〈λ, α〉
〈α, α〉
∈ Z, ∀α ∈ 4+}. (3.13)
Then we have
〈λ | εi〉 = 2λi for 1 ≤ i ≤ n, 〈λ | εi ± εj〉 = λi ± λj for 1 ≤ i < j ≤ n, (3.14)
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where we shall write λ =
∑n
j=1 λjεj for λ ∈ h∗R, λj ∈ R. Then clearly
f = {λ ∈ h∗R | 2λi ∈ Z} for 1 ≤ i ≤ n, (3.15)
f = {λ ∈ h∗R | λi ± λj ∈ Z} for 1 ≤ i < j ≤ n. (3.16)
Let ρs = (1/2)
∑
α∈4+s α, ρn = (1/2)
∑

















are all integral. The elements λ of f correspond to characters eλ of H. We can deduce the
specialization formula [7]:∏
j≥1









〈λ, α∨〉/〈ρs, α∨〉, 4+s = {α ∈ 4+|〈α, hs〉 = 0} (3.19)
and ρs is the half-sum of roots from 4s+; W s is a system of representatives of left cosets of
the subgroup Ws generated by rα, α ∈ 4s+ in W , so that W = WsW s; g(A) = ⊕jgj(s) is








(2n− i− j)(j − i)
. (3.20)
In general,generating functions adopt the form of expressions for the Euler series Πn(1 −
qn)dim gn , Πn(1−qn)rank gn . These formulas are associated with the dimensions of the homology
of appropriate topological spaces. Formally the product expansion can be written as follows:∏
n











3.2 Spectral functions of hyperbolic three-geometry
Now let us consider three-geometry with an orbifold description H3/Γ. The complex uni-
modular group G = SL(2,C) acts on the real hyperbolic three-space H3 in a standard way,
namely for (x, y, z) ∈ H3 and g ∈ G, one gets g · (x, y, z) = (u, v, w) ∈ H3. Thus for





, u + iv = [(ar + b)(cr + d) + acz2] · [|cr + d|2 + |c|2z2]−1, w =
z · [|cr + d|2 + |c|2z2]−1 . Here the bar denotes the complex conjugation. Let Γ ∈ G be the
discrete group of G defined as
Γ = {diag(e2nπ(Im τ+iRe τ), e−2nπ(Im τ+iRe τ)) : n ∈ Z} = {gn : n ∈ Z} ,
g = diag(e2π(Im τ+iRe τ), e−2π(Im τ+iRe τ)) . (3.23)
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One can define a Selberg-type zeta function for the group Γ = {gn : n ∈ Z} generated by a
single hyperbolic element of the form g = diag(ez, e−z), where z = α + iβ for α, β > 0. In






 eα 0 00 eα 0
0 0 eα





Therefore, g is the composition of a rotation in R2 with complex eigenvalues exp(±iβ) and a
dilatation exp(α). There exists the Patterson-Selberg spectral function ZΓ(s), meromorphic




[1− (eiβ)k1(e−iβ)k2e−(k1+k2+s)α] . (3.25)
Zeros of ZΓ(s) are the complex numbers ζn,k1,k2 = − (k1 + k2)+i (k1 − k2) β/α+2πin/α (n ∈
Z).
3.3 Euler series and Ruelle-type spectral functions
The most important Euler series can be represent in the form of the Ruelle-type (Patterson-










= R(s = (a`+ ε)(1− i%(τ)) + 1− a), (3.26)
∞∏
n=`
(1 + qan+ε) =
∏
p=0,1




= R(s = (a`+ ε)(1− i%(τ)) + 1− a+ iσ(τ)) . (3.27)
Here q = exp(2πiτ), %(τ) = Re τ/Im τ , σ(τ) = (2 Im τ)−1, a is a real number, ε, b ∈ C,
` ∈ Z+.
Next let us introduce some well-known functions and their modular properties under the
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1














2 ) = q−
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(1 + qm+1) = q
1






where ηD(q) ≡ q1/24
∏∞
n=1(1−qn) is the Dedekind η-function. The linear span of ϕ1(q), ϕ2(q)
and ϕ3(q) is SL(2,Z)-invariant [7]. For b ∈ R the following relation holds:
∞∏
n=`




R(s = (an+ ε)(1− i%(τ)) + 1− a)b. (3.31)
4 Hilbert schemes
Relevant preliminaries and terminologies. A complex n × n matrix A = {aij}ni,j=1 of
rank n is called a generalized Cartan matrix if it satisfies the following conditions: aii = 2
for i = 1, · · · , n; aij non-positive integers for i 6= j; aij = 0 implies aji = 0.
A realization ofA is a triple {h,Π,Π∨}, where h is a complex vector space, Π = {α1, · · · , αn} ⊂
h∗ and Π∨ = {α∨1 , · · · , α∨n} are indexed subsets in h∗ and h, respectively.
We also set Q :=
∑n
j=1 Zαj, Q+ :=
∑n
j=1 Z+αj; the lattice Q is called the root lattice.
Besides introduce the following root space decomposition with respect to h: g(A) =
⊕
α∈Q gα,
where gα = {x ∈ g(A) | [h, x] = α(h)x ∀h ∈ h} is the root space attached to α. In addition
g0 = h, the number multα := dim gα is called the multiplicity of α. An element α ∈ Q
is called a root if α 6= 0 and multα 6= 0; a root α > 0 (resp. α < 0) is called positive
(resp. negative). Denote by 4,4+,4− the sets of all roots, positive and negative roots
respectively, such that 4 = 4+ ∪4− (a disjoint union).
The generalized partition function. Let n+ (resp. n−) denote the subalgebra of g(A)
generated by e1, · · · , en (resp. f1, · · · , fn). Then we have the triangular decomposition:
g(A) = n− ⊕ h ⊕ n+ (direct sum of vector spaces). gα ⊂ n+ if α > 0 and gα ⊂ n− if
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α < 0. It means that for α > 0 (resp. α < 0), gα is the linear span of the elements of the
form [· · · [[ei1 , ei2 ], ei3 ] · · · eis ] (resp. [· · · [[fi1 , fi2 ], fi3 ] · · · fis ]) such that αi1 + · · · + αis = α
(resp. = −α). Besides, gαi = Cei, g−αi = Cfi, gsαi = 0 if |s| > 1. The Chevalley
involution of the Lie algebra g(A) is determined by w(ei) = −fi, w(fi) = −ei, w(h) = −h
if h ∈ h. Let ε(w) ≡ deth∗w = (−1)`(w), where `(w) is the length of w; also w(gα) = g−α,






defining a function K on h∗ called the (generalized) partition function (the symbol K is
in honour of Kostant). Note that K(ξ) = 0, unless ξ ∈ Q+; furthermore, K(0) = 1, and
K(ξ) for ξ ∈ Q+ is the number of partitions of ξ into a sum of positive roots, where each
root is counted with its multiplicity. Another form of formula (4.1) is:
∑
ξ∈Q+ K(ξ)e(ξ) =
Πα∈4+(1 + e(α) + e(2α) + · · · )multα.
Define 40 = {α ∈ 4 | α = 0}. The subgroup W of GL(h∗) generated by all fundamental
reflections is called the Weyl group of g(A). The action of ri on h
∗ induces the dual funda-
mental reflections r∨i on h (for the dual algebra g(
tA)). For each i = 1, · · · , n we define the
fundamental reflection ri of the space h
∗ by ri(λ) = λ−〈λ, α∨i 〉αi, λ ∈ h∗. It is clear that ri is
a reflection since its fixed point set is Ti = {λ ∈ h∗ | 〈λ, α∨i 〉 = 0}, and ri(αi) = −αi. Let W0
be a (finite) subgroup of W generated by reflections the rα, with α ∈ 40. We can describe
the integrable highest-weight modules L(Λ) with respect to the algebras g(A), where A is a





ε(w)K(w(ρ))e(w(ρ)− ρ) . (4.2)
4.1 The Hilbert scheme of points on surfaces
Let us explain briefly a relation between the Heisenberg algebra and its representations,
and the Hilbert scheme of points. To be more specific: recall that the infinite-dimensional
Heisenberg algebra (or, simply, the Heisenberg algebra) plays a fundamental role in the re-
presentation theory of the affine Lie algebras. An important representation of the Heisenberg
algebra is the Fock space representation on the polynomial ring of infinitely many variables.
The degrees of polynomials (with different degree variables) give a direct sum decomposition
of the representation, which is called weight space decomposition.
The Hilbert scheme of points on a complex surface appears in the algebraic geometry. This
scheme of points decomposes into infinitely many connected components according to the
number of points. Betti numbers of the Hilbert scheme have been computed in [10]. The
sum of the Betti numbers of the Hilbert scheme of N -points is equal to the dimension of the
subspaces of the Fock space representation of degree N .
Considering the generating function of the Poincaré polynomials associated with set of points
one can get the character of the Fock space representation of the Heisenberg algebra. The
character of the Fock space representation of the Heisenberg algebra (in general the integrable
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highest weight representations of affine Lie algebras) are known to have modular invariance
as has been proved in [11]. This occurrence is naturally explained through the relation to
partition functions of conformal field theory on a torus. In this connection the affine Lie
algebra has close relation to the conformal field theory.
Let R = Q[x1, x2, ...] be the polynomial ring of infinite many variables {xj}∞j=1. Define P [j]
as j∂/∂xj and P [−j] as a multiplication of xj for each positive j. Then the commutation
relation holds: [P [i], P [j] ] = iδi+j,0 IdR, i, j ∈ Z/{0}. We define the infinite dimensional
Heisenberg algebra as a Lie algebra generated by P [j] and K with defining relation
[P [i], P [j] ] = iδi+j,0KR, [P [i], K ] = 0, i, j ∈ Z/{0}. (4.3)
The above R labels the representation. If 1 ∈ R is the constant polynomial, then P [i]1 =
0, i ∈ Z+ and
R = Span{P [−j1] · · ·P [−jk] 1 | k ∈ Z+ ∪ {0}, j1, . . . , jk ∈ Z+} . (4.4)
1 is a highest weight vector. This is known in physics as the bosonic Fock space. The
operators P [j] (j < 0) (P [j] (j > 0)) are the creation (annihilation) operators, while 1 is the
vacuum vector.








2 . . . The
representation R has O eigenspace decomposition; the eigenspace with eigenvalue N has a
basis xm11 x
m2
2 · · · (
∑
i imi) = N. Recall that partitions of N are defined by a non-increasing
sequence of nonnegative integers ν1 ≥ ν2 ≥ . . . such that
∑
` ν` = N . One can represent
ν as (1m1 , 2m2 , · · ·) (where 1 appears m1-times, 2 appears m2-times, . . . in the sequence).
Therefore, elements of the basis corresponds bijectively to a partition ν. The generating
function of eigenspace dimensions, or the character in the terminology of the representation





qNdim {r ∈ R | Or = Nr } =
∞∏
n=1
(1− qn)−1 = R(s = 1− i%(τ))−1 .
(4.5)
Sertain application: the Hirota bilinear equation. We proceed a basic construction
for the Hirota bilinear equation by using of an elements of appropriate representation theory
(detailed description of such a construction the reader can find in monograph [7]). Let
P (x1, x2, . . .) be a polynomial depending on a finite number of the xj. Let f(x) and g(x) be
two C∞-functions.








, . . .
)
f(x1 + ξ1, x2 + ξ2, . . .)g(x1 − ξ1, x2 − ξ2, . . .)|ξ=0. (4.6)
The equation P (D)f · g = 0 is called a Hirota bilinear equation.
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If P = xn1 , then using Leibniz’s formula we get









Pf · f ≡ 0 if and only if P (x) = −P (−x). In this case we have deal with a trivial Hirota
bilinear equation.
Denote by Hir := ⊕kHk the space of Hirota polynomials; Hk ⊂ C[yj; j ∈ E+] is the space of
principal degree k (the principal degree is defined by deg yj = j) and E+ is the sequence of












Using the Ruelle type spectral functions (see Sect. 3.3) we get
dimqHir = R(s = −i%(τ))−1 −R(s = −2i%(τ)− 1)−1 (4.9)
The Heisenberg algebra. Let us define now the Heisenberg algebra associated with a
finite dimensional Q-vector space V with non-degenerate symmetric bilinear form 〈 , 〉. Let
W = (V ⊗ tQ[t]) ⊕ (V ⊗ t−1 Q[t−1]), then define a skew-symmetric bilinear form on W by
〈r ⊗ ti, s⊗ tj〉 = iδi+j,0〈r, s〉.
The Heisenberg algebra associated with V can be defined as follows: we take the quotient
of the free algebra L(W ) divided by the ideal I generated by [r, s] − 〈r, s〉1 (r, s ∈ W ). It
is clear that when V = Q we have the above Heisenberg algebra. For an orthogonal basis
{rj}nj=1 the Heisenberg algebra associated with V is isomorphic to the tensor product of
n-copies of the above Heisenberg algebra.
Let us consider next the super-version of the Heisenberg algebra, the super-Heisenberg al-
gebra. The initial data are a vector space V with a decomposition V = Veven ⊕ Vodd and
a non-degenerate bilinear form. As above we can define W , the bilinear form on W , and
L(W )/I, where now we replace the Lie bracket [ , ] by the super-Lie bracket. By generali-
zing the representation on the space of polynomials of infinite many variables one can get a
representation of the super-Heisenberg algebra on the symmetric algebra R = S∗(V ⊗ tQ[t])
of the positive degree part V ⊗ tQ [t]. As above we can define the degree operator O. The








R(s = 1− it+ iσ(τ))dimVodd
R(s = 1− it)dimVeven
. (4.10)
Remark 4.1 In the case when V has one-dimensional odd degree part only (the bilinear form
is 〈r, r〉 = 1 for a nonzero vector r ∈ V ). We can modify the definition of the corresponding
super-Heisenberg algebra by changing the bilinear form on W as 〈r⊗ ti, r⊗ tj〉 = δi+j,0. The
resulting algebra is called infinite dimensional Clifford algebra. The above representation R
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can be modified as follows and it is the fermionic Fock space in physics. The representation
of the even degree part was realized as the space of polynomials of infinity many variables;
the Clifford algebra is realized on the exterior algebra R = ∧∗(
⊕
j Qdxj) of a vector space
with a basis of infinity many vectors. For j > 0 we define r ⊗ t−j as an exterior product of
dxj, r ⊗ tj as an interior product of ∂/∂xj.
4.2 The Verma modules over Virasoro algebras
We briefly note some elements of the representation theory of Virasoro algebras which are,
in fact, very similar to those for Kac-Moody algebras. A remarkable link between the theory
of highest-weight modules over the Virasoro algebra, conformal field theory and statistical
mechanics was discovered in [12, 13, 14].
Imbedding and couplings in glĴ (K) of Kac-Moody and Virasoro algebras. We start
with very well known Lie algebra gl(n,K). The symbol K denotes the field of real numbers
R or the field C of complex numbers. In particular, gl(n,C) is the Lie algebra of all complex
n× n matrices with the operation A,B 7→ [A,B] = AB −BA.
Remark 4.2 Results for gl(n,K) survive the passage to the limit n → ∞, if one assumes
that gl(∞,K) is the Lie algebra of infinite finitary matrices, it means
⋃
n gl(n,K).
Now we deal with the Lie algebra glĴ (K) of generalized Jacobian matrices. Note that the
bilateral matrix ‖aij‖i,j∈Z is called a generalized Jacobian matrix if it has a finite number of
nonzero diagonals (that is, if there exists a positive N such that aij = 0 for |j − i| > N). It
is clear that the set of generalized Jacobian matrices constitutes a Lie algebra, with respect
to the usual commutation rule.
The algebra glĴ (K) can be considered as a nontrivial one-dimensional central extension of
the Lie algebra glJ (K) (for details, see [15]). It is obvious that glJ (K) ⊃ glJ (∞,K). It
should be pointed out that the importance of the Lie algebra glĴ (K) follows from the facts:
– Many of the classical constructions of the theory of representations of the Lie algebra
glJ (K) can be also applied to the algebra glĴ (K). This creates a sizable supply of glĴ (K)-
modules.
– Important infinite-dimensional Lie algebras can be embedded in glĴ (K). Thus, the already
mentioned representations of glĴ (K) become representations of these algebras.
– The subalgebra of glJ (K) composed of n-periodic matrices, ‖aij‖ with ai+n,j+n = aij, is
isomorphic to the algebra of currents [15].
Recall that the space of smooth maps X → g, where X is a smooth manifold and g is a finite-
dimensional Lie algebra, with the C∞-topology and the commutator [f, g](x) = [f(x), g(x)],
is a (topological) current Lie algebra and is denoted by gX . Together with the algebra
gS
1
(X = S1) one can consider its subalgebra (gS
1
)pol, consisting of maps described by
trigonometric polynomials. For any commutative associative algebra A, the tensor product
g ⊗ A is a Lie algebra with respect to the commutators [g1 ⊗ a1, g2 ⊗ a2] = [g1, g2] ⊗ a1a2;
also (gS
1
)pol = g⊗ C[t, t−1].
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A non-trivial central extension of gX – a Kac-Moody algebra – is embedded in glĴ (K). The
Lie algebra Lpol = C(VectS1)pol of complex polynomial vector fields on the circle can be
embedded in glJ (K = C). Recall that Lpol has a basis ei and commutators of the form
[ei, ej] = (i− j)ei+j (j ∈ Z), ej = −zj+1d/dz on C \ {0} . (4.11)
(The cohomologies of the algebra Lpol are known; in particular, H2(Lpol) = C.) The Virasoro
algebra is a Lie algebra over C. Because of Eq. (4.11), the Lie Virasoro algebra is a (universal)
central extension of the Lie algebra of holomorphic vector fields on the punctured complex
plane having finite Laurent series. For this reason the Virasoro algebra plays a key role in
conformal field theory.
Representations of the Virasoro algebra. Here we briefly note some elements of the
representation theory of Virasoro algebras which are, in fact, very similar to those for
Kac-Moody algebras. Consider the highest representation of the Virasoro algebra. Let
M(c, h) (c, h ∈ C) be the Verma module over the Virasoro algebra. The conformal central
charge c acts on M(c, h) as cId. As [e0, e−j] = ne−j, e0 is diagonalizable on M(c, h), with
spectrum h + Z+ and eigenspace decomposition given by: M(c, h) =
⊕
j∈Z+ M(c, h)h+j,
where M(c, h)h+j is spanned by elements of the basis {e−jk}nk=1 of M(c, h). The number
Zj = dimM(c, h)h+j, is the classical partition function. This means that the Konstant par-
tition function for the Virasoro algebra is the classical partition function. On the other hand,










= qhR(s = 1− i%(τ))−1. (4.12)
The series TrM(c,h) q
e0 is called the formal character of the Virasoro (Vir)-module M(c, h).
Note 4.1 A g-module V ∈ C, where C is a category, if: there is an expansion V =
⊕
λ∈h∗ Vλ
(h is a Cartan subalgebra of g) and e
(i)
α Vλ ⊂ Vλ+α, where e(i)α are root vectors correspond
to root α; dimVλ < ∞ for all λ; D(λ) := {λ ∈ h∗ | Vλ 6= 0} ⊂
⋃s
i=1 D(λi) for some
λ1, . . . , λs ∈ h∗.
As a result the analytic structure of the formal character of the V ir-module M(c, h) is
determined by the pole structure of the Ruelle-type spectral function.
5 Invariants from algebraic geometry
5.1 The analytic torsion τan and η-invariant via cyclic homology
Cyclic (co)homology of regular algebras of smooth manifolds. The definition of the
η-invariant of X and the R-torsion can be reformulated in terms of the cyclic homology and
homology of the Lie algebra A = C∞(X). We begin with this reformulation.
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Let C∗(A) denote the cyclic object associated with the standard complex of and A over k.
The standard double complex CC∗∗(A) associated with this cyclic object and hense also with
A is the first quadrant double complex. By definition, the cyclic homology HC∗(A) of A is
the homology H∗(CC∗(A)) of the standard total complex of the standard double complex of
A. The standard double complex CC∗∗(A), its associated total complex CC∗(A), and the
cyclic homology HC∗(A), are all functors of A on the category of algebras over k, since the
standard cyclic object C∗(A) is functorial in A from the category of algebras over k to the
category of cyclic k-modules Λ(k).
There is exact cohomological Connes sequence
· · · −→ HHn(A) B−→ HCn−1(A) S−→ HCn+1(A) I−→ HHn+1(A) −→ · · · (5.1)
Since of duality properties for cyclic cohomology and homology we have
· · · −→ HHn(A)
I−→ HCn(A)
S−→ HCn−2(A)
B−→ HHn−1(A) −→ · · · (5.2)
Let Mr(A) be an algebra of matricies of dimension r with coefficients from A. Then for
α = {αij}ri,j=1 ∈Mr(A) assume Tr(α) =
∑r
i=1 αii and define
Tr : Mr(A)⊗(n+1) −→ A⊗(n+1) by formula Tr(α⊗β⊗. . .⊗γ) =
∑
αi0i1⊗βi1i2⊗. . .⊗γini0 ,
where the sum is taken over all sets of indixes (i0, i1, . . . , in). Due to natural isomorphism
Mr(A) ∼= Mr(k) ⊗ A, any element from Mr(A) represents in the form of sum of elements
xa, x ∈ Mr(k), a ∈ A, while an element from Mr(A)⊗(n+1) represents as sum of elements
x0a0 ⊗ . . .⊗ xnan, where xi ∈Mr(k), ai ∈ A. The trace mapping has the form
Tr(x0a0 ⊗ . . .⊗ xnan) =
∑
(x0a0)i0i1 ⊗ . . .⊗ (xnan)ini0
=
∑
(x0)i0i1 . . . (xn)ini0a0 ⊗ . . .⊗ an
= Tr(x0 . . . xn)a0 ⊗ . . .⊗ an . (5.3)
It can be shown that trace mapping is the morphism of chain complexes Tr : C∗(Mr(A))→




where by definition HHn(A) = Hn(C∗(A)) = H∗(hom(C∗(A), k)). Define pairing of co-
chains and chains
〈·, ·〉 : Cn(A)× Cn(A) −→ k (5.5)
Since 〈b∗(f), x〉 = 〈f, b(x)〉, f ∈ Cn(A), x ∈ Cn+1(A) the mapping 〈·, ·〉 induces the following
pairing:
〈·, ·〉 : HHn(A)×HHn(A) −→ k (Kronecker product) (5.6)
In the case of chains we have 〈b∗(f), x〉 = 〈f, b(x)〉 for any f ∈ Cn(A) and x ∈ Cn−1(A), and
therefore
〈·, ·〉 : HCn(A)×HCn(A) −→ k . (5.7)
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DR (A)⊕ · · · (5.8)
Let A be the C-algebra of smooth functions on a smooth manifold. Then the cyclic homology
is
HCp(A) = Ap(X)/dAp−1(X)⊕Hp−2DR (X)⊕H
p−4
DR (X)⊕ · · · (5.9)
In both cases, (5.8) and (5.9), the projection of HCp(A) onto the first term is induced by a
morphism µ : (C∗(A), b, B)→ Ω∗(A/k, 0, d).
Homomorphism I: HHp(A) → HCp(A) is the projection of HHp(A), the p-forms, onto
the first factor of HCp(A).
Homomorphism S: HCp(A) → HCp−2(A) is injection of the first factor of HCp(A) into
the second factor Hp−2DR and the other factors map isomorphically on the corresponding factor
of HCp−2(A).
Homomorphism B: HCp−2(A) → HHp−1(A) is zero on all factors except the first one
where it is d : Ωp−2/dΩp−3 → Ωp−1.
These results follows from the fact that we can calculate cyclic homology, Hochschild ho-
mology, and the Connes exact couple with the mixed complex (Ω, 0, d) and it is an easy
generality on mixed complexes with the first differential zero.
Cyclic homology and the Connes exact couple. From the 2-fold periodicity of the
double complex CC∗∗(A), we have a morphism CC∗∗(A)→ CC∗(A) of bidegree (2, 0), giving
a morphism σ : CC∗(A)→ CC∗(A) of degree 2 and a short exact sequence of complexes
0 −→ ker(σ) −→ CC∗(A)
σ−→ CC∗(A) −→ 0 . (5.10)
Then we have H∗(ker(σ)) = HH∗(A). The homology exact triangle of the short exact
sequence of complexes (5.10) is the Connes exact triangle, where S = H∗(σ) such that
deg(S) = −2, deg(B) = +1, and deg(I) = 0. This defines a functor from the category of
algebras over k to the category of positively Z-graded exact couples ExC(−2,+1, 0) over the
category of k-modules (k).
• HH∗(A) is canonically isomorphic to Ω∗(X) (Hochschild, Kostant, and Rosenberg
theorem); under this isomorphism, the exterior derivative d : Ωn(X) → Ωn+1(X)
corresponds to the operator β = B ◦ I : HHn(A)→ HHn+1(A).
• HCn(A) ∼= Ωn(M)/dΩn−1(M)⊕Hn−2(M)⊕Hn−4(M)⊕· · · By transport of structure,
both HH∗(A) and HC∗(A) become (graded) pre-Hilbert spaces.
Résumé 5.11 Note that η can be viewed (apart of zero modes) as the regularized signature
of ∗β : HC2k−1(A) −→ HC2k−1(A), in addition Tr : HC2k−1(Mr(A))
∼=−→ HC2k−1(A) .
We should note that a similar interpretation is also exists for the analytic torsion τan. In-
deed, regarding log detζ((∗β)β : HCn(A) → HCn(A)), (detζ denotes the ζ-determinant of
17
the corresponding positive elliptic operator with zero modes removed), as a regularized di-
mension of HCq(A), the above formula identifies log τ as the regularized Euler characte-
ristic of HC∗(A). The analytic torsion can be interpreted as a regularized pairing [17]:
〈e(X, g), [X, g]〉ρ, (e(X, g) denotes the Euler class), depending on the representation ρ, the
regulariozation being given by the geodesic spectrum.
We recall that ηρ and log τ
an
ρ is also can be defined by a regularization procedure involving
the “dual” data, namely the spectrum of elliptic operators. Let us explain this statement
explicitly.
η(s,D)-invariant. For a self-adjoint elliptic differential operators acting on a complex ma-
nifold X the eta-invariant has been introduced in [18], closely connected to the index theorem
for manifolds with boundary. Note that it is a spectral invariant, it measures the asymme-
try of the spectrum Spec(D) of an opprapriate operator D. On behalf of definition such an
















2 Tr(D exp(−tD2))dt (5.12)
η(s,D) admits a meromorphic extension to the whole s-plane with at most simple poles
at s = (dimX − k)/(ordD), where k = 0, 1, 2, . . .. For these poles residues are locally
computable. The point s = 0 is not a pole, therefore this maces it possible to define the
eta-invariant of D by setting η(D) = η(0,D). Note that one can attach an eta-invariant to
any Dirac type operator on a compact Riemannian manifold of odd dimensional. On even
dimensional manifold Dirac operators have symmetric spectrum and trivial eta-invariants.
We note also the even part of such an operator, the tangential signature operator B. The
eta-invariant of X takes the form ηX = η(B).
Determinant of a finite collection of positive defined operators. Let D be a unboun-
ded self-adjoint operator on a separable Hilbert space and let D be an invertible operator with
p-summable inverse :
TrD−p <∞, for some p ∈ [1,∞). (5.13)
Define the associate theta-function ϑD(t) = Tre







where αj ∈ R,−p = α0 < α1 < · · · < αj < · · · , αj →∞.
ϑ-regularized determinant of (1 + λD−1) we define as the exponential of the meromorphic
function logdetϑ(1 + λD










Then we need zeta-regularizad determinant detζ [3, 19] relate to detϑ. For this reason recall
that by definition logdetζD = − ddsζD(s)|s→0, where the zeta-function of D is ζD(s) = TrD
−s




Let us consider a finite collection of operators D1, . . . ,D2m, m ∈ Z+ and suppose that each
operator satisfying Eqs (5.13) and (5.14). Let X be a closed, oriented Riemannian manifold
and ρ be an orthogonal representation: π1X → O(n) (see for detail [4]).
One can obtain a complex of an appropriate forms and then the Hodge theory with the
twisted cohomology Hj(X; ρ). When these cohomology groups vanish for all j, an appro-





j=1,3,5,... detζ(Dj + λ)
j∏2m
j=2,4,6,... detζ(Dj + λ)
j
. (5.15)
5.2 The Riemann-Roch and Atiyah-Singer formulas
Let ζ : H → K be a multiplicative map from one multiplicative theory of cohomology to
another one. (As a simple example we let ζ := Ch.) Let E be a vector bundle, oriented with
respect to theory K (but can be non-oriented with respect to theory H).
Note that complex vector bundles at the same time are spinor bundles. Therefore the cha-
racteristic classes of spinor bundles are also characteristic classes of complex vector bundles
and they must be expressed by means of Chern classes. One can find such expressions if
compute classes c, pi, χ for the bundle E⊗E⊗· · ·⊗E over (CPN × · · · × CPN︸ ︷︷ ︸
n
). As a result
we have
c(E ⊗ E ⊗ · · · ⊗ E) = x1 + x2 + · · ·+ xn ,
pi(E ⊗ E ⊗ · · · ⊗ E) = ei(x21, x22, · · · , x2n) ,
χ(E ⊗ E ⊗ · · · ⊗ E) = x1x2 · · ·xn , (5.16)
where ei are symmetric polynomials (c, pi, χ can be expressed in terms of ci). For the Todd
class we have













The characteristic classA(p1(E), p2(E), . . .) is called the (reducible) class of Atiyah-Hirzebruch
of real bundle E [20].
Let tK and tH be a Thom isomorphism and Thom homomorphism respectively (both possess
multiplicative properties). Then for any h ∈ H(X) (X is a base of bundle E) we have
t−1K ζtH(h) = ζ(h)Td(E). Let E be a complex spinor vector bundle with finite CW base X.
Then for any h ∈ K(X),
Ch(tK(E)h) = tH(E(Ch(h) · exp(c(E)A(p1(E)), p2(E), . . .) . (5.19)
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Let X and Y be manifolds and let their normal bundles νX and νY assume complex spinor
structures. Let us consider a continuous map f : X → Y . Then for any h ∈ K(X) we have
[21]
f!(Ch(h) · exp(−c(νXA(pi(X))) = Ch(f!h) · exp(−c(νYA(pi(Y ))) , (5.20)
where pi(X) = pi(νX) and pi(Y ) = pi(νY ) are the Pontriagin normal classes of manifolds X
and Y respectively. The following formula holds:
IndexD = 〈(Ch(E) · Td−1(Cζ(X))), [X]〉 . (5.21)
Eq. (5.21) recalls the Riemann-Roch theorem. In (5.21) Td(Cµ(X)) denotes the Todd class
of tangent bundle complexification,












For any oriented vector bundle E define its complexification CE , κ : T (E) → CT (E). This
imbedding is induced by natural imbedding E → CE . For any h ∈ H∗(T (CE)) we obtain
(tH(E))−1κ∗h = (tH(CE))−1(h) · χ(X) . (5.22)
Using Eq. (5.22) and the Atiyah-Singer formula we get the final result (for detail of a
computation see [21]):
IndexD = 〈(Ch(E) · Td−1(Cζ∗(X))), [X]〉
Eq. (5.22)
===== 〈χ(ζ∗(X)) · Td(Cζ∗(X)) · Td−1(Cζ∗)(X)), [X]〉
= 〈χ(ζ∗(X)), [X]〉 = χ(X) . (5.23)
In Eq. (5.23) χ(X) is the Euler characteristic of X. It is known that if X is any compact,
connected complex manifold, then χ(X) = Td(X).
By means of Atiyah-Singer formula one can calculate the index of an elliptic operator and
expess it (i.e. express signature of a manifold) in terms of Pontrjagin classes.
5.3 Adiabatic limit and the Dirac index
Eta-invariants of Dirac operators are related to various important invariants from differential
topology: (i) the Chern-Simons invariants, (ii) the Adams e-invariant, and (iii) the Eels-
Kuiper invariant [18]. Also they related to global anomalies in gauge theories [22].
Adiabatic limit. Let us consider a determinant construction for a self-adjoint operator on
a finite dimensional Hilbert space. The classical Cayley transform [23] for such an operator






This family is meromorphic, has poles at s ∈ iSpec′(D) (Spec′(D) ≡ Spec(D)− {0}), these
poles being simple and having residue Res−iλC(s) = 2iλPλ, where Pλ is projection onto the










where m(λ) denote the multiplicity.
Let D be a Dirac operator, as defined above; the family of operators C(s) = (D)−is)/(D+is)
is meromorphic with simple poles at s ∈ iSpec′(D). The determinant satisfies the functional
identity det′(D + is)/(D − is) · det′(D − is)/(D + is) = 1. The following result holds [24]
(Proposition 2.2): limx→+∞ det′C(x) = e−iπη(0,D).
Suppose ε = x−1. Then if one replaces the metric g on X by gε = gε
−1 then Eq. (5.3) says







The Dirac index. The eta-invariant of X plays important role in the index theorem for
manifolds with boundary, where they contribute to the non-local boundary correction terms.
Let P = X ×G be a trivial principal bundle over X with the gauge group G = SU(n) and
let Ω1(X; g) be the space of all connections on P ; this space is an affine space of one-forms
on X with values in the Lie algebra g of G.
The holonomies of the parallel transport of flat connections on P give the identification of
XX with the space of conjugacy classes of representations of π1(X) into G, since any principal
G-bundle P over a compact oriented three-manifold X is trivial [25].
We use the notation CS(ρ) := CS(Aρ) for a representation ρ of π1(X), where Aρ is a
flat connection corresponding to a representation ρ. This gives a topological invariant for
a pair (X, ρ). Since the Chern-Simons invariant is additive with respect to the sum of
representations, we have: CS(ρ1 ⊕ ρ2) = CS(ρ1) + CS(ρ2).
Let X be a compact oriented hyperbolic three-manifold, and ρ be an irreducible repre-
sentation of π1(X) into SU(n). Denote the corresponding flat vector bundle by Eρ, and
a flat extension of Aρ over M (∂M = X) corresponding to ρ by Aρ. The second Chern
character Ch2(Eρ) = CS(A) of Eρ can be expressed in terms of the first and second
Chern classes Ch2(Eρ) = (1/2)c1(Eρ)
2 − c2(Eρ) , while the Chern character is Ch(Eρ) =
rankEρ + c1(Eρ) + Ch2(Eρ) = dim ρ+ c1(Eρ) + Ch2(Eρ) .







(η(0,Dρ) + h(0,Dρ)) , (5.27)
Here Â(M) ≡ Â(Ω(M))-genus is the usual polynomial in terms of the Riemannian cur-








= 1− (1/24)p1(M), where p1(M) ≡ p1(Ω(M)) is the first Pontrjagin
class. h(0,Dρ) is the dimension of the space of harmonic spinors on X (h(0,Dρ) = dimKerDρ
= multiplicity of the 0-eigenvalue of Dρ acting on X with coefficients in ρ).
5.4 Twisted Dirac operators on locally symmetric spaces
Let X := X/Γ, X is a globally symmetric space of non-compact type and Γ is a discrete,
torsion-free, co-compact subgroup of orientation-preserving isometries. Thus X inherits a
locally symmetric Riemannian metric g of non-positive sectional curvature. In addition
the connected components of the periodic set of the geodesic flow Φ, acting on the unit
tangent bundle TX, are parametrized by the non-trivial conjugacy classes [γ] in Γ = π1(X).
Therefore each connected component Xγ is itself a closed locally symmetric manifold of
non-positive sectional curvature.
Proposition 5.1 Let ϕ : Γ→ U(F ) be a unitary representation of Γ on F . The Hermitian
vector bundle E = X ×Γ F over X inherits a flat connection from the trivial connection on
X×F . For any vector bundle E over X let E denote the pull-back to X. If D : C∞(X, V )→
C∞(X, V ) is a differential operator acting on the sections of the vector bundle V , then D
extends canonically to a differential operator Dϕ : C
∞(X, V ⊗F )→ C∞(X, V ⊗F ), uniquely
characterized by the property that Dϕ is locally isomorphic to D⊗ · · · ⊗D (dimF times).
In connection with a real compact hyperbolic manifold X consider a locally homogeneous
Dirac bundle E over X and the corresponding Dirac operator D : C∞(X,E) → C∞(X,E).
As before, assume that X = ∂M , that E extends to a Clifford bundle on M and that ϕ :
π1(X) → U(F ) extends to a representation of π1(M). Let Aϕ be an extension of a flat
connection Aϕ corresponding to ϕ.
The Chern-Simons invariant admits a representation in terms of function Z(s,Dϕ), which
is a meromorphic function on C. Z(s,Dϕ) For Re(s2)  0 Z(s,Dϕ) has a meromorphic








Z(s,Dϕ) satisfies the functional equation Z(s,Dϕ)Z(−s,Dϕ) = exp (2πiη(s,Dϕ)) , where
the twisted zeta function Z(s,Dϕ) is meromorphic on C.
It has been shown [30, 31] that for various flows the zeta function associated to any cyclic
flat bundle is actually meromorphic on a neighborhood of [0,∞), regular at s = 0, and
its value at s = 0 coincides with R-torsion with coefficients in the given flat bundle, and
thus is a topological invariant. Recall that Ray and Singer defined an analytic torsion
τanρ (X) ∈ (0,∞) for every closed Riemannian manifold X and orthogonal representation
ρ : π1(X)→ O(n) [3]. Because of the analogy with the Lefschetz fixed point formula, Fried
proved that the geodesic flow of a closed manifold of constant negative curvature has the
Lefschetz property [32]. He also conjectured that this remains true for any closed locally
homogeneous Riemannian manifold.
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where `(γ) is the length of the closed geodesic cγ in the free homotopy class corresponding
to [γ], m(γ) is the multiplicity of cγ, L(γ,D) are the Lefschitz numbers, and Ph(γ) is the
hyperbolic part of the linear Poincaré map P (γ) (see for detail [24]).
Fried’s conjecture has been proved and an adequate theory of Selberg-type zeta functions
for locally symmetric spaces of higher rank was constructed in [29]. Difficulties have been
avoided by constructing certain super Selberg zeta functions, Z`(s,Dϕ), 0 ≤ ` ≤ 2m <
dimX, as alternating products of formal Selberg-like functions, which reduce to Selberg
zeta functions only in the three-dimensional rank one case. Each function Z`(s,Dϕ) is
meromorphic on C and moreover satisfies a functional equation (see [29] for details). Not
surprisingly, the functional equations play a crucial role in identifying the special value of the
Selberg-type spectral function R(s;ϕ) with the R-torsion. Finally, R(s;ϕ) can be expressed




Z(s− dimX + 1 + `, Dϕ)(−1)
`
. (5.31)
5.5 The Chern-Simons– and η(s,D)–invariants
Gauge theory with finite gauge group. In the case of n-dimensional gauge theory
with finite gauge group G the path integral over a cosed n-dimensional manifold X reduces
to a finite sum. This sum defines the quantum invarint F (X). We should note that for
any manifold M with dimM ≤ n, the groupoid of G-bundles may be identified with the
fundamental groupoid of the mapping space Map(M,BG), where BG is the classifying space
carries a universal principal G-bundle [33]. In the case of the 2-dimensional finite gauge
theory based on the central extension T→ Gτ → G the classical invariant associated with a
G-bundle P → X over a closed oriented two-manifold, the exponential action of the field ξ
on X is [33]
I(X, ξ) = e2πiσX(ξ), (5.32)
where T = λ ∈ C : |λ| = 1 is the circle group, σ ∈ H2(BG;Q/Z) ∼= H3(BG;Z) is the cha-
racteristic class corresponding to the central extension, and σX(ξ) ∈ Q/Z is th characteristic








In Eq. (5.33) the sum is over set of representative G-bundles on X, one in each equivalence
class. In the case of the trivial central extension I(X, ξ) = 1 for all ξ and (5.33) counts the
number of representations of π1X into the finite group G. In addition there is an overall
factor of 1/# G and one can extend to a theory of unoriented manifolds.
Example: 2-dimensional theory over the circle S1. The groupoid of G-bundles over
S1 is equivalebt to G//G, where the group G acts on itself by conjugation (see for detail
[33]). In the classical theory the value of I(S1, ξ) is given by the central extension Gτ → G,
viewed as an equivariant principal G-bundle. It means that the value I(S1, ξ) at a bundle
with holonomy x ∈ G is the circle torsor Gτx [33]. Finally in the quantum theory we take
a sum over the appropriate hermitian lines Kξ analogous to (5.33). Thus we can compute








Note that in expression (5.34) the metric on the hermitian line Kx is scaled by the prefactor.
The quantum path integrals (5.33) and (5.34) may be given in categorical language [33].
The Chern-Simons invariant. The η-invariant was introduced by Atiyah, Patodi, and
Singer [26, 27, 28] treating index theory on even dimensional manifolds with boundary and
it first appears there as a boundary correction in the usual local index formula.
Let as before X be a closed odd dimensional spin manifold (which in their index theorem is
the boundary of an even dimensional spin manifold). ηX(s,D) := η(s,Dρ=trivial) is analytic
in s and has a meromorphic continuation to s ∈ C; it is regular at s = 0, and its value there
is the η-invariant of D by setting The result (5.27) holds for any Dirac operator on a SpinC
manifold coupled to a vector bundle with connection (the metric of manifolds is supposed
to be a product near the boundary).
Let X be a closed manifold, and M be an oriented four-manifold with ∂M = X. For a
trivial representation ρ one can choose a trivial flat connection A. Then for this choice we
obtin (see for detail [34]):
IndexDρ − dim ρ · IndexD = −CS(Aρ)−
1
2
(η(0,Dρ)− dimρ · η(0,D)). (5.35)
The Chern-Simons invariant can be derived from Eq. (5.35),
CS(Aρ) = (1/2)(dimρ · η(0,D)− η(0,Dρ)) + modulo Z . (5.36)
Résumé 5.37 A critical point of the Chern-Simons functional is just a flat connection, and
it corresponds to a representation of the fundamental group π1(X). Thus, the value of this
functional at a critical point can be regarded as a topological invariant of a pair (X, ρ), where
ρ is a representation of π1(X). This is the Chern-Simons invariant of a flat connection on
X. We have derived Eq. (5.36) for the Chern-Simons invariants of irreducible SU(n)-flat
connections on a locally symmetric manifolds of non-positive section curvature. Taking into
account that the Dirac operator is Hermitian, the function CS(Aρ) is real, and by making





= Z(0,D)dim ρ Z(0,Dρ) = (−1)dim ρ dim kerD+dim kerDρ . (5.38)
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There is an indeterminacy of sign unless dim ρ dim kerD + dim kerDρ = 2n, n ∈ Z .
5.6 Crossed products and deformation quantization
First we consider an interesting class of examples which is provided by the symmetric pro-












(1− qn)−χ(X) = R(s = 1− i%(τ))−χ(X) . (5.40)
Crossed products C[Sn] n A⊗n. Recalling the cyclic homology and homology of an ap-
propriate Lie algebras from Sect. 5.1 we analyze the Hochschild homology of the crossed
products C[Sn]nA⊗n using the Hochschild homology of the associative algebra A (over C).
Let us consider the Hochschild (co)homology of C[W ] nA⊗n. Here A is the q-Weyl algebra
or any its degeneration, W is the Weyl group of type An−1 or Bn.
Let X be an affine symplectic algebraic variety over C. Suppose A+ be a deformation
quantization of X. For A = A+[~−1] the Hochschild cohomology of the algebra SnA, where
the singular Poisson variety SnX = Xn/Sn, is additively isomorphic to the Chen-Ruan
orbifold (or stringy) cohomology of SnX with coefficients in C((~)) [36]. Let A(n) :=
C[Sn] nA⊗n. The generating function for dimHH i(A(n)) takes the form [36]:∑









R(s = (1 + a+ ε1 + ε2)(1− i%(τ))− a+ iσ(τ))(−1)
k−1bk(X). (5.41)
In Eq. (5.41) bk(X) are the Betti numbers of A, a = dlog t/2πiτ , ε1 = (k − d)log t/2πiτ ,
and ε2 = (k− 1)/2τ . Formulas for the generating series of the dimensions of the Hochschild
cohomology of C[W ] nA⊗n may be given by analogy with Göttsche formula (see for details
[36]).
Göttsche formula. For a one-dimensional higher variety (i.e. for a surface) the following
results hold: The generating function of the Poincaré polynomials Pt(X








(1 + t2n−1qn)b1(X)(1 + t2n+1qn)b3(X)
(1− t2n−2qn)b0(X)(1− t2nqn)b2(X)(1− t2n+2qn)b4(X)
=
R(s = (1 + y/2)(1− i%(τ))− y + iσ(τ))b1(X)
R(s = 1− i%(τ)− y)b0(X)R(s = (1 + y)(1− i%(τ))− y)b2(X)
×R(s = (1 + 3y/2)(1− i%(τ))− y + iσ(τ))
b3(X)
R(s = (1 + 2y)(1− i%(τ))− y)b4(X)
, (5.42)
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where y = 2a/d.
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