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Bayesian Inference for PCA and MUSIC Algorithms
with Unknown Number of Sources
Viet Hung Tran and Wenwu Wang
Abstract—Principal component analysis (PCA) is a popular
method for projecting data onto uncorrelated components in
lower dimension, although the optimal number of components
is not specified. Likewise, multiple signal classification (MUSIC)
algorithm is a popular PCA-based method for estimating di-
rections of arrival (DOAs) of sinusoidal sources, yet it requires
the number of sources to be known a priori. The accurate
estimation of the number of sources is hence a crucial issue
for performance of these algorithms. In this paper, we will
show that both PCA and MUSIC actually return the exact joint
maximum-a-posteriori (MAP) estimate for uncorrelated steering
vectors, although they can only compute this MAP estimate
approximately in correlated case. We then use Bayesian method
to, for the first time, compute the MAP estimate for the number
of sources in PCA and MUSIC algorithms. Intuitively, this MAP
estimate corresponds to the highest probability that signal-plus-
noise’s variance still dominates projected noise’s variance on
signal subspace. In simulations of overlapping multi-tone sources
for linear sensor array, our exact MAP estimate is far superior
to the asymptotic Akaike information criterion (AIC), which is
a popular method for estimating the number of components in
PCA and MUSIC algorithms.
Index Terms—PCA, DOA, MUSIC, AIC, line spectra, double
gamma distribution, multi-tone sources.
I. INTRODUCTION
In many systems of array signal processing, e.g. in radar,
sonar and antenna systems, linear sensor array is the most
basic and universal mathematical model. Because far distant
sources with different directions of arrival (DOAs) will os-
cillate the steering sensor array with different angular fre-
quencies, the array’s output data is then a superposition of
sinusoidal signals [1]. Hence, a common problem of array
systems is to detect the number of sources, as well as their
tone frequencies and DOAs, from noisy sinusoidal signals.
In literature, most papers only consider the case of single-
tone or narrowband sources (i.e. sources with non-overlapping
tones), for which the line spectrum is a popular estimation
method (e.g. in [2], [3]). When the number of sources is
small, the DOA’s line spectra are sparse and can be estimated
effectively via sparse techniques like atomic norm (also known
as total variation norm) [1], [2], LASSO [4], [5] and Bayesian
compressed sensing [6], [7]. The near optimal bound for the
atomic norm approach was also given in [8].
In this paper, however, we are interested in a more general
case with arbitrary number of overlapping multi-tone sources.
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In this case, the most popular DOA’s and frequency’s estima-
tion techniques are perhaps discrete time Fourier transform
(DTFT), MUSIC and ESPRIT algorithms, originated from
signal processing techniques [9]. Both MUSIC and ESPRIT
belong to subspace methods, whose purpose is to extract
signal subspace and noise subspace from noisy data space via
eigen-decomposition. Although the computational complexity
of ESPRIT is lower, the MUSIC is, however, more popular in
practice [10], [11]. For example, in smart antenna models,
the MUSIC algorithm for DOA estimation was shown to
be more stable and accurate than ESPRIT [12], [13]. Also,
the key disadvantage of ESPRIT is that it would require
two translational invariant sub-arrays in order to exploit the
invariant rotational subspace of angular frequencies [9].
Hence, for this general case, we focus on DTFT and MUSIC
algorithms in this paper. Although these two methods can
achieve high resolution DOA’s estimation for uncorrelated and
weakly correlated sources, the number K of sources must be
known beforehand [9], [14]. In practice, an accurate estimation
of unknown K is then a critical issue for DOA’s estimation
in these methods. Our objective is to provide the optimal
maximum-a-posteriori (MAP) estimate for this unknown K
in this paper.
A. Related works
Since MUSIC algorithm is a variant of principal component
analysis (PCA), the most common approach for estimating K
is to apply the eigen-based methods in clustering literature (c.f.
[14]), of which the most widely-used methods are information
criterions like minimum description length (MDL) [15] and
Akaike information criterion (AIC) for PCA [16]. Nonetheless,
the information criterions like MDL and AIC are merely
asymptotic approximations of maximum likelihood (ML) esti-
mate in the case of infinite amount of data [15], [17]. Likewise,
hard-threshold schemes for eigen-based methods are mostly
heuristic [14] and only optimal in asymptotic scenarios [18].
Despite being invented in early years of twentieth century
[19], [20], PCA is still one of the most popular methods
for reducing data’s dimension [21]. In [22], PCA was shown
to be equivalent to maximum likelihood (ML) estimate of
factor analysis model with additive white Gaussian noise
(AWGN). Then, apart from heuristic eigen-based methods,
the non-asymptotic probabilistic methods for estimating K are
mostly based on Bayesian theory. Nonetheless, the posterior
probability distributions of principal vectors and the number K
of components in PCA are very complicated in general and do
not belong to any known distribution family [23], [24]. Hence,
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their closed-form is still an open problem in literature [25],
[26], [27]. For this reason, the MAP estimate of K could only
be computed via approximations like Laplace [28], Variational
Bayes [23] and sampling-based Markov chain Monte Carlo
[24], [26], [27] in literature.
To our knowledge, the most recent attempt to derive the
exact MAP estimate of K in PCA is perhaps the Theorem 5.1
in [25]. Unfortunately, this theorem imposed a restricted form
of standard normal-gamma prior on signal’s amplitudes and
noise’s variance and, hence, still involved two unknown hyper-
prior parameters for this prior. These two unknown parameters
were then estimated via heuristic plug-in method in [25],
before estimating K.
B. Paper’s contributions
In contrast to [25], we will use non-informative priors,
without imposing any hyper-prior parameter in this paper. For
this purpose, we have derived two novel probability distribu-
tions, namely double gamma and double inverse-gamma, in
Appendix A. These novel distributions will help us compute,
for the first time, the exact MAP estimate of K and posterior
mean estimate of signal’s and noise’s variance, without any
prior knowledge of sources in PCA and MUSIC models.
Intuitively, our MAP estimate K̂ is equivalent to picking the
dimension K of signal subspace such that the signal-plus-
noise’s variance is higher than the projected noise’s variance
on that signal subspace with highest probability.
Our novel distributions actually arise as a natural form
for the joint posterior distribution of signal’s and noise’s
variance in the PCA model. The motivation of these novel
distributions is that, under assumption of Gaussian noise,
both variances of noise and signal-plus-noise would follow
inverse-gamma distributions a-posteriori, since inverse-gamma
distribution is conjugate to Gaussian distribution. Furthermore,
since signal-plus-noise’s variance must dominate noise’s vari-
ance a-posteriori, the double inverse-gamma distribution arises
naturally as the joint distribution of these two inverse-gamma
distributions under this domination constraint. For this reason,
these novel distributions are also useful for joint estimation
of unknown source’s and noise’s variance in generic linear
AWGN models.
Owing to these novel distributions, we will show that
PCA and MUSIC actually return the joint MAP estimate
of uncorrelated principal/steering vectors for both cases of
known and unknown noise’s variance, although these methods
can only approximate this joint MAP estimate in the case of
correlated principal/steering vectors.
Since MAP estimate is the optimal estimate for averaged
zero-one loss (also known as averaged L∞-norm), as shown
in Appendix B, our MAP estimate K̂ is superior to asymptotic
AIC method in our simulations. Also, since accurate estima-
tion of K increases the performance of DTFT and MUSIC
algorithms significantly, our MAP estimate K̂ subsequently
leads to higher accuracy for DOA’s and amplitude’s estimation
in these two algorithms, particularly for overlapping multi-tone
sources.
In literature of DOA, we recognize that very few papers
consider the case of multi-tone sources, even though such
sources appear frequently in practice. Indeed, both narrow
band and overlapping band sources are examples of this case.
To our knowledge, this is the first paper studying DOA’s
estimation for generic multi-tone sources in Bayesian context.
A much simpler version of this paper was recently published
in [29], but merely for estimating binary on-off states of multi-
tone sources, with known noise’s variance.
C. Paper’s organization
Firstly, in section II, the linear sensor array will be rein-
terpreted as a linear model in frequency domain, given the
AWGN assumption. The PCA, MUSIC and spectrum DTFT
algorithms are then reviewed in section III, under new per-
spective of the Pythagorean theorem for Hilbert–Schmidt norm
[30]. Full Bayesian analysis and MAP estimates for these three
algorithms are presented next in section IV. The simulations
in section V will illustrate the superior performance of exact
MAP estimate to the asymptotic AIC method in linear sensor
array, particularly for overlapping multi-tone sources. The
paper is concluded in section VI.
II. SENSOR ARRAY’S MODEL
In linear sensor array’s model, as illustrated in equation (1)
at the top of next page, let X , [x1,x2, . . . ,xN ] ∈ CD×N
and S , [s1, s2, . . . , sN ] ∈ CK×N denote the complex
matrix of D sensors’ output and K multi-tone sources over
N time points, respectively. Hence, at time t ∈ {1, 2, . . . , N},
the column vectors xt , [x1,t, . . . , xD,t]T ∈ CD×1 and
st , [s1,t, . . . , sK,t]T ∈ CK×1 are complex-value snapshots
of D sensors’ output and unknown K multi-tone sources,
respectively, where T denotes transpose operator.
Let V ω , [v(ω1), . . . ,v(ωK)] ∈ VD×K ⊂ CD×K denote
the steering array matrix, whose {d, k}-element is vd,k ,
ej2ηdωk = ejωkd, with radius ηd , %2d ∈ R denoting positions
of D sensors spaced at half of the unit wavelength % = 1 and
DOA’s spatial angular frequencies ωk , pi cosφk ∈ [−pi, pi)
corresponding to upper half-space arrival angle φk ∈ [0, 1800),
∀d ∈ {1, 2, . . . , D}, ∀k ∈ {1, 2, . . . ,K}.
Let us also assume that each source is a superposition
of at most M potential tones over time. In matrix form,
we write S = AW , in which A , [a1,a2, . . . ,aK ]T ∈
CK×M is the matrix of K source’s complex amplitudes
ak , [ak,1, . . . , ak,M ]T , ∀k ∈ {1, 2, . . . ,K}, and W ,
[w1,w2, . . . ,wM ]
T ∈ CM×N is the matrix of each
source’s M potential tones wm , [ejγm , . . . , ejγmN ]T ,
∀m ∈ {1, 2, . . . ,M}. In element form, we have sk,t =∑M
m=1 ak,mwm,t, where ak,m ∈ C is complex amplitude of
m-th tone wm,t , ejγmt and γm ∈ [0, 2pi) is tone’s angular
frequency.
In order to apply the fast Fourier transform (FFT), let us
assume that all tone’s frequency falls into discrete Fourier
transform (DFT) bins 2piN , i.e. γm ∈
{
0, 2piN . . . , (N − 1) 2piN
}
.
A. Direction of arrival (DOA) model
In time domain, the data model for the linear sensor array
is then written in matrix form in (1), as follows:
X = V ωS +E, with S = AW , (2)
IEEE TRANSACTIONS ON SIGNAL PROCESSING 2018 (preprint) 3

x1︷ ︸︸ ︷
x1,1 · · ·
xN︷ ︸︸ ︷
x1,N
...
...
xD,1 · · · xD,N

︸ ︷︷ ︸
XD×N
=

vω1︷ ︸︸ ︷
ejω1 · · ·
vωK︷ ︸︸ ︷
ejωK
...
...
ejω1D · · · ejωKD

︸ ︷︷ ︸
V D×K
SK×N︷ ︸︸ ︷
a1
{
a1,1 · · · a1,M
...
...
aK
{
aK,1 · · · aK,M

︸ ︷︷ ︸
AK×M
 e
jγ1 · · · ejγ1N
...
...
ejγM · · · ejγMN

︸ ︷︷ ︸
WM×N
+ED×N
(1)
whereE ∈ CD×N is matrix of complex AWGN with power r2.
In frequency domain, we can multiply W
∗
N from the right
in (1-2) and rewrite our DOA’s model as follows:
Y = V ωA+Z, (3)
which is also a problem of factor analysis with unknown
matrix product V ωA, as illustrated in Fig. 1. Since all
source’s tones are evaluated at DFT bins in FFT method, the
FFT covariance matrix of tone components is diagonal, i.e.
WW ∗ = NIM , in which ∗ denotes conjugate transpose and
IM is an M × M identity matrix. Then Y , 1NXW ∗ =
[y1,y2, . . . ,yM ] ∈ CD×M is the normalized FFT output of
the array data. The noise Z , EW ∗N in (3) is also a complex
AWGN with power σ2 , r2N .
Given noisy data X and its form Y in frequency domain
(3), our aim is then to estimate all unknown parameters
{A,ω,K, σ}, where ω , [ω1, ω2, . . . , ωK ]T ∈ [−pi, pi)K are
DOA’s spatial frequencies of K sources.
B. Uncorrelated condition for DOAs
For later use, the DOA’s uncorrelated condition I0 is defined
in this paper as follows:
I0 : V
∗
ωV ω
D
= IK , (4)
which corresponds to orthogonality of steering vectors, i.e.
∀k 6= m:
v∆ωk,m , v∗ωkvωm =
D∑
d=1
ej∆ωk,md =
sin
(
∆ωk,m
2 D
)
sin
(
∆ωk,m
2
) = 0,
(5)
with ∆ωk,m , ωm − ωk, ∀k,m ∈ {1, 2, . . . ,K}. The sin
function in (5) is owing to the fact that the value v∆ωk,m
is equivalent to a discrete time Fourier transform (DTFT) of
a unit rectangular function over [0, D], since each steering
vector vωk can be regarded as a discrete sequence of complex
sinusoidal values over D sensors, as defined in (1). Because
v∆ωk,m in (5) is only zero at multiple integers of τD , 2piD ,
we can see that there is the so-called power leakage if ∆ωk,m
is not multiple integers of 2piD , as shown in Fig. 2.
For later use, let us also relax the uncorrelated condition (4)
in weaker form, as follows:
I1 : V
∗
ωV ω
D
≈ IK ⇔ 0 ≤
|v∆ωk,m |
D
 1,∀k 6= m, (6)
This weaker condition will be used in Bayesian analysis of
the MUSIC algorithm below.
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Figure 1. In likelihood model Y ∼ CN (V A, σ2ID ⊗ IM ), the ground-
truth V A is regarded as the reference point. Then Z and Y follow Gaussian
distribution around V A, with variance σ2. In contrast, Bayesian method
regards data Y as the reference point and, given non-informative priors,
we can also say that the unknown quantities Z and V A follow Gaussian
distribution around Y , with the same variance σ2. Similarly, both amplitude
A and its estimate A0 , V +Y follow Gaussian distribution around each
other, with variance σ20 in (18, 21). If K < D and V
∗V is diagonal,
the PCA in (13, 14) returns MAP estimate V̂ , arg maxV ||V A0|| =
arg minV ||H0|| = Q1:K , where Q , [Q1:K ,QK+1:D] are orthogonal
eigenvectors of Y Y ∗ ∈ CD×D with K highest and D − K lowest
eigenvalues, respectively. Intuitively, the MAP estimate of dimension K of
signal subspace VD×K corresponds to the highest probability that signal-
plus-noise variance ra still dominates projected noise’s variance σ20 on that
subspace, as shown in (33, 38).
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Figure 2. (Left) v∆ω denotes inner product between two steering vectors in
V ω , as given in (5) . The absolute value |v∆ω | is zero at multiple integers of
τD , 2piD , where D is the number of sensors. (Right) Illustration of posterior
distributions of uncorrelated DOAs ω [29].
III. PCA AND MUSIC ALGORITHMS
Given uncorrelated condition (4), the DOA’s model (3) is
essentially a special case of traditional PCA method. Indeed,
given an observation matrix Y ∈ CD×M and AWGN Z in
(3) , the PCA’s purpose is to estimate its orthogonal principal
vectors V ∈ CD×K and the complex amplitudes A ∈ CK×M ,
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as follows:
Y = V A+Z, with
{
Z ∼ CN (0, σ2ID ⊗ IM )
V ∗V = DIK and K < D
, (7)
where 0 denotes zero matrix with appropriate dimensions, as
illustrated in Fig. 1. In this section, let us briefly review the
traditional PCA and MUSIC algorithms for estimating V and
V ω in (7) and (3), respectively.
A. Euclidean formulation
Since the noise Z is Gaussian, let us interpret the PCA
model (7) via Euclidean distance first, as shown in Fig. 1,
before applying Bayesian method in next section. From (7),
we have:
A = V +(Y −Z), with V + , (V ∗V )−1V ∗, (8)
where V + is the Moore-Penrose pseudo-inverse of V , i.e.
V +V = IK . Then, from (8), we can see that A0 , V +Y is
the conditional mean estimate ofA, given V , since E(Z) = 0.
As illustrated in Fig. 1, we note that1:
||Z||2 = ||Y − V A||2 = ||V (A−A0)||2 + ||H0||2, (9)
in which || · || denotes the length (i.e. Hilbert–Schmidt norm
[30]) operator: ||Y ||2 , Tr(Y ∗Y ), with Tr(·) denoting Trace
operator. The term H0 , Y −V A0 represents the height be-
tween data Y and its projection on vector space V ∈ VD×K ,
as follows:
||H0||2 = ||Y − V A0||2 = ||Y ||2 − ||V A0||2, (10)
where:
||V A0||2 = Tr(Y ∗(V V +)Y ) = Tr(V V +(Y Y ∗))
= Tr(V +(Y Y ∗)V ), (11)
since the trace is invariant under cyclic permutations. These
Pythagorean forms (9, 10) will simplify the derivation in
equations (21, 22) below.
B. Principal component analysis (PCA)
Let us now substitute the diagonal condition V ∗V = DIK
in (7) to (8-11):
V + =
V ∗
D
,A0 = V
+Y =
V ∗Y
D
, ||V A0||2 = D||A0||2.
(12)
The estimate V̂ closest to data Y , as illustrated in Fig. 1, can
be computed from (10, 11), as follows:
V̂ , arg max
V ∈SKD
||V A0||2 = arg min
V ∈SKD
||H0||2
= arg max
V ∈SKD
Tr(V ∗(Y Y ∗)V ) = arg max
V ∈SKD
K∑
k=1
v∗k(Y Y
∗)vk
= arg max
V ∈SKD
K∑
k=1
D∑
d=1
λd||q∗dvk||2. (13)
1The Pythagorean equality in (9) can also be verified directly, as follows:
(Y −V A)∗(Y −V A) = A∗(V ∗V )A−A∗V ∗Y −Y ∗V A+Y ∗Y =
(A− V +Y )∗(V ∗V )(A− V +Y ) + Y ∗Y − Y ∗(V V +)Y .
in which SKD , {V ∈ CD×K : V ∗V = R2IK} denotes the
Stiefel manifold with radius R ,
√
D and qd ∈ CD×1 are
orthogonal eigenvectors of positive semi-definite covariance
matrix Y Y ∗ ∈ CD×D with d-th highest eigenvalues λd. Since
the amplitudes of both component vectors vk and eigenvectors
are constant, i.e. v∗kvk = D and q
∗
dqd = 1, ∀d, k, the inner
product ||q∗dvk||2 in (13) is maximized when vk = qd. Then,
if K < D, solving (13) for V yields:
V̂ = arg min
V ∈SKD
||Q∗K+1:DV ||2 = Q1:K , [q1, . . . , qK ]. (14)
The K eigenvectors Q1:K are essentially the output of tra-
ditional PCA algorithm and QK+1:D , [qK+1, . . . , qD] ∈
QD×(D−M) is called residue eigen-subspace, as illustrated in
Fig. 1.
C. MUSIC algorithm
Similar to PCA, the aim of the MUSIC algorithm is
to find the estimate ω̂ of DOAs ω, such that ω̂ ,
arg maxω ||V ωA0||2. Since the pseudo-inverse form V +ω in
(11) is complicated, MUSIC assumes the weakly uncorrelated
form (6), i.e. V +ω ≈ V
∗
D . Then, similar to (13, 14), we have:
ω̂ = arg max
ω∈[−pi,pi)K
||V ωA0||2 ≈ arg max
ω∈[−pi,pi)K
1
||Q∗K+1:DV ω||2
= arg max
ω∈[−pi,pi)K
1∑K
k=1
∑D
d=K+1 ||q∗dvk(ωk)||2
. (15)
Since the steering matrix V ω has a restricted form over DOAs
ω, as defined in section II, the optimal matrix V ω̂ in (15) is
not equal to eigenvectors Q1:K like the PCA method (14) and,
hence, the denominator ||Q∗K+1:DV ω̂||2 in (15) is not equal to
zero in general. Nonetheless, since steering vectors vk(ω) =
v(ω) have the same functional form for any k, the optimal
DOAs ω̂ = [ω̂1, ω̂2, . . . , ω̂K ]T in (15) correspond to the K
highest peaks ω̂ of the so-called pseudo-spectrum, defined as
follows:
ω̂ , arg max
ω∈[−pi,pi)
1∑D
d=K+1 ||q∗dv(ω)||2
. (16)
If K is unknown, the true value K in (16) is replaced by a
threshold Kmax, with K < Kmax ≤ D, in practice.
D. DTFT spectrum method
If we assume the strictly uncorrelated condition V ∗ωV ω =
DIK , i.e. ||V ωA0||2 = D||A0||2, in (4, 12), the DOA’s
estimate in (15) can be computed via DTFT method (5), as
follows:
ω̂0 , arg max
ω∈[−pi,pi)K
||A0||2 = arg max
ω∈[−pi,pi)K
||V ∗ωY ||2
= arg max
ω∈[−pi,pi)K
K∑
k=1
||ak||2 = arg max
ω∈[−pi,pi)K
K∑
k=1
||v∗ωkY ||2,
(17)
where ak is the k-th row of A0. Then ω̂0 corresponds to
the K highest peaks of power spectrum ||v∗ωY ||2 of Y ,
∀ω ∈ [−pi, pi). Hence, we can regard the spectrum method
as a special case of PCA (12, 13) and MUSIC algorithm (15)
for strictly uncorrelated DOAs.
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IV. BAYESIAN INFERENCE OF NUMBER OF COMPONENTS
In this section, we will compute the Bayesian posterior
estimate for all unknown quantities in the PCA model (7).
Owing to our novel double inverse-gamma distribution in
Appendix A, we will be able to marginalize out the unknown
noise’s variance and derive, for the first time, the closed-form
solution for MAP estimate of the number of components in
PCA and MUSIC algorithms at the end of this section.
For this purpose, let us rewrite the PCA model (7) in
normalized form, as follows:
Y
ra
=
V A
σ2a
(1− τ) + τ Z
σ20
,
{
τ , σ
2
0
ra
=
σ20
σ2a+σ
2
0
σ20 , σ
2
||V || =
σ2
D
, (18)
in which ra , σ2a + σ20 is called signal-plus-noise variance,
σ2a ,
∑K
k=1
σ2k
K =
||A||2
KM is the empirical amplitude’s variance
of all sources, σ2k ,
||ak||2
M is the empirical amplitude’s vari-
ance of the k-th source in (1), σ20 , σ
2
||V || =
σ2
D is the projected
noise’s variance on vector space V and τ , σ
2
0
ra
∈ (0, 1) is
called noise-to-signal percentage in this paper.
Note that, our definition of τ = (1+σ2a/σ
2
0)
−1 is consistent
with definition τ = (1+SNR)−1 for the PCA model, as shown
in [24]. If the signal-to-noise ratio (SNR) is high, i.e. σ2a  σ20 ,
we have τ → 0 and, hence, data Y leans toward the signal.
In contrast, if SNR is low, i.e. σ2a  σ20 and τ → 1, the noise
dominates signal and, hence, data Y leans toward the noise Z.
If K = 0, we set τ = 1 (i.e. σ2a = 0, since ||V A|| = 0) and,
hence, data Y consists of noise Z only.
A. Likelihood model
The likelihood in (7, 18) is a complex Gaussian matrix-
variate distribution, as follows:
f(Y |A,V ,K, σ2) =
{
CNY
(
V A, σ2ID ⊗ IM
)
, if K > 0
CNY
(
0, σ2ID ⊗ IM
)
, if K = 0
(19)
in which ⊗ denotes Kronecker product and
CNY
(
V A, σ2ID ⊗ IM
)
, etr(−I
−1
M (Y −V A)∗I−1D (Y −V A)/σ2)
(piσ2)DM
(c.f. [31]), with etr(·) , exp(Tr(·)) denoting the exponential
trace operator and, hence, f(Y |K = 0, σ2) = exp(−||Y ||2/σ2)
(piσ2)DM
.
B. Non-informative prior for amplitudes
Let us consider the non-informative Jeffreys’ prior for A
first, i.e. f(A|K) ∝ 1
ζKM
with sufficiently large normalizing
constant ζ (ideally ζ → ∞), ∀K > 0, and f(A|K = 0) =
δ(A), with Dirac-delta function δ(·). The posterior for A can
be derived from (19), as follows:
f(Y ,A|V ,K, σ2) = f(Y |A,V ,K, σ2)f(A|K) (20)
=
{
f(A|Y ,V ,K, σ2)f(Y |V ,K, σ2), if K > 0
f(Y |K = 0, σ2)δ(A), if K = 0 ,
and:
f(A|Y ,V ,K, σ2) =CNA(A0,Φ−1 ⊗ IM ) (21)
=
1
(piσ20)
KM
exp
(−||V (A−A0)||2/σ2) ,
f(Y |V ,K, σ2) = (piσ
2
0/ζ)
KM
(piσ2)DM
exp
(−||H0||2/σ2) (22)
=
f(Y |K = 0, σ2)(
ζ
piσ20
)KM exp (||V A0||2/σ2) ,
in which we have applied the Pythagorean forms (9, 10) to
(19, 20), with Φ , V ∗Vσ2 =
IK
σ20
and σ20 =
K
√
det(Φ−1) =
σ2
K
√
det(V ∗V )
= σ
2
D . Note that, if K = 0 in (22), we have:
f(Y |V ,K, σ2) = f(Y |K = 0, σ2), since ||H0||2 = ||Y ||2
in (10) in this case, owing to convention ||V A0||2 = 0 in
(19).
From (22), we can see that, given V , the posterior mean
of A is A0 , V +Y , as illustrated in Fig. 1. Hence the
conditional distribution (21) is similar to the pseudo-inverse
form in (8), except that it is now given explicitly in the form
of Gaussian distribution.
For later use, let us compute the likelihood f(Y |K = 0)
by multiplying the non-informative Jeffreys’ prior f(σ2) ∝ 1σ2
with likelihood f(Y |K = 0, σ2) in (22), as follows:
f(Y |K = 0) =
∫ ∞
0
f(Y |K = 0, σ2)f(σ2)dσ2 (23)
=
1
ζY
, 1
piDM
Γ(DM)
(||Y ||2)DM .
C. Conjugate prior for amplitudes
Note that, the uniform prior f(A|K) ∝ 1
ζKM
is improper
since it implies that the averaged signal’s power σ2a in (18)
is infinite, which is not the case in practice. For this reason,
let us consider a conjugate prior with finite averaged variance
σ2a for A, as follows: f(A|K,σ2a) = CNA(0, σ2aIK ⊗ IM ) =
1
(piσ2a)
KM exp
(
−||A||2
σ2a
)
, which is conjugate to Gaussian model
(21), ∀K > 0. This prior variance σ2a represents the unknown
value of averaged signal’s power in the PCA’s model (18),
which can be estimated from data Y a-posteriori. Note that,
if we set σ2a →∞, we have f(A|K)→ 1ζKM = 1(piσ2a)KM and
this conjugate case will return to the case of uniform prior
above.
1) Posterior distribution of amplitudes: Replacing f(A|K)
in (20) with f(A|K,σ2a) yields2:
f(A|Y ,V ,K, σ2, σ2a) = CNA(Σ−1ΦA0,Σ−1 ⊗ IM ),
f(Y |V ,K, σ2, σ2a) =
τKM
(piσ2)DM
exp
(
−||HΣ||
2
σ2
)
,
(24)
where Σ , Φ + IKσ2a and:
||HΣ||2 ,||H0||2 + ||V A0||2 (25)
− σ2Tr(ΣA0(Φ∗(Σ∗Σ)−1)ΦA0).
2Here we use: ||V (A − A0)||2/σ2 + ||A||2/σ2a = ||V A0||2/σ2 +
Tr(Σ(A−Σ−1ΦA0)∗(A−Σ−1ΦA0))−Tr(Σ(Σ−1ΦA0)∗Σ−1ΦA0).
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2) Diagonal condition: If V ∗V is not diagonal, it is not
feasible to factorize the likelihood form f(Y |V ,K, σ2, σ2a)
in (24). Hence, from (12), substituting the diagonal forms
Φ = V
∗V
σ2 =
IK
σ20
and Σ =
(
1
σ20
+ 1σ2a
)
IK into (25), we
can factorize the likelihood form in (24) feasibly, as follows3:
||HΣ||2 = ||Hτ ||2 , ||H0||2 + τ ||V A0||2 (26)
= ||Y ||2 − (1− τ)||V A0||2,
i.e. we have ||H0||2 < ||Hτ ||2 < ||Y ||2, ∀τ = σ
2
0
ra
∈ (0, 1).
Substituting (26) back to (24), we obtain:
f(A|Y ,V ,K, σ2,σ2a) = CNA((1− τ)A0, τσ2aIK ⊗ IM )
f(Y |V ,K, σ2, ra) = τ
KM
(piσ2)DM
exp
(
−||Hτ ||
2
σ2
)
(27)
∝ CN ||H0||2
(
0, σ2
) CN ||V A0||2
D
(0, ra) ,
or, equivalently:
f(Y |V ,K, σ2, ra) =
iGra
(
α, sD
)
iGσ2 (β, t)
ζp
σ2ra, (28)
in which ζp consists of normalizing constants of inverse-
gamma distributions iG and:
α , KM, β , (D −K)M, α+ β = DM, p , s
s+ t
,
s , ||V A0||2, t , ||H0||2, s+ t = ||Y ||2, q , t
s+ t
,
ζp ,
piDMsαtβ
Γ(α)Γ(β)
= pqBp(α, β)ζY , ζY = pi
DM (s+ t)α+β
Γ(α+ β)
,
(29)
with ζY defined in (23). Bp(α, β) , p
α−1qβ−1
B(α,β) is the beta
distribution, B(α, β) , Γ(α)Γ(β)Γ(α+β) and Γ(n) = (n − 1)! are
beta and gamma functions for natural number4, respectively.
Comparing (26, 27) with (18), we can see that the noise-
to-signal percentage τ = σ
2
0
ra
∈ (0, 1) is a calibrated factor for
amplitude’s estimation, as follows:
A , (1− τ)A0 =
(
1− σ
2
0
ra
)
A0, (30)
in which A is both conditional mean and MAP estimate for
A in (27) and, hence, A is closer to the true value A than
A0 = V
+Y in average, as illustrated in Fig. 1. When SNR
is high (i.e. σ2a  σ20 and τ → 0), A is almost the same as
A0. In contrast, when SNR is low (i.e. σ2a  σ20 and τ → 1),
A is closer to zero and yields lower mean squared error, as
illustrated in Fig. 3 in the simulation section.
Also, intuitively, the PCA’s likelihood model in (27) is
proportional to a product of two Gaussian distributions, one
for observed signal ||V A0||2 with signal-plus-noise variance
ra in signal subspace and one for the height ||H0||2 with
noise’s variance σ2 in noise subspace, as illustrated in Fig. 1.
Since both terms ||V A0||2 and ||H0||2 can be computed from
3We have: Tr(ΣA0(Φ∗(Σ∗Σ)−1Φ)A0) = (Σ−1Φ∗)Tr(A0ΦA0) =
(1− τ)||V A0||2/σ2 in this case.
4We can use Stirling’s approximation: log Γ(x) ≈ (x−1/2) log(x)−x+
log(2pi)/2, for large x.
observed data ||Y ||2, the unknown variances ra and σ2 can
also be estimated from ||V A0||2 and ||H0||2, respectively, via
inverse-gamma distributions in (28), as shown below.
3) Posterior distribution of noise’s variance: Multiplying
the non-informative Jeffreys’ priors f(σ2) ∝ 1σ2 and f(ra) ∝
1
ra
of positive values σ2 and ra with (28), respectively, we
can write down their posterior distributions via chain rule of
probability:
f(Y , ra, σ
2|V ,K) = f(Y |V ,K, σ2, ra)f(σ2)f(ra) (31)
= f(ra|Y ,V ,K, σ2)f(σ2|Y ,V ,K)f(Y |V ,K).
Since {ra, σ0} are two random variables (r.v.) of inverse-
gamma distributions and ra ≥ σ0 in (28, 31), let us apply
the double inverse-gamma distribution in Appendix A to the
posteriors in (31), as follows:
f(ra|Y ,V ,K, σ2) = iGra≥σ20
(
α,
s
D
)
,
iGra
(
α, sD
)
γ(α, s
σ2
)
Γ(α)
,
f(σ2|Y ,V ,K) =iGGσ2(α, β, s, t) ,
γ
(
α, sσ2
)
Γ(α)
iGσ2 (β, t)
Ip(α, β)
,
(32)
and:
f(Y |V ,K) = Pr[Ira≥σ20 ]
ζp
=
Ip(α, β)
ζp
=
∑∞
n=αNBn(β, p)
ζp
= f(Y |K = 0)
(
Ip(α, β)
Bp(α, β)pq
)
(33)
= f(Y |K = 0)
( ∞∑
n=α
Γ(α)Γ(n+ β)
n!Γ(α+ β)
pn−α
)
︸ ︷︷ ︸
P(V ,K)=1, if K=0.
,
or, equivalently:
f(Y |V ,K) = 1− Iq(β, α)
ζp
=
∑β−1
n=0NBn(α, q)
ζp
(34)
= f(Y |K = 0)
(
β−1∑
n=0
Γ(β)Γ(α+ n)
n!Γ(α+ β)
1
qβ−n
)
︸ ︷︷ ︸
Q(V ,K)=P(V ,K)
where f(Y |K = 0) is given in (23), γ (α, x) is the lower
incomplete gamma function, Ip(α, β) is the regularized incom-
plete beta function and NBn(α, q) is the negative binomial
distribution, as given in (44).
Note that, in order to derive the likelihood f(Y |V ,K) in
(33), we have marginalized out all possible values of signal’s
and noise’s variance in (31). Since signal-plus-noise variance
ra must be higher than noise’s variance σ2, we recognize
that the PCA’s likelihood f(Y |V ,K) in (33) is actually
proportional to probability Pr[Ira≥σ20 ] of the event ra ≥ σ2.
Intuitively, the negative binomial form in (33, 34) implies that
the likelihood probability f(Y |V ,K) would take into account
all binomial combination of all possible values of signal’s
dimension α = KM and noise’s dimension β = (D −K)M
over K.
If K = 0, we have ||V A0||2 = 0 and, hence, α = p = 0
by convention in (19). We then have P(V ,K = 0) = 1 in
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(33), owing to convention α! = 0! = p0 = 00 = 1. Note that,
although the infinite sums P(V ,K) in (33) is guaranteed to
converge with p ∈ (0, 1), the form of finite sums Q(V ,K) in
(34) is more suitable for efficient computation in practice.
From (49) in Appendix A, the conditional mean estimates
of ra and σ2 can be computed as follows:
ra , Ef(ra|Y ,V ,K)(ra) =
s
D
α− 1
Ip(α− 1, β)
Ip(α, β)
≈
1
D ||V A0||2
KM
,
σ2 , Ef(σ2|Y ,V ,K)(σ2) =
t
β − 1
Ip(α, β − 1)
Ip(α, β)
≈ ||H0||
2
(D −K)M ,
(35)
in which the approximations are accurate if α, β  1. The
plug-in estimate for the noise-to-signal percentage τ ∈ (0, 1)
is then5:
τ , σ
2
0
ra
≈
1
D−K ||H0||2
1
K ||V A0||2
, with σ20 ,
σ2
D
. (36)
4) MAP estimate of principal vectors: Since our principal
vectors V belong to the Stiefel manifold SKD with radius
R =
√
D, as defined in (13), its non-informative prior can
be defined uniformly over the volume vol(SKD ), i.e. f(V ) =
1
vol(SKD )
, ∀V ∈ SKD , where vol(SKD ) =
∏D
k=D−K+1
2(piR2)k
Γ(k)R ,
as shown in [32].
Nonetheless, it is not feasible to derive a closed-form for
posterior distribution f(V |Y ,K) ∝ f(Y |V ,K)f(V ) in (33,
34). For this reason, let us compute the MAP estimate V̂ ,
arg maxV ∈SKD f(V |Y ,K), as follows:
V̂ = arg max
V ∈SKD
f(Y |V ,K)f(V ) (37)
= arg max
V ∈SKD
(p) = arg min
V ∈SKD
(q)
= arg max
V ∈SKD
||V A0||2 = arg min
V ∈SKD
||H0||2,
which can be computed via the PCA method (13). Hence,
given uniform prior f(V ), PCA actually returns the same
MAP estimate V̂ for both cases of known and unknown
noise’s variance in (22, 27) and (37), respectively.
5) MAP estimate of the number of components: Multiply-
ing the uniform prior f(K) = 11+Kmax , ∀K ∈ {0, . . . ,Kmax}
with the likelihood f(Y , V̂ |K) = f(Y |V̂ ,K)f(V̂ ) in (37),
we can find the MAP estimate K̂ , arg maxK f(Y , V̂ ,K)
for K, as follows:
K̂ = arg max
K≥0
log
(
f(Y , V̂ |K)f(K)
)
(38)
= arg max
K≥0
(
logQ(V̂ ,K) + log 1
vol(SKD )
)
.
Note that, although we can feasibly compute the likelihood
f(Y , V̂ |K) in (38) via standard beta and binomial form
Ip(α,β)
Bp(α,β)pq in (33), the computation of these standard functions
is often overflown when α and β are high in practice. For this
reason, we prefer the direct logarithm form in (38) via finite
sums Q(V ,K) in (34).
5Note that, substituting (36) into (26) yields: ||Hτ ||2 = DD−K ||H0||2 <
||Y ||2 = ||V A0||2 + ||H0||2 ⇔ KD−K ||H0||2 < ||V A0||2 ⇔ τ < 1.
D. MAP estimates for MUSIC algorithm
As shown in (15), the MUSIC algorithm is similar to the
PCA method, except that the uniform prior f(V ω) = f(ω) =
1
(2pi)K
, ∀ω ∈ [−pi, pi)K , for steering vectors is defined over
space of DOAs in this case. Hence, the pseudo-spectrum (15)
in the MUSIC algorithm also returns the MAP estimate V ω=ω̂
of V ω via (37). The number of sources is then estimated via
(38), as follows:
K̂ = arg max
K≥0
log (f(Y ,V ω=ω̂|K)f(K)) (39)
= arg max
K≥0
(
logQ(V ω=ω̂,K) + log 1
(2pi)K
)
.
Note that, the DTFT spectrum method (17) is also the MAP
estimate of V ω via (37) under the condition of strictly
uncorrelated DOAs (4). Hence, we can also compute V̂ in (39)
via the DTFT spectrum method (17), although this method is
only accurate if all DOAs lie at zero points of DTFT spectrum
in Fig. 2.
V. SIMULATIONS
In this section, let us compare the performance of MAP
estimate with that of Akaike information criterion (AIC)
[16] for the DTFT and MUSIC algorithms. For the sake of
comparison, the case of known ground-truth K is also given.
A. Uncorrelated multi-tone sources
For uncorrelated condition (6), we need to set K ≤
Kmax  D and ∆ω  2piD , as illustrated in Fig. 2. Let
us consider this case first, with default setting below. The
simulation of this case is given in Fig. 3.
1) Default setting: Throughout simulations, our default
parameters are D = 100 sensors, K = 5 sources and
M = N = 212 FFT-bins. The preset number of sources
in DTFT and MUSIC algorithms is Kmax = 10. Also, for
high resolution, we discretize the range [00, 1800) of DOA
angles into very small steps of 0.10 in the DTFT and MUSIC
algorithms. The number of Monte Carlo runs for all cases is
103. The signal-to-noise ratio (SNR) is defined as follows:
SNR , 10 log10
maxk=1,...,K σ
2
k
σ20
(dB), with σ2k =
||ak||2
M
,
(40)
which corresponds to the ratio between maximum averaged
source’s power per tone, as defined in (1, 18), and projected
noise’s variance σ20 =
σ2
D on signal subspace, as illustrated in
Fig. 1.
The true amplitudes are ak,m = Im∈[mk,mk+BW], in which
mk , 1 + (k − 1) d(1− ϑ)BWe and the bandwidth of
each source is BW =
⌊
M
K
⌋
, with d·e and b·c denoting
the upper- and lower-rounded integer operator, respectively,
∀k ∈ {1, 2, . . . ,K}. The overlapping ratio is ϑ ∈ [0, 1], as
illustrated in Fig. 4. Note that, the value ϑ = 99.9% would
yield d(1− ϑ)BWe = 1 FFT-bin, which is the smallest number
of non-overlapping tones between two consecutive sources in
this setting.
The true DOA angles φk = 100 + (k− 1)∆φ are separated
equally over the range [100, 1800], where DOA’s difference is
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∆φ ,
⌊
1700
K
⌋
, ∀k ∈ {1, 2, . . . ,K}. Since DOAs are contin-
uous values and their accuracy also depends on the accuracy
of the estimated number of sources, there is no unique way to
evaluate the DOA’s estimate error in the DOA’s literature. For
this reason, we use a method similar to purity (i.e. successful
rate of correct classification) in clustering literature [33]. Let
us arrange the true DOA angles φ , [φ1, φ2, . . . , φK ]T and
their estimates φ̂ , [φ̂1, φ̂2, . . . , φ̂K̂ ]T in non-decreasing order
φk ≤ φk+1 and φ̂k ≤ φ̂k+1, respectively, in which K̂ is our
estimate of the number K of sources. The estimate’s error-rate
ERR(φ̂,φ) ∈ [0, 1] is then defined as follows:
ERR(φ̂,φ) , IK̂=0+IK̂>0
1
K̂
∑K̂
j=1 mink∈{1,2,...,K} |φ̂j − φk|
1800
,
(41)
and, hence, the error-rate ERR is 100% if K̂ = 0.
For estimate’s error of amplitudes, we use a method simi-
lar to Kolmogorov–Smirnov distance for cumulative density
function (c.d.f) [34], [35]. Let âk,m denote the {k,m}-
element of matrix Â, which is our estimate of the true
amplitude matrix A. Since ak,m and âk,m are associated
with true DOAs φk and estimated DOAs φ̂k, respectively,
let us define the cumulative power spectrums as follows:
Fm(φ) ,
∫ φ
0
∑K
k=1 ||ak,m||2δ(φ − φk)dφ, and F̂m(φ) ,
IK̂>0
∫ φ
0
∑K̂
k=1 ||âk,m||2δ(φ− φ̂k)dφ, in which we set âk,m =
0, ∀k,m, if K̂ = 0. The empirical root mean squared error
RMSE(Â,A) is defined as follows:
RMSE(Â,A) =
√√√√ 1
M
M∑
m=1
∫ 180
0
(Fm(φ)− F̂m(φ))2dφ.
(42)
We then consider two choices of Â: the maximum likelihood
(ML) estimate A0 in (21) and conditional MAP estimate A
in (30).
2) Illustration of overlapping sources via PCA model:
Since PCA and MUSIC have the same form of factor analysis
in (7), the illustration of their similarity for overlapping multi-
tone sources is given in Fig. 4.
When ϑ → 0%, there are very few overlapping tones
between sources and, hence, there is little correlation between
PCA’s components. Note that, the observed data are strongly
correlated along each principal vector in this case and, hence,
these principal vectors are feasible to detect.
When ϑ → 100%, all sources are overlapped with each
other and, hence, there is full correlation between PCA’s
components. Since the observed data are now uncorrelated
for any choice of the principal vectors, the principal vectors
become ambiguous and difficult to detect in this case.
We can also see this phenomenon via eigen-decomposition
(7, 13) of empirical covariance matrix Y Y ∗ ≈ V (AA∗)V ∗
in high SNR scenario. When ϑ → 0%, the matrix AA∗
becomes diagonal and, hence, the k-th eigenvalue of Y Y ∗
would be a good approximation of the k-th source’s power
||ak||2 = a∗kak in (1, 40). When ϑ → 100%, however, the
matrix AA∗ is close to a constant matrix, whose rank is
one. The eigenvalues of Y Y ∗ are not good approximations of
source’s powers ||ak||2 anymore and most of the eigenvalues
deteriorate to zero in this case, as shown in Fig. 5. Hence, hard-
threshold eigen methods do not yield good estimation for the
number K of sources in overlapping case ϑ → 100%, even
with infinite amount of data. Since AIC for PCA is an eigen-
based method, as shown in [16], its performance decreases
when the overlapping ratio ϑ increases, as shown in Figs. 3-8.
3) MAP estimate versus AIC: The simulations with default
setting are given in Fig. 3. Since our MAP estimate K̂ (39) is
not a hard-threshold eigen method, the performance of DTFT
and MUSIC with K̂ is almost the same for any overlapping
ratios ϑ and, hence, is far superior to that of the AIC method
in all cases.
In Fig. 3a, it is difficult to estimate K correctly when
SNR < −10 dB, i.e. maxk σk < σ0√10 =
σ0
3.16 in (40).
Hence, intuitively, when projected noise’s deviation σ0 on
signal subspace is higher than three empirical deviation of any
source’s amplitudes, the noise would completely dominate the
signal and it is very hard to extract the signal from noisy data.
Given the estimate of K in Fig. 3a, the performance of
DOA’s estimation via (37) is shown in Fig. 3b. Here we can see
that the MAP estimate K̂ yields significant improvement for
DOA’s estimation accuracy in DTFT and MUSIC algorithms.
Although DTFT yields overfitting for the MAP estimate K̂
in Fig. 3a, its performance is closer to the case of known K
than the MUSIC and AIC methods. Nonetheless, this is mainly
owing to the imperfection of our clustering-based error-rate
of DOAs in (41), which becomes lower when there are more
estimated sources close to true source’s DOA. Although this
error rate is good enough for high SNR, care should be taken
for the case of low SNR. Hence, it is safe to say that the
credibility of estimated DOAs is very low if SNR < −10 dB.
Given estimates of DOAs and K, the RMSE for posterior
mean (35) of noise’s deviation σ is given in Fig. 3c. In non-
overlapping case, all methods yield good estimates for σ.
In overlapping cases, our MAP estimate K̂ helps DTFT
maintain the same performance. In contrast, the eigen-based
AIC method yields poor estimates for σ in overlapping cases,
particularly in high SNR. Likewise, since MUSIC is an eigen-
based method for the MAP estimation V̂ in (15, 37), it yields
worse estimates for σ in overlapping cases, even with known
K. Nonetheless, our MAP estimate K̂ is still much better than
AIC in middle SNR with ϑ ≤ 99.9%.
From estimate of noise’s deviation in Fig. 3c, the estimate
τ in (36) is then illustrated in Fig. 3d. Since SNR is usually
unknown in practice, this estimate τ is a good indicator of
credibility for estimates of K and DOAs. Indeed, the estimate
τ is consistently around 90%, i.e. σ0 ≈ 3σa in (18), when SNR
is around −10 (dB). In completely overlapping case, however,
the AIC method yields bad estimate for τ with high SNR.
Given estimates of K and DOAs in Fig. 3a-b, the RMSE
(42) of ML estimate A0 is plotted in Fig. 3e. As expected, the
eigen-based AIC method is the worst method in overlapping
cases, while MAP estimate K̂ maintains the good performance
for DTFT and MUSIC in all cases of ϑ. The DTFT spectrum,
when combined with MAP estimate K̂, is better than eigen-
based MUSIC in the case ϑ = 100% with very high SNR.
When SNR ≤ −10 dB, the AIC method cannot detect
any source in Fig. 3a and, hence, returns zero values for
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Figure 3. Three cases of uncorrelated DOAs: non-overlapping (ϑ = 0%), almost overlapping (ϑ = 99.9%) and completely overlapping (ϑ = 100%) for
multi-tone sources, with default setting in section V-A1. The legend is the same for all figures. Some curves are almost identical with different values ϑ and,
hence, indicated by dotted ellipses.
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Figure 4. Illustration of similarity between amplitudesA of overlapping multi-
tone sources and projected components A on principal vectors in PCA. (Left)
DTFT power spectrum over FFT-bins, with SNR = 0 dB and ϑ = 50% in
Fig. 3. (Right) The dots represent the observed data in PCA, with two cases
of overlapping ratio ϑ.
estimated amplitudes in (42). This explains the low RMSE
line for amplitude’s estimate of the AIC method in Fig. 3e.
Despite being artificial, this zero value of amplitude’s estimate
in low SNR is actually a better estimate of amplitudes in terms
of RMSE. Indeed, as shown in Fig. 3f, the MAP estimate
A = (1− τ)A0 in (30) yields lower RMSE than ML estimate
A0 since A can automatically switch to zero value if SNR is
too low, which is indicated by the estimate τ in Fig. 3d.
For illustration, the critical case of SNR = −10 dB in Fig. 3
is shown in Fig. 5. We can see that the peaks in DTFT and
MUSIC spectrums linearly decrease with K and, hence, there
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Figure 5. Eigenvalues (AIC), peaks of power spectrum (DTFT) and peaks of
pseudo-spectrum (MUSIC) in descending order, with one Monte Carlo run,
SNR = −10 (dB), ϑ = 99.9% and the same setting in Fig. 3.
is no clear difference between noise’s peaks and signal’s peaks
around K = 5 in this low SNR regime. It is then difficult
to extract the correct number K = 5 of sources from these
spectrum’s peaks. In contrast, the MAP criterion (39) reaches
the peak at K̂ = 5, since it can return the maximum difference
among all possible binomial combinations of signal and noise
subspaces via (33-34). The MAP estimate K̂ is therefore the
best estimate in this case.
B. Correlated multi-tone sources
As explained above, both DTFT spectrum and MUSIC
algorithm can yield good estimates for all cases of uncorrelated
DOAs, when combined with MAP estimate K̂. The eigen-
based AIC method, however, yields the worst estimates for
overlapping multi-tone sources.
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Figure 6. Simulations for the case of moderately correlated DOAs (D = 15
sensors), with the same default setting in Fig. 3. The first row is DTFT and
MUSIC spectrums for the case SNR = −10 (dB) and non-overlapping (ϑ =
0%), with the same convention in Fig. 5. The legend is the same for all figures
in other rows.
In this subsection, let us consider the case of correlated
DOAs. Since the uncorrelated condition (6, 7) for PCA and
MUSIC models is violated in this case, their estimates V̂
and K̂ in (37, 39) are not exact MAP estimates anymore,
but merely approximations. Hence, the optimal performance
of estimates V̂ and K̂ is not guaranteed in this case.
From default setting, the number of sensors is reduced
from D = 100 to D = 15 in Fig. 6. In this case of
moderate correlation, the performance is still similar to the
uncorrelated case of default setting. The estimate of K in
DTFT, however, switches from overfitting to underfitting in
Fig. 6. The performance of non eigen-based DTFT is similar
to that of eigen-based MUSIC algorithm in non-overlapping
case ϑ = 0%, but becomes better in nearly overlapping case
ϑ = 99.9%. The approximated MAP estimate K̂ (39) in
this case is still much better than the AIC method, although
their performance in this correlated case is worse than default
setting. The estimate τ is still a useful indicator for detecting
the limit SNR = −10 (dB), although it is not suitable for the
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Figure 7. Simulations for the case of highly correlated DOAs (∆φ = 40),
with the same default setting in Fig. 3. The first row is DTFT and MUSIC
spectrums for the case SNR = −10 (dB) and non-overlapping (ϑ = 0%),
with the same convention in Fig. 5. The legend is the same for all figures in
other rows.
AIC method in nearly overlapping case ϑ = 99.9%.
In Fig. 7, the DOA’s difference is reduced gradually from
∆φ = 340 in default setting to ∆φ = 40. For ∆φ ≤ 40, we
found that the approximated MAP K̂ in the DTFT method
began yielding inaccurate estimates in middle SNR. Intuitively,
when DOA’s difference ∆φ is too small, the superposition of
peaks of power leakage in Fig. 2 will become comparable with
the spectrum’s peaks of sources, as illustrated in first row of
Fig. 7. Hence, it is harder for the DTFT method to extract
the correct peaks of sources and to return the correct MAP
estimate K̂. Also, since this setting of low ∆φ yields higher
correlation than setting of low D = 15, the MAP estimate K̂
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Figure 8. Simulations for the case of decayed amplitudes, with the same legend
and default setting in Fig. 3. The first row is DTFT and MUSIC spectrums
for the case SNR = 0 (dB), non-overlapping (ϑ = 0%) and decayed ratio
ψ = 80%, with the same convention in Fig. 5. The legend is the same for
all figures in other rows.
in MUSIC is slightly worse than the case of D = 15 in Fig. 6.
Our estimate K̂ is, nonetheless, still much better than the AIC
method overall. The estimate τ is still a useful indicator for
detecting the limit SNR = −10 (dB) in this case.
C. Decayed multi-tone sources
In this subsection, we will study the case of uncorrelated
DOAs with different amplitudes. From default setting, we now
set ak,m = (1 − ψ k−1K )Im∈[mk,mk+BW], ∀k ∈ {1, 2, . . . ,K},
in which the decayed ratio is ψ ∈ [0, 1]. The simulations with
different values ψ are given in Fig. 8.
Since there is a power leakage, even for uncorrelated DOAs,
as illustrated in Fig. 2, the strongly decayed amplitudes will
be confused with this power leakage. Indeed, there are six
DTFT peaks instead of the ground-truth K = 5 peaks in first
row of Fig. 8. Hence, for middle SNR regime, the estimate’s
accuracy of this case is worse than that of the default setting
in Fig. 3. Nonetheless, the estimate’s accuracy of amplitudes
and τ for all methods in this case is not much different from
default setting, for all cases of SNR.
In the case of non-overlapping ϑ = 0% in Fig. 8, the
MAP estimate K̂ is superior to that by the AIC method in
moderately decayed setting ψ = 50%, although it is worse
than the AIC method in middle SNR regime of strongly
decayed setting ψ = 90%. The reason for this is likely owing
to our amplitude’s prior in (18, 24), which takes into account
the average of all amplitude’s variances. The decision of our
MAP estimate K̂ is, hence, influenced by the average value
of all decayed amplitudes, instead of each decayed amplitude
separately. This decayed setting suggests that we may have to
consider individual decayed amplitudes for the MAP estimate
K̂ in future works.
In the case of almost overlapping ϑ = 99.9% in Fig. 8,
nonetheless, the MAP estimate K̂ is still much superior to AIC
method, since our MAP criterion (38, 39) is not an eigen-based
method, as explained in default setting above.
VI. CONCLUSION
In this paper, we have derived a closed-form solution for
MAP estimate of the number K of sources in PCA, MUSIC
and DTFT spectrum methods. For this purpose, we have also
derived two novel probability distributions, namely double
gamma and double inverse-gamma distributions. Owing to
these distributions, we recognized that the posterior probability
distribution of K takes into account all possible binomial com-
binations of signal and noise subspaces in noisy data space.
The MAP estimate of K then corresponds to the dimension
of signal subspace with highest probability of domination of
signal-plus-noise’s variance over noise’s variance.
In simulations of linear sensor array, we also recognized
that, for accurate estimation, the SNR of maximum signal’s
power should be higher than −10dB, which means the esti-
mated noise-to-signal percentage τ should be less than 90%
(i.e. the projected noise’s deviation on signal space should be
less than three deviation of source’s amplitudes).
For overlapping multi-tone sources, our MAP estimate
method was shown to be far superior to eigen-based methods
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like Akaike information criterion (AIC) for PCA. Our MAP
estimate method is, however, only based on averaged value
of amplitude’s variances and uncorrelated principal/steering
vectors. The MAP estimates for individual amplitudes and
correlated principal vectors are, hence, interesting cases for
future works.
APPENDIX A
NEGATIVE BINOMIAL AND DOUBLE GAMMA
DISTRIBUTIONS
In this Appendix, let us derive two novel distributions,
namely double gamma and double inverse-gamma distribu-
tions, which were used for estimating the signal’s and noise’s
variance in section IV-C3. For this purpose, let us firstly show
the relationship between negative binomial distribution and
order statistics of two independent gamma distributions, as
follows:
Theorem 1. (Negative binomial distribution) Let X ∼
GX(n, s) and Y ∼ GY (m, t) be random variables (r.v.) of
two independent gamma distributions, with positive integers
n, m being the degree of freedom. The probability of the event
X ≤ Y is:
Pr[IX≤Y ] = Ip(n,m) = 1− I1−p(m,n), with p , s
s+ t
,
(43)
where IX≤Y is the boolean indicator function, Ip(n,m) =∫ p
0
tn−1(1−t)m−1dt
B(n,m) is the regularized incomplete beta function
and:
Ip(n,m) = 1−
n−1∑
k=0
(
m+ k − 1
k
)
(1− p)mpk︸ ︷︷ ︸
NBk(m,p)
(44)
= 1− I1−p(m,n) =
m−1∑
k=0
NBk(n, 1− p),
with
(
n
k
)
, n!(n−k)!k! denoting binomial coefficient.
Note that, Ip(n,m) is actually the cumulative mass function
(c.m.f) of a negative binomial distributionNBk(n, 1−p), ∀k ∈
{0, 1 . . . ,∞}. Likewise, the reverse form I1−p(m,n) = 1 −
Ip(n,m) is the c.m.f of NBk(m, p) in (44). Hence, we also
have Ip(n,m) =
∑+∞
k=nNBk(m, p), i.e. the reverse c.m.f. of
NBk(m, p).
Let us prove Theorem 1 together with Corollary 2 below.
Corollary 2. (Double gamma distributions) In Theorem 1,
the conditional probability distribution function (p.d.f) of X
given Y is the right-truncated gamma distribution, while the
marginal p.d.f of X and Y are called the lower- and upper-
double gamma distributions, respectively, as follows:
f(X|Y, IX≤Y ) = GX≤Y (n, s) , GX(n, s)γ(n,sY )
Γ(n)
, (45)
f(X|IX≤Y ) = GGX(n,m, s, t) , Γ (m, tX)
Γ(m)
GX(n, s)
Ip(n,m)
,
f(Y |IX≤Y ) = GGUY (n,m, s, t) , γ(n, sY )
Γ(n)
GY (m, t)
Ip(n,m)
,
where γ(n, x) = Γ(n) − Γ(n, x) and Γ(n, x) denote the
lower and upper incomplete gamma functions, respectively,
with Γ(n) = (n − 1)! denoting the gamma function. Then,
their k-th moments are:
Xk = Ef(X|IX≤Y )X
k =
Γ(n+ k)
skΓ(n)
Ip(n+ k,m)
Ip(n,m)
,
Y k = Ef(Y |IX≤Y )Y
k =
Γ(m+ k)
tkΓ(m)
Ip(n,m+ k)
Ip(n,m)
. (46)
Proof: Firstly, the conditional probability mass function
(p.m.f) of IX≤Y is Pr[IX≤Y |X,Y ] = IX≤Y . The joint
distribution is then:
f(X,Y, IX≤Y ) = Pr[IX≤Y |X,Y ]f(X)f(Y )
= f(X|Y, IX≤Y )Pr[IX≤Y |Y ]f(Y )
= f(X|Y, IX≤Y )f(Y |IX≤Y )Pr[IX≤Y ],
in which, by Bayes’ rule, the posterior f(X|Y, IX≤Y ) =
Pr[IX≤Y |X,Y ]f(X)
Pr[IX≤Y |Y ] is right-truncated inverse-gamma distribution
in (45), since Pr[IX≤Y |Y ] =
∫ Y
0
Pr[IX≤Y |X,Y ]f(X)dX =
IX≤Y
∫X
0
GX(s, t)dY = IX≤Y γ(s,tY )Γ(s) . Likewise, the Bayes’
rule yields f(Y |IX≤Y ) = Pr[IX≤Y |Y ]f(Y )Pr[IX≤Y ] in (45), as follows:
Pr[IX≤Y ] =
∫ ∞
0
Pr[IX≤Y |Y ]f(Y )dY (47)
= IX≤Y
∫ ∞
0
γ(n, sY )
Γ(n)
GY (m, t) dY,
Solving (47) via series form γ(n,x)Γ(n) = 1−
∑n−1
k=0
xke−x
k! and ex-
pectation of gamma distribution Gx (α, β) = β
α
Γ(α)x
α−1e−βx,
we obtain:∫ ∞
0
γ(n, sY )
Γ(n)
GY (m, t) dY = 1−
n−1∑
k=0
Γ(m+ k)
Γ(m)k!
tmsk
(t+ s)m+k
= I s
s+t
(n,m),
which yields (43). Similarly, we can compute f(X|IX≤Y ) =∫∞
X
f(X|Y, IX≤Y )f(Y |IX≤Y )dY in (45). Also, we have:
XkGX(n, s) = Γ(n+k)skΓ(n) GX(n+ k, t), hence the moments (46).
By simply changing the gamma distribution to inverse-
gamma distribution, we can extend the above results to inverse-
gamma distributions feasibly, as follows:
Corollary 3. (Double inverse-gamma distributions) Similar
to Theorem 1 and Corollary 2, let X ∼ iGX(n, s) and Y ∼
GY (m, t) be r.v. of independent inverse-gamma distributions,
with positive integers n, m. If X ≥ Y, the conditional p.d.f of
X given Y is the left-truncated inverse-gamma distribution,
while the marginal p.d.f of X and Y are called the upper-
and lower-double inverse-gamma distributions, respectively, as
follows:
f(X|Y, IX≥Y ) = iGX≥Y (n, s) , iGX(n, s)γ(n, sY )
Γ(n)
, (48)
f(X|IX≥Y ) = iGGUX(n,m, s, t) ,
Γ
(
m, tX
)
Γ(m)
iGX(n, s)
Ip(n,m)
,
f(Y |IX≥Y ) = iGGY (n,m, s, t) ,
γ(n, sY )
Γ(n)
iGY (m, t)
Ip(n,m)
,
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with Pr[IX≥Y ] = Ip(n,m), p , ss+t and Ip(n,m) given in
(43, 44). Then, similar to (46), the moments for (48) are:
Xk = Ef(X|IX≥Y )X
k =
Γ(n− k)
s−kΓ(n)
Ip(n− k,m)
Ip(n,m)
,
Y k = Ef(Y |IX≥Y )Y
k =
Γ(m− k)
t−kΓ(m)
Ip(n,m− k)
Ip(n,m)
. (49)
APPENDIX B
BAYESIAN MINIMUM-RISK ESTIMATION
Let us briefly review the importance of posterior distribu-
tions in practice, via minimum-risk property of Bayesian esti-
mation method. Without loss of generalization, let us assume
that the unknown parameter θ in our model is continuous. In
practice, the aim is often to return estimated value θˆ , θˆ(X),
as a function of noisy data X , with minimum mean squared
error MSE(θˆ, θ) , Ef(X,θ)||θˆ(X) − θ||22, where || · ||2 is
L2-normed operator. Then, by basic chain rule of probability
f(X, θ) = f(θ|X)f(X), we have [35], [36]:
θˆ , arg min
θ˜
MSE(θ˜, θ)
= arg min
θ˜
Ef(θ|X)||θ˜(X)− θ||22 (50)
= Ef(θ|X)(θ),
which shows that the posterior mean θˆ = Ef(θ|X)(θ) is the
minimum MSE (MMSE) estimate. In general, we may replace
the L2-norm in (50) by other normed functions. For example,
it is well-known that the best estimators for averaged L1 and
L∞-normed error are posterior median and mode of f(θ|X),
respectively [35], [36].
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