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An accurate description of the optical response of subwavelength metallic particles and nanogap
structures is a key problem of plasmonics. Quantum hydrodynamic theory (QHT) has emerged
as a powerful method to calculate the optical response of metallic nanoparticles since it takes into
account nonlocality and spill-out effects. Nevertheless, the absorption spectra of metallic particles
from QHT is affected, at energies higher than the main plasmon peak, by several additional peaks,
which are instead largely damped in reference time-dependent density-functional theory calculations.
Moreover, we show here that these peaks have a strong dependence on the simulation domain-size
so that the numerical convergence of QHT calculations is problematic. In this article, we introduce
a QHT method accounting for kinetic energy contributions depending on the Laplacian of the
electronic density, thus beyond the gradient-only dependence of conventional QHT. In this way,
only the main plasmon peak is obtained, with a numerically stable absorption spectrum and more
accurate intensities of the plasmon peak. Thus, the Laplacian-level QHT represents a novel, efficient
and accurate platform to study plasmonic systems.
I. INTRODUCTION
Metal nanoparticles (NPs) play a crucial role in the
enhancement of the optical field due to plasmonic ef-
fects [1], which make them an ideal platform for non-
linear optics [2, 3], hot-electron enhancement for pho-
tovoltaics [4, 5], surface-enhanced Raman scattering [6],
and imaging [7]. When it comes to nanoscale, nonlocal
and quantum effects play a crucial role in light-matter in-
teraction [8]. Among theoretical approaches [9–17], time-
dependent density-functional theory (TD-DFT) [18, 19]
stands out, since it allows to accurately resolve the opti-
cal response of plasmonic structures at nanoscale, includ-
ing both quantum and atomistic effects [11, 16, 20–24].
However, TD-DFT is computationally expensive, since
all occupied orbitals need to be evaluated.
Another approach would be to treat the electron sys-
tem semi-classically: a fluid, characterized by the macro-
scopic local quantities such as the electron density n (r, t)
and the electron velocity field v (r, t) [25–28] but at the
same time considering quantum effects through energy
functionals of the electron density fluctuations. This ap-
proach is known as hydrodynamic theory (HT). The HT
is part of a larger class of methods based on the orbital-
free (OF) [29–31] description of quantum electronic sys-
tems dating back to the works of Thomas [32] and Fermi
[33]. Although the interest in OF-DFT methods has
gradually decreased in favor of Kohn-Sham (KS) orbital-
based methods, the last decades have witnessed a reinvig-
orated interest due to the ideal scaling of computational
resources with respect to the size of the electronic sys-
tem offered by the OF-DFT approach [34]. Most of the
research efforts in this field, however, have been devoted
∗ cristian.ciraci@iit.it
to static properties [35–38] and, more recently, also to re-
sponse properties with the time-dependent OF-DFT [39–
42]. In both cases, the central quantity that controls the
accuracy of these methods is the noninteracting kinetic
energy (KE) functional.
The most simple KE functional is the Thomas-Fermi
(TF) functional, which accounts for the Pauli exclusion
principle for a homogeneous system of noninteracting
electrons [29] and it yields the electron quantum pressure
p (r, t) ∝ n (r, t)5/3 [43] that accounts for the nonlocal
electron response. It has been demonstrated that TF-
HT is able to provide surprisingly accurate predictions
that match well experiments with noble metal NPs, such
as Au [44] and Ag [45], both qualitatively and quanti-
tatively. Nevertheless, for alkali metals or aluminum,
the TF-HT predicts a blueshift of the localized surface
plasmon resonance with respect to the classical Mie res-
onance [46], in contradiction with the redshift from the
experiments [47] and TD-DFT calculations [48]. The ori-
gin of this difference lies in neglecting the spill-out of the
plasmon-induced charges at the NP surface [46]. In fact,
the TF-HT approach employs (with some recent excep-
tion [49]) a spatially uniform electronic density inside the
NP and zero outside (i.e., hard-wall boundary) [15].
To properly address spill-out effects, the spatial de-
pendence of electron density as well as a correction to
the KE functional, in order to describe the density varia-
tion effects, must be introduced. The simplest functional
that depends on the gradient of the density is the von
Weizsa¨cker (vW) functional [29, 50]. The TF-HT with a
fraction (λ, with 0 < λ ≤ 1) of the vW correction (i.e.,
the TFλvW KE functional) is usually referred to in the
literature as the QHT since the vW functional does not
have a classical counterpart. The QHT has been largely
used in plasma physics [51–56], and more recently, for
plasmonic response properties of metal NPs of different
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2geometries [57–63], as well as for surfaces [64–66] and
strongly coupled plasmonic structures [62, 67, 68]. It
has been shown that the QHT can predict plasmon res-
onance, spill-out, and retardation effects in noble and
simple metal NPs, matching very well with TD-DFT cal-
culations [59, 62]. There are also other works on the
development of the QHT that consider the viscous con-
tribution of electron fluid [67, 69] and formulation of HT
for nonlinear phenomena [70–72].
However, it is important to highlight that the QHT
results depend on the approximation made for the KE
functional (e.g., λ parameter) as well as on the electronic
density, which is an input quantity. The input electronic
density can be obtained from a preceding OF-DFT cal-
culation using the same KE functional used for the re-
sponse, i.e., the self-consistent QHT approach [58]. Other
approaches can use the exact KS density [59] or, more ef-
ficiently, from a model density [57, 59].
Although QHT can describe different quantum effects
relevant in plasmonics, the QHT is not unaffected by
drawbacks:
i) Various QHT works [58–61, 66], show the presence
of additional resonances above the main plasmon peak
and below the plasma frequency (ωp): these resonances
originate from the spatial variation of the electronic den-
sity as first pointed out by Bennet [73]. Using the hard-
wall boundary, no Bennet states are present for NPs in
QHT [74–76] nor in TF-HT [76–79]: in these approaches,
several peaks (volume plasmons) occur due to nonlocal-
ity, but only at frequencies larger than ωp. Such Bennet
states are thus peculiar to hydrodynamic models with
nonuniform density. Instead, in TD-DFT calculations
of large jellium spheres, only a shoulder above the main
plasmon peak (around 4 eV) is present [16] and it has
been attributed to the interaction between single-particle
transitions and surface modes [80–83]. To better illus-
trate this point (often overlooked in the literature), we
report in Fig. 1 (a) a direct comparison of the absorption
spectra of a Na jellium nanosphere between reference TD-
DFT and QHT theory. TD-DFT can be considered as a
reference for QHT because the latter can be directly de-
rived from TD-DFT equations (and for the two-electron
case the methods coincide) [56, 67, 84]. Although the
energy position of the main peak, the localized surface
plasmon (LSP), is very well reproduced, additional peaks
are not present in the reference TD-DFT spectrum. Re-
sults in Fig. 1 (a) represent the current state-of-the-art
of QHT calculations: clearly, the presence of the other
peaks strongly limit the QHT accuracy and applicabil-
ity.
ii) For energies above a critical frequency ωc [59, 65],
the induced density (i.e., the first-order change of the
electronic density due to the excitation) have both an os-
cillating and exponentially decaying behavior, as shown
in Fig. 1 (b), which is problematic to treat numerically.
We will show in this paper, that all the energy posi-
tion of all the peaks above the critical frequency strongly
changes with the computational domain size so that a
Figure 1. (a) Absorption cross-section (in logarithmic scale)
for a Na jellium sphere with radius R = 2.167, /nm as ob-
tained from TD-DFT and QHT (using KS density and λ = 1);
(b) Induced charge density n1 in atomic units (a.u.) at dif-
ferent energies. The inset in (a) schematically demonstrates
the nanosphere interaction with the incident plane wave. See
the Appendix A for definitions and details on the absorption
spectra calculation.
numerically converging QHT spectrum is challenging to
obtain.
iii) The TFλvW functional is known to be quite
a rough approximation to the exact KE, and differ-
ent limitations of this functional have been shown in
different contexts, e.g., lack of dynamical corrections
[40, 55, 65, 85] and incorrect response for homogeneous
electron gas [30, 86, 87]. Thus, the great accuracy of
QHT calculations with the TFλvW functional obtained
in some cases should be related to some error cancellation
and, therefore, cannot have general validity.
In order to overcome these limitations, in this arti-
cle, we complement the QHT approach with the re-
cently developed Laplacian-level KE functionals [87],
that performed well for semiconductors and metals in the
framework of OF-DFT. In particular, the Pauli-Gaussian
second-order and Laplacian (PGSL) functional has an
improved Lindhard response [87], which is a fundamen-
3tal property for the description of metallic systems.
We derive the Laplacian-level QHT linear-response
equations in the frequency-domain: this is a completely
novel implementation for the QHT, so far only limited
to the TFλvW KE functionals. Note that Laplacian-
level KE functionals are much simpler than fully non-
local functional based on the Lindhard response in the
reciprocal space [30, 85, 86] and can be easily applied to
finite systems [87]. We demonstrate that in the QHT-
PGSL approach, only the main plasmon peak appears in
the absorption spectrum, which is stable to the changes of
computational domain size. In fact, in QHT-PGSL, the
induced density decays in the same way for all frequen-
cies, and no critical frequencies exist anymore. Moreover,
as we will show later, in QHT-PGSL, the intensity of the
main plasmon peak is more accurate than the conven-
tional QHT approach.
The article is organized as follows: in Section II we in-
troduce the equations governing the Laplacian-level QHT
theory, which contains also the conventional QHT ap-
proach as a special case; in Section III we discuss the-
oretically the properties of the induced density in the
tail region in spherical systems, showing that the QHT-
PGSL has an unexpected and completely different be-
havior with respect to the conventional QHT; in Section
IV, we provide numerical details of our implementation
which can efficiently describe system with spherical and
cylindrical symmetry; in Section V, we compare in details
the absorption spectra of Na jellium nanosphere from
TD-DFT, QHT and QHT-PGSL, showing their different
dependence on the computational domain size as well as
their oscillator strength; in Section VI, we describe the
numerical results of the induced density decay for Na
jellium nanospheres which confirms the theoretical pre-
diction of Section III; in Section VII, we study the energy
and oscillator strength as a function of particle size; in
Section VIII, we present results for spherical dimers. Fi-
nally, conclusion and future perspectives are drawn in
Section IX.
II. PAULI-GAUSSIAN AND
LAPLACIAN-LEVEL FUNCTIONALS IN
QUANTUM HYDRODYNAMICS
The linearized QHT response [28, 88] is governed by
the following equations [58, 59] for the electric field E
and polarization vector P:
∇×∇×E− ω
2
c2
E = ω2µ0P, (1a)
en0
me
∇
(
δG [n]
δn
)
1
+
(
ω2 + iγω
)
P = −ε0ω2pE, (1b)
where c is the speed of light, ε0 and µ0 are the vacuum
permittivity and permeability, me and e are the electron
mass and charge (in absolute value), γ is the phenomeno-
logical damping rate and ωp (r) =
√
e2n0 (r) / (me0) is
the plasma frequency with n0 (r) being the ground-state
(equilibrium) electron density.
(
δG[n]
δn
)
1
is the first-order
term for the potential associated to the energy functional
G [n] given by:
G [n] = Ts [n] + E
LDA
XC [n] , (2)
where ELDAXC [n] is the exchange-correlation (XC) energy
functional in local density approximation (LDA), while
Ts is the noninteracting KE functional.
In general the exact energy functional can be written
as
Ts[n] = T
TF
s [n] + T
vW
s [n] + Cs[n] + Cd[n, ω] (3)
where Cs and Cd represent static and dynamic correc-
tions, respectively. Although some schemes have been
proposed [40, 67, 85], the first-principle derivation of dy-
namic corrections presents fundamental challenges, espe-
cially for finite-size systems. In this article, we consider
only static corrections, in particular at the Laplacian-
level, where the KE has the form:
Ts [n] =
∫
τ (n,w, q) d3r, (4)
where w = ∇n·∇n and q = ∇2n. The function τ (n,w, q)
is approximated as the sum of vW [50], Pauli-Gaussian
(PGα) and Laplacian (Lβ) terms [87]:
τ (n,w, q) = τvW (n,w) + τPGα (n,w) + τLβ (n, q) , (5)
where:
τvW (n,w) = An−1w, (6a)
τPGα (n,w) = Bn5/3eαCn
−8/3w, (6b)
τLβ (n, q) = Dβn−5/3q2, (6c)
with the coefficients being A = Eha
2
0/8, B =
3
(
3pi2
)2/3
Eha
2
0/10, C = −
(
3pi2
)−2/3
/4 and D =
3
(
3pi2
)−2/3
Eha
2
0/160. Eh = ~2/mea20 is the Hartree en-
ergy and a0 is the Bohr radius. It is useful to identify
the following cases:
• α = 0, β = 0. Eqs. (2) - (6) reduce to the models
employed in previous works [59, 62, 65], i.e., G [n] is
approximated as the sum of TF, vW and XC func-
tionals. In line with the literature, we will indicate
this case as QHT. Note that here we use the full vW
term, i.e., λ = 1. Other implementations in litera-
ture use λ = 1/9, but as shown in Ref. 59 λ = 1 is
required to better reproduce TD-DFT results.
• α 6= 0, β = 0. It corresponds to the case where
the QHT is improved with the addition of the PGα
functional. We will refer to this case as QHT-PGα.
4• α 6= 0, β 6= 0. This is the more complex case in
which the Laplacian-level correction Lβ is included
in the energy functional. This case will be referred
to as QHT-PGαLβ.
In order to calculate the potential, we take the func-
tional derivative of Ts [n] [89] and obtain:
δTs
δn
= τn + wτnnq − 2wτnw + τnqq − 2qτw
+2τnqq∇n · ∇q − 2τww∇n · ∇w + τqq∇2q,
(7)
where the subscripts i = n,w, q denote the corresponding
partial derivatives. The detailed derivation of Eq. (7) is
given in Sec. I of supplementary materials (SM) [90]. The
first-order term of the potential,
(
δTs
δn
)
1
, is obtained using
a perturbation approach where the perturbed density is
taken as n = n0+n1, with n1 =
1
e∇·P being the electron
density perturbation. After some tedious algebra and
neglecting higher-order terms, we obtain the following
expression for the linear potential (we refer to SM Sec. I
and II for the full derivation [90]):
(
δTs
δn
)
1
=
(
δTTFvWs
δn
)
1
+
(
δTPGαs
δn
)
1
+
(
δTLβs
δn
)
1
, (8)
where: (
δTTFvWs
δn
)
1
= τ (0)nn n1 − 2τ (0)nnw |∇n0|2 n1 − 2τ (0)nw
[
n1∇2n0 +∇n0 · ∇n1
]− 2τ (0)w ∇2n1, (9a)(
δTPGαs
δn
)
1
=− 2τ (0)ww
[
2 (∇n0 · ∇n1)∇2n0 +∇
(
|∇n0|2
)
· ∇n1 + 2∇n0 · ∇ (∇n0 · ∇n1)
]
(9b)
− 4τ (0)www (∇n0 · ∇n1)
(
∇n0 · ∇
(
|∇n0|2
))
− 2τ (0)nww
[
2 (∇n0 · ∇n1) |∇n0|2 +
(
∇n0 · ∇
(
|∇n0|2
))
n1
]
(
δTLβs
δn
)
1
= τ (0)nnnq |∇n0|2 n1 + τ (0)nnq
[
2∇n0 · ∇n1 + n1∇2n0
]
+ 2τ (0)nq ∇2n1 (9c)
+ τ (0)nnqq
[
|∇n0|2∇2n1 + 2n1
(∇n0 · ∇ (∇2n0))]
+ τ (0)nqq
[∇2n0∇2n1 + 2∇n1 · ∇ (∇2n0)+ 2∇n0 · ∇ (∇2n1)+∇2 (∇2n0)n1]+
+ τ (0)qq ∇2
(∇2n1) ,
where the superscript (0) indicates that the function
is evaluated at n = n0. First-order term
(
δELDAXC [n]
δn
)
1
for XC potential is obtained via Perdew-Zunger LDA
parametrization [91] and full expression of it can be found
in Ref. 59. Note that if α = β = 0, only the first term
in Eq. (8) survives;
(
δTTFvWs
δn
)
1
then corresponds to the
TFvW (with λ = 1) functional used in previous works
[58, 59, 65]. Clearly,
(
δTPGαs
δn
)
1
and
(
δTLβs
δn
)
1
are the
contribution associated with the PG and L corrections
respectively.
The parameters α and β can be determined in a
nonempirical way by imposing exact asymptotic solu-
tions. In particular, we set α = 40/27 in order to satisfy
second-order gradient expansion [87, 92] and use PGS
for PG40/27. Moreover, we follow the results of Ref.
87 and fix β = 0.25 such that the overall correction
functional PGSL0.25 accurately reproduces the linear re-
sponse function of a noninteracting homogeneous elec-
tron gas at both small and large wavevectors [87]. For
brevity, we will use the acronym PGSL for PGSL0.25.
III. ASYMPTOTIC ANALYSIS
We take the divergence of Eq. (1b), and we use the
quasistatic approximation (so that ε0∇·E = ∇·P = en1),
obtaining:
∇ · en0
me
∇
(
δG
δn
)
1
=
− ω2en1 − e
2
me
(
e
ε0
n0n1 +∇n0 ·E
)
.
(10)
5To obtain the asymptotic form of Eq. (10) we assume
that [59]:
n0(r)→ A0 exp(−κr), (11)
n1(r)→ B0 exp(−νκr) cos(θ), (12)
where κ > 0 is the decay constant of the ground-state
density, and νκ is the decay constant of the (dipole ex-
cited) induced density.
The right-end side (RHS) of Eq. (10) is asymptotically
vanishing and it decays as
− ω2en1 + 3 e
2 κ d1
4pi0me
n0 cos(θ)
r3
, (13)
where d1 is the dipole moment of n1 (see Ref. 59). For
the left-end side (LHS) of Eq. (10) we obtain (after some
algerba, see SM, Sec. III [90]):
∇n0∇
(
δT vWs
δn
)
1
→
(
−ν
4
4
+
ν3
2
− ν
2
4
)
κ4n1 (14)
∇n0∇
(
δTLβs
δn
)
1
→ β
3
√
3
pi4/3
(
243ν6 − 1377ν5 + 2025ν4 + 765ν3 − 3885ν2 + 2865ν − 650
19440
κ6
)
n1
n
2/3
0
(15)
while the terms with ELDAXC and T
PGα
s decay exponen-
tially faster than n1. We underline that Eqs. (14) and
(15) represent only the leading terms in the asymptotic
region.
The case with β = 0 has been described in Ref. [59]:
when ~ω is higher than a critical excitation energy
~ωc = ~
κ2
8
√
Eha20
me
(16)
the asymptotic decay is complex-valued and oscillating.
Otherwise, the asymptotic decay is exponential, and ν
depends on ω.
When β > 0, we found, interestingly, that the Lβ
term gives an exponentially increasing contribution, due
to the division by n
2/3
0 , which dominates over the term
in Eq. (14) as well as the term at the RHS. Thus, the
asymptotic solution does not depend on ω, as in the con-
ventional QHT approach with the TFvW functional, but
it is related to the solution of the sixth-degree polynomial
in ν in Eq. (15), which are:
−1.320, +0.543, +2/3,
1.123, +5/3, +2.987.
(17)
Only for those values of ν, the LHS term vanishes asymp-
totically, as it does the RHS. Some of these solutions are
not possible or unstable, i.e., those with ν ≤ 2/3, as the
term n1/n
2/3
0 will not decay asymptotically. The other
three values of ν give the right asymptotic solution, but a
high order analytical analysis or a full numerical solution
is required to select the actual value of ν. Interestingly,
all these solutions have ν > 1, which is another differ-
ence with respect to the QHT approach with the TFvW
functional [59], where ν < 1.
IV. NUMERICAL IMPLEMENTATION
The system of Eqs. (1) with Eq. (2) and expressions (9)
is solved for a plane wave excitation using a commercial
implementation of the finite-element method (FEM) [93].
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Figure 2. KS nKS0 and model n
Mod
0 ground-state densities for a
Na jellium sphere with Ne = 1074 electrons. The inset shows
the variation of densities in the logarithmic scale. Values are
normalized to the bulk density nb = (4/3pir
3
s)
−1.
In order to easily compute absorption spectra for
spheres and sphere dimers, we have implemented our
equations using the 2.5D technique, which significantly
reduces the computational time for axisymmetric struc-
tures [59, 94, 95]. A detailed explanation of the FEM
implementation can be found in the Appendix B. A com-
pletely independent implementation has also been car-
ried out using a finite-difference method for spherical
systems in the quasi-static approximation [96]: the re-
sults obtained with the two methods are numerically the
same. In order to solve the system of Eqs. (1) an ex-
6pression for ground-state density function n0 (r) is re-
quired. Throughout the article we consider the following
two ground-state density functions: i) the exact KS den-
sity nKS0 (r) calculated using a DFT in-house code [59],
and ii) a model density defined as [57, 59]:
nMod0 (r) =
1
1 + exp(κMod (r −R)) , (18)
normalized with a condition
∫
nMod0 dV = Ne, where
Ne is the number of electrons. For κ
Mod coefficient
κMod = 1.05/a0 value is fixed fitted with asymptotic de-
cay of the KS electronic density decay [59]. Fig. 2 shows
nKS0 and n
Mod
0 densities for a Na (Wigner-Seitz radius
rs = 4 a.u.) jellium nanosphere with Ne = 1074 elec-
trons (nanosphere radius R = 2.167 nm). Note that nMod0
does not display Friedel oscillations inside the nanosphere
volume (surface marked with vertical line), which are in-
stead present in nKS0 . The inset shows that the asymp-
totic decay is the same for both cases.
V. ABSORPTION SPECTRA
In Fig. 3 we report the comparison of the normalized
absorption cross-section for a Na jellium nanosphere with
Ne = 1074 electrons as obtained using QHT, QHT-PGS,
QHT-PGSL as well as the TD-DFT approaches (see Ap-
pendix A for definitions and details).
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Figure 3. Normalized absorption cross-section σ/σ0 (see the
Appendix for definitions) for a Na jellium sphere with Ne =
1074 electrons as obtained from TD-DFT, QHT, QHT-PGS
and QHT-PGSL using KS and model ground-state densities.
Fig. 3 shows that the energy of the localized surface
plasmon (LSP) resonance (first main peak) for QHT and
QHT-PGS are in good agreement (within 10 meV) with
TD-DFT (≈ 3.22 eV), which is broader due to quantum-
size effects, while KS/QHT-PGSL and Mod/QHT-PGSL
give the LSP peaks at ≈ 3.374 eV and ≈ 3.313 eV, respec-
tively, which are blue-shifted with respect to TD-DFT re-
sults (for further analysis of the position of LSP peak, see
Sec. VII). As discussed in the Introduction, QHT gives
accurate energy of the LSP and predicts additional peaks
at higher energies, which are not present in the TD-DFT.
Almost the same situation is obtained from QHT-PGS,
meaning that even the more general gradient approxima-
tion in Eq. (6b) does not solve the problem of additional
peaks. On the other hand, the QHT-PGSL absorption
spectrum is quite different. The main difference between
QHT and QHT-PGSL is not the energy shift of the LSP,
but the absence of additional resonances in the latter.
Although the QHT predicts very well the LSP reso-
nance when compared to more sophisticated TD-DFT
approaches, the presence of additional peaks is a major
shortcoming. These peaks have, in fact, energy higher
than ~ωc ≈ 3.55 eV (see Ref. [59]) and thus can hardly
be treated in an efficient numerical scheme.
Figure 4. The effect of computational domain size (L) on the
normalized absorption spectra as obtained from KS/QHT (a)
and Mod/QHT (b) for a Na jellium nanosphere with Ne =
1074 electrons.
In fact, this is shown in Fig. 4, where QHT normal-
ized absorption cross-section (σ/σ0) for the same jellium
nanosphere are calculated for increasing size of the sim-
ulation domain. These calculations have been done with
a novel finite-difference code for spherical systems [96],
which reproduces exactly the FEM results reported in
this work but is more accurate in the asymptotic region.
Results were obtained with KS (upper panel) and model
(lower panel) ground-state densities. Clearly, as the do-
main size increases, more and more modes appear (and
with reduced intensities) in the spectrum without any
limit. Thus the absorption spectrum is very sensitive to
the domain-size. We note that no previous report in liter-
ature has considered the numerical convergence of Bennet
states in QHT calculations. With an infinite computa-
tional domain size, there should be an infinite number of
states with infinitely small peak intensity, i.e., no peaks
can be distinguished anymore, and only an unstructured
shoulder could be present.
73.5 4 4.5 5 5.5 6
Energy (eV)
0.0
0.1
0.2
0.3
σ
/σ
0
TD-DFT  (4.2 nm)
TD-DFT  (5.3 nm)
KS/QHT  (4.2 nm)
KS/QHT (10.6 nm)
KS/QHT-PGSL* (4.2 nm)
KS/QHT-PGSL* (5.3 nm)
h_ ω
c
Figure 5. High-energy part of the absorption cross-section
for Ne=1074 electron Na jellium nanosphere considering dif-
ferent computational domain-sizes. QHT-PGSL* means that
the spectrum have been redshifted in order to have the same
energy position of QHT.
This is indeed shown in Fig. 5 where we report the
QHT and TD-DFT results for two different computa-
tional domain size. We have used a larger broadening for
QHT (namely γ=0.2 eV) so that it will give the same in-
tensity at the LSP peak as TD-DFT. While the TD-DFT
results are converged with standard domain-size, conver-
gence seems to appear for QHT only with a domain-size
of 200 a.u., where no more Bennet peaks can be dis-
tinguished and only a shoulder is present. However, this
shoulder which starts at ~ωc is significantly higher (about
a factor of 2.5) than the TD-DFT one, which starts later,
at about 3.7 eV. Clearly a domain-size of 200 a.u. to
obtain a converged absorption spectrum, is not reason-
able for any applications in plasmonics, and it has been
obtained only with a specialized code for reference calcu-
lations [96].
In Fig. 5, we also report the QHT/PGSL* results,
where the * indicates that the spectra have been red-
shifted by 0.15 eV in order to have the same LSP energy
position of QHT; the broadening is γ = 0.24 eV so that
also the peak intensity is the same. The plot shows that
the QHT-PGSL* does not change at all with the com-
putational domain-size, and overall it is much closer to
TD-DFT than QHT.
A more quantitative comparison of methods can be
done by considering the integrated absorption cross-
section:
I(ω) =
∫ ω
0
σ(ω′)dω′, (19)
which will converge to (pie2)/(20mec)Ne for ω → ∞,
where Ne is the number of electrons [81, 97, 98].
The integrated absorption is plotted in Fig. 6, and it
shows that I(ω) for QHT and QHT-PGSL* converge to
the same value for high energies. However, while the in-
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Figure 6. Integrated intensity from KS/QHT, KS/QHT-
PGSL* and TD-DFT for a Na jellium nanosphere with Ne =
1074 electrons. The classical limit is also reported.
tegrated absorption curve for TD-DFT and QHT-PGSL*
are very close to each other, the growth in QHT is much
slower, meaning that the oscillator strength (i.e., the
energy-integrated intensity) in QHT is split in several
Bennet modes, whereas the single peak in QHT-PGSL*
contains it all. In fact, the integrated absorption for QHT
at ω = ωc is about 15% smaller than QHT-PGSL* and
TD-DFT.
In Sec. VII, a more detailed analysis of oscillator
strength and absorption cross-section for different num-
ber of electrons is presented. Here, we remark that these
features are not limited to spherical NPs, but could hap-
pen in other geometries or materials: in fact, for ωc the
identical expression was obtained for a jellium sphere [59]
and slab [65]. Thus, in general, one could have for LSP
ωlsp ' ωc or even ωlsp > ωc. In such cases, the QHT will
not accurately predict the LSP energy.
VI. INDUCED CHARGE DENSITY
As discussed in the Sec. III, the decay of conventional
QHT induced densities is frequency-dependent, and solu-
tions are pure exponentially decaying at the metal surface
only if the incident plane wave energy is lower than ~ωc,
whereas using the PGSL functional a fixed exponential
decay should be obtained.
This can be verified numerically by plotting the com-
puted induced charge density n1 (associated with the ab-
sorption). In Fig. 7 we plot |n1| (in the logarithmic scale)
as obtained from the KS/QHT and KS/QHT-PGSL for
a Na jellium nanosphere with Ne = 1074. To have
clear comparison of decay rates, the curves for |n1| are
shifted to have the maximum at z = R and normalized
to |n1 (R)|, while n0 density is only normalized to n0 (R).
For the KS/QHT induced density the decay slope
shows a clear dependence on the incident energy ~ω,
becoming oscillatory for ~ω > ~ωc = 3.55 eV (such
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As discussed in the Sec. III, the decay of conventional
QHT induced densities is frequency-dependent, and solu-
tions are pure exponentially decaying at the etal surface
only if the incident plane wave energy is lower than ~ωc,
whereas using the PGSL functional a fixed exponential
decay should be obtained.
This can be verified numerically by plotting the com-
puted induced charge density n1 (associated with the ab-
sorption). In Fig. 7 we plot |n1| (in the logarithmic scale)
as obtained from the KS/QHT and KS/QHT-PGSL for
a Na jellium nanosphere with Ne = 1074. To have
clear comparison of decay rates, the curves for |n1| are
shifted to have the maximum at z = R and normalized
to |n1 (R)|, while n0 density is only normalized to n0 (R).
For the KS/QHT induced density the decay slope
shows a clear dependence on the incident energy ~ω,
becoming oscillatory for ~ω > ~ωc = 3.55 eV (such
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8Figure 7. Modulus of induced charged density at different
energies for a Na jellium sphere with Ne = 1074 electrons as
calculated from KS/QHT (a), KS/QHT-PGSL (b) and TD-
DFT (c). The blue curves correspond to the densities associ-
ated to the LSP excitation energy. The critical frequency is
~ωc = 3.55 eV, see Ref. [59].
KS/QHT induced densities are not converged with re-
spect to the computational domain size, as discussed in
Sec. V).
On the other hand, the KS/QHT-PGSL calculations
yield the same slope for all excitation energies, as ana-
lytically demonstrated in Sec. III. A numerical fit of the
decay gives a value of ν close to +1.12, i.e., the slowest
from asymptotically decaying solutions (with ν > 2/3)
(17).
It is important to note that the TD-DFT calculations
(Fig. 7 (c)) give qualitatively similar results as the QHT-
PGSL. In fact, for TD-DFT we get the same decay slope
for the induced density (at least for ~ω < ~ωp). How-
ever, as discussed in Sec. III in QHT-PGSL we have
ν > 1 while ν < 1 in the conventional QHT, meaning
that spill-out effects are somehow smaller in QHT-PSGL.
Nonetheless, we need to point out that this feature is pe-
culiar to PGSL, which is one of the few Laplacian-level
KE functionals, and PGSL has not been developed for
QHT calculations. Thus, other Laplacian-level KE func-
tional can be developed with better features.
Another important aspect is the numerical stability
of the QHT-PGSL approach: not only the absorption
spectra does not depend on the domain-size, but the fact
that the decay constant is fixed and independent from the
frequency allows to use mixed boundary condition for an
exponential decay (i.e., rˆ · ∇n1 + νκn1 = 0), allowing to
have converged results even with a very small domain-
size.
The impact of the Laplacian-level corrections studied
in this article is not limited to the density tail decay
but can be easily appreciated in the linear scale as well.
In Fig. 8, we report the imaginary part of the induced
charge density n1, Figs. 8 (a) - (d), and norm of the total
(incident + scattered) field for the KS ground-state den-
sity (for the model density see Fig. S1 of the SM [90]).
The cross-section plane for the map plots in Figs. 8 (b) -
(g) is perpendicular to the incident plane wave propaga-
tion. We clearly observe that the spill-out is less pro-
nounced for QHT-PGSL, as the imaginary part of n1
is more squeezed into the nanosphere volume. Conse-
quently, for QHT-PGSL the peak value of Im (n1) and
field enhancement are the biggest. This behavior is di-
rectly related to the blue shift of LSP resonance obtained
using QHT-PGSL with respect to QHT and QHT-PGS
shown in Fig. 3.
VII. ELECTRON NUMBER VARIATION
EFFECTS
An important aspect in nanoplasmonic systems is the
LSP resonance dependence on the NP size [47, 48, 99].
As already mentioned in the introduction, LSP for Na jel-
lium nanosphere must undergo red shift with respect to
Mie theory results. In Fig. 9 (a) (horizontal axis is in the
logarithmic scale), we show the LSP resonance energy of
various Na jellium nanospheres with the number of elec-
trons Ne varying from 254 to 6174 (R = rsN
1/3
e ) as com-
puted from TD-DFT, Mod/QHT, Mod/QHT-PGS and
Mod/QHT-PGSL. We see that for all approaches, LSP
energy is lower than Mie theory value ~ωMie = 3.4 eV
(shown as a horizontal line). The mean average error
with respect reference TD-DFT are of 8, 12, 85 meV,
for Mod/QHT, Mod/PGS, and Mod/PGSL, respectively.
Thus, the accuracy of Mod/QHT is extremely high,
which is somehow surprising, considering the shortcom-
ings of the TFvW functional. The PGS functional, which
9Figure 8. Imaginary part of induced charge density n1 (a)
and norm of the total field E normalized to incident field am-
plitude E0 (b-g) for jellium sphere with Ne = 1074 electrons
at LSP resonance calculated using KS/QHT, KS/QHT-PGS
and KS/QHT-PGSL.
has some better properties than the TFvW functional
[87], yield similar but somehow smaller accuracy. Fi-
nally, PGSL overestimates the LSP peak, but an overes-
timation of 85 meV is quite small, considering that that
choice of the exchange-correlation functional can shift the
results even more [100–103].
To describe the accuracy of a given theoretical method
for the calculation of the absorption spectra, not only
the energy of the LSP peak have to be considered, but
also the oscillator strength, fosc, associated to it. The
oscillator-strength is readily available in an eigenvalue
formulation of QHT [57, 104]. Our QHT implemen-
tation is frequency-dependent, and, therefore, the os-
cillator strength is not directly computed, but it can
be extracted from the absorption spectra using the fit-
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Figure 9. (a) LSP energy and for Na jellium sphere as a func-
tion of the number of electron (Ne) as computed from TD-
DFT, Mod/QHT, Mod/QHT-PGS, and Mod/QHT-PGSL.
Horizontal line shows the position of Mie LSP energy (3.4
eV). (b) Corresponding oscillator strength (fosc) normalized
to the Mie one.
ting procedure described in Sec. IV of the SM [90].
The oscillator strength of the LSP peak can also be
extracted from the TD-DFT spectra, if the onset of
the plasmon shoulder is considered (Sec. IV of the SM
[90]). Previous attempts to compute the fosc of the
LSP peak are based on the sum-rule approaches [83].
In Fig. 9 (b), we report fosc of the LSP peak, as ob-
tained from TD-DFT, Mod/QHT, Mod/QHT-PGS, and
Mod/QHT-PGSL. Fig. 9 (b) shows that for all methods
LSP converges to the Mie results for large Ne. However,
fosc for Mod/QHT and Mod/QHT-PGS is largely un-
derestimated, as the main-plasmon peak is subdivided in
different peaks, as previously discussed. On the other
hand, the main-peak of Mod/QHT-PGSL contains al-
most all the oscillator strength. The mean absolute rel-
ative error for these systems are 6.7%, 6.4%, and 2.9%
for Mod/QHT, Mod/PGS, and Mod/PGSL. Thus PGSL
overestimates the energies with respect to QHT but gives
a better description of the oscillator strength.
Results using the KS-density (not reported) are sim-
ilar, but in this case the KS/QHT-PGSL overestimates
the TD-DFT even more, as also shown in Fig. 3. This
can be traced back to the higher oscillating behavior of
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the KS density inside the NP, as shown in Fig. 1. Such
quantum oscillations induce higher values of the Lapla-
cian and thus higher contributions to the energy. On
the other hand, with the model density, both the gradi-
ent and the Laplacian are very small inside the NP. An
’exact’ KE functional should be able to describe both sit-
uations, but this is not the case of the PGSL functional,
which has not been optimized for jellium nanosphere nor
for the QHT approach.
In any case, for applications involving large systems,
only the model density can be used since the calculation
of nKS0 via KS-DFT or OF-DFT would require additional
computational effort.
VIII. APPLICATION TO SPHERICAL DIMER
Our FEM implementation allows to calculate absorp-
tion spectra for axisymmetric structures. An important
example of such a system is a nanosphere dimer. The
NP dimer has been widely studied in literature since it
supports gap plasmons that can squeeze light down to
sub-nanometer volumes, making it an ideal system for
exploring quantum and nonlocal phenomena [21, 67, 105–
107]. Here we consider a dimer of Na jellium spheres with
1074 electrons each. In Fig. 10 (a) we present the com-
parison of the absorption cross-section as calculated from
the Mod/QHT, Mod/QHT-PGS and Mod/QHT-PGSL
(the cross-section is normalized to the 2σ0 = piR
2 with R
being the radius of a single sphere). The plane wave that
excites the structure is polarized along the z-axis, and
the input ground-state density is a sum of model densi-
ties (18) of two spheres. As we can see, the Mod/QHT
and Mod/QHT-PGS give oscillations in the spectrum,
which are absent in Mod/QHT-PGSL approach. Our
convergence analysis showed that these oscillations, as
in the case of the sphere (see Fig. 3), persist with the
change of the computational domain. These oscillations
should not be confused with the small undulation next
to the main plasmon peak that is more clearly visible
in gap = 1 nm case (Fig. 10 (a)). This undulation
Method gap |E| /E0
Mod/QHT
1.0 nm 33.9
1.5 nm 22.5
2.0 nm 16.5
Mod/QHT-PGS
1.0 nm 35.4
1.5 nm 23.2
2.0 nm 16.9
Mod/QHT-PGSL
1.0 nm 38.8
1.5 nm 25.5
2.0 nm 18.7
Table I. The average value of |E| /E0 in the dimer gap as
calculated from Mod/QHT, Mod/QHT-PGS and Mod/QHT-
PGSL.
comes from the charge-transfer plasmon and gets higher
for smaller sizes of the gap [21]. For all considered cases
of gap size, Mod/QHT-PGSL gives blueshifted plasmon
resonance energy with respect to other methods. The
respective values of the plasmon resonance are shown in
the map plots of the total field enhancement in Fig. 10.
There we also see that the field gets more enhanced for
Mod/QHT-PGSL as for other approaches. Clearly, as
Table I shows, more field is concentrated in the gap for
Mod/QHT-PGSL. In turn, this means that more energy
is moved to the main plasmon peak, hence, it is blue
shifted for Mod/QHT-PGSL with respect to Mod/QHT
and Mod/PGSL as shown in absorption curves.
IX. CONCLUSIONS AND FUTURE
PERSPECTIVES
We have extended the quantum hydrodynamic theory
to Laplacian-level kinetic energy functionals. In partic-
ular, we studied the PGSL functional, which is accurate
for OF-DFT calculations and well reproduced the linear
response of the homogeneous electron gas [87]. We in-
vestigated in detail Na jellium nanospheres and results
are compared to reference TD-DFT calculations. The
obtained results are focused around two main findings:
1. QHT and QHT-PGS that are gradient-level func-
tionals of electron density, together with an LSP
resonance give additional resonances in the absorp-
tion spectrum of Na jellium nanospheres. Well de-
fined additional resonances are not present in TD-
DFT nor in QHT with an infinite computational
domain-size. In both cases, only a shoulder is
present at the high energy side to the plasmon peak,
with the TD-DFT result being much smaller and
at higher energy than in QHT. On the other hand,
complementing QHT with a Laplacian-level func-
tional (QHT-PGSL) of electron density yields only
the LSP peak in the absorption spectrum, yielding
an overall spectrum and oscillator strength closer
to TD-DFT.
2. The theoretical and numerical asymptotic analy-
sis of the induced charge density as obtained from
QHT, shows that the decay slope is changing at
different energies of incident radiation. Contrarily,
QHT-PGSL shows the same decay slope for all en-
ergies. Despite the spill-out effects are somehow un-
derestimated in QHT-PGSL, this strongly simpli-
fies the boundary condition, so that converged cal-
culation can be obtained with a very small domain-
size.
Our results thus demonstrate that the convergence of
the QHT absorption spectra is problematic, and most
of the QHT results reported so far are thus not ac-
curate enough for energies above LSP resonance. The
Laplacian-level QHT, on the other hand, does not suffer
from these problems and can be successfully applied to
investigate quantum and spill-out effects in different sys-
11
Figure 10. Normalized absorption cross-section σ/σ0 (in the logarithmic scale) and norm of the total field |E| /E0 for dimers of
Na jellium spheres with Ne = 1074 electrons as obtained from the Mod/QHT, Mod/QHT-PGS and Mod/QHT-PGSL. From
top to bottom: panel (a) refers to gap = 1 nm, (b) to gap = 1.5 nm and (c) refers to gap = 2 nm.
tems, as shown in Sec. IX, where we report the results
for NP dimers.
From a computational point-of-view, QHT-PSGL is
close to the widely used TF-HT with hard-wall: in fact,
the size of the computational domain can be set very close
to the size of the nanoparticles, as discussed in Sec. VI.
However, QHT-PGSL solves the two main drawbacks of
the TF-HF approach: the neglect of spill-out effects and
the blueshift of LSP energies.
QHT-PGSL thus allows an efficient and numerically
converged computation of collective excitations in quan-
tum systems: the main drawbacks of QHT-PGSL are re-
lated to the too fast decay of the induced density, which
then causes reduced spill-out effects and increased plas-
mon energy. However, we point out that the QHT-PGSL
functional, used in this work, has not been developed for
QHT, but for bulk properties of bulk metal and semicon-
ductors. We believe the Laplacian-level QHT results can
be improved considered more sophisticated functional
that could depend, for example, on a different function
of q and/or on a product of w and q.
The Laplacian-level QHT is thus a new platform, very
promising for the future, as the Laplacian ingredient in-
cludes much more degree of freedom in developing accu-
rate KE functionals, than more conventional functional-
based on density-gradient. So far, however, the develop-
ment of semilocal KE functional focused only on ground-
state properties, considering only the total KE energy
and the KE potential (i.e., the first functional deriva-
tives). Instead, for the QHT response properties, the
KE kernel (i.e., the second functional derivative) is re-
quired, but, so far, it has not been considered at all in the
semilocal KE functional development [87, 108–113]. In
addition, it is crucial to understand the role of static and
dynamic corrections to the energy functional. Although,
here, we have considered only static corrections at the
second-order gradient and Laplacian-level, the analysis
of dynamic correction represents another important route
to explore. Overall, we believe that our current results
will help to better understand the role of functional de-
pendence on electron density in plasmonic systems.
Appendix A: Absorption spectrum
In QHT, the absorption cross-section is calculated as
σ (ω) =
ω
2I0
∫
Im {E ·P∗}dV, (A1)
with I0 being the intensity for the incident plane wave
with frequency ω. The electric field E and the polariza-
tion vector P are obtained solving Eqs. (1a, 1b). Con-
sidering the very small size of the of the investigated
nanoparticles, only dipole modes are excited. An impor-
tant parameter for the shape of the absorption spectra
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is the damping parameter (γ), see Eq. 1b. If not stated
differently, in all QHT calculations, we use γ = 66 meV.
The normalized absorption cross-section (absorption
efficiency) is then obtained by normalizing σ to the ge-
ometric cross-section of a nanosphere σ0 = piR
2 with R
being the radius of the nanosphere.
The TD-DFT absorption spectra have been computed
with a finite-difference in-house code (with spherical sym-
metry) introduced in Ref. 59; a radial uniform grid is
used to represent KS orbitals and densities. In TD-DFT,
no retardation effects are included, and only longitudinal
electric field are considered [19]. The absorption cross-
section [114–117], is calculated as
σ (ω) =
ω
c0
Im {αzz (ω)} , (A2)
where the polarizability is given by
αzz (ω) = −e2
∫
drdr′zχ (r, r′, ω) z′, (A3)
with χ (r, r′, ω) = δn (r) /δ (eVext (r′)) being the inter-
acting density response function [19], which is obtained
solving the Dyson equation
χ = χ0 + χ0(vcoul + f
LDA
XC )χ . (A4)
In Eq. (A4) vcoul is the Coulomb interaction, f
LDA
XC
is the adiabatic LDA XC kernel, and χ0 is the non-
interacting density response function, which is computed
using Green’s function [115] using occupied KS orbitals
from the ground-state calculation (again using LDA).
The broadening parameter for the Green’s function cal-
culations is, if not stated differently, Γ0 = 33 meV.
Appendix B: FEM implementation
In order to lower the order of derivatives we multiply
Eq. (1b) by test function P˜ and integrate by parts, which
give us:
∫ {
− e
me
(
δG [n]
δn
)
1
(
∇ · P˜
)
+
1
n0
[(
ω2 + iγω
)
P+ 0ω
2
pE
] · P˜} dV = 0, (B1)
where we assumed that the integral on the boundary
goes to zero. Even after integration by parts
(
δG[n]
δn
)
1
potential contains derivatives up to the fourth-order of
n1 (see the Exps. (9)), so auxiliary variables should be
added to lower the order of differentiation. By introduc-
ing two variables F = ∇n1 and O = ∇
(∇2n1) = ∇ · F
we have only first-order derivatives. Considering axisym-
metry of considered structures, we adopt 2.5D technique
[59, 94, 95], and the dependence of E,P,F, and O on az-
imuthal coordinate is taken in e−imφ form with m ∈ Z.
The dependence on m for test functions E˜, P˜, F˜ and O˜
is of eimφ form. Thus, instead of a three-dimensional
problem, we can have 2mmax + 1 problems (with mmax
being the maximum value for m). Moreover, for the di-
mensions considered in the current work mmax = 0 is
enough for the convergence of results. Finally, only one
two-dimensional problem needs to be solved. Hence, we
come to the following system of equations:
2pi
∫ {(
∇×E(0)
)
·
(
∇× E˜(0)
)
−
(
k20E
(0) + µ0ω
2P(0)
)
· E˜(0)
}
ρdρdz = 0, (B2a)
2pi
∫ {
− e
me
(
δG [n]
δn
)(0)
1
(
∇ · P˜(0)
)
+
1
n0
[(
ω2 + iγω
)
P(0) + 0ω
2
p
(
E(0) +E
(0)
inc
)]
· P˜(0)
}
ρdρdz = 0, (B2b)
2pi
∫ {(
∇ ·P(0)
)(
∇ · F˜(0)
)
+ eF(0) · F˜(0)
}
ρdρdz = 0, (B2c)
2pi
∫ {(
∇ · F(0)
)(
∇ · O˜(0)
)
+O(0) · O˜(0)
}
ρdρdz = 0, (B2d)
where (0) superscript denotes the zero-order coefficients
of the v (ρ, φ, z) =
∑
m∈Z v
(m) (ρ, z) e−imφ vector field
expansion of cylindrical harmonics. We found that curl
elements for Eq. (B2a) and divergence elements [93] for
other equations of the system (B2) are the best choice
for stable solutions.
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For the wave equation Eq. (B2a), simulation domain
radius Rdom is defined via Rdom = R + 500a0 condition.
R = rsN
1/3
e is the radius of the nanosphere, and, for
dimers, it is the radius of one of the spheres. Perfectly
matched layers (PML) are used in order to emulate an
infinite domain and avoid unwanted reflections. PML
thickness is set to tPML = 200a0 for all the considered
systems. Also, zero flux boundary condition is imposed
on the electric field at the outer boundary of the PML.
For Eqs. (B2b) - (B2d), simulations are done in a smaller
domain, considering faster decay of variables P,F, and
O compared to the electric field. The domain, as de-
picted in Fig. S2 (a) of SM [90], is a semicircle (consider
the axial symmetry), for the nanospheres and, for the
dimers, is the union of 2 circles centered at the centers
of nanospheres. Moreover, to facilitate the calculations,
only the ”quarter” of the dimer is simulated with a cor-
responding perfect electric conductor condition at the in-
tersection segment of 2 circles, as shown in Fig. S2 (b)
of SM [90]. The radii for the circles is rdom = r + 25a0
for QHT and QHT-PGS, but for QHT-PGSL, it is in the
range rdom ≈ r+12a0. The simulation domain is smaller
for QHT-PGSL, because ν ≈ 1.12 decay slope is bigger
in this case (see Sec. VI). Dirichlet boundary conditions
P = 0,F = 0 and O = 0 are set on the simulation do-
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FIG. S1: Na jellium sphere with Ne = 1074 electrons. Imaginary part of induced charge density n1 and norm of the total
field E normalized to incident field amplitude E0 at LSP resonance as calculated from Mod/QHT, Mod/QHT-PGS, and
Mod/QHT-PGSL.
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FIG. S2: Schematic image of the simulation domain for a spherical nanoparticle (NP) - (a) and NP dimer - (b). R denotes the
radius of the NP, rdom - the radius of the simulation domain for P,F, and O variables, Rdom - the simulation domain for E,
and tPML is the thickness of the perfectly matched layer (PML).
S1. FUNCTIONAL DERIVATIVE
Here we derive the functional derivative of Ts [n] (Exp. (7) of the main manuscript). Following Ref. 1 we have
δTs
δn
=
∂τ
∂n
−∇ · ∂τ
∂(∇n) +∇
2 ∂τ
∂ (∇2n) , (S1)
where ∂τ∂i ≡ τi(i = n,w, q). In Exp. (S1)
∇ · ∂τ
∂(∇n) = ∇ ·
(
τw
∂w
∂(∇n)
)
= 2∇ · (τw∇n) = 2
(
τw∇2n+∇τw · ∇n
)
= 2
(
τw∇2n+ (τwn∇n+ τww∇w + τwq∇q) · ∇n
)
= 2
(
τw∇2n+ τwn∇n · ∇n+ τww (∇n · ∇w) + τwq (∇n · ∇q)
)
,
(S2)
∇2 ∂τ
∂ (∇2n) = ∇ ·
(
∇ ∂τ
∂ (∇2n)
)
= ∇ · (∇τq) = ∇ · (τqn∇n+ τqw∇w + τqq∇q)
= ∇ · (τqn∇n) +∇ · (τqw∇w) +∇ · (τqq∇q)
= τqn∇2n+∇n · (τqnn∇n+ τqnw∇w + τqnq∇q) + τqw∇2w
+∇w · (τqwn∇n+ τqww∇w + τqwq∇q) + τqq∇2q +∇q · (τqqn∇n+ τqqw∇w + τqqq∇q)
= τqn∇2n+ τqnnw + τqnw (∇n · ∇w) + τqnq (∇n · ∇q) + τqw∇2w + τqwn (∇n · ∇w)
+ τqww|∇w|2 + τqwq (∇n · ∇w) + τqq∇2q + τqqn (∇n · ∇q) + τqqw (∇w · ∇q) + τqqq|∇q|2.
(S3)
Thus, Exp. (S1) simplifies to
δTs
δn
= τn − 2
(
τw∇2n+ τwnw + τww (∇n · ∇w) + τwq (∇n · ∇q)
)
+ τqnq + τqnnw + τqnw (∇n · ∇w) + τqnq (∇n · ∇q) + τqw∇2w
+ τqwn (∇n · ∇w) + τqww|∇w|2 + τqwq (∇w · ∇q) + τqq∇2q + τqqn (∇n · ∇q)
+ τqqw (∇w · ∇q) + τqqq|∇q|2 =
τn + w (τqnn − 2τwn) + (τqn − 2τw) q
+ 2 ((τqnq − τwq) (∇n · ∇q) + (τqnw − τww) (∇n · ∇w) + τqwq (∇w · ∇q)) + τqww|∇w|2
+ τqqq|∇q|2 + τqq∇2q + τqw∇2w.
(S4)
Considering that our choice for τ (n,w, q) (Exps. (5) and (6) of the main manuscript),
S3
τ (n,w, q) = An−1w +Bn5/3eαCn
−8/3w +Dβn−5/3q2 (S5)
is quadratic with respect to q, and mixed derivatives of it that involve both q and w are zero, the final expression of
δTs
δn is (as Exp. (7) of the main manuscript):
δTs
δn
= τn + wτnnq − 2wτnw + τnqq − 2qτw + 2τnqq (∇n · ∇q)− 2τww (∇n · ∇w) + τqq∇2q. (S6)
S2. LINEARIZATION
Here we derive the Exps. (9a) - (9c) of the main manuscript. For the linearization, δTsδn is expressed in Taylor series
around n0 ground state density (unperturbed), such that n = n0 + n1:
(
δT
δn
)
1
= (τn)1 + (wτnnq)1 − 2 (wτnw)1 + (qτnq)1 − (qτw)1
+ 2 (τnqq∇n · ∇q)1 − 2 (τww∇n · ∇w)1 +
(
τqq∇2q
)
1
.
(S7)
Keeping only terms linear with respect to n1, we have for (τn)1:
(τn)1 = τ
(0)
nn (n− n0) + τ (0)nw (w − w0) + τ (0)nq (q − q0) =
= τ (0)nn n1 + τ
(0)
nw
[
∇ (n0 + n1) · ∇ (n0 + n1)− |∇n0|2
]
+ τ (0)nq
[∇2 (n0 + n1)−∇2n0]
= n1τ
(0)
nn + 2τ
(0)
nw (∇n0 · ∇n1) + τ (0)nq ∇2n1,
(S8)
where the superscript (0) denotes that the function is evaluated at n = n0. Similarly, for other terms in Exp. (S7)
(and cancelling out partial derivatives that are zero) we get:
(wτnnq)1 = (wτnnnq)
(0)
n1 + 2 (∇n0 · ∇n1) (τnnq + wτnnqw)(0) + (wτnnqq)(0)∇2n1 =
= |∇n0|2 τ (0)nnnqn1 + 2 (∇n0 · ∇n1) τ (0)nnq + |∇n0|2 τ (0)nnqq∇2n1,
(S9)
−2 (wτnw)1 = −2
[
wτ (0)nwnn1 + 2 (∇n0 · ∇n1) (τnw + wτnww)(0) + (wτnwq)(0)∇2n1
]
= −2 |∇n0|2 τ (0)nwwn1 − 4 (∇n0 · ∇n1) τ (0)nw − 4 (∇n0 · ∇n1) |∇n0|2 τ (0)nww,
(S10)
(qτnq)1 = ∇2n0τ (0)nqnn1 + 2 (∇n0 · ∇n1)∇2n0τ (0)nqw + τ (0)nq ∇2n1 +∇2n0τ (0)nqq∇2n1
= ∇2n0τ (0)nnqn1 +(0) τ (0)nq ∇2n1 +∇2n0τ (0)nqq∇2n1,
(S11)
−2 (qτw)1 = −2∇2n0τ (0)wnn1 − 4 (∇n0 · ∇n1)∇2n0τ (0)ww − 2
[
∇2n0τ (0)wq∇2n1 + τ (0)w ∇2n1
]
= −2∇2n0τ (0)wnn1 − 4 (∇n0 · ∇n1)∇2n0τ (0)ww − 2τ (0)w ∇2n1,
(S12)
2 (τnqq (∇n · ∇q))1 = 2
[
τ (0)nqqn
(∇n0 · ∇ (∇2n0))n1 + τ (0)nqq [((∇n · ∇q)∇n)(0) · ∇n1]
+ τ (0)nqqq
(∇n0 · ∇ (∇2n0))∇2n1 + τ (0)nqq [((∇n · ∇q)∇q)(0) · ∇ (∇2n1)]
]
= 2τ (0)nnqq
(∇n0 · ∇ (∇2n0))n1 + 2τ (0)nqq (∇n1 · ∇ (∇2n0))n1 + 2τ (0)nqq (∇n0 · ∇ (∇2n1)) ,
(S13)
S4
−2 (τww(∇n · ∇w))1 = −2
[
τ (0)wwn
(
∇n0 · ∇
(
|∇n0|2
))
n1 +
(
(τww(∇n · ∇w))∇n
)(0)
· ∇n1
+
(
(τww(∇n · ∇w))q
)(0)
∇2n1 +
(
(τww(∇n · ∇w))∇w
)(0)
· (∇w −∇w0)
]
= −2
[
τ (0)wwn
(
∇n0 · ∇
(
|∇n0|2
))
n1 + 2τ
(0)
wwn (∇n0 · ∇n1)
(
∇n0 · ∇
(
|∇n0|2
))
+ τ (0)ww
(
∇
(
|∇n0|2
)
· ∇n1
)
+ τ (0)ww
(
∇n0 · ∇
(
∇ (n0 + n1) · ∇ (n0 + n1)− |∇n0|2
))]
= −2τ (0)wwn
(
∇n0 · ∇
(
|∇n0|2
))
n1 − 4τ (0)wwn (∇n0 · ∇n1)
(
∇n0 · ∇
(
|∇n0|2
))
− 2τ (0)ww
(
∇
(
|∇n0|2
)
· ∇n1
)
− 2τ (0)ww
(
∇n0 · ∇ (2 (∇n0 · ∇n1))
)
= −2τ (0)nww
(
∇n0 · ∇
(
|∇n0|2
))
n1 − 4τ (0)nww (∇n0 · ∇n1)
(
∇n0 · ∇
(
|∇n0|2
))
− 2τ (0)ww
(
∇
(
|∇n0|2
)
· ∇n1
)
− 4τ (0)ww (∇n0 · ∇ (∇n0 · ∇n1)) ,
(S14)
(
τqq∇2q
)
1
= τ (0)qqn∇2
(∇2n0)n1 + ((τqq∇2q)w)(0) 2 (∇n0 · ∇n1)
+ τ (0)qq
(∇2 (∇2 (n0 + n1))−∇2 (∇2n0))+ τ (0)qqq∇2 (∇2n0)∇2n1
= τ (0)nqq∇2
(∇2n0)n1 + τ (0)qq ∇2 (∇2n1) .
(S15)
Substituting Exps. (S8) - (S15) into Exp. (S7) we get:
(
δT
δn
)
1
= n1τ
(0)
nn + 2τ
(0)
nw (∇n0 · ∇n1) + τ (0)nq ∇2n1
+ |∇n0|2 τ (0)nnnqn1 + 2 (∇n0 · ∇n1) τ (0)nnq + |∇n0|2 τ (0)nnqq∇2n1
− 2 |∇n0|2 τ (0)nwwn1 − 4 (∇n0 · ∇n1) τ (0)nw − 4 (∇n0 · ∇n1) |∇n0|2 τ (0)nww
+∇2n0τ (0)nnqn1 + τ (0)nq ∇2n1 +∇2n0τ (0)nqq∇2n1
− 2∇2n0τ (0)wnn1 − 4 (∇n0 · ∇n1)∇2n(0)0 τ (0)ww − 2τ (0)w ∇2n1
+ 2τ (0)nnqq
(∇n0 · ∇ (∇2n0))n1 + 2τ (0)nqq (∇n1 · ∇ (∇2n0))n1 + 2τ (0)nqq (∇n0 · ∇ (∇2n1))
− 2τ (0)ww
(
∇
(
|∇n0|2
)
· ∇n1
)
− 4τ (0)ww (∇n0 · ∇ (∇n0 · ∇n1))
+ τ (0)nqq∇2
(∇2n0)n1 + τ (0)qq ∇2 (∇2n1) .
(S16)
Terms with partial derivative factors τ
(0)
nn , τ
(0)
nw , and τ
(0)
nww determine potential
(
δTTFvWs
δn
)
1
, τ
(0)
ww, τ
(0)
nww, and τ
(0)
www -
potential
(
δTPGαs
δn
)
1
, and τ
(0)
nq , τ
(0)
qq , τ
(0)
nnq, τ
(0)
nqq, τ
(0)
nnqq, and τ
(0)
nnnq - potential
(
δTLβs
δn
)
1
.
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S3. ASYMPTOTIC FORM OF THE LAPLACIAN TERM FOR SPHERICAL SYSTEM
For spherical systems we have that
∇n0(r)∇
(
δTLβs
δn
)
1
=
6∑
n=0
Fk[r, n0(r)]
dkn1(r)
drk
, (S17)
where n1(r) = n1(r) cos(θ) and
F6 =
1
80
3
√
3β
pi4/3 (n0 (r))
2/3
, (S18)
F5 =
1
240
3
√
3β
(−17 ( ddrn0 (r)) r + 18n0 (r))
rpi4/3 (n0 (r))
5/3
, (S19)
F4 = − 1
240
3
√
3β
(
18 (n0 (r))
2 − 65 ( ddrn0 (r))2 r2 + 40 ( d2dr2 n0 (r)) r2n0 (r) + 108 ( ddrn0 (r)) rn0 (r))
r2pi4/3 (n0 (r))
8/3
, (S20)
F3 =
1
2160
3
√
3β r−2pi−4/3 (n0 (r))
−11/3
(
− 1400
(
d
dr
n0 (r)
)3
r2 − 450
(
d3
dr3
n0 (r)
)
r2 (n0 (r))
2
+ 1935
(
d
dr
n0 (r)
)(
d2
dr2
n0 (r)
)
r2n0 (r) + 324
(
d
dr
n0 (r)
)
(n0 (r))
2
− 1980
(
d2
dr2
n0 (r)
)
r (n0 (r))
2
+ 3690
(
d
dr
n0 (r)
)2
rn0 (r)
)
, (S21)
F2 =
1
6480
3
√
3β pi−4/3 (n0 (r))
−14/3
r−3
(
4840
(
d
dr
n0 (r)
)4
r3 − 1080
(
d4
dr4
n0 (r)
)
(n0 (r))
3
r3
+ 3780
(
d2
dr2
n0 (r)
)2
(n0 (r))
2
r3 − 28560
(
d
dr
n0 (r)
)3
n0 (r) r
2 + 2808
(
d
dr
n0 (r)
)
(n0 (r))
3
+ 2160
(
d2
dr2
n0 (r)
)
(n0 (r))
3
r − 14640
(
d
dr
n0 (r)
)2(
d2
dr2
n0 (r)
)
n0 (r) r
3
+ 5805
(
d
dr
n0 (r)
)(
d3
dr3
n0 (r)
)
(n0 (r))
2
r3 − 5940
(
d3
dr3
n0 (r)
)
(n0 (r))
3
r2
− 270
(
d
dr
n0 (r)
)2
(n0 (r))
2
r + 32580
(
d
dr
n0 (r)
)(
d2
dr2
n0 (r)
)
(n0 (r))
2
r2
)
, (S22)
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F1 = − 1
1296
3
√
3β pi−4/3 (n0 (r))
−14/3
r−4
(
108
(
d5
dr5
n0 (r)
)
(n0 (r))
3
r4
+ 3180
(
d2
dr2
n0 (r)
)2(
d
dr
n0 (r)
)
n0 (r) r
4 + 432
(
d
dr
n0 (r)
)
(n0 (r))
3
− 783
(
d
dr
n0 (r)
)(
d4
dr4
n0 (r)
)
(n0 (r))
2
r4 − 432
(
d2
dr2
n0 (r)
)
(n0 (r))
3
r
− 3528
(
d2
dr2
n0 (r)
)2
(n0 (r))
2
r3 − 1296
(
d2
dr2
n0 (r)
)(
d3
dr3
n0 (r)
)
(n0 (r))
2
r4
+ 648
(
d4
dr4
n0 (r)
)
(n0 (r))
3
r3 − 4136
(
d
dr
n0 (r)
)3(
d2
dr2
n0 (r)
)
r4 − 10208
(
d
dr
n0 (r)
)4
r3
+ 1332
(
d
dr
n0 (r)
)2
(n0 (r))
2
r + 2736
(
d
dr
n0 (r)
)2(
d3
dr3
n0 (r)
)
n0 (r) r
4
− 432
(
d3
dr3
n0 (r)
)
(n0 (r))
3
r2 + 432
(
d
dr
n0 (r)
)3
n0 (r) r
2 + 720
(
d
dr
n0 (r)
)(
d2
dr2
n0 (r)
)
(n0 (r))
2
r2
+ 18288
(
d
dr
n0 (r)
)2(
d2
dr2
n0 (r)
)
n0 (r) r
3 − 4806
(
d
dr
n0 (r)
)(
d3
dr3
n0 (r)
)
(n0 (r))
2
r3
)
, (S23)
F0 = − 1
3888
3
√
3β pi−4/3 (n0 (r))
− 173 r−5
(
13176
(
d
dr
n0 (r)
)(
d2
dr2
n0 (r)
)(
d3
dr3
n0 (r)
)
(n0 (r))
2
r5
+ 2646
(
d
dr
n0 (r)
)(
d3
dr3
n0 (r)
)
(n0 (r))
3
r3 − 83424
(
d
dr
n0 (r)
)3(
d2
dr2
n0 (r)
)
n0 (r) r
4
− 4860
(
d4
dr4
n0 (r)
)(
d
dr
n0 (r)
)
(n0 (r))
3
r4 + 4968
(
d
dr
n0 (r)
)(
d2
dr2
n0 (r)
)
(n0 (r))
3
r2
− 2880
(
d
dr
n0 (r)
)2(
d2
dr2
n0 (r)
)
(n0 (r))
2
r3 + 25488
(
d
dr
n0 (r)
)2(
d3
dr3
n0 (r)
)
(n0 (r))
2
r4
+ 36648
(
d2
dr2
n0 (r)
)2(
d
dr
n0 (r)
)
(n0 (r))
2
r4 − 783
(
d5
dr5
n0 (r)
)(
d
dr
n0 (r)
)
(n0 (r))
3
r5
− 12408
(
d
dr
n0 (r)
)3(
d3
dr3
n0 (r)
)
n0 (r) r
5 − 21252
(
d2
dr2
n0 (r)
)2(
d
dr
n0 (r)
)2
n0 (r) r
5
− 1728
(
d2
dr2
n0 (r)
)(
d4
dr4
n0 (r)
)
(n0 (r))
3
r5 + 4104
(
d4
dr4
n0 (r)
)(
d
dr
n0 (r)
)2
(n0 (r))
2
r5
− 9504
(
d2
dr2
n0 (r)
)(
d3
dr3
n0 (r)
)
(n0 (r))
3
r4 − 1080
(
d3
dr3
n0 (r)
)2
(n0 (r))
3
r5
+ 2772
(
d2
dr2
n0 (r)
)3
(n0 (r))
2
r5 + 81
(
d6
dr6
n0 (r)
)
(n0 (r))
4
r5
− 2484
(
d
dr
n0 (r)
)2
(n0 (r))
3
r + 1944
(
d2
dr2
n0 (r)
)2
(n0 (r))
3
r3 + 1296
(
d2
dr2
n0 (r)
)
(n0 (r))
4
r
− 648
(
d4
dr4
n0 (r)
)
(n0 (r))
4
r3 + 486
(
d5
dr5
n0 (r)
)
(n0 (r))
4
r4
+ 17248
(
d
dr
n0 (r)
)4(
d2
dr2
n0 (r)
)
r5 − 5472
(
d
dr
n0 (r)
)3
(n0 (r))
2
r2
− 1584
(
d
dr
n0 (r)
)4
n0 (r) r
3 + 34496
(
d
dr
n0 (r)
)5
r4 − 1296
(
d
dr
n0 (r)
)
(n0 (r))
4
)
, (S24)
S7
The above expressions are valid everywhere (for spherical systems). In the asymptotic region, we can use n0(r) =
A0 exp(−κr), obtaining:
F6 =
1
80
3
√
3β
pi4/3 (A0 e−κ r)
2/3
(S25)
F5 =
1
240
3
√
3β (18 + 17κ r)
pi4/3 (A0 e−κ r)
2/3
r
(S26)
F4 =
1
240
3
√
3β
(−18 + 25κ2r2 + 108κ r)
pi4/3 (A0 e−κ r)
2/3
r2
(S27)
F3 = − 1
2160
3
√
3β κ
(
85κ2r2 + 324− 1710κ r)
pi4/3 (A0 e−κ r)
2/3
r2
(S28)
F2 =
1
240
3
√
3β
(−18 + 25κ2r2 + 108κ r)
pi4/3 (A0 e−κ r)
2/3
r2
(S29)
F1 = − 1
1296
3
√
3β κ
(
191κ4r4 − 432 + 900κ r + 394κ3r3 − 720κ2r2)
pi4/3 (A0 e−κ r)
2/3
r4
(S30)
F0 = − 1
1944
3
√
3β κ
(−594κ r + 648 + 335κ4r4 + 252κ2r2 − 261κ3r3 + 65κ5r5)
pi4/3 (A0 e−κ r)
2/3
r5
. (S31)
In the asymptotic region, we have also to consider only the lowest 1/r power, thus obtaining the Exp. (15) in the
main manuscript.
S4. FITTING PROCEDURE TO EXTRACT THE OSCILLATOR STRENGTH
We fit the photoabsorption cross-section (of all QHT approaches and reference TD-DFT) with the function
f(ω) =
2
pi
ω2γ
(ω2 − ω20)2 + ω2γ2
, (S32)
where γ is the broadening parameter and ω0 the peak position. Note that f(ω) has a maximum at ω = ω0 and
f(ω0) = 2/(piγ). This function integrates to 1 in the range 0 < ω < +∞ and originates from the Drude classical
solution of a nanosphere, whose photoabsorption cross-section in CGS units is [2]:
σ(ω) =
4pi
c
Im
[
R3
(ω)− 1
(ω) + 2
]
=
2pi2R3ω2p
3c
f(ω) =
2pi2
c
e2
me
Nef(ω), (S33)
where we used that w0 = wp/
√
3, ωp =
√
4pie2/me(N/V ) and V = (4pi/3)R
3. For a jellium nanosphere of very large
R, QHT and TD-DFT will reach the classical limit [3], thus the function f(ω) is the right function to be used in the
fitting procedure, where we minimize:
E =
∫ ωb
ωa
|foscf(w)− σm(ω)|dω∫ ωb
ωa
σm(ω)dω
, (S34)
where σm(ω) is the input absorption spectra (QHT or TDDFT). The error depends on three parameters fosc, ω0,
and γ. For the range, we consider ωa = 1 eV whereas ωb is the energy position where other peaks/shoulders starts
after the LSP resonance. In this way, only the LSP peak is included in the fit, whereas other high-energy peaks or
shoulder are not considered. As an example, we show in Fig. S3 the QHT spectra for Ne = 1074. The resulting fit is
very accurate for all energies less than ωb. Other peaks above ωb are not included in the peaks, so that the oscillator
strength of the first main peak can be obtained. For QHT, one can also do a fit with several f(ω), one for each peak,
obtaining the same results.
The situation complicates for the TD-DFT spectrum. In Fig. S4 a), we report the TD-DFT spectrum for Ne = 6174
(i.e., the largest system considered) and the corresponding fit (green dashed-line) with Eq. (S32). The error in the fit
is 2.1% in the fitting range and fitted fosc is 890. The fitting curve is not very accurate as the TD-DFT values (for
low and high energies) are not well reproduced.
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FIG. S3. Photoabsorption cross-section (log scale) for a Na jellium nanosphere with Nb=1074 electrons, as obtained for
Mod/QHT and the resulting fit using the procedure described in the text. The vertical line shows the energy position of ωb.
In order to improve the fit, we considered an energy-dependent broadening [4], i.e., γ = g(ω) and to model the
function g(ω), we inverted Eq. (S32) as a function on ω. For an arbitrary spectrum σ(ω) with fosc =
∫∞
0
σ(ω)dω we
define the function:
Γ(ω) =
pi(ω40 − ω4)
ω3
σ(ω)2
fosc
dσ(ω)
dω
. (S35)
It can be easily verified that if σ(ω) = foscf(ω), then we obtain a constant function Γ(ω) = γ. In Fig. S4 b),
we report the function Γ(ω) for the TD-DFT absorption spectra using Eq. (S35). There are some spikes at ω = ω0
due to the presence vanishing first derivative at the main plasmon peak. For high- and low-energy, we see that Γ(ω)
approaches exactly 2Γ0, where Γ0 is the broadening used in TD-DFT calculation. Thus, we define a model g(ω) with
the following limits g(ω ≤ ωlow) = 2Γ0, where ωlow is close to ωa and g(ω > ωp) = 2Γ0, where ωp is the plasma
frequency. In between these limits, the function g(ω) grows up to the maximum values of g(ω1) = γ, where ω1 is fixed
to be ωb i.e. the energy where the shoulder in the spectrum starts. If the TD-DFT absorption spectrum is fitted with
such function, we obtain the red-curve in Fig. S4a) with an error reduced by a factor of 4 (0.6%) and also a reduced
oscillator strength ( fosc = 872). The non-linear fit is done using four parameters: fosc, ω0, γ, and ωlow. Note also
that the function f(ω) has to be renormalized to integrate to 1 when a frequency dependent broadening is used. In
Fig. S4 b) we report the function Γ(ω) obtained from the fitted curve. The agreement with the TD-DFT results is
very good, for all energies before and after the plasmon shoulder.
In Table S1, we report all the parameters for the fits of the TD-DFT spectra. Note that for the fits, we compute
the TD-DFT with a broadening of Γ0 = 0.1 eV, to have a smooth curve, which is required especially for small spheres.
The fosc of the LSP peak is thus very accurate (about 1%) for systems where the plasmon shoulder is clearly observed
(i.e., for Ne > 1000).
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FIG. S4: a) TD-DFT photoabsorption cross section (black line) for Ne=6174 and using Γ0=0.1eV and its fits using a constant
broadening (dashed-green line) and an energy-dependent broadening (red line). The fits consider only the region from 1 eV up
to ωb=4.1eV, which represent the onset of the plasmon shoulder. b) Function Γ(ω) obtained from the three curve in panel a).
Ne ω0 γ fosc ω1 ωb
254 3.08797 0.88216 35.94383 2.59131 3.83797
338 3.13421 0.52539 47.51501 1.83333 3.60421
556 3.18204 0.44196 76.59263 1.00001 3.95204
832 3.20140 0.44291 117.08588 1.33059 3.97140
1074 3.21699 0.37609 149.89713 1.56759 3.72699
1284 3.23376 0.36143 177.38700 1.44677 3.72376
1516 3.24390 0.36138 210.54419 1.00000 4.04390
1760 3.24730 0.36607 244.62864 1.40239 4.04730
2048 3.25425 0.36936 286.90874 1.25072 4.05425
2654 3.26583 0.35402 371.71087 1.22778 3.89583
3404 3.27786 0.35134 480.75394 1.07239 4.07786
4570 3.28959 0.33304 643.47974 1.35421 4.08959
5470 3.29687 0.32296 771.47150 0.99999 4.09687
6174 3.30032 0.31742 871.93036 1.06694 4.10032
TABLE S1: Parameters from the fits of the TD-DFT photo-absorption cross section. All values but fosc in eV.
