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ABSTRACT
STANDARDIZED ASSESSMENT AND THE ACCOUNTABILITY STRUCTURE IN THE
STATE OF ILLINOIS
Daniel M. Warlop, Ed.D.
Department of Leadership, Educational Psychology, and Foundations
Northern Illinois University, 2015
Joseph Flynn, Director
This dissertation investigates validity and reliability concerns surrounding high-stakes,
state-level assessment with standardized testing instruments. It uses high school student test data
from the 2008-2009 academic year to determine whether or to what degree ACT based
accountability scores are reliable across academic settings and contexts, and whether certain nonacademic factors, such as cognitive test attack strategies, have any effect on scores. Though
scores trended towards reliability across settings and contexts, they were also found to vary
considerably depending on non-skill related factors. These findings suggest that standardized
accountability and evaluative testing programs for schools and students have unacceptably high
amounts of variability and that because of their susceptibility to variance unrelated to skill
proficiency, they are less than accurate and conclusive enough for the variety of needs addressed
by the state’s accountability program. More research is needed on the factors that impact statelevel assessment scores and on accountability programs that use objective data so that decisions
about public education systems can be accurate, contextualized, and appropriate.
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PREFACE

Early in my teaching career, I was working at a high school in a low-income, highminority district at the same high school I attended before going to college. It was state testing
day, and I was part of the group of teachers proctoring the ACT portion of the two-day exam for
high school juniors. My role was simply to monitor several rows of students to make sure they
were working on the appropriate subtest at the appropriate time, had all the necessary materials,
were excused at the proper time for restroom breaks, and so on. Midway through the morning
exam, I started noticing a troubling phenomenon: Within minutes of the head proctor
announcing the start time of a sub test, several students had closed their booklets and had their
heads down on the table. As I passed by them to see if they were in any need, I noticed that the
entire test portion had been bubbled in, and not always in any obvious pattern like all Cs or
zigzag sequences. In fact, they were indistinguishable at the end of the subtest from any other
student who worked until time was called. These students had simply filled in bubbles randomly
and promptly checked out. As the minutes ticked away, I noticed that several more students
were dropping their heads well before time was even half expired. Still more troubling was the
fact that many of my group’s “head-droppers” were minority students. “This is state
achievement data!” I thought in a panic.
In the days after the test, I grew more and more troubled about what I saw that day.
“How is this going to make the school look,” I wondered, “and what will it say about how and
what we do here?” Though there were only a handful of students in my row that had thoroughly
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disengaged, with approximately 300 junior students taking the test, even those students only in
my rows could potentially impact the overall achievement ratio quite significantly, especially if
the mean score was close to one of the achievement thresholds (“Meets/Does Not Meet”
standards). In addition, if what was happening in my rows was happening in other rows at the
same rate, then we would very likely have a situation where our summative numbers would be
quite distorted.
When the results came in the following year from the state and the staff sat down to look
over the results, I felt that at least in part, we (meaning the students, the staff, the administration,
and the district) were being unfairly sanctioned for not making Adequate Yearly Progress (AYP)
again that year. The pressure coming from the district to address our shortcomings in the data
report was palpable, and a great many hours were spent modifying the School Improvement Plan
(SIP), revising our curriculum maps, evaluating and in some cases dismissing staff, aligning
educational standards, and attending workshops designed to help staff intervene with struggling
students. All the while, it felt like at least part of the real problem had been entirely missed.
Though we were “following the data,” we were completely taking for granted that the students
and the curriculum were being measured accurately and correctly. Perhaps, I wondered often
aloud at faculty meetings, the data isn’t telling us what we think it is. Perhaps we are doing our
students and ourselves a great disservice by reacting so aggressively to state data. Perhaps we
are doing something destructive to our educational system. This dissertation is dedicated to
investigating these uncertainties.

CHAPTER 1

INTRODUCTION

The stakes of Standardized Assessments (SAs) are at an all-time high in the United
States. In any given state’s mandated achievement testing program under No Child Left Behind
(NCLB), score profiles are used as indicators of skill attainment and aptitude in academic
subjects, and Illinois is no exception. These indicators are categorized often by a term
synonymous with “high scores,” and have historically formed the bases for some of our more
familiar measurement tools. Though these tools (tests) have evolved over time, their purpose has
been to summatively quantify some representative dimension of the student academic
experience. The “A” in the SAT for example initially stood for “aptitude,” which implied a kind
of academic ability or prowess.1 However, the meaning of words like “aptitude” and the
constructs they signify have greatly evolved over the last hundred years, as have the various
assessment tools intended to measure them. Modern terms for “high scores,” such as “college
readiness,” “proficiency,” “achievement,” “meets (as in meets a performance threshold),” and so
on today are not understood as being representative of or synonymous with early 20th century
terms like “aptitude,” or “a student’s total cognitive ability,” “IQ,” or the like.2 Nevertheless, a
student’s composite score on the state assessment functions exactly this way in the reporting of
school achievement data because it is used as the primary indicator in the state’s accountability

1

After shifting meaning to “assessment” for a period of time, the entire acronym now has no official meaning. The
same holds true for the ACT.
2
Aptitude, as in Scholastic Aptitude Test; Intelligence, as in Intelligence Quotient, and so on.
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system of school success or failure (IIRC). Every year, the Illinois State Board of Education
(ISBE) dutifully reports scores from the state accountability program’s standardized test to the
public as legitimately quantified, numerical representations of knowledge, skill, and/or academic
achievement (ISBE, 2012; IIRC, 2012). These scores thus quantify the work of schooling and
therefore “account” to the taxpaying public by producing a measure of result, which in turn
drives policy decisions on improvement and change from the building through to the state levels.
Whether or not the source of this accountability data is altogether accurate or representative of
what a student has learned, knows, can do, or is capable of is taken completely as a given.
In terms of educational policy, score reports determine whether Adequate Yearly
Progress (AYP) is met under No Child Left Behind (NCLB), and thereby determine whether a
school is “successful” or in need of intervention. Score reports are used to investigate and form
conclusions about varying demographic groups of students, and most currently as a predictor of
future educational success as an indicator of “college readiness.” Moreover, student
achievement data reports at the school or district level determine the disposition of any district
oversight body with respect to the implementation of any interventions required in the event of
lower than expected results. In other words, if scores dictate whether a school program is
meeting success, then they also influence what interventions are implemented to correct them.
Thus, these scores have the effect of inviting program change based upon the assumption that
low scores denote undereducated children. Further, the measurable effect can only be articulated
in negative terms, in that low scores identify only perceived deficiencies; they do not indicate
what has been shown to be effective or successful in classroom or curricular contexts.
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The state exam and its scores have functionally become a proxy ranking system for
students by quantifying the entirety of their schooling with one SA score, to be reported once in a
student’s high school career, and before completing the third academic (junior) year. Mean
(average) SA scores are compiled and compared against the compiled scores of the prior
academic year. The difference forms the grounds for classifying schools and districts as
“failing” or “succeeding” (to educate students sufficiently). This mandated system of assessment
is conducted statewide, and forms a kind of ranking system not just for students, but also for
schools, districts, regions, and so on. This SA program is the accountability structure for public
education in the state of Illinois, and the program continues to expand.3
In the midst of these developments inspired and mandated by NCLB, research on
standardized testing and how it fits into accountability programs has been mounting in the
decade since the NCLB law was first passed, and more and more of the research about SAs
questions the assumptions that experienced educators have long suspected of being problematic
(Firestone, Schorr, & Monfils 2004, McNeil, Coppola, Radigan & Heilig 2008, Nichols, Glass,
& Berliner, 2012, Srikantaiah, Zhang, & Swayhoover 2008). Assumptions of statistical validity
and reliability, as well as the simple assumption that scores can satisfy the charge of
accountability by providing clear and definitive answers to complex questions about education,
are both elusive and yet simultaneously pervasive in current school accountability systems like
that in Illinois. The fact is that many of these types of assumptions about accountability data are
unsubstantiated. Regardless of what form an accountability program takes in the near or distant
future, the accountability movement in general is lacking in both a definitive meaning of SA
3

Currently, SA scores (a.k.a. “achievement data”) are intended to do the same for educators as Senate Bill 7 (SB 7)
in the Illinois legislature and the state board have taken steps to include student achievement scores on teacher
evaluations.
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scores and in any shared understanding of what they can represent. In fact, regardless of what
reforms are mandated in the near future, be they the re-affirmation of NCLB, the more recent
Race To The Top (RTTT) effort, or any new or refined incarnation of “accountability” that uses
SA data such as PARCC and the Common Core, these same problems will exist. Educators,
researchers, and policy-makers must seek out a more thorough understanding of SAs, their uses,
and their limitations, particularly if they are to inform, evaluate, or become part of curricular
programs in public education.
Problem Statement

Where the public and policymakers make their most significant error is in furthering the
assumption that SA scores define any number of indicators of student cognitive ability. More
specifically, there is error in the certainty that those indicators (scores) are externally valid and
reliable measurement tools for the accountability program’s duplicitous purposes.4 A fair
amount of research has been done, albeit often by testing companies, as to the internal validity
and reliability of the testing instrument (Chen, Cui, Zhu, & Gao, 2010; Sawyer, 2008; Woodruff,
2004). However, with respect to external reliability, independent research studies and metaanalyses spanning over a decade have been questioning the idea of first using numerical
representations of school, district, and state-wide student performance as the overall performance
of schools and districts, and then using those conclusions to inform state-level policy (Amrein &
Berliner, 2002; Atkinson & Geiser, 2009; Firestone, Schorr, & Monfils, 2004). The essential
difference between these two domains of research is that the former (internal) seeks to validate

4

These include but are not limited to the primary purposes of accounting for the success or failure of funded
initiatives and programs, and assessing students’ academic performance.
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the SA (in this instance the ACT and the PARCC) as a measurement tool, while the latter seeks
to determine whether it is the right tool for the job and/or produces the “accountability” we
educators are looking for. The reality however is that factors contributing to student
performance on SAs are neither thoroughly understood, quantified, nor accounted for in current
schemes of accountability programs at the state level. Exactly what the state’s SA program
measures is not entirely clear, and yet, several fundamentally different metrics are used
synonymously in reports and conclusions, albeit inappropriately. The degree of certainty about
conclusions drawn from state accountability data is also highly questionable. The net effect is
that the jargon and assumptions that accompany reporting, discussion, legislation, and research
on and about SAs, especially when it comes to state accountability data, has distorted any real,
valid, reliable, or pragmatic conclusions about what it all means for schools and students.
It is a time-honored “law” of behavioral human science that we simply can not account
for all variables contributing influence to a human social phenomenon. As such, we can not
account for all possible confounding variables in the representative assessment of human
subjects, much less on an assessment that relies on a single composite score; it is simply
impossible to institute the level of controls necessary for that kind of certainty, particularly when
those human subjects are teenagers. In addition, the fact that there are myriad understandings of
exactly what SA scores say about students and what students know, can do, will do, or have
demonstrated points to a broader problem with reliability and validity in standardized public
school assessment programs. Thus, it is imperative that scholars and educators evaluate SAs
when they are the source of accountability data to determine whether they are reliable and/or
valid indicators of knowledge, learning, aptitude, and/or skills. One way to accomplish this is to
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explore environmental and contextual factors that accompany the delivery of SAs in an academic
setting, and compare scores with the aforementioned assumptions to see if they hold true (have
validity). This simple yet direct, positivist approach will reveal whether the assumptions
operated upon in Illinois’ accountability program have any practical merit or validity. If in other
words the assumptions about the meaning of SAs are valid enough to support the weight of a
statewide assessment program and hold true with data at the state level, then certainly they will
be reflected in more tightly controlled, micro-settings like an average, public school classroom.
Research on SAs used in programmatic accountability structures such as the PSAE in
Illinois must be conducted in a Science Based Research (SBR) paradigm by law under NCLB
(No Child Left Behind [NCLB], 2002). In keeping with this mandate and the parameters of a
quantitative, positivist paradigm, this study will examine SA data from a classroom of 11th grade
students using strict statistical methodology. If the field of high stakes SA research has become
confounded with false, limited, or subjective conclusiveness, then the only way to validate a
programmatic approach to system-wide accountability is to carry out research that observes the
parameters of statistical limitations and requirements. The research that follows here will
proceed with these dynamics in mind.
Purpose

The purpose of this study and its methodological organization is to objectively test the
conclusiveness of school accountability in the state of Illinois by evaluating the state’s
assessment of academic skills (specifically, the English Grammar and Reading ACT portions of
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the PSAE5). In short, as there is a question as to the certainty of what achievement data says and
means, we need to carefully examine the state’s accountability program and trace connections
between data and curriculum, data and meaning, and data and statistical validity. To accomplish
this, there will be several statistical tests run on student achievement data (scores on various
SAs) during the 2008-2009 academic year, when I was an ELA teacher in an Illinois public high
school. That year afforded me a unique opportunity to collect data from four separate classes of
11th grade students, which at the time was a sizeable number of students in the regular academic
curriculum6 compared to the total population of similar 11th grade students. Between the data I
could collect in the classroom in various assessment contexts, and the PSAE/ACT they took
during the same academic year, I was able to collect assessment data from several sources for
statistical analysis.
In order to assess the ACT’s appropriateness as a measurement tool as used by the ISBE
up to 2014, this study will use the 2009 student “achievement” data to investigate factors that
relate to student performance on high-stakes standardized assessments in such various academic
contexts as summative semester finals, discipline-specific attack strategy practice, formative
weekly assessments, and others to be articulated later in the methodology chapter. If the
assumptions surrounding SA data and the conclusions that come from them are in fact correct,
these statistical tests will bear out the same kinds of results and conclusions that are reflected in
actual ACT score reports that come from the ISBE for school accountability. These reports,
which “account for” public education in general, are based on particular assumptions about SAs
and are composed of particular statistical interpretations about the meaning and transference of
5

Since the inception of this dissertation, this particular assessment tool (the PSAE) has been replaced by the
PARCC exam. However, this new SA functions in the same ways and for the same purposes as the PSAE.
6
See “regular curriculum” in the definitions section
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the scores. The primary purpose here is to test these very general, yet crucially central
assumptions, both critically and statistically.
A more nuanced purpose of the study is to challenge validity, reliability, and
predictability assumptions of ISBE score profiles for schools and students using the same 2009
data set. These assumptions are the hallmark of modern SAs, in that SAs such as the ACT, the
SAT, and now the PARCC exam are assumed to indicate such things as student skill, student
aptitude, student achievement, college readiness, and so on, often simultaneously. The study will
be organized and conducted quantitatively, with a data collection phase, an analysis phase, and a
results and discussion phase (these are detailed in the Organization section of this chapter). The
academic context will be English Language Arts (ELA) for several reasons. First, ELA accounts
for two of the four subtests of the ACT (English Grammar – test 1, and Reading – test 3).
Second and perhaps more importantly, the test and its questions are in fact written in English,
and the entirety of the test, except perhaps for certain Math and Science test questions that are
numerical, must be read and comprehended in English by student test takers. Though this would
seem redundant on the surface, the rising number of English Language Learners (ELL) and/or
English Second Language (ESL) students in schools across the state and the nation requires that
we consider the effect of reading comprehension on the results of any subtest, regardless of the
academic discipline. Several newer assessments of reading ability, such as SRI (lexile) tests, that
are currently being used in schools as part of a comprehensive student data profile suggest that
they do not.
Perhaps the most important purpose of this research study is to evaluate the very
assessments used to produce accountability data. The PARCC assessment, while it has formally

9
replaced the ACT as the source of this evaluative data, exists and operates under the same
assumptions as the ACT. It is assumed by stakeholders to be valid, reliable, accurate,
appropriate, and reflective enough of student academic ability, and simultaneously answers all
the evaluative and predictive needs of the state board of education, to serve as the single
measurement tool for accountability purposes for public schools across the state. However,
because the PARCC is new and largely untested in a comprehensive, practical setting beyond
pilot implementations, this research will focus upon a more thoroughly reviewed and enduring
SA, the ACT – still a common measure for secondary students across the United States and one
that, like the PARCC, is standards-based and criterion-referenced.
It must be underscored that there exists a direct connection between curriculum and
assessment (Apple 2008, Eisner 2002, Goodlad 2010, Tyler 1949), and it is the ultimate purpose
of this study to inform the practice of system-wide curriculum- and assessment-building,
particularly with respect to accountability programs. It is becoming ever more common in public
schooling that curricula are built around some accountability metric (typically a criterionreferenced, standardized assessment) in a retroactive fashion, in that curricula are being shaped
to match the assessment tool rather than the other way around. To that end, more and more
curricular reform efforts, instructional time, and educator focus in classrooms is being reappropriated to increase scores on accountability metrics for the purpose of showing growth. If
however the accountability assessment is not an accurate enough tool to make valid and reliable
measurements of students, then the entire accountability structure is at risk of misinforming the
efforts aimed at showing growth. This then would mean that curricula, practice, and modern
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assessments are misaligned and that current efforts for reform, and all the stakes that go with
them, are working for educational change at the cost of educational improvement.
The foundational theorist and practitioner in curriculum and assessment, Ralph W. Tyler
(1949), though he establishes a need to align components of curriculum and assessment, details a
process wherein goals are established first, curricula second, and assessment third, which runs
contrary to modern curriculum-building as just described. The fundamental purpose of this
research then is to use a statistical approach for the evaluation of assessment tools used by the
state for the purpose of “accountability.” The goal is to discover its (the ACT) accuracy,
reliability, and validity as both an informer and shaper of curriculum and as an appropriate
measure of such constructs as “learning,” “achievement,” “college readiness,” and other such
terms synonymous with high assessment scores.
Methodology

Research Questions

The research questions in this study revolve around two principal constructs: 1) the
fundamental validity and reliability concerns surrounding the use of SAs as tools for the
evaluation of student skill, learning, and knowledge; and 2), the reliance upon SA output as the
source of data in accountability structures in public education. In order to arrive at more
enduring conclusiveness in terms of what SA data mean, statistical comparisons of SA scores
will be made to, at the very least, rule out which kinds of academic variables do not have an
impact on high stakes SA data. The hope is, however, that by observing statistical limitations in
the quantitative paradigm, making valid comparisons, and conducting systematic and structured
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statistical analyses, some of the variables that do have an impact on state level data can be
discovered as well. If these comparisons follow statistical limitations and restrictions, and
account for as much variance as can be realistically controlled in human social research, then the
conclusions that come out of this research can clarify, endure, and inform further study.
Understanding what SA scores mean is crucial both for educators in schools and particularly for
state accountability programs, but currently, the use of SA results have varying and often
competing purposes in the modern educational landscape. We therefore need to begin with some
primary but paramount general research questions, and following the results, continue with more
targeted and specific questions and analyses in further research. Using a data set of student
“achievement”7 scores on SAs from 11th grade students in several different classroom contexts8
as independent variables, the following questions can be statistically examined by comparing the
mean scores (independent variables, or IVs) from the aforementioned sample:
1. Is student performance on practice tests and full-length standardized assessments that are
part of student summative grades correlated in any way with student performance on SAs
that are not part of student summative grades?
a. Is student performance on SAs reliable across multiple treatments?
b. Is student performance on classroom practice tests correlated with student
performance on comprehensive, standardized, summative exams (SAs) in and out
of normal curricular (classroom) contexts?

7

See Chapter 2 for a review of such loaded terms as these.
These classroom contexts, which include SAs as semester final exams, in-class practice (formative) assessments,
and the PSAE (even though it is not a classroom context source of SA score data), will be detailed thoroughly in
Chapter 4.
8
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c. Which types of SA practice strategies9 are more/less correlated with student
performance on SAs both within and outside of a traditional ELA curriculum?
2. Is there external predictability (2a.), validity (2b.), and/or reliability (2c.) in student
performance on SAs?
a. Are SA scores predictive of academic success or “achievement”?
b. Do SAs reflect skills learned from curriculum, specifically is there a correlation
between SA performance and attendance?10
c. Is there consistency in SA scores among different SA settings and purposes
(practice, formative, summative, etc.)?
As there are a variety of related research questions, there will be several different
analyses conducted with the data set in this quasi-experimental study. This particular design was
selected to account for the control limitations in social science research. However, great effort
was made to make the design fit as closely as possible within an experimental paradigm to
increase statistical power. Efforts to stabilize treatments and data collection will be highlighted
and detailed in Chapter 4. The subjects providing the data for the analyses were students in an
11th grade language arts class at a high school in northern Illinois. These students were given a
series of treatments with SAs in several formats over the course of the 2008-2009 academic year,
which again will be the independent variables for this research. For the repeated treatments in

9

These strategies will include content based strategies tied to skills, and non-content based strategies tied to
cognitive processing. Examples for each strategy type would be a focus on subject-verb agreements in grammar test
passages (academic content), and whether to read questions before passages (cognitive processing). See also
“Incremental practice tests” in the definitions section.
10
This question is geared towards discovering a connection between curriculum and SA scores. If students are
present for the instruction and practice of skills (standards) in the curriculum, the thinking is that they will be better
prepared for the exam. The reverse would also be expected, that absent students who do not get the instruction and
practice with skills/standards will score lower.
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the same academic context (question 1a.), each treatment or “increment” was accompanied by an
individual standardized test attack strategy. Prior to each test increment, a different strategy was
explained by the researcher (myself), and students were directed to approach the test increment
using the detailed strategy. In this way, several test-taking strategies could be compared against
each other for their degree of impact on individual students’ scores. In addition to the
increments, full practice tests were given in various contexts so that the context of SA could be
compared for its impact on the overall score. These contexts include: a non-curricular activity
(“not for grade”), a curricular activity (increments were “graded” classroom activities), as
curricular enrichment opportunities (as “extra credit”), and a summative assessment (as a
semester final exam). Annual Prairie State Achievement Exam (PSAE) ACT scores for the
study participants were also collected for comparison against in-class practice SAs and the other
independent variables in the data set. The performance scores on these assessments provide the
“achievement data” for statistical analysis. Analyses planned for this study include t-tests,
regression analyses, a repeated-measures ANOVA, and a post hoc analyses of related factors,
specifically the incidence of graduation and attendance rates of study participants. A complete
exploration of the methodology for this study will be detailed in Chapter 4.
Assumptions

One of the most significant assumptions made in this study prior to the discussion of
results is in the sampling design. Essentially, the sample is one of convenience, where I, the
researcher, collected data from students that were assigned to my class groups. Though there
were only four class groups, the total number of students in the combined groups amounted to
almost half of the entire population of non-honors, non-gifted 11th grade students in the building.
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In this way, there is cause for some assumptions of random assignment and the ratio of sample to
population to justify a fair degree statistical power in the results. However, the possibility does
exist that the sampling method compromises the validity of the results due to the lack of
deliberate randomization. To account for this, tests of sphericity will be included as additional
controls in applicable analyses. Other, more nuanced assumptions about the population and
study design will be detailed further in Chapter 4.
It is also important to note one foundational assumption that is not encompassed by the
study, but is foundational to the current testing system employed by the state. Specifically, the
assumption is that state SA data can adequately predict future success in college, that is,
numerically represent achievement, learning, and skill (IIRC, 2012). This particular assumption
informs the primary purpose of this dissertation, which at its core is to test statistical validity and
reliability of SA data. In the arena of human social research, many assumptions about the
sample, the context of the study, and the methodology typically are embedded in the rationale
and purpose statements. These and other more detailed assumptions however, and the controls
intended to mitigate and account for them, are explored in the methodology chapter.
Limitations and Delimitations
The research conducted here will be understood to be bound by the immediate setting11
and will focus on high school juniors (11th grade students) in a regular, non-remedial, and nongifted or accelerated English Language Arts (ELA) classroom in the year the mandated state
accountability program (the PSAE) is given to them. Since the aim of the study is to question
whether and/or to what degree there is reliability and validity in state testing data, the parameters
11

A public, title 1 (low-income), urban high school of just under 2000 total students.
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were confined to those students taking the exam and the months of schooling leading up to it and
those just after test administration. These conditions preclude any generalizing outside the
school district and likely outside the school itself; however, should the findings be of any
statistical significance, they would most certainly be cause for continued investigation in other
and wider contexts. In other words, since the focus of the study is reliability and validity of the
SA as a measure of schools and students, any significant results would warrant scrutiny of SAs
in other, more varied contexts around the state.
Theoretical and Conceptual Framework

This study seeks to evaluate practices by the state of Illinois that produce student data as
a part of its accountability program for secondary public education. The idea is to verify or
refute the legitimacy of the SA program to determine whether it can provide the answers the state
is looking for in its accounting of schools and students. To this end, there is a theoretical
framework that informs the approach to the study fused with a conceptual framework that
encapsulates the quantitative processes needed to analyze the data. Here, the contributions of
Popham (2000), Eisner (2002), and Tyler (1949) inform the theoretical portion of the framework.
The research design, however, draws on ideas from Science Based Research (SBR), positivism,
and the particular rules governing reliability and validity in the quantitative paradigm. These
rules frame the parameters of the study’s analyses and thus are included as the conceptual
portion of the framework. As can be seen in Figure 1, these diverse theories and approaches
complement each other and allow for a theory-based approach to quantitative program
assessment. Through this “meta-framework,” the state’s accountability program can be studied
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in terms of the way it collects data, but also and arguably more importantly, the framework calls
for a justification of the “a priori” conclusions that are extrapolated from SA results.

Figure 1:
ScienceBased
Research
(SBR)

Popham

Eisner

Positivist
Research

Tyler

Statistical
Validity

Figure 1. Theoretical and conceptual framework

Clearly, such a seemingly contradictory theoretical component to a framework (that
places Eisner and Tyler in such an overlapping relationship with Popham) needs to be thoroughly
explored and qualified. This intersection, along with an investigation of the a priori assumptions
referred to above, will be further explored in the literature review Chapters 2 and 3.
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Key Terms and Definitions
ACT – American Collegiate Test. This is one of the two most commonly used objective, skills
based, criterion-referenced exams used in data collection on student achievement. In Illinois,
this exam makes up the main component of the PSAE. For this study, the area of English
Language Arts (ELA) will be the arena for data collection. This means that the two subtest areas
of English Grammar (ACT test 1) and Reading Comprehension (ACT test 3) will be the context
for study and data collection on student performance (ACT, 2012a.).
ELA – English Language Arts. This acronym essentially accounts for all areas of English
language and grammar instruction, including reading, and is considered one of the core subject
areas in public high schools and on SAs (Standardized Assessments). Though greatly
differentiated in terms of skills and standards when articulated, and even further in terms of
accommodations to instruction, it is often understood as one comprehensive subject by the public
and policymakers as the catch-all “reading” subject area (i.e. “reading and math” as the two most
important subjects in public schooling).
EXPLORE (test) – The EXPLORE test is a standards-based exam produced by ACT and
typically given to 8th or 9th grade students (ACT 2013). In the context for this study, the
EXPLORE test is administered to 9th grade students on the spring testing day(s). The exam is
similar in form and function to the ACT, but is shorter in content and duration.
IIRC – Interactive Illinois Report Card. This electronic reference is where State level data on
student achievement is presented for public use. Here, an individual can search school, district,
and State averages on the PSAE, including subtest areas, student demographics, and ability
groups, and sort results for comparison against district and State averages. It essentially is the
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data presentation vehicle for the results of the state-mandated achievement exam in Illinois (the
PSAE) up to the 2014-2015 academic year.
Incremental practice tests – These are the treatments (independent variables) in the study’s
ANOVA test, and as will be explained further in the methodology chapter, consist of equal
portions of an ACT-generated practice test. For English Grammar test portions (ACT subtest 1),
there are five equal increments consisting of one self-contained 15-question passage. For
Reading test portions (ACT subtest 3), there are four equal increments consisting of one selfcontained 10-question passage.
PLAN (test) – Similar to the EXPLORE test, the PLAN test is produced by ACT and typically
administered to 10th grade students (ACT 2013a). In the context for this study, the PLAN is
given to 10th grade students, and is intended to function as a predictor of performance on the
ACT, which is offered in the 11th grade.
PSAE – Prairie State Achievement Exam. This is the state test currently in place in Illinois and
the source of all student, district, and State level data on student achievement.
Regular Curriculum – The “regular” curriculum refers to the required course of study in a given
subject area (in this case, ELA) for graduation. Alternatives to the Regular Curriculum would be
AP (Advanced Placement) courses, an Honors Curriculum, Dual-Credit courses, Remedial
courses, Self-Contained Special Education courses/curriculum, and so on. The majority of
students in any given school fall into this category of courses, and it is this group of students that
often is the target for interventions and improvement initiatives for state accountability exams.
This dissertation takes its sample from this “regular” pool of students. Any state assessment and
its content, be it the PSAE or the PARCC, is actually not a component of the ELA curriculum (as
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it would be in a course like a semester-long ACT prep course), and so these assessments are
fundamentally removed from the work of curriculum. This is an important and key distinction in
this study because it points to a disconnect between the content of curriculum and the content of
assessments that ultimately measure it.
SAs – Standardized assessments. This acronym refers to any standardized, objective,
comprehensive, skills-based assessment currently used to evaluate student achievement. In some
cases, SAs are used in classrooms for data collection. In Illinois, the SA used by the state board
of education for the purposes of accountability is the PSAE, which is a two-day exam taken in
late spring of the academic year, and is comprised of the ACT and the ACT WorkKeys test. The
term SA will be used throughout this dissertation to cover the array of this familiar type of
assessment.
Standard – This term is explored in Chapter 2 for its duplicitous meanings, but it is often
understood as an indicator or metric by which student skill in a content area can be measured.
However, there is some question (which will be addressed by the study) as to whether this term
can be used synonymously with “skill” or “achievement” in the interpretation of scores on
instruments like the PSAE/ACT or the PARCC, which is comparatively under-researched as it is
currently in its first full year of implementation in Illinois.
Test preparation strategies – These are the specific details about the independent variables (IV)
in the study. The IVs in this study are differentiated by the approach to incremental practice
tests that students were instructed to use. For example, one strategy students were instructed to
use on one of the reading test increments was to read the questions first (before reading or
skimming the associated passage). The separate strategies are what characterize the Independent
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Variables as distinct from one another, and they will be further defined and explored in the
methods chapter.
Significance of Continued SA Research

Because the accountability movement continues to demand numerical representations of
what schools do, and because such data collected by the state determines and/or informs the
changes and interventions that take place in public school districts, it is crucial that the data are
thoroughly understood so that change can be well-informed and responsive to actual needs. If
schools and the state are to base such weighty decisions on SA data, then there must be assurance
that data are both reliable and valid, and that it means what we stakeholders assume it to mean.
All stakeholders must be confident in the idea that the state’s testing program effectively
measures actual student achievement. In this new century of educational reform and progress, it
is of the greatest importance to thoroughly understand our assessments, especially since
educators and policymakers make key decisions about policy from accountability data sets. With
all that rests on the output of American schools, from valuation of real estate to the perceived and
predicted viability of a child’s professional future, it is crucial that educational data is reliable,
valid, and interpreted carefully and accurately.
Currently, the accountability program in Illinois by which all things in public schooling
are quantified and evaluated is based upon SA data. Particularly schools and districts, but also
by association, teachers, staff, and educational leaders, are greatly affected by the results of the
annual SAs. Scores, though their meanings are many and varied as will be shown in Chapter 2,
define success or failure for these stakeholders, and these labels extend powerfully out into
surrounding communities, affecting real estate values, taxes, and again by association, ultimately
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regional economic development and standard of living. The significance of the study of what SA
scores mean and can do cannot be underrepresented; moreover, approaching such research with
due diligence to the standards of objective quantitative research is imperative to ensure that
findings are informative and constructive. As it now stands, because of the great weight added to
the score results of state SA programs, the field of research on SAs has become bloated with
conflicting interests, political pressures, limited scope, competing priorities by researchers and
practitioners, and institutional self-justification. Because of this, it is of great importance that
this and further research observe and hold neutral the assumptions that often accompany these
aims. Any stakeholder involved in public education, either as a taxpayer, a teacher, a student, a
researcher, an educator, or a as parent, can and will benefit from such research, so long as it
serves to impartially inform the state board of education on how to improve its program. As has
been noted above, what SA scores mean is unclear, in that the conclusions about what scores
represent (knowledge, aptitude, cognitive growth, college readiness, skill proficiency, and so on)
are at best assumptions based on highly limited and contextualized information. What SAs can
do, or more specifically what predictive power they have in and of themselves, is also unclear.
More importantly, the capacity for SAs to produce reliable information about students, in that the
degree to which student skill (or any of the other aforementioned identifiers) is reliably
correlated with high scores particularly at the lower score thresholds, is greatly under-explored
and largely taken for granted. The aim in this research is to clarify these points of contention and
uncertainty, and hopefully shed some light on the appropriateness of our collective assumptions,
conclusions, and justifications in programmatic SA use in public schooling. Proceeding without
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absolute certainty in this regard is not only highly dubious, but highly damaging to the neediest
and most underserved of our nation’s youth.
Organization

This dissertation will begin with a two-part literature review. Chapter 2 will explore and
review the conceptual components of this study’s meta-framework, with a focus on a review of
the historical context of SAs, and their terms, meanings, and assumptions that appear in the
reporting of student achievement data at state and local levels. Chapter 3 will explore the
theoretical components of the framework and review the contributions of three foundational
theorists in the field of curriculum. Chapter 4 will explain the methodology used for this study
more thoroughly, which will include a comprehensive detailing of the independent variables that
will be compared and analyzed as well as a thorough accounting of the data sources. Chapter 5
will include a series of reports on the quantitative analyses of the data. Finally, Chapter 6 will
consider the themes that emerged from the data, discuss the data’s implications on the local,
state, and national levels, and introduce essential questions for future study.
The literature review is essentially then a two-chapter foundation for the research in this
dissertation. This next chapter (part one of the literature review) will survey and revisit the
several and varying contexts of SAs, and consider the various purposes of SAs over the last
century. The goal in this approach to review is to trace the way the SAs have been conceived
and how they have been used – essentially, what questions they have been understood to provide
answers for – and how it has changed with the educational and political landscapes. What
becomes clear in review is that though the forms and uses of SAs have changed somewhat over
the decades of the 20th century, the general content has remained largely intact. In fact, much of
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SA content has remained relatively constant, and it is rather we the onlookers who have changed,
in that we have collectively altered our understanding of what SAs can tell us over time and
depending on our needs at a given historical “moment.” Of course, there is no doubt that SAs
have evolved in their content, scope, and depth, but the key point is that underlying those
revisions and evolutions, there is more substantive growth potential in how we understand SA
scores than in what we currently understand that SAs measure, classify, and otherwise rank
student test-takers.

CHAPTER 2

REVIEW OF HISTORY AND MEANING OF SAS

The history of standardized testing is one that is dominated by a trial and error approach
to understanding and meaning. Over the last century, stakeholders have moved from the search
for “intelligence” as a static and inherent human quality, through achievement-based assessments
for knowledge, towards metrics of aptitude, then on to norm-referenced exams, again to
criterion-referenced testing, then further to skills-based measures, and now more recently to
notions of proficiency and preparedness. From here, it appears that policy is now focused not on
what is, but rather what is possible and predictable (career and college readiness), though this
was arguably the intent all along. Of course, many of these incarnations of intent and purpose
overlap and have come and gone in less linear ways than presented here, but the reality is that
standardized testing historically has been an evolving entity. At least every twenty years or so,
there is an entirely different philosophical foundation underlying formal, objective, and
summative student assessment (Atkinson & Geiser 2009, Gould 1981). Another commonality in
the above list of assessment incarnations is that each of them has taken place (and continues to
do so) outside the curriculum of the schools where students work and learn. They are, in short,
non-curricular, and this is the one constant that has endured longer than the dominant thinking on
any one approach to assessment programs or, more recently, accountability programs.
Standardized assessment, in fact, has recently moved further into political territory than it has
advanced in form and content, and its data are now being used for more varying purposes than
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they have in decades past. For example, student score profiles today are conceived of not in
terms of what a student has learned, or even necessarily what a student can do, but rather in
terms of what a student will be able to do in an entirely different (post-secondary) educational
context. Despite these shifts and evolutions, and despite the stated purpose of state-level
assessment, SA scores are used today as tools for ranking schools in Illinois, and are the primary
source of “achievement” data for the purposes of accountability (IIRC 2013).
The history of the purpose and intent of SAs, in that the way the scores are used by
organizations and understood by observers, is a different story entirely, and it is the failure to
recognize this distinction that is the cause of so many disagreements in the arenas of policy and
research. Psychometricians, for example, point to research on the form and structure of SAs and
target their analyses on the assessment tools themselves. This is as it should be, as this is the
purpose of psychometric analysis of assessment tools. However, what remains a point of
contention in the broader context is exactly what those scores mean, more than whether they
measure what an exam says they are measuring. In other words, though an assessment tool such
as for example the PLAN test, an SAT II content exam, the PARCC or the ACT itself may
measure what it sets out to measure (or not), the meanings of the measurement results are neither
uniformly understood, nor are they equally interpreted by the myriad of observers. In fact, not
all consumers of SA data understand the meaning of results the same way, which is clear by the
multiple ways SA scores function in the sorting of students. Atkinson and Geiser (2009)
describe one of these functions in their review of the history of college entrance exams in the last
century. In their review, the applications of exams and scores are reviewed and discussed in
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terms of how the meanings and purposes of these exams and the scores they produce have
evolved over time.
The earliest purposes of testing were to discover what established information a test-taker
“knows.” Later, they functioned as measures of general intelligence, and later still, of ability. In
the 1980s, after A Nation At Risk, SA scores were understood as measures of student potential (as
the driving force for a transitioning, post-industrial economy). Later, in the next two decades or
so, they were thought to reflect student learning. From there, scores were intended to indicate
“mastery” and “skills,” and it is in the last decade under NCLB especially that the meaning of
these numerical measures grew to be understood and applied directly as an accountability tool.
Currently, “achievement data,” which can be most generally characterized as the measurement of
a human being in a particular context, has the dual purpose of measuring both the human and the
context, or in other words, the test taker and the classroom/classroom teacher/school/school
system simultaneously. Once scores were equated with ability (under the pseudonym “skills”),
compilations of this data could be used to “measure” just about any particular dynamic or
demographic in the entire infrastructure of education, and not only in terms of students. If too
many students were scoring low on an examination, then the teacher(s) must be ineffective, and
if too many districts in the state were scoring low, then the State Board of Education must be
ineffective in correcting the problem. In reality however, SA scores simply cannot function in
such ways and retain any validity because they lack the statistical power necessary for the
myriad simultaneous and sometimes competing purposes. Generally speaking, most observers
agree with such an assessment of accountability programs: That “the test” is not the be-all and
end-all reflection of what students, staff, districts, and the state are and can do. Nevertheless, we
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as a nation remain hopelessly transfixed by the notion that scores are both accurate and
meaningful industry “yardsticks,” and because they are reported numerically, that they are both
valid and reliable.
Purposes and Contexts of SA Data

Research into standardized testing depends in large part on how the research is used by
stakeholders and at what educational levels (primary, secondary, post-secondary, and so on). As
would be expected, as the context of SAs moves from the lower to the upper educational levels,
SAs largely become viewed as a more trustworthy metric for whatever they seek to measure
because content becomes progressively more concentrated and specialized. Findings from this
type of assessment at the upper levels of education however, come with greater and greater
limitations in the sample populations. As a result, SAs progressively lose the ability to
generalize their results back to the larger student population, or “represent” the broader context.
From the lower to the upper educational levels, SA content also becomes less broad and more
discipline-specific. For example, standardized certification exams, or graduate-level exams,
generally seek to identify mastery of very particular content in an area of specialization. In the
lower educational levels, such as in public primary or secondary schooling, SAs can serve
several different purposes, and it is here as well where much of the research and political
discussion takes place. At these levels, standardized assessments function in duplicitous ways
(as suggested above): As a measure of student learning (though they almost always lack a
suitable or valid baseline to be able to measure growth or change), as a measure of skills (though
skill performance is hampered by the form, context, and conditions of the test and test
environment), as a measure of achievement (though there is little if any specific content assessed,
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particularly in the areas of English Grammar, Reading, and Science Reasoning), and by
association, as a measure of educational programs (though they “account for” schools or
institutions that they do not directly measure).1 These metrics are often proxy measurements for
whatever the observer/stakeholder wants them to represent. A student with a higher score than
another is largely considered “smarter,” at least in layman’s terms, though research and the
testing institutions do not at all claim to measure intelligence. A student in the “proficient” or
“exceeding” category indicates that she will be successful in a professional working environment
and a college curriculum (two entirely different arenas). Enough students in the “proficient”
category indicate that a school or a district is in compliance with expectations by the state board
of education (and by association, the general public). Not enough student scores in this same
score category indicates that institutional intervention is necessary.
In the midst of these assumptions, research on standardized assessment, often conducted
by the very same testing organization or its affiliates, only sometimes by psychometricians,
generally concludes that the current generation of tests are valid and reliable tools to measure the
standards outlined by the institution. In these instances however (psychometric review), what is
often validated is what is expressly identified as what the tests intend to measure, rather than any
express purpose or use for the scores. In short, though we have made some great exams, we
have yet to statistically validate whether scores can be equated with knowledge, skill,
intelligence, aptitude, readiness for college, program success or failure, educator or administrator
effectiveness, good policy, or anything whatsoever else.

1

Schools ranked by scores via AYP are ranked by the assessment of students rather than by educational program,
supports, staff qualifications, or any other metric, though these identifiers are included in school and district profiles.
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In no way does psychometric review of SAs account for the total of all variability that
can impact the test taking process, nor does it even begin to nail down which if any of the above
uses of the data (scores) are statistically or “scientifically” appropriate. Experts understand these
limitations. There is no uniform statistical conclusiveness, for example, that a high SA score can
predict future educational success while accounting for all the variability that comes with
students in the modern secondary context. Further, there is no conclusiveness that a student will
succeed in a college curriculum as a result of an SA score at all. It may be argued that content
tests like the SAT II exams or AP exams may fill this role for specific discipline content as an
equivalent of specific content, but neither of them are used by the state of Illinois for
accountability purposes, nor do they provide the predictability that the current accountability
system demands. Rather, this family of assessments fills an entirely different role only as
equivalents of college credit. Even the PARCC exam relies upon the skills and standards
identified and articulated by ACT for its core data component, though its limitations (in terms of
its statistical predictive power) are growing ever clearer in the catalogue of research on
appropriate SA data use. This realization about the potential and limitations of programmatic SA
data as an accountability tool by state boards of education has caused numerous interested
stakeholders to search for SA validity for their own particular purposes, including of course the
producers of the exams themselves.
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Research Contexts

Internal Research on SAs

Score profiles for schools are generally provided by the state in the form of annual school
report cards, or as in the case with public Illinois schools, at the Illinois Interactive Report Card
(IIRC) website. Here, performance data, demographic information, and a host of other pieces of
school information, or “data points,” are provided for review and comparison. ACT has been
involved in creating educational standards now used by the state of Illinois (ACT 2011a, ISBE
2011) for the Common Core (CCSS). In addition, the organization has a research arm wherein
reports are generated and evaluated, various aspects of assessment are studied independently, and
performance results are reviewed and analyzed (ACT 2011). Much of the research conducted by
ACT and affiliates however is not necessarily tied directly to individual school, district, or state
test results. Nevertheless, sometimes the individual reports will contain reported state-level
achievement data as a basis for more specific study, such as in Chen, Cui, Zhu, & Gao’s 2010
comparison of observed-score methods for common-item nonequivalent groups equating. Here,
Chen et al. compared various methods of equating groups of test items in the scoring process,
and ultimately found that the ACT exam was well-balanced and reliable as an instrument. In this
study and many others of its type however, although the authors conducted a thorough, careful,
and analytical study of score methods, used appropriate samples, and formed reasonable
conclusions supported by the findings, the entire study was truncated upon the notion that the
scores they were working with and analyzing were accurate (valid) representations of student
academic ability. In short, they assume that testing results, regardless of how items are equated
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with one another, are both reliable and valid a priori indicators of student knowledge and/or
achievement. This important foundational assumption may in fact be the only flaw in the
research, but because it is such a serious one, it jeopardizes the reliability of conclusions that are
based on the findings, even when those findings are both valid and reliable. The problem
specifically is that though the research may be highly exact, appropriate, and well-organized,
validity and reliability in this methodological approach is primarily internal. The scores that the
research is based upon however are just as uncontrolled and subject to the myriad of outside
forces and factors as are any data collected from human subjects. Because of this
methodological problem, conclusions from this vein of research may indeed be highly controlled
and “scientific,” but they do not generalize well to practical contexts nor do they extend in any
reliable way beyond the instrument. In a sense, what is validated is the tool rather than the work
the tool does or the effect the tool has. Essentially, it justifies the exam, but not what exam
scores mean for stakeholders.
On the ACT research report website, there are only 1-3 reports that are published in any
particular year in the decade following NCLB, with the exception of 2002, 2003, and 2004 where
there were 5 each (ACT). Many of these reports are analyses, most statistical, of measurement
practices, test construction methodologies, comparisons of school program factors, or as in the
example above, score computation models. Once every two to three years there appears a more
removed, comprehensive topic among the research reports referencing college preparation,
coursework, and/or decision-making for college. What becomes clear upon scrutiny of this body
of work is that there are two primary categories of research: One that is focused on statistical
modeling or analysis of test items, and another that is focused on school, student, and/or program
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performance with SA data. To put it another way, there exists an “internally focused” (as in, on
the assessment) and an “externally focused” (as in on how it is used and the data it produces)
group of studies.
The second of these categories in the research by ACT is particularly interesting. Though
large amounts of raw data are collected from schools across the country in these studies, many
conclusions and foundational assumptions are highly self-referential and often over-generalized.
In Sawyer’s 2008 article, for example, “student achievement” is assumed to be represented by
EXPLORE test results, and when comparing courses, “honors” courses are referenced as though
they are uniform among all school populations. In the first case, the EXPLORE test is another
high-stakes standardized test that is virtually identical to the ACT in terms of form and general
content.2 In the second case, there is no industry standard for “honors” courses as there is for
programs like Advanced Placement (AP). In both of these cases, there is a great amount of
variability, mistakenly assumed to be inconsequential, that threatens conclusiveness.
Interestingly, this same researcher (Sawyer) appears in multiple reports from ACT in the
same decade, more recently in 2010, which, considering the limited number of reports per year,
suggests either a lack of objectivity, or an over-reliance on Sawyer’s analyses and authorship
(Noble & Sawyer 2002, Perkhounkova, Noble, & Sawyer 2005, Noble, Roberts & Sawyer 2006,
Sawyer 2008, Sawyer 2010). In both the 2008 and 2010 studies, for example, the analyses
involve the comparison of ACT scores and high school coursework, and the findings use the
intersection of the two to form conclusions about the predictability of ACT scores in future

2

The EXPLORE consists of the same subject-area sub-tests, but is shorter in duration and in the number of items.
This fact can call into question conclusions about internal validity as there are fewer test items per assessed standard.
Thus, it is referred to as a “predictor” of PLAN and/or ACT performance rather than an appropriate summative
standards measurement instrument. In Illinois, it is typically given to students in the 9 th grade.
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college experiences. The work of Julie Noble appears in multiple reports as well in 2002, twice
in 2003, 2004, twice in 2005, 2006, 2007, and in 2009 (ACT 2011). These two authors alone
account for almost half of the research reports produced by ACT between 2002 and 2012, which
suggests an over-reliance on the researchers, their methods, their findings, and/or their
authorship. The net result is “conclusiveness” that not only are the findings valid, but that the
measurement instrument (the ACT) has predictive validity, even though the assumption that
scores are accurate representations of ability remains unverified.
The idea that scores and all their common signifiers are equivalent has yet to be
objectively verified in external research. As with the more analytical studies like Chen et al.
(2010), the findings are ultimately based on a single, yet central assumption of equivalency of
meaning. If this foundational assumption should it be shown to be incorrect, it would call into
question both the methods and findings in the overall body of research and the overall
conclusions of validity and reliability in the entire SA (here the ACT) program. Though it may
be argued that these exams do have some small degree of predictive validity for success in
college when controlling for broader factors,3 the assumption that either test is an appropriate
measure of “student achievement” or “learning” as described in the introduction, and explored
later in Chapter 3, is simply taken as a given. In this way, useful, detailed, and complex
statistical analyses can indeed be conducted, yet they are often conducted by ACT without
addressing the fundamental assertion that such instruments represent learning, knowledge, or
predict the greater outcome of highly educated (post-secondary) graduates. This assumption, as
is shown repeatedly in this review, is the primary failing of internal research.
3

These general factors would include such things as household income, graduation rate (though this one indicator is
proving vague when considering causes and instances of student mobility), ethnic background, or more troublingly,
zip code (Merina 2013).
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Other reports in the second, “external” category of ACT research presume to use ACT
scores to set benchmarks for college readiness (Allen & Sconing 2005). This compounded
assumption of validity, that ACT should be used to determine instructional standards for schools
that use the test, first assumes that the aforementioned validity threats are resolved, then assumes
that the assessment built from those standards should be the driving force behind curriculumbuilding. Despite the fundamental problems in these assumptions, this approach has manifested
itself in the construction of the CCSS and the PARCC exam, with substantive input from the
College Board and the ACT and in collaboration with state school boards. The result is universal
“college readiness standards” for public school systems to implement and be evaluated by (ACT
2011a, CollegeBoard 2011, ISBE 2011). Here again, the appropriateness of the measurement
tool is not addressed for its validity or reliability in the representation of knowledge or learning,
however it remains the fundamental basis of SA accountability programs in public schooling. In
instances like these, there exists the implication that despite these same validity and reliability
concerns, assessment institutions should drive curriculum construction and reform. It may in
fact be that this is a legitimate and justified approach, but it has not yet been shown in research
that controls for the primary reliability and validity assumptions.
Some studies from ACT further manifest these assumptions with the conclusion that the
measurement of students by schools is inconsistent when it is not done by summative SA testing
programs. Woodruff (2004) for example focuses his attention on an observed pattern of GPA
increase in the 1990s by comparing GPA averages against ACT achievement scores. He
concludes that “yearly HS (High School) overall GPA means increased 0.26 from 1991 to 2003”
(Woodruff 2004), but that ACT results did not increase at the same rate. In connecting the two,
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he implies that GPA and ACT scores should move simultaneously in the same direction if
“improvement” is happening. Several dubious assumptions are made in this study, beginning
with the conclusion that grade inflation, rather than improved instructional practices or increased
student achievement in school curricula, is the cause of the overall GPA increase in that decade.
He also points to alleged GPA inflation at the college level, citing the claim that college
instructors are under pressure to inflate grades for student retention or for the college’s overall
success rates. The irony in these claims is that by projecting the assumption that student
achievement, knowledge, and/or learning is best measured by ACT results as “an objective
measure of high school academic achievement” (Woodruff 2004), Woodruff has essentially
claimed that even in college, improvements in student success rates are not the result of
enhanced instructional practices, pedagogies, assessments, or better trained and experienced
professional educators. Rather, like their secondary counterparts, educators are caving to the
pressure of accountability demands by categorically falsifying their own achievement standards
and assessments. Student achievement in both secondary and post-secondary education,
Woodruff therefore argues, can only be measured by a single standardized test; the same
foundational assumption that has guided ACT research for the last decade or more. Valid,
reliable, and objective justification for such a paradigm simply does not yet exist, nor has it been
established or substantiated by him or by any other research report from ACT or elsewhere. It
remains an assumed conceptual framework that underlies much if not all internal ACT research,
from comprehensive reviews and comparisons of results, to even the most technical of statistical
analyses.
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Broader Research on SAs and Policy

SA research outside any vested institution typically falls into one of several categories:
Research on the psychometric qualities of a test instrument, research on the justification (or not)
of an SA in a particular contexts (such as an exit exam for certification), research on reliability or
validity for SAs as accountability tools, research on trends by institutions with respect to how
SAs are used (as in which types of SAs are used to provide information on student aptitude for
admission), and research that reviews large amounts of factors that impact a schooling
infrastructure (SAs included as a factor). Additionally, new research is appearing on school
policy that examines the social impact of accountability programs that are based upon SA data
(Newton 2012, Srikantaiah, Zhang & Swayhoover 2008, McNeil (et. al.) (2008). It is here,
where and how research informs and becomes practice, that this study will focus its attention.
In the decade since No Child Left Behind’s (NCLB) accountability requirements were
first brought to bear on public schools, there have been several high-profile cases of cheating or
manipulation of scores at the institutional level, the most recent case coming from El Paso,
Texas.4 These types of phenomena are particularly indicative of the downward pressure that
ultimately falls upon districts trying to accommodate the policy decisions that they have no
control over. This new angle of research (on policy effects) has been growing since the debut of
NCLB and is largely reflective in nature, but it does point to a distinction between the debates
over policy and decisions made by policy makers, and the net effects of those policies when
implemented. In other words, phenomena like the restructuring of schools, large scale layoffs,

4

In 2011 alone, there were three high-profile and large scale scandals involving test scores in Atlanta, Georgia,
Camden, New Jersey, and Washington D.C. (see Toppo, 2011, and Sanchez, 2013)
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changes in tenure law in senate bill 7 in Illinois (Il. Public Act § 97-0008), changes in collective
bargaining processes in Wisconsin (Wis. Act 10 § 245), and so on are but products of policy.
These high-profile political outcomes may and often do steal the spotlight in the media, but it is
the prevailing understanding about how schools and students function that create them. In fact,
the most impactful discussions about schools and schooling, particularly with respect to
accountability programs, occurs not in the growing body of research, but rather on the floors of
legislatures. Once enacted, discussion, debate, and research trends follow in academic circles
“post hoc.” The most poignant example of this phenomenon is NCLB itself. Once enacted, it
spurned an entirely new arena of research (High-Stakes Testing, Accountability Programs,
Validity and Reliability of SAs, and so on), which many stakeholders and experts alike agree
should have preceded, not proceeded, enactment (Berliner & Glass 2014, Goodlad 2010, Murray
2014). Once large scale policy mandates of this kind are enacted and enough time has passed to
be able to measure outcomes, broader research studies tend to appear.
This kind of research often takes the form of large-scale meta-analyses or program
evaluations at a district level rather than in particular instances or contexts. Firestone, Schorr, &
Monfils (2004) conducted one of these reviews of a broader school change program in a New
Jersey school district, and here, the accountability program was a portion, but not the primary
focus, of the overall findings. In large part, what was being measured, analyzed, and reviewed
was the effect of a policy decision made at the upper levels of administration and in the political
arena, exemplifying the trend in review and research that can be characterized thus: We
(scholars) can not directly appeal to legislatures as researchers because we are not lobbyists,
however, we can conduct research and examine practice through the study of a given policy’s
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outcomes, and therefore inform policies that are forthcoming. Academic research, in short, can
not by nature be used as advocacy until a policy decision has been made and implemented. Only
once a policy has been adopted and applied can it be studied, and only after it has been studied
can the results of study be used to inform changes and revisions. In this way, academic research
on educational policy must always be several steps behind enacted policies. In order for the
latest research to serve in an advisory capacity for policy revision then, it must be both exact and
forward-thinking, beyond the reach and scope of whatever current policy exists.
This is not to say that policy discussion does not happen in real time; in fact, the opposite
is often true. Nevertheless, the only kind of “evidence” that can be provided or used by lobbyists
and legislators in real time is actually only projections and speculations that some new policy
enactment will be an improvement upon the old. Where legislators seem to have collectively
erred is in the way they extrapolate and project the results of particular findings of select
academic research onto real, unique, and varied practical contexts. If, for example, the internal
ACT research described above were cited to advance the projection that policy reform will
improve state SA results (equated with “learning”), legislators would be acting on research with
a foundation in assumption rather than evidence. Some in fact argue that this was the genesis of
NCLB itself. An assumption then can and very often does inform accountability reform policy.
It can be inadvertent or intentional, interested or disinterested, and empirical or inferential, but it
is nevertheless destructive to real and tangible progress towards productive, measurable,
programmatic educational change and growth. It suggests that findings from specific studies can
be transferred onto every unique practical educational setting, as if the samples in a given
research study reflect that same dynamics as every other school in the state. The fundamental
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flaw in this logic is obvious, but in order to successfully refute it with valid data, researchers
must examine and evaluate prior conclusions derived from studies on accountability. It is
equally important, if not moreso, that researchers examine the assumptions the lay the foundation
of those studies to ensure that the post hoc research is accurate and appropriate. Researchers in
short must continue to test assumptions that form the basis of major policy changes, and policy
must rest on findings that are accurate, productive, or otherwise representative of expert research
in the field. Policy-makers, though they are driving the proverbial cart, are not experts or
researchers, and they sometimes make well-intentioned, but critical mistakes in applying
research findings to policies (Best 2001).
State-level Accountability Programs and SAs
Current policy delivered through NCLB has demanded of educators that they “account”
for their performance, and in addition, that the performance of schools improve on a yearly basis
or face sanctions. Putting all theory, review, or research aside on whether the current
accountability system justifies SA use still leaves the requirement that scores be improved.
Educators are ultimately faced with the challenge to balance improved, rigorous, researched, and
pedagogically sound practice with the accountability mandates of NCLB (AYP). If there is
anything that the last decade has taught educators, it is that these two aims are not the same.
Increasing scores on the state’s accountability metric as a top priority is a different function of
schooling than is improving curricula, and this imbalance has been a source of immense stress,
dissent, and contention among educators and stakeholders (Koretz 2008, Kubisyzn & Borich
2007, Murray 2014). How then could such a thing be unraveled by the very source of that
contention?
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What accountability policy has given educators is direction and specificity. With respect
to the latter, if both practitioners by observation and researchers by review have concluded that
the ACT/PSAE can not account for all things that happen in a student’s schooling experience,
then at the very least, attention and focus can turn to more substantive reform efforts. The work
educators have done in the effort to meet AYP has grown a great awareness of professional
practice and expertise, and has forced educators in all capacities to be more deliberate in
pedagogy and professional development. With respect to direction, schools and districts that are
“failing” have given researchers cause to ask targeted questions that have elicited progressively
informative discussions and further study. The amount of study that has more and more
specifically identified the accuracies of SAs has also helped identify their weaknesses and
limitations. The question then has become less about whether to include SA output in program
assessment, but rather how to.
Gottfredson (2009) reviewed some of the historical contexts of intelligence and ability
testing, and in her quite thoroughly referenced review makes a case for the general body of
scientific research that supports and validates SAs. Her work seeks to challenge assumptions
about SAs that would categorically denounce SAs as legitimate sources of data on individuals,
programs, or whatever the case may be. However, she does acknowledge at the outset that
“Testing experts do not deny that tests have limits or can be misused. Nor do they claim that IQ
is fixed…” Gottfredson (2009). Her focus is on the sum total of research rather than on any
particular nuance, setting, or application as representative of all others. It is this approach to
research in the field that allows her work to be progressive toward a broader understanding of
assessment in practical, applied settings. Her contributions do not set themselves philosophically
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at odds with other, “interested” studies and can therefore welcome contrary findings that clarify
areas of uncertainty. Sackett, Kuncel, Anreson, Cooper, & Waters (2009) found for example that
variability on the SAT over and above that accounted for by GPA was minimal, which would be
a welcome addition from this more inquisitive (as opposed to assertive) school of thought. A
careful reviewer would notice right away that an IQ test and the SAT are not the same
instrument, and this of course is the point: That SAs are different for different purposes, but that
SAs in general have often been studied with careful and judicious methodologies, and that
findings point neither to a categorical affirmation or rejection of the data they offer. Rather, the
data they produce must be understood and represented in context (and their limitations observed)
in specific, controlled situations, lest the discussions that take place in public and political circles
wholly mischaracterize the findings for illegitimate ends. The research above (Gottfredson and
Sackett et. al.), while one is a review of research and the other a study, exist within a sciencebased paradigm that allows for them both to be informative as to the way they are used in
context. At the same time, they confront and debunk common misconceptions and ill-advised
critiques.
Koretz (2008) takes on the question of the meaning of assessment data more directly, and
in the same tradition, sets about critiquing the limitations of SAs, the way they are often
incorrectly understood by various stakeholders, and the implications of those misunderstandings
for school systems. Though this latter aim falls less under the umbrella of scientific research, it
is nevertheless an extension of the results of misunderstanding scientific research, and is thus an
informative and appropriate discussion with a legitimate foundation. Newton (2012) goes
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further into a discussion of SA validity concerns in its uses across a variety of contexts,5 focusing
not on whether SAs have any use as data producing instruments, but rather the specific ways this
data can be meaningful. Though this study in particular deals not with any collection of findings
in assessment research, it does zero in on the realities of variability in the analysis of data with
respect to educational systems. The discussion is couched in a review of research practice
(specifically in the assumptions that underlie assessment data and the degree of extension of
those assumptions into the reading of data), and thus is quintessential when it comes to principles
of interpreting results. The approach is yet another example of how research can be more
effectively evaluated, discussed, and integrated into the broader context of understanding.
In none of these instances is there a summative review of SAs as a data collection tool
that argues wholly for or against them. What Atkinson and Geiser (2009) were examining above
was the composite history of SAs as a metric for a particular purpose (college admissions), or in
other words a use. It is an examination and review from but one stakeholder vantage-point.
Atkinson & Geiser insist that the justification for the use of SAs as a college entrance metric is
progressively less compelling as research mounts, and they point to the trend to use other,
alternative measures for this particular purpose. The reason for this phenomenon comes not
from uninformed policy choices on the part of institutions, but rather on the scientific study on
the ability of SA data to answer questions about “readiness.” In 2011, DePaul University was
among the largest of the recent, private, non-profit institutions in Illinois to jettison its SA
requirement for admission citing the lack of a positive correlation between SA (ACT and SAT)
data and student performance in college (Spak 2011). This move was not a categorical
5

These “contexts” are primarily the uses and purposes of collected assessment data, and include for example
“placement,” “social evaluation,” “institution monitoring,” “programme [sic.] evaluation,” and “comparability.”
Newton refers to Mansell 2007 for a more complete list of these contexts/purposes.
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condemnation of SAs, but a rejection of representative SA data for the express purpose of
college entrance, which as it was made on the basis of findings from research on SAs in applied
settings, can be understood to have been a sound one. At the same time, it must also be made
clear that the university did not ban the submission of SA scores from the admissions process at
all. Instead, it made a former requirement to do so optional, changing its function in the
admissions process from a conclusive indicator of achievement, aptitude, and/or “readiness,” to
an advisory, supplemental, and voluntary indicator. Policy decisions of this kind encourage
further research as described above, which can be conducted in real time and in a real context,
yielding better data with which to inform further policy revisions.
Each of the studies and reviews noted in this section is conservative, collective, and
carefully calculated, and operate not from a position of certainty, but of inquiry. It is crucial that
research continue in these frameworks. The context of education is simply too dynamic and
various to permit shortsighted or overly simplistic research models or to take seriously
universally conclusive findings. To contribute to productive and actual knowledge in the field
appropriately and ultimately inform good policy decisions, educational research must be
substantive, clear, objectively defensible, and must not over-reach.
Competing Rhetoric and Meaning About SAs

Joel Best (2001) notes that observers, stakeholders, and the general public do not resist
the lure of data very well. He points out that collectively, we often misunderstand statistics, and
that laymen often do not observe or understand limitations of statistical power, reliability, and/or
validity. The distinction between what SA data can and can not account for is the crux of the
problem with the use of SAs in accountability structures for this very same reason. In the
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political context, arguments and discussions that take place about SA interpretation, school
performance, student performance (a different entity), accountability, intervention, change, and
reform often occur within a singular frame of reference. The problem with this is that the
constructs and rhetoric that policy-makers and stakeholders use in dialogue about SAs are not
static, which “muddies the water” in terms of the ability to communicate meaning. For example,
when the Illinois State Board of Education speaks of “standards,” it usually (but not always)
speaks in terms of “meeting standards,” which means that students are expected to meet
minimum standards of mastery in a given subject to demonstrate “proficiency,” which itself can
be used synonymously with “skill,” “learning,” “knowledge,” or “mastery” (IIRC 2013, ISBE
2013). The ACT, which made up the bulk of the PSAE and helped articulate Common Core
State Standards (CCSS) “standards” assessed by the PARCC exam, describes those “standards”
in terms of the particular content of the exam and as measurable metrics (ACT 2013). However,
standards are defined here in terms of demonstrable skills rather than as discipline content. In
this incarnation, “standards” are synonymous with “skills” and it is these “skills” that are
organized by discipline. In this way, ACT (and PARCC) content is different that curriculum or
subject-area content, which then means that these assessments are targeting something other than
the specific content delivered to students in classrooms. In fact, though it may be argued that
there are concepts that are shared between curriculum and SAs (such as grammar rules and
computational Math), there is no crossover at all of specific course content in the Grammar or
Reading passages, or in Science reasoning or the writing prompt sections.
A student who answers a given question or series of questions is understood by the ACT
and its supporters in the field of psychometric research to have demonstrated an understanding of
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a particular, say, grammar rule. Each question, in this way, is a proxy for the “standard” or
grammar rule in this case, and the same holds for “standards” in other disciplines. Districts will
update, revise, or re-align educational “standards” in the shaping of curriculum, equating it with,
or at the very least laying it at the foundation of, curricular content. However, “content” and
“standards” are not the same functional construct. Additionally, as Popham notes in Chapter 3,
the identification of proficiency via “standards” is inference-based using specific content, such as
a particular grammatical or mathematical rule. The result, positive or negative, would then serve
as a representation of other rules. The generalization of this inference indicates whether the
“standard” has been met, though not all rules are equally or thoroughly assessed. If students
“meet” enough of these inference constructed “standards,” they are considered to have met the
“standard” threshold (of achievement).6 When we step back and look at the pool of discussions
that occur among stakeholders, the term “standards” loses its meaning almost entirely, yet it
continues to exist in these several contexts simultaneously. In this way, the stakeholders using
the term understand it as it is meaningful to their own individual domains, which forestalls any
collective, progressive movement towards comprehensive program reform. It is no mystery
why, if stakeholders are all speaking in different terms, the collective dialogue on standards,
assessment, accountability, and schooling in general, seems to go around in circles.
In no place is this more pronounced than in the public arena, and by extension, the
political one as well. Because political dialogue is directed towards the voting public (at least
outside the actual legislature), and by nature is intentionally broad and conceptual if not
downright misleading, the conversation about schools and accountability between the public and
6

“Mastery” of content, it should be noted, does not appear in this equation, yet the inferential nature of “standards”
currently forms the basis of statewide school accountability.
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political spheres, and academic and institutional spheres, is one that allows for and almost
encourages misunderstanding. At the same time however, it is this flexibility of meaning and
understanding that allows for action to be taken with respect to broad policy changes, albeit in
very limited and treacherous ways. How? As long as the discussion continues to be broad in
scope and meaning, stakeholders need not hash out the necessary and specific, and often
contradictory, meanings in their language. For example, if a school wants to raise scores on the
assessments that determine its overall performance and the performance of its district (and
ultimately its state and nation) for whatever primary and ancillary purpose,7 it may speak of
“raising standards,” asking teachers to “teach standards,” or expecting students to “meet or
exceed standards” or “increase proficiency with standards.” Each stakeholder understands what
this means, but they do so only as each unique stakeholder understands the meaning of the term.
Needless to say, the operating construct or meaning is neither shared nor universal, and when it
comes to the actual planning and implementing of change, great confusion, dissention, and
disagreement occurs, particularly when interventions are based upon “learning standards,”
informed by “data,” with high “expectations” for “proficiency” and “mastery,” so that student
can be “career ready” and “college ready” simultaneously. The real and true intention at the
basis of the original phrase is simply that the school wants to raise scores to meet AYP, a far
simpler, yet far less noble or sacred goal.
Ironically, this simply stated goal is in fact the one thing that most all stakeholders want
and could categorically agree upon. There is however, a class of observers that disagrees on the
basis that if scores rise too much across the board, then states and institutions will lose the
7

A goal could be increasing achievement as well as improve the perception of the local district from without so as
to invite outside investment and development, which in turn will to raise property values and taxes, and so on ad
nauseum.
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sorting capacity that the current structure provides, but this is an entirely different discussion
with its own implications, which though it is quite important and worthy of reflection, must take
place elsewhere. To provide an intervention that will raise score profiles for “struggling”
students is to answer the charge both of accountability and of improvement; it is a tangible,
collective goal that has real and actual positive outcomes for virtually all stakeholders. The
question of how to do this without compromising the ideals that govern so many educators at the
front lines however, remains uncertain. If our only goal is to raise scores, there are a number of
possible steps a school could take, some of which are the cause of so much controversy that have
come to characterize recent testing scandals. Such strategies include manipulation of the test
taking population, outright doctoring of scores, direct coaching and assistance for special needs
students, providing answers, and so on, none of which of course are legal or ethical, though
sometimes are almost understandable or justifiable given the punitive measures that often follow
poor scores. In the case of disabled students for example, there are many situations in the
spectrum of cognitive disabilities that would warrant exclusion from assessment under the
current accountability structure. However, if the mandate is to test all students, then a school
would be in violation even if they did the rational thing for the student by not giving them a test
that would most certainly misrepresent the skills, learning, knowledge, mastery, or growth of the
student. What these incidences point to is the pressure schools and districts (and their staff and
leaders) feel as a result of unyielding accountability systems that emphasize testing over, frankly,
education.
Of the legal strategies (as opposed to those resulting in scandals as noted above), one of
the more tempting but controversial is to introduce direct test preparation courses into the regular
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curriculum. On the surface, this would seem to make absolute sense and be justified in the
pursuit of higher scores. However, since something would have to come out of the curriculum in
order to accommodate any addition to it, the contrary and very much vocalized argument is that
such a move would the strip a richer curriculum of important core instructional content. In
addition, there is a philosophical problem with the idea that one would need preparation for an
assessment. The thinking is that an assessment will be less reflective of the actual content
learned if there is an element of direct preparation for it. If students have learned content, the
argument goes, they do not need preparation for assessment, and if they must be prepared for
assessment, then they have not really learned. This approach to assessment does make rational
sense; however, it supposes several questionable constructs. First, as in the beginning of this
chapter, it suggests that actual content is what is being assessed. We have seen that in SAs, what
is assessed is “standards,” which has been found to be troublesome in its own right (see above).
Either way, it is removed from specific discipline content. Second, it suggests that preparation
for assessment does not happen in regular curricula in the normal process of instruction and
evaluation of students. Third, it suggests that the SA format and method of assessment is both
appropriate and indicative as a complete and summative representation of student learning,
mastery, or skill learned through various and specific curricular content. It must be painfully
obvious by now that it is not, and it is here where we come full circle back to research.
As we have seen in the growing body of research on instruction, content, and assessment,
assumptions about SAs are less reliable and valid than previously thought, regardless of the
degree of semantics involved, and thus the approach is ripe for reconsideration (Amrein &
Berliner 2002, Atkinson & Geiser 2009, Koretz 2008). If our true goal is to raise student score
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profiles in a fundamental, sustained, and ethical manner, then it is appropriate that it be done
directly, yet deliberately - integrated into existing curricula. Regardless of any marginal gains in
mean scores, what any increase actually tells us about students or student cognition however
remains nebulous, and thus we need to proceed under some rather restricting assumptions. First,
it must be unquestionably acknowledged that the increases in scores can not be immediately or
legitimately equated with any of the aforementioned constructs such as learning, achievement,
aptitude, mastery, growth, proficiency, and so on unless the operational definition of any of the
above terms exists with respect to the stated metrics of the assessment. This would make true the
outcome statements on any formal or objective assessment, not just the ACT, SAT, PARCC, or
any standards- or skills-based assessment. It would not matter then which exam was used, only
that the exam measured something specific to which the results are directly tied. Extrapolation
would be just as treacherous as with any other instrument. Second, the implemented exam can
by definition only reliably measure the test taker, and nothing further, by association or
otherwise. Third, that its use as a formative or summative tool as the case may be will determine
how to interpret results. Fourth, scores can not be interpreted as reflective of a curriculum that
does not incorporate SAs as some form of assessment within it. Fifth, that there is a great
amount of variability yet unaccounted for in statistical output that uses SA scores as an outcome.
On the surface, these assumptions would seem to invalidate just about any real-world
application of SA data to any question about assessment; however, these limitations would apply
to any particular form of human social research assessment that exists, let alone educational
assessments, and are therefore entirely appropriate and reasonable. What is required is a
methodological approach to study that is free from predisposed conceptions, and is replaced by
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as controlled an environment as possible. As noted, in human social research and particularly in
the field of educational research, the ability to control all confounding, complicating, or
unexpected variables is extremely limited, and for this reason, we must be extremely controlled
in methodology, and extremely cautious about how we define and extrapolate on our notions of
conclusiveness. By definition therefore, the most stringent design educational researchers in a
quantitative paradigm can use is quasi-experimental, in that research can be conducted in an
“experimental” or “scientific” fashion, but we can not and must not attach any suggestion of
statistical power in our results unless we have ample evidence that our findings can be
generalized. Even then, researchers are limited in this regard due to the variability in students
across generations and specific contexts. In short, we need careful and defensible methodology
that takes into account the broad array of limitations that come with human social research. In
addition, we need broad, continued, yet similarly controlled follow-up studies to validate those
conclusions while explicitly defining meanings, constructs, and concepts. The methodology in
this study proceeds upon these conceptual foundations, and will be detailed further in Chapter 4.
Conclusion

There are few absolutely certain answers to any questions with respect to student
learning, achievement, aptitude, or as to the effectiveness of educational programs, curriculum,
or staff. Nevertheless, metrics such as SAs, like any other assessment tool, do have an express,
and legitimate purpose in accountability schemes, so long as they are tailored to the strengths
(and limitations) of SA data, merged with other metrics that account for their limitations, and are
understood as a portion, not the whole, of a portfolio of descriptive data. If such a system were
to be constructed, likely the disputes revolving around the use of SAs would be relegated to the

51
valuation of SA data in the comprehensive portfolio of data-producing assessments rather than
whether or not it has the capacity to represent large conceptual truths or trends. If all observers
were speaking in the same terms about the same concepts, in fact, it is not unreasonable to
assume that they would be in a general agreement about what SAs can and can not do.
Currently, one school of thought argues that SAs are legitimate assessments, and another argues
that they are not sufficient the way they are used. Other incarnations of SA debate are extensions
of this fundamental misalignment of concepts. It would be a simple solution to blame this
misalignment on poorly-informed policy decisions, but as we have seen here, it is policy that has
brought the problem into focus, and it may in fact be what has unlocked the potential to solve it.
From the point of view of study and research, there is nothing entirely groundbreaking in
any of these reviews or developments. Validity studies have been ongoing in the last several
decades, particularly since NCLB, under which assessment data was given new life and licensure
to quantify and represent vast elements of the educative process. In short, since NCLB, SAs
came into much greater use and were looked upon to provide answers for just about every
evaluative question in modern education. However, as research mounts on the applications of
SAs, so does the knowledge about the limitations of SA data. The challenge with respect to SAs
lies in legitimate policy use, and in large part, SAs have become entirely entangled in the
creation, implementation, and evaluation of curricula in public education. The first step to
creating and maintaining responsible policy with respect to teaching and learning is to separate
and analyze curriculum and assessment in controlled, unique, and individual contexts. It would
be a simple enough task to “raise scores” if that is what educators sole purpose was, however,
overall school improvement is the true and continuous goal of educational professionals, and in
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order for this to be done, the meaning of assessments of students, schools, staff, teachers,
programs and curricula, administrators, districts, and of course the state at large must be
unpacked. One metric can not reasonably, statistically, or theoretically answer all of these
charges, much less answer them all simultaneously.
Since the real and true focus for education has always been on the point of contact (the
student in the classroom who is being delivered a curriculum), then it is logical and appropriate
that this is where future research on curriculum and assessment must take place. As noted above,
holes in NCLB policy and mandates have made it necessary to study SAs in a real and applied
context, and educational research must continue to search out answers to determine its areas of
success and weakness so that appropriate, informed, and research-based revisions can be made to
future policy. Fortunately, this type of research is being conducted, but the challenge is
conducting it in real time as researchers struggle to keep pace with rapidly evolving and
changing curricula. The phenomenon (of studying curriculum in the midst of curricular change)
is likely one of the most threatening manifestations of the modern educational landscape
(Berliner & Glass 2014, Fullan 2007, Tyack & Cuban 1995). Educational change experts
generally agree that the earliest that a change plan can yield authentic and measurable results is
around three years. However, because of the mounting pressure to accommodate the mandates
of NCLB, many curricula do not survive even so long before being either expelled completely or
modified beyond any ability to effectively research its impacts. Curricula and those that study it
must often start over on reform efforts within a few short years, rendering any collected data
inconclusive, and often frankly irrelevant when new programs are implemented. This moving
target, so to speak, has only increased the pressure to accommodate state and federal mandates
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for measureable improvements, and thereby increases the need and justification for simple, costeffective, and easily attainable SA data, explaining why states so often find themselves coming
back to the SAT, the ACT, AP exams, or other recognizable and research-backed instruments. It
also further propagates however, the misinterpretation of results.
No matter what evolutions or fluctuations take place in mandated curricula or
accountability structures, research on assessment practice housed squarely in instructional
practice and curriculum delivery can tell educators more precisely what is the effect of a given
assessment on a given group of students. In fact, with curricula across the state falling more and
more into alignment with “standards” (the common core), studies can be more effectively
organized across contexts of setting and grade level. The caveat of such research is that it would
need to rely upon empirical achievement data, such as classroom daily grades, test scores,
quarter and semester grades, GPA and so on rather than on metrics with dubious validity
assumptions. The research educators now need must be based upon assessment results from
actual curricular activities if it is to be used in any way to inform curricula or to assess curricular
programs.
By moving research forward with these tenets, the work of educators can be more
directly measured in the context of the point of contact, and the work of students can be observed
and more accurately measured. This approach is not in any way new, yet it remains highly
focused and technical, and takes its overall power from the direct relationships between
curriculum and student, student and assessment, and content and assessment. Already, for
example, research is appearing on common formative assessments like those advocated by the
DuFour approach to educational infrastructure and practice (the PLC model), and though these
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assessments often take the shape of existing SAs, they are in many cases being quietly retrofitted to existing curricula, which in turn brings it further in line with the assessment tool.
Whether this approach to curricular reform is ideal, ethical, or purposeful is for a different
review, but at least for the moment, it has served to bring curriculum into greater alignment with
content, which makes research on the two more appropriate and grounded than ever before, and
educational researchers must act quickly while the focus and scrutiny rests on assessments.
Before the mandates that govern the work of teachers under NCLB shift the focus more
directly onto some other quasi-quantifiable construct in public education, researchers need to
gather as much real information from the field as possible in the mandated, SBR, positivist
paradigm so that the next major policy framework can represent what we know rather than what
our policy-makers speculate. The only way this can be accomplished is by validating the
assumptions and constructs of meaning that have hitherto permeated current research on SAs.
Left un-validated, these assumptions decrease not only any statistical power in quantitative,
objective research, but they also decrease our ability to form objective and reliable conclusions.
It therefore is of the utmost importance that we begin in an objective paradigm that takes none of
the aforementioned constructs as a priori. We have to proceed with the awareness of that
possibility that objective research may lead us away from precedents, or at the very least, that we
have yet to fully validate, explore, and define them. The methodology for this research, explored
in Chapter 4, attempts to operate within these conceptual constructs. The discussion of
theoretical constructs that frame the purpose of this approach is another entity entirely, but must
be thoroughly explored and articulated in order to make useful conclusions from data and
findings. The chapter that follows will explore several theoretical underpinnings that will inform
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how we may appropriately make sense of the data produced in this study while observing the
limitations explored in this chapter.

CHAPTER 3

REVIEW OF ASSESSMENT THEORY

Introduction

In the state of Illinois, the measurement tool used to evaluate schools has been the Prairie
State Achievement Exam (PSAE), and it is being replaced by what is currently known as the
Partnership for Assessment of Readiness for College and Careers (PARCC) exam during the
2014-2015 academic year. As its namesake suggests, this new testing program is designed with
college and career readiness in mind. However, this new assessment is intended to measure the
same skills and standards as the former PSAE (the ACT exam). The measurement of these
standards, developed and articulated in part by ACT in conjunction with ISBE, has been shown
in the previous chapter to be subject to some scrutiny. This scrutiny comes not from the notion
that either assessment (ACT or PARCC) is ineffective in and of itself. There is a host of
research in fact on the psychometric advantages of the ACT that is both reliable and grounded,
and one would be hard-pressed to argue against its collective merits and of the research that
supports it as an assessment tool (Phelps 2009, ACT 2011, ACT 2011a). What this research fails
to observe or control for however, and its primary failing as the bulk of the state’s evaluation and
accountability program, is that there are a host of assumptions about the meaning of the test
results that broader research has found to be rather dubious (Baulch 2010, Berliner & Glass
2014, Srikantaiah, Zhang & Swayhoover 2008). These same doubts and challenges will face the
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PARCC and any other accountability exam that may ultimately take its place, and it is in the
interests of addressing these enduring uncertainties and concerns that the theoretical and
conceptual framework for this research is both comprehensive and nuanced.
Theoretical and Conceptual Framework

For this study, the conceptual framework is a combination of both theoretical and
conceptual components. It combines the elements of research in the field of educational
assessment, specifically foundational theory of curriculum, instruction, and assessment, current
policy in education and assessment, and the rules and limitations of quantitative research
methods, approaches, and design (see figure 1).
The framework for this study first acknowledges that policy does not necessarily inform
practice or research directly from an authoritative position, but it does establish the necessary
context within which valid and reliable research and practice must be conducted. Thus, policy
both influences and functions as a crucial part of this study’s conceptual frame. The influence of
policy can be seen here directly in that NCLB has identified particular criteria for research on
school programs and initiatives. “The act calls for evaluating the effectiveness of school-based
practices using ‘scientifically based research’ [SBR] that uses ‘rigorous, systematic, and
objective procedures to obtain valid knowledge’ (NCLB, 2001)” (Mertens, 2010). This policy
mandate however, does not solely make up a comprehensive framework. As with any research
design, particularly in the area of human social science, there are risks and threats to validity that
must be accounted for, and these elements, more specifically the requirements of decisive
quantitative reliability, validity, and predictability, will shape the second component of the
study’s conceptual framework (Mertens, 2010).
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The other primary domain of the framework is in fact a theoretical one, but at the core of
this study is a positivist paradigm that is required for legitimacy under NCLB in an SBR setting.
Positivism is a key part of the organizational structure of this research paradigm in that it forms
the parameters for the methodology. The more conceptual components will then be brought to
bear in the analysis of the findings and in the discussion of results. The three components of the
theoretical framework (the triangles) that meet inside the overall framework reflect the
theoretical contributions to curriculum design, instruction, and assessment of such foundational
theorists as Ralph W. Tyler (curriculum) (Tyler, 1949), W. James Popham (curriculum and
assessment) (Popham, 2000), and Elliot Eisner (curriculum and evaluation) (Eisner, 2002). This
chapter is dedicated to exploring this seemingly contradictory relationship and setting it in the
context of a modern, quantitative, policy-mandated research paradigm.
In the last century, educators and researchers have been on the continuous search for
evidence of their efforts, and have been moving ever forward amid vast changes in the climate of
the national education system. It must be pointed out however, that though the search for this
evidence would seem to be a product of a genuine desire to evaluate the efforts of educators in
American schools, the influence of politics has been an ever-present player on the stage of
educational evaluation, particularly in times of economic hardship in the nation. As the field of
education has become increasingly politicized in recent decades, and as accountability for spent
taxpayer dollars has become one of the chief concerns about our shared public education system,
researchers on educational assessment have found themselves with a nearly impossible task (to
evaluate a fluctuating series of phenomena, often in real-time). Educational change initiatives
are happening in rapid succession to keep up with the demands of NCLB and AYP, which
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complicates the efforts to evaluate them for effectiveness independently of one another.
Researchers are continually reacting to abrupt policy and priority shifts at district levels as they
try to build on AYP gains or correct AYP losses, and educators have found themselves under
greater and greater pressure to produce measurable results of growth in their classrooms with
recognizable, standardized metrics. All the while, as education becomes ever more charged with
political forces, and as the “stakes” in education continue to increase, foregone conclusions about
what happens in schools have come under greater and greater scrutiny through reflection,
research, and review. It is therefore of the utmost importance that current and further research
take place objectively and with deference to the fact that precedents in thinking and research are
not laws or truths, but rather guides, and as such, give no guarantee that they always point in the
right, true, and/or accurate direction at all times. Research findings, in other words, must be
considered comprehensively, with a focus on the overall common and validated trends in the
output rather than on isolated, outlying, limited, or highly context-dependent findings. Far too
often, the field of education and educational research is populated with “new research” that
challenges established findings with methodologically suspect, biased, and/or privately funded
groups of studies for the purpose of advocating for some new initiative or change model.
Equally often, such “research” falls by the wayside when the next glossy and attractive change
trend debuts.
Science-based Research

According to NCLB, research on education must, if it is to be recognized as legitimate
research, exist in a scientific paradigm, in that the research that is conducted is intended to be
measurable (essentially quantitative) and objective. The idea is that knowledge gained by this
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type of research will ultimately inform policy revisions, and so, any policy revisions must be
based on concrete and valid conclusions rather than on those arrived at through subjective,
limited, or often even qualitative data. This way, any advancement in policy will not only be
informed by a foundation of “legitimate” research, but it will be structured (in the classic
structural sense) and therefore traceable and justifiable in the positivist paradigm. The goal, in
other words, is to have solid, tested, and confirmed facts about educational phenomena so that
policy can be defensible and structured upon what is known “a priori.” The Science-Based
Research (SBR) approach to knowledge brings with it the expectation that phenomena in the
social sciences could also be objectified, quantified, and used to “build” knowledge with the
brick and mortar of certainty as it is in the physical sciences. In many respects, the SBR
approach to studying the world brought about some of the most pioneering research and
development in such the physical sciences as chemistry, physics, and mathematics which are all
governed by certain and particular laws and rules of nature. These sciences are mathematical, in
that they operate with enduring truths that are constant and “knowable.”
When we move to the human social sciences, some elements of the positivist, SBR
approach to knowledge, study, and truth survive the transition, particularly in the study of
neuroscience. In this arena, it can be found with scientific certainty that certain imbalances in
brain chemicals (neurotransmitters) result in particular psychological conditions, diseases, or
illnesses. However, this scientific tradition that “originated with Aristotle, Francis Bacon, John
Locke, Auguste Comte, and Immanuel Kant” (Mertens 2010) does not quite as accurately lend
itself to the behavioral sciences. Education and learning are behavioral sciences if they are
sciences at all, which then places them into a psychological or behavioral research context. We
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(researchers) may, for example, be able to determine through SBR the exact mathematical
probability that a student given a particular treatment will be able to demonstrate comprehension
of a particular piece of curricular content on a psychometrically validated instrument. By nature,
however, this determination is inferential and not exact or of any mathematical or an “a priori”
certainty. In other words, although we may be able to use statistics to identify probabilities and
frequencies in a set of data, we cannot extract from the output any theory or law that is not
subject to the unique considerations of the individual or the research context. There is simply no
way for a researcher, operating within modern ethical guidelines in an SBR paradigm of study to
possibly control all of the necessary variables of a behavioral phenomenon, and arrive at an
empirically validated constant about any given human behavior. More simply, there can be no
“if-then” (causal) rules in the domain of behavioral studies simply by nature of the diversity of
the human experience. The idea is, in a word, preposterous.
However, what we can do in the SBR paradigm is collect excessive amounts of
inferential data and make generalizations about phenomena in a given research context. We can
also collect data points from broader, more comprehensive sources in order to investigate
phenomena in the context of other and varying related phenomena. We can also use this very
same paradigm to assess the way we assess, and to study the processes by which we form our
most central and foundational conclusions about schools and schooling. So long as researchers
do not presume to generalize findings of such statistical output beyond or across contexts or
beyond the scope of the controls, there can be some illuminating findings and conclusions to be
drawn from SBR. Here, statistical strength can be derived from progressively larger sample
populations in quantitative studies, but at the same time, as the research questions become
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broader, so do the generalizations, decreasing their applicability across contexts. In other words,
as populations and contexts become larger and less homogeneous, the less meaningful and
applicable become these quantitative findings. For example, if a study is conducted that seeks to
identify strategies that motivate 4th graders to exert greater effort on standardized tests, and the
population in question is all 4th graders in the continental U.S., then the findings would need an
incredibly large and diverse sample population, and would have statistical power only with
respect to the total population.
This finding, when carried back to any specific context however, may not bear out the
same results. The outcome in the sample population would be subject to contextual details in the
local setting, which may confound the trend in the larger, and even in the (quite large) sample
population. To illustrate, such a study may find, for example, that holding physical education
just before a skills assessment increases scores by a measurable margin, but this finding would
not mean the same to a school in southern rural Texas or Florida compared to one in northern
urban Maine or Minnesota. In these different contexts, the expected increase may not
materialize, although across the entire continental U.S. (inferred from the sizable sample
population) the findings may remain consistent. This phenomenon of limitation, scaled down,
would equally complicate state-level findings, particularly when those findings suggest with any
specificity that students behave consistently in any measurable way across various contexts and
settings. Even in district-wide studies, where contexts can be varied in terms of the population
and situational factors between schools in the same metro area, findings can be put into question
as to their degree of certainty. Often, schools within a given multi-school district host a variety
of different curricula and programs, such as remedial or alternative courses, bi-lingual, special
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needs, accelerated, or career-focused pathways. Each of these individual curricular programs
could yield a different kind of result compared to the means and averages of the district at large.
Therefore, researchers must use caution and observe limitations of human studies when they
report conclusions or tout certainty from SBR or any other source of so-called empirical data.
Just because human behavior can be measured empirically, it does not mean that the power of
empirical science necessarily follows.
This Kuhnian “scientific revolution” of thought about the limitations of human social
research is nothing new. In fact, the challenge to “structured” knowledge framed several
paradigms of study that date back close to a hundred years (Kuhn 1996). The postmodern and
post-structural paradigms of research exist because of the limitations in the SBR paradigm.
However, it must be acknowledged that some of these limitations lie not in what SBR cannot tell
us, but rather in what SBR cannot satisfactorily justify or control. We may be able to measure,
quantify, and analyze data with complex statistical frameworks, and in so doing, arrive at
powerful conclusions about our findings, but we cannot take those findings and assume with any
certainty that they are indicative of any natural or behavioral law. Essentially, the discovery of
any compelling conclusion from controlled or theoretical research does not guarantee that the
results will translate back into the practical setting, especially if we are speaking of the
comprehensive practical setting. Post-structural and postmodern paradigms begin here, and
attempt to observe the limitations of SBR while researchers investigate phenomena from
alternative perspectives. Despite the contributions that these paradigms have made to knowledge
and understanding in the human sciences however, they are no more productive in terms of
certainty than classic SBR when it comes to applying findings back into practical settings. The
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challenge for researchers operating in any paradigm then is in the interpretation of research
results, and it is at this point where all paradigms have essentially failed to provide us with a
solid, progressive, and sustained direction for the application of findings that stand up to the
scrutiny of an ever-evolving human culture and society. It is in this effort, in fact, that we in the
scientific community have made our greatest errors.
The Cautions of Gould

In The Mismeasure of Man, by Stephen J. Gould (1996), the author reviews these types of
misguided applications of SBR certainty in the pursuit of the understanding of human
intelligence and aptitude. In it, he highlights the use of SBR findings in intelligence assessments
at various ages in American history, and just by re-iterating the findings of the day, profiles the
utter failure by scientists to accurately represent human potential and ability. Gould reviews the
mis-measurements of the past 200 years by experts in the field who incorrectly qualified and
quantified human beings in the most detestable of ways. Some of these findings are the obvious
results of scientific ignorance combined with unabashed bigotry, but the irony is that, at the time
the findings that made certain the notions of racial inferiority for example, the conclusions were
arrived at through the use of “pure” science and scientific method. Where the researchers went
wrong when they were studying craniology or racial differences (to name some rather nefarious
schools of human cognitive assessment and evaluation) was in the interpretation of whatever
findings they had derived by their methods. The formal classification of humans as “morons” for
example is but one example in Gould’s examination of misapplied findings, though it is certainly
not the most troubling. It is worth noting however that Gould does not target his critique on
data-collection instruments or their legitimacy; in fact, though flaws in the data and data
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collection are also described, the focus of the text is on the conclusions that are “validated” and
touted as scientifically derived.
Though Gould focuses his critique on human sciences in general, his points and critiques
tie directly to educational research, and more specifically, to research on educational assessment.
He points to the determinations of human aptitude and worth via subjective and misguided
intelligence assessments in the last century and concludes that in this arena too, even the best
intended and “science-backed” methods of assessing and evaluating human beings have been and
can be drastically mis-representative. Though he focuses on the failures in this pursuit, the
lesson here is not to find comfort that science and research has moved beyond the sordid
methodologies of the past, nor that we should categorically reject any finding of SBR simply
because there are not the unlimited controls of the physical sciences.1 The message here is that
we in the research community must continue to scrutinize the research on human ability for
faulty conclusions beyond the measurable data. We may be continuing, Gould essentially warns,
at least in part and despite our best attempts at objectivity, to mis-measure our children and the
core aims of American schooling.
Tyler Theory

The inability to describe in simple terms what education does has echoes in the current
culture of educational debate, particularly on the topic of change and improvement. States are
under increasing pressure to clearly and mathematically demonstrate not just what happens to
students in schools, but to provide irrefutable evidence of those improvements. Such a task does
1

Postmodernists may disagree with this assessment, but such guerilla critique often points itself back on the critics.
In any event, postmodern inquiry continues to be advisory, but not any more comprehensive as an alternative than
any other paradigm.
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not lend itself to qualitative representations in the accounting of and for schools, as such data can
not be reduced to simple, numerical changes without a thorough explanation of assessment
methods, which often are lost on all but trained educational professionals. Unfortunately for
politicians and policy advocates, it also does not lend itself with any legitimacy to dramatic
sound bites on school or student achievement. This need for objective, accurate, reliable, valid,
and easily communicable data has even eluded state boards of education to the present day as
they try to find ways of communicating to the public and to themselves exactly what is
happening in American schools. Now, under the pressure of NCLB and the politics of
accountability, the assessment tools put in place in the interests of efficiency and accountability
frequently and grossly mis-represent education through over-generalized calculations and
summaries with limited quantitative information. To understand exactly how this debate has
become so heated in recent decades, one must look back and trace the evolution of the theoretical
purpose of assessment and accountability over several decades. With a careful examination of
the historical context, and with careful attention to the ways (terms) with which education is
represented for the tax-paying consumer citizen, the knot of confusion and conflicting purposes
of “accountability” can begin to be unraveled.
We must begin with Ralph W. Tyler, who is largely credited with being the “father” of
the accountability movement, which itself stems from his seminal work, Basic Principles of
Curriculum and Instruction (1949). In it, Tyler established a methodology of curriculum design
that is very much in place in the modern classroom and school. Essentially, he proposed that
before educating students, the objectives of instruction must first be established so that
instruction and assessment have a context, objective, and purpose. From there, particular
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strategies for instruction and assessment can be compared against the goals of the educational
program, and thus both can be enhanced through targeted investigation, reflection, and
comparison. This concept of establishing the goals of a program resonated with educators and
theorists, and within a few short decades, Tyler’s “principles” had largely been put into place in
schools across America. His approach suggested a way to quantify instruction and student
achievement in a way that previous, more subjective structures of instruction and evaluation
could not.
If we are to authentically take on “Basic Principles…” however, we will need to go
beyond a textual analysis of a few key phrases, even if they are the foundation of the piece and of
the subsequent “rationale” that evolved in the field of curriculum theory. When we do so, we
find that after the explanation of the initial questions, Tyler moves toward examples of
surveying. The latter sections of the work are all about ways in which educators can investigate
such things as communities, the professional arenas, and the impact on individual students as
places to inform the work of curriculum reform. In fact, one can reasonably arrive at the
conclusion that the approach he advocates in the later part of the book is anti-industrial, and
“scientific” only in the sense that exploration is best done using an organized approach, much
like the way an archeologist surveys a site of interest. Much to the dismay of essentialists in the
field, the latter portion of “Basic Principles…” adopts a philosophical tone much more akin to
John Dewey, but with an emphasis on science (or a kind of loose scientific methodology) in the
study, review, and investigation of education and curriculum. This tone and substance of the
latter part of the work implies a disconnect from that which is most often cited in discussions and
reviews of his place in educational history, if not in the very implementation of his “rationale.”
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Furthermore, though the political legacy of Tyler posts him in the corner of objectivity,
standardization, and SBR, there are those in the field of curriculum who post him rather in the
same corner as the most famous of the progressives, John Dewey (Grove & Short 1991). On the
surface, this would seem an unusual theoretical juxtaposition of qualitative (Dewey) and
quantitative (Tyler) foundations, but the point is well-made that Tyler’s fundamental position
was not prescriptive, but, as Grove and Short put it, “deliberative” (213).
Perhaps the inconsistency in the reflection on Tyler’s contributions to education can be
accounted for by the growth and expansion of the standards and accountability movement that
has permeated the American educational dialogue, particularly in the political arenas. As the
U.S. navigated the cold war, the arms and technology race, and the particular “red threat” of the
former Soviet Union, it is easy to see how the urgency of the need for an effective and
productive system of education made it possible for educational “outcomes” to trump intellectual
or individual enlightenment. It is also understandable that, in a climate of desperate competition,
education and training could grow into an issue of national security, thus shifting its fundamental
social purpose. Whatever the reason for the backing away from Deweyan progressivism in the
second half of the 20th century and a movement toward a system of measurable, value-added
outcomes, the shift happened and plateaued near the beginning of the 1990’s when the world’s
geopolitical landscape began to dramatically fluctuate. Finally, when the cold war ended, the
nation could take a collective breath and begin to re-evaluate the purposes of the established
system of public education as something not fundamentally necessitated by the need to win.
Nevertheless, from this moment in history through Goals 2000 (Goals 2000 Act of 1994) and
beyond the passage and signing of NCLB in 2002, the standards and accountability movement

69
has fallen under greater and greater criticism and scrutiny from experts in the field. It has also
and simultaneously grown into the dominant model for understanding the work of education in
the United States, at least in the political and public domains. This scrutiny leads us back to
Tyler’s role in the genesis of the movement, which may be argued as pivotal. Nevertheless,
doubts remain as we continue to reflect on his work: Was his intention to spur on a new order of
quantification of education? Was his goal to fully objectify the educative process? Was his
purpose to create a formulaic, standardized, or otherwise prescriptive “science” of education?
To say yes is to completely disregard portions of his work, and to assert that his own words later
in life on the subject are moot. To say no is to deny the underlying tenets of his “basic
principles” and the structured methodology of curricular review that has largely become standard
practice in America’s schools, even if only as a theoretical foundation.
If nothing else, we can insist that Tyler’s work warrants further consideration in the
modern theoretical landscape. We can be certain of the doubts about what his legacy actually is
and uncertain as to how to understand the whole of his practical and theoretical philosophy. We
can also begin to question how he would address the challenges of this new educational age,
which have, as many have observed, roots in Tyler’s approach to curriculum and educational
change. In this modern era of high-stakes testing, system-wide accountability, federal mandates,
funding crises, social and political strains and changes, and a global repositioning for the 21st
century, Tyler’s original theories and practices could be of great use once they are stripped of the
acquired subtexts of the cold war era, the “Nation at Risk” report, and the language of culpability
that emerged from a desperate search for accountability in the new millennium. Perhaps many of
Tyler’s notions have been eroded, misinterpreted, and misconstrued, but until we begin to
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investigate further, we may never know whether we are standing squarely on the solutions to
those questions which have reformed our understanding (and quite possibly the
misunderstanding) of our modern educational system. How exactly we do this remains a
question not just for researchers, but for theorists as well.
Eisner Theory

In The Educational Imagination, Elliot Eisner (2002) carries on a discussion of the
purposes, ideologies, creation, and evaluation of curriculum, and discusses assessment as a part
of, but not central to, his comprehensive reflection. His background is in Art Education, and
though he does not shy away from identifying himself as such, his approach to curriculum is
expectedly highly qualitative. In fact, Eisner’s philosophical approach would likely be best
characterized as “as far from scientific as one could get,” not because the paradigm does not
have a purpose or approach worthy of the field of curriculum study, but rather because he is
highly sensitive to the human aspects of education and the degree of nuance in the understanding
of the humanities. Eisner, in his advocacy against overt rationalization and quantification of the
work of educators and students, noted for example that as assessments become more nuanced
and targeted, they become less “amenable to crisp, reductive measurement” (Eisner 2002). In
this statement, he is essentially echoing the cautions of Gould while advancing the processes and
protocols of Tyler’s “basic principles.” He urges what he describes as a more “authentic” type of
assessment when educators and researchers search for evidence of what students have gained as
a result of their schooling, but at the same time he is firmly grounded in the subjective,
unintended, discreet, and hidden elements of curriculum that are not only nearly immeasurable,
but are almost entirely organic as a product of human social interaction. This philosophy brings

71
to bear the exact variability that SBR can not account for when it assesses and evaluates students
and school programs in general with standardized metrics. It also forestalls the kind of certainty
and conclusiveness that accompanies so much quantitative research on educational assessment
and evaluation. He argues that the current obsession with “standards” (also identified by
Popham), is actually an obsession with outcomes, but those that are measurable and at the same
time representative of the student experience. Only such an outcome could sufficiently quantify
the work of students, teachers, and schools, but in reality, any such outcome is a myth and a
mirage. In fact, with respect to variability and achievement, he argues that “really good schools
increase [not decrease] variance in student performance” (Eisner 2004), which is a direct
challenge to the concept of program standardization. On the surface, it would seem
counterintuitive to expect that schools would get better and students would be better educated if
variance on achievement-related measures were to increase, but if variance were to increase in
addition to overall gains in the performance identifier, then we would at least have a more
human, realistic, and therefore authentic picture of what happens to students in schools. To
expect that students grow, learn, gain experience, or increase their capacity for knowledge in any
standardized way is simply a denial of the reality of variance in the human being, which
therefore renders any summative evaluation, statistically based, data-driven, or otherwise,
misinformed, inaccurate, and ultimately useless in our search for answers.
In and of itself, Eisner’s philosophical outlook does not offer any particular program for
evaluating the work of schools and schooling; rather, it seeks to characterize the complexities of
students and schooling in the process of educational evaluation. He clearly rejects any notion
that allows for the objectification of the teacher-student interaction, and in so doing, rejects the
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idea that schooling can be reduced and quantified into any single yet universally meaningful
outcome indicator. Though his approach to evaluation and curriculum is not necessarily
progressive in the classic sense (it has instead been hailed as one of the earlier foundations of
modern qualitative research), it does offer a rational, grounded, and fairly realistic justification
for rejecting the wholesale reduction of complex variables into simplistic, and often misleading
interpretations of human phenomena, and it resonates with educators and researchers to this day.
Popham Theory

W. James Popham (2000) has delineated the meaning of standards according to their use
in educational assessment, and draws an important distinction between standards and skills.
First, he describes the difference between content and performance standards. The former refers
to “knowledge and skills educators want students to learn,” while the latter refers to a level or
outcome on some educational measurement tool. For example, while a content standard may be
an indicator such as “understanding the use of possessive pronouns in a sentence,” a performance
standard would read something like “students will correctly answer 75% of questions for a given
content area (or perhaps “for a given content standard”).” The distinction between standards and
skills is equally important when collecting assessment data. Where standards can refer to
assessed content or score thresholds, skill refers to a student’s degree of proficiency at a
particular task. Test-taking, for example, can be described as a skill, much like assembling a car
engine or completing a 1000 piece puzzle. In these metaphors, though a student may have the
knowledge to identify engine parts, and understand why and how they fit together, she may or
may not have the ability to construct a working engine or see, understand, and interpret the
“bigger picture” once assembled. Performance could be measured multiple ways, whether the
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goal is to assess the knowledge of the parts, the comprehension of their use, or the correct
assemblage into some other composite thing. If this concept is taken back to the content of state
summative exams then, a student may be able to identify a pronoun correctly 75% of the time, be
able to demonstrate the purpose of their use in individual sentences, and/or compose a paragraph
with correct pronoun use, but each of these “standards” represents a different kind of assessment
and a different basis for measurement.
Popham also points out the role of inference in assessments (Popham 2003) with the
example of a simple spelling test. When an assessment tests spelling with one word, it makes an
inference about all other words. This intuitive aspect of assessment has great implications when
assessments attempt to infer skill, knowledge, learning, and/or preparation for further schooling
(“college-readiness”). If, for example, we are seeking to identify a student’s proficiency with
reading on a given scale, the measurement tool will assess certain metrics of reading ability such
as word identification, use of rhetoric, logical order, and so on with an arbitrary piece of text.2 It
can not, however, assess them all simultaneously and thoroughly, and on any given assessment,
because of the great quantity of subject standards per discipline, it typically assesses any given
metric 1-3 times via individual test items. The net effect is that there is a substantial number of
learning standards in any standardized assessment that are not actually assessed but are rather
inferred, and these inferences are the basis of the inferences about a student’s general knowledge
of the target discipline. To then use the inferences based on inferences to make a prediction
about “success” in college (or careers), as varied in meaning as those terms are, is highly

2

On the ACT Reading test (sub-test 3), these text categories include prose fiction, social sciences, humanities, and
natural sciences, in that order.
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questionable in the paradigm of SBR (or any other research paradigm for that matter), and is
hardly statistically valid either.
We have reviewed the implications of loaded inferential terms other dangerous
assumptions already in Chapter 2. Here, what Popham is advocating is a look at ways in which
curricula can incorporate assessments of standards to fill in some of the missing gaps in our
standardized assessment or accountability programs. There is a place for such assessment, but he
states in no uncertain terms that “tests now being used in high-stakes assessment programs are
generally all wrong” (Popham 2001), that teachers and administrators “succumb to the belief that
increased test scores are educational targets [when] they’re not” (Popham 2003), and that NCLB
tests3 are “incapable of detecting improved instruction even if such improved instruction were
present” (Popham 2008). Though he is careful to point out the uses and defensible applications
of all types of educational assessment, he dutifully points out that in many, if not most
educational contexts, assessments are often being used inappropriately by classroom teachers and
especially by states. Here too, however, the errors lie not in the teaching or assessing of content
and “standards,” but in the conclusions that are made as a result of those assessments.
In the dialogues on education, particularly in the cases of policy-makers and state boards
of education down to superintendents and school administrators, the term “educational
standards” represents all of the incarnations of meaning, as previously noted. Even community
members and in some cases teachers fail to recognize the distinction between the meanings of
the term, ultimately adding to the mischaracterization and misrepresentation of educational
assessment outcomes. Often, teachers and teachers in training are directed to “teach the

3

Popham notes that in “all but a few states,” though he does not identify which ones.
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standards,” which though it seems a straightforward enough statement of direction, leaves
educators with the responsibility of determining the meaning of standards, applying that meaning
in their instruction as objectives (Tyler 1949), and representing that meaning to the outcomes of
selected assessment tools. Where the process becomes particularly dubious is in the reporting of
overall student, school, and teacher success (or failure) through state test results, which uses a
combination of meanings in reference to “standards,” even in the reporting of performance (the
student “meets standards,” “does not meet standards,” or “exceeds standards” as the case may
be).
In order for educational measurement to be accurate, reliable, and valid, the meaning of
the terms used must be clearly stated and understood, not just by practitioners and subjects, but
also by change agents in education, from teachers and professors to administrators and policymakers. Currently, the state of Illinois uses Common-Core standards (ISBE 2013) to refer to the
measurable content of academic subjects, which appear to be what Popham (2000) described as
“content standards.” However, despite the efforts to articulate standards as discipline content
and map them with measurable educational objectives, the precise meaning of the term remains
ambiguous. It remains unclear, in other words, whether standards refer to skills, content,4 or
metrics of performance, or some representative combination of all three, and what degree of
proficiency in real terms is identified in content areas. In addition to the measurement of
academic progress in schools, standards here also have a predictive connotation, in that, if
standards are considered “met,” then students are considered “prepared” for post-secondary

4

If measured by the ACT, relevant academic content would be English Grammar, Math, Reading, and Science
Reasoning only (sub-tests 1-4), making “standards” synonymous with certain choice but specific disciplines of
study.
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study. The more recent applications of standards in use in the state of Illinois5 are for this latter
purpose, or in the words of the state board of education, to assess “knowledge, skills and abilities
essential for young people to thrive in college and careers” (ISBE 2013). It is worthwhile to
point out that meeting standards, as opposed to mastering them, is sufficient to satisfy both the
predictive aspect of scoring and the determination of adequacy of student/school achievement
according to state evaluations, though research has yet to validate such a broad and
comprehensive interpretation. There is much to unpack in the transition from the PSAE to the
PARCC. What is meant here by “meeting” standards as opposed to “mastering” them is that the
score thresholds on the PSAE or ACT that are used to report student performance on the IIRC
and determine the status of the school and district imply sufficient mastery, while the PARCC
exam is expected to measure mastery in general. Of note here is the fact that the standards
assessed by the ACT have not substantively changed, nor has the fact that a single SA will be the
primary diagnostic tool of the state assessment. The only true change is in the rhetoric of what
the new exam can measure and what the new purpose of the exam is (for career and college
readiness as opposed to an indicator of proficiency with specific, representative academic skills).
It remains unclear just how the measurement of the same standards can be equated with this new
and different purpose.
The predictive models of state standardized testing rely on student scores to determine
“college readiness,” and this conclusion is based on the assumption that if students have met
(again, not mastered) score thresholds, then they should be able to successfully navigate postsecondary curricula. However, there is simply not enough control of variability in the lives of
5

ACT standards are the same core standards on the PARCC exam that was piloted in the 2013-2014 academic year
(ISBE 2013).
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students to make such a prediction, assess their knowledge of the core disciplines, assess
academic proficiency and skill, evaluate the educational program they attended, evaluate the
quality of the teachers, and correctly identify their academic experience simultaneously. In order
to answer these questions, there needs to be more targeted research with due focus given to each
question individually, and this research must by all means observe the contributions of Eisner
(authentic assessment), Popham (accurate assessment), and Tyler (appropriate assessment), while
observing the cautions of Gould in the process of applying meaning to outcomes. Without such
a framework, researchers run the very palpable risk that they fall into the subjectivity that has
brought about the stalemate of meaning we have explored in these chapters that currently exists
between policy makers, academics, practitioners, and the public.

CHAPTER 4

METHODOLOGY

Introduction

For many years, the question of whether standardized testing benefits students or truly
accounts for knowledge gained in school has been hotly debated (Popham 2000, Eisner, 1998;
Apple, 2008; Anyon 1997; Firestone, Schorr, & Monfils, 2004; Gould, 1981). While theorists
and researchers alike debate the wisdom of standardized testing programs as indicators of student
learning and/or achievement (Berliner & Glass 2014, Kubiszyn & Borich, 2007; Popham 2000;
Sackett (et al.), 2009), policy-makers have nevertheless built them into the modern educational
landscape, particularly in the public secondary school context. Many states rely on standardized
testing data to measure students, teachers, schools, districts, and the states themselves, the results
of which can determine everything from college acceptance for students to funding allotments
for districts (Atkinson & Geiser, 2009). Despite its entrenchment in modern education however,
many of the questions about the merits of SAs and their statistical power to represent the concept
of knowledge (et. al.) for all students remain unanswered. As researchers, theorists, and
educational professionals, we owe it to ourselves to continue investigating this question.
In this quasi-experimental study, statistical analyses will be conducted, examining the
predictability assumptions of standardized test scores within and outside the regular school
curriculum. To do this, several specific statistical tests will be conducted, some to identify any
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correlational effects between testing contexts, others that examine variance among
treatments in incremental practice testing, and yet others that look for any association between
testing and environmental variables.1 The primary vehicle for these analyses will be the t-test
when comparing “testing” and environmental variables, and a repeated-measures ANOVA for
the more nuanced comparison of practice SA attack strategies. These variables all have one
thing in common: though they all hold some degree of variance in a student’s composite SA
score, none of them are defined academically. In other words, the degree of ELA academic skill
that a given student comes to a testing situation with is largely irrelevant in this analysis. The
focus is rather on factors such as setting, purpose of the SA, time limitation, and cognitive
approach (attack strategy) that exist outside the cognitive/academic realm, but that have the
potential to significantly impact a score.
If, for example, a student’s score is even marginally dependent upon tertiary factors that
are separate from the discipline of study in an SA program, then the SA program, though it may
be validated as a legitimate measure internally, may not be informative in the way we currently
understand, which is to say that the test has failed to strictly measure academic prowess and is
instead measuring some other unarticulated set of intersecting factors. If this in fact is the result,
then there may be cause to generalize the effect across disciplines, and continued study would be
warranted as the stakes and effects of SA accountability output are so undeniably high, as has
been described in Chapters 2 and 3.
This study, though it is experimental in its design, must be defined as a quasiexperimental quantitative study by nature of its inability to strictly control all other variables.

1

Such as rates of attendance, graduation (post hoc), and grouping dynamics
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Because the arena of standardized testing is defined by transforming behavior, knowledge, and
skills performance into a numerical score, in effect quantifying the subjects taking the test, an
analysis of statistical validity, reliability, and/or consistency would need to hinge on the
comparison of those numerical values rather than on qualitative indicators. Furthermore, this
study seeks to remain aligned with the methodological approach currently taken by the state of
Illinois with respect to its then public school accountability program (the Prairie State
Achievement Exam [PSAE]) and that which is mandated by NCLB (SBR). Since, in other
words, the state reported its findings of student performance on the PSAE quantitatively, this
study operates in the quantitative paradigm as well, though it will further investigate the
assumptions at work in the process and evaluate the generalizations made from the scores.
Chapters 2 and 3 have called these assumptions and generalizations into question, and this study
will hold fast to the limitations of quantitative, statistical principals in these respects once the
output has been produced. This research will not, in other words, proceed beyond what can be
quantifiably or statistically validated.
Research Questions, Research Design, and Methodology

The research questions for this data set are in categories pertaining to the types of
analyses that will be conducted. Below are the questions followed by their categories.
1. Is student performance on practice tests and full-length standardized assessments that
are part of student summative grades correlated in any way with student performance
on SAs that are not part of student summative grades?
d. Is student performance on SAs reliable across multiple treatments?
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e. Is student performance on classroom practice tests correlated with student
performance on comprehensive, standardized, summative exams (SAs) in and out
of normal curricular (classroom) contexts?
f. Which types of SA practice strategies2 are more/less correlated with student
performance on SAs both within and outside of a traditional ELA curriculum?
2. Is there external predictability (2a.), validity (2b.), and/or reliability (2c.) in student
performance on SAs?
g. Are SA scores predictive of academic success or “achievement”?
h. Do SAs reflect skills learned from curriculum, specifically is there a correlation
between SA performance and attendance?3
i. Is there consistency in SA scores among different SA settings and purposes
(practice, formative, summative, etc.)?
Predictability

The research questions in this category (all group 1 questions and question 2a.)
investigate predictability with an established SA that was instrumental in the state of Illinois
accountability program, the ACT. Complete practice ACT exams were given to the study
participants in equal parts in regular intervals over several weeks. With the resulting test score
data, several tests of validity and reliability can be conducted, and if the validity and reliability
2

These strategies will include content based strategies tied to skills, and non-content based strategies tied to
cognitive processing. Examples for each strategy type would be a focus on subject-verb agreements in grammar test
passages (academic content), and whether to read questions before passages (cognitive processing). See also
“Incremental practice tests” in the definitions section.
3
This question is geared towards discovering a connection between curriculum and SA scores. If students are
present for the instruction and practice of skills (standards) in the curriculum, the thinking is that they will be better
prepared for the exam. The reverse would also be expected, that absent students who do not get the instruction and
practice with skills/standards will score lower.
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assumptions explored in Chapters 2 and 3 are in fact justified, those assumptions will be borne
out in the findings. The goal in this instance is to find out whether performance on a
standardized reading and grammar test that is part of a student’s summative grade (the final
exams) can be predicted, influenced by, or correlated with 1) state test results (that are by
definition removed from the curricular context and take place in advance of the second semester
final exam); and/or 2) incremental test portions given as formative assessments in the regular
curriculum. There is also an emphasis on trying to determine significant differences in means
between the two final exams (for the Reading and English Grammar test portions), and whether
there is a significant difference between the means of exam scores for final exam grades and
those of the PSAE. These analyses will be conducted primarily with t-tests and regression
analyses. If correlations or significant results appear, the predictability assumptions will
essentially be justified for this sample. If not, follow-up, post hoc t-tests will be run to shed as
much light as possible on whatever phenomenon has appeared.
Variance in Treatments

In this question (questions 1a. and 1c. primarily) we are looking for mean differences in
increments of practice tests, and whether those differences can be attributed to the type of
practice test strategy employed by the student. For the data that will be used (performance on
incremental practice ACT reading and grammar tests), the focus is to determine whether a lack
of any test strategy used in the first of a series of equal treatments (independent variables) and
specific strategies advocated in subsequent treatments are statistically different. To do this, an
ANOVA will be conducted to examine the success, failure, or influence of the various controls
(strategies) particular to each incremental treatment. These tests should identify whether
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subjective interventions have any statistically significant bearing on scores and, should the data
so determine, conclude validity and reliability.
Post Hoc and Environmental Factors

The final questions will focus on possible contributing external factors such as graduation and
the uncontrolled factor of attendance (2b), and general reliability of scores across the contexts
and setting of all independent variables (2c.). These final comparisons will consist mainly of
correlational analyses that will include t-tests between data such as PSAE results, final exam
results, and incremental test scores. In addition, further comparisons can be made between the
PSAE scores of the sample population and the total population of 11th grade test takers on state
test data (collected at the end of the 2008-2009 academic year). For as many analyses as
possible, tests will also be run with standardized Z scores to increase statistical power and
validity. PSAE data is composite data, which means that it has already been “standardized” from
raw data into scaled scores. Though it is not standardized in the same way as the analyses for
this study (in distance from the mean as Z scores), PSAE scores are nevertheless generalized
data. The difference in the “standardization” methods in the comparison of these variables can
be justified by comparing data from this study to the ELA portions of the ACT rather than the
total ACT composite that includes Math and Science subtests. This way, the study will compare
standardized, not raw score, classroom data to scaled, not raw score, ACT data in the
corresponding test. Though this assumption of equal standardization is a low-grade limitation in
the analyses, there are several comparisons made across various testing contexts built into the
study to reasonably justify and account for it.
The analyses planned for the primary research questions are summarized in Table 1.
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Table 1. Research Questions and Corresponding Statistical Analyses

Question

Data used

Analysis

1. Is student performance on
practice tests and SAs that are
part of student summative
grades correlated with student
performance on SAs that are
not part of student summative
grades?
1a. Is student performance on
SAs reliable across multiple
treatments in the same
academic context?
1b. Is student performance on
practice tests in the classroom
setting correlated with student
performance on
comprehensive, standardized,
summative exams (SAs) in
and out of the normal ELA
curriculum?
1c. Which test preparation
strategies are more/less
correlated with student
performance on SAs in and
out of the normal ELA
curriculum?

Practice tests, ACT scores,
Final exam scores
(standardized test portions
only)

Comparison (t-test) between
Final Exam scores and ACT
data

Practice tests

Repeated measures ANOVA
on standardized (z-scores)
performance on incremental
tests
t-test between mean,
standardized scores on
practice tests and on F.E.
scores (SA only)

Practice tests

Factor analysis of practice
tests, focus on significant
differences of means

2. Is there external
predictability, validity, and/or
reliability in student
performance on SAs?

Practice tests, ACT scores,
Final exam scores
(standardized test portions
only), graduation data

t-tests and regression analysis
comparing ACT data with inclass practice and F.E. scores

Practice tests, ACT scores,
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2a. Are SA scores predictive –
is there a correlation between
SA performance and high
school graduation/program
completion?

Practice tests, ACT scores,
Final exam scores
(standardized test portions
only), graduation data

t-test between practice tests,
F.E. scores (SA only), and
ACT data and graduation

2b. Do SAs reflect skills
learned from curriculum,
specifically is there a
correlation between SA
performance and attendance?
2c. Is there consistency in SA
scores across various testing
contexts?

Practice tests, ACT scores,
Final exam scores
(standardized test portions
only), attendance data

t-test between practice tests,
F.E. scores (SA only), ACT
data and attendance

Practice tests, ACT scores,
Final exam scores
(standardized test portions
only)

t-test between practice tests,
F.E. scores (SA only), and
ACT data

The null hypotheses to these questions is that there is no correlation, relationship, or
statistically significant difference between score sets and/or “factors” (detailed above), and the
alternative hypotheses is that some other, unaccounted-for factor, likely beyond the scope of
researcher control in this context, accounts for some degree of SA performance. However, since
these questions will be addressed through smaller, more specific examinations and comparisons
of descriptive statistics, each question’s response will be qualified by the comparison or analysis
made as but a portion of a comprehensive answer. In other words, because there are so many
factors in play in the analyses, there will likely be no definitive, closed answer to most questions.
Instead, the data should yield conclusions in the form of possible contributing factors to the
broader questions that will be shown to influence, rather than assert answers to them.
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Sample Population Context

The state test for Illinois up until the 2014-2015 academic year was the Prairie State
Achievement Exam (PSAE), which was comprised of the ACT on day one, and the ACT
WorkKeys test on day two. Every year, schools across the state arrange for their 11th grade
students to take an accountability exam as part of the state’s requirements for accountability
under NCLB. In the school context in this study, as with many schools and districts across the
state, the test is a mandatory part of a student’s graduation requirements. Once the school-wide
test has been taken by all junior-year students, the state compiles these scores into a school,
district, and state profile, which is then used to rank schools in the state of Illinois in terms of
“below, meeting, or exceeding standards” (IIRC 2012).
Eleventh grade students from the class of 2010 (during the 2008-2009 academic year) at a
northern Illinois public high school provide the data in this study. The sample population for this
study was a sample of convenience from a particularly advantageous set of unplanned
circumstances. During the 2008-2009 academic year, I was assigned to teach four sections of
11th grade regular English (see Definitions for details on this curricular program). Two of the
four sections were typical groups of students, meaning that there could be up to 10% of students
with Individualized Education Plans (IEP) per section, and the curricular program was neither
accelerated (honors) or AP (Advanced Placement). The other two sections of 11th grade English
were “co-taught,” meaning that there were two teachers assigned to the classroom, and that up to
30% of the students enrolled in the class could have IEPs – all other details were the same as the
other sections. The second assigned teacher along with me was a special education teacher
whose duty was to make sure that the larger number of students with IEPs was met with
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appropriate accommodations to the regular curriculum as detailed by their unique IEPs. Each of
the four sections had a class size limit of 33 students. The total sample population for the data
set then was 91 students at the outset, and this represented a sizable sample relative to the total
population of the school’s 11th grade class of students in the same curricular context (“regular”).
The sample population could then be divided into sub-groups, where one section of a similar
composition could be compared directly against another. This unique and unplanned-for,
“random” (see below) assignment of students and classes presented an ideal context from which
to draw treatment data, and so I took the opportunity to create and integrate a program of practice
testing into the regular 11th grade curriculum (arguably something that should have been
mandated in the first place for this grade level) and collect the data for statistical analysis.
To be as unobtrusive as possible and to gather as much valid data as possible without
altering the regular program of content, I broke up a practice ACT Grammar and Reading test
into equal increments, and delivered them on a weekly basis to students. The regular, cyclical
nature of the delivery afforded me the possibility to introduce and assess strategies or
“approaches” to standardized tests with the goal of discovering which method bore out the
highest scores. So long as test effect could be accounted for to a reasonable degree, the weekly
increments could function as independent variables for a repeated-measures ANOVA design, and
statistical analyses could be run across and between groups, and any number of post hoc analyses
could follow. This particular design would also allow for comparisons between class sections,
and comparisons against and within the regular and co-taught classes if necessary. Additionally,
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I was able to adjust summative exam content in two of the four class groups,4 which allowed for
an assessment of scores on summative standardized assessments (compared to summative
teacher-generated assessments) that were a part of the curricular program, or wholly “for a
grade.” This was done at the end of both semesters.
Midway through the second semester, in April, this same group of 11th grade students
took the PSAE for state accountability data. The scores on the ACT portion of the PSAE were
also collected so that comparisons “for a grade” and “not for a grade” could be made. Finally, I
included in the design a day one week after the final incremental test for each ACT content area
where students took the full, compiled version of the increments (the full practice Grammar and
Reading tests). I informed students that they would be given “extra credit” for scores on this
treatment so that students would test under the assumption that scores would have a grade
benefit, but that at the same time would have no grade detriment should those scores be lower.
This additional treatment would allow the comparison between other contexts of in and out of
class (curricular and non-curricular) score performances on the ELA areas of the ACT.
One final contextual note was that prior to the PSAE testing day, the building
administration decided to bring the junior class to a local community church one afternoon for a
program of general advice on the ACT (this was not a preparatory program, but rather a subject
by subject introduction to the test form with general “tips” for testing day). Students were there
offered a reward in the form of an exemption on second semester final exams during their senior
year for scoring in the “meets standards” score category on the state data report. This “reward,”
intended to foster motivation in the students, was unforeseen by me as I planned out the research
4

Two of the four class sections (one co-taught, and one not co-taught) received final exams that were content based,
teacher constructed exams, while the other two were standardized ACT generated practice tests (different forms of
the full catalogue of incremental tests).
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design, but it does have the potential to interfere with any statistical conclusions (albeit only
slightly due to the inability to control for it, and because motivation and skill are different
cognitive domains wherein one does not require or define the other). If anything, this
unexpected development is a shining example of but one of the uncontrollable limitations that
keeps the design of the study quasi-experimental rather than authentically experimental.
Data Collection

Data collection occurred in the regular process of curriculum implementation. As I was
both the researcher and the instructor of the sample classes, I had some latitude in the selection
of content and activities. Standardized test preparation exercises were “curricularly” appropriate
in terms of both content and standards, and thus these exercises, or practice tests were the data
collection instruments. Each treatment or practice test was an equal part of a full practice ACT
exam, and yielded a score set that could be compared against other equal parts and manipulated
individually to assess the effectiveness of particular strategies. The tests were divided into the
two ELA areas of the ACT: English Grammar and Reading, with five 15-question passages for
English Grammar and 4 10-question passages for Reading. Because the instruments were ACTgenerated, retired practice tests provided by the ISBE, there was no question as to their
appropriateness in the study or in my classes. Just as the State of Illinois assumes the ACT is
appropriate, so did I assume the same of its parts. It is also important to note that the ACT is not
organized by difficulty of the questions or by order of the standards, so each passage can be
assumed to be equally representative of the skills it is intended to assess. For this reason, each
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individual test portion can be assumed to be equivalent and appropriate (“spherical”) for the kind
of analyses planned for this study.5
In addition to these data, the subjects’ scores on the ACT were collected for comparison
and analysis, as well as certain final exam scores for those same subjects. Of the four classes in
the sample population, two were given final exams in SA format, which was another, different,
full practice ACT exam in the areas of English Grammar and Reading. The other two classes in
the sample population were given department exams, which were built upon the content of the
class. The purpose of the two versions of the final exam was to allow analysis of summative
exams that are included as part of a semester grade with respect to their alignment with standards
and skills or with curricular content.
With respect to the SAs used in the data collection, though each exam was different in
terms of its specific content, it will be prudent to assume that a test effect will have occurred by
the end of the second semester final exam, particularly for the SA final exam group. If,
therefore, there is a difference in the means of the non-incremental variables (the final exams for
the first two class groups that received the ACT final), any mean difference from a comparison
of these scores will need to be considered with a conservative alpha level of α = .01 before we
can begin making assumptions of statistical significance. In fact, since we are to operating in the
quantitative SBR paradigm, seeking to evaluate reliability and validity statistically, and studying
human subjects in the practical setting, every analysis in this study will be compared against the
conservative alpha level of α = .01 in an attempt to account for as much variability and avoid as
many errors in accepting or rejecting the null hypotheses as possible.

5

Repeated-measures ANOVA, t-tests of individual variables (treatments), and regression analyses.
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Variables

The dependent variables in this study are the scores resulting from the various SA souce
contexts previously described (classroom or “curricular,” and testing day or “non-curricular”).
The independent variables are the scores from those various testing contexts, and they begin and
end with SA scores as part of student grades (the final exam scores for semester one of the 20082009 academic year). A full practice ACT test was given first as the semester one final exam
midway through the school year (Independent Variable [IV]: PRETESTREAD). Later in the
second semester, an alternative version of the same exam was given in intervals and consisted of
equal parts for the primary ANOVA. Finally, another ACT practice test was given as the second
semester final exam (IV: POSTTESTREAD). As noted above, only two of the four class groups
were given the ACT practice test as their semesters 1 and 2 final exams. The other two class
groups were given department generated finals that were tied specifically to covered curriculum
content (to be used in later comparisons between groups).
For the IVs in the primary ANOVA, both ACT subtest batteries (Reading and English
Grammar) begin without any strategy advocated (IVs: NOSTRATREAD, and
NOSTRATGRAM respectively). For the subsequent increments, strategies are coded
descriptively in the variables according to the advocated strategy. These are described as follows
for the Reading test increments in sequential order after the NOSTRATREAD treatment:
Q1stREAD, for reading the questions prior to reading the passage; and SENT1QREAD, for
reading the first sentence of each paragraph in the passage, then moving to the questions. For the
Grammar test increments, the variables are described as follows, in sequential order after the
NOSTRATGRAM treatment: LISTENGRAM, for listening to the sentence in the mind;
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SVGRAM, for identifying the subject and verb of the sentence in question; and SENTCON, for
focusing on the context of the sentence in question by considering the sentences before and after
the underlined portion. The final increment for each test is given with strict time limits
according to the ratio of allotted time for the total test (variables TIMEDREAD and
TIMEDGRAM respectively). For example, the total reading test is 35 minutes, thus each of the
four passages should be completed at a rate of 8.75 minutes each. All prior increments were
given with no time limit so that the strategy advocated could be focused upon. It is expected that
this last increment in both tests will yield lower scores because of the time limits, though this
prediction could be somewhat mitigated by the practice with suggested strategies and a test
effect, particularly with the final grammar increment (the last in the series). Tables 2 and 3 align
the independent variables for the primary ANOVA in chronological order.
For both the Reading and Grammar tests, a final variable noted READTOTALTIMED
and GRAMTOTALTIMED refer to the final treatment given to students as “extra credit”
(described earlier). This final test was the full version of the increments in the incremental tests.
There are two important considerations here: The first is that it will be expected that there will
be an overall increase in scores due to the fact that students will be seeing the content of the
exams for a second time. The second is that students were told that these treatments were for
“extra credit” and that it would positively affect their class grades.
Two other IVs were taken for possible post hoc analyses if so justified in the findings of
the primary ANOVA and t-tests. These IVs are simply the sum of all scores on the subtest
increments (IV: SUMDAILYREAD and SUMDAILYGRAM respectively). This final set of
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Table 2. Independent Variable Codes and Descriptions for the Reading Subtest
Variable code

Strategy

NOSTRATREAD

Increment was given with no advocated
strategy

Q1stREAD

Students were instructed to read the questions
for the passage prior to reading the passage

SENT1QREAD

Students were instructed to read only the first
sentence of each paragraph (topic sentence) in
the passage, then read the questions for the
passage. Students would then read specific
portions of the passage as needed to respond to
specific questions

TIMEDREAD

Students were instructed to use the strategy
that they found most effective; however, strict
ACT time restrictions were observed (see
above)

IVs was not intended to discover the effectiveness of a given strategy. Instead, it was given with
the intention of discovering whether 1) the time restriction would counteract any test effect, and
2) if the overall scores were better in a context where any negative curricular impact was
removed. Again, these supplemental analyses will only be incorporated into post hoc tests if
they are justified by the primary findings.
As noted above, the null hypothesis in each analysis is that there is no difference between
the different test taking strategies (or lack thereof) used by students for the ACT reading test, or
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Table 3. Independent Variable Codes and Descriptions for the Grammar Subtest

Variable code

Strategy

NOSTRATGRAM

Increment was given with no advocated
strategy

LISTENGRAM

Students were instructed to try to “hear” the
sentence in question in their minds to discover
if there was a grammatical error from
“auditory” cues

SVGRAM

Students were instructed to isolate the sentence
in question and identify the subject, verb, and
agreement thereof (the core sentence
components) to determine if there was a
grammatical error

SENTCON

Students were instructed to identify the context
of the sentence in question by reading the
sentences before and after, in addition to the
sentence in question, to determine if there was
a grammatical error either in context or in
content

TIMEDGRAM

Students were instructed to use the strategy
that they found most effective; however, strict
ACT time restrictions were observed (see
above)

that the means of the aforementioned dependent variables (final exam scores) are equal. The
alternative hypothesis is that there is a statistically significant difference between at least one of
those means, though special consideration will need to be given to the variable of fixed time
(TIMED- READ, and –GRAM) as it is contextually different from the other increments. If
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nothing else, the independent variable of fixed, limited time may, if it yields a statistically
significant difference in mean scores, help inform further, independent studies in isolation, or
serve as a sound basis for post-hoc analysis in different settings altogether.
Ethics

As the subjects were students in a public high school, the first responsibility of the
researcher was to obtain IRB approval, both from the university and from the school district.
These were both obtained in advance of data collection, which came from the
teacher/researcher’s own grade record book. In it, scores on incremental tests, daily attendance,
overall course grades, final exam scores, and notes of any special education eligibility were
recorded. Student participants were given an informed consent form to be signed by themselves
and their guardians, and invited to withdraw from the study at any time. Because the researcher
was the classroom teacher, lines of communication in this regard were widely open and
accessible.
With respect to summative final exams, it should be noted here that the practice ACT
tests used are understood to measure the same college readiness standards as defined by the state
as the school district and are generated by ACT, meaning that they are different measurement
tools in terms of content, but identical in what they are measuring (student achievement
according to the college readiness standards used by ACT, and thus also by many states in their
annual testing programs for public school 11th graders). Therefore, both the ACT and the
department final exam were considered to be acceptable and appropriate for use as summative
semester assessments, and no students were disenfranchised by their alternative uses for this
study.

96
Sampling and Controls

A series of assumptions were made in the study that warrant review. First, it was
assumed from the outset that the ACT practice tests, provided by the state in the PSAE handbook
for educators were in fact accurate and reliable evaluation tools for measuring learning standards.
This assumption, which in fact is one of those challenged in this very study, is one that was
accepted by the state and the school district as it is employed as the single tool from which to
gather achievement data state-wide. Therefore, the researcher proceeded under this assumption
in the formulation of the incremental tests and the final exams for the two ACT groups defined
above, essentially controlling for the content of the measurement tools as pedagogically
acceptable, valid, and reliable.
The subjects in the study were both male and female high school juniors (11th grade) in
the 2008-2009 academic year, and were in the regular curriculum. The four classes in the study
were a “randomly assigned” sample of the total population of junior-year, 11th grade students in
the school at that time. According to Bloom, Zhu, Jacob, Raudenbush, Martinez, & Lin (2008),
in cases where a researcher does not control the assignment of students, each enrolled student is
assumed to have an equal chance of being assigned to a given class group. Thus, students in this
study can be considered randomly assigned to the study group by virtue of their random
assignment to class groups. Students in all four classes participated in the study’s data collection
process, however, there were some students who were not there to receive all the treatments,
which necessitated a focus on mean z-scores wherever possible rather than on particular students.
This will be explained in greater detail below.
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As noted with respect to the sample and the population (indicated above as 11th grade
regular curriculum students in English language arts classes), the assumption is that students
were randomly assigned to class groups by their institutional placement in classes by the school.
Though my students were in effect a sample of convenience, the practice of assuming
randomness in institutional assignment has been accepted as a legitimate practice (Bloom et. al.,
2008). However, controls were needed to account for student groups that were co-taught,
“inclusion” classrooms. These classroom contexts are defined by a larger percentage of students
with special needs, and a special education teacher assigned to the class alongside the regular
classroom teacher to assist in their specific educational needs (defined by their IEPs). To control
for this variation in classroom context, I used the ACT treatment (defined above as the ACT
practice test as the final exams) in one of the two co-taught class groups and in one of the nonco-taught class groups. This way at least one group from each context received the ACT final
exam treatment, allowing for follow-up comparisons between similar groups. Each class group
consisted of approximately 25 students, for a total of 91 at the outset of the data collection
process. The total size of the 11th grade population, though it was upwards of 3006 students,
included students in different classroom contexts, such as special education resource, or
“instructional,” classrooms, where class size is limited to approximately eight students and the
curriculum is specifically tailored to the individual needs of the students in it. The total
population also included students in the gifted program, which also enjoys a unique curriculum,
different in size and scope from the regular curriculum of the sample population. Thus, the total
population of 11th grade students in the regular language arts curriculum was closer to
6

The total population, however, does include students in differing curricula, such as the Academy (or gifted)
program, and any special education resource (isolated instruction) students. The total population of students with
the same curriculum as the sample population in this study was closer to 220 (an approximation).
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approximately 220. Because of this, the sample size is closer to the appropriate number of
samples needed to fairly represent the total population of 11th grade regular education students in
the school (90:220 rather than 90:300+) (Krejcie & Morgan 1970).
Yet another assumption was made regarding the content of the incremental tests. It was
assumed that each of the incremental tests was equal in its content with respect to standards
measured. In other words, the researcher assumed that the tests in each of the two categories of
Reading and Grammar were effectively equal, allowing for a comparison of strategies. There are
particular aspects of the ACT test that allow assumptions in this respect. First, as noted above, is
that the four incremental tests were equal portions of the full practice ACT test, consisting of
four different reading passages with a set of ten corresponding questions each. Since the ACT is
designed to measure standards randomly throughout the comprehensive test section (ACT 2011),
each of the increments can be assumed to be equal measurement tools in that they have equal
likelihood of including measurements of any individual standard. Second, each increment is also
unique in its content, which allows for the assumption that any test effect will be relegated at best
to the repeated use of the test format (multiple choice). Thus, there is justification to assume that
they are different enough to satisfy questions of internal validity in this regard, in that there is no
significant collinearity among the test increments. A repeated measures analysis model is further
appropriate because of the interval of the incremental tests; each test was given on the same day
over the course of four weeks, followed by the grammar tests over the next five. These methods
allow the fair assumption that any change or variance across the incremental tests is the result, or
is largely the result, of the test taking strategy that students used on each incremental test. The
only significant assumption in this analysis that is made and can not be formally controlled is
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that the students were in fact using the strategies they were directed to use. It is possible that
they did not, but there will be the consolation of more statistical strength in the results due to the
larger sample size compared to the final exam comparisons where only half of the total
participants’ scores can be reasonably compared. The controls in this organizational structure
are intended to mitigate variability, and should reasonably account for the bulk of any threats to
internal validity, at least with respect to design. As a matter of course, it must also be
underscored that social research on human subjects, particularly in studies with schools and
students, requires an assumption that the lives of the participants will stay relatively constant for
the duration of the study. Though this threat to validity is actually quite substantial from a
control perspective, it is not an unreasonable assumption in human subject research as such a
threat is no greater or lesser depending on the research or the design. Therefore, it can be
considered an acceptable and reasonable control assumption that the subjects’ lives outside the
parameters of the research will not pose a significant threat to validity here.
Limitations

Limitations to any study can be a treacherous aspect in the attempt to generalize back to a
larger population. Here, though it is a reasonable pursuit to attempt a generalization back to the
school population, it would be unsound to attempt a generalization back to the entire population
of high school 11th grade students across the state, or even across the district. Ideally, this study
will provide a solid ground for further analysis of several potentially threatening or confounding
variables and phenomena, or barring that, that some of the inherent assumptions about the
internal validity of the testing instrument would be called into question and prompt further, wider
research. For the time being however, the limitations of this particular study will confine it to
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the boundaries of the research setting. Nevertheless, due to the ample controls of data collection
in both the modeling of analyses and the comprehensiveness of variables (incremental scores,
total exam scores, state test results, attendance, graduation, and course grades) this study will
allow for conclusions that can solidly ground further study on a larger scale, particularly when
those results are considered in concert with the broader and growing field of research on
standardized assessment and curriculum.
Conclusion

This research study is paradoxical in the sense that it could (and very likely will) call into
question the very internal validity and reliability of the measurement tool that is used in the data
collection. If, for example, the results of these statistical analyses point to reliability and/or
validity concerns in the ACT (specifically that it does not significantly correlate with grades, inclass practice, summative exam scores within the curriculum, graduation, post-secondary
enrollment and/or success, and so on), then its use as an evaluation tool for curriculum content or
educational standards could be found to be invalid or unreliable. It therefore would not be a
reliable or valid measure of achievement or learning for the purposes of research, which is the
theoretical foundation of this and so many other current studies. Nevertheless, and has been
noted in previous sections, the ACT (in Illinois as the PSAE) was the yardstick by which
students, teachers, schools, districts, and many states are still measured, so it is of ample
importance to investigate it in the practical setting. Because of the high impact and consequence
of statewide data collection of standardized test scores, it is imperative that such research, even
given the validity and reliability paradox, be conducted with specific controls such as been
described here. The single measure analysis of student achievement and learning in itself is
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methodologically unsound for summative accountability purposes, and such is the case with any
broad standardized testing program. Therefore, research must be carefully calculated and
situated in as controlled a setting as possible. Though the totality of the controls employed in
this study can not be considered to be perfectly complete in its design or comprehensive in its
scope, there is at the very least a justification in it to begin to form conclusions about its validity
and reliability should the analyses point in such a direction. The hypotheses predict that they
will, specifically with respect to the time controls in the final incremental portions of the Reading
and English Grammar tests. Should they be verified here, further research with tightly controlled
models will most certainly be in order.

CHAPTER 5

RESULTS

This chapter will present the findings of the analyses run from the student data set from
2009. Since we are primarily concerned with the main ANOVA analysis to compare preparation
strategies (connecting curriculum directly with assessment as has been established in the
methods Chapter 4), several preliminary tests were run with the data to determine which further
post-hoc analyses may be most appropriate to determine any relationships between increment
means and various SA means. The main ANOVA, in other words, isolated the IVs with
significant variance so that those IVs could be compared against other IVs not in the repeated
measures sequence. This was the only instance where sequenced test strategies (ANOVA
variables) were compared to non-sequenced IVs (non-ANOVA variables). Following the results
of the repeated-measures ANOVA, results of analyses with the other IVs in the data set (final
exam SA scores, PSAE scores, “extra credit” SA scores, and so on) are reported.
The ANOVA also serves as a starting point for addressing the research questions because
it intersects curriculum directly. Though the second research question is the one that articulates
the analysis of practice test attack strategy and sets up the repeated measures design, the first
research question can only be addressed statistically if there are results from the ANOVA that
indicate variance and justify further comparisons. In other words, we must begin by isolating
anything in curriculum that has statistically significant variance. Once we have isolated that
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variance, we can then conclude that there is justification to make further comparisons to IVs that
are outside the repeated measures sequence. If we keep in mind that the first (and primary)
research question asks a more broad question about whether what happens within curriculum has
any relationship to what is outside curriculum (assessment in the various contexts here), then we
must begin with curriculum if we are to arrive at any substantive conclusions. To do otherwise is
to compare what would otherwise happen as a normal course of curriculum delivery and ignore
the very interventions this research is intended to measure.
Each ACT subject area test is an intact assessment of particular standards. For this
reason, and because they are broken up into equal increments within the subtest area, they must
be treated separately in statistical analyses. To analyze strategies appropriately, two separate
ANOVAs, one for each ACT subtest, needed to be conducted. For maximum statistical power,
follow-up ANOVAs were conducted with standardized values (one for each subtest).
THE MAIN REPEATED-MEASURES ANOVA

Descriptive statistics

The first component of an ANOVA to investigate is the descriptive information about the
mean scores of each IV. Table 4 details the mean scores for each subtest area and for each IV.
There are some important details to note from this output. First, it must be pointed out that the
number of participants drops between the first and second subtest, and that neither is the same
number as the total number of study participants. The reason for this is student absences
during the data collection phase of the study, which resulted in empty values for some of the IVs.
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Table 4. Descriptive statistics
Descriptive Statistics
Mean

Std. Deviation

N

NOSTRATREAD1

4.3827

2.27798

81

Q1stREAD2

3.9012

2.00378

81

SENT1QREAD3

4.7284

2.50006

81

TIMEDREAD4

3.0494

1.92290

81

Descriptive Statistics
Mean

Std. Deviation

N

NOSTRATGRAM1

5.9265

2.85111

68

LISTENGRAM2

6.7353

3.13201

68

SVGRAM3

5.7353

3.38838

68

SENTCONGRAM4

7.5294

2.82034

68

TIMEDGRAM5

5.7206

2.34900

68

The second detail that demands attention is the apparent test-effect that emerges when
means are organized sequentially, though this is primarily confined to the reading test strategies.
In both subtests, the final IV showed a noticeable drop in mean scores though the decrease is
more pronounced in the reading subtest (see Figure 2).
Tests of Sphericity

The first task is to identify that there is sphericity in the IVs in the repeated-measures sequence.
Sphericity is an indication that the means are comparable and that any output that indicates
variance in the IV is attributable to the conditions of the IV and not of some un-accounted for
variance or confounding condition. The design has already taken sphericity into account by
using increments from the same source that measure the same standards, and the sequence of the
IVs in the repeated-measures sequence were evenly spaced intervals. Nevertheless, these
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Figure 2. Incremental practice test means
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controls are design items that have no measurable statistical significance in themselves.
Mauchley’s test of sphericity however will satisfy this assumption here. This test did not
indicate statistical significance for the ANOVA in either the reading or grammar contexts (p <
0.337, p < 0.143). This result indicates that the assumption of sphericity has not been violated,
and therefore validates the repeated measures analysis as a model for the comparison of means.
When scores were standardized (converted to z-scores), similar results appear in both contexts (p
< 0.461, p < 0.392).1
Significance of the ANOVAs

For the first ANOVA (for the reading subtest), results of the analysis indicate that there is
statistically significant variance between IVs (F(3, 240) = 13.579, p < .01). The second ANOVA
(for the grammar subtest) had a similar outcome, with statistically significant variance indicated
as well (F(4, 268) = 7.778, p <.01). When scores were standardized however, neither ANOVA
found statistically significant variance in either sequence of IVs (F(3, 240) = 0.047, p < .986),
(F(4, 268) = 0.532, p < .712).2 In order to determine the source of the resulting variance in these
analyses, we will look to the pairwise comparisons in the output. This post-hoc feature of the
ANOVA will identify which strategies in each subtest area contribute to the total variance in the
model. Likely, the results will mirror the descriptive statistics, but in order to be certain, we
must turn to pairwise comparisons in the output.
In each of the pairwise matrices, there were strategy comparisons that indicate
statistically significant variance. For the reading subtest, the greatest amount of pairwise

1
2

See Tables 6-9 in the appendix for SPSS output.
See Tables 10-13 in the appendix.
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significance was found in the fourth IV (for time), and for the grammar subtest, significance was
found most commonly (3 out of 4 comparisons) when the strategy was focused on sentence
context (see Table 5). It is important to note that for the ANOVA with standardized z-scores,
none of the pairwise comparisons were found to be statistically significant. This phenomenon
held true for both subtest areas.3
The results of the pairwise comparisons indicate which of the strategies should be
compared more directly with t-tests. The resulting t statistics will be able to give more accurate
information as to the statistical and correlational nature of the IVs. The first ANOVA for the
reading subtest indicates that we need to run the following paired-samples t-tests for the
following variables: 1-4, 2-3, 2-4, and 4-3. The results from the second ANOVA for the
grammar subtest indicate that we need to test the following IVs: 1-2, 1-4, 2-3, 2-5, 3-4, and 4-5.
These more targeted comparisons should produce the kind of detailed statistical output we need
for discussion in Chapter 6. It would be important to keep in mind that in addition to these
findings that the expected test effect (the gradual increase in means resulting solely from the
repetitive nature of the treatments) did not materialize at all for the reading subtests, and only
marginally for the grammar subtests. Furthermore, the final variable in both subtest areas, which
for both was simply holding students to ACT time limitations, resulted in the lowest mean scores
of all other IVs. As noted above, this was far more pronounced in the reading subtest (see Figure
2).

3

See Table 14 in the appendix
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Table 5. Strategy comparisons
Pairwise Comparisons
Measure: MEASURE_1
(I) readingstrategy

(J) readingstrategy

Mean Difference

Std. Error

Sig.

b

(I-J)

95% Confidence
Interval for
Difference

b

Lower Bound

1

2

3

2

.481

.273

.081

-.061

3

-.346

.303

.257

-.948

4

1.333

*

.258

.000

.821

1

-.481

.273

.081

-1.024

3

-.827

*

.267

.003

-1.359

4

.852

*

.265

.002

.324

1

.346

.303

.257

-.257

2

.827

*

.267

.003

.295

1.679

*

.306

.000

1.070

-1.333

*

.258

.000

-1.846

2

-.852

*

.265

.002

-1.380

3

-1.679

*

.306

.000

-2.288

4
1
4

109
Table 5. Continued
(I) grammarstrategy

(J) grammarstrategy

Mean Difference

Std. Error

Sig.

b

(I-J)

95% Confidence
Interval for
Difference

b

Lower Bound
2

-.809

*

.382

.038

-1.572

3

.191

.459

.678

-.725

4

-1.603

*

.402

.000

-2.405

5

.206

.364

.573

-.520

1

.809

*

.382

.038

.045

3

1.000

*

.365

.008

.271

4

-.794

.413

.059

-1.618

5

1.015

*

.397

.013

.222

1

-.191

.459

.678

-1.108

2

-1.000

*

.365

.008

-1.729

4

-1.794

*

.441

.000

-2.675

5

.015

.416

.972

-.815

1

1.603

*

.402

.000

.801

2

.794

.413

.059

-.030

3

1.794

*

.441

.000

.913

5

1.809

*

.348

.000

1.115

1

-.206

.364

.573

-.932

2

-1.015

*

.397

.013

-1.808

3

-.015

.416

.972

-.844

4

-1.809

*

.348

.000

-2.503

1

2

3

4

5

Standardized ANOVA Output

When a second ANOVA was run through SPSS, this time using standardized values for
the IV scores, expected patterns emerged. The ANOVA run this way did not find statistically
significant variance with any correction whatsoever, nor were there any significant pairwise
comparisons between IVs (see Appendix Tables 15 and 16 for ANOVA output and pairwise
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comparisons respectively). This was expected largely because the low possible scores in the IV
(10 possible for Reading IVs, and 15 possible for Grammar IVs). Since the standardized scores
created an analysis of variance of standard deviations from the mean, there was naturally very
little variance possible, and in fact, no statistical significance appeared. What was not expected
in this output was that there appeared to be a clear trend line across both sets of IVs (Reading
and Grammar scores) in a downward direction. This would indicate that over the course of the
treatments, there was a progressive decrease in the amount of variability (progressively lower
standard deviations) among and between (from start to finish) treatments (see Figure 3). This
finding suggests that over time and treatments, scores on SAs trend towards consistency, and that
over time, any change in either direction is less and less likely to be statistically significant.
Post Hoc and Non-ANOVA IV t-Tests

At this point in the review of findings, we have arrived at the statistical justification for
follow-up comparisons of IVs in the reading and grammar subtest areas. Once computed and
reported, a second round of t-tests will be run involving such non-ANOVA IVs as were
described in Chapter 4. These include comparisons of pre- and post- exams in the reading and
grammar subtest areas, timed and summarized scores from subtest increments, and several
variations that include ACT scores. These secondary (non-ANOVA) IV t-tests will be analyzed
with standardized z-scores following analyses using raw scores for the primary reason that
several comparisons are not on the same scale. A secondary advantage is that the resulting
comparisons will have greater statistical power.
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ANOVA Post Hoc t-Tests

As noted above, it was discovered from the primary ANOVA that for the reading subtest,
results warranted follow up t-tests for variables 1-4, 2-3, 2-4, and 4-3. Results for the grammar
subtest suggested that follow up t-tests were needed for IVs 1-2, 1-4, 2-3, 2-5, 3-4, and 4-5. It
was discovered in the ANOVA output that there were significant differences between these IVs,
but to gain a more thorough understanding of the nature of those differences, the comparisons
were made separately.
Reading Subtest IV t-Tests

In three of the four IV post-hoc analyses for the reading subtest, the time variable
(holding students to ACT time restrictions at 8.75 minutes per passage and ten questions)
appears. In all of these more specific comparisons, there was a statistically significant difference
in means, with the TIMED- variable resulting in the lower mean by between t(83) = 3.294, p <
.01 and t(85) = 5.527, p < .01. In the TIMED and NOSTRAT variable comparison, there was
also a slight, but significant correlation in means (r(85) = .428, p < .01) that did not appear in the
other two comparisons, TIMED-Q1ST and TIMED-SENT1Q. In the fourth comparison, Q1STSENT1Q, there was both a slight but statistically significant correlation (r(84) = .441, p < .01)
and a significant difference in means favoring the SENT1Q variable (t(83) = -2.918, p <.01). As
noted in the descriptive statistics from the primary ANOVA, the highest mean of these variables
in the reading subtest was the SENT1Q variable, and the lowest mean was the TIMED variables,
which were found here to be statistically significant. Though the TIMED variable showed a
correlation with the NOSTRAT variable only, it was slight, and like the correlation between the
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Figure 3. Z-score incremental practice means
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Q1ST-SENT1Q variables, they were slight (>.5), suggesting that the correlations were not very
powerful. Detailed results can be found in Table 15 of the appendix.
Grammar Subtest IV t-Tests

In the comparison of Grammar subtest of IVs (strategies), some interesting and
unexpected patterns emerged. First, and contrary to the reading subtest, each comparison found
a statistically significant correlation between mean scores ranging from r(74) = .308, p < .01 to
r(79) = .521, p <.01. This finding indicates that mean scores in the grammar subtest are more
consistent with less variance across strategies than are mean scores in the reading subtest. There
were also some significant differences in mean scores in three of the six comparisons. All three
of these comparisons involved the SENTCON variable by between t(76) = -3.683, p < .01 and
t(71) = 5.102, p < .01. Here in the grammar subtest as in the reading subtest, the TIMED
variable supplied the lowest mean scores. Though there was not a significant difference between
all mean scores in TIMED variable comparisons, there was a highly defensible significance level
when compared to the highest mean score (SENTCON) at a conservative alpha level (p < .01).
Table 13 in the appendix details these comparisons more thoroughly.
It must be noted that the conservatism of the alpha level at this level for all of the IV
(strategy) analyses is necessary for several reasons. First and foremost, this study is one in the
behavioral sciences with human subjects, meaning that there is a great degree of variability that
cannot be accounted for. Human subjects are not controlled chemicals in a lab; they go home,
and are largely unaccounted for outside the hours of a school or research setting. There are any
number of potential confounding variables working against the reliability and validity in human
social research, and therefore, we must be very calculated in our methodology and very generous
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in our conclusions. Furthermore, the human subjects in this particular study’s sample are
adolescents, which adds an even greater potential for confounding or unaccounted for variance to
cloud the power and conclusiveness of the results. It is for this reason that each of the
comparisons in the strategy variables was held to a high standard of significance at p < .01.
Additionally, due to the more marginal correlation levels (between .4 and .6 generally), a more
conservative alpha level is needed to justify conclusiveness from the data.
Non-ANOVA IV t-Tests

The non-ANOVA comparisons actually involve some of the ANOVA data, however, the
comparison is not between one of the increments and another IV, but rather between, for
example, the sum of the increments and another IV (the full, timed, in-class subtest for “extra
credit”). In short, we are seeking to determine whether the demonstration of skills on in-class
SAs is consistent across varying curricular contexts. Several other in-class contexts will be
compared before moving to comparisons between in-class (curricular) IVs and ACT scores, but
we will begin with the example above, the IVs SUMDAILYREAD and READTOTALTIMED.4
This first comparison seeks to discover whether there is a correlation between the sum total of all
increments taken separately and scores derived from one complete sitting and without the
summative, for-grade context of the PRE or POST variables or the PSAE. Though the means
were different in this comparison (15.9518 and 17.1566, n=83), they were significantly
correlated (r(81) = .64, p < .01). Similar results appear in the grammar subtest area, with more
similar means (31.9846 and 30.7692 respectively for the same comparison though n=65 is

4

These treatments are the sum of the weekly increment scores compared to the full, timed subject area test for “extra
credit.”
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smaller) and a statistically significant correlation (r(63) = .60, p < .01). Nevertheless, for both
the reading and grammar subtests, the means in each comparison were not significantly different
(t(82) = 1.899, p <.061, t(64) = -.995, p < .343 respectively). The end result in these instances
then is that though they are correlated, there is not a statistically significant difference between
the means of these IVs.
When these variables are converted to z-scores, the same pattern appears. Statistically
significant correlations exist between the variance of the standardized scores of the sum of the
increments and the timed, in-class exam for “extra credit”; however, the variance is not
statistically different. The pattern holds true for both the reading (r(57) = .399, p < .05, t(58) =
1.020, p <.312) and the grammar (r(54) = .584, p < .01, t(55) = 0.380, p <.706) subtests.5
The second non-ANOVA analysis to be run is the comparison of the means of final
exams for the students in the SA final exam group. As described in Chapter 4, of the four classes
of students in the total sample population, two classes took an SA semester final exam (for-grade
SA in a high-stakes curricular setting), and two classes did not. For the PRE and POST
variables, the sample sizes and thus the degrees of freedom are quite small in comparison.
Because of this, we will proceed using the same conservative alpha level as in the incremental
analyses, p < .01. The much smaller degrees of freedom in this set of analyses may be cause to
abandon the comparison altogether, but it is justifiable in that the students in both final exam
groups were given the full course of SA increments for the primary ANOVA. They also shared
in every other aspect of the study save for in the type of final exam. Finally, by taking data from
a high-stakes yet curricular context, we are able to most closely align the testing experience of

5

See appendix Tables 17-19 for the raw score t-tests and standardized score t-tests respectively
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the PSAE exam, and can thus trace the comparison for meaningful output with a greater degree
of validity than other testing contexts (such as practice settings, formative assessments, and so
on).
What becomes clear immediately when the PRE and POST means for the reading subtest
are compared is that there is neither a significant correlation nor a significant difference in the
means (r(23) = .433, p = .039; t(22 = -1.8, p = .086). There was however an increase in the
means, but without the statistical power of a conservative alpha level, we can not reject the
possibility of test-effect, or some other confounding variable to account for the difference. For
the grammar subtest, something unexpected appears. While there is not a statistically significant
difference in the mean scores, there does appear a strong and significant correlation between
PRE and POST variables for grammar (r(23) = .879, p < .01). This indicates that score increases
are largely consistent among the sample population (see Table 17 in the appendix). The same
pattern for both subtests emerges when scores are standardized, indicating that variance in the
reading subtest scores is significantly greater than the variance in the scores of the grammar
subtest, while reaffirming that there are no significant differences in the overall mean scores on
either subtest (see Table 18 in the appendix).
A third analysis in this family of comparisons (non-ANOVA) variables is the comparison
between the sum of the incremental treatments and the POST assessment (final exam). The
expectation for this comparison is that the POST variable means will be larger simply because of
the test-effect. At the POST point of the study, students have taken a PRE final exam (semester
1 final) if they were in the corresponding group, the ANOVA increments, an “extra credit” full
timed assessment, and the PSAE. It is important to note that here, as above with the PRE and
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POST means, the number of participants is lower than the total sample population, and therefore
there are fewer degrees of freedom and less statistical power. Nevertheless, since these variables
are even more aligned in content and context than comparisons using finals and the PSAE, it is
justifiable that we proceed with the analysis.
Surprisingly, there is yet another difference in the results depending on which subtest is
analyzed. For the reading subtest, though there was no significant correlation between the
means, there was a significant difference in the means and it was contrary of the expectation of
an increase. Mean scores actually decreased from the total of the incremental variables, from
17.04 to 11.67. This change was significant at the conservative alpha level we described above
as necessary to derive validity and statistical power (t(23) = 4.955, p < .01). This same
comparison for the grammar subtest yielded the opposite phenomenon, in that there was not a
significant difference in means, but there was a clear and significant correlation (r(20) = .860, p
<.01). This indicates that for the reading test, scores were not consistent among participants, but
the overall scores were different (higher) in the un-timed, incremental context, and that for the
grammar test, scores were not different between contexts, but that student participants were far
more consistent across contexts. More detailed results of this comparison can be found in Table
19 in the appendix.
Our final comparison in this family of analyses is one that must by nature be made using
standardized scores as the assessments are on different scales. Here, we will examine the full,
timed subtests in class as “extra credit” and the PSAE sub test scores. The expectation here is
that because of the different setting and purpose of the PSAE and the “extra credit” timed test,
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there will not be a significant correlation between the two, and there will likely be a difference in
mean scores. However, the findings were unexpected in that for both subtests, reading and
grammar, scores were significantly correlated at our conservative alpha level and were not
significantly different (r(59) = .399, p < .01; r(56) = .584, p < .01 respectively). These
unexpected results can be found in Table 17 of the appendix.
Ancillary Correlations and Regressions
This final series of analyses with the data set are not intended to be as in-depth as the
primary ANOVA or t-tests, and rather focus on some more generalized profiles of the study’s
participants. Some of the research questions were macro in nature, and so the final correlation
and regression analyses focus on larger variables with greater variance. For these comparisons,
the variables of focus will be the participants’ graduation and attendance rates, and PSAE results
in the two ELA subtest areas (reading and grammar).
Correlations

The first of the correlation analyses was intended to get a snapshot of the intersection of
graduation rates and PSAE performance for the reading subtest. Again, this question was
included in the bank of research questions due in large part to the equating of state level data to
constructs of achievement. Though achievement is more commonly understood in this instance
as a reflection of acquired skill, language and indicators with student data at this level also
include variations of “college readiness,” under which completion of a high school program is
justifiably nested. When the analysis is run, however, there was virtually no positive or negative
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correlation found between these two variables, and in addition, there was no statistical
significance (r(91) = .160, p < .05). These findings were somewhat unexpected in that it is often
taken as a given that at least there would be some intersection between high scores and
graduation. Nevertheless, for this sample, that conclusion did not appear in the statistical output
even with a less conservative p threshold.
The second correlation analysis was between graduation rates and the PSAE grammar
subtest. Keeping in mind that scores and variance were found to be comparatively more
consistent, it is perhaps more reasonable to expect that there would be at least some degree of
correlation in the output. Like the first correlation analysis however, there was no positive or
negative correlation found, and further no statistical significance (r(59) = .092, p <.05), again
even with a less conservative alpha level.
From here, the results of these correlation analyses would almost negate any remaining
justification for further inquiry with these high-variance and generalized variables, but for added
assurance, the final comparison was between graduation rates and attendance. Here, it would be
expected almost intuitively that lower graduation would be correlated with higher absenteeism,
and this phenomenon was validated in the output at a conservative p value (r(91) = -.381, p <
.01). Though seemingly intuitive, there remains a question about why there was a more
pronounced correlation with great statistical significance with these generalized variables, but
not with the variables from the PSAE subtests. The full output of these comparisons can be
found in Tables 21 in the appendix.
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Regressions

These final analyses were intended to investigate whether there was any correlation
between PSAE scores in the ELA subtest areas and student attendance. Since above it was
discovered that there was no correlation between test scores and graduation rates, it is reasonable
to proceed with an investigation of whether time out of school had any bearing on the scores of
the study’s participants. It is expected that since time out of school means that there is less
instruction, practice, or experience with content and skills-development, there should be at least
some negative correlation between attendance rates and PSAE scores. When the data is run
however, there is neither any correlation nor significance between these variables, and when the
data are plotted, there appears to be no organization along any distinguishable line (see figure 4).
This data can be found in Table 22 in the appendix.
Longevity of the Data

One final note about the PSAE data set that needs to be understood and underscored
before moving fully into the interpretation of the results centers on the question of the expiration
of the data set. At the point of completion of this study, the PSAE data set will be over five
years old, and subject to scrutiny as to how valid, representative, or reflective it can be on current
students and/or assessment practices in general. To account for this, we must take into consider
both the type of data (its source instrument) and its purpose (how it is used). What we find in
both cases is that 1) the ACT in the state of Illinois as of the 2014-2015 school had just been
replaced state-wide with the PARCC assessment; and 2) PSAE data up to this point had
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Figure 4. Scatterplot of attendance and subtest scores (Continued on following)
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Figure 4. Continued

remained the primary source data for student achievement (accountability) in the state. A more
far-reaching implication for this study is the fact that the accountability structure in several states
across the country still use ACT SA data as a performance indicator. In addition, though
Chapters 2 and 3 have noted a trend away from SA data as a tool for college admissions in
several states, SA data from the SAT and ACT6 remain thoroughly nested in the way both public

6

This includes of course newer incarnations and versions of the exams, which are not fundamentally different in
construction or content, though they purport to be revised for the modern school and student. REFERENCE
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education and college-bound students are evaluated, especially by parents and the general public.
As a nation, we remain focused on single, numerical, representative comparisons between
educational systems so that the results can be easy to report and propagate. Ultimately then,
though the data set is aging, because it is output from a well-researched, honed, and scrutinized
tool, and because it was and remains the source of data for state level accountability, we can be
assured that there remains power and purpose in it as a source for contemporary research. On a
further note, at the completion of this research, the PARCC is still under review as the measure
for the Common Core Curriculum, which itself has a dynamic career as a tool for curriculum and
evaluation of state educational systems. Regardless of whether and how the PARCC replaces
ACT/SA based accountability structures for a state’s educational system, the data in this study
has the potential to inform how new assessments can and should be used. In fact, though the
PARCC has been given the awesome responsibility of producing valid and reliable data for an
entire curricular movement and to evaluate skills, aptitude, performance and all the other
identifiers needed by states, it does not have near the level of research supporting it that the ACT
does as a valid and reliable tool. Its alternative structure (as a performance task indicator
particularly), based on the samples available to date (PARCC 2015), creates challenging
obstacles to the levels of reliability and validity when compared to the refinement of the ACT.
Regardless of the implementation of the common core and of the PARCC assessment, the ACT
endures, primarily because of its statistical power as an assessment tool. What we are here to
investigate and hopefully discover is exactly what that power can account for, and for this, the
research here has vast and significant implications both for the present and for the near future.

124
Understanding the Findings From the Primary ANOVA

The primary ANOVA provided the unique opportunity to test strategies on equal pieces
of the ACT (four for the reading test, and five for the grammar test). The first of these strategies
in both the reading and grammar subtest areas was simply that students were given no direction,
as would be the case on any assessment. The next two and three strategy sets for the reading and
grammar tests respectively were strategies that were specific to content. For the reading test, the
second strategy was to read the questions before reading the passage. The third directed students
to read the first sentence of each paragraph of the passage, then to read the questions. For the
grammar test, the second strategy directed students to try to hear the passage in their minds as
they read. The third strategy directed students to focus on subject-verb agreement in each
sentence. The fourth directed students to focus on the context of the sentence or sentence portion
in the question. The final strategy in both subtests was only to hold students to ACT time, in that
students were directed to use whichever strategy they felt was their strongest, but they were only
given the appropriate increment of time as an equal portion of the total test. For the reading test,
this time increment was 35 minutes for 40 questions total, or 8.75 minutes (8 minutes, 45
seconds) for a passage and 10 questions per increment. For the grammar test the time increment
was 45 minutes for 75 questions total, or 9 minutes for one passage and 15 questions per
increment.
When the analysis was run, the first thing that became apparent was that there was no
obvious test-effect7 over the course of the tests in either subtest area. Rather, the trend line was

7

A test-effect is the gradual increase in scores across multiple similar treatments simply as a result of familiarity or
comfort with the repeated measurement. This gradual increase would not be attributable to any particular variable.
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jagged and tended to move downwards. The overall downward trend was due in large part to the
final timed increment, which brought the lowest average scores in both subtests. If we were to
look at the graphs of the means in Chapter 5 and exclude the timed variable, the slope of the line
would tend more in a slightly positive or flat direction, suggesting consistency of means, or
perhaps the expected test-effect. This finding indicates that regardless of success with strategy
or skill, students did poorly when they had to demonstrate skill in a compressed amount of time.
This was shown in the output to be statistically significant for both subtests, and this at a
conservative level. We also found from the second set of graphs that when scores were
standardized into z-scores, they tended to become more consistent (fewer standard deviations
from the mean). This suggests a different kind of test effect in that scores tended to fluctuate less
the more students were tested. When we take a step back from these findings, we see that
student performance on SAs does change significantly depending on the immediate testing
context8 and that student scores trend towards consistency of scores over time.
This second phenomenon suggests that when students re-take the same SA over time, the
likelihood of them getting vastly different scores tends to decrease. This particular finding is
both unsurprising and expected, though it does suggest that any test-effect in multiple treatments
with ACT material is slight and that student scores on the exam trend towards reliability. At the
same time, there is also a trend upwards over multiple treatments, suggesting that as students
become more familiar with the testing instrument, they trend towards positive gains.
The former phenomenon on the other hand (that performance changes significantly
depending on the immediate testing context) suggest that depending on the strategy used, or here
8

Immediate testing context here does not refer to the function of the SA in terms of curriculum (for grade, extra
credit, as a summative, ect.), but rather refers to the strategic approach and environmental factors (time particularly)
in which students are expected to demonstrate skill attainment, proficiency, mastery, and so on.
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if a student is expected to demonstrate skill in a limited amount of time, student scores can be
significantly impacted. The findings from the time increment demonstrate that student scores are
significantly lower as the time in which they are expected to demonstrate skills decreases. This
finding is also unsurprising and expected, however it also shows that a student does not
necessarily lack skill when low scores are earned. What it does suggest is that a student may
indeed have attained and can demonstrate proficiency with educational standards, if granted
enough time. What is important here is that the idea the ACT can measure skills (attainment,
proficiency, etc.) is false. The findings indicate that the ACT can rather measure the efficiency
(speed) with which a student can demonstrate attainment, proficiency, etc. This important
distinction suggests that when educators conclude that students are not learning, attaining, or
mastering skills, and that changes and interventions are warranted, there is a distinct possibility
that their conclusions are incorrect and their ensuing changes interventions, which are often
costly and cumbersome to school personnel and taxpayers, are misguided and/or
misappropriated.
The primary ANOVA has also demonstrated that there are statistically significant
different mean scores depending on the attack strategy used. The output profiled in Chapter 5
showed us that for the reading test, non-content9 strategies were shown to have a significant
effect on scores. For the grammar test, the strategies were also less focused (generally) on
particular grammatical skills and more on the cognitive approach. There was one exception to
this, however, which was the strategy that directed students to concentrate on subject-verb
9

Non-content here refers to nature of the attack strategy as not based on any particular reading skill, such as a focus
on a paragraph’s main idea, the arrangement of supporting details, the identification of the style of the passage as
narrative, expository, and so on. Rather the attack strategy is based on the cognitive process by which students read
and approach the passage and questions (i.e. reading the questions first and “mapping” the passage by reading the
first sentence of each paragraph, which are efficiency rather than comprehension strategies).
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agreement. Nevertheless, as the output shows, this “content-based” strategy brought about the
second lowest mean score of all the increments for the grammar subtest (the lowest again was the
time increment). When we take a step back from these findings, it becomes clear that the way
that students engage the ACT has a significant impact on their scores. Though the data here do
not warrant conclusiveness in this extension, it would be reasonable to suggest and appropriate to
follow with further research the hypothesis that when students use any of the strategies applied
here, we would find the same phenomena we identified above, which is to say that over time,
variance would decrease and we would see scores trending upwards. The point however is that
those means and trends would be significantly higher or lower if students used a more effective
cognitive attack strategy.
This finding is yet further evidence that the ACT does not necessarily measure “skill” for
this sample, but rather that it is measuring efficiency (speed) of the demonstration of skill. In
addition, the compressed amount of time allotted for each subtest has a statistically significant
negative impact on results and the subsequent determination of skill attainment. The problem
with this association is overtly problematic. Practical career and college skills are either attained
or they are not; they certainly do not depend on whether a student has enough time to
demonstrate them in an abstract setting like on a four-hour exam. Further, when we take into
consideration that students are barred from accessing any of the resources and tools otherwise
available to them in an academic or career/work setting (such as computers, the internet, personal
networks, and so on) a different profile of SAs emerges. What we are asking students to do is
not demonstrate the attainment of skills (or more nebulously, “standards”10), but to demonstrate

10

See Chapters 2 and 3
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efficiency with skills or standards, in an artificially compressed amount of time, without any of
the resources normally and realistically available to them in a practical career or academic
setting. Ironically, we then say that students are ready for college and/or college settings based
on favorable results.
All of this is not to say that the ACT is not an appropriate measurement tool for an
express purpose, but given the findings here, it becomes more and more dubious an assumption
that we can justifiably equate SA results with a majority of the semantic indicators that form the
basis of the state’s accountability structure. The idea that SA scores can indicate mastery of
skill, proficiency with skills, college-readiness, career-readiness, academic achievement,
cognitive ability, intelligence, and so on, simply is not valid. Now again, this particular study
gives us these results, and by no means does it justify extension to the entire population of
students in the state of Illinois, however, it does demonstrate that the accountability program
does not function as intended here, which again is its primary purpose. There is definitely cause
to continue research in a broader context, particularly when the full force of the PARCC is levied
on students and educators. After all, how can stakeholders expect the level of reliability from the
ACT to be transferred to the PARCC simply because they share essential content standards?
Though the ACT helped define and articulate the CCSS that the PARCC is to measure, only the
ACT has thus far endured the scrutiny of rigorous research. The same challenge of correctly
interpreting the meaning of scores for stakeholders will remain, but new questions as to the
accuracy and practical reliability of the PARCC will be brought into the fold.
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Understanding the Findings Beyond the ANOVA

Several of the findings of the broader, more general comparisons between the various
academic contexts11 were informative. In order to further justify the conclusion reached in the
previous section about the appropriateness of the ACT or any SA for that matter as the primary
academic measure for an educational program, we need to examine the findings of the less
intimate contexts for SAs. It is very likely, and in my professional experience I have frequently
been told, that the PSAE/ACT cannot be correlated with anything that happens in the classroom.
To be fair to this position, the idea is that it is unwise and inappropriate in a research context to
look for any causality correlation between a practice, an exam, an environmental dynamic, or
whatever else, and PSAE results. This is of course a reasonable and accurate position to take,
however, it does not mean that SA scores can not be correlated at all (that is, if the research finds
it such). It is not unreasonable to assume that there is at least a degree of variance on state level
SAs that can be accounted for or predicted by the same SAs in the school (curricular) context in
a classroom. I have always found this to be a puzzling position to take in the face of ACT scorebased school improvement, change, or intervention initiatives, and so it is not only a curiosity of
mine to discover if there is truth in this assumption, but if it is even appropriate in the SBR
paradigm demanded by NCLB.
The first of the comparisons of more holistic SA data was in the comparison of the sum
total of increments (recall that all but one of the increments was held to a compressed testing
time limit) for each subtest and a total timed subtest given after the incremental treatments as
11

The academic context as stated here is intended to draw the distinction from the immediate testing context, in that
the academic context refers to the purpose of the exam for the student, teacher, and/or school. The curricular
contexts here refer to summative final semester exams, in class extra credit, and the PSAE. These different purposes
were shown in the output profiled in Chapter 5 to have some impact on student performance.
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extra credit. The finding was that there was not a statistically significant difference between the
means, but there was a correlation. This indicates that the same students scored similarly in
these two academic contexts, and this in both subtests. Though these two contexts were on the
same scale, for statistical power, scores were standardized and the analysis was run again. The
result was the same: Similar and correlated variance. When SAs as summative semester final
exams were compared,12 there was a similar finding in that scores were not found to be
significantly different. There was also found to be some correlation between means for the
grammar test, which was unexpected. Just why the correlation appeared here and not for the
reading subtest is unclear and hard to determine with any certainty, but likely it would be due to
the cognitive difference in the skill sets. While the grammar test is based upon a certain set of
skills or grammatical rules, the reading test examines comprehension of various types of
passages on various topics. The likelihood for variance is already greater because of this, but the
exact cause or manifestation of that variance is beyond the bounds of this study.
A third comparison of the means of the sum total of increments and the second semester
summative final exam found some expected and unexpected patterns. First, while for the reading
test there was a significant difference (in a downward direction), there was a correlation between
the means. For the grammar test, there was a correlation but not a significant difference, the
opposite. Again why the results came out this way is unclear and hard to speculate on
justifiably, but there are several likely possibilities, such as the arrangement of content on the
semester final, the above suggestion about the cognitive difference in the nature of the tests, or

12

Recall that for this comparison, there was a much smaller n size due to the total sample population being divided
into two summative final exam groups. Approximately half of the total sample were given the SA final.
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some other unaccounted for variable. Here again, without further research we can not advance
any of these hypotheses with any real statistical certainty.
The final comparison paired the full timed subtests and the PSAE results. This
comparison was made (as opposed to using summative semester finals) to give the comparison
greater degrees of freedom (a greater n size). Scores for this comparison were also standardized
to account for the fact that they are on different scales. The findings were contrary to the
conventional wisdom referred to above, which is to say that the scores (in standard deviations
from the mean or z-scores) instead were significantly correlated and that means were not
statistically different. When we step back from these findings, we see that there is a definite
similarity between scores in the curricular context and scores on a state level SA like the ACT.
This finding was not terribly surprising in that it again is intuitive that students will score
similarly (with some but not much variability) on a skills-based SA regardless of the context.
What remains underexplored is what other factors contribute to the variability between these two
contexts. If a majority of this variability could be accounted for, school personnel would have
much greater control over how students perform on state-level metrics, which would allow for
them to be held to greater account. These findings show however that there is too much
variability between the two (SA scores and academic programs) and that there is no statistical
justification to measure the one with the other, much less provide tangible information on what is
deficient. Like so many other intuitive comparisons with data from human subjects, there may
be a correlation between behavioral variables, but a correlation certainly does not indicate
causality.
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Conclusion

When we return to the research questions for direct answers from the data, we can report
several simple, and several qualified answers. First, question 1: Is student performance on
practice tests and full-length standardized assessments that are part of student summative grades
correlated in any way with student performance on SAs that are not part of student summative
grades? The answer is yes, the scores are correlated. Second, question 2: Is there external
predictability, validity, and/or reliability in student performance on SAs? The answer is a
qualified no. In some instances, there are correlated effects on SAs depending on how students
are prepared, and in some cases not. The answers for sub-questions under research question 2
are similar in that that they depend greatly on just what question is being asked. What is evident
without a shadow of a doubt is that scores are largely inconsistent and highly dependent upon
when and how they are compared. These nuances will be further explored and interpreted in
Chapter 6.

CHAPTER 6

CONCLUSIONS

In Chapter 5, a series of statistical tests were run to try to shed light on both general and
specific phenomena with respect to SAs in and out of the classroom context. The primary
ANOVA, because it provided both answers and new questions, opened the door to an array of
post hoc tests. These tests, while they provided the answers we are seeking in this study,
themselves prompted new questions for further research. In the process of analyzing the PSAE
data set, it was discovered that several assumptions that have permeated the state’s accountability
program, school change processes, and the overall understanding and function of standardized
assessment in the ELA curriculum are routinely and grossly violated. What this means for
schools and schooling is that though SAs are able to provide schools and stakeholders with
objective, quantified information, stakeholders have vastly misunderstood what that information
says, means, or can predict about schooling. Because of this uncertainty, it is unclear whether
SA scores are measuring skills alone. If such factors as a student’s test attack strategy, which is
separate from any discipline-specific content or skill, can affect outcomes even slightly, then SA
scores are not a valid basis for school evaluation. They (the SAs) have incorporated
supplemental variability that could weigh on the classification categories, changing the
summative, evaluative, and overall performance findings. Therefore, the accountability structure
that is based on SA output is inadequate, invalid, and unreliable. Further, the findings suggest
that in prior years, when this flawed accountability structure was the single evaluative tool for
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schools and schooling, the conclusions about achievement quite likely have been inaccurate.
Public school organizations have been operating under false or dubious justifications for
programmatic change, evaluation and accountability interventions, and in the way performance
is reported to the tax-paying public at great cost to the very same taxpayers. There is
uncontrolled variability, not related to academic skills, in SA data at the state level, and this data
simply does not have the statistical power to support the conclusions schools and the state are
using to inform major (and local for that matter) policy decisions.
Of course, it must be pointed out before extending the findings from the analyses
conducted here beyond this research setting that this is just one study and cannot serve as the
single case proving a lack of validity and reliability in the sum total of annual state data. To do
this would be to make the statistical mistake of using too small a sample size to justify back to
the total population of Illinois students. What has been made clear however, is that the
accountability program the state uses did not do its job of evaluating students and the local
system in this individual research setting, and such is the program’s primary purpose. This may
perhaps mean that the mis-measurement (or more accurately, the misinterpretation of the data)
that occurred here was an isolated case. More likely though, the misinterpretation of the data
bespeaks a broader problem in the way state level SA data is used in broader contexts. Further
research should identify which of these is actually the case.
If we look back at Chapters 2 and 3, what we discover is that there are two primary and
competing paradigms for research on SAs, one that operates under the assumption of validity
(often these are within or have a stake in the testing institution), and one that does not (these are
often outcome- and meta-research on persons and programs using SAs). These two interests can
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be characterized as the “for” and “against” the use of SAs as a driving force in state-level
accountability structures. What became clear as a result of this study is that both interests
operate under different assumptions, but both are by and large justified and correct in their
findings. The reason that this seemingly binary and contradictory pair of research perspectives
can do this is that they are simply testing and interpreting different things; the one focuses on
evaluating an SA as a functioning and accurate psychometric tool, and the other examines how
(sometimes if) we interpret the findings correctly.
What this study does is take as a given that the body of research about the ACT as a tool
has been thoroughly validated and can produce reliable results across testing contexts. What
remains under-researched, and what this study then focuses on, is whether the output can
statistically justify the conclusions that are made from the scores. This dynamic is best
illustrated in a metaphor involving “tools.” This study begins then by saying that we have a
“hammer.” It’s a great hammer and backed by advanced technical research and expertise in the
construction of hammers, and the experts have certified that it is an excellent hammer in all
respects. Let us see what happens when we use it to pound nails, screw screws, bend pipes, fold
metal, and so on. What we have discovered is that the tool is excellent for some purposes, and
an utter failure for others. Further, we have discovered that “getting the job done” (assessing our
students for a particular purpose, i.e. college readiness, skill attainment, or whatever other
different purpose) is far more a measure of whether we have an appropriate tool than it is a
simple measure of performance. We have discovered that if our aim is to fold metal (to continue
the metaphor), there is far more to consider of the mess we make when we use good metal and a
good hammer. It is neither the hammer or the metal’s fault that the result is a lumpy mess.
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Perhaps for the job of folding metal, we need a different tool. The ACT here has been shown to
be a great tool for certain express purposes, but does it tell us that students have or have not
attained a particular skill, are ready for college, are educated, that our curricular program is
strong or weak, our teachers are good or bad, our administrators are effective or not effective,
our local policies are a good use of tax dollars? No. There is simply not enough statistical
power to answer these questions, though that is exactly what has been happening for years at
immense cost to the state and taxpayers and of course in the human lives working and learning in
the system.
The Research Questions in Review

According to NCLB, and as noted in Chapter 1, school evaluation must proceed in the
SBR (Science-Based Research) paradigm. This research intended to do this very thing by using
the same tool used by the state in its single-treatment data collection period known as spring
testing. The exam was broken into pieces and given to students in increments so that I, the
researcher, could construct a repeated measures research design. Each increment or independent
variable was given to students with different instructions on how to approach it, and each
increment was given “for-grade,” so that students would know that the scores count. Full
practice tests were also given as “extra credit,” as final exams (for two of the four class groups in
the sample), and of course in the spring, the PSAE was conducted by the state. All of these
scores were compared in several statistical tests, the most complex and comparative being the
repeated-measures ANOVA from the weekly test increments. The tests in all instances were in
the ELA (English Language Arts) areas of the ACT, specifically the ACT reading and grammar
subtests.
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There is an irony in the methodology of this study in this respect. It would seem
counterintuitive that the same positivist paradigm that SA accountability structures are limited by
should be used to evaluate them for effectiveness and accuracy. On the other hand however, it
should also be intuitive that if such effectiveness and accuracy were inherent in the
accountability structure in the first place, it would appear so, positively, in actual student data
samples such as that in this study. At the outset of this dissertation, a series of research questions
were posed in an effort to draw statistical output and findings from the PSAE data set in an effort
to answer larger questions and test assumptions about SAs as the basis of school accountability
programs. Before proceeding further into discussion of what the findings here mean and imply
in the broader context, it is prudent to revisit the questions and supply the answers that were
found. Again, the research questions were: 1) Is student performance on practice tests and fulllength standardized assessments that are part of student summative grades correlated in any way
with student performance on SAs that are not part of student summative grades?; and 2) Is there
external predictability, validity, and/or reliability in student performance on SAs? This second
question was followed by a series of more targeted questions, the answers to which might give
enough statistical evidence to validate an answer. These were: Are SA scores predictive?; Is
there a correlation between SA performance and non-academic indicators like attendance?; and
Is there consistency in SA scores across various academic contexts?
The best way to organize the answers from the data is to begin with the more targeted
questions and work in backwards order towards the more general. To this end, we begin with the
question of SA performance and attendance. The answer here is no, which is unexpected from
the intuitive sense that if a student is missing classes and missing instruction, they are also
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missing opportunities for skill attainment that is so central in terms of curricular content. At
least in the ELA areas of the ACT, this has been shown not to be the case. If the findings
showed a more direct connection between the student classroom experience and higher scores, it
would be reasonable to hypothesize that the assessment is a fair reflection of curriculum. The
alternative finding, that there is no significant connection between the two, suggests that the
assessment is not a fair or accurate reflection of curriculum and that it is in fact better suited as
an identifier of something else.1 This crucial distinction, that there is a lack of evidence of a
direct (significant) connection between curriculum and assessment, flies in the face of just about
every assumption professionals and the public make about schooling. Chapter 2 deconstructed
the way that “school improvement” and “score increases” are used by education professionals
often synonymously, and how the public is generally none the wiser. If the work that
professionals do under the auspices of making gains in scores does not show itself from data like
these to have any tangible effect to those ends, then it is quite possible that we are all perhaps
even knowingly operating under a fundamentally false assumption and have no legitimate basis
to equate SAs with achievement or likely any of the other identifiers Chapter 2 explored.
Perhaps this may explain, even if only slightly, why the great quantities of time, resources, and
effort that has gone into school improvement and change over the last several decades has been
met with disappointing results. It certainly does not mean that we simply have the wrong test,
but perhaps that we are wholly evaluating schooling inappropriately when we use SAs as the
summative tool for accountability purposes.

1

Perhaps the “something else” is something that has been identified here in the deconstruction of what scores mean
or signify, but it is entirely possible that “something else” has proven to be elusive here just the same. It will take
much more research in the quantitative, SBR paradigm to find anything that justifies the conclusions and
assumptions Americans collectively operate under when it comes to schooling and school accountability.
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Next, to the question of SA performance and graduation, the answer is no; there is no
correlation between SA performance and the likelihood that a student will graduate. This finding
was surprising in that it would be intuitively expected that a low ACT score would indicate that a
student is unready for college, and if there is no correlation between scores and completion of an
academic program, then the assumption that the ACT can function in this capacity is
questionable if not outright dubious. Next, to the third question about which attack strategy is
correlated with higher and lower SA scores, the answer is, for the reading test, “mapping” the
passage by reading the first sentence of each paragraph then moving directly to the passage. For
the grammar passage, concentrating on sentence context gave the highest incremental score. For
both subtests, the lowest scores came from the timed increment. The low score on the timed
increment was expected, and the high score findings were somewhat surprising, but we must
keep in mind that these strategies are few and comparative against one another. The actual
differences in means were more or less marginal and warrant further scrutiny on a larger scale to
be institutionally meaningful. It would also be wise to explore other strategies using a similar
comparative model and similar students from similar contexts.
Next, to the question about SA performance compared to summative exams, the answer
is yes; ACT scores in summative contexts tend to be correlated, whether they are in-class
formative, in-class summative, or out-of-class summative (like the PSAE). As we saw in
Chapter 5, scores on SAs tend to be similar across contexts, and though scores generally trend
upwards over time, they also fluctuate less. This finding would suggest that SA scores tend to
stay constant among treatments and contexts, but that they also are subject to increases over time
simply by virtue of repeated assessment (the test-effect described in earlier chapters). Perhaps
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this would account for the aggravatingly slow pace of gains that schools see in the
implementation of new programs and initiatives. Perhaps however this says something else
entirely. Here again, if scores are progressively less likely to reflect changes in curriculum, yet
they grow more consistent over time, then they are very likely reflecting something about
students fairly accurately. Students and curriculum, however, are two entirely different entities,
and even if we use SAs in the style of a repeated-measures ANOVA to measure curriculum as a
treatment, the confounding test effect would compromise the validity of the findings. In short, it
is in several respects that the use of SAs to summarily evaluate schooling, and particularly
educational personnel, is faulty and inappropriate. There simply is no statistical basis to make a
connection between the two nor anywhere near enough data on students or curricula to justify the
conclusion.
Finally, to the question about whether scores are reliable across multiple treatments, the
answer is that they are generally consistent, but they vary greatly depending on how a student
takes the test. This qualifier refers to the way that scores can be higher or lower depending on
how a student negotiates the testing tool rather than how adept they are in the core content skill
area. In other words, it appears from the data student performance can depend significantly on
their strategic approach to testing. We cannot determine whether this factor is associated more
or less than their proficiency with any given skill (likely not), but there is at least a significant
degree of variance (perhaps enough to move students over the proverbial bubble) simply in how
they work cognitively on the test. Students on this “bubble,” or “bubble kids” more specifically
refers to students who score close to a performance threshold like “meets” or “proficient,” but
remain in the next lower category. In the effort to boost scores, these students are seen as “low-
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hanging fruit” that need only slight intervention to move to the next threshold, and thus change
the performance ration to one more favorable and show “gains” or “growth.” When extended,
this small gain could have sizeable impacts on schools and districts struggling to meet AYP and
avoid warning or failing status. If such a trivial factor (and as we have shown, one not stemming
from skills attainment) could do so much, it is hard to make the case that programmatic
evaluation by an SA lacking clear validity has any justification in the state’s accountability
program.
To the second of the two primary questions, which deals with the question of external
reliability of SAs, we must take a step back and construct the answer from the answers to the
sub-questions. If we have found that scores are generally consistent across academic contexts,
then we would be inclined to answer yes to this question and move on. However, some of the
other sub-questions bring doubt to the simplicity of this response. If, for example, the strategy or
cognitive approach a student brings to an SA can have a statistically significant impact on scores,
then the answer to the question is no – the scores are at least marginally dependent on something
other than what the test is stated to measure (skills, standards, college readiness, achievement,
etc.). What then is the answer? What we can say for certain is that there is a measurable
reliability across scores, but we can not say for certain that “skills” or “standards” are the only
thing being measured. We can not say that the results indicate the justification for the several
purposes of the accountability program. Here again, we come back to the hammer metaphor.
The hammer (ACT) seems to function as intended in that it reliably gives us consistent results
over time,2 but it does not function reliably as a metric of all we are trying to answer. It does not

2

Accounting of course for the normal test-effect
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tell us about the educational program (if it does not measure skills solely and reliably, then it can
not expressly or validly identify deficiencies in an academic program3 and thus assess need), it
does not tell us whether a student will even go on to finish a secondary education program much
less be ready or able for a college curriculum (at the time of data collection, all students, college
bound or not, were required to take the PSAE in order to graduate). In sum, SA data, particularly
the ACT, does not statistically control for enough variability to conclude whether a student has
actually attained and can demonstrate a given skill. The answer to the second primary question
then is a resounding “somewhat,” depending on what we are trying to measure. The various
purposes touched on here are certainly not synonymous.
Finally to the first primary question about whether scores on SAs are consistent generally
in and out of their respective content area curriculum, the answer, given the second primary
question and its follow ups and of course the comparisons between the host of formative and
summative practice tests from the PSAE data set including the actual PSAE scores, is another
resounding “it depends.” If we are simply looking for consistency in and out of curricula and
across academic contexts, then the answer is yes. The data have shown correlational effects
across multiple contexts, but only generally. When we look more specifically at the testing
process and hold for variations in cognitive approaches to the test, we find that the answer is no.
The data have shown statistically significant effects depending on how students engage the
testing instrument. It is reasonable to conclude that should a student bring the same cognitive
strategy to a variety of testing contexts both in and out of the programmatic curriculum, we
would also see consistency, but the overall range of scores would be higher depending on which
3

Recall that it more accurately measures the demonstration of skills in a particular and arbitrary compressed amount
of time
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cognitive strategy the student employed. It must be emphasized again the distinction between a
cognitive approach and skill proficiency. Students were not using skill-based strategies in the
incremental tests with the one exception of the third grammar strategy about subject-verb
agreement, but again, this brought about the second lowest mean score of all the grammar
increments. Students were instead using approaches to answering the questions that were more
organizational and cognitive in nature – the types of strategies that do not depend on knowledge,
skill, proficiency, mastery, (etc.) in the corresponding discipline. What we arrive at when
stepping back to look comprehensively at these two primary questions is that SA scores have
great potential to give educators feedback on some aspects of student – dare we say “aptitude”? –
in a given discipline. However, these same SA scores are subject to a great degree of variability
from several other factors, only a small handful of which are accounted for here. In short, we
can ask and answer: Are scores informative? Yes. Of what? Several overlapping indicators
and factors, but none in isolation. Of all we are looking for in the state’s accountability
program? Certainly not.
What has been shown in the series of analyses run in this study is that “strategy
variance,” which refers to the non-cognitive, non-skill based approach to the testing instrument,
can account for a small, but statistically significant amount of the variance in SA scores. If
strategy variance can account somewhat for scores, by virtue of the accountability structure in
the state of Illinois, it is accounting somewhat for the classification of success or failure by the
student, school, curricular program, intervention, district, and so on. Essentially then, a nonskills-based factor has the power to affect the classification of state level data for accountability
purposes. When we look back to a practical example of this phenomenon, what becomes clear is
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that strategy variance has the potential to affect how many of the proverbial “bubble kids” make
it into the next achievement category. If enough of them do make the leap to the next
achievement category, the percentage of students “meeting” standards has the potential to change
AYP and thus a school’s performance rating. This revelation flies in the face of the purpose and
intent of the state’s school accountability program, and begs the question: If SAs, here
particularly the ACT or even more particularly the upcoming PARCC, with its paper and digital
versions, do not solely measure skills attainment and proficiency, and instead measure skills plus
a strategy factor at the very least, what other factors is it concurrently measuring? Knowing this,
how can we possibly expect meaningful answers to our more pressing accountability questions?
The Dangers of Inaccurate SA Accountability Data

There are several meaningful conclusions that can be pulled from this research; several
with respect to how SA scores correlate with each other and with curricular assessments, and
several with respect to how SAs can function in a broader school accountability structure.
Though the former set may be more beneficial for school personnel as they prepare for state level
exams, the latter set is crucial for policymakers and upper level administrators at regional state
levels. We have isolated here that SA data, whether we are referring specifically in this instance
to the ACT, PSAE, PARCC, or to another yet to be articulated assessment intended to do the
work the PSAE intended to do, does not have low enough levels of variability to be able to
identify the array of student performance indicators (predictive or otherwise) we are looking for,
much less be able to detect programmatic deficiencies. If we do not have enough statistical
validity to be able to effectively and comprehensively evaluate student performance, we certainly
do not have the validity to extend our conclusiveness to the evaluation of personnel, systems, or
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further still, policies, interventions, and/or change initiatives. SA data simply does not have the
power to identify success, failure, or need in these arenas. At least in this specific context, SA
data has been shown to be able to evaluate a particular kind of skill demonstration with respect to
efficiency, or perhaps time management. To make the assumption that the output of this type of
assessment can in any way be equated with the success or failure of a district’s content
curriculum, instructor effectiveness, or even that efficiency in the demonstration of skills in the
context described above4 can predict success or even readiness for post-secondary curricula is
fundamentally invalid. Chapter two has identified several instances where dubious comparisons
like this have been made. Recall the instance when students in a post-secondary engineering
program had scores that were all higher than the average scores of other high school students. In
this design, the sample came from students already in a post-secondary program. Reason
condemns the conclusion that the sample group’s scores predicted their success because the
sample was taken from successful students. Furthermore, it completely ignored scores from the
larger population of the sample population’s peers in the secondary program. Joel Best
lampoons this type of “mutant statistic” as almost comically misleading (Best 2001). Such a
conclusion certainly does not have any validity in the SBR paradigm, nor any place in a school
accountability program.
The fact that the current incarnation of the state’s accountability structure proceeds
despite the lack of statistical validity is because it (the state board and the highest levels of
administration) can not resist the lure of statistical data and the undeniable certainty it offers.
The desire to know with certainty, 1) what we are getting for our tax dollars; 2) whether kids are
4

In a compressed amount of time with none of the normally available resources students have in secondary and
post-secondary settings
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learning; 3) if our teachers are “good” or not; 4) if our leaders are taking responsibility; 5) if our
kids will be able to survive in college; and so on, is the life force of ill-advised accountability
systems, which while they claim to answer these impossible questions with real data, create the
problem of needing to “fix” imaginary deficiencies when results are not to our collective liking.
In this way, the accountability system currently in place has created a false crisis of under“achievement,” “failing schools,” and any other synonymous misnomer, even when the scores
(at least in the case of the ACT) do not even presume to provide such substantiation. In other
words, if a test does not measure “intelligence,” “academic achievement,” “content knowledge,”
“curriculum,” “teacher effectiveness,” or any other domain of the like with validity, then the
public or policy-makers have no business claiming that it does, particularly when results are poor
and are used as the justification for intervention. Even the exams themselves have stepped back
from the claim that they can measure these types of nebulous constructs. Recall that terms like
“aptitude” and “achievement” were dropped from the SAT acronym; it is clear that this change
was deliberate and intentional, resulting from the awareness that such terms could not be so
objectively measured. Nevertheless, for many influential stakeholders these characterizations
continue, and the public continues to demand action, which in turn ultimately spurs the state
board on to changes, revisions, interventions, takeovers, or closures as the case may be. The
concept and purpose of accountability, when applied in this fundamentally incorrect way
becomes rather a function of culpability. It appears from the data that the ISBE in its effort to
hold schools “accountable” has instead found many in the state “culpable” for deficiencies that
may not actually exist. It is not unlikely that some of the most drastic, negative, punitive, and/or
ill-advised school interventions, such as firings, closings, takeovers, mandatory program
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changes, or reforms, were implemented in the wrong school systems. The tax-paying public has
yet to be granted accountability for these very plausible and regrettable scenarios.
Despite the limitations of SA data we have identified here, it must also be noted that there
have been identified several useful conclusions about SAs in this data set, the most important
being the reliability of the ACT in various curricular contexts. Though this finding did not
extend as powerfully in the reading subtest as it did in the grammar, there is justification to
assume that for the other areas of the ACT (the math and science subtests), there is at least the
same level of reliability over multiple (albeit comprehensive)5 treatments. The net finding on
this point then is that the ACT is an excellent, validated, juried (chapter 3 notes some advanced
psychometric research in support of its construction) tool that is useful as a part of an
accountability program. However it is vastly inadequate, as would be any SA, if it were thought
to provide the level of data and conclusiveness to evaluate all the aspects of schooling it is
currently being used to evaluate. In other words, no SA given to students can provide the full
spectrum of accountability required to thoroughly evaluate public schooling comprehensively. If
we are to evaluate the construction of a house (schooling), we need to look beyond the quality of
the hammer. It is clear that for the modern accountability program for schools, districts, their
personnel, and their students across the state of Illinois, a more comprehensive data collection
profile is needed that at best incorporates SA data, but does not even partially rely upon it as the
primary indicator of success or failure.

5

Likely there will be similar levels of variance when applying individual or isolated strategies to these sections as
well, but when the exam is given entirely, it was discovered here that for the less cognitively sensitive sub-test,
results across contexts were not significantly different. This would need to be tested, but there is a reasonable
expectation that the results would validate this assumption.
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Questions for Further Research

Every dissertation ends with suggestions for further research based on its findings, and
this study is no exception. Since we have discovered that the ACT is not suited for broad
program evaluation in schools, the reasonable place to start with further research would be in two
main areas. These areas, which have been hinted at already would be 1) the continuation of the
strengths and limitations of the ACT and especially now the PARCC assessment as a
measurement tool; and 2) research on the kinds of factors that would enhance more
comprehensive statewide school accountability programs. This first area would include the
continuation of the comparison of factors that contribute to student performance, something akin
to the expansion of the primary ANOVA in this study. It would also include different types of
study that focuses on such qualifiers as motivation, psychometrics, or other such cognitive or
behavioral constructs. It may also include environmental indicators, such as whether supplying
students with graphing calculators has an impact on the ACT math subtest (some schools can not
or do not). For the PARCC, research could simply focus on the question of reliability of scores
on the digital, compared to the paper version of the assessment. What the findings mean for
AYP is certainly a consideration with far-reaching implications for school evaluation programs.
The second area would include research on what types of correlations are meaningful between
students, schools, districts, and student success rates (not just on SA profiles, but on graduation,
post-secondary attendance, post-secondary completion, career profiles, and other longitudinal
indicators. Though some of these questions would require the casting of a rather wide net to
answer, there are smaller, more targeted questions that could also be substantive, such as survey
data from graduates one, four and five years after graduation as to their success with post-
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secondary study and/or completion, and career attainment. These direct measures have the
potential inform school leaders far more accurately than a predictive, scaled score on a criterionreferenced SA given over a full academic year before the completion of the secondary program it
is intended to evaluate.
The key to producing meaningful findings however is that any research would need to
follow in a tightly controlled and quantitative SBR paradigm. This is not simply researcher
preference, as of course there are a wide range of groundbreaking qualitative research that is
shedding light on modern schooling. Nevertheless, if policymakers are to justify action on
policy revision or school reform, the SBR requirement of NCLB could prohibit the findings of
important qualitative research from being implemented in any tangible ways. To avoid this,
perhaps an investigation of qualitative findings, run through statistical analyses in the SBR
paradigm would not only align findings in the two paradigms, but provide the impetus for
serious, valid, constructive, and accurate policy changes that are research-backed.
Another essential component of research moving forward is to interpret results of
research, particularly when that research is quantitative, in the same SBR paradigm. In other
words, we must first begin with logical and conservative research designs to get valid and
reliable data, but we must continue with logical and conservative conclusions from the findings.
As noted above, some research in the area of educational assessment is excellent and productive
in many ways save for the overestimation of results and the misdirected generalizations that
come from some fatal flaw in the research design. The end result is that this type research study,
regardless of how clear and deliberate the methodology, errs by overestimating the validity of the
findings, and in turn muddies the conclusiveness that the data can support. If we take, for
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example, the question about calculators for the math subtest, what do the results tell us? Is there
a math skill deficiency, a deficiency in the school in the allocation and dissemination of
academic resources, or a deficiency in the training, access, or skill with technology? Because
educational research exists within the behavioral and human social sciences, these connections
need to be more than suggested if they are to be taken as the impetus for system-wide reform.
Finally, in the search for valid and reliable findings from data, further research needs to
ask specific and interconnected questions for study. If we are looking to analyze teacher
effectiveness, for example, the sample teachers should ideally come from a sample pool of
teachers who work in two separate contexts so that there are adequate controls for variance. A
more targeted and valid question for a study like this might read this way: Do teachers moving
from high to low performing districts see consistency in mean scores of their students on
curricular and non-curricular accountability assessments? This kind of question would
necessitate a research design that looks at a control and an experimental treatment, or if nothing
else looks for consistency of performance across contexts. If the findings result in a measure of
effectiveness by whatever logical and valid indicator is used in the model, the result would come
from a comparative rather than a nested setting. In other words, if we are to measure something,
it should stand as an appropriate measurement regardless of the immediate research context.
From there, we would have the certainty to proceed in further research about teacher
effectiveness from a solid and methodologically sound foundation.
Near the beginning of this chapter, it was noted that the conclusions from the statistical
analyses conducted in this study suggest that though the PSAE appeared to be a fair measure of
skills, it is a measure of skills not in isolation of several other known and unknown factors. We
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have uncovered, for example, that there is a component of strategy variance in ACT data that has
statistical significance. To what degree this factor can account for other confounding variables is
unclear. We do not know, for example if there is further variance in the cognitive or affective
domains. It would be reasonable to offer a hypothesis that if there is strategy variance, there is
most likely motivation variance, which we could test specifically for provided we institute tight,
appropriate, and research-backed, valid controls for motivation research. Another hypothesis
that arises from this study (if we assume that there is unaccounted for variance in programmatic
accountability structures that use SA data) is how curriculum functions as a predictive factor for
SA results. This may be tested by taking a curricular program, or perhaps even particular
instructors from places where the data has concluded success and delivering them to places
where SA data has concluded failure. Though we may not be able to make comprehensive
conclusions because of the stark variations in the context of schooling between districts
(particularly in urban/rural, or poor/affluent comparisons), we may be able to uncover some of
the potential confounding factors that affect SA outcomes. If nothing else, it is clear that when it
comes to applying and understanding SAs as part of state-level accountability, there is a great
amount of variance to explore, whether we look at a refined tool like the ACT or whether we are
building a new tool like the PARCC.
For any and all of the suggested research above, it is also wise to consider how
researchers and educators can educate the public as to the way schooling functions. Without a
better understanding of how schools educate, assess, and report the progress of school change
initiatives, programs, interventions, and processes, the public will continue to exert the kind of
pressure on the legislature that forces them in turn to demand redundant, under- or counter-
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productive measures to supply the answers the public seeks. It is with these considerations at the
forefront that research in the field must proceed in order to make substantive, meaningful
contributions to public education and its processes.
Final Notes on Epistemology

If it was not quite clear from the literature review chapters, there is certainly a critical
bent to this study that, while it focuses on objective SBR tenets for the methodology, critiques
the underlying constructs of those very same tenets. The intersection of such seemingly
disparate theories and theorists is a testament to the unevenness in what would otherwise appear
on the surface to be a positivist, quantitative, and objective piece of research. The reality in these
contradictions is that, though I have made every effort as a researcher to produce objective
research in a SBR paradigm, the study’s theoretical and philosophical foundation is in all
respects a critical one that challenges the ability of an SBR, positivist paradigm to accurately and
thoroughly represent meaning in educational research. This approach is neither strictly deconstructive, structuralist, nor post-structuralist, because in the search for meaning about SAs
and accountability, it is neither enough to simply say that terms such as “standards” are
meaningless,6 nor is it enough to simply say that there is definitive, “reductive” (Eisner, 2002),
concrete meaning in them. Rather, the theoretical stance in this dissertation is one of pragmatism
that essentially says: Let us investigate SAs the way we are told under NCLB that we must and
see if there is reasonable meaning that can be drawn from our results. If the constructs and
methodologies that seek to justify the quantitative, positivist, SBR paradigm as the only reliable
tool to investigate educational phenomena can in fact produce meaning, then we will find such
6

See Chapter 2.
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evidence when we use them. This study has shown that such is not necessarily the case. We
have followed the rules and found the parameters of a strict quantitative, positivist, SBR
approach to educational research to be lacking when it comes to SAs and meaningful conclusions
about SA research. At the same time, however, this study is not seeking to rebut the idea that
this epistemological approach is valid and appropriate for modern research. It is saying instead
that it is insufficient for the needs of research on the modern state-level educational
accountability structure. Research and researchers simply need more diverse, and theoretically
informed approaches to discover meaning about schooling than are required under NCLB or a
strictly positivist, SBR approach to study.
When we return to the theoretical/conceptual framework, what we find is that the three
primary theoretical contributors, despite their varying underlying philosophies, would largely
agree with this critique. Tyler would certainly conclude from the findings of research like that
conducted here that we are not collecting enough or the right information about what we are
doing to see a clear enough through-line between our goals for education and our processes. He
would see findings like those detailed in Chapter 5 as reasons to more carefully and deliberately
re-investigate both the underlying constructs of meaning that we employ and the methods we are
currently using to do so. Perhaps, he would argue, a new, more refined and methodologically
sound 10-year study would be in order (Tyler 1949). Eisner would most certainly agree, at least
in that these findings point to a lack of a meaningful and linear link between education and
assessment at the institutional level, and that we need to research more carefully and deliberately
before attempting to quantify all things in the educational process as we currently do. Popham as
well would most certainly argue (and he has) that our assessment tools are not accurate,
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reflective, or nuanced enough to be able to justify the broad, generalized, and far-ranging
conclusions that get packaged into oversimplified outcome statements for use by policy-makers.
Though each of the central theorists in the framework of this study definitely have competing
ideologies in the specifics of how education and the educational process should look and work,
they would no doubt agree that there is both merit and limitation in the positivist approach.
What this dissertation has done is simply expose this fact, and in the very paradigm that NCLB
demands for legitimate policy research, and with a critical nod to very diverse, recognized,
foundational, and relevant schools of thought by respected theorists and researchers.
The pragmatic approach adopted here is absolutely intentional, and allows for the
blending of SBR with foundational and theoretical critical review that otherwise would not be
acceptable as legitimate research under NCLB. Pragmatism in fact affords the unique
opportunity to apply the same structural elements of positivist research to methodology while
simultaneously challenging the assumptions and conclusions of the results on both theoretical
and conceptual grounds (Garrison 1994). It is, simply defined, an approach to research that
considers constructs of meaning in the context of the research subject rather than in any
abstraction, generality, or simulated absolute (Baudrillard 1983, Hytten 1994). At the same time,
however, it does not completely deconstruct association and meaning altogether. Pragmatism
rather rejects any signifier of meaning that is taken as a priori unless there is ample evidence or
justification for it, which frankly is the only way that human subject research can take place in
the context of SBR (Cherryholmes 1994). In using this theoretical and philosophical approach to
the subject then, the methodology here can stand up to the required quantitative mandates for
research while employing the critical components of qualitative paradigms, particularly when
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interpreting results and applying findings. In this pragmatic paradigm, theorists like those
populating the framework of this study can actually find common and productive ground, and
despite their alternative and sometimes contrasting individual epistemologies, can be discussed
in concert with not only each other, but with even the most seemingly alternative or contrary
frameworks of thought and meaning (Bernstein 2010).
In the instance of this dissertation, it was stated early on that the intersecting concepts of
Tyler, Eisner, and Popham meet in terms of assessment: Tyler with a focus on accurate
assessment, Eisner on authentic assessment, and Popham on appropriate assessment. These
concepts complement each other in the way that they round out the primary questions for this
study. They are all crucial needs for the modern educational accountability system, and they all
overlap at the point of contact with schools and students. A pragmatic approach to review and
research allows the possibility to consider all three vantage points, not simply when constructing
a methodology, but perhaps most importantly in creating an understanding of what needs to be
researched, what foundations underlie the assumptions that exist the practical contexts of actual
school settings, and what theoretically and “scientifically” justified meaning can be drawn from
the results. We have here shown that when applied to this individual school setting, the SA
program intended to measure students is neither accurate, authentic, nor appropriate, and this
finding can further inform future research as researchers continue to find processes that are
closer to what our three theorists have identified as theoretically significant. This same
significance is echoed in the quantitative results.
As this discussion draws to a close, I find it encouraging that pragmatism as an
epistemology has the potential to unify disparate and foundational schools of thought on
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education and educational research (Depew & Hollinger 1999). Certainly, there is vast potential
in this paradigm to bring together any number of varying schools of thought to mandated styles
of study and research. As long as the same stringent and critically informed lens used to
scrutinize the formulation of hybrid methodologies and the discussion of results that follow,
pragmatism can maintain its legitimacy and usefulness. I believe that here, this requirement has
been met, and it is with great satisfaction that I can offer it for consideration to the growing body
of meaningful knowledge in the field, as both a critical and philosophical supporter of the
established paradigm for SBR research and simultaneously in the spirit of critical and theoretical
critique and review.
Conclusion

At the beginning of this dissertation, I described a troubling moment in my career as an
educator. Though the root causes of what I observed that day were unclear, what I could say for
certain was that I was watching the corruption of high-stakes data. When state level data is used
as a metric to gauge the effectiveness of schools and everything that goes into schooling in this
new 21st century, there must be absolute certainty that it is accurate. Lives, livelihoods, futures,
and careers of not just students, but of their educators up to the state board of education depend
on this certainty, and if this crucially important information is so easily corruptible, and if it does
not answer with absolute certainty what we need it to, then we have a crisis of confidence to
attend to. What we have seen in this study is but the beginning of an investigation into the
factors that contribute to the nature of state-level student output, and by no means has the
research here been comprehensive enough alone to account for the great weight of responsibility
that rests on the shoulders of our school accountability program. What it indicates is that there
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are problems with confounding variables in accountability data, and that only some of them have
been here identified. The next steps are to continue investigating other potential factors in
student SA performance in isolation and in conjunction with the findings here, with the goal of
finding and accounting for variance in SA performance data at the core of the effort. If this
remains the clear and uncompromising purpose of further research, and if we move forward in
the intended, but authentic SBR paradigm with its promise of greater precision and exactness,
then we have the potential to add the very reliability and validity to the state’s accountability
program that has been shown to be so lacking. Finally, as further research more fully illuminates
the confounding elements of student evaluation, we must be precise and conservative with the
conclusions that we make. In our present cultural environment of shaming, scapegoating,
litigiousness, blame, and irrational reactiveness, it is imperative that educators and researchers
particularly move their work forward to the public with calm, authority, and justifiable certainty.
If nothing else in this research has become clear, it at the very least has shown some of
the logical fallacies in the current evaluation and accountability structure currently used by the
state of Illinois. It has pointed out that though the state’s assessment program is intended to
discover “readiness” for college, it attempts to do so via statistically invalid means. To make the
assumption for example that 1) college readiness can be determined solely by a standards-based
assessment given in the third year of secondary school; 2) that simply changing the rhetoric of an
assessment program but not the fundamental purpose can lead to better assessment; and 3) that
the culmination of research on the ACT7 shows that it is a justifiable tool for all the ways in
which its data is used, is simply not supported by the data. Though standards-based assessment
7

Of course, the implications here do not in any way pertain solely to the ACT. Rather, they speak to all SAs that are
given the charge by a state board of education to evaluate schooling and all its moving and composite parts.
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in a standardized format (such as the ACT, SAT, or PARCC) does have a place in an assessment
program, it remains wholly misused when placed as the primary evidence and metric for “college
readiness” or school program effectiveness. In effect, this rationale insists that there is enough
information in the score profile of an SA to be able to assess a student’s ability to, for example,
succeed in college, despite all the variables that are uncontrolled and unaccounted for. There is
not. If the stakeholders in public education are to expect the degree of statistical certainty
necessary to answer the host of different questions about how schools are doing, a more
comprehensive collection of achievement data is needed that is not dominated by Standardized
Assessment (SA) scores, but rather incorporates them in a more supplemental (if not perhaps a
wholly advisory) capacity. Perhaps instead, the simple question, how are our schools doing, is
not specific enough. Certainly in this modern era of research we have learned that we need to
ask better, more specific, and more targeted questions about the state of our schools, students,
teachers, and administrators. We owe it to every stakeholder in the field of public education to
continue our work and to carefully and deliberately build upon our collective understanding.

REFERENCES

ACT [American College Test]. (2011). ACT research and policy issues. Retrieved from
http://www.act.org/research/index.html.
ACT [American College Test]. (2011a). ACT and the common core state standards initiative.
Retrieved from: http://www.act.org/commoncore/.
ACT [American College Test]. (2012). ACT research and policy issues. Retrieved from
http://www.act.org/research/index.html.
ACT [American College Test]. (2012a). ACT and the common core state standards initiative.
Retrieved from http://www.act.org/commoncore/.
ACT [American College Test]. (2013). Explore. ACT. Retrieved from
http://www.act.org/explorestudent/.
ACT [American College Test]. (2013a). Plan. ACT. Retrieved from
https://www.act.org/plan/
Allen, J., & Sconing, J. (2005). Using ACT assessment scores to set benchmarks for college
readiness. ACT Research and Report Series 2005-3. Retrieved from:
http://www.act.org/research/researchers/reports/pdf/ACT_RR2005-3.pdf.
Amrein, A., & Berliner, D. (2002). High-stakes testing, uncertainty, and student learning.
Education Policy Analysis Archives, 10 (18). Retrieved from
http://epaa.asu.edu/epaa/v10n18/.
Anyon, J. (1997). Ghetto schooling. New York, NY: Teachers college press.
Apple, M. (2008). Curriculum planning: content, form, and the politics of accountability. The
Sage Handbook of Curriculum and Instruction. Los Angeles, CA: Sage Publications.
Atkinson, R., Geiser, S. (2009). Reflections on a century of college admissions tests.
Educational Researcher, 38, 665-676.
Baudrillard, J. (1983). Simulations. New York, NY: Semiotext[e].
Baulch C. (2010). The pragmatic path and the influence of standardization. Scholar-Practitioner
Quarterly, 4 (2), 125-143.

160
Berliner, D., Glass, G. (2014). 50 myths & lies that threaten America’s public schools. New
York, NY: Teachers College Press.
Bernstein, R. (2010). The pragmatic turn. Cambridge, UK: Polity Press.
Best, J. (2001). Damned lies and statistics. Berkeley, CA: University of California Press.
Bloom, H., Zhu, P.,Jacob, R., Raudenbush, S., Martinez, A., & Lin, F. (2008). Empirical issues
in the design of group-randomized studies to measure the effects of interventions for
children. MDRC Working Papers on Research Methodology. New York, NY: MDRC.
Budget Repair Bill, Wis. Act 10 § 245.
Chen, H., Cui, Z., Zhu, R., & Gao, X. (2010). Evaluating the effects of differences in group
abilities on the Tucker and the Levine observed-score methods for common-item
nonequivalent groups equating. ACT research and report series 2010-1. Retrieved
from http://www.act.org/research/researchers/reports/pdf/ACT_RR2010-1.pdf.
Cherryholmes, C. (1994). More notes on pragmatism. Educational Researcher, 23 (1), 16-18.
Depew, D. & Hollinger, R. (1999). Pragmatism: From Progressivism to Post
Modernism. Westport, Conn.: Praeger
DuFour, R. (2004). What is a professional learning community? ASCD. Educational
Leadership, 61 (8), 6-11.
Eisner E. (2002). The educational imagination: On the design and evaluation of school
programs. Columbus, OH: Merill Prentice Hall.
Education Reform Act (Senate Bill 7), Il. Public Act § 97-0008.
Firestone, W., Schorr, R., & Monfils, L. (2004). The ambiguity of teaching to the test:
Standards, assessment, and educational reform. Mahwah, NJ: Lawrence Erlbaum
Associates.
Fullan, M. (2007). The new meaning of educational change (4th Ed.). NY: Teachers College
Press.
Garrison, J. (1994). Realism, Deweyan pragmatism, and educational research. Educational
Researcher, 23 (1), 5-14.
Goodlad, J. (2010). Goodlad on school reform: Are we ignoring lessons of the last 50 years?.
Washington post blog. Retrieved from: washingtonpost.com/higher-ed. Apr-May, 2010.

161
Gravetter, F., & Wallnau, L. (2008). Essentials of statistics for the behavioral sciences (6th ed.).
Belmont, CA: Wadsworth.
Goals 2000 Educate America Act Pub. L. 103-227; 108 Stat. 125.
Gottfredson, L. (2009). Logical fallacies used to dismiss the evidence on intelligence testing.
Correcting Fallacies About Educational and Psychological Testing. Washington, D.C.:
American Psychological Association.
Gould, S. (1981). The mismeasure of man. New York, NY: W. W. Norton & Company.
Hytten, K. (1994, November, 13). Pragmatism, postmodernism, and education. Paper presented
at the Annual Meeting of the American Educational Studies Association, Chapel Hill,
NC.
IIRC [Interactive Illinois Report Card]. (2012). Interactive Illinois report card. Retrieved from
http://iirc.niu.edu/School.aspx?school0id=041012050250003.
IIRC [Interactive Illinois Report Card]. (2013). Interactive Illinois report card. Retrieved from
http://iirc.niu.edu/School.aspx?schoolid=041012050250003
ISBE [Illinois State Board of Education]. (2012). The new Illinois learning standards
incorporating the common core. Retrieved from
http://www.isbe.state.il.us/common_core/default.htm.
Koretz, D. (2008). Measuring up: What educational testing really tells us. Cambridge, MA:
Harvard University Press.
Krejcie, R., & Morgan, D. (1970). Determining sample size for research activities. Educational
and Psychological Measurement, 30, 608.
Kubisyzn, T., & Borich, G. (2007). Educational testing and measurement: Classroom
application and practice. Hoboken, NJ: John Wiley & Sons, Inc.
Kuhn, T. (1996). The structure of scientific revolutions. 3rd ed. Chicago, IL: University of
Chicago Press.
McNeil, L., Coppola, E., Radigan, J., Heilig, J. (2008). Avoidable Losses: High-Stakes
Accountability and the Dropout Crisis. Education Policy Analysis Archives, 16 (3), 1-48.
Merina, A. (2013). What’s her number? NEA Today, 32 (1), 38-47.
Mertens, D. (2010). Research and evaluation in education and psychology (3rd ed.). Los
Angeles, CA: Sage.

162

Murray, J. (2014). Critical issues facing school leaders concerning data-informed decision
Making. Professional Educator, 38 (1), 1-8.
Newton, P. (2012). Validity, purpose and the recycling of results from educational assessments.
Assessment and Learning (2nd edition). Los Angeles, CA: Sage.
No Child Left Behind (NCLB) Act of 2001, Pub. L. No. 107-110, § 115, Stat. 1425 (2002).
PARCC [Partnership for Assessment of Readiness for College and Careers] (2014). The PARCC
assessment. Retrieved from: http://www.parcconline.org/parcc-assessment.
PARCC [Partnership for Assessment of Readiness for College and Careers] (2015). Sample
questions. Retrieved from: http://www.parcconline.org/samples/item-task-prototypes.
Phelps, R. (ed.). (2009) Correcting fallacies about educational and psychological testing.
Washington, DC: American Psychological Association.
Popham, W. (2000). Modern educational measurement: Practical guidelines for educational
leaders (3rd ed.). Boston, MA: Allyn and Bacon.
Popham, W. (2003). Test better, teach better. Alexandria: ASCD.
Popham, W. (2008). Transformative assessment. Alexandria, VA: ASCD.
Sackett, P., Kuncel, N., Anreson, J., Cooper, S., & Waters, S. (2009). Does socioeconomic
status explain the relationship between admissions tests and post-secondary academic
performance? Psychological Bulletin, 135, 1-22.
Sanchez, C. (2013). El Paso schools cheating scandal: Who’s accountable. NPR News. Online.
Retrieved from: http://www.npr.org/2013/04/10/176784631/el-paso-schools-cheating
scandal-probes-officials-accountability.
Sawyer, R. (2008). Benefits of additional high school course work and improved
course performance in preparing students for college. ACT Research Report Series
2008-1. Retrieved from
http://www.act.org/research/researchers/reports/pdf/ACT_RR2008-1.pdf.
Sawyer, R. (2010). Usefulness of High School Average and ACT Scores in Making College
Admission Decisions. ACT Research Report Series 2010-2. Retrieved from
http://www.act.org/research/researchers/reports/pdf/ACT_RR2010-2.pdf
Spak, K. (2011). DePaul tells prospective applicants: Don’t sweat the scores. Chicago Sun
Times. Print. September 2, 2011.

163

Srikantaiah, D., Zhang, Y., & Swayhoover, L. (2008) Lessons from the Classroom Level:
Federal and State Accountability in Illinois. Center on Education Policy. ERIC Number:
ED503896.
Toppo, G. (2011). Schools marred by testing scandals in 2011. USAToday News. Online.
Retrieved from: http://usatoday30.usatoday.com/news/education/story/2011-12
29/schools-test-scandal/52274708/1.
Tyack, D. & Cuban, L. (1995). Tinkering toward Utopia: A century of public school reform.
Cambridge, MA: Harvard University Press.
Tyler, R. (1949). Basic principles of curriculum and instruction. Chicago, IL: University of
Chicago Press.
Woodruff, D., Ziomek, R. (2004). High school grade inflation from 1991 to 2003. ACT
Research Report Series 2004-4. Retrieved from
http://www.act.org/research/researchers/reports/pdf/ACT_RR2004-4.pdf.
United States. National Commission on Excellence in Education. (1983). A nation at risk: The
imperative for educational reform : A report to the Nation and the Secretary of Education,
United States Department of Education. Washington, D.C.: The Commission.

APPENDIX A
SPSS SUPPLEMENTARY OUTPUT TABLES

165
Table 6. Sphericity test: Reading
a

Mauchly's Test of Sphericity
Measure: MEASURE_1
Within Subjects Effect

Mauchly's W

Approx. Chi-

df

Sig.

Square

Epsilon

b

GreenhouseGeisser

readingstrategy

.930

5.697

5

.337

.951

Table 7. Sphericity test: Grammar
a

Mauchly's Test of Sphericity
Measure: MEASURE_1
Within Subjects Effect

Mauchly's W

Approx. Chi-

df

Sig.

Square

Epsilon

b

GreenhouseGeisser

grammarstrategy

.814

13.455

9

.143

.905

Table 8. Sphericity test: Reading z-scores
a

Mauchly's Test of Sphericity
Measure: MEASURE_1
Within Subjects Effect

Mauchly's W

Approx. Chi-

df

Sig.

Square

Epsilon

b

GreenhouseGeisser

zreadingstrategy

.943

4.641

5

.461

.959

Table 9. Sphericity test: Grammar z-scores
a

Mauchly's Test of Sphericity
Measure: MEASURE_1
Within Subjects Effect

Mauchly's W

Approx. Chi-

df

Sig.

Square

Epsilon

b

GreenhouseGeisser

zgrammarstrategy

.865

9.512

9

.392

.937
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Table 10. Within-subjects comparisons: Reading
Tests of Within-Subjects Effects
Measure: MEASURE_1
Source

Type III Sum of

df

Mean Square

F

Squares
Sphericity Assumed

128.750

3

42.917

13.579

Greenhouse-Geisser

128.750

2.853

45.129

13.579

Huynh-Feldt

128.750

2.970

43.357

13.579

Lower-bound

128.750

1.000

128.750

13.579

Sphericity Assumed

758.500

240

3.160

Greenhouse-Geisser

758.500

228.236

3.323

Huynh-Feldt

758.500

237.561

3.193

Lower-bound

758.500

80.000

9.481

readingstrategy

Error(readingstrategy)

Tests of Within-Subjects Effects
Measure: MEASURE_1
Source

Sig.

Partial Eta

Noncent.

Squared

Parameter

Sphericity Assumed

.000

.145

40.738

Greenhouse-Geisser

.000

.145

38.741

Huynh-Feldt

.000

.145

40.324

Lower-bound

.000

.145

13.579

readingstrategy

Sphericity Assumed
Greenhouse-Geisser
Error(readingstrategy)
Huynh-Feldt
Lower-bound
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Table 11. Within-subjects comparisons: Grammar
Tests of Within-Subjects Effects
Measure: MEASURE_1
Source

Type III Sum of

df

Mean Square

F

Squares
Sphericity Assumed

169.371

4

42.343

7.778

Greenhouse-Geisser

169.371

3.622

46.767

7.778

Huynh-Feldt

169.371

3.854

43.945

7.778

Lower-bound

169.371

1.000

169.371

7.778

Sphericity Assumed

1459.029

268

5.444

Greenhouse-Geisser

1459.029

242.646

6.013

Huynh-Feldt

1459.029

258.226

5.650

Lower-bound

1459.029

67.000

21.777

grammarstrategy

Error(grammarstrategy)

Tests of Within-Subjects Effects
Measure: MEASURE_1
Source

Sig.

Partial Eta

Noncent.

Squared

Parameter

Sphericity Assumed

.000

.104

31.111

Greenhouse-Geisser

.000

.104

28.167

Huynh-Feldt

.000

.104

29.976

Lower-bound

.007

.104

7.778

grammarstrategy

Sphericity Assumed
Greenhouse-Geisser
Error(grammarstrategy)
Huynh-Feldt
Lower-bound
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Table 12. Within-subjects comparisons: Reading z-scores
Tests of Within-Subjects Effects
Measure: MEASURE_1
Source

Type III Sum of

df

Mean Square

F

Squares
Sphericity Assumed

.094

3

.031

.047

Greenhouse-Geisser

.094

2.878

.033

.047

Huynh-Feldt

.094

2.997

.031

.047

Lower-bound

.094

1.000

.094

.047

Sphericity Assumed

159.256

240

.664

Greenhouse-Geisser

159.256

230.279

.692

Huynh-Feldt

159.256

239.785

.664

Lower-bound

159.256

80.000

1.991

zreadingstrategy

Error(zreadingstrategy)

Tests of Within-Subjects Effects
Measure: MEASURE_1
Source

Sig.

Partial Eta

Noncent.

Squared

Parameter

Sphericity Assumed

.986

.001

.142

Greenhouse-Geisser

.984

.001

.136

Huynh-Feldt

.986

.001

.142

Lower-bound

.828

.001

.047

zreadingstrategy

Sphericity Assumed
Greenhouse-Geisser
Error(zreadingstrategy)
Huynh-Feldt
Lower-bound
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Table 13. Within-subjects comparisions: Grammar z-scores
Tests of Within-Subjects Effects
Measure: MEASURE_1
Source

Type III Sum of

df

Mean Square

F

Squares
Sphericity Assumed

1.333

4

.333

.532

Greenhouse-Geisser

1.333

3.746

.356

.532

Huynh-Feldt

1.333

3.996

.334

.532

Lower-bound

1.333

1.000

1.333

.532

Sphericity Assumed

167.783

268

.626

Greenhouse-Geisser

167.783

250.999

.668

Huynh-Feldt

167.783

267.715

.627

Lower-bound

167.783

67.000

2.504

zgrammarstrategy

Error(zgrammarstrategy)

Tests of Within-Subjects Effects
Measure: MEASURE_1
Source

Sig.

Partial Eta

Noncent.

Squared

Parameter

Sphericity Assumed

.712

.008

2.130

Greenhouse-Geisser

.700

.008

1.994

Huynh-Feldt

.712

.008

2.127

Lower-bound

.468

.008

.532

zgrammarstrategy

Sphericity Assumed
Greenhouse-Geisser
Error(zgrammarstrategy)
Huynh-Feldt
Lower-bound
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Table 14. Z-score Reading and Grammar strategies compared
Pairwise Comparisons
Measure: MEASURE_1
(I) zreadingstrategy

(J) zreadingstrategy

Mean Difference

Std. Error

Sig.

a

(I-J)

95% Confidence
Interval for
Difference

a

Lower Bound

1

2

3

4

2

.041

.126

.749

-.211

3

.018

.126

.884

-.233

4

.041

.121

.736

-.200

1

-.041

.126

.749

-.292

3

-.022

.118

.853

-.258

4

.000

.136

.997

-.271

1

-.018

.126

.884

-.270

2

.022

.118

.853

-.214

4

.023

.138

.871

-.253

1

-.041

.121

.736

-.282

2

.000

.136

.997

-.272

3

-.023

.138

.871

-.298
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Table 14. Continued
Measure: MEASURE_1
(I) zgrammarstrategy

(J) zgrammarstrategy

Mean Difference

Std. Error

Sig.

a

(I-J)

95% Confidence
Interval for
Difference

a

Lower Bound
2

.036

.126

.773

-.215

3

.154

.140

.275

-.126

4

.036

.136

.794

-.237

5

.143

.134

.287

-.123

1

-.036

.126

.773

-.288

3

.118

.114

.306

-.110

4

-.001

.142

.997

-.284

5

.107

.146

.467

-.184

1

-.154

.140

.275

-.435

2

-.118

.114

.306

-.346

4

-.119

.141

.404

-.400

5

-.011

.141

.937

-.292

1

-.036

.136

.794

-.308

2

.001

.142

.997

-.283

3

.119

.141

.404

-.163

5

.107

.134

.425

-.159

1

-.143

.134

.287

-.410

2

-.107

.146

.467

-.398

3

.011

.141

.937

-.269

4

-.107

.134

.425

-.374

1

2

3

4

5
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Table 15. Reading strategies comparison
Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair NOSTRATREAD1

4.2353

85

2.34849 .25473

1

2.9882

85

1.91171 .20735

TIMEDREAD4

Paired Samples Correlations
N
Pair NOSTRATREAD1 &
1

Correlation

Sig.

.428

.000

85

TIMEDREAD4
Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair NOSTRATREAD1 1

1.24706

2.30892

.25044

TIMEDREAD4

Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair Q1stREAD2

3.8929

84

1.98195

.21625

1

3.0476

84

1.90690

.20806

TIMEDREAD4

Paired Samples Correlations
N
Pair Q1stREAD2 &
1

TIMEDREAD4

Correlation Sig.
84

.269 .013

.74904

df

Sig. (2tailed)

Upper
1.74508

4.980

84

.000
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Table 15. Continued

Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair Q1stREAD2 1

.84524

2.35159

.25658

.33491

df

Sig. (2tailed)

Upper
1.35556

3.294

83

.001

TIMEDREAD4
Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair SENT1QREAD3

4.6395

86

2.45866

.26512

1

3.0116

86

1.91277

.20626

TIMEDREAD4

Paired Samples Correlations
N
Pair SENT1QREAD3 &
1

Correlation Sig.
86

.239 .027

TIMEDREAD4
Paired Samples Test
Paired Differences
Mean

Pair SENT1QREAD3 1

TIMEDREAD4

1.62791

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference

2.73129

.29452

Lower

Upper

1.04232

2.21350

df

Sig. (2tailed)

5.527

85

.000
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Table 16. Grammar strategies comparison

Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair NOSTRATGRAM1 5.9250

80

2.88064

.32207

1

80

3.00885

.33640

LISTENGRAM2

6.6000

Paired Samples Correlations
N
Pair NOSTRATGRAM1 &
1

Correlation

Sig.

.464

.000

80

LISTENGRAM2
Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair NOSTRATGRAM1 1

LISTENGRAM2

-

3.05135

.34115

-1.35405

.67500

Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair NOSTRATGRAM1

5.9615

78

2.92966

.33172

1

7.4615

78

2.78536

.31538

SENTCONGRAM4

Paired Samples Correlations
N
Pair NOSTRATGRAM1 &
1

SENTCONGRAM4

Correlation
78

.357

Sig.
.001

df

Sig. (2tailed)

Upper
.00405 -1.979

79

.051
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Table 16. Continued

Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair NOSTRATGRAM1 1

SENTCONGRAM4

-

3.24237

.36713

-2.23104

df

Sig. (2tailed)

Upper
-.76896

1.50000

-

77

.000

4.086

Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair LISTENGRAM2 6.6076

79

3.00178

.33773

1

79

3.41902

.38467

SVGRAM3

5.9494

Paired Samples Correlations
N
Pair LISTENGRAM2 &
1

Correlation Sig.
79

.521 .000

SVGRAM3
Paired Samples Test
Paired Differences
Mean

Pair LISTENGRAM2 1

SVGRAM3

.65823

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference

3.16182

.35573

Lower

Upper

-.04998

1.36644

df

Sig. (2tailed)

1.850

78

.068
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Table 16. Continued

Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair LISTENGRAM2 6.7162

74

3.04091

.35350

1

74

2.33892

.27189

TIMEDGRAM5

5.8108

Paired Samples Correlations
N
Pair LISTENGRAM2 &
1

Correlation Sig.
74

.308 .008

TIMEDGRAM5
Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair LISTENGRAM2 1

.90541

3.21456

.37368

TIMEDGRAM5

Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair SVGRAM3

5.9351

77

3.39635

.38705

1

7.4416

77

2.76488

.31509

SENTCONGRAM4

Paired Samples Correlations
N
Pair SVGRAM3 &
1

SENTCONGRAM4

Correlation
77

.335

Sig.
.003

.16065

df

Sig. (2tailed)

Upper
1.65016

2.423

73

.018

177
Table 16. Continued

Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair SVGRAM3 1

-

SENTCONGRAM4

3.58954

.40907

-2.32122

df

Sig. (2tailed)

Upper
-.69177

1.50649

-

76

.000

3.683

Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair SENTCONGRAM4

7.5139

72

2.86795

.33799

1

5.7917

72

2.32523

.27403

TIMEDGRAM5

Paired Samples Correlations
N
Pair SENTCONGRAM4 &
1

Correlation
72

.407

Sig.
.000

TIMEDGRAM5
Paired Samples Test
Paired Differences
Mean

Pair SENTCONGRAM4 1

TIMEDGRAM5

1.72222

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference

2.86417

.33755

Lower

Upper

1.04918

2.39527

df

Sig. (2tailed)

5.102

71

.000
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Table 17. Pretest/posttest comparison
Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair PRETESTREAD
1

9.5217

23

4.96231 1.03471

POSTTESTREAD 11.4348

23

4.59076

.95724

Paired Samples Correlations
N
Pair PRETESTREAD &
1

Correlation
23

.433

Sig.
.039

POSTTESTREAD
Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair PRETESTREAD 1

-

POSTTESTREAD

5.09824 1.06306

1.91304

Mean

N

Std.

Std.

Deviation

Error
Mean

Pair PRETESTGRAM
1

28.7826

23

12.01876 2.50608

POSTTESTGRAM 31.7391

23

12.59949 2.62717

Paired Samples Correlations
N
Pair PRETESTGRAM &
1

POSTTESTGRAM

Correlation
23

.879

Sig.
.000

Sig. (2tailed)

Upper
-

4.11769

Paired Samples Statistics

df

.29160

1.800

22

.086
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Table 17. Continued

Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair PRETESTGRAM 1

POSTTESTGRAM

-

6.07138 1.26597

2.95652

df

Sig. (2tailed)

Upper
-

-.33106

5.58198

-

22

.029

2.335

Table 18. Z-score pretest/posttest comparison
Paired Samples Statistics
Mean

N

Std.

Std. Error Mean

Deviation
Zscore(PRETESTREAD)

.0106915

23

.96335833

.20087410

-.0452441

23

1.01212110

.21104184

Pair 1
Zscore(POSTTESTREAD)

Paired Samples Correlations
N

Corr

Sig.

elati
on
Pair 1

Zscore(PRETESTREAD) &

23 .433

.039

Zscore(POSTTESTREAD)

Paired Samples Test
Paired Differences
Mean

t

1

Zscore(PRETESTREAD) -

.0559355

Zscore(POSTTESTREAD

9

)

Sig.

Std.

Std. Error

95% Confidence

(2-

Deviation

Mean

Interval of the

tailed

Difference

)

Lower
Pair

df

1.05306763

.21957978

Upper
-

.5113161

.25

2

.3994450

8

5

2

1

.801
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Table 18. Continued
Paired Samples Statistics
Mean

Zscore(PRETESTGRAM)

.135514

Zscore(POSTTESTGRAM

23

Std.

Std. Error

Deviation

Mean

.98753725

.2059157

9

Pai
r1

N

5

.011077

)

23

1.0031552

.2091723

0

2

4
Paired Samples Correlations
N

Correlatio

Sig.

n
Zscore(PRETESTGRAM)

23

.879

.000

Pai &
r1

Zscore(POSTTESTGRAM
)
Paired Samples Test
Paired Differences

t

Std. Error

95% Confidence

(2-

Deviation

Mean

Interval of the

tailed

Difference

)

Lower
.1244374

Pai r1

.48906635

.10197738

9

Zscore(POSTTESTGRAM

Table 19. Sum/posttest comparison
Paired Samples Statistics
N

Std.

Std.

Deviation

Error
Mean

Pair SUMDAILYREAD

17.0417

24

5.89384 1.20307

1

11.6667

24

4.63134

POSTTESTREAD

Upper
-

.3359256

1.22

2

.0870506

4

0

2

6

)

Mean

Sig.

Std.

Mean

Zscore(PRETESTGRAM)

df

.94537

.235
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Table 19. Continued
Paired Samples Correlations
N
Pair SUMDAILYREAD &
1

Correlation
24

Sig.

.512

.011

POSTTESTREAD
Paired Samples Test
Paired Differences
Mean

Pair SUMDAILYREAD 1

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference

5.37500

5.31456 1.08483

df

Sig. (2tailed)

Lower

Upper

3.13086

7.61914 4.955

23

.000

POSTTESTREAD
Paired Samples Statistics
Mean

N

Std.

Std.

Deviation

Error
Mean

Pair SUMDAILYGRAM
1

30.9500

20

10.81167 2.41756

POSTTESTGRAM 32.5500

20

13.52765 3.02487

Paired Samples Correlations
N
Pair SUMDAILYGRAM &
1

Correlation
20

.860

Sig.
.000

POSTTESTGRAM
Paired Samples Test
Paired Differences
Mean

t

Std.

Std.

95% Confidence

Deviation

Error

Interval of the

Mean

Difference
Lower

Pair SUMDAILYGRAM 1

POSTTESTGRAM

1.60000

6.95398 1.55496 -4.85456

df

Sig. (2tailed)

Upper
1.65456

1.029

19

.316
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Table 20. Z-score Reading/ACT comparison
Paired Samples Statistics
Mean

Zscore(READTOTALTIME

N

.143489

Pai D)

59

Std.

Std. Error

Deviation

Mean

.97048680

.1263466

7

r1

2

.000000

Zscore(PSAEREAD)

59

1.0000000

.1301889

0

1

0

Paired Samples Correlations
N

Correlatio

Sig.

n
Pai Zscore(READTOTALTIME
r1

59

.399

.002

D) & Zscore(PSAEREAD)
Paired Samples Test
Paired Differences
Mean

t

r1

Std. Error

95% Confidence

(2-

Deviation

Mean

Interval of the

tailed

Difference

)

.1434896 1.08006307 .14061223
5

D) - Zscore(PSAEREAD)

-

.4249556

1.02

5

.1379763

2

0

8

Paired Samples Statistics

Zscore(GRAMTOTALTIMED

N

.0298980

56

Std.

Std. Error

Deviation

Mean

.98524150

.1316584

Pai )

3

r1
Zscore(PSAEGRAM)

-

56

1.0003498

.1336773

0

6

.0160456

Paired Samples Correlations
N
Pai Zscore(GRAMTOTALTIMED
r1

) & Zscore(PSAEGRAM)

Upper

2

Mean

Correlation
56

Sig.

Std.

Lower
Pai Zscore(READTOTALTIME

df

.584

Sig.
.000

.312
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Table 20. Continued
Paired Samples Test
Paired Differences

t

Std. Error

95% Confidence

(2-

Deviation

Mean

Interval of the

tailed

Difference

)

Lower

r1

.0459435 .90556442

.12101114

9

) - Zscore(PSAEGRAM)

Upper
-

.2884553

.38

5

.1965681

2

0

5

5

Table 21. ACT/graduation correlations
Correlations
2010 or Summer

PSAEREAD

2010
Pearson Correlation
2010 or Summer 2010

1

Sig. (2-tailed)

.160
.225

N

PSAEREAD

91

59

Pearson Correlation

.160

1

Sig. (2-tailed)

.225

N

59

59

Correlations
2010 or Summer

PSAEGRAM

2010
Pearson Correlation
2010 or Summer 2010

PSAEGRAM

1

Sig. (2-tailed)
N

.092
.487

91

59

Pearson Correlation

.092

1

Sig. (2-tailed)

.487

N

Sig.

Std.

Mean

Pai Zscore(GRAMTOTALTIMED

df

59

59

.706
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Table 21. Continued

Correlations
2010 or Summer

ABSENCES

2010
Pearson Correlation
2010 or Summer 2010

1

Sig. (2-tailed)

Pearson Correlation

91

90

**

1

-.381

Sig. (2-tailed)

.000

N

90

90

**. Correlation is significant at the 0.01 level (2-tailed).

Table 22. ACT/absences correlations
Correlations
PSAEREAD

ABSENCES

PSAEREAD

1.000

.010

ABSENCES

.010

1.000

PSAEREAD

.

.470

ABSENCES

.470

.

PSAEREAD

59

59

ABSENCES

59

59

Pearson Correlation

Sig. (1-tailed)

N
Correlations
PSAEGRAM

ABSENCES

PSAEGRAM

1.000

-.087

ABSENCES

-.087

1.000

PSAEGRAM

.

.257

ABSENCES

.257

.

PSAEGRAM

59

59

ABSENCES

59

59

Pearson Correlation

Sig. (1-tailed)

**

.000

N

ABSENCES

-.381

N

