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Abstract
Train delays are among the most complained events by the public communities in
urban cities. Train delay prediction is critical for advanced traveler information systems
(ATIS), which provides valuable information for enhancing the efficiency and
effectiveness of intelligent transportation systems (ITS). However, the train delay
prediction problem cannot be easily solved by modeling historical/static data from a
single data source. A large amount of data is collected from sensor devices across the
cyber-physical networks in the big data era. Multimodal transport management systems
offer greater availability of various open data sources, such as General Transit Feed
Specification (GTFS) static and real-time feeds. With the development of advanced
machine learning techniques, a growing number of open data sources are playing more
and more critical roles in planning and operation of transportation services. Recently, very
few existing ‘big data’ methods meet the specific needs in railways.
This thesis emphasizes open traffic data modeling, analysis, and application for
train delay prediction. More specifically, GTFS, with standard open-source data in both
static and real-time formats, is being widely used in public transport planning and
operation management. However, compared to other extensively studied data sources
such as smart card data and GPS trajectory data, the GTFS data lacks proper investigation
yet. Utilization of the GTFS data is challenging for both transport planners and
researchers due to its difficulty and complexity of understanding, processing, and
leveraging the raw data. This thesis proposes a GTFS data acquisition and processing
framework to offer an efficient and effective benchmark tool for converting and fusing
the GTFS data to a ready-to-use format. The contribution of this new framework will
render great potential for wider applications and deeper researches. Secondly, we
demonstrate a novel data-driven Primary Delay Prediction System (PDPS) framework,
I

which combines General Transit Feed Specification (GTFS), Critical Point Search (CPS),
and deep learning models to leverage the data fusion. Different from existing researches,
we present a hybrid deep learning solution for predicting multi-step train delays. Our
solution uses Long Short-Term Memory (LSTM) to generate the forecasts for train delays
based on the delay causes, run-time delay, and dwell time delay. The LSTM tackles the
tasks for long-term predictions of running time and dwell time with univariate and
multivariate time series data, respectively. We present the performance of the standard
LSTM and its variants applied in a novel architecture. Experimental results indicate that
the proposed method has superior accuracy for long-term delay prediction.
Lastly, as the first work in this area in the world, we apply a real entropy for
measuring the time series regularity and find approximated potential predictability on
train delays. Different from the existing train delay studies that had strived to explore
sophisticated algorithms, this study focuses on finding the bound of improvements on
predicting multi-scenario train delays with different machine learning methods.
Motivated by the observation of deep learning methods failing to improve the prediction
performance if the delay occurs rarely, we present a novel augmented machine learning
approach to improve the overall prediction accuracy further. Our solution proposes a ruledriven automation (RDA) method, including a delay status labeling (DSL) algorithm, and
the resilience of section (RSE) and resilience of station (RST) indicators to generate the
forecast for train delays. The experiment results demonstrate that the Random Forest
based implementation of our RDA method (RF-RDA) can significantly improve the
generalization ability of multivariate multi-step forecast models for multi-scenario train
delay prediction. The proposed solution surpasses state-of-art baselines based on realworld traffic datasets, which treat various real-time delays differently. Even when the
predictability of conventional deep learning methods decreases, the performance of our
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method is still acceptable for practical use to provide accurate forecasts.
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Chapter 1
Introduction
1.1 Research Background
The world has been urbanizing rapidly. The urbanized population is expected to
reach 68% by 2050 [1]. This trend has led to an increasing number of people living in
urban areas. As traffic congestions are getting worse, the current road infrastructure is no
longer a cost-effective solution. Besides, the enhancement of the existing infrastructure
may bring many expenses in terms of finance and labor, and at the same time, it requires
more time and may cause more traffic congestions. One of the more promising methods
of relieving congestion is through the design and implementation of new technology in
the Intelligent Transportation System (ITS). Advanced traveler information systems
(ATIS) and advanced traffic management systems (ATMS) are two significant parts of
the ITS.
Moreover, high-capacity public transport plays an essential role in meeting the
growing demand for urban transport. Relying on single-mode transportation, we cannot
use the existing transport capacity effectively. Multimodal transport or combined
transport is an efficient way to access destinations, activities, services, and goods. It is a
combination of two or more transport modes for a trip, and one transfer or more transfers
must be made among different types of transport modes, such as private transport and
public transport [2]. However, the multimodal transport system exhibits increased
complexity in the modern world. In order to seek multimodal transport innovation
solutions that improve services and operations, the government, transport service
planners, and operators in each city release a wide range of traffic data via an open data
16
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platform. Developers and researchers can easily collect the data, and then develop tools
and conduct analysis to compare outcomes and results from different studies.
In today's world, the railway plays a vital role in multimodal transport systems.
Train delays adversely affect punctuality, reliability, and quality of experiences (QoE).
They also increase the travel time of passengers. Once a train delay occurs, various
strategies may be applied for overcoming the subsequent delays, such as adjusting the
operational speed, dwell time, or even schedule. To prevent delays, a traffic control center
relies on various models to predict potential delays in the system. For example,
Stockholmstag in Sweden has used a prediction model to visualize the entire commuter
train system two hours ahead [3]. Train dispatchers have an increasing demand for using
data-driven models to acquire helpful information supporting both long-term and shortterm decision-makings. Academic researchers and practical operators or modelers in the
rail transport industry have become increasingly interested in developing decision
support tools by embracing the latest computation methods.
Accurate estimation of travel information is crucial to ITS. The approaches to
studying the impact of various travel information in multimodal transport systems (MTS)
can be divided into knowledge-driven, model-driven, and data-driven methods [4]. With
the smart city concept development, a wide range of Internet of Things (IoT) sensor
devices generates massive and complex traffic data every day. Cities can develop and
implement intelligent analysis systems to monitor public transit performance by
modeling, analyzing, and interpreting real-world data. Unlike simulated data, real-world
data is observational data from varied sources.
In the Internet of Things (IoT) paradigm, consumers and service providers can
easily connect and communicate through smart devices, intelligent software services, and
scalable cloud computing systems. Physical objects surrounding us have access to the
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network via wireless telecommunication technologies [5, 6]. With the rapid development
of the Internet of Things (IoT), cloud and edge computing, Big Data analytics (BDA),
and artificial intelligence (AI) technologies, an increasing number of AI-based systems
have been implemented to solve practical problems in various fields, such as business,
healthcare, biology, education, and transportation. A large volume of data is generated
through IoT devices, and they are stored on pervasive cloud platforms. However, such
volume, velocity, and data variety cannot be processed by conventional data processing
algorithms and tools. BDA and AI applications play vital roles in handling the IoT-based
sensor data to provide better services for human production activities and daily life needs.
Currently, BDA and AI have increasingly attracted the attention of practitioners and
researchers in aspects of rail transportation engineering [7]. For instance, studying and
analyzing delay propagation behavior is essential for developing such practical
applications.

1.2 Research Motivation
1.2.1 Fusion of Open Traffic Data
Over the last decade, multimodal transport has become an increasingly popular
and influential topic in smart cities. With the wide adoption of multimodal transport
systems, transport planners can integrate various mobility services into one unified
platform with effective coordination and cooperation among multiple modes of transport,
such as Mobility-as-a-Service (MaaS) [8]. It is an innovative solution to allow all transport
providers to run as a single virtual organization, which offers available mobility services
based on the travelers’ actual and real-time needs. Travelers can use a mobile app or a
smart card to pay for their trips at once. Such integrated transport services will generate
massive demand for the pre-acquisition of traffic information, such as travel time, waiting
time, and service delays.
18

Chapter 1. Introduction
As one of the crucial challenges in public transport operation, service delay affects
people’s travel experience and the level of service of public transport system, which
causes additional costs, such as the economic cost related to the increased passenger travel
time [9]. Facing significant delays in public transport services, travelers may switch to
alternative transport modes to continue the trip, and such travel behavior change may
decrease the patronage of public transport services. As one of the essential components of
Intelligent Transportation Systems (ITS), Advanced Traveler Information System (ATIS)
provides real-time traffic information to travelers. Evidence indicated that good quality
real-time information leads to increased rider satisfaction and ridership [10-12].
In recent years, open traffic data is playing an increasingly important role. The
open traffic data refers to that traffic data is published on an open-source platform.
Developers, entrepreneurs, and data analysts can collect and use the data to create
innovative solutions for travelers. For example, the multimodal transport ecosystem of
New South Wales (NSW) in Australia provides General Transit Feed Specification
(GTFS) static and real-time data to transport planners and operators [13]. The GTFS data
can offer real observations as multivariate time-series data. Based on the real-time traffic
information, travelers can plan their trips easily, and likewise, transport operators can
schedule and coordinate transport services to offer better services.
Nowadays, with the broad deployment of smart city infrastructures, a large
number of Internet of Things (IoT) devices also generate massive data. To facilitate datadriven research, various data sources such as automatic fare collection (AFC) data,
automatic vehicle location (AVL), and automatic passenger counting (APC) are widely
used. For instance, the AFC data collected from smart cards can be employed to derive an
accurate origin-destination (OD) matrix to represent travel demand. The AVL data shows
a detailed representation of supply on corresponding trips with planned time and vehicle
19
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location. The APC data provides accurate counts of ridership on vehicles. However,
limited access to those datasets becomes a major obstacle for widely usage of the data.
Different from aforementioned data sources, GTFS data received rare
investigation in literature studies. Moreover, due to the large amount of GTFS data, it is
very difficult and complex to process the data, and fuse the static and real-time data for
further usage. Therefore, as the first step, how to acquire and process the large-amount
and complicated GTFS raw data to support further development of data-driven models
and algorithms remains an essential but critical issue. To the best of our knowledge,
limited existing research had ever made maneuvers to tackle this foundation issue.
1.2.2 Primary Delay Prediction System Framework for Long-Term Prediction
In today's world, train transport has played a leading role in public transportation
as an essential component of mobility-as-a-service (MaaS) for travelers from one city
location to another [8]. The train delay causes an increase in travel time to complete
passenger journeys. It is not only frustrating but also disruptive. In the 5G era, cloud
computing platforms are offering timely analytics over big data to meet the needs of
clients for high-quality analysis and prediction. Train dispatchers have an increasing
demand for using data-driven models to acquire useful information in long-term, shortterm, and real-time decision making. Researchers and experts in the field of rail transport
have become increasingly interested in developing decision support tools by embracing
the latest computation methods.
Moreover, existing models applied to train delay analysis have three categories:
delay distributions, delay propagation, and timetable rescheduling. Delay prediction and
recovery are two significant and challenging issues in delay propagation [14]. In rail
networks, delay propagation refers to that once a delay occurs at one station or one line,
it often causes consequent delays in multiple stations or multiple lines and even leads to
20

Chapter 1. Introduction
the interruption of the entire railway network. If we predict the single primary delay, we
can prevent delays in advance. For example, let us assume that a train departs from Station
A and passes through Stations B and C. When Station A has a 120-second delay, followed
by Station B with a 130-second delay, Station C has a 140-second delay. It is worth noting
that if Station A’s delay is alleviated or avoided, Station B and C may produce a delay of
less than 30 seconds due to the nature of train delay propagation. Under such a
circumstance, it is said that the train passes through stations A, B, and C on time since the
30-second delay is allowed for on-time performance.
Current train delay prediction systems still use static rules, which are built and
operated by domain experts based on classical statistics. Establishing a practical and
accurate delay prediction system could provide useful information to significantly
improve traffic management and dispatching processes underlying passenger information
systems, freight tracking systems, nominal timetable planning, delay management [15].
However, most of the delay and prediction information obtained from the data could be
useless for adjusting timetables to schedule real-time trains. This is because if a train
arrives at or departs from a station more than 30 seconds or 60 seconds later than the
scheduled time, it is considered as a delay. The often-occurred small delays need to be
studied by data analysts again, which is very time-consuming. Additionally, there is a
lack of traceback for the causality of predicted data. Thus, to establish an automated train
delay prediction system, it should contain two major components: an AI-based
component to deal with big data and an expert system-based component to emulate the
ability of human experts to reason the data causality.
As railway IoT systems generate a large amount of data every day, it is feasible
to apply the concepts of machine learning and deep learning to establish data-driven
models of train delay prediction. Yaghini et al. developed an artificial neural network
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(ANN) model to estimate train delay based on historical data [16]. Pongnumkul et al.
proposed two algorithms to predict train arrival times at three train stations. The
experiment was based on a moving average of historical travel times and the travel times
of k-nearest neighbors (k-NN) of the last known arrival time [17]. Oneto et al.
implemented shallow and deep Extreme Learning Machines (ELM) for forecasting train
delays of a large-scale network with weather information on the Apache Spark [18]. In
the follow-up work, Oneto et al.evaluated the system on six months of train movement
data from the entire Italian railway network [15].
Train delay prediction has been explored more and more, along with open data
becoming increasingly available. Transit agencies have published open datasets to
remove barriers for information-sharing among developers, researchers, and data analytic
organizations. For example, GTFS provided detailed schedules and associated geographic
information in an open data format [19]. Even though the initial aim of GTFS is to offer
a unified data format for developing user-focused route and schedule planning software,
it has also become a critical data source for researches on intelligent railway systems [20].
However, there are still many issues with the direct use of these data for the prediction of
a train delay, such as a large amount of data duplication, inconsistent information, missing
data, and lack of practical information integration.
In practice, to make a set of data-driven dispatching decisions to minimize the
total delay of the trains, a train dispatcher needs to understand delay distributions and
delay propagation patterns. For a railway network, decision-making in the train timetable
adjustment is another thought-provoking task. Although model-based methods have an
excellent performance on train delays in academic experiments, in most of the real
scenarios, it has been indicated that completing a rescheduling process tends to be very
labor-intensive and time-consuming because rail operators have to perform the analysis
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of a massive amount of data collected from IoT devices. Thus, we need to move towards
a computer-aided forecast system that emulates the knowledge and expertise of
dispatchers to analyze such big data automatically.
For implementing a delay prediction application, current studies always strive to
find an algorithm that can reach maximum prediction accuracy on the dataset. However,
train delays consist of a certain amount of randomness (or irregularity, e.g., unexpected
event) and a certain degree of regularity (e.g., morning and evening peaks). The singlehanded predictive algorithm cannot predict the outcome of a random event.
1.2.3 Multi-Scenario Real-Time Train Delay Forecast
The existing methods and models being applied to train delay analysis can be
classified into three categories: delay distributions, delay propagation, and train
rescheduling. Delay prediction is one of the most significant and challenging research
problems in delay propagation [14]. To develop a set of data-driven dispatching decisions
to minimize the total delay of train services, train dispatchers need to understand delay
distributions and delay propagation patterns. Although model-based prediction methods
have shown excellent performances on train delays in various experiments, evidences
have also showed that train rescheduling in real-life practice was very labor-intensive and
time-consuming due to the massive amount of data collected from various Internet of
Things (IoT) devices [7, 15], [21, 22]. Thus, we need to move towards a computer-aided
forecast system that emulates the knowledge and expertise of dispatchers to analyze such
big data automatically.
In the 5G era, advanced IoT technology can capture data in real-time, and cloud
computing platforms offer timely analytics over big data to meet clients' needs for highquality analysis and prediction. In the meanwhile, the punctuality performance of train
services has been improved significantly in the past years. For example, the punctuality
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performance of the Sydney rail network is between 88.7% and 93.3% from July 2017 to
June 2018, within just one year [23]. Most of the historical data is smooth, which is
utilized to build a data-driven predictive model. The model can be used for on-time
forecast, but it will easily fail in the train delay forecast (see Appendix 1). Furthermore,
when the train will be delayed or when it will be on time in real-time forecast is still
unknown. Therefore, an effective manner to extract and structure data on demand is
needed.
Current research strives to find an algorithm that can reach the maximum accuracy
of delay prediction. However, train delays consist of a certain amount of randomness
(or irregularity, e.g., unexpected event) and a certain degree of regularity (e.g., morning
and evening peaks). The single-handed predictive algorithm cannot predict the outcome
of a random event. Consequently, the data-driven predictive models entirely rely on the
availability of ‘good-quality’ historical data. An effective manner is needed to extract and
structure data on demand and to query the data required by the models to deal with various
scenarios. For example, if there is a five-minute delay when a train departs from the
current station, to predict the running time to or dwell time at the next station, the
historical observations at the current station are needed, which include three types of data,
the delays affected by the previous trip, the delays affected by the previous station, and
the delays affected by both the previous trip and the previous station.
Moreover, the resilience of the railway transportation system refers to the ability
of a railway system to resist, absorb, accommodate, and even quickly recover from
disruptions or disasters [24]. In order to forecast train delays under various situations, a
comprehensive and reliable predictor should consider the resilience of a given trip, such
as the ex-post effects of train delays.
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1.3 Research Objectives and Contributions
From the background and motivation of this research, the thesis focuses
on the following research issues: 1) Fusion of Open Traffic Data, 2) Primary Delay
Prediction System Framework for Long-Term Prediction of Train Delays, and 3) MultiScenario Real-Time Train Delay Forecasting. In the following sections, we will elaborate
on the research issues and their corresponding contributions:
For the first research issue, we aim to reinvigorate the GTFS data by proposing a
general data acquisition and preparation (DAP) framework as a foundation to support a
diversity of data-driven studies across a broad research scope. In short, the main
contributions are highlighted herein:
•

A GTFS DAP framework is designed to acquire, process and fuse GTFS static
and real-time data from cloud-based live feeds;

•

Based on the GTFS DAP framework, a data cleaning and aggregation tool is
developed to generate benchmark datasets for real-time delay prediction and longterm delay prediction, respectively;

•

The proposed GTFS DAP framework and generated benchmark dataset are
utilized for time series prediction using multivariate multistep Long Short-Term
Memory (MM-LSTM). Numerical experiments are conducted based on a case
study of Sydney trains with promising results, which validate effectiveness and
benefits of the proposed framework.
To address the second research issue, we target bridging the aforementioned

research gaps and propose a data-driven system framework. It includes the GTFS data
pre-processing tool, the critical point search (CPS) algorithm, and deep learning models.
The combination is not only to deal with big data in railways but also to achieve causality
for delay event classifications. The main contributions are demonstrated as follows.
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•

A data-driven Primary Delay Prediction System (PDPS) framework is designed
to predict primary delays using GTFS static and real-time data.

•

A critical point search algorithm is proposed to classify data efficiently and
reasonably.

•

For evaluation, serval state-of-the-art deep learning models are applied to an open
dataset from the GTFS data pre-processing tool, and the experimental results
illustrate the effectiveness of the proposed system framework.
To address the third research issue considered in this thesis, we propose a

comprehensive architecture of deep learning methodology to predict train delays based
on temporal-correlated entropy, delay causes, resilience factors, and data label algorithm.
The contributions are summarized as follows.
•

A real entropy is proposed to measure the degree of predictability on the train
delay time-series datasets.

•

Interpretations of run-time delays and dwell delays are accurately distinguished
as the causes of the train delay. Both running times and dwell times are predicted
first instead of the delay prediction directly.

•

The deep learning models are performed on train time series data, and the
experimental results illustrate the effectiveness of the proposed network structure.
These outputs are applied to classify predicted delay data.

•

Based on the foundations laid in this thesis, we also discuss how to build a robust
long-term forecasting delay system.

•

A novel method, namely rule-driven automation (RDA), is implemented to
reconstruct a dataset, including a delay status labeling (DSL) and resilience
factors. The DSL algorithm is applied to labeling historical data. The resilience of
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section (RSE) and resilience of station (RST) are introduced in the multivariate
multi-step forecasting models.
•

The detailed steps of feature generation for multivariate regression are presented.
Most conventional and baseline predictive models, with or without RDA, are
performed on train time series data, and the comprehensive experimental results
illustrate the effectiveness of the proposed RDA-based improvements for solving
the train delay forecasting in real-time scenarios.

Due to our main purpose of evaluating train delay prediction models, we leave
an attention-LSTM study in Appendix 2 for a record of how to learn travel time, which
related to the train delay.
Figure 1.1 shows the structure of this thesis and offers an overview of the abovedescribed original contributions to knowledge from the research. The thesis has six
chapters, including this introduction. Chapter 2 presents a survey of related works,
including multimodal transport, data fusion, entropy, train delay prediction, machine
learning predictive model. Chapter 3 develops a novel DAP framework for the fusion of
GTFS static and real-time data. Chapter 4 proposes a general prediction system for
primary delays using univariate and multivariate analysis. Chapter 5 focuses on finding
the bound of improvements in the real-time forecast of multi-scenario train delays with
various machine learning methods. There are three components in the prediction system,
namely real entropy, DSL algorithm, and RSE, and RST factors. Chapter 6 demonstrates
a summary of main findings and contributions, implications, and future works.

27

Chapter 1. Introduction

Figure 1.1 Thesis Structure
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Literature Review
This chapter is demonstrated to review related works to this thesis, including
works on multimodal transport, data fusion on GTSF static and real-time, entropy for
measuring uncertainty, train delay prediction, and machine learning predictive model.

2.1 Open Traffic Data
The sustainable development of smart cities requires reliable and efficient
transportation systems [25]. Internet of Things (IoT) can be applied with the existing
infrastructure and service networks for the design of the transportation systems, such as
software-defined networks and communication technologies [26-28]. IoT-based
Intelligent transportation system (IoT-ITS) can be classified into four main fields:
Advanced Traveler Information System (ATIS), Advanced Public Transportation System
(APTS), Advanced Traffic Management System (ATMS), and Emergency Management
System (EMS) [28]. Transportation systems are shifting from conventional technologydriven systems to more powerful multifunctional data-driven ITS [29-31]. Massive traffic
sensor data gathered by various sensors is vital for informed, scientific decision-making
processes in traffic operation, pavement design, and transportation planning [32]. Data
analytics in ITS consider essential factors that influence decision-making processes, such
as travel time or traffic congestion of public transport services [33-34]. The fusion of
traffic data from multiple sources produces a better understanding of the observations for
reaching a better inference in ITS [35-38].
Multimodality is essential to reduce dependence on cars and more sustainable
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transportation behavior [39]. Most adult populations use multimodal transport during
weekly trips, while few people travel unimodal, such as only a single mode of transport
for a trip [40]. A multimodal transport management system, such as MaaS, is an
innovative solution to achieving collaboration and integration among transport providers
[41]. The key concept behind MaaS is to provide users with mobility solutions to meet
their diverse travel needs [42]. Accordingly, public and private sectors should have an
integrated view on the future of mobility to understand the impacts of transportation mode
changes [43]. All transport providers run as a single unified organization to offer a single
mobility service based on traveler’s needs [44]. However, MaaS is not adequately defined
yet. It is currently reasonably understood as, “Mobility as a Service is a user-centric,
intelligent mobility distribution model in which all mobility service providers offerings
are aggregated by a sole mobility provider, the MaaS provider, and supplied to users
through a single digital platform.” as specified in [45]. An extended version of MaaS uses
SaaS (Software as a Service) and the operator interface and management system,
Collaboration-as-a-Service (CaaS), to support the ecosystem [46].
Furthermore, MaaS providers typically share high-quality multimodal transport
data through an open data platform. For example, the MaaS ecosystem of New South
Wales (NSW) of Australia contains GTFS static, GTFS real-time, General Bikeshare
Feed Specification (GBFS), and real-time Vehicle information [13]. Open data standards
such as GTFS static and GTFS real-time provide common formats for multimodal
transport data, which offers real observations as multivariate time-series data.
Smart card data are collected by the AFC system that implies valuable knowledge
about human travel patterns [47, 48]. The availability of smart card data is of vital
importance for answering various research questions in ITS, such as the estimations of
the OD distribution, the demand forecasting, the citywide crowd flows forecast, and the
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bus bunching identification and prediction [47] [49-52]. Specifically, travel demand
obtained in these studies comes from archived smart card transaction records with a data
provision based on GTFS schedules, which generate highly detailed representations for
bus network microsimulation [53]. AFC data with GTFS instead of AVL data can
accelerate the search for generating O-D matrices [54, 55]. Smart card transactional data
from APC systems and GTFS can be fused to visualize public transit use [56]. Since
GTFS is more accessible to obtain than AVL data, a robust trip chaining method can use
probability distributions to infer the most likely trajectory of individual transit passengers.
GTFS data provides a list of candidate stops with scheduled time to find the closest
stop to the current tag location from AFC data [57]. Smart card data can be utilized with
GTFS static and other data sources to reduce the use of the expensive and time-consuming
Household Travel Surveys (HTS) for inferring passengers’ trip purpose [58]. Advanced
deep learning algorithms learn from the fusion of GTFS static and real-time data to solve
time series forecasting tasks, such as train delay prediction or travel time forecasting of
bus journeys [4, 59]. Such strong evidence has shown that GTFS plays a critical role in
supplementing other data sources. Compared with AVL, APC, and AFC, GTFS static and
real-time data comply with industry standards for data formats and allow for data sharing
over all countries in the world. However, the GTFS raw data cannot be used directly, and
an effective and efficient data cleaning solution needs to be developed.

2.2 Data Fusion
Cities can develop and implement intelligent analysis systems to monitor public
transit performance by integrating, analyzing, and modeling real-world data rather than
depending on simulations [60]. In recent years, it is a common practice that deep learning
models, as the classifier or predictor, can frequently enhance the accuracy in a significant
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number of ITS applications [61]. Relying on the completeness of datasets, deep learning
models can easily derive patterns and models from large amounts of data [33]. Data fusion
is widely used to form labeled training samples, such as combining mobility data with
survey data, or subway smartcard data, and taxi GPS data with mobile phone signaling
data [62-64].
2.2.1 Data Cleaning
In general, data cleaning activities consist of error detection and error repair [65].
Outlier detection techniques for error detection of time series data can be divided into two
main types to deal with two kinds of issues from a computational perspective, including
outliers crossing over a time-series database and outliers within a single time series [66].
Given an available time series, it also contains two cases, namely point outliers (particular
elements) and subsequence outliers. GTFS real-time Trip Update APIs provide daily
delay information, which includes abnormal delays. Furthermore, the abnormal event is
usually unforeseen or unpredictable. Such events usually have features of suddenness and
uncertainty, therefore, various methodologies can be used to find point outliers for a time
series. The most applicable techniques can be divided into three types: the prediction
model, the profile-based model, and the information-theoretic compression-based model.
For multivariate time series data, prediction models can directly compute outliers
for all constituent time series [66], such as multilayer perceptron (MLP) [67], mixture
transition distribution (MTD) [68], and autoregressive integrated moving average
(ARIMA) [69]. However, Bayesian structural time series (BSTS) can flexibly adapt to
various assumptions on the latent states of the observed data, including local trends and
seasonality [70]. It also uses a Bayesian method to model the temporal evolution of
observation data and utilizes a regression to avoid overfitting. BSTS is a statistical
technique that can be applied for feature selection, time series forecasting, nowcasting,
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and inferring causal impact [70-73]. BSTS can also be extended to deal with inference
and prediction for multiple correlated time series [74]. Training a Bayesian model requires
building a posterior that factors over model parameters, such as Markov Chain Monte
Carlo (MCMC) and variational inference (VI) [71, 75].
Furthermore, data imputation is another common task in data analysis, which fixes
missing or empty values. For a GTFS dataset, these values invalidate the record, and they
can be the exact string NaN or the number 0. No matter how these values appear in the
dataset, understanding what to expect, and checking consistency whether the data matches
that expectation, will reduce potential issues in using the information later on [76].
2.2.2 Data Fusion Methodologies
Data fusion, information fusion, and knowledge fusion can be considered three
levels of abstraction [77]. Nonetheless, they are tightly related. In data fusion, several
sources of raw data are extracted to generate more useful information in order to remove
noisy and redundant data; with information fusion, several sources of information are
combined to create knowledge; for knowledge fusion, several heterogeneous sources of
information and/or knowledge are merged to create a complete knowledge [78]. Both
information and knowledge can be employed to support decision-making [79].
Additionally, the knowledge fusion problem is regarded as using multiple knowledge
extractors to extract values from each dataset and then decide the degree of correctness
of the extracted knowledge to generate a knowledge base [80].
The availability of multimodal transport data provides more useful information
for understanding the mobility changes in urban areas. With multi-source datasets,
computational models are constructed for uncovering and optimizing urban mobility
patterns. Matrix factorization decomposes an observed matrix M into a product of two
matrices, which present the latent factors of user-feature and item-feature, respectively
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[81]. Since the production of the two matrices can approximate the observed matrix M,
matrix factorization can predict the missing or incomplete data for effectively fusing the
information or knowledge from multiple heterogeneous data sources. On the other hand,
Singular Value Decomposition (SVD) and non-negative matrix factorization (NMF) are
two main methods to deal with missing values and dimensionality reduction [81, 82].
Moreover, a data fusion approach with penalized matrix tri-factorization (DFMF) is
proposed to decompose data matrices reveal hidden associations simultaneously. This
approach identifies that matrix factorization-based data fusion achieves a high accuracy
result and time response in a particular scenario [83]. To tackle the issues with sparse
data, a context-aware tensor factorization (CATF) model has employed high-order
singular value decomposition (HOSVD) to integrate with contextual features (e.g.,
features of gas stations and weather conditions) [84].
Multi-view learning is a learning paradigm that uses one function to model each
view and jointly optimizes all the functions to exploit redundant views of the same input
data [85, 86]. For example, for predicting weekday ridership of a rail station, there are
often two views representing the given rail station: its local temporal information (e.g.,
weather conditions) and spatial information (e.g., distribution of Points of Interest).
According to [86], the existing multi-view learning algorithms can be divided into three
groups: co-training style algorithms, co-regularization style algorithms, and margin
consistency style algorithms. Meanwhile, multi-view learning algorithms can also be
grouped into co-training, multiple kernel learning, and subspace learning [81, 85]. The
above algorithms can be mutually integrated; we only review subspace methods as the
main solutions for the multimodal transport scenario. The main idea of subspace methods
is to exploit the latent subspace for multi-view data [81].
Particularly, Principal Component Analysis (PCA) is a powerful method to
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exploit the subspace for single-view data [81]. For example, PCA can be utilized to
explore the spatial and temporal structure of aggregated human mobility; the predictions
of most pixel population variations (PPVs) of the PCA model can achieve superior
performance than the auto-regression moving average (ARMA) model [87]. The
constraint or assumption of statistical independence on the sources helps to achieve
essential uniqueness or diversity in data-driven models [88]. The use of the ICA method
for data fusion can fix the indeterminacy of factor analysis (FA).
Canonical correlation analysis (CCA) is an efficient and powerful approach to find the
correlation between two sets of variables. As CCA is concerned with seeking a pair of
linear transformations associated with the two sets of variables, the projected variables
on each view are maximally correlated [89].
Nevertheless, for capturing the nonlinear correlation among data, Kernel CCA is
proposed to map each data point to a higher space [81, 90]. Moreover, Tensor CCA is
developed to generalize CCA to handle many views in a straightforward and natural way
[91]. Mainly, CCA, Kernel CCA, and Tensor CCA exploit the subspace in an
unsupervised way. Since the generalization performances of unsupervised learning
approaches may not be good enough for prediction tasks, the Bayesian multi-view
dimensionality reduction (BMDR) method is proposed to project data points into a unified
subspace [92].
A probabilistic graphical model (PGM) encodes probability distributions or
expresses conditional dependencies among large numbers of random variables. Generally,
a PGM is a declarative representation (or a graphical representation) that consists of nodes
and edges, where nodes correspond to a group of random variables and edges express
interactions among variables [93]. Additionally, there are two typical models of PGMs:
directed graphical models (Bayesian Networks) and undirected graphical models
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(Markov Networks). Bayesian Networks (BNs) represent causality between variables;
however, Markov Networks represent mutual relationships between variables [94].
Inference using PGMs is the process of predicting the status of latent variables
from the probabilistic model. It can be regarded as an optimization problem. Approximate
inference algorithms are derived to implement the optimization. There are two major
methods in approximate inference algorithms: 1) variational methods are deterministic,
and 2) particle-based inference methods use stochastic numerical sampling from
distributions such as forward sampling, importance sampling, and Gibbs sampling.
Particularly, Gibbs sampling can be employed equally well to both BNs and MNs
[93]. Moreover, a topic model based on Latent Dirichlet Allocation (LDA) and Dirichlet
Multinomial Regression (DMR) can infer the functional regions in a city by utilizing
Gibbs sampling [95]. Inspired by PGMs in text mining, a Human Mobility Representation
model (HuMoR) is proposed to infer latent patterns from anonymized sequences of user
locations using Collapsed Gibbs sampling. Gibbs sampling is not an efficient parameter
inference method [96].
Furthermore, the Gaussian Bayesian Network (GBN) based graphical model was
applied to generate the casual spatiotemporal pathways for air pollutants by combing
pattern mining and Bayesian learning. The experiments identified that the model
outperforms ARMA, linear regression model, and support vector machine for regression
with a Gaussian radial basis function kernel (SVM-R) in both efficiency and inference
accuracy [97].
According to [94], both BN and MN are used to develop a hybrid network for
estimating multivariate Gaussian distribution so that computational complexity can be
reduced and the probability of finding the best solution can be increased. As PGMs
provide an approximation of exact distributions, large-scale heterogeneous data sets can
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describe complex relations using statistical inference [93]. Additionally, the information
in multiple heterogeneous information networks (HINs) can be fused to obtain a more
comprehensive and consistent knowledge [98].

2.3 Entropy
For exploring the degree of predictability in individual mobility, the entropy
measure is one of the most promising methods to characterize the limits of predictability
∏𝑚𝑎𝑥 in one user mobility. To be specific, if a user with ∏𝑚𝑎𝑥 = 0.25, it means that at
least 75% of the time, the user’s location appears to be random. Only in the remaining
25% of the time we can predict the location that the user appears at. In other words, no
matter how good the predictive algorithm is, the study cannot predict with better than 25%
accuracy. Thus, ∏𝑚𝑎𝑥 presents the fundamental theoretical limit for the potential
predictability in user mobility [99]. Correspondingly, in [99], the study of actual
prediction algorithms on 500,000 users was conducted to show how close they were to
the maximum potential predictability. Markov chain (MC) based models were
implemented to forecast the actual location visited by each user. A comparison of the
results reveals that a higher-order MC-based model does not significantly improve
prediction accuracy when approaching the maximum predictability [100].
As aforementioned, train delay prediction can be regarded as a time series
prediction task, which has been studied by interdisciplinary researchers [15]. A certain
level of randomness concerns most of the time-series datasets, which is unpredictable [99,
101]. [99] used entropy to demonstrate the fundamental theoretical limit for the
predictability in analyzing user mobility based on historical time series. The entropybased measure is one of the most effective approaches to characterize both the
randomness and the temporal correlation. It utilizes a value between 0 and 1 to illustrate
the regularity of the model inputs [101]. Generally, there are two main methods to solve
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the prediction problem: statistical model-based prediction and machine learning-based
prediction. Autoregressive-moving average (ARIMA), Kalman Filtering (KF), and fixedinterval smoothing have been extensively used for time-series forecasting [102].
Compared to model-based approaches, deep learning has brought a breakthrough in tasks
involving sequential inputs [103].

2.5 Train Delay Prediction
In literature, train fare design can significantly reduce passenger demands of
congested train stations and spread peak demand across multiple stations, such as Sydney
train systems [104, 105]. However, many factors cause train delays; for example, primary
congestion predictive factors have the most significant impacts on congestion delay,
including meets, passes, and overtakes [106]. Hence, although the train delay can be
reduced, it cannot be avoided. Moreover, several studies have investigated train delay
prediction. [107] indicated a comparison study of least-trimmed squares (LTS) robust
linear regression model, regression trees, and random forests for the accuracy of the dwell
time and running time predictions. The obtained results showed an error within ten
percent in running time estimation. However, the selected predictor variables could not
fully explain the dwell time variability; furthermore, the prediction error of the dwell time
was significantly large for real-time estimation. A certain degree of uncertainty remains
unresolved regarding the dwell time prediction.
Extreme Learning Machines (ELM) establish a repeated learning process to
predict train delays with weather information in a large-scale network. The models are
updated incrementally with new daily input parameters [18, 108]. Bayesian networks
with dynamic stochastic prediction provide another approach to update the probability
distribution of train delays and present their evolution over time. The model used parent
nodes as prior probabilities of calibrating the resulting Bayesian network [109]. The state38
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of-the-art online traffic models mostly rely on conditional probability distributions and
regression coefficients for adjacent stations, such as the Bayesian network [109, 110]. A
Bayesian network consists of an acyclic directed graph and conditional probabilities
[111]. The predictions can be sufficiently reliable for short horizons only, for example,
up to 15 min or 30 min.
Nair et al. developed a linear ensemble forecasting method combining RF with
kernel regression for train delays at a mesoscopic level [22]. [112] presented a gradientboosted regression tree model to predict train delay time and showed the trend of train
delays based on the fusion of a three-month weather dataset, a train delay dataset, and a
train schedule dataset. On the other hand, [59] proposed a generic framework that
leveraged forward chaining algorithm for incorporating expert knowledge with Long
Short-Term Memory (LSTM) and variants. [113] presented a bi-level random forest
model to predict train delays in the Netherlands. The model was composed of a
classification forest for determining the follow-up changes of a current delay at the
primary level, and several regression forests for quantifying the amount of delay at the
secondary level.

2.6 Machine Learning Predictive Model
The autoregressive integrated moving average (ARIMA) model, as one of the
most popular statistics-based time series models, can find the best fit of the model to the
past observations using the Box–Jenkins approach [102]. For many years, the ARIMA
model has been combined with artificial neural networks as hybrid solutions, which
improve forecasting accuracy in linear and nonlinear modeling [114, 115]. A random
forest is an ensemble learning that fits a group of decision trees on training data and uses
voting or averaging to predict performance better [116].
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More recently, deep neural network models such as Convolution Neural
Networks, Recurrent Neural Networks (RNN), and Graph Neural Networks (GNN)
achieved great success for time series forecasting. CNN is a widely used tool to process
image, speech, and time series since it was introduced by LeCun et al. [117]. In traffic
status prediction, CNN models often use one or more convolutional layers and activation
functions, max-pooling layers, and thoroughly connected (dense) layers. Besides, adding
dropout layers can effectively avoid over-fitting, where the model fits the training data
too well but fails to fit additional data or accurately predict future observations. Moreover,
one-dimensional (1D) convolution can learn from the two-dimensional (2D) time-series
data directly. The structure of 2D convolution can be performed to capture spatiotemporal features. Three-dimensional (3D) convolution not only extracts features in both
spatial and temporal dimensions but also considers the temporal properties of data,
cyclical patterns, and trends, for instance, closeness (local patterns) and weekly period
(long-term patterns) [118]. However, the disadvantage of 3D CNNs is that it requires
multiple layers to learn long-term dependencies at each time step. It also needs to calculate
and update the optimal weights of outputs repeatedly and then obtain the final result using
element-wise multiplication and sum operators [118].
Feed-forward neural networks, like CNN, cannot directly capture temporal
dependencies between successive time-steps. To overcome the limitation, a recurrent
neural network (RNN) was proposed to study temporal correlations without learning
trends and seasonality. RNNs include multiple variants, for instance, Long Short-Term
Memory (LSTM) [119] and Gated Recurrent Unit (GRU) [120]. Multiple CNNs and
LSTMs can be stacked and combined in various ways to form a more complex
architecture. In some cases, they (such as GRU-LSTM and Bi-directional LSTM) lead to
good outcomes where the models show performance improvement than a simple structure
40

Chapter 2. Literature Review
for discovering trends, seasonal, and cyclical patterns of data [52], [121-123]. Applying
the attention mechanism can further learn local and global dependencies between input
and output to produce more interpretable models, when deep learning is concerned [124].
Nevertheless, very few of the existing work has considered using entropy to
calculate the maximum predictability on train delay data priorly or applying multi-step
predictive models with delay status and resilience indicators to tackle the multi-scenario
delay prediction tasks.
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Chapter 3
A GTFS Data Acquisition and Processing
Framework
With advanced artificial intelligence and deep learning techniques, a growing
number of data sources are playing more and more critical roles in planning and operating
transportation services. The General Transit Feed Specification (GTFS), with standard
open-source data in both static and real-time formats, is being widely used in public
transport planning and operation management. However, compared to other extensively
studied data sources such as smart card data and GPS trajectory data, the GTFS data lacks
proper investigation yet. Utilization of the GTFS data is challenging for both transport
planners and researchers due to its difficulty and complexity of understanding, processing,
and leveraging the raw data.
This chapter proposes a general GTFS data acquisition and preparation (DAP)
framework in which we consider a comprehensive data cleansing process. The framework
is developed to convert and fuse the GTFS data to a ready-to-use format. To validate and
test the proposed framework, a multivariate multistep Long Short-Term Memory is also
developed to predict train delay with minor anomaly in Sydney as a case study. The
contribution of this new framework will render great potential for wider applications and
deeper researches.
The rest of this chapter is organized as follows. In Section 3.1, we first introduce
GTFS static and real-time data. The merging and fusion of GTFS static and GTFS realtime is demonstrated in Section 3.2. We illustrate the proposed DAP framework, and the
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BSTS with a rule-based inference engine in Section 3.3 and Section 3.4. We present the
experiment results using a train line in Sydney as a case study in Section 3.5. Finally,
Section 3.6 concludes briefly.

3.1 GTFS Static and Real-Time Data
GTFS is developed for transit agencies to publish detailed transit schedules in an
open data format; GTFS and GTFS real-time specifications enable transit agencies and
operators to exchange both static and real-time public transit information [19]. Using
GTFS data can conduct accessibility analysis, discover schedule padding, perform single
or multiple transit system analysis, and investigate social equity in transportation planning
[125-128]. However, GTFS real-time needs to be collected through the Application
Programming Interface (API). The downloaded raw data needs to be preprocessed by data
duplication, sorting, and so on. It is merged with the information of GTFS-Static.
Additionally, the new datasets are backed up and stored on the cloud as research
resources.

Figure 3.1 GTFS File Structure and Entity Relationship
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GTFS data is entirely open and free, which consists of static and real-time formats.
GTFS static data defines a common format for public transport schedules with associated
geographic information; while GTFS real-time data provides real-time information of
public transport services, such as vehicle location and road congestion level. On the one
hand, further investigation of GTFS static and real-time data creates opportunities to
explore valuable information from daily operation data; on the other hand, such work
serves as a foundation to develop and validate various models and algorithms to support
planning and operation of public transport services. Figure 3.1 depicts an example of a
GTFS static about the relationship between files and entities. First, the GTFS static has
two types of files: required files and optional files. The required files contain six txt files,
namely

‘agency.txt’,

‘routes.txt’,

‘trips.txt’,

‘stop_times.txt’,

‘stops.txt’,

and

‘calendar.txt’. All the other files are optional, such as ‘shapes.txt’ and ‘calendar_dates.txt’.
GTFS real-time contains vehicle positions, service alerts, and trip updates. This
study employed the trip updates feed to obtain delay information. A trip update for trip_id
‘600D.1384.124.128.T.8.57243995’ that presents a train arriving at a station (stop_id:
‘2205114’) 183 seconds late and leaving 194 seconds late, would look as follow:
entity {
id:" 600D.1384.124.128.T.8.57243995"
trip_update{
trip{
trip_id: "600D.1384.124.128.T.8.57243995"
schedule_relationship: SCHEDULED
route_id: ""
}
stop_time_update{
arrival{
delay: 183
}
departure{
delay: 194
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}
stop_id: "2205114"
schedule_relationship: SCHEDULED
}
}
}

3.2 GTFS Static and Real-Time Data Merging and Fusion
Table 3.1 GTFS Static Data Merging with Real-time Data
Overlapped

Static

Real-time

trip_ stop_i
id
d

schedule arrival_ti departure
d_date
me
_time

stop_name

arrival_
delay

departur
e_delay

600
D

20229
1

2019/4/1
5

8:25:01

8:29:01

Bondi
Junction
Station

115

46

600
D

20276
1

2019/4/1
5

8:32:00

8:32:30

Edgecliff
Station

71

77

600
D

20117
1

2019/4/1
5

8:34:30

8:35:00

Kings Cross
Station

70

107

600
D

20003
61

2019/4/1
5

8:37:00

8:37:30

Martin Place
Station

92

117

600
D

20003
94

2019/4/1
5

8:39:00

8:40:00

Town Hall
Station

106

97

600
D

20003
45

2019/4/1
5

8:42:00

8:43:00

Central
Station

75

67

600
D

20151
42

2019/4/1
5

8:44:36

8:45:06

Redfern
Station

60

81

600
D

22051
14

2019/4/1
5

8:53:30

8:54:00

Wolli Creek
Station

84

87

600
D

22203
64

2019/4/1
5

9:02:00

9:06:00

Hurstville
Station

20

0

As a starting point, the ‘calendar_dates’ text file is used as an example to create a
usable GTFS timetable in comma-separated values (CSV) format. However, it is
conditionally required that most GTFS data do not provide date information when a
service exception does not occur, like all GTFS bundles from the Transport for NSW [13].
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In the ‘calendar.txt’ file, ‘1’ denotes an available service, and ‘0’ implies that a service is
not available for Monday to Sunday in the date range. We fill in missing information by
using ‘service_id’ to create new data with regard to the date when the regular running of
service occurs, namely ‘scheduled_date’.
As seen in Table 3.1 , we consider a relational schema 𝑅 with attributes 𝑎𝑡𝑟(𝑅), a
functional dependency (FD) is defined as 𝑋 −> 𝐴 , wherein 𝑋 ⊆ 𝑎𝑡𝑟(𝑅) and 𝐴 ⊆
𝑎𝑡𝑟(𝑅). We have 𝑋 the left-hand side (LHS) and 𝐴 the right-hand side (RHS). As the
RHS of each FD is a subset of its LHS, the FD is trivial. Thus, agency_id −> route_id
and route_id, service_id −> trip_id, stop_id are valid concerning a GTFS dataset
instance.
Algorithm 3.1: Online Collection of GTFS Real-time Data
Input: entities 𝐸 // collecting JSON objects with the API
Output: 𝑆 // a set of entries is returned
Repeat
For 𝐸 in Feed_Entity
If 𝐸. ℎ𝑎𝑠𝐹𝑖𝑒𝑙𝑑("𝑇𝑈") // TU: trip update; VP: vehicle positions; SA: service
alerts
For count in range (length (𝐸. 𝑠𝑡𝑜𝑝1 , … 𝐸. 𝑠𝑡𝑜𝑝𝑛 ))
If 𝐸. 𝑠𝑡𝑜𝑝.trip_id and 𝐸. 𝑠𝑡𝑜𝑝.stop_id exist
𝑆. 𝑎𝑑𝑑(𝐸. 𝑠𝑡𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
𝑆. 𝑟𝑒𝑚𝑜𝑣𝑒(𝐸. 𝑠𝑡𝑜𝑝𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 )
Else
𝑆. 𝑎𝑑𝑑(𝐸. 𝑠𝑡𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
End for
time.sleep(10)
End for

A Trip Update API is called once every 10-30 seconds for extracting GTFS realtime data. All collected data are stored in the CSV file. Firstly, the dataset contains a large
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number of repetitions, which are cleaned and filtered in the deduplication step. As the
collected data is incremented based on the time stamp, ‘trip_id’ and ‘stop_id’ are used to
keep the last one and remove the others for identifying and dropping duplicates, as shown
in Table 3.1. Also, the GTFS real-time data online collection is demonstrated in
Algorithm 3.1.
Table 3.2 GTFS Static and Real-time Data Fusion
Trip_Nu

Scheduled

Arrival_

Departure

Dwell_

Stop_Seq

Running_

mber

_Date

Delay

_Delay

Time

uence

Time

600D

2019/4/15

115

46

171

1

0

600D

2019/4/15

71

77

36

2

204

600D

2019/4/15

70

107

67

3

113

600D

2019/4/15

92

117

55

4

105

600D

2019/4/15

106

97

51

5

79

600D

2019/4/15

75

67

52

6

98

600D

2019/4/15

60

81

51

7

89

600D

2019/4/15

84

87

33

8

507

600D

2019/4/15

20

0

220

9

413

Secondly, GTFS static (DB-S) and GTFS real-time (DB-R) can be fused as a
unified dataset by mapping ‘trip_id,’ ‘stop_id,’ ‘date’ at the schema-based data fusion
step. Hence, the schema matches should be DB-S.trip_id = DB-R.trip_id, DB-S.stop_id
= DB-R.stop_id, and DB-S.scheduled_date = DB-R.Scheduled_Date. Thirdly, an outlier
detection model expects the input data to be in the standard format, such as time and date,
that need to be converted into the same unit [65]. Herein, data transformation is applied
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to standardizing data format. An example of a GTFS static and real-time fusion dataset
containing the main attributes is shown in Table 3.2.

3.3 A GTFS Data Acquisition and Preparation (DAP) Framework

Figure 3.2 A Data Acquisition and Preparation Framework
The proposed GTFS DAP framework includes data cleaning and aggregation tools,
which can provide an interface to connect with a multimodal transport system and cloud
services, as shown in Figure 3.2. In a multimodal transport management system such as
MaaS, an integrated data platform is used by data service providers, which is an
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intermediate layer between users and transport operators. It offers a data service bringing
together all the modes of existing transportation. The provision of real-time information
is shared by cloud computing services.
A validator validates data to ensure that there are no errors or issues before the
data is loaded in the data lake of the cloud service. Moreover, data are uploaded or
transferred from the validator into the data lake before any data is transferred to the
Transport Performance and Analytics (TPA) database. The TPA converts credible
transport data to the JSON format, which is easily shared and reanalyzed. In this study,
data cleaning and aggregation tools are developed to collect data by using standard
application programming interfaces (APIs).
Following data validation, data deduplication is implemented to remove incorrect
or undesirable observation data. Then, the preprocessed GTFS real-time dataset is
combined with GTFS static data to generate an integrated dataset, and the whole process
can be regarded as data fusion. Furthermore, an anomaly detection method obtains
predicted values, which are used to calculate the Z-scores for standardization to find
abnormal data. Finally, the application of proper data imputation technologies can fill in
missing values. Normalization is an essential data preprocessing step to scale features
before training a prediction model. This process ensures that the scaling variables are
within the same range of values to provide appropriate inputs to the predictive models.
As a result, the proposed GTFS DAP framework can obtain multivariate time series
datasets from the multimodal transport system platform.
As shown in Figure 3.3 , the data cleaning and aggregation tool is described as a
workflow to depict the components of offline GTFS static, online GTFS real-time, data
deduplication, schema-based data fusion, data transformation, outlier detection, and rulebased data imputation.
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Figure 3.3 Data Cleaning Workflow

3.4 Outlier Detection and Imputation
The traffic information prediction can be regarded as the problem of time series
analysis, which involves univariate and multivariate variants. As the multivariate method
can automatically contain the univariate approach, traffic information prediction studies
are conventionally referred to as multivariate time series analysis. For time series
forecasting, it is essential to filter out outliers to ensure that the observations are accurate
and useful for modeling the subsequent prediction problem. Anomaly detection methods
detect outliers, which are outside the scope of defining normal data. In this study, we
apply a statistics-based outlier detection technique, the BSTS model [70]. It is a statespace model (SSM) for time series data. The model can utilize posterior predictive
samples to compute the posterior distribution of cumulative impact. Expected data points
appear in high probability regions of the model, whereas outliers occur in the low
probability regions of the model. Standardized residuals can be employed to detect
outliers by comparing them to a Z-score. The formulation of the problem as a pair of
equations is given by:
𝑦𝑡 = 𝑍𝑡𝑇 𝑎𝑡 + 𝜀𝑡 , 𝜀𝑡 ~𝑁(0, 𝜎 2 )
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𝑎𝑡+1 = 𝑇𝑡 𝑎𝑡 + 𝑅𝑡 𝜂𝑡 , 𝜂𝑡 ~𝑁(0, 𝑄𝑡 )

(3.2)

where equation (3.1) is the observation model, and equation (3.2) is the transition model
(state equation). The transition model and observation model are both linear Gaussians.
A linear Gaussian model is a Bayesian network, which defines multivariate Gaussian
distributions. 𝜀~𝑁(0, 𝜎 2 ) is an observation noise term. 𝜂𝑡 ~𝑁(0, 𝑄𝑡 ) is a transition noise
term. 𝑦𝑡 is observed data of the model at time t. 𝑎𝑡 is a state vector. The transition model
describes the evolution of the state vector from time step t to timestep t+1. 𝑍𝑡𝑇 is the
observation matrix. 𝑇𝑡 is a transition matrix. 𝑅𝑡 is a control matrix. 𝜎 2 and 𝑄𝑡 are
covariance matrices.
Structural time series (STS) models contain three types of critical components:
seasonality, regression, and local linear trends [70]. For seasonality, we utilize date-time
to generate a seasonal feature, which captures seasonal effects. The regression component
is the essential state component of the model. For the local linear trend, an autoregressive
(AR) model is applied to balance short-term information with previous steps, in which the
value of each step is a noisy linear combination of the previous steps. The model can use
the additive or the multiplicative form [129]. An STS model represents an observed time
series as the additive form:
𝑓(𝑡) = ∑𝑁
𝑖=1 𝑓𝑖 (𝑡) + 𝜀𝑡

(3.3)

Thus, the observed time series can be decomposed in the following form:
𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑆𝑒𝑟𝑖𝑒𝑠 = 𝑆𝑒𝑎𝑠𝑜𝑛𝑎𝑙 + 𝐿𝑖𝑛𝑒𝑎𝑟 𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 + 𝐴𝑢𝑡𝑜𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑣𝑒 + 𝑒𝑟𝑟𝑜𝑟
(3.4)
For a given STS, each component is treated as a Bayesian model, which contains
the set of model parameters 𝜃 and the observation vector 𝑦 = {𝑦1 , … , 𝑦𝑡 }. The posterior
density 𝑃(𝜃|𝑦) is computed by the Bayes’ theorem:
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𝑃(𝜃|𝑦) =

𝑃(𝑦|𝜃 )𝑃(𝜃)

(3.5)

𝑃(𝑦)

To learn the set of model parameters 𝜃, the Kalman filter algorithm is utilized to
derive the likelihood 𝑃(𝑦|𝜃). Applying the Bayes’ theorem to calculate the 𝑃(𝜃|𝑦) is
referred to as an inference problem. Moreover, we can turn it into an optimization problem
by minimizing the Kullback-Leibler (KL) divergence from 𝑄(𝜃 ; 𝜆) to 𝑃(𝑦|𝜃).
𝑄(𝜃 ; 𝜆)∗ = arg min KL(𝑄(𝜃 ; 𝜆)||𝑃(𝜃|𝑦))
𝜆

(3.6)

where variational inference is applied to approximating the posterior distribution of the
model parameters 𝑃(𝜃|𝑦) , by employing variational distribution 𝑄(𝜃) with variational
parameters 𝜆 from the given observation 𝑦. After the data 𝑦 is observed, the Bayesian
model has the marginal likelihood (model evidence):
𝑃(𝑦) = ∫ 𝑃(𝑦, 𝜃)𝑑𝜃

(3.7)

As the marginal likelihood is a constant to 𝜆 , we can maximize the Evidence
Lower Bound (ELBO) instead of minimizing the KL divergence:
𝑄(𝜃 ; 𝜆)∗ = arg max 𝐸𝐿𝐵𝑂(𝑄(𝜃))
𝜆

(3.8)

Furthermore, the gradient descent, as an optimization algorithm, is used to minimize
−𝐸𝐿𝐵𝑂(𝑄(𝜃)) regarding the variational parameters:
∇𝜆 𝐸𝐿𝐵𝑂(𝑄(𝜃)) = ∇𝜆 ∫ 𝑄(𝜃) log

𝑃(𝑦,𝜃)
𝑄(𝜃)

𝑑𝜃

(3.9)

To compute integration, sampling is often exploited in the process. Hence, we
incorporate the observations directly into the model by applying a reparameterization
gradient [130, 131]. Moreover, we firstly use multiple attributes as inputs. Then, the
model is trained to maximize 𝐸𝐿𝐵𝑂(𝑄(𝜃)). Training a BSTS with rule-based inference
engine for data preprocessing is indicated in Algorithm 3.1. Although advanced deep
learning models can derive approximate values very well, they fail to preprocess GTFS
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data. As there are causal relationships among various GTFS variables, we propose a rulebased inference engine as a rule-based data imputation method to derive more missing
variables accurately by using the scheduled arrival time 𝐴𝒕 𝑠 , scheduled departure
time 𝐷𝒕 𝑠 , actual arrival delay 𝐴𝐴𝐷𝒕 𝑎 , and actual departure delay 𝐴𝐷𝐷𝒕 𝑎 at time step 𝑡.
Algorithm 3.2: Training a BSTS with Rule-Based Inference Engine for Data
Preprocessing
Require: type of tasks TS, spatiotemporal attributes 𝑦𝑡𝑁 , the number of attributes N,
random variables x, variational distribution 𝑄(𝜃), actual arrival time 𝐴𝒕 𝑎 , actual
departure time 𝐷𝒕 𝑎 , actual running time 𝑅𝒕 𝑎 , and actual dwell time 𝑊𝒕 𝑎 .
If TS = Preprocessing a data set is used for a real-time forecast:
For 𝒏 = 𝟏 → 𝒊 do
𝐴𝒕 𝑎 = 𝐴𝒕 𝑠 + 𝐴𝐴𝐷𝒕 𝑎
𝐷𝒕 𝑎 = 𝐷𝒕 𝑠 + 𝐴𝐷𝐷𝒕 𝑎
If (𝐴𝒕 𝑎 − 𝐴(𝒕−𝟏) 𝑎 ) ≤ 0 or (𝐷𝒕 𝑎 − 𝐷(𝒕−𝟏) 𝑎 ) ≤ 0:
set anomalies to NaN
Applying a real-time delay prediction model
Else if TS = Preprocessing a data set is used for a long-term forecast:
Initialize 𝜆, N, t =1.
Output: 𝜆
Repeat
Draw S samples from the variational approximation
For s = 1 to S do
𝑥𝑠 ~ 𝑄(𝜃)
End for
Estimate the gradient ∇𝜆 𝐸𝐿𝐵𝑂(𝑄(𝜃)) = ∇𝜆 ∫ 𝑄(𝜃) log
equation (3.9)
Set the learning rate
Update the parameter 𝜆
𝑡 =𝑡+1
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Until the convergence conditions are satisfied
If z-score > threshold value
set anomalies to NaN
Applying a optimal data imputation algorithm
Applying a rule-based inference engine to search more missing variables,
including 𝐴𝒕 𝑎 , 𝐷𝒕 𝑎 , 𝑅𝒕 𝑎 , and 𝑊𝒕 𝑎
For each stop 𝑒𝑠 = (𝐴𝒕 𝑎 , 𝐷𝒕 𝑎 , 𝑅𝒕 𝑎 , 𝑊𝒕 𝑎 ) do
𝐴𝒕 𝑎 = 𝐴𝒕 𝑠 + 𝐴𝐴𝐷𝒕 𝑎
𝐷𝒕 𝑎 = 𝐷𝒕 𝑠 + 𝐴𝐷𝐷𝒕 𝑎
𝑅𝒕 𝑎 = 𝐴𝒕 𝑎 − 𝐷𝒕−𝟏 𝑎
𝑊𝒕 𝑎 = 𝐷𝒕 𝑎 − 𝐴𝒕 𝑎
End for

3.5 Multivariate Multistep Delay Prediction

Figure 3.4 Illustration of an LSTM Network
Delay prediction can be expressed as a task extract information from historical
data to accurately estimate future delay times for a corresponding mode of transport. In
this study, a multivariate multistep LSTM (MM-LSTM) model is trained to verify the
effectiveness of the proposed GTFS DAP framework. As indicated in Figure 3.4, an
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LSTM has the short-term state ℎ𝑡−1 and the long-term state from 𝑐𝑡−1 to 𝑐𝑡 . Additionally,
the input 𝑋 𝑡 is fed to sigmoid functions 𝜎 and an activation function 𝑡𝑎𝑛ℎ.
Firstly, the LSTM drops some memories in the forget gate and adds some new
memories to the input gate by applying the addition operation. Secondly, the long-term
state is passed through the activation function. Lastly, the output gate filters the results to
generate ℎ𝑡 . 𝑊𝑥𝑖 , 𝑊𝑥𝑓 , 𝑊𝑥𝑐 , 𝑊𝑥𝑜 , 𝑊ℎ𝑖 , 𝑊ℎ𝑓 , 𝑊ℎ𝑐 , and 𝑊ℎ𝑜 denote the weight
matrices that connect the input and the hidden vectors to the corresponding gates,
respectively. 𝑏𝑖 , 𝑏𝑓 , 𝑏𝑐 , and 𝑏𝑜 express bias vectors. The equations of LSTM are
demonstrated in equation (3.10), wherein the operator ‘∘’ is the Hadamard product:
𝑖𝑡 = 𝜎(𝑊𝑥𝑖 𝑋 𝑡 + 𝑊ℎ𝑖 ℎ𝑡−1 + 𝑊𝑐𝑖 ∘ 𝑐𝑡−1 + 𝑏𝑖 )
𝑓𝑡 = 𝜎(𝑊𝑥𝑓 𝑋 𝑡 + 𝑊ℎ𝑓 ℎ𝑡−1 + 𝑊𝑐𝑓 ∘ 𝑐𝑡−1 + 𝑏𝑓 )
𝑐𝑡 = 𝑓𝑡 ∘ 𝑐𝑡−1 + 𝑖𝑡 ∘ 𝑡𝑎𝑛ℎ(𝑊𝑥𝑐 𝑋 𝑡 + 𝑊ℎ𝑐 ℎ𝑡−1 + 𝑏𝑐 )
𝑜𝑡 = 𝜎(𝑊𝑥𝑜 𝑋 𝑡 + 𝑊ℎ𝑜 ℎ𝑡−1 + 𝑊𝑐𝑜 ∘ 𝑐𝑡 + 𝑏𝑜 )
ℎ𝑡 = 𝑜𝑡 ∘ 𝑡𝑎𝑛ℎ(𝑐𝑡 )

3.6 Experiments
3.6.1 Data Description

Figure 3.5 Cumulative Train Delay on T4 ESI train line
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To validate the proposed DAP framework, we choose train services in Sydney as
a case study. For operational data, we utilize Sydney Trains’ GTFS static and real-time
data obtained from the Transport for NSW's open data portal, which publishes its data
regularly [13]. Spatial-temporal feature analysis is performed on a fused dataset of the
GTFS static and real-time data, which consists of 150-day data observations of T4 Eastern
Suburbs and Illawarra (ESI) train line from April 15 to November 8 in 2019.
In spatial dimension, the T4 line has four routes, including ESI_1a (Bondi
Junction to Waterfall), ESI_1d (Bondi Junction to Cronulla), ESI_2a (Waterfall to Bondi
Junction), and ESI_2d (Cronulla to Bondi Junction). Figure 3.5 shows cumulative sums
of train delay of the four routes on the T4 line based on 42946 observations at discrete
time series points. For departure delays, ESI_1a and ESI_1d have no noticeable difference.
However, ESI_1a has the most significant arrival delays. In addition, the top ten arrival
delay platforms and top ten departure delay platforms are listed as shown in Figure 3.6.
It indicates that Wolli Creek station platform 4 has the most significant delays on arrival
and departure trains.

Figure 3.6 Top Ten Arrival and Departure Delays
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Figure 3.7 Distribution of Train Delay at Different Time Segments
As observed from Figure 3.7, for time-interval data in the temporal dimension, it
is clear that delay peaks occur at three different periods: A.M. peak from 8:30 am to
11:30 am, P.M. peak from 3:30 pm to 5:30 pm, and Night Inter-peak from 8:00 pm to
11:00 pm. In addition, the A.M. peak period has more than double the delay time of the
P.M. peak period. In this study, we aim to investigate the highest delay trips from T4.
Thus, we choose trips after 8:30 am and passing through the Wolli Creek Station Platform
4. Furthermore, it can be found that a trip number ‘600D’ of the ESI_1a meets the
corresponding conditions as a qualified sample dataset. The selected experimental dataset
consists of 150-day data observations at seven stations. Its daily scheduled arrival time is
8:34:30 am, and the expected departure time is 8:35:00 am at Bondi Junction Station
from Monday to Friday morning.
For details of trip ‘600D’, a specific train line connecting Bondi Junction Station
and Hurstville Station, namely BJS-HS, is selected for numerical experiments. The BJSHS line is one of the busiest urban rail lines in Sydney, linking CBD and some of the most
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populous suburbs and also localities around the airport. Among them, Hurstville station
has the highest number of daily transit patrons outside Sydney’s CBD, while Bondi
Junction connects to the most popular beach in the southern hemisphere. Trains operating
on this line pass through seven major stations, including Edgecliff Station (ES), Kings
Cross Station (KCS), Martin Place Station (MPS), Town Hall Station (THS), Central
Station (CS), Redfern Station (RS), and Wolli Creek Station (WCS), as shown in Figure
3.8.

Figure 3.8 A Train Line (BJS-HS) in Sydney
3.6.2 Experimental Setup
According to Algorithm 3.2, we have two ways to deal with anomalies: One is to
use a delay prediction model (non-imputed), and the other is to use a data imputation
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algorithm (imputed). This study conducts a comparison between a non-imputed strategy
and an imputed strategy for the long-term forecasting of train delays. The imputed strategy
is to apply the mean of observed data for replacing missing values for arrival delays and
departure delays in the GTFS real-time data, before they are used for modeling traffic
information prediction tasks. Moreover, the BSTS model constructs one-step-ahead
predictive distributions for all timesteps using samples from the variational posterior. To
detect anomalous time steps in time series data, we use Z-scores to classify the observed
values into two subgroups to identify whether a value is within a defined predictive
interval.
𝑍=

|𝑥−𝑥̅ |
𝑠

(3.11)

wherein 𝑍 represents a standard score, 𝑥 is the observed value, 𝑥̅ denotes the mean of the
predictive distributions, and 𝑠 is the standard deviation of the predictive distributions. A
time-series data point would be considered abnormal if its Z-score is greater than a
threshold value. As a result, according to the Z-score (the standard normal) table, we
identify the corresponding data points, which contain regular delay patterns. The LSTM
uses the first 105 days of historical records as the training set, the next 30 days as the
validation set, and the last 15 days as the testing set, respectively.
3.6.3 Evaluation Metrics
In the experiments, five metrics are applied to evaluating the prediction
performance of the different algorithms combined with the proposed method, namely,
Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Median Absolute Error
(MedAE), and Symmetric Mean Absolute Percentage Error (SMAPE). SMAPE provides
a result between 0% and 200%. 𝑦̂𝑖 and 𝑦𝑖 denote the predicted and actual values,
respectively. The definitions of the five metrics are written as follows.
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1

MAE = 𝑚 ∑𝑚
̂𝑖 − 𝑦𝑖 |
𝑖=1| 𝑦

(3.12)

1

RMSE = √𝑚 ∑𝑚
̂𝑖 − 𝑦𝑖 )2
𝑖=1(𝑦

(3.13)

MedAE = 𝑚𝑒𝑑𝑖𝑎𝑛(| 𝑦̂1 − 𝑦1 |, … , | 𝑦̂𝑖 − 𝑦𝑖 |)
SMAPE =

200%
𝑛

∑𝑛𝑖=1

|𝑦̂𝑖 − 𝑦𝑖 |
|𝑦̂𝑖 |+|𝑦𝑖 |

(3.14)
(3.15)

3.6.3 Model Comparison
With detailed numerical results, Table 3.3 shows the performance of our proposed
framework in predicting traffic information over the entire data set with the chosen testing
LSTM. An Imputed dataset can achieve the best performance in RMSE, MAE, MedAE,
and SMAPE across nearly all stations. When the Imputed dataset is used for prediction,
the performance is better than the Non-Imputed dataset. According to the prediction
results, the rule-based data imputation is an effective strategy for pre-processing the entire
data set.
Table 3.3 Arrival Delay and Departure Delay Prediction Performances
Model

Station

RMSE (sec)

MAE (sec)

MedAE(sec)

SMAPE (%)

NonImputed

ES

Arrival
48.4

Departure
53

Arrival
42

Departure
45

Arrival
88.4

Departure
46.1

Arrival
169.2

Departure
131.2

KCS
MPS
THS
CS
RS
WCS
ES
KCS
MPS
THS
CS
RS
WCS

54.5
63.8
65.7
65.6
63.5
51.9
23.6
21.7
35.8
47.1
38.1
40.9
49.1

54.9
77.7
76.6
61.8
77.3
55.5
48
39.5
51.4
53.3
50.1
39.8
55.9

47.3
53.9
55.5
51.7
46.5
45.8
13.4
15.6
27.3
34.3
24.6
25.8
32.1

47.2
63.6
56.9
41
55.7
48.8
38.8
27.9
40.6
37.6
33.7
23.9
36.9

45.2
47.2
147.6
46.9
28.7
47.6
1.8
7.9
22.4
24.5
13.2
11.4
12.1

48.3
65
43.5
32.4
45.7
57.5
25.4
18.4
39.2
22.8
16.3
12.1
12.3

168.9
167
137.8
153.2
167.3
128
24.5
27.9
35.3
36.1
33.6
35
51.4

114.6
121.3
102.6
151.7
156.5
118.5
57.3
40.9
47.4
55.6
39
23.8
49

Imputed
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Figure 3.9 RMSE, MAE, and MedAE for Arrival and Departure Delays
Figure 3.9 presents a comparison of RMSE, MAE, and MedAE errors produced
by Non-Imputed and Imputed datasets for arrival and departure delay predictions. Due to
the complexity and noise in the GTFS real-time data, the data pre-processing can identify
and remove most of the impact of outliers from the raw data. Additionally, the data preprocessing can also reduce the impact of missing values more effectively. It can be seen
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from the Figure 3.9 that the Non-Imputed has two prediction anomalies (blue points) at
MedAE. As a result, the Non-Imputed indicates large prediction errors among the three
error metrics. Furthermore, the imputed strategy indicates better performance than other
models in terms of the maximum, minimum, and median errors. The error distribution of
the Imputed is more concentrated in the distribution of errors. In contrast, the NonImputed has relatively larger errors.
SMAPE
200.00%
150.00%
100.00%
50.00%
0.00%
Arrival

Departure

Non-Imputed

Imputed

Figure 3.10 SMAPE of the Predictions

Figure 3.11 Performance Evaluation at Selected Train Stations
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Figure 3.10 shows that the Imputed has the lowest percentage of errors for the
arrival delay and departure delay at SMAPE. Additionally, Non-Imputed has the lowest
accuracy in terms of SMAPE. In summary, it can be seen that the Imputed dataset
provides a sufficiently good prediction performance in terms of validation metrics.
To validate the robustness of the proposed framework, we further compare the
performance of the proposed model on Non-Imputed datasets and Imputed datasets for
selected train stations, as shown in Figure 3.11. In general, the proposed method produces
less errors and shows a more stable prediction ability among four error indexes.
According to the results, using the imputed strategy can effectively develop a DAP
framework to produce a GTFS integrated dataset. After identifying the best combination,
all missing values can be replaced by the imputed strategy for the arrival delay and
departure delay. With minimized anomaly, these datasets can be used to feed a diversity
of deep learning models.

3.7 Summary
This chapter proposed and implemented a DAP framework to process the GTFS
data in both static and real-time formats. A comprehensive data cleaning workflow and a
state-of-the-art BSTS based time-series outlier detection method combined with a rulebased data imputation algorithm were proposed. An MM-LSTM model was applied to
exploring the Non-imputed and Imputed datasets for predicting delay information in the
numerical experiments.
Overall, even though the GTFS data would be complex and noise-intensive, our
proposed method could create a high-quality time series dataset for traffic information
forecasting with deep learning algorithms. The new method and tool can also be used to
solve the real-time delay prediction tasks, including regular and irregular delays. It is
challenging to obtain delay records caused by abnormal events. GTFS data provides a
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unique opportunity to obtain such valuable information. Data quality is the basis of datadriven modeling. However, such a work was overlooked in literature and the proposed
GTFS DAP framework in this chapter aimed to fill the gap.
The fused GTFS data is useful for traffic information forecasting and generates
great potential to complement other data sources, such as APC and AFC. Furthermore,
GTFS real-time Vehicle Position and GTFS real-time Service Alerts can be fused by
modifying our proposed DAP framework. Since the primary purpose of the chapter is to
design a practical and ready-to-use DAP framework, some other methods, such as
Hamiltonian Monte Carlo for outlier detection and Generative Adversarial Network for
data imputation, have not been involved. These models should be evaluated and compared
in future studies.
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A General Prediction System Framework
for Primary Delays
This chapter designs a comprehensive and general data-driven primary delay
prediction framework in which we consider the advantages of expert systems and
machine learning. Our solution uses LSTM and CPS to generate forecasts for train delays.
The LSTM tackles the tasks for long-term predictions of running time and dwell time.
The CPS utilizes past (observed) or future (projected) values with a nominal timetable to
identify past or future primary and secondary delays based on the delay causes, run-time
delay, and dwell time delay. Based on this framework, we have also used an open-source
data collection and processing tool from the DAP that reduces the barrier to using the
different open data sources. Finally, we demonstrate an advanced deep learning model,
the novel ConvLSTM Encoder-Decoder model with CPS, for better primary delay
predictions. Finally, we demonstrate the performance of the standard LSTM and its
variants applied in a novel multivariate architecture.
The rest of the chapter is organized as follows. Section 4.1 introduces the description of
the primary delay prediction problem. Section 4.2 describes the proposed train primary
delay prediction system framework. Section 4.3 presents how to use the GTFS static and
the GTFS real-time data to build and test the proposed models for univariate and
multivariate time-series predictions. Section 4.4 summarizes our experimental results,
and finally, Section 4.5 concludes briefly.

4.1 Primary Train Delay Prediction Problem
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The train delays are divided into two categories: primary delays and flow-on
delays. The flow-on delay, which also is referred to as the secondary delay, is caused by
the primary delay [132, 133]. From a system perspective, there are two approaches to
prevent delays from spreading out by either making a more robust timetable or avoiding
the occurrence of primary delays [134]. During the peak hours in urban railways, trains
are operated quite densely. Once a delay occurs, it could be easily propagated to the
succeeding trains. Thus, if we can predict and reduce the primary delays, the propagated
delays can be reduced or avoided accordingly. This leads to great alleviation of humans’
effects on the traffic management system.
According to [15] and [134], a railway network is considered as a graph where
nodes indicate a series of checkpoints C = {C1, C2, ⋯ , Cn} successively connected. For
any checkpoint 𝐶, a train arrives at the time 𝑠𝑡 𝐴𝐶 and departs at a time 𝑠𝑡 𝐶𝐷 in the scheduled
timetable, where t denotes a timestamp. The actual arrival and departure times of a train
are denoted as 𝑎𝑡 𝐴𝐶 and 𝑎𝑡 𝐶𝐷 . The differences of (𝑎𝑡 𝐴𝐶 − 𝑠𝑡 𝐴𝐶 ) and (𝑎𝑡 𝐶𝐷 − 𝑠𝑡 𝐶𝐷 ) are defined
as the arrival and departure delays, respectively. A train is delayed if its delay is greater
than the 30s (or 1 min), generally. Additionally, a dwell time is obtained by calculating
the difference between the arrival and departure time (𝑎𝑡 𝐶𝐷 − 𝑎𝑡 𝐴𝐶 ), while a running time
is gained by calculating the difference between the departure time of the current
checkpoint and the arrival time of the next checkpoint (𝑎𝑡 𝐴𝐶+1 − 𝑎𝑡 𝐶𝐷 ).
The primary delay detection problem is to predict the checkpoints that will have
the first delay, which will cause delays in succeeding checkpoints. If the delay occurs, we
can quickly predict which stations will also have a primary delay in the future. Traffic
operators, based on the information, reschedule the train network in a timely and accurate
manner, thereby reducing the number of stations that are delayed or even avoiding the
train network failure. Therefore, the primary delay prediction is a crucial task in the field
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of the railway management system.

4.2 Primary Delay Prediction Framework
Typically, an expert system includes knowledge bases, an inference engine, and
user interfaces. An Inference Engine mainly contains two types of algorithms: Forward
Chaining Algorithm (FCA) and Backward Chaining Algorithms (BCA) [135]. Inspired
by Spring’s work [135], a knowledge-based AI system in intelligent transportation
systems (ITS) is derived, as shown in Figure 4.1. An expert system is to mimic the
intelligence and function of domain experts.

Figure 4.1 Knowledge-Based Artificial Intelligence System
On the other hand, machine learning methods aim to apply complex mathematical
calculation-based algorithms to explore the relationships among large-scale data. To build
a practical PDPS, the advantages of the expert system and machine learning should be
integrated to achieve successful and scientifically useful predictions. The entire PDPS
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framework is roughly divided into four main modules: database, knowledge base,
inference engine, and machine learning component.
As depicted in Figure 4.2, each component is composed of multiple corresponding
subcomponents. Firstly, we develop a data collector to collect real-time train data to
establish a database. Secondly, for having a knowledge base, we implement a data
preprocessing tool to fuse the data from two data sources, namely train schedules and
associated geographic information. As structured information is created efficiently, we
deploy the knowledge base on the cloud server for long-term data storage. Additionally,
our model only uses data from the knowledge base to predict train delays; therefore, the
overall calculation time of the entire system is greatly reduced. Thirdly, we propose a
critical point search algorithm to integrate domain knowledge as an inference engine to
categorize the data and find the primary delays. Finally, deep learning models are applied
to achieve accurate predictions. As a result, the system extracts valuable information,
which is directly visualized to the system users for the planning and control rail services
at the operational level. To the best of our knowledge, this is the first work that provides
a comprehensive and conceptual framework for the design of the combination of expert
systems in PDPS and deep learning. The system that performs causal reasoning in the
delay prediction task is illustrated in Figure 4.2.
On the other hand, machine learning methods aim to apply complex mathematical
calculation-based algorithms to explore the relationships among large-scale data. To build
a practical PDPS, the advantages of the expert system and machine learning should be
integrated to achieve successful and scientifically useful predictions. The entire PDPS
framework is roughly divided into four main modules: database, knowledge base,
inference engine, and machine learning component.
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Figure 4.2 Framework of PDPS
4.2.1 Critical Point Search Algorithm
The motivation to use the critical point search algorithm is to identify primary
delays and secondary delays. Our proposed algorithm is employed in the time series
forecasting models to improve the prediction of the primary train delays, which are the
causes of a lot of secondary delays due to tracing causality. Since no existing studies, to
the best of our knowledge, analyze the primary delay scenario with machine learning
approaches and conduct delay classifications, this is a novel design in the train delay
prediction field.
In order to predict the primary and secondary delays, firstly, we need to calculate
the difference among the actual departure time 𝑎𝑡 𝐶𝐷 , the actual arrival time 𝑎𝑡 𝐴𝐶 , the
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scheduled departure time 𝑠𝑡 𝐶𝐷 and the scheduled arrival time 𝑠𝑡 𝐴𝐶 . Subsequently, a few
difference values are calculated from the following equations.
(a) The difference 𝐷1 between the actual arrival time and the scheduled arrival time:
𝐷1 = 𝑎𝑡 𝐴𝐶 − 𝑠𝑡 𝐴𝐶
(4.1)
(b) The difference 𝐷2 between the actual arrival time at a timestep 𝒕 and the actual
departure time at a timestep 𝑡 − 1:
𝐷2 = 𝑎𝑡 𝐴𝐶 − 𝑎𝑡 𝐶𝐷
(4.2)
(c) The difference 𝐷3 between the scheduled arrival time at a timestep 𝒕 and the
scheduled departure time at a timestep 𝑡 − 1:
𝐷3 = 𝑠𝑡 𝐴𝐶 − 𝑠𝑡 𝐶𝐷
(4.3)
(d) The difference 𝐷4 between 𝐷2 and 𝐷3 :
𝐷4 = 𝐷2 − 𝐷3

(4.4)

Algorithm 4.1 Critical Point Search Algorithm
Require: Input all train data 𝑹𝒕 = (𝑹𝒕𝟏 , 𝑹𝒕𝟐 . . . 𝑹𝒕𝑵 ), and pre-defined thresholds 𝑽𝟏 and 𝑽𝟐
Output: 𝑾𝟏 , 𝑾𝟐 , 𝑾𝟑
for each train 𝑹 = (𝒂𝒕 𝑪𝑨 , 𝒂𝒕 𝑪𝑫 , 𝒔𝒕 𝑪𝑨 , 𝒔𝒕 𝑪𝑫 ) do
𝐃𝟏 = 𝒂𝒕 𝑪𝑨 − 𝒔𝒕 𝑪𝑨
if 𝐃𝟏 >= 𝑽𝟏 :
𝑫𝟒 = 𝐃𝟐 - 𝐃𝟑
if 𝑫𝟒 >= 𝑽𝟐 :
𝑾𝟏
else:
𝑾𝟐
else:
𝑾𝟑
end for
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To find the primary points, an inference engine using forward chaining searches
the critical points until it finds the points where 𝐷1 ≥ the first threshold value 𝑉1 and
𝐷4 ≥ the second threshold value 𝑉2 . For an initial checkpoint, only 𝐷1 is used to find
the primary points. The Critical Point Search Algorithm (Algorithm 4.1) is summarized
as follows. By calculating differences of respective train arrival or departure times, the
different category of delay or on-time points are added to the corresponding
lists, 𝑊1 ,𝑊2 , 𝑊3 . The output 𝑊1 denotes a list of primary delay points, 𝑊2 a list of
secondary delay points, and 𝑊3 a list of running on-time points.
4.2.2 LSTM Neural Networks for Multi-Step Time Series Forecasting
Feed-forward neural networks, such as CNN, cannot directly capture temporal
dependencies between successive timesteps. To overcome the limitation of temporal
dependency capture, a recurrent neural network was proposed to study temporal
correlations without learning trends and seasonality. It is a commonly used and effective
tool for sequence prediction problems. LSTM networks are capable of solving many tasks
of the time series by using fixed-length time windows [136]. They have stacked to
accurately model complex patterns of multivariate sequences [137].
In this chapter, we follow the version of FC-LSTM from [138]. A standard LSTM
contains two types of states: the long-term state and the short-term state. Specifically, the
short-term state ℎ𝑡−1 and the current input 𝑋 𝑑 are fed to three Sigmoid functions and a
𝑡𝑎𝑛ℎ activation function. Moreover, the long-term state 𝑐𝑡−1 traverses the network to 𝑐𝑡 .
Firstly, it drops some memories in the forget gate. Secondly, some new memories are
added to the input gate by using the addition operation. And then, the long-term state is
passed through the 𝑡𝑎𝑛ℎ activation function. Finally, the output gate filters the results,
generating the output 𝑦𝑡 and the short-term state ℎ𝑡 (𝑦𝑡 is equal to ℎ𝑡 at time step).
Shi et al. introduced a convolutional LSTM (ConvLSTM) architecture, which is a
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combination of convolutional and LSTM layers [139]. Based on the state-of-the-art
encoder and decoder design, Gehring et al. proposed a fully convolutional model structure
for sequence-to-sequence learning, which achieved superior performance over the strong
recurrent models on machine translation tasks [140]. According to Shi et al.’s work [139].
The ConvLSTM included the convolution operator *. It used convolution structures
directly in both the input-to-state and state-to-state transitions. Thus, the model is suitable
to encode information for spatiotemporal data.
The input-to-state filters determine the output (𝑊𝑥𝑖 , 𝑊𝑥𝑓 , 𝑊𝑋𝐶 , 𝑊𝑥𝑜 ) and state-tostate filters (𝑊ℎ𝑖 , 𝑊ℎ𝑓 ,𝑊ℎ𝑐 , 𝑊ℎ𝑜 ). The input 𝑋 𝑑 at the time step t is the historical arrival
or departure delay time. The final output is the predicted arrival or departure delay time,
respectively. ConvLSTM does not have negative number predictions by using nonlinear
activation function at each of ConvLSTM layers and Rectified Linear Unit (ReLU)
activation function at the fully connected (FC) layer. It is vital for delay forecast models
to predict positive times from the positive times of historical data.

Figure 4.3 LSTM-CPS Network Topology
As depicted in Figure 4.3, the design of a comprehensive deep predictive learning
architecture is demonstrated for multivariate train delay predictions. A multivariate multistep forecasting model is composed of an LSTM, and two rectified linear units (ReLU),
two dense layers, a dropout layer, and a CPS component. The last dense layer outputs a
range of future values. The CPS classifies the predicted values, which not only find the
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primary delays, secondary delays, and on-time running of corresponding stations but also
show the status of the whole trip in the future from a given history. Furthermore, different
machine learning methods and model hyperparameters are included in our studies.

4.3 Data Preparation
For evaluation, the proposed models are applied to a Sydney Train GTFS dataset
from the NSW open data hub, which unlocks its data to share with developers,
researchers, and data analytic organizations, and offers exciting opportunities for them to
create an innovative solution for diverse stakeholders [13]. The raw data with a frequency
range of 10 to 30 sec is extracted from the real-time GTFS that has a large amount of data
every day. For example, collecting GTFS trip updates of Sydney Trains with a 10-sec
frequency generates a dataset between 2 and 4 GB per day, which is preprocessed into a
data set between approximately 3 and 6 MB dataset. Such open-source data have great
potential to be preprocessed to carry out a longitudinal study in rail transportation.
4.3.1 Univariate Analysis
After removing duplicated data, we pre-processed the dataset as follows. As
shown in Figure 4.4, the means of the daily arrival delay and departure delay data for the
entire railway network can be calculated. Specifically, according to Figure 4.4, we sorted
the March 26 data and found many delays longer than 30 minutes. Moreover,
ConvLSTM’s future state of a cell in the grid is determined by the input and past state of
its local neighbors [139]. Based on our experiments, the prediction error could increase
significantly when an outlier is used as an input at a timestep close to the timestep of the
output. Hence, such data cannot be harnessed to predict the next day’s delay times.
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Figure 4.4 Daily Average Delay (sec)
We proposed critical point search rules that can classify data efficiently and
reasonably. The algorithm (Algorithm 4.1) limits the upper and lower bounds of the data
through a set of rules to split the dataset into three lists (𝑊1 , 𝑊2 , 𝑊3 ). It can be easily
modified and extended to generate more categories of the list for the actual prediction,
for instance, a list for special events. Furthermore, the entire train network consists of 8
lines, namely T1, T2,⋯T8, where each line has multiple routes, and each route has
multiple trips per day; and also, the total number of nodes (stations) are different among
the trips. Since each trip has a unique reference number, and there are no obvious
systematic time-dependent patterns among the difference trips, if we simply split the
dataset into the training and the test sets and then apply the deep learning model to predict
the delays by using the datasets, the predicted results could be erroneous and not
convincing. Besides, to utilize LSTM models for supervised learning in sequence data,
we need to predefine the number of subsequences and the length of subsequences to
determine the number of nodes we expected to forecast. Thus, for train delay prediction,
the model only predicts a trip of one checkpoint at a time. If we would like to complete
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calculations for all checkpoints quickly, parallel computing can be used to perform all
calculations simultaneously.

Figure 4.5 Input and Output Shapes
It is worth mentioning that the model we proposed is a generic model, which does
not depend on a specific data set. The ConvLSTM model can learn long-term correlation
in a sequence and capture the spatiotemporal patterns by using good quality input data.
Figure 4.5 shows that N delay categories of samples, where 𝑡 ′ is an initial time, and each
trip with a window of the historical time steps from 𝑡 ′ + 1 to t. 𝑛𝑑1 to 𝑛𝑑𝑗 indicate the
number of trips. The outputs include n delay predictions at h time-steps ahead, 𝑡 + 1, ⋯,
𝑡 + ℎ. For multiple trips, the input samples are sampled at non-fixed time resolutions to
predict the outputs. Therefore, the data is transformed into a two-dimensional format
oriented to supervised learning (train and test data in a tabular form). Specifically, our
design is to split the trips into three tabular forms by using CPS. For further study, when
a checkpoint occurs a primary delay, we use Bayesian Learning to calculate the
probability of a trip at subsequent checkpoints, at which events occur (the primary delay,
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secondary delay, or on-time running). The framework from this chapter can be applied to
generate a delay prediction model to estimate the arrival delay time or departure delay
time for each type of events.
4.3.2 Multivariate Analysis
For multivariate analysis, the dataset consists of 161-day data observations for the
trip number ‘600D’ in the period Apr. 11, 2019 to Nov. 21, 2019. The train line is from
Sydney’s Bondi Junction Station, Platform 1 to Hurstville Station, Platform 4 in the
morning peak hours from Monday to Friday.
The available data has spatial data from multiple train stations and temporal data
for each station. The train delay data is interpreted as a time-series format, which can be
processed and transformed into many sequential matrices. The sequential model learns
the spatio-temporal features by using the arrays as input shapes. Consequently, the
correlations of independent variables for train delays among different stations are utilized
during the predictive model training.

Figure 4.6 Graphical Representation of Feature Generation Process
Figure 4.6 demonstrates our architecture of data visualization for the feature
generation process. Firstly, a pre-planned train trip with possible delays is included. The
available data has spatial data from multiple train stations and temporal data for each
station. The train delay data is interpreted as a time-series format, which can be processed
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and transformed into many sequential matrices. The sequential model learns the spatiotemporal features by using the arrays as input shapes. Consequently, the correlations of
independent variables for train delays among different stations are utilized during the
predictive model training.
For a sequence-to-sequence model, the relevant time series as inputs are denoted
by 𝑋 𝑑 ,where 𝑑 = 1,2, ⋯ , 𝐷. The illustration of 𝑋 𝑑 is a set of sequential matrices. We
have a sequence of train delays, 𝑋 𝑑 , which can be denoted in vector form as 𝑋 𝑑 =
3
𝑑
2
[𝑋𝑡1 , 𝑋𝑡+1
]. Each matrix with a time-step is from 𝑡 to 𝑡 + 𝑛 − 1. For
, 𝑋𝑡+2
, ⋯ , 𝑋𝑡+𝑛−1

example, in 𝑋𝑡1 , the time steps of the lag 𝑤 are from 𝑡 − 𝑤 + 1 to 𝑡 , which can be
expressed explicitly in matrix form as
𝑥𝑡1
1
𝑥𝑡−1
⋮

𝑥𝑡2
2
𝑥𝑡−1
⋮

1
[𝑥𝑡−𝑤+1

2
𝑥𝑡−𝑤+1

𝑋𝑡1 =

⋯
⋯
⋱
⋯

𝑥𝑡𝑑
𝑑
𝑥𝑡−1
……………....(5.6)
⋮
𝑑
𝑥𝑡−𝑤+1
]

All features are standardized to the range [0, 1] before being passed to the predictive
learning model.

4.4 Model Comparison
RMSE, MAE, mean absolute percentage error (MAPE), coefficient of
determination (R2 ), and Adjusted R-squared (Adjusted R2 ) are applicable measures to
evaluate the efficiency of the proposed prediction models. They have been defined as
indicated in Equation (4.7) – Equation (4.9), where 𝑦𝑡 is the actual time for sample t and
𝑦̂𝑡 is the predicted time. As the multi-time-step model predicts train delays for all r trips
for the next n time-steps, both 𝑦𝑡 and 𝑦̂𝑡 have the dimensionality ℎ × 𝑟 on the
univariate analysis and have the dimensionality ℎ × 𝑟 × 𝑑 on the multivariate analysis.
𝑀𝐴𝑃𝐸 =

1
𝑛

∑𝑛𝑖=1 (
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𝑦𝑡 −𝑦̂𝑡
𝑦𝑡

)

(4.7)
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𝑅2 = 1 −

∑𝑛
̂𝑡 ) 2
𝑖=1(𝑦𝑡 −𝑦

(4.8)

∑𝑛
̅)2
𝑖=1(𝑦𝑡 −𝑦
𝑛−1

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑅 2 = 1 − 𝑛−(𝑘+1) (1 − 𝑅 2 )

(4.9)

4.4.1 Univariate Prediction Results
To obtain better predictions, we repeat the evaluation of the same model
configuration on the same GTFS dataset and then estimate the average performance of
the prediction models. For this experiment, we explored the patterns of train delays on
weekdays. Table 4.1 shows the results of the trip number “146U” at the “Seven Hills
Station Platform 2” delay forecast, using GTFS data between January 29, 2019, and April
2, 2019, and GTFS-Static data. The advantage of integrating GTFS data is that we have
more information about each station, such as station name, coordinates, node number,
route name, and so on. As evidenced by the results, except for the slight difference in the
performance of CNN, the performance of three types of LSTM does not have much
different. Our results are consistent with Greff et al.’s findings as well [141].
Table 4.1 Results of the Models without CPS
Model

MAE (sec)

RMSE (sec)

Mean

SD

Mean

SD

CNN

84.51

4.52

136.13

3.83

Pure LSTM

80.61

1.25

133.17

1.26

CNN-LSTM

79.64

1.90

134.08

1.84

ConvLSTM

79.49

0.83

133.61

0.60

After applying CPS to find higher than 40-sec primary delays for the trip number
“146U” at an initial station, “Emu Plains Station Platform 2”, the results of the proposed
models indicate the different results. The main reason for using the different stations is
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that CPS can remove the outliers at the same station, which means that the non-primary
delayed data is not considered for primary delay prediction. Hence, the forecast result is
improved.
Although Pure LSTM performs well on the given dataset, we found CNN, Pure
LSTM, and CNN-LSTM perform negative values for delay predictions, which are
abnormal values. Additionally, ConvLSTM's mean and standard deviation (SD) is higher
than Pure LSTM’s in Table 4.2, whereas it has the smallest SD in Table 4.1. To sum up,
ConvLSTM is more stable than other models to make predictions based on data with large
residuals. Notably, it also performs accurate forecasts that are closer to the ground truth.
Table 4.2 Results of the Proposed Models
Model

MAE (sec)

RMSE (sec)

Mean

SD

Mean

SD

CNN

48.63

14.08

53.65

14.75

Pure LSTM

16.82

1.19

18.66

1.18

CNN-

34.97

4.53

37.62

5.29

37.56

3.48

42.63

3.89

LSTM
ConvLSTM

In predicted primary train delay results, the algorithm assumes that all the
predicted train running is the same as the actual train running time, and this assumption
is unrealistic. The recommended algorithm would be sensitive to the values of 𝑉1 and 𝑉2 .
Normally, 𝑉1 or 𝑉2 should be greater than 30 or 60 seconds. Our proposed model could
capture long-term correlation in sequence learning. Inspired by Yamamura’s work [132]
, as the prediction error exists, to accurately find the primary delay, the value of an offset
needs to be calculated and be involved with the predicted output data. Therefore, to
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develop a primary delay prediction system, 𝑉1 , 𝑉2 , offset should be suggested by the
domain experts, who can estimate the values based on reality.
4.4.2 Multivariate Prediction Results

Figure 4.7 Training and Validation Loss for a Multi-Step Running Time Prediction with
MAE as Loss Function
For training a multivariate deep learning model, the first 100 days of the 161-day
dataset is compiled as the training dataset and the remaining data as the validation dataset,
that roughly 70/30 split. According to the network structure of Figure 4.3, we select a
batch size of 32 and 150 epochs as the parameters of the training model. illustrates the
loss during the training and validation procedures. Both the training loss and validation
loss converge after approximately 60 epochs. MAE is exploited as a loss function in the
training process. Since the performance difference between training and validation is
acceptable, the model does not overfit the training data.
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Figure 4.8 RMSE, MAE, MAPE, and Training Time for Running Time Prediction
Figure 4.8 reports the performance of our proposed models with different variants
or combinations of CNN, LSTM, and GRU for predicting running time from one day
ahead (t+7). All x-axes express the corresponding models. The y-axis of RMSE and MAE
represents the error in seconds; the y-axis of MAPE denotes the proportion of the error;
the y-axis at the lower right of the figure represents the training time (seconds) of the
corresponding models. All models do not have significant performance differences. The
standard LSTM has the lowest percentage error at MAPE. CNN reaches minimum
training time. In summary, the standard LSTM has a sufficiently good prediction
performance in terms of all validation metrics.
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Figure 4.9 RMSE, MAE, MAPE, and Training Time for Dwell Time Prediction
The expressions of the x-axis and y-axis in Figure 4.9 are the same as in Figure
4.8, but the performance of the proposed models for dwell time prediction and estimation
accuracies in terms of all validation metrics with one day ahead are reported instead. For
RMSE, MAE, and MAPE, GRU-LSTM achieves the highest prediction accuracy;
however, the time cost of the model is the highest. To sum up, compared with the other
variants, the standard LSTM and CNN have more substantial errors and less training time.
Variants do not have significant performance differences.
Table 4.3 and Table 4.4 demonstrate the results of predictive models. In Table 4.3,
it is easy to observe that the training time used by CNN is the lowest. For 7-steps ahead
prediction, Pure LSTM achieves lower MAE and MAPE compared to others. However,
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in Table 4.4, GRU-LSTM performs well for 7-steps ahead prediction. Also, the
differences between all variants in performance are slight.
Table 4.3 Running Time Prediction Performances
Model

RMSE (sec)

MAE (sec)

MAPE (%)

Training
Time (sec)

CNN

20.0

15.411

14.583

8.3

Pure LSTM

20.419

14.973

11.779

56.6

Bidirectional-

25.256

19.136

14.907

63.7

CNN-LSTM

24.218

17.076

15.066

47.1

GRU-LSTM

21.527

18.086

15.960

85.2

LSTM

Table 4.4 Dwell Time Prediction Performances
Model

RMSE (sec)

MAE (sec)

MAPE (%)

Training
Time (sec)

CNN

18.128

14.491

24.014

3.8

Pure LSTM

16.670

12.125

18.897

17.7

Bidirectional-

15.586

11.147

17.107

24.3

CNN-LSTM

14.837

10.229

15.498

19.8

GRU-LSTM

14.717

9.844

14.480

29.9

LSTM

For building a real-world deep learning application, we need to balance or even
trade-off accuracy and training time, also prevent overfitting of the model. Time series
data have a certain degree of randomness. In some cases, certain model approaches a high
accuracy, but overfitting occurs. It dramatically reduces the portability of the model. In
addition to accurately assess the maximum predictability of the dataset, in further studies,
we need to explore automated model selection techniques to identify an appropriate
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predictor for the corresponding inputs.
R2 and Adjusted R2
1.2
1
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0.6
0.4
0.2
0
1

R2 (Running Time)

Adjusted_R2 (Running Time)

R2 (Dwell Time)

Adjusted_R2 (Dwell Time)

Figure 4.10 R-Squared and Adjusted R-Squared
Finally, we compared R-squared and Adjusted R-squared values resulting from
the proposed models. Figure 4.10 reports a standard LSTM for running time prediction
and best performance variants for dwell time prediction from one day ahead. Moreover,
2
a baseline model predicts 𝑦̅ , which has default values 𝑅 2 = 0 and 𝑅𝑎𝑑𝑗
= 0. The

chapter compares the proposed standard LSTM and variants against the baseline model.
The result shows that the running time has a small variation with high accuracy, which is
to a great extent explained by predictors in the standard LSTM. The proposed architecture
presents reliable predictive power. Additionally, the running time shows a weak
dependence on train delays. The impact of running time on the peak hours of workdays
is also weak. Therefore, dwell time is more closely related to arrival delays.
Figure 4.10 shows the R-squared and Adjusted R-squared values for one day
ahead. There is an amount of unexplainable uncertainty, which is represented by Rsquared and Adjusted R-squared. Our model chooses the appropriate numbers of epochs
to achieve the smallest value ℎ̂𝑛 through the method of Figure 4.7. If we increase the
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number of epochs to reach the higher values of R-squared and Adjusted R-squared, it will
cause the model to be overfitting or underfitting. Furthermore, the selected predictor
variables cannot fully explain the variability of dwell times. It is a common consensus
that using more relevant factors as an input of the model can reduce prediction errors and
derive more accurate predictions of dwell time. For example, simply the dwell time is
sensitive to the number of people waiting for the corresponding trains. However,
accurately calculating the number of people getting on and off at the corresponding station
is still an unresolved issue though some trials with IoT technologies are underway.

4.5 Summary
This chapter proposed a PDPS system framework for train delay prediction and
identified the feasibility of using GTFS data for such studies. The system framework
includes the GTFS data pre-processing tool, the critical point search algorithm, and deep
learning models. The combination is to deal with big data in railways and achieve
causality for delay event classifications. Moreover, this chapter established a hybrid deep
learning architecture for long-term train delay prediction on real-world data collected
from different sources. The presented value indicated that the LSTM could reach high
accuracy by discovering the long-term temporal dependency patterns. Several deep
learning models, including CNN, LSTM, and their variants, had been investigated to
predict the running time and dwell time based on multivariate inputs. Moreover, CPS
utilizes experimental results to implement the predicted primary delays and the predicted
secondary delays.
The solution can be directly applied for long-term decision support in urban
railway systems. It is a critical component for MaaS applications, and it assists in realtime forecasting. Meanwhile, the large amount of computation cost caused by deep
learning models makes it difficult to quickly analyze and simulate the entire railway
85

Chapter 4. A General Prediction System Framework for Primary Delays
network by using high-frequency real-time data based on long-term prediction
performance. Our experiments classify the data of a single train line and forecast the
corresponding stops of a single line. We will extend and apply the CPS to implement the
data classification for the entire train network. We can use a stochastic probability model,
such as a conditional Bayesian model, to effectively adjust the delay information as
meaningful future work.
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Chapter 5
Real-Time Forecast of Multi-Scenario
Train Delays
In many big cities, train delays are among the most complained events by the
public. Different from literature studies, this chapter focuses on finding the bound of
improvements in predicting multi-scenario train delays with various machine learning
methods in real-time.
The rest of the chapter is organized as follows: preliminary investigations of train
delay are described in Section 5.1, including train delay problem and train delay
prediction. Real entropy for maximum predictability, resilience inference formulations, a
delay status labeling algorithm, and real-time multi-scenario delay predictions are
introduced in Section 5.2. The performance of our proposed model is validated and further
be applied to investigate real-time multi-scenario delay predictions in Section 5.3. Finally,
Section 5.4 concludes briefly.

5.1 Preliminary Investigations
5.1.1 Train Delay Problem
A passenger train usually runs along a railroad track based on a regular schedule
to serve a series of train stations successively in a trip. It follows an itinerary characterized
by an original station 𝑠1 , a destination station 𝑠𝑘 , and some intermediate stations 𝑠𝑖 , 𝑖 =
2,3, … , 𝑘 − 1. Train delay is described as the difference between the actual time 𝑡 and the
scheduled time 𝑡̂, as shown in Figure 5.1. If the difference of departure times (i.e., 𝑑 𝑠1 −
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𝑑̂ 𝑠1 ) or arrival times (i.e., 𝑎 𝑠1 − 𝑎̂ 𝑠1 ) is greater than 30 sec or 60 sec, and then a train is
considered to have a departure delay or an arrival delay, respectively. Running time
between two stations, e.g., 𝑠1 and 𝑠2 , is the difference between the arrival time at the
current station 𝑠2 and the departure time at the previous station 𝑠1 , such as 𝑅1 = 𝑎 𝑠2 −
𝑑 𝑠1 . Dwell time is the difference between the departure time and the arrival time at the
same station, e.g., 𝑠2 , such as 𝐷2 = 𝑑 𝑠2 − 𝑎 𝑠2 . By computing the differences in the
running time and the dwell time between the scheduled time and the actual time, train
delay can be identified when a train departs from or arrives at a station.

Figure 5.1 Graphical Representation of Train Delays
5.1.2 Train Delay Prediction
In general, train delay prediction can be divided into three categories: short-term,
medium-term, and long-term. The short-term delay prediction is usually defined as the
prediction of delay time for trains from the current time t to future periods (e.g., one hour
or a few hours later). If the train delay is predicted 24 hours in advance, it is usually
referred as a medium-term prediction. The prediction of train delays over a certain period
(e.g., one day or one week) in advance is classified as a long-term prediction.
Train delay prediction can be treated as a multivariate regression problem. As it is in a
time-series context, we need to use the date-time index. More precisely, it can also be
formed as a multivariate time series analysis problem. According to data acquisition time
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and computation time constraints, most of the studies can be divided into short-term
forecast (or real-time) and long-term (or medium-term) forecast. As a train can arrive at
or depart from a station early, on time, or late, the train delay observations over time and
space are known as a stochastic process. The most natural and elegant way is to use
probability models to describe the evolution of discrete-time observations based on a
continuous-time process. Consequently, probabilistic models mainly solve short-term
forecast with high-frequency real-time data. Data-driven models are mainly used for
medium-term or long-term forecast. Probabilistic graphical models and deep learning
methods have complementary characteristics. To implement a practical delay prediction
model, the combination of both methods can integrate their advantages.
Train delay prediction can be treated as a multivariate regression problem. As it
is in a time-series context, we need to use the date-time index. More precisely, it can also
be formulated as a multivariate time series analysis problem. According to data
acquisition time and computation time constraints, most of the studies can be divided into
short-term forecast (or real-time) and medium-/long-term forecast. As a train can arrive
at or depart from a station early, on time, or late, the train delay observations over time
and space are known as a stochastic process. The most inherent and elegant method is to
use probability models to describe the evolution of discrete-time observations based on a
continuous-time process. Consequently, probabilistic models mainly solve short-term
forecast with high-frequency real-time data. Data-driven models are mainly used for
medium-term or long-term forecast. Probabilistic graphical models and deep learning
methods have complementary characteristics. To implement a practical delay prediction
model, the combination of both methods can leverage their advantages.
As shown in Figure 5.1, the actual dwell time and running time are two main
factors determining the train delay. If predictors can predict the dwell time and the
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running time correctly, the train delay time can be estimated accurately. In this chapter,
we focus on the short-term prediction of train delay. However, the methodology and
learning architecture proposed in this chapter can be easily extended to cope with the
long-term prediction.

5.2 Enhancing Multivariate Prediction with Rule-Driven Automation
Method
5.2.1 Maximum Predictability of Running Time and Dwell Time
Entropy is a measure of uncertainty of the state in time series analysis. It can be
used to represent the degree of predictability from a time series dataset. For running time
or dwell time data, low entropy implies high predictability, and vice versa. The real
entropy estimates the probabilities of the values in the historical time series and temporal
regularity of the sequences [101]. For example, given two sequences of the train delay
𝐷1 = [1,2,1,1] and 𝐷2 = [2,1,1,1], we have different values of real entropy. The real
entropy obtains an approximation value that converges rapidly by applying the LempelZiv algorithm [101, 142]. Accordingly, the approximation of real entropy for historical
running time or dwell time can be calculated by
𝐻(𝑆) ≈

𝑤 𝑙𝑛 𝑤
𝑗

∑𝑡 𝑠𝑢𝑏𝑡

(5.1)

where 𝐻(𝑆) denotes real entropy of the historical time series sequence. Its exponential
𝑗

time complexity is 𝑂(2𝑛 ). 𝑠𝑢𝑏𝑡 is the length of the shortest subsequence from time step
t that has not appeared before 𝑡 in a trip 𝑗. 𝑤 is the length of the list of running time or
dwell time. Our work explores the upward bound on the predictability in the train delay
for selecting an appropriate predictor. According to [99, 101], the following equation
(5.2) computes the maximum predictability ∏𝑚𝑎𝑥 of the train delay dataset.
𝑓(∏𝑚𝑎𝑥 ) = − ∏𝑚𝑎𝑥 𝑙𝑜𝑔2(∏𝑚𝑎𝑥 ) − (1 − ∏𝑚𝑎𝑥 ) 𝑙𝑜𝑔2 (1 − ∏𝑚𝑎𝑥 ) + (1 −
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∏𝑚𝑎𝑥 ) 𝑙𝑜𝑔2 (𝑁 − 1) − 𝐻(𝑆) (5.2)
where 𝐻(𝑆) represents the given value of real entropy, as explained above. 𝑁 represents
the number of distinct values in train delay time series in a trip 𝑗. The whole calculation
process of the maximum predictability for the train delay dataset is presented in
Algorithm 5.1. We herein apply equation (5.2), the first derivative, and the second
derivative. The accuracy has a 16-bit floating-point, which is set as 0.0001.
Algorithm 5.1: Calculating the maximum predictability
Require: The value of 𝐻(𝑆) and 𝑁
Output: ∏𝑚𝑎𝑥
Maximum_predictability (𝑁, 𝐻(𝑆)):
𝑓(∏𝑚𝑎𝑥 ) = 𝑓(∏𝑚𝑎𝑥 , 𝑁, 𝐻(𝑆) ) //using equation (5.2)
𝑓𝑖𝑟𝑠𝑡 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 = 𝑙𝑜𝑔2 (1 − ∏𝑚𝑎𝑥 ) − 𝑙𝑜𝑔2 (∏𝑚𝑎𝑥 ) − 𝑙𝑜𝑔2 (𝑁 − 1)
𝑠𝑒𝑐𝑜𝑛𝑑 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 =

1
(∏𝑚𝑎𝑥 − 1 ) ∏𝑚𝑎𝑥

if 𝐻(𝑆) ≤ 𝑙𝑜𝑔2 (𝑁) 𝑎𝑛𝑑 𝐻(𝑆) ≤ 0.01:
return 0.999
else if 𝐻(𝑆) ≤ 𝑙𝑜𝑔2(𝑁) 𝑎𝑛𝑑 𝐻(𝑆) > 0.01:
∏𝑚𝑎𝑥 =

(𝑁+ 1)
2𝑁

While abs ( 𝑓(∏𝑚𝑎𝑥 ) ) > 0.0001：
∏𝑚𝑎𝑥 = ∏𝑚𝑎𝑥 −

𝑓(∏𝑚𝑎𝑥 )
𝑓𝑖𝑟𝑠𝑡 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒−

𝑓(∏𝑚𝑎𝑥 ) ∗ 𝑠𝑒𝑐𝑜𝑛𝑑 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒
2 ∗ 𝑓𝑖𝑟𝑠𝑡 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒

end while
return ∏𝑚𝑎𝑥

5.2.2 Calculating Resilience Indicators and Labeling Delay Status
With the advancement of data collection and cloud storage, real-time delay data
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is widely used. Once it is fused with schedule data (timetable), some critical predictor
variables can be inferred from measurements of the observable variables. The travel time
of a train trip consists of two parts, running time and dwell time. When a train runs in a
section, the evolution of train delays is closely related to RSE by excluding the
disturbance of external factors, such as abnormal lousy weather and traffic accidents.
Furthermore, the mutual influence between trains that occur at the same station
and successive delays begins with the increase of train dwell time. The evolution of train
delays is closely related to RST. They are calculated as,
𝑅𝑆𝐸 = (𝑎̂ 𝑠𝑖 − 𝑑̂ 𝑠𝑖−1 ) − (𝑎 𝑠𝑖 − 𝑑 𝑠𝑖−1 )

(5.3)

𝑅𝑆𝑇 = (𝑑̂ 𝑠𝑖 − 𝑎̂ 𝑠𝑖 ) − (𝑑 𝑠𝑖 − 𝑎 𝑠𝑖 )

(5.4)

Figure 5.2 RSE and RST in Delay Status Labeling
As illustrated in Figure 5.2, black points denote scheduled arrival time and
scheduled departure time. DSL is a rule-based method to label data for searching
primary, secondary, and on-time points. The technique can be extended to provide more
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data categories or identify primary delay lines by connecting points into lines.
Furthermore, the influence of RSE and RST from Trip 1 results in a primary delay for
departure time, which occurs at station B. Additionally, they cause a secondary delay for
the arrival time of Trip 2 and a secondary delay for the departure time of Trip 2 at station
B. Furthermore, it causes changes in the arrival time of Trip 2 at station B and the
departure time of Trip 2 from station B. To sum up, a train’s arrival time at a station is
affected by the departure time on the previous trip at the same station and the departure
time at the previous station on the same trip. Hence, RSE and RST play essential roles
in assessing the impact of disruptions on the railway.

Figure 5.3 Illustration of Delay Status Labeling
Train delays can be divided into primary and secondary delays [59][132]. Due to
the delay propagation impacts, an initial delay (primary delay) occurs at a current station,
which often causes secondary delays at the successive stations. Delay classification can
be implemented to help us understand the model inputs and outputs by determining the
upper and lower bounds of data and labeled delay status. DSL incorporates domain
knowledge to extract the information from the preprocessed dataset, as shown in Figure
5.3. Specifically, black points are scheduled arrival time or scheduled departure time, and
green points are actual arrival time and departure time. Those points are from raw data.
When the actual arrival time subtracts the scheduled arrival time, red points can be
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obtained, representing the arrival delays and departure delays. There are two ways to
prevent delays from spreading out from a system perspective, making a more robust
timetable or preventing primary delays. Therefore, if we can predict and reduce the
primary delays, the secondary delays can be reduced or avoided. The idea is to use domain
knowledge to classify data for finding useful insights, namely the primary and secondary
delay points.

Algorithm 5.2: Delay Status Labeling (DSL algorithm)
Require: Input all train data, arrival delay or departure delay at 𝑖 train station 𝐷𝑖 ,
arrival delay or departure delay for a previous trip 𝐷𝑖𝑝𝑟𝑒 , an initial station of a
trip 𝐷0 , and pre-defined thresholds 𝑉.
Output: arrival delay status or departure delay status 𝐿𝑖
If 𝐷𝑖𝑝𝑟𝑒 exist, ∀𝐷𝑖𝑝𝑟𝑒 ≥ 𝑉 , and 𝐷𝑖 ≥ 𝑉 , then
𝐿𝑖 . 𝑎𝑑𝑑(2)
For 𝑞 = (∀𝑖 + 1) → 𝑖 do
if 𝐷𝑞 < 𝑉 then
𝐿𝑖 . 𝑎𝑑𝑑(1)
else if (𝑅𝑆𝐸 + 𝑅𝑆𝑇) ≥ 𝑉 then
𝐿𝑖 . 𝑎𝑑𝑑(3)
else
𝐿𝑖 . 𝑎𝑑𝑑(2)
else
if 𝐷0 ≥ 𝑉 then
𝐿𝑖 . 𝑎𝑑𝑑(3)
else
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𝐿𝑖 . 𝑎𝑑𝑑(1)
for 𝑞 = 1 → 𝑖 do
if 𝐷𝑞 < 𝑉 then
𝐿𝑖 . 𝑎𝑑𝑑(1)
else if (𝑅𝑆𝐸 + 𝑅𝑆𝑇) ≥ 𝑉 then
𝐿𝑖 . 𝑎𝑑𝑑(3)
else
𝐿𝑖 . 𝑎𝑑𝑑(2)

To find the primary and secondary delays at the corresponding arrival stations, the
DSL algorithm (Algorithm 5.2) traverses all the arrival delays in a trip list. By calculating
differences of arrival delay of the current station and arrival delay of the previous station,
the different types of delay points or on-time points are added to a corresponding list, 𝐿𝑖 .
“1” denotes an on-time running point status, “2” denotes a secondary delay point status,
and “3” denotes a primary delay point status. The algorithm is used to calculate the
departure delays as well. According to DSL, RSE and RST, we can define five common
scenarios with train delays and one scenario without delay,
C1: 𝑑𝑠𝑖 < 𝑉 𝑎𝑛𝑑 𝐿𝑖 = "1"
C2: 𝑉 ≤ 𝑑𝑠𝑖 < 𝐵 𝑎𝑛𝑑 𝐿𝑖 = "2"
C3: 𝑉 ≤ 𝑑𝑠𝑖 < 𝐵 𝑎𝑛𝑑 𝐿𝑖 = "3"
C4: 𝑑𝑠𝑖 ≥ 𝐵 𝑎𝑛𝑑 𝐿𝑖 = "2"
C5: 𝑑𝑠𝑖 ≥ 𝐵 𝑎𝑛𝑑 𝐿𝑖 = "3"
{C6: 𝑛𝑜 𝑑𝑒𝑙𝑎𝑦 𝑜𝑐𝑐𝑢𝑟𝑠

(5.5)

wherein 𝑑𝑠𝑖 denotes departure delay and 𝐵 denotes buffer time. C1, C2, C3, C4, C5, and
C6 show six types of conditions. C1 expresses no delay occurs at the current station. C2
represents a secondary delay that occurs at the current station. C3 shows a primary delay
occurs at the current station. C4 indicates that a secondary delay occurs at the current
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station and is affected by the delay of the previous station and the previous trip. C5
denotes a primary delay at the current station and is affected by the delay of the previous
station and the previous trip. C6 demonstrates that no delay occurs on a trip.
5.2.3 Multi-Scenario Real-Time Delay Forecast

Figure 5.4 Flowchart of Real-Time Delay Predictions
This section illustrates the design and development of a comprehensive real-time
predictive learning framework for multivariate train delay predictions. As depicted in
Figure 5.4, the input of a multi-scenario based predictive model is composed of data preprocessing, RDA, real-time observation, and reconstructed dataset. The DSL labels the
observed values, which find the primary delays, secondary delays, and on-time running
of corresponding stations and show the status of the whole trip from a given history.
Furthermore, the influence of RSE and RST on delay predictions and the relationship
between running time and dwell time are included via primary and secondary delays in
our studies.
Firstly, a pre-planned train trip with possible delays is included. The available data
consists of spatial data from multiple train stations and temporal data at each station. The
train delay data is interpreted as a time-series format, which can be processed and
transformed into many sequential matrices. The sequential model learns the spatiotemporal features by using the arrays as input shapes. Consequently, the correlations of
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independent variables for train delays among different stations are utilized during the
predictive model training.
We apply multivariate regression as a supervised machine learning algorithm with
arrival delay status, departure delay status, RSE and RST variables, and other variables
to investigating the relationship between adjacent train delays, which is defined as
ℎ𝜃 (𝑋)𝑖 = [(𝜃 𝑇 𝑥)𝑑 ]𝑖 = ∑𝑛𝑚=𝑖 𝜃𝑚 𝑥𝑚 + 𝑏

(5.6)

where ℎ𝜃 (𝑋)𝑖 is the dependent variable, called the hypothesis. 𝜃 is (or weights), and it is
what the models try to learn. 𝑥 is the independent variable. 𝑏 is the error term. For a
multivariate multi-step time series forecast model, the relevant time series inputs are
denoted by 𝑋. We have a sequence of train delays, 𝑋, which can be denoted in vector
form as 𝑋 = [𝑋𝑡 , 𝑋𝑡+1 , 𝑋𝑡+2 … , 𝑋𝑡+𝑛−1 ]. The matrix with time-steps is from 𝑡 to 𝑡 + 𝑛 −
1. All features are standardized to the range [0, 1] before being passed to the predictive
learning model. Hence, for a tree-based method or a deep learning-based method, the
objective function of multivariate multi-step train delay prediction can be written as,
1

𝜇 = 𝑎𝑟𝑔 𝑚𝑖𝑛 𝑛 ∑𝑛𝑖=1‖𝑦𝑖 − ℎ𝜃 (𝑋)𝑖 ‖

(5.7)

where 𝜇 is the minimum value of the objective function in the model; 𝑦𝑖 is the ground
truth and ℎ𝜃 (𝑋)𝑖 denotes the prediction of our model.
We herein again summarize the main characteristics of our machine learning
solution in the following points.
•

Real entropy and the temporal correlation of data sequences are applied to measure
the train delay uncertainty on the given trip.

•

The DSL component can extract multiple primary delays and secondary delays on
a single trip, presenting critical causal relationships in the railway network.

•

Multivariate multi-step models are implemented to estimate regression coefficients
for multiple stations.
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•

Our proposed machine learning solution adds DSL, RSE, and RST to the
multivariable regression to explain observed data and generate high accurate
predictions about future observations. It can deal with multi-input and multi-output
prediction and estimation issues. Notably, this solution allows tree-based models to
handle large-scale railway networks, even with higher efficiency and accuracy in
various prediction scenarios.

5.3 Experiments
5.3.1 Data Description
To validate the proposed methodology and evaluate the performance of predictive
models with the proposed impact factors, we choose train services in Sydney as a case
study, which was the same as the observations we obtained and reported in the Appendix,
where random forest could perform extremely better than the latest deep learning
methods. The experiments have been performed on the scheduled data and real-time train
data from the NSW’s (one Australian state) open data hub. The dataset consists of 161day data observations for the trip number ‘600D’ (8:29 am – 9:02 am) from 11 April to
21 November in 2019. The train line is from Sydney’s Bondi Junction Station to
Hurstville Station (BJS-HS) in morning peak hours in working days (Monday to Friday),
as shown in Figure 3.8. To consider the impact of RSE and RST from the previous station
, we observed the real-time delays of the second station ES. We selected data on
November 20 as a C1 test dataset, which contained delays in subsequent stations.
Meanwhile, we selected data on November 15 as a C3 test dataset, which has the
successive delays caused by the primary delay. The data before the corresponding dates
were used as historical data for model training.
1)Train Schedule Data
The schedule data and geographical information are obtained from the Transport
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for NSW (TfNSW) open data hub in the same period [13]. The datasets contain schedule
arrival times, scheduled departure times, station names, longitudes, and latitudes.
2)Train Delay Data
GTFS provides detailed schedules and associated geographic information in an
open data format [19]. We developed a Web data extraction and pre-processing tool from
a real-time GTFS application programming interface (APIs) of TfNSW [13]. The raw
data with a 10-sec frequency is extracted from the real-time GTFS that generates a dataset
between 2 and 4 GB each day. The dataset contains arrival delays, departure delays, and
station IDs. After data cleansing, we fuse the dataset with schedule data and finally obtain
complete data of the trip ‘600D’.

Data Categories
25%

Proportion

20%
15%
10%
5%
0%
C1

C2

C3

C4

C5

C6

Figure 5.5 Rule-based Train Delay Categories
According to (5.5), we can obtain six sub-datasets from C1 to C6 containing
different information types. C2 and C4 have not enough data for training, making it
difficult to estimate the generalizability of the proposed method. C5 relies on the RSE
and RST of the previous trip. C6 stands for that all stations are on time and can be removed
as invalid data. Hence, we choose C1 and C3 as the input data for predictive models, as
illustrated in Figure 5.5.
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5.3.2 Implementation and Training
The proposed solution is implemented in Python using the TensorFlow
Framework [143] and Scikit-learn [144]. Prior to measuring the effectiveness of the
proposed RDA, the maximum predictability ∏𝑚𝑎𝑥 should be calculated based on the
dataset of the trip ‘600D’. The results have been calculated by equation (5.1) and equation
(5.2), as demonstrated in Table 5.1, which indicates the fundamental limit for
predictability of train delays in the given trip. In other words, the train delay can be
correctly forecasted with certain accuracy. It also indicates that delay prediction with
spatio-temporal correlation has its bottleneck. Furthermore, a continuous-time series is
discretized as a discrete-time series via using the RDA. The ∏𝑚𝑎𝑥 value has dropped
significantly. The datasets with RDA as inputs have negative impacts on spatio-temporal
modeling.
Table 5.1 Predictability of Different Scenarios for 600D
Input dataset

∏𝑚𝑎𝑥 for Running time

∏𝑚𝑎𝑥 for Dwell time

C1 Dataset

0.872

0.888

C1 Dataset with RDA

0.732

0.783

C3 Dataset

0.873

0.889

C3 Dataset with RDA

0.637

0.739

5.3.3 Evaluation Metrics
In our experiments, the evaluation of predictive models is based on the following
five standard metrics: RMSE, MAE, SMAPE, maximum residual error (ME), and root
relative squared error (RRSE). ME and RRSE have been formalized in (5.8) and (5.9),
where 𝑦𝑡 is the actual value at time step 𝑡 , 𝑦̂𝑡 is the predicted value, 𝑦̅ is the mean of the
observed values of the dependent variable, n is the total sample size.
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ME = max (|𝑦𝑡 − 𝑦̂𝑡 |
∑𝑛 (𝑦 −𝑦̂ )2

𝑡
𝑡
RRSE = √ ∑𝑖=1
𝑛 (𝑦
−𝑦̅)2
𝑖=1

𝑡

(5.8)
(5.9)

To achieve a fair way for training the best predictive models, in addition to using
the same settings, we also leverage the early callback to stop training when a monitored
metric has stopped improving. As the performance difference between training and
validation is acceptable, the model does not overfit or underfit the training data.
5.3.4 Prediction Results
We compare the performance of the RF model with RDA to the following baseline
methods: RF, CNN, LSTM, GRU-LSTM, Bidirectional LSTM with Attention (BiLSTMA), CNN-RDA, LSTM-RDA, GRU-LSTM-RDA (GL-RDA), and Bidirectional LSTM
with Attention-RDA (BiLSTM-A-RDA). Table 5.2 and Table 5.3 demonstrate the results
of predictive models for running time and dwell time, respectively. It is observed that the
training time used by RF-RDA is the lowest. For the running time and dwell time in the
two prediction scenarios, RF-RDA achieves the lowest errors in RMSE, ME, MAE, and
SMAPE, compared to others. Furthermore, RRSE indicates that the RF-RDA models
have perfect fits between the observed and predicted data. By contrast, the differences
between all deep learning models and variants in performance are slight or even not
noticeable.
Figure 5.6 reports the performance of RF, CNN, LSTM, and different variants of
LSTM with RDA and without it for predicting running time and dwell time. All x-axes
express the corresponding models. The y-axis of RMSE, ME, and MAE represents the
error in seconds. In addition to RF-RDA, other models do not have significant
performance differences. Table 5.1 shows that using RDA causes decreases in the
maximum predictability ∏𝑚𝑎𝑥 of train delay dataset. As seasonality and weekly data
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patterns are disrupted by RDA, the negative impact occurs in deep learning models for
spatio-temporal correlation analysis.
However, with the help of the RDA, random forest can leverage delay status, RSE,
and RST variables for making decisions. Hence RDA provides a more effective way to
take into consideration lower and upper bounds as features to the algorithm, instead of
verifying the range on predicted values and making some post-processing. Thus, RF-RDA
achieves the best prediction accuracy among all the models.
Table 5.2 Running Time Prediction Performance
C

C1

Model

RMSE ME

MAE SMAPE RRSE Time

RF

24.7

56.0

15.4

CNN

47.7

LSTM

9.3

0.147

4.0

112.6 29.4

15.3

0.283

6.9

13.6

27.5

10.5

6.7

0.081

13.5

GRU-LSTM 17.9

34.4

15.1

11.8

0.106

13.6

BiLSTM-A

27.1

62.5

16.5

9.4

0.161

12.4

CNN- RDA

31.5

66.3

24.7

16.4

0.187

6.7

LSTM-RDA 19.5

46.4

11.3

5.9

0.116

18.6

GL- RDA

18.8

38.2

15.2

11.0

0.111

18.5

BiL-A-RDA

17.6

31.8

15.

11.7

0.105

13.1

RF-RDA

2.4

4.2

1.8

1.4

0.014

1.9

RF

70.9

147.1 49.2

23.8

0.333

3.9

CNN

88.0

195.0 58.9

27.0

0.413

5.7

LSTM

54.4

93.7

39.5

21.3

0.256

11.2

GRU-LSTM 66.3

139.4 47.4

23.7

0.311

12.2

BiLSTM-A

69.9

143.6 47.5

22.5

0.328

12.7

102.1

232.3 66.0

29.9

0.479

10.3

LSTM-RDA 87.7

183.0 56.5

26.5

0.412

16.0

GL- RDA

111.4

250.1 68.1

28.9

0.523

22.7

BiL-A-RDA

88.0

191.0 53.4

21.7

0.099

29.0

RF-RDA

21.1

39.5

6.7

0.099

1.9

C3 CNN- RDA
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Table 5.3 Dwell Time Prediction Performance
C

Model

RMSE

ME

MAE

SMAPE

RRSE

Time

12.5

23.3

10.9

21.7

0.827

3.3

CNN

12.5

25.8

10.4

20.1

0.830

6.2

LSTM

11.6

20.2

10.6

20.9

0.769

14.5

GRU-LSTM

11.9

20.7

11.0

21.5

0.792

12.6

BiLSTM-A

11.9

20.2

10.4

20.8

0.789

15.2

CNN- RDA

16.0

37.3

10.1

19.2

1.060

11.2

LSTM-RDA

16.3

32.4

13.5

27.2

1.083

6.8

GL- RDA

19.8

42.5

14.7

27.3

1.315

29.2

BiL-A-RDA

14.6

32.8

10.1

20.0

0.972

12.3

RF-RDA

2.6

5.9

1.5

2.9

0.171

1.8

RF

20.0

33.5

17.9

32.3

1.740

3.4

CNN

19.1

32.6

16.7

29.7

1.657

4.4

LSTM

17.5

32.1

13.5

23.1

1.519

7.0

GRU-LSTM

15.7

25.7

13.4

23.1

1.363

10.1

BiLSTM-A

15.3

26.6

13.1

22.3

1.330

10.5

CNN- RDA

13.1

18.9

11.9

20.2

1.139

4.9

LSTM-RDA

11.0

22.0

9.0

14.6

0.955

8.1

GL- RDA

10.3

16.6

8.8

14.5

0.893

10.6

BiL-A-RDA

10.6

17.3

9.6

16.0

0.920

16.8

RF-RDA

1.2

2.5

0.9

1.5

0.107

1.6

RF

C1

C3
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Figure 5.6 RMSE, ME, and MAE for Running Time and Dwell Time Prediction
We observe that, among all these predictive models, RF, CNN, LSTM, and its
variants cannot better predict the running time and dwell time when the maximum
predictability is low. It has the lowest percentage error at SMAPE, as indicated in Figure
5.7.
SMAPE
35.00%
30.00%
25.00%
20.00%
15.00%
10.00%
5.00%
0.00%
C1 Running Time

C1 Dwell Time

C3 Running Time

C3 Dwell Time

RF

CNN

LSTM

GRU-LSTM

BiLSTM-A

CNN- RDA

LSTM-RDA

GL- RDA

BiL-A-RDA

RF-RDA

Figure 5.7 SMAPE for Running Time and Dwell Time Prediction
In Figure 5.8, we compare RRSE values resulting from all predictive models. The
RRSE can ignore the impact of data scale and identify outlier prediction results. A model
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with RRSE over 1 indicates poor applicability for prediction. The experiments show that
RF cannot be well applied for multivariate multi-step prediction, specifically, dwell time
prediction. Deep learning models have not shown significant performance differences
either. For running time prediction, a simpler neural network model can quickly achieve
the best performance in both C1 and C3 scenarios. Nevertheless, for dwell time prediction,
we need a more complex neural network to capture hidden patterns in data for the C3
scenario. The complex neural network causes more significant errors than the simpler
neural network model in the C1 scenario.
RRSE
2
1.8
1.6
1.4
1.2
1
0.8
0.6
0.4
0.2
0

C1 Running Time

C1 Dwell Time

C3 Running Time

C3 Dwell Time

Figure 5.8 RRSE for Running Time and Dwell Time Prediction
Furthermore, the selected predictor variables cannot fully explain the variability
of dwell times. It is common to use more relevant impact factors as inputs of the model
to reduce prediction errors and derive more accurate dwell time. For example, the dwell
time is simply sensitive to the number of passengers waiting for the corresponding trains.
However, how to get the accurate number of passengers boarding and alighting at the
corresponding station is still an unresolved issue though some trials with IoT technologies
are underway. Luckily, RF-RDA shows superior performance and remarkable

106

Chapter 5. Real-Time Forecast of Multi-Scenario Train Delays
improvements against other models even though there is no stable method to count
passengers.

(a)

(b)
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(c)

(d)
Figure 5.9 Comparison of Predicted Accuracies under RF and RF-RDA for C1 and C3
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Scenarios.
(a) predicted value of C1 dwell time; (b) predicted value of C1 running time; (c) predicted
value of C3 dwell time; (d) predicted value of C3 running time
The prediction results of C1 and C3 scenarios are indicated in Figure 5.9. The xaxis indicates that the consecutive stations that need to be predicted given a trip, and the
y-axis represents running time or dwell time. If we can accurately predict the running
time and dwell time, we can calculate the departure delay and arrival delay accurately
based on the running and dwell time. It can be seen that, when RDA is utilized, the
prediction accuracies are improved significantly, while the prediction errors are decreased.
For illustration purpose, only C1 and C3 scenarios are selected in the experiments.
However, our method is applicable to all scenarios. Because RDA reconstructs the dataset,
the difference between the upper and lower bounds will be effectively limited to have
high-quality data for tree-based models, which dramatically reduces the number of
abnormal data (data that does not meet the conditions from the corresponding scenario).
To further assess the effectiveness of the proposed method, time series crossvalidation is used to compare and evaluate the performance of RF and RF-RDA. Figure
5.10 demonstrates the comparison of the prediction errors produced by RF only and RFRDA using C1 and C3 scenarios. We employed an 8-split time-series cross-validation on
the data sets. The Scikit-learn library provides an implementation for splitting given data
sets [144]. A lower RRSE value indicates a higher R-squared value and a larger effect
size. Moreover, considering the complexity and noise of real-time data, even RF-RDA
cannot completely remove anomalies when making predictions, the proposed method can
reduce the effect of the outlier value more effectively.
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Figure 5.10 Time-based cross-validation results for C1 and C3
Additionally, RF-RDA also shows more satisfactory performance than RF in
terms of RRSE errors. It can be seen in the Figure 5.10 Time-based cross-validation
results for C1 and C3 that the RF-RDA has a more stable prediction ability than RF. The
proposed method produces a larger effect size, which indicates a stronger relationship
among variables.
In summary, the results of the experiment demonstrate that the capability of deep
learning in time series prediction heavily relies on the availability of high-quality data. It
is challenging to obtain such data in most cases, unfortunately. On the other hand, training
a deep learning model is very time-consuming and requires significant computational
power. It should be noted that, although using RDA increases the computational
complexity of the proposed method, it mainly occurs during an offline phase. Thus, RFRDA with reduced size of the inputs achieves multi-step prediction in a real-time
environment and makes a faster update of the real-time prediction results based on current
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observations more evidently. Compared with other models, our model shows better
prediction performance in terms of all validation metrics and different scenarios. The time
complexity of online computation with the RF-RDA model is exceptionally low.

5.4 Summary
This chapter established a rule-driven automation method for improving multiscenario real-time delay predictions on real-world data, which were collected from
different sources in a public transport agency. In particular, we found the bound of
performance improvement (with RDA) for tree-based methods. Furthermore, the
proposed solution explored the real entropy and probability ∏𝑚𝑎𝑥 of the datasets. The
presented value indicated that the RF-RDA could reach high accuracy by discovering the
average of sub decision trees. Several deep learning models, including CNN, LSTM, and
their variants, have been investigated to predict the running time and dwell time based on
multivariate inputs.
Moreover, the proposed approach can be directly applied for real-time decision
support in the railway system. The large amount of computation cost caused by deep
learning models makes it difficult to quickly analyze and simulate the entire railway
network using high-frequency real-time data. Instead, with our method, we can use
regression tree-based methods with the proposed solution to offer a set of simple,
common-sense rules that make accurate predictions of future values. Our experiments
show that the tree-based regression method based on observed and real-time operational
data is more effective for real-time train delay prediction than the deep learning methods.
We will conduct experiments supporting further comparisons with more robust
tree-based methods, such as AdaBoost, Gradient Boosting, and deep random forest as
meaningful future work.
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Chapter 6
Conclusion and Recommendations
6.1 Conclusion
This thesis had demonstrated studies on modeling, analysis, and application of
open traffic data for train delay prediction, including developing a novel open data and
preparation tool framework, a novel general delay prediction system framework, and an
effective real-time multi-scenario delay prediction method. In the following text, the
significant results and experimental findings of this thesis are summarized.
Chapter 3, “A GTFS Data Acquisition and Processing Framework,” has
developed a data acquisition and preparation framework, namely DAP, to convert and
fuse the GTFS static and real-time data to a ready-to-use format for a diversity of usages.
The fused dataset is an open-source alternative to automatic vehicle location (AVL) data,
one of the three commonly used datasets in transportation, automatic fare collection (AFC)
data, AVL, and automatic passenger counting (APC). A data cleaning and aggregation
tool is proposed to detect real-time outliers and handle missing data via a Bayesian
Structural Time Series (BSTS) with Rule-Based Inference Engine. Compared with AVL
(historical data), our proposed framework can provide accurate real-time observations in
transportation modeling. The predictive models can make short-term or long-term multiscenario delay predictions based on current observations.
Chapter 4, “A General Prediction System Framework for the Primary Delays,”
proposed a comprehensive and general data-driven PDPS framework, which combines
GTFS, CPS, and deep learning models to leverage the data fusion. Based on this
framework, we have also used the DAP to pre-process the data. Finally, we demonstrated
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advanced deep learning models for univariate and multivariate time series forecast. We
demonstrated a novel ConvLSTM Encoder-Decoder model with CPS to obtain better
primary delay predictions for univariate time series forecast. For multivariate time series
forecast, The LSTM tackles the tasks for long-term predictions of running time and dwell
time. The CPS utilizes the predicted values with a nominal timetable to identify the
primary and secondary delays based on the delay causes, run-time delay, and dwell time
delay. We demonstrated the performance of the standard LSTM and its variants applied
in a novel architecture. The results show that the variants can improve upon the standard
LSTM significantly when compared through predicting time steps of dwell time feature.
The experiments also show historical trend volatility with many irregularities, which
prompts further studies needed to tackle them.
Chapter 5, “Real-Time Forecast of Multi-Scenario Train Delays,” has developed
a novel augmented machine learning approach to improve the overall prediction accuracy
further. Firstly, we applied a real entropy for measuring the time series regularity and
found approximated potential predictability on train delays. Motivated by the observation
that deep learning methods cannot further improve the prediction performance if the delay
occurs rarely, our solution proposed a rule-driven automation (RDA) method, including
a delay status labeling (DSL) algorithm and the resilience of section (RSE) and resilience
of station (RST) factors to generate the forecast for train delays. The DSL utilizes the
historical values to label the primary and secondary delays based on the delay causes,
run-time delay, and dwell time delay. Finally, we compared the performance of tree-based
methods and deep learning-based methods for multivariate regression with and without
additional variables from our RDA, respectively. The experiment results demonstrate that
the Random Forest based implementation of our RDA method (RF-RDA) can
significantly improve the generalization ability of multivariate multi-step forecast models
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for multi-scenario train delay problems. Our proposed solution surpasses state-of-art
baselines on real-world traffic datasets, which treat various real-time delays differently.
The prediction performance is still acceptable for practical use to provide high-accurate
forecasts when the predictability of conventional deep learning methods decreases.

Figure 6.1 An Overview of the Thesis Chapters
To sum up, as shown in Figure 6.1, this thesis has been divided into six chapters.
Besides the Introduction chapter, we conducted a systematic experimental investigation
to design a general-purpose prediction model for the train delay predictions in various
scenarios. Firstly, a data collection and preprocessing tool was developed to obtain realtime multimodal traffic data, fused with static schedule data to provide rich information
about multimodal trips. Secondly, based on univariate and multivariate data, we have
proposed a general prediction framework to target primary delay forecast. Finally, we
found that advanced deep learning still has a performance bottleneck in real-time multiscenarios train delay forecast tasks. A real-time predictive learning framework was

114

Chapter 6. Conclusion and Recommendations
proposed to provide a novel augmented machine learning approach to enhance overall
prediction accuracy, including a tree-based method and an RDA.

6.2 Limitations and Recommendations for Future Research
In addition to the above results and findings, some research issues still need to be
further studied. Thus, in this section, we briefly list some limitations and corresponding
recommendations for future work.
First, although our proposed hybrid deep learning architecture can be directly
applied for long-term decision support in urban railway systems, the large amount of
computation cost caused by deep learning models makes it difficult to quickly analyze
and simulate the entire railway network by using high-frequency real-time data, based on
the performance of the long-term prediction in the proposed architecture. Despite we can
extend and apply the CPS or DSL to implement the data classification of the entire train
network, setting the appropriate threshold value for CPS and DSL is still a challenging
problem. Deep learning is incredibly powerful for multivariate time series regression
tasks. However, it is an unresolved task to include rail domain knowledge when building
robust and scalable models with deep learning.
Second, it is still challenging to obtain more useful data to integrate with the fused
GTFS dataset. For example, smart card data is not open source. Without such data, the
number of waiting passengers at the corresponding station will not be known. The
performance of the delay prediction model will be affected, especially the long-term
prediction. In addition, the use of smart card data contains potential security risks and
privacy issues. Meanwhile, the relevant weather condition data in real-time cannot be
used directly to combine with the delay data. Therefore, multi-source data brings
opportunities and challenges to GTFS-based data fusion.
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Moreover, there are still some errors in collecting real-time GTFS data from
sensors, and we are still facing the need for higher quality physical hardware and timely
and stable cloud systems for obtaining more efficient data. Furthermore, more
comparisons should be implemented to determine the best combination of long-term or
short-term delay prediction methods in multi-scenarios, such as Bayesian learning and
more robust tree-based methods. In reality, forecasting should consider the impact of
multimodal transport, such as train stations and bus stops. Therefore, the development of
a multimodal transport forecast model should be meaningful future work.
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Preliminary Experiment for Chapter 6
As shown in Table 5.4, we have conducted preliminary experiments on historical
data. Based on the same observation (which contains more on-time data than delay data),
we apply a tree-based machine learning algorithm (RF) and a deep learning algorithm
(LSTM) to predict a trip ahead of two different dates. Herein ‘HP’ expresses high
punctuality (more on-time running), and ‘HD’ expresses high-frequency delays (more
delays). From the results, we can find that two algorithms could not learn temporal and
spatial correlations well, and both show high errors in HD. It also shows that the train
delays in the dataset form a discrete-time series, consisting of data points separated by
time intervals.
Table 5.4 Results of The Preliminary Experiment
S

Model

RMSE

ME

MAE

SMAPE

RRSE

HP

RF

2.0

5.5

0.9

0.7

0.076

LSTM

4.8

15.6

2.8

2.2

0.085

RF

165.3

555.0

84.7

45.8

1.015

LSTM

165.8

555.4

86.2

45.2

1.018

HD

Although historical data can provide sufficient information, the model uses a large
amount of on-time data or a large amount of delayed data, which can only provide good
prediction performance in some specific scenarios, but not across multi-scenarios. Spatiotemporal modeling can have a good performance on a spatio-temporal dataset. However,
the occurrence of train delays is discrete. To perform spatio-temporal sequence learning,
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we have to keep on-time data as a continuous-time series dataset. However, the on-time
data is “abnormal” for delay prediction and vice versa. It is the reason why the predictive
models fail in real-time delay prediction. Therefore, a practical method is needed to select
various inputs to deal with different scenarios, whether a delay occurs, and to calculate
potential prediction values to approach the true value.
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Appendix 2
Towards Attention-Based Convolutional
Long Short-Term Memory for Travel
Time Prediction of Bus Journeys 1
Abstract
travel time prediction is critical for advanced traveler information systems (ATIS), which
provides valuable information for enhancing the efficiency and effectiveness of the urban
transportation systems. However, in the area of bus trips, existing studies have focused
on directly using the structured data to predict travel time for a single bus trip. For stateof-the-art public transportation information systems, a bus journey generally has multiple
bus trips. Additionally, due to the lack of study on data fusion, it is even inadequate for
the development of underlying intelligent transportation systems. In this paper, we
propose a novel framework for a hybrid data-driven travel time prediction model for bus
journeys based on open data. We explore a convolutional long short-term memory
(ConvLSTM) model with a self-attention mechanism that accurately predicts the running
time of each segment of the trips and the waiting time at each station. The model is more
robust to capture long-range dependence in time series data as well.

1

This section has been published as J. Wu, Q. Wu, J. Shen, and C. Cai, “Towards Attention-Based

Convolutional Long Short-Term Memory for Travel Time Prediction of Bus Journeys,” Sensors, vol. 20,
no. 12, p. 3354, 2020, doi: 10.3390/s20123354.
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1 Introduction
The usage of Intelligent transportation systems (ITS) is motivated in significant part by
passenger increase and sustainable development [145, 146]. The ITS has a direct impact
on energy consumption, personal living expenses, public health, and safety. Seamless
integration of vehicles and sensing devices has made it possible to capture and collect
large amounts of sensor data from various data sources in real-time. Developing
sustainable and intelligent transportation applications operate and manage real-time and
historical data efficiently that has become an increasingly important yet challenging task.
It also plays a vital role in achieving the main objectives of ITS, which include
accessibility and mobility, environmental sustainability, and economic development [147,
148]. With the advent of artificial intelligence (AI), machine learning and expert systemsbased paradigms have driven the development of society and the steady growth of the
economy. Besides, deep learning can discover patterns in complex data sets, which could
not be found via conventional methods. Merging machine learning and transportation
science has tremendous potential to enhance the performance of ITS.
Travel time refers to a period spent traveling from origin to destination. Providing realtime travel information is indispensable for ITS. However, real-time travel time is
unlikely to be observed because it has already been historical data rather than ‘real-time
data’ since it was collected [149]. Using predictive methods to estimate future travel time
is an effective way to provide real-time information. Furthermore, travel time prediction
is a known and challenging research area because of the inherent uncertainty [150].
Existing studies on bus travel time prediction mainly focuses on improving the prediction
accuracy of a single trip. It is inadequate for implementing efficient applications in an
intelligent transportation system, where a bus journey has multiple bus trips [151].
Although the ConvLSTM has shown excellent performance in travel time prediction,
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adding the attention mechanism to LSTM based models that have the potential to improve
the predictive accuracy [152, 153]. It remains as an unsolved research task for integrating
their strengths. The studies apply LSTM based deep learning methods with applications
to journey travel time prediction that rely on high-quality, labeled data. However, data
acquisition is a challenging task.
The contributions of this study are summarized as follows:
1) We design and develop an open-source data collection framework that can
automatically collect and pre-process large amounts of high-quality data over a
long period without involving personal privacy, for example, an entire season or
even several years.
2) This paper proposes a hybrid model that applies the ConvLSTM network with an
attention mechanism to explore a suitable model for the bus journey time
prediction on open data.
3) We also discuss input features for journey travel time prediction and suggest
directions for future research.
The remainder of the paper is organized as follows. Firstly, we demonstrate a brief
overview of basic definitions. Secondly, an integrated system framework is introduced to
target the problem of bus journey time prediction and provides a ConvLSTM based
method with self-attention. Furthermore, the datasets baseline and evaluation metrics
used are in this study. Finally, the findings and suggestions for further studies are
summarized.

2 Related Works
The sustainable development of smart cities requires reliable and efficient
transportation systems [25]. Internet of Things (IoT) can be applied with the existing
infrastructure and service networks for the design of the transportation systems, such as
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software-defined networks and communication technologies[154-156]. IoT based
Intelligent transportation system (IoT-ITS) can be classified into four main fields:
Advanced Traveler Information System (ATIS), Advanced Public Transportation System
(APTS), Advanced Traffic Management System (ATMS), and Emergency Management
System (EMS) [156]. Transportation systems are shifting from conventional technologydriven systems to more powerful multifunctional data-driven ITS [29], [157, 158].
Massive traffic sensor data gathered by various sensors are vital for informed, scientific
decision-make processes in traffic operation, pavement design, and transportation
planning [32]. Data analytics in ITS consider important factors that influence decisionmaking processes, such as travel time or traffic congestion of public transport services
[33, 34]. The fusion of traffic data from multiple sources produces a better understanding
of the observations for reaching a better inference in ITS [35] [159-161].
Accurate estimation of travel time is essential to the success of ATMS and ATIS
[162]. The approaches to studying travel time prediction can be mainly divided into three
categories: knowledge-driven, model-driven, and data-driven. Knowledge-driven
approaches usually employ a database, a knowledge base in the form of rules, and an
inference engine in the form of algorithms [135]. Lee et al. proposed a knowledge-based
expert system that predicted travel time by combining general rules from location-based
service applications and meta-rules from human domain experts [163]. Nonetheless, as
the knowledge base becomes increasingly large, the time to obtain accurate predictions
increases as well. Model-driven approaches can be divided into four levels: macroscopic
(e.g. TOPL [164]), mesoscopic (e.g. DynaMIT [165], and Dynasmart [166]), cellular
automaton (CA) (e.g. OLSIM [166]), and microscopic method (e.g. AIMSUM online
[168]) [169]. In the past, most of the researches for travel time forecasting that have
focused on model-based methods. Transport simulation software is intended for
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simulating traffic state information on virtual networks. It is primarily focused on research
in traffic control and management, such as the effects of ramp metering, variable speed
limits, and traffic incidents. To perform research on model-based practices, we need to
acquire and use travel demand data, which is known origin-destination (OD) matrix or
population data [149]. Nevertheless, accurate OD data is difficult to obtain, timeconsuming, and expensive. Presently, only a few institutions have accumulated
essentially useful OD data to build integrated travel time forecasting systems.
Recently, data-driven approaches have been receiving increased attention and
gained interest within the transportation research community due to the increased
computing power being available and the vast amount of data collected in ITS. Deep
learning leads to an advantage over conventional machine learning algorithms with big
data analytics of urban traffic. Kumar et al. compared the performance of the data-driven
artificial neural network (ANN) approach and the model-based Kalman filter (KF)
approach, concerning bus travel time prediction in [170]. The experimental results show
that the data-driven ANN can achieve better performance, but compared to KF, the model
needs a rich set of data for neural network training. Hou and Edara proposed long shortterm memory (LSTM) and convolutional neural network (CNN) to predict travel time in
a road network; compared to CNN, random forests (RF), and gradient boosting machines
(GBM), the computation time of LSTM is the shortest in the model training process and
prediction process [171]. Petersen et al. utilised the convolutional LSTM to propose a
multi-output, multi-time-step system for bus travel time prediction [152]. Yu et al.
presented a random forest based on the near neighbor (RFNN) model to predict the travel
times of buses between bus stops, which include running time and waiting time as two
input variables separately. Correspondingly, the model also considers traffic conditions,
which is an essential factor affecting bus travel time [172]. However, the study on the bus
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journey time forecasting is rather limited. Our work focuses on forecasting the travel time
of the bus journey for travelers. A trip is to use one transport mode to travel on a single
line or route, and a journey has one or more trips where occurs transfers between bus
services during a period of travel time [151]. Therefore, there is still a need for developing
a well-designed system framework to discover the advantages of various methods that
achieve a deterministic and the meaningful outcome, which is closer to the real world’s
needs.
However, none of the existing studies consider the travel time problem of a bus
journey via the ConvLSTM with the self-attention mechanism. Thus, the objective of our
study is to predict the travel time of bus journeys by leveraging a data fusion component,
which offers appropriate inputs to deep learning models.

3 Methodology
3.1 Bus Travel Time
In this section, we define some terms in Table 1, which will be used throughout
the rest of the paper.
Table 1. List of Important Notations
Symbol

Description

T

bus trip id T

n

number of bus stops in T

S

a bus stop in a trip T

𝑡𝑑

bus departure time from the station S

𝑡𝑎

bus arrival time at the station S

𝑡𝑡𝑜𝑡𝑎𝑙

total time of a trip T

R

actual running time in T
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D

actual waiting time in T

𝑅̂

predicted running time in T

̂
𝐷

predicted waiting time in T

𝑌

actual value of evaluation metrics

𝑌̂

predicted value of evaluation metrics

A bus usually runs along a fixed route based on a regular schedule. Travel time
depicted in Figure 1 is the time cost to complete a trip, which departs at time t. It follows
an itinerary characterized by an original station A, a destination station B, and some stops
(e.g., station 𝑆1and station 𝑆2 ).

Figure 1. Running time and waiting time for a bus trip
In this paper, we predict the total travel time of a bus journey by using actual
running time and waiting time from open data. For any stops in the trip, a bus is scheduled
to arrive and depart from a stop S at different specified times, defined in the timetable,
respectively, 𝑡𝑑 (𝑇, 𝑆) and 𝑡𝑎 (𝑇, 𝑆). In general, travel time forecasting is an estimate of
the trip from a station of origin to a station of destination. Running time is the absolute
difference between the arrival time of the current station and the departure time of the
previous station, such as 𝑅2 = 𝑡𝑎 (𝑇, 𝑆2 ) − 𝑡𝑑 (𝑇, 𝑆1 ) . Waiting time is the absolute
difference between the departure time and the arrival time in a fixed stop station, such as,
𝐷1 = 𝑡𝑑 (𝑇, 𝑆1 ) − 𝑡𝑎 (𝑇, 𝑆1 ).
Our study defines segments based on information about the stops of a trip pattern.
The segment-based method divides the stop points into running time and waiting time
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segments. Our predictive models predict running and waiting times based on different 𝑡𝑎
and 𝑡𝑑 . According to Figure 1, it is evident that the numbers of input data for the
prediction of running time and waiting time are different. Because for each trip of a
specific bus, the running time will have one more record than the waiting time. The total
travel time of a bus journey could be described with the equation (1).
̂𝑖
𝑡𝑡𝑜𝑡𝑎𝑙 = ∑𝑛𝑖 𝑅̂ + ∑𝑛−1
𝐷
𝑖

(1)

3.2 Leveraging Machine Learning and Logical Reasoning
With the rapid development of ITS in recent years, data availability issues have
always plagued researchers. Notably, the studies of multi-modal transport require a large
amount of data from diverse data sources. Open data platforms release a variety of data
that is freely available to everyone to reuse. Moreover, domain experts structure and
classify data, such as General Transit Feed Specification (GTFS) and GTFS-Realtime
[173]. Researchers can create structured data, namely the process of data curation, for the
corresponding studies through data cleansing and data fusion. To predict a complex and
uncertain event, we need to have multiple sources of data to provide more information
for generating a predictive model.

Figure 2. The framework of journey time prediction
Figure 2 illustrates the framework of an integrated system for journey time
prediction, which consists of 6 components: GTFS-Realtime and GTFS static data stores,
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data fusion, knowledge-base, feature extraction, deep learning models, and running time
prediction and waiting time prediction. As Figure 2 shows, in the first step, we collected
data from two types of GTFS and cleansed them, for example, by deleting duplicate data
and sorting the data in chronological order. In order to build a knowledge base, the data
fusion approach plays an essential role. Data from different data sources sometimes
cannot be integrated and saved into a relational database or a two-dimensional data format,
due to some data fail to match one-to-one or one-to-many mapping relationships, such as
the running time from the station 𝑆1 to 𝑆2 and probe vehicle speed data. The use of the
knowledge base enables deep learning models to exploit logical reasoning from data.
Applying domain knowledge classify the raw data not only avoids the impact of irrelevant
data but also reduces the computation time of the model. Furthermore, data fusion
employs mathematical methods and programming languages to synthesize useful
information or inferences. The theoretical framework can also be developed as an
extended version to involve verification mechanisms [174].
3.3 Bus Journey Travel Time with Multi-Step Time Series Prediction
ConvLSTM model is a powerful kind of recurrent neural network (RNN), with a
combination of convolutional and LSTM layers, which contains operation inside the
LSTM cell [139]. On the other hand, the travel time prediction of a bus journey can be
treated as a time series prediction problem. In recent years, LSTM is an elegant solution
to the time series analysis by exploiting spatiotemporal data. Additionally, the
ConvLSTM applies the convolution operators to capture the spatial and temporal
dependencies in the dataset so that it generally performs better than fully connected
LSTM (FC-LSTM) [139]. The calculation steps are as follows.
Firstly, calculate the input gate:
𝑖𝑡 = 𝜎(𝑊𝑥𝑖 ∗ 𝑥𝑡 + 𝑊ℎ𝑖 ∗ ℎ𝑡−1 + 𝑊𝑐𝑖 ∘ 𝑐𝑡−1 + 𝑏𝑖 )
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forget gate:
𝑓𝑡 = 𝜎(𝑊𝑥𝑓 ∗ 𝑥𝑡 + 𝑊ℎ𝑓 ∗ ℎ𝑡−1 + 𝑊𝑐𝑓 ∘ 𝑐𝑡−1 + 𝑏𝑓 )

(3)

𝑐𝑡 = 𝑓𝑡 ∘ 𝑐𝑡−1 + 𝑖𝑡 ∘ 𝑡𝑎𝑛ℎ(𝑊𝑥𝑐 ∗ 𝑥𝑡 + 𝑊ℎ𝑐 ∗ ℎ𝑡−1 + 𝑏𝑐 )

(4)

cell state:

output gate:
𝑜𝑡 = 𝜎(𝑊𝑥𝑜 ∗ 𝑥𝑡 + 𝑊ℎ𝑜 ∗ ℎ𝑡−1 + 𝑊𝑐𝑜 ∘ 𝑐𝑡 + 𝑏𝑜 )

(5)

hidden state:
ℎ𝑡 = 𝑜𝑡 ∘ 𝑡𝑎𝑛ℎ(𝑐𝑡 )

(6)

where 𝜎 is a sigmoid function, ∘ is the Hadamard product, ∗ is the convolution operator.
𝑊𝑥𝑖 , 𝑊𝑥𝑓 , 𝑊𝑥𝑐 , 𝑊𝑥𝑜 are the weight matrices connecting the inputs 𝑥1 ,…, 𝑥𝑡 to three
gates and the cell input, 𝑊ℎ𝑖 , 𝑊ℎ𝑓 , 𝑊ℎ𝑐 , 𝑊ℎ𝑜 are the weight matrices connecting the
hidden states ℎ1 ,…, ℎ𝑡−1 to three gates and the cell input, 𝑊𝑐𝑖 , 𝑊𝑐𝑓 , 𝑊𝑐𝑜 are the weight
matrices connecting the 𝑐1,…, 𝑐𝑡 to three gates, 𝑏𝑖 , 𝑏𝑓 , 𝑏𝑐 , 𝑏𝑜 are the bias terms of three
gates and the cell state.
Recently, the attention mechanism has succeeded in a wide range of sequence-tosequence learning tasks [124] [175, 176]. Liang et al. presented a multi-level attentionbased recurrent neural network for predicting geo-sensory time series [177]. The attention
model focuses on the vital issue with LSTM based model for bus travel time prediction,
which tends to select near-term data that is highly correlated to future travel time. In our
experiments, the encoder is the underlying ConvLSTM model generating the hidden state
representation ℎ𝑡 . We leverage a self-attention mechanism to the inputs after the
operations of (1)-(6).
𝑚𝑡,𝑡 ′ = 𝑡𝑎𝑛ℎ(𝑊𝑚 ℎ𝑡 + 𝑊𝑚′ ℎ𝑡 ′ + 𝑏𝑚 )

(7)

𝑒𝑡,𝑡 ′ = 𝜎(𝑊𝑎 𝑚𝑡,𝑡 ′ + 𝑏𝑎 )

(8)
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𝑎𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑡 )

(9)

𝑙𝑡 = ∑𝑛𝑡′ =1 𝑎𝑡,𝑡 ′ ∙ ℎ𝑡 ′

(10)

where 𝑎𝑡,𝑡 ′ is an attention matrix. 𝑏𝑚 and 𝑏𝑎 express bias terms. 𝑊𝑚 , and 𝑊𝑚′ express
weight matrices corresponding to the hidden states ℎ𝑡 , ℎ𝑡 ′ . Finally, 𝑙𝑡 represents a
weighted sum of ℎ𝑡 ′ [178].

Figure 3. Self-attention based ConvLSTM network
Figure 3 demonstrates an overview of our proposed model, which consists of two
main components: running time prediction and waiting time prediction, which are two
independent components for estimating running and waiting times based on GTFSRealtime. The first step is dividing historical observations from a sequence dataset into
two smaller sequence datasets so that arranging the input data of the ConvLSTM model
into a 3D-tensor for a single bus line. For example, in N days samples, time steps 𝑘, a
sequence of running times 𝑅𝑖 with a single bus line can be represented as (N, 𝑘, 𝑅𝑖 ).
Secondly, 𝑙1 𝑎𝑛𝑑 𝑙2 shows how much weight of historical observations affects predicted
values. Finally, the outputs are merged to get the results by using equation (1).
The entire training process of an attention ConvLSTM is presented in Algorithm
1. We firstly construct multiple historical observation sequences as inputs. Then, the
model is trained to predict the running time and waiting time separately.
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Algorithm 1: Attention-based ConvLSTM Training Algorithm
Require:
Historical running time and waiting time observations:
𝑇 );
(𝑅1𝑇 , 𝑅2𝑇 . . . 𝑅𝑛𝑇 ) and (𝐷1𝑇 , 𝐷2𝑇 . . . 𝐷𝑛−1

Sequence length: n;
Lengths of running time, waiting time: 𝑙𝑅 , 𝑙𝐷 ;
running time: R;
waiting time: D.
Ensure: Attention-based ConvLSTM Model
for 𝑒𝑝𝑜𝑐ℎ = 1 to max – epoch do
Perform forward propagation recurrently using equation (2)-(10) to
calculate
𝑆𝑅 = (𝑅1𝑇 , 𝑅2𝑇 . . . 𝑅𝑛𝑇 )
𝑆𝐷 = (𝐷1𝑇 , 𝐷2𝑇 . . . 𝐷𝑛𝑇 )
compute output error:
𝑌𝑅 − 𝑌̂𝑅
𝑌𝐷 − 𝑌̂𝐷
merging the predicted outputs to obtain the total travel time:
𝑡𝑡𝑜𝑡𝑎𝑙 = 𝑌̂𝑅 + 𝑌̂𝐷
end for

4 Experiments and Discussion
4.1 Dataset Description and Preprocessing
We verify our model on real-world traffic datasets from TfNSW (Transport for
NSW) Open Data, Bus Realtime Trip Update (BRTU) collected by a Python program that
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read the TfNSW real-time feed Application Programming Interfaces (APIs) [13]. The
dataset contains key attributes of bus journey information with corresponding timestamps,
as detailed below.
BRTU was gathered from Sydney’s bus system in real-time. For our experiment,
the data is collected every 60 seconds, about 12 GB of data a day. (Note: the better
frequency is 10 seconds, around 60 GB a day). The period used is from 6th May 2019 to
28th Jun 2019 except the weekends. We select the first three weeks of historical travel
time records as a training set, and the rest serves as a test set, respectively. BRTU has
information about departure time, arrival time, delay, route. GTFS-static contains station
names, coordinates, and route names.
Table 2. Training details about self-attention based ConvLSTM
Variable

Value

learning rate

0.001

epochs

20

batch size

16

loss

Mean Squared Error

optimizer

Adam

The proposed model and other comparative models are implemented in Python
via the TensorFlow Framework [143] and trained with the Adam algorithm [179]. The
proposed network composed of several layers, a ConvLSTM2D [139], a flatten layer, a
RepeatVector layer, a self-attention layer, and two TimeDistributed Layers. Training
details about the network are presented in Table 2.
4.2 Evaluation Metrics and Results
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In our experiments, we applied two standard metrics to evaluate the performance
of running time prediction and waiting time prediction, including root mean square errors
(RMSE) and mean absolute errors (MAE). They have been defined as presented in
Equation (11) and Equation (12), where 𝑦𝑡 represents the actual value for sample t and 𝑦̂𝑡
represents the predicted value. As the multi-time-step model predicts bus travel time for
all stops for the next n time-steps, both 𝑦𝑡 and 𝑦̂𝑡 have the dimensionality (N, 𝑘, 𝑅𝑖 ).
1

𝑅𝑀𝑆𝐸 = √𝑛 ∑𝑛𝑖=1(𝑦𝑡 − 𝑦̂𝑡 )2
𝑀𝐴𝐸 =

1
𝑛

∑𝑛𝑖=1|𝑦𝑡 − 𝑦̂𝑡 |

(11)
(12)

We explored the patterns of bus running time and waiting time on weekdays.
Respectively, Table 3 and Table 4 present the results of the trip id “27134” from
Campbelltown station to Narellan Town Centre station. The trip “27134” has 37 records
per day. As evidenced by the results, the performance of three types of LSTM does not
have many differences. The output of our experiments is consistent with Greff et al.’s
findings as well [141]. Standard LSTM and variant versions do not have significant
performance differences.
Our design is to explore the pattern of each record (a stop). As can be seen from
Table 3 and Table 4, we found that the attention ConvLSTM is a more stable model by
observing each prediction result. It adjusts the predictions reasonably based on previous
inputs. However, it cannot model very long-range temporal dependencies (e.g., period
and trend), and training becomes more complicated when the depth increases [180].
Simply put, when the amount of input data increases, the time calculated by the
model will increase dramatically. The attention mechanism can effectively overcome the
drawbacks of modeling long-range temporal dependencies. Additionally, it could reduce
computation time in every training by using less training data.
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Table 3. Performance comparison of the bus running time prediction models for a stop
RMSE (sec)

MAE (sec)

Models
Mean

SD

Mean

SD

CNN

121.770

15.350

115.095

18.318

LSTM

49.849

5.046

47.146

4.583

ConvLSTM

43.720

15.468

37.533

13.821

Attention-ConvLSTM

41.449

5.623

36.328

4.539

Table 4. Performance comparison of the bus waiting time prediction models for a stop
RMSE (sec)

MAE (sec)

Models
Mean

SD

Mean

SD

CNN

7.891

6.415

6.912

1.747

LSTM

6.415

0.283

5.544

0.284

ConvLSTM

5.683

0.113

5.060

0.134

Attention-ConvLSTM

3.740

0.227

3.166

0.441

Our study defines segments based on information about the stops of a trip pattern.
The segment-based method divides the stop points into running time and waiting time
segments. Our predictive models predict running and waiting times based on different 𝑡𝑎
and 𝑡𝑑 . According to Figure 1, it is evident that the numbers of input data for the
prediction of running time and waiting time are different. Because for each trip of a
specific bus, the running time will have one more record than the waiting time. The total
travel time of a bus journey could be described with the equation (1).
To further verify the performance, we use LSTM and attention-based ConvLSTM
to predict the running time and waiting time of one of the stops, “Mt Annan Leisure
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Centre, Welling Dr” (stop 18), respectively. In Table 3, a significant difference occurred.
By observing each predicted value of the CNN model, we find that it has a significant
difference between upper and lower bounds for the CNN model. In this case, the
prediction of the model is very unreliable. Compared with the results of LSTM models,
it can be seen that the forecast results are improved in Table 3 and Table 4. Attentionbased ConvLSTM’s mean errors and standard deviation (SD) are the lowest. In
conclusion, attention-based ConvLSTM achieves the best overall performance compared
to other models in Table 3,4. It is a more reliable model to predict travel time on data with
large residuals than other models.
It is worth to mention that our aim is not to solely improve the accuracy of
predictions, due to deep neural networks are less interpretable. Instead, we strive to find
a practical data-driven model on open data by exploring the combination of deep learning
methods and domain knowledge. Moreover, GTFS provides uncertainty values, which
can be utilized to test the robustness of the generic model. The model based on GTFS will
have a level of portability and reproducibility to the application in real scenarios.
Figure 4 reports the performance of CNN, LSTM, ConvLSTM, and AttentionConvLSTM for predicting running time and waiting time. The y-axes of RMSE and MAE
from (a), (b), (c), (d) represent the errors in seconds, respectively. All models have
significant prediction errors (mean and standard deviation) in running time predictions.
Especially, CNN reaches the most significant prediction errors in all cases. The waiting
times indicate small variations, which are to a great extent explained by the input in the
corresponding models. A weak dependence on the journey travel time prediction is
established. However, the variability of running times cannot be fully explained by the
selected input variables. Additionally, it shows that Attention-ConvLSTM effectively
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reduces errors. The proposed model needs to use more relevant factors to improve the
predictions, such as vehicle speed or weather information.
RMSE
140
120

Sec

100
80
60
40
20
0
CNN

LSTM

ConvLSTM

Mean (Running Time)

Attention-ConvLSTM

Mean (Waiting Time)

(a)

Sec

RMSE
18
16
14
12
10
8
6
4
2
0
CNN

LSTM

ConvLSTM

SD (Running Time)

Attention-ConvLSTM

SD (Waiting Time)

(b)
MAE
140
120

Sec

100
80
60
40
20
0
CNN

LSTM

ConvLSTM

Mean (Running Time)

(c)

135

Attention-ConvLSTM

Mean (Waiting Time)

Appendix

MAE
20

Sec

15
10
5
0
CNN

LSTM

ConvLSTM

SD (Running Time)

Attention-ConvLSTM

SD (Waiting Time)

(d)
Figure 4. RMSE and MAE for the journey travel time prediction be listed as:
(a) The mean of RMSE for running time and waiting time; (b) The standard
deviation of RMSE for running time and waiting time; (c) The mean of MAE for
running time and waiting time; (d) The standard deviation of MAE for running
time and waiting time.

5 Conclusions and Future Work
In this paper, we investigated the problem of predicting bus journey travel time
with public available GTFS data by taking into account the bus running time along the
routes and waiting time at stop points. The basic idea is to use domain knowledge to
classify raw data for obtaining a knowledge base, which can offer useful information for
assisting in the deep learning models to explore the hidden patterns of the data. Thus, we
proposed a comprehensive framework for using open data to bridge deep learning models
and logical reasoning from a knowledge base. We used an attention-based ConvLSTM to
predict the running time and waiting time separately. Ultimately, the total travel time
prediction is obtained by merging the predicted outputs.
In the future, we will consider adding weather information, vehicle speed, and
traffic condition data into our deep learning models. Furthermore, we will explore
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evolutionary algorithms to find the best dataset size for accurate prediction of travel time,
and to find the best model number of layers and number of units per layer. According to
our experiments, using GTFS data exchange API will be easier to obtain high-quality
input data for multi-modal traffic prediction studies. Our future work will also focus on
employing more advanced data-driven models to shift from single-mode prediction to
multi-modal prediction.
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