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Abstract
The limited adaptivity of current robots is prevent-
ing their widespread application. However, nowadays
there are mature techniques available to palliate this
deficiency. After briefly surveying the several levels
of adaptivity required and the disciplines addressing
each of them, the paper concentrates on the contribu-
tions of the field of Neural Networks to improve senso-
rimotor adaptivity. Since sensorimotor mappings lie at
the base of all robot activity, making them adaptable to
the robot conditions (e.g., tear-and-wear) and environ-
mental variations greatly widens the range of appli-
cations. Several experimental systems are described
which rely on the following adaptive mappings: in-
verse kinematics, inverse dynamics, visuomotor and
force-control mappings. Finally, some methodologic
and computational issues are discussed.
1. Introduction
Why are robots still confined to factory floors and
research departments? Will they ever step out and be
part of our everyday lives? Aside from ethical consid-
erations and marketing strategies, there are technolog-
ical reasons that explain why the use of robots is not as
widespread as some envisaged they would be by now.
At the risk of oversimplification, let me state that the
Achilles heel of current robots is their lack of adap-
tivity, at all levels. This capability is dispensable in
well-engineered environments, and thus we have very
performant robots in manufacturing lines, but it is a
sine qua non when tasks are to be carried out in non-
predefined worlds.
In this sense, the biological world –where adap-
tivity is crucial for survival– constitutes a very good
source of inspiration for robotics researchers, since
it provides existence proofs of many adaptive mech-
anisms that do function. However, caution must be
taken, because the best natural solution may not be the
best artificial one [24]. Wheels, wings and calcula-
tors have often been mentioned as examples of artifi-
cial solutions considerably different from their natural
counterparts, and more performant according to cer-
tain criteria. The resources available to engineering
design depart a lot from those in nature, and not just
when it comes to materials, but also in the number of
instances and spendable time.
With this note of caution in mind, i.e., accepting
that biological plausibility in itself adds no special
value from an engineering viewpoint, it is safe to look
into natural adaptivity to get seed ideas that can be in-
stantiated in a different way by artificial means.
2. Natural and artificial adaptivity
What exactly do we mean by adaptivity? What
does it encompass? What is its range? By adaptivity
we mean the capability of self-modification that some
agents have, which allows them to maintain a level
of performance when facing environmental changes,
or to improve it when confronted repeatedly with the
same situation. The term ‘agent’ above stands for a
single cell, an organ, an individual or even a whole so-
ciety, because, in the biological world, adaptivity oc-
curs at several levels, each having a possible counter-
part in the design of autonomous robots [25].
At the cell level, several chemical and electrical
mechanisms of plasticity have been discovered, some
of which have been modelled and analysed within the
Neural Networks field [2], and later applied to adjust
the parameters of robot sensors and actuators.
At the sensorimotor level, adaptation takes the form
of an association, built through either classical or
instrumental conditioning, as studied within the Be-
havioural Psychology field. Again, neural network
models able to build relevant associations from expe-
rience [7, 27] have been applied to the construction of
robot sensorimotor mappings. This is the central topic
of this paper and will be discussed in the following
sections.
At a cognitive level, several symbolic learning
strategies have been postulated, some of which have
been mimicked within the field of Artificial Intel-
ligence and later incorporated into learning robots
[15, 17].
Finally, at the species level, adaptation is attained
through evolution. Genetic algorithms [11] and evolu-
tionary computation [6] are starting to be used to tailor
robot genotypes to given tasks and environments [8].
3. Neural adaptivity
Neural Networks are essentially procedures for ap-
proximating nonlinear mappings given a set of inputs
and some information on the corresponding outputs.
The approximation is attained by iterative tuning of
the connection weights. Depending on the amount of
output information required, three types of procedures
can be distinguished: correlational, reinforcement and
error-minimization procedures (Figure 1).
Correlational procedures use no output informa-
tion and their goal is to carry out feature discovery
or clustering in the input space. The most widely
used procedures of this type are self-organizing fea-
ture maps (SOM) [10], the cerebellar model articu-
lation controller (CMAC) [1] and adaptive resonance
theory [4]. These procedures are often used to repre-
sent a given state space in a compact and topology-
preserving manner. Two systems to be described
later rely on representations of this type for the robot
workspace (see Section 4.1) and the space of joint po-
sitions, velocities and accelerations (see Section 4.2).
Error-minimization procedures require complete
target information –in the form of input/output pairs–
and their goal is to build a mapping from inputs to
outputs that generalizes properly. Two such proce-
dures, namely the LMS rule [32] and back-propagation
[13, 21], have been the most widely used in applica-
tions. Since back-propagation has the drawbacks of
all gradient descent techniques, namely the possibil-
ity of getting stuck in local minima and a slow con-
vergence rate, numerous acceleration procedures have
been proposed. Moreover, back-propagation suffers
from catastrophic forgetting of the previously learnt
patterns when trained with a new pattern. Thus, tech-
niques to prevent forgetting by explicitly minimizing
degradation while encoding a new pattern have been
devised [19]. Finally, as we will see later, some au-
thors have also used conjugate gradient optimization
techniques.
Reinforcement-based procedures lie between
both extremes. They make use only of a re-
ward/penalty signal to build a mapping that maximizes
reward. As trial-and-error procedures, they have a
stochastic component that permits exploring the suit-
ability of different outputs in response to the same
input. The associative search learning rule [3], the
method of temporal differences [26] and Q-learning
[9] are the most well-known procedures of this type.
4. Robot sensorimotor mappings
Robot tasks are usually specified in world coordi-
nates (or, alternatively, in terms of sensor readings),
while robot moves are governed by their actuator’s
variables. Therefore, robot control critically depends
on the availability of accurate mappings from physical
space or sensor space to joint space or motor space.
The discussion in what follows is centered on map-
pings required for arm robots to work, but similar ar-
guments apply to the case of mobile robots.
For a robot arm to carry out point-to-point motions,
its controller must access an inverse kinematics map-
ping, i.e., that providing joint coordinates as a func-
tion of the position and orientation of the robot end-
effector. If a desired end-effector trajectory is speci-
fied instead, then the controller should resort to an in-
verse dynamics mapping relating such trajectory to the
forces and torques that need to be exerted at the differ-
ent joints to realize it. For tasks entailing the achieve-
ment of a goal using sensory feedback, an appropriate
sensorimotor mapping relating sensory patterns to mo-
tor commands is needed.
The aforementioned mappings vary considerably,
depending not only on the nature of the involved sen-
sors and actuators, but also on the goal pursued. This
diversity sometimes hides what they have in common:
an underlying highly nonlinear relation between a con-
tinuous (often hard to interpret) input domain and a
continuous motor domain; a relation that is very diffi-
cult (when not impossible) to derive analytically. Fur-
thermore, because of environmental changes or robot
tear-and-wear, the mappings may vary in time and then
one would like the controller to adapt to these vari-
ations, without any human intervention if possible.
Therefore, a way of learning (or tuning) these map-
pings automatically while robots move is highly de-
sirable. Since, as we have mentioned, neural networks
are essentially procedures for approximating nonlinear
mappings, they constitute a promising tool to attain the
desired adaptivity.
4.1. Inverse kinematics
The use of neural networks to approximate the in-
verse kinematics of robot arms is of particular inter-
est when a precise model of some joints is lacking or
when, due to the operation conditions of the robot (in
space, underwater, etc.), it is hardly possible to recali-
brate it.
Feedforward networks using back-propagation
have been extensively tested in this context, leading to
the conclusion that a coarse mapping can be obtained
quickly, but an accurate representation of the true map-
ping is often not feasible or extremely difficult. The
reason for this seems to be the global effect that ev-
ery connection weight has on the final approximation
obtained [12].
A way to avoid this global effect is using local rep-
resentations, so that every part of the network is re-
sponsible for a small subspace of the total input space.
For instance, a 3D SOM has been used to encode the
robot workspace [18]. This is combined with the LMS
rule to learn the inverse kinematics of a robot arm with
three degrees-of-freedom (dof). The inputs to each
neuron are the coordinates of the desired end-effector
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Figure 1. Procedures for neural adaptivity. See [27] for a detailed explanation.
position, and the outputs (after correct learning) are the
joint angles and the Jacobian corresponding to that po-
sition. Thus, this model provides a discrete encoding
of the inverse kinematics mapping augmented with a
linear approximation at each sample point that permits
interpolating joint angles with higher precision. The
network has been shown to self-organize into a reason-
able representation of the workspace in about 30.000
learning cycles. This should be taken as an experimen-
tal demonstration of the powerful learning capabilities
of this model, because the conditions in which it was
made to operate are the worst possible ones: no a pri-
ori knowledge of the robot kinematics, random weight
initialization, and random sampling of the workspace
during training.
This basic model has been extended in three direc-
tions to cope with higher-dof robots. First, a hierarchi-
cal version, consisting of a 3D SOM whose nodes have
associated a 2D SOM each, was applied to a 5-dof
robot. The 3D net encodes the workspace as before,
while each 2D subnet approximates the end-effector
orientation space at the corresponding position [18].
This hierarchical model has been adapted to suit a
practical setting [20]. Thus, instead of learning the
kinematics from scratch, only the deviations from the
nominal kinematics embedded in the original robot
controller are learnt. This, together with informed
initialization and sampling, as well as several modi-
fications in the learning algorithm aimed at improving
the cooperation between neurons, lead to a speed-up
of two orders of magnitude with respect to the origi-
nal model. Thus, when applied to the self-calibration
of a 6-dof robot installed in a space-station mock-up,
95% of the decalibration was corrected with the first
25 movements, this percentage raising to 98% after
100 movements. Moreover, other desirable features in
stand-alone applications, such as parameter stability,
are guaranteed.
The third extension relies on the generalization of
SOMs to Parametrized SOMs (called PSOMs). The
idea is to turn the discrete representation into a con-
tinuous one by associating a basis function to each
neuron, so that a parametrized mapping manifold is
obtained. Moreover, PSOMs make no distinction be-
tween inputs and outputs, thus encoding bidirectional
mappings. The PSOM reduces considerably the num-
ber of training samples required to attain a given preci-
sion as compared to the SOM [29], allowing the learn-
ing of the full inverse kinematics of a 6-dof robot with
less than 800 movements.
4.2. Inverse dynamics
When the robot dynamics needs to be taken into
account, as in trajectory following, the control learn-
ing problem becomes more involved. First and sec-
ond derivatives of both end-effector positions and joint
angles need now be considered and, moreover, some
sort of fixed robot controller is required to generate
the training data.
Since the cerebellum is known to be involved in the
production and learning of smooth movements, sev-
eral cerebellar models have been proposed and applied
to control robot arms. The pioneer such model was
CMAC, but today the debate is still open as to what
model best captures the functionality of the cerebellum
and whether any such model can constitute a practical
option to control robots [28]. A point of agreement
is that the cerebellum constructs an inverse dynamics
model as it learns. Thus, cerebellar models have been
used for this purpose inside robot controllers.
Miller et al. [14] have combined the table look-up
facilities provided by CMAC with an error-correction
scheme similar to the LMS rule to accomplish the dy-
namic control of a 5-dof robot. The idea underlying
this combination is similar to that of enlarging SOMs
with the LMS rule, as described in the preceding sec-
tion. Here, CMAC is used to represent the state space
in a compact and localized manner, as there SOMs
were used to cover the robot workspace. To teach the
robot to follow a given trajectory, successive points
along it are supplied to both the neural network and
a fixed-gain controller and then their responses are
added up to command the robot. Therefore, the neural
network acts as a feedforward component. After each
cycle, the actual command given to the robot together
with its current state are used as an input-output pair
to train the neural network. As learning progresses,
the CMAC network approximates the inverse dynam-
ics mapping and, consequently, the effect of the fixed-
gain controller tends to zero. The network converges
to a low error (between 1 and 2 position encoder units)
within 10 trials, provided enough weight vectors are
used.
The same trajectory learning task above has been
tackled by Miyamoto et al. [16] by using the so called
feedback-error learning approach. They use a 3-dof
robot and a neural network with only 3 neurons (one
per joint) whose inputs are 13 nonlinear functions of
the joint velocities and accelerations. Therefore, 39
weights undergo adaptation using an error-correction
rule similar to the LMS one. The teaching scheme is
the same used by Miller et al., the two approaches dif-
ferring in the error signal used to modify the weights.
Miyamoto et al. do not generate input-output pairs, but
use directly as error signal the output of the feedback
controller, which somehow measures the deviation of
the current state from the desired one in terms of the
control signal required to make the former approach
the latter. This error measure is less accurate than that
used by Miller et al., but has the advantage of being
directly available in the control loop, thus avoiding the
computation of the current state of the robot. The au-
thors report that, after training the robot to follow a
trajectory lasting 6 seconds for 300 trials, the aver-
age feedback torque decreased from a few hundreds to
just a few units, demonstrating that the neural network
had taken over control from the fixed-gain controller.
Moreover, the mean square error in the joint angles de-
creased steadily 1.5 orders of magnitude.
4.3. Force-motor mappings
The possibility of using neural networks to learn the
action to apply in response to each force pattern (i.e.,
the appropriate sensorimotor mapping) looks very at-
tractive.
Gullapalli et al. [5] have used an associative re-
inforcement learning system to learn active compli-
ant control for peg-in-hole insertion using a 6-dof
robot. The system takes the sensed peg positions and
forces, as well as the previous position command, as
inputs, and produces a new position command as out-
put. Thus, eighteen real values are entered into a
network with two hidden layers of back-propagation
units, and six real values are produced by its out-
put layer of stochastic reinforcement-learning units.
The reinforcement signal depends on the discrepancy
between the sensed and the desired position of the
peg, with a penalty term being activated whenever the
sensed forces on the peg exceed a preset maximum.
The training runs start with the peg at a random posi-
tion and orientation with respect to the hole, and end
when either the peg is successfully inserted or 100
time steps have elapsed. Experimental results show
that, after 150 trials, the robot is consistently able to
complete the insertion. Moreover, the time to inser-
tion decreases continuously from 100 to 45 time steps
over the subsequent 500 training runs.
4.4. Visuomotor mappings
Depending on the task to be performed and the
camera-robot arrangement, visuomotor mappings take
different forms. Thus, in eye-hand coordination,
where cameras external to the robot are used to mon-
itor the pose (position and orientation) of its end-
effector, a mapping from the camera coordinates of a
desired end-effector pose to the joint angles that per-
mit attaining that pose is sought. This mapping is
closely related to the inverse kinematics one, espe-
cially if the camera coordinates of selected points in
the end-effector uniquely characterize its pose. There-
fore, the same models used to learn inverse kinematics
have been applied to the learning of the visuomotor
mapping underlying eye-hand cooordination [18].
A camera mounted on a robot arm is used in tasks
such as visual positioning and object tracking. The
goal of these tasks is to move the camera so that the
image captured matches a given reference pattern. The
target is thus no longer a position in space but a de-
sired image pattern, and the desired visuomotor map-
ping needs to relate offsets w.r.t. that pattern with ap-
propriate movements to cancel them. In visual posi-
tioning, the scene is assumed to be static and the main
issue is to attain high precision. Applications include
inspection and grasping of parts that cannot be pre-
cisely placed (e.g., in underwater or space settings).
The aim of object tracking is to maintain a moving
object within the field of view, speed being here the
critical parameter instead of precision.
The classical way of tackling these tasks consists of
defining a set of image features and then deriving an
interaction matrix relating 2D shifts of these features
in the image to 3D movements of the camera [22].
In the case of visual positioning, back-propagation
has been used to learn the interaction matrix [31]. The
training procedure consists of moving the camera from
the reference position to random positions and then us-
ing the displacement in image features together with
the motion performed as input-output pairs. In oper-
ation, the robot is commanded to execute the inverse
of the motion that the network has associated to the
given input. The key option in this work is the use of
global image descriptors, which permits avoiding the
costly matching of local geometric features in the cur-
rent and reference images. By using a statistical mea-
sure of variable interdependence (the mutual informa-
tion criterion), sets of global descriptors as variant as
possible with each robot dof are selected from a bat-
tery of features, including geometric moments, eigen-
vectors, pose-image covariance vectors and local fea-
ture analysis vectors [30]. The results obtained with
a 6-dof show that, after 10.000 learning cycles, trans-
lation and rotation errors are lower than 2mm and 0.1
degrees, respectively.
Concerning object tracking, Schram et al. [23] have
used a feedforward network together with a conjugate
gradient learning algorithm to make a camera track a
cart moving arbitrarily on a table. A visuomotor map-
ping relating the current and past visual coordinates
of the cart with joint displacements is built on-line as
the robot moves. Only two robot dofs need to be con-
trolled, and thus the network has two outputs, while
several numbers of inputs have been tried. The track-
ing performance is shown to improve as more previous
positions of both the cart and the robot are used, attain-
ing an average lag of only 8mm in the case of seven
inputs.
5. Conclusions
After surveying some experimental results obtained
with neuroadaptive robots (Table 1), we conclude that:
* In the case ofmappings that can be easily sampled,
it seems sufficient to apply a plain error-minimization
procedure. Some simple inverse kinematics mappings
and visuomotor mappings used for visual positioning
have been learned in this way.
* If the input space is complex, then many re-
searchers have resorted to a combination of correla-
tional rules for the efficient coding of that space, with
error-minimization rules to build the appropriate asso-
ciation with the outputs. The use of SOMs to encode
the robot workspace or the sensor space, as well as
the application of CMAC to the coding of the robot
dynamics state space, fall into this category. In both
cases, the LMS rule is used to build the appropriate
input-output mapping: inverse kinematics in the for-
mer case and inverse dynamics in the latter one.
* In the case that a measure of the error is directly
available in the control loop, as it happens in some
inverse dynamics applications, then it seems natural
to apply a feedback-error learning approach. The very
nature of this approach points towards the use of error-
minimization rules.
* Finally, when the task is specified as a goal to be
reached using sensory feedback, without making ex-
plicit the movements necessary to reach it, then the
only possibility is to resort to reinforcement learning
schemes, which depend just on the availability of a
measure of success rather than an error measure.
The number of learning cycles required ranges
widely in the applications described, depending on the
complexity of the mapping to be learned as well as on
the accuracy required. Only 10 trials are needed to get
a useful mapping in the case of inverse dynamics us-
ing CMAC. The explanation is that only a very coarse
mapping is needed, since the neural controller is used
as a feedforward component in combination with a
fixed-gain feedback controller. The number of trials
raises to a few hundreds in the case of force-motor
mappings for insertion of components. 100 learning
cycles suffice to correct the distortions in the inverse
kinematics mapping resulting from robot wear-and-
tear, while this number raises to near 1.000 when the
full mapping has to be learned from scratch. And the
progression continues to up to 10.000 trials when the
inputs are not spatial coordinates but global descrip-
tors extracted from images. Of course, some of these
figures might be considerably lowered in the future;
especially the last one if more efficient codings of the
input space are found.
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