Based on observations X 1 , . . . , X n of successive generations of a discreteparameter Galton-Watson branching process, one wishes to predict whether extinction or explosion will ultimately occur. This problem can be formulated as a simple hypothesis-testing problem to which the Neyman-Pearson Lemma is directly applicable if the extinction probability is known or estimable. If it is not, valid (but conservative) tests still can be obtained. The cases where n is fixed or determined sequentially are both considered.
The Galton-Watson branching process
The classical Galton-Watson (GW) branching process is a discrete time Markov chain that describes the growth or decline of a population that reproduces by simple branching, or splitting. Applications range from population growth models to nuclear chain reactions. The classic reference is Harris (1963, Ch. I) ; also see Feller (1968) , Karlin (1968) , Athreya and Ney (1972) , Jagers (1975) , Taylor and Karlin (1998) , Guttorp (1991) , etc.
For n = 1, 2... let X n denote the population size at generation n; assume that the initial population size x 0 ≥ 1 is known. The ith individual among the initial x 0 splits into a random number ξ
(1) i d = ξ of first-generation offspring, where the random variable (rv) ξ has probability distribution p ≡ (p 0 , p 1 , p 2 , . . . ) on {0, 1, 2, . . . }. Assume that each p k < 1 to avoid the deterministic case ξ ≡ k. Similarly, the i-th individual in generation n − 1 splits into a random number ξ = ξ. Either extinction (X n = 0 for some n ≥ 1) or explosion (X n → ∞) must occur. Their probabilities are q x 0 and 1 − q x 0 respectively, where q ≡ q p is the smallest solution in [0, 1] of the equation (2) φ(s) = s and where
is the probability generating function (pgf) of the offspring distribution. Let µ ≡ µ p = E(ξ) (= φ (1)) denote the mean of the offspring distribution. The GW process is called subcritical (resp. critical, supercritical) if µ < 1 (resp. µ = 1, µ > 1). The subcritical and critical cases together comprise the case µ ≤ 1 where q = 1; we call this case subexplosive since explosion never occurs. The process is called explosive if µ > 1 and p 0 = 0 (so death cannot occur); here q = 0 (explosion always occurs). The process is called semi-explosive if µ > 1 and p 0 > 0 (so death can occur); here 0 < q < 1, so both extinction and explosion occur with positive probability.
Predicting extinction or explosion in a GW brancing process
In this paper we address the following prediction problem:
Based on generational data X n ≡ (X 1 , . . . , X n ) from a semi-explosive GW process X ≡ {X ν | ν ≥ 1} with initial size x 0 , predict whether extinction or explosion will ultimately occur. Here n may be either fixed or determined sequentially.
Four cases will be considered:
Case 1. Extinction is catastrophic, so we would intervene unless extinction is deemed highly unlikely; that is, intervene if P [extinction] ≥ δ where δ is small. This situation would occur when X represents the population sizes of an endangered species whose survival is deemed essential.
Case 2. Extinction is undesirable but not catastrophic and intervention is costly, so we would intervene only if extinction is deemed highly likely: P [extinction] ≥ 1 − δ. This might occur when X represents the population size of an endangered species whose survival is desirable but not essential.
Case 3: Explosion is catastrophic, so we would intervene unless explosion is deemed highly unlikely: intervene if P [explosion] ≥ δ. This would occur when X represents the numbers of infected individuals early in a lethal epidemic.
q Xn ≥ 1 − δ respectively; equivalently, predict extinction and intervene iff Case 1 :
Case 2 :
Similarly, in Cases 3 and 4 we would predict explosion and intervene iff Case 3 :
Case 4 :
(If q = 0 or 1 these procedures remain valid but are trivial.) Note that these procedures do not depend on x 0 .
Procedures (4)- (7) require that q be known, which is unlikely, or can be estimated. If the entire family tree could be observed, i.e., if data were available about the reproduction of individuals within generations, then the distribution p could be estimated, hence so could φ(s) and thereby q; cf. Stigler (1971) , Jagers (1975 §2.14) , Guttorp (1991 §3.6) .
In this paper we treat the more common situation where only the generation sizes x 0 , X 1 , . . . , X n are observed (see the examples in Section 6). In this case essentially only the offspring mean µ ≡ E(ξ) and offspring variance σ 2 ≡ σ 2 p ≡ Var(ξ) can be estimated consistently, cf. Guttorp (1991, Theorem 1.3), so q can be estimated consistently only if it is a function of µ and σ 2 , hence only if a one-or two-dimensional parametric model is assumed for p, such as the geometric or Poisson distribution.
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We shall show, however, that for a semi-explosive GW process our prediction problem can be reformulated as the simple hypothesis-testing problem (10), to which the classical Neyman-Pearson theory can be applied to obtain the most powerful level α likelihood ratio (LR) test. Unlike procedures (4)-(7), the LR test essentially compares the present value X n to the initial value x 0 in order to determine whether the observed process is on a trajectory toward extinction or toward explosion. Furthermore, the LR test can be adapted to provide universal prediction ≡ testing procedures which unlike (4)-(7) do not require knowledge of the offspring distribution p. (These universal tests are conservative to varying degrees.)
In Sections 3 and 4 the four cases of the prediction problem are reduced to two cases of the fixed generation-size testing problem (10). Upper bounds for the error probabilities of the LR test are obtained, yielding approximate critical values and p-values. In Section 5 the prediction problem is treated as the sequential testing problem (57) where the generation size n is not fixed in advance . We derive the sequential probability ratio test (SPRT), for which Wald's error bounds and approximations readily can be applied. In Section 6 these methods are illustrated by several examples where Cases 1-4 are applicable.
Remark 2.1. Several authors have considered the problem of testing µ ≤ 1 vs. µ > 1, that is, subexplosivity vs. supercriticality, e.g. Heyde (1979) . Because both extinction and explosion may occur if µ > 1, this differs from our prediction problem as formulated above and in (10) below: we are concerned with predicting the behavior of a specific realization of a GW process rather than estimating its statistical parameters. .
Prediction as a hypothesis-testing problem: Cases 1 and 4.
If X is semi-explosive 2 (0 < q < 1) then the probabilities of extinction and explosion are nonzero, so we can define the conditional processeṡ
and setẊ n = (Ẋ 1 , . . . ,Ẋ n ),Ẍ n = (Ẍ 1 , . . . ,Ẍ n ). Thus we can reformulate our prediction problem as the following hypothesis-testing problem: based on the observation X n , consider the problem of testing
Note that unlikeẊ, the conditional processẌ is not a GW process because some individuals may die without offspring even though explosion occurs. In Case 1 the more serious error is that of failing to predict extinction when extinction occurs occur, namely, rejecting H n 0 when it is true. In Case 4, since intervention is costly the more serious error would be that of predicting 2 For example, this may be known from the historical record, e.g., for plague. explosion when explosion does not occur, i.e., again when H n 0 is true. Therefore for both these cases we will treat H n 0 (extinction) as the null hypothesis and seek procedures that control this type one error:
Because p is unknown, the hypotheses H n 0 and H n 1 in (10) are nonparametric and composite, so parametric methods such as the general likelihood ratio test are not applicable. Instead we propose an alternative approach where it is first assumed that p is known, hence H n 0,p and H n 1,p are simple, so the Neyman-Pearson Lemma can be applied (cf. Lehmann and Romano (2005) Ch.3). The most powerful (MP) test will be seen to depend on p only through the single parameter q, so if q can be estimated or approximated then this MP test can be applied. Alternatively, this approach leads to universal tests, valid (though conservative) for all p. The details follow.
3.1. The likelihood ratio tests for (10) when q is known. For fixed p, the classes of nonrandomized admissible tests, most powerful tests, and Bayes tests for (10) each consist of LR tests of the following form:
where, with x n = (x 1 , . . . , x n ),
and d is a nonnegative constant. Such tests are strictly unbiased in general (cf. Lehmann and Romano (2005) Corollary 3.2.1).
It is well known (cf. Waugh (1958, p.248) , Athreya and Ney (1972, §I.12 , Theorem 3), Guttorp (1991, p.101) , Perlman (2012, Proposition 2.1)) that when X is semi-explosive thenẊ is a subcritical GW process with offspring pgf
and offspring meanμ ≡μ p = φ (q) < 1. From Bayes' formula,
is the unconditional pmf of X n , and similarly
Therefore the likelihood ratio (13) is given by
which depends only on x 0 , x n , and q but not upon any parametric form assumed for f ≡ f p . Since λ(x n ) is strictly increasing in x n , the nonrandomized LR test (12) assumes the following simple form:
where c is a nonnegative integer.
Bounds for the type one error probability of the LR test (19).
This error probability can be bounded as follows:
Note that the bounds in (21)- (23) do not depend on n, and
depends on neither n nor p.
As a first application, assume for the moment that q is known and ask: if procedure (4) is viewed as a test for problem (10), will it satisfy (11) if δ is chosen to depend on α appropriately? If ψ(δ, q) ≡ log δ log q is not an integer, the first bound in (23) yields
Since q may approach 0, we cannot say that procedure (4) satisfies (11). The same argument applies to procedure (7).
A LR test that does satisfy (11) is obtained from (23) by requiring that q c+1−x 0 ≤ α, leading to the procedure that predicts explosion iff
where ]a[ denotes the least integer ≥ a. This is a LR test for (10) and, by (23), satisfies (11), correctly predicting extinction with probability > 1 − α when extinction occurs. Note that procedure (26), unlike (4), does depend on x 0 . Still assuming that q is known, a preferable (less conservative) LR test for (10) is obtained from (21) by requiring that
the resulting procedure predicts explosion iff
where, for 0 < q < 1 and 0 ≤ η < ∞,
It is straightforward to verify that c 2 ≤ c 1 , so (27) provides a less conservative level α test than (26) for (10).
3.3. Universal LR tests for (10). Because procedures (26) and (27) require knowledge of q, they cannot be applied when q is unknown. Instead we can obtain a universal, albeit conservative, LR test for (10) as follows: simply select c such that
By the second bound in (23), procedure (29) satisfies (11) for all p, but more conservatively than procedure (27), which, however, requires that q be known. Because the critical value c 3 (α) does not depend on p, this procedure is universal. A less conservative but still universal level α LR test for extinction vs. explosion can be obtained if the following approximation is valid:
For fixed c, ( * ) holds in the limit as n → ∞ because 1 − q x 0 is the probability of explosion. If ( * ) is assumed then (20)-(23) can be modified as follows:
the second equality follows by (15)- (16) and the approximation (30) requires that c/x 0 be moderately large. Thus we can obtain a universal, approximately level α test for large n by setting (30) ≤ α and solving for c. The resulting procedure predicts explosion iff
Like c 3 (α; x 0 ), the critical value c 4 (α; x 0 ) does not depend on n or p. Procedure (31) approximately satisfies (11) for all p and is substantially less conservative than (29) 
n , so Markov's inequality implies that
If p is known thenμ can be determined, so a conservative level α LR test for extinction can be obtained by requiring that
which does depend on n, unlike c 1 -c 4 . Becauseμ < 1,
if n is sufficiently large, in which case the prediction procedure (33) provides a less conservative level α test for extinction than (27). This alternative approach has a substantial advantage. If p is unknown thenμ, unlike q, can be estimated in this nonparametric setting as follows. Let Y n ≡ n ν=0 X ν , the total population size through generation n. The nonparametric maximum likelihood estimator (MLE) of the offspring mean µ is simply
, the ratio of the total number of offspring to the total number of parents; cf. Guttorp (1991 , p.42), Jagers (1975 ). Becauseμ (< 1) is the mean of the offspring distribution of the subcritical GW processẊ, under H n 0,p it is therefore reasonable to estimateμ by
Furthermore, if the varianceσ 2 ≡σ 2 p of the offspring distribution ofẊ under H n 0,p is finite, it can be approximated by Dion's estimator (Dion (1975) 
provided that X n−1 = 0; cf. Guttorp (1991, p.109) . In this case the normal approximation (36)
holds provided that Y n−1 is moderately large. Thus, denoting the upper γth quantile of the standard normal distribution by Z γ ,
n n α = c 5 (α, n,μ n ; x 0 ), then this modified procedure satisfies
by (39). Thus the type one error probability for procedure (40) also is controlled, albeit more conservatively.
3.5. Bounds for the p-values of the LR tests for H n 0,p . If X n = x n is observed, the p-value for the LR test (19) against the null hypothesis of extinction is
. If x n = 0 then extinction is certain, so assume that x n ≥ 1. The bounds (21), (23), (30) (approximate), and (30) provide the following upper bounds for π 0 (x n ; x 0 ):
Here (45) requires that n and x n /x 0 are moderately large. The bounds (43)- (45) do not depend on n and are applicable only if x n > x 0 , that is, only if an increase over the initial population size has been observed.
Note that π 3 and π 4 are universal upper bounds for the p-value of the LR test for extinction vs. explosion. Clearly π 4 is sharper than π 3 but requires that Approximation ( * ) be valid, i.e., that n is large. For example, if x n = 5x 0 then π 3 (5x 0 ; x 0 ) = .20 while π 4 (5x 0 ; x 0 ) = .082, independent of the values of q and x 0 . To see how conservative π 3 and π 4 might be, we compare them to π 2 and π 5 for x 0 = 2 and x 0 = 4: Thus a reliable estimate of q orμ should be obtained if possible. If Y n−1 is large this can be done forμ by means of (38): an approximate upper (1 − γ)-confidence bound for π 5 (x n ; n,μ, x 0 ) under H n 0,p is given by
Remark 3.1. If q = 1, i.e., X is subexplosive, then µ ≤ 1 and Markov's inequality (32) applied directly to X n yields Pr[
. Thus the universal test procedure (29) continues to satisfy (11) and the associated pvalue bound (44) remains valid. If q = 0, i.e., X is explosive, then extinction cannot hold so (11) is vacuous.
Prediction as a hypothesis-testing problem: Cases 2 and 3
In Case 3 the more serious error is failing to predict explosion when explosion occurs occur, namely, rejecting H n 1,p when it is true. In Case 2, since intervention is costly the more serious error is predicting extinction when extinction does not occur, i.e., again when H n 1,p is true. Therefore for both these cases we treat H n 1,p (explosion) as the null hypothesis and seek LR tests (19) for the testing problem (10) that control this type two error:
Again suppose that X is semi-explosive (0 < q < 1). An upper bound for (48) can be obtained by a method similar to (20)- (23):
Note that the bounds in (49)-(50) do not depend on n, and c x 0 depends on neither n nor p.
If q were known, a LR test that satisfies (48) for all x 0 ≥ 1 could be obtained from (49) by requiring that
This is a LR test for (10) and satisfies (48), correctly predicting explosion with probability > 1 − β when explosion occurs. If q is unknown, a universal LR test satisfying (48) is obtained from (50) by requiring that c x 0 ≤ β, thus predicting extinction iff
The critical value c 7 (β; x 0 ) depends on neither n or p, yet (52) satisfies (48) for all p (but more conservatively than (51) if q were known.)
4.2. Bounds for the p-values of the LR tests for H n 1,p : If X n = x n is observed, the p-value for the LR test (19) against the null hypothesis of explosion is (49) and (50) yield the following upper bounds for π 1 (x n ; x 0 ):
These bounds are useful only if x n < x 0 , that is, only if a reduction in the population size has occurred. Here π 7 (x n ; x 0 ) is a universal upper bound, valid for all p but conservative. For example, if x n = x 0 /2 then π 7 (x n ; x 0 ) = .50 for all q and x 0 , whereas for x 0 = 10 and 20, π 6 (x n ; q, x 0 ) can be much smaller, especially if q is not close to 1 -see Table 2 . Thus as before, one should obtain a reliable estimate of q if possible.
Remark 4.1. If q = 0 then p 0 = 0 hence X n ≥ x 0 for all n, so procedure (52) trivially satisfies (50). If q = 1 then explosion cannot occur so (48) is vacuous.
Remark 4.2. If x 0 is small, the procedures proposed in this section will be of no practical use. For example,
in which case procedure (51) will predict extinction iff X n = 0, that is, iff extinction already has occurred. The same is true for procedure (52) if
Remark 4.3. Procedures (5) and (6) are not useful for Cases 2 and 3 because ψ(1 − δ, q) < 1 for most values of q, that is, for q < 1 − δ. Thus (5) and (6) will predict extinction only if X n = 0, that is, only if extinction has actually occurred.
Sequential probability ratio tests for extinction vs. explosion
The sequential probability ratio test (SPRT) (Barnard (1946) , Wald (1947) , Ghosh(1970) , Stuart and Ord (1991) ) can be applied to the problem of testing
for a semi-explosive GW process X. This will provide tests for extinction vs. explosion that approximately or conservatively control both the first and second error probabilities at prespecified values α and β, respectively (0 < α, β < 1).
The SPRT (B, A; q, x 0 ): fix 0 ≤ B < 1 < A < ∞. For n = 1, 2, . . . ,
where λ(X n ) is given by (13). From (18), this SPRT is equivalent to (compare to (27) and (51)), where (recall (28)),
Note that for fixed q, (q, η) increases strictly and continuously from 0 to ∞ as η ranges from 0 to ∞; also (q, 0) = 0 and (q, 1) = 1. By the following lemma, the stopping boundaries for SPRT(B, A; q, x 0 ) (B > 0) satisfy
Lemma 5.1. If 0 < q < 1 and 0 < η < 1 (1 < η < ∞), then (q, η) is strictly decreasing (strictly increasing) in q and (60) η < (q, η) < 1 1 < (q, η) < η .
Proof. See the Appendix.
The sample size ≡ stopping time for the SPRT(B, A; q, x 0 ) is a random variable, denoted by N B,A . Because Pr[X n → 0 or ∞] = 1 for all p, N B,A is finite with probability 1. As B decreases and A increases, clearly E(N B,A ) increases under both H 0,p and H 1,p , but it is not necessarily true that the first and second error probabilities α p ≡ α(B, A; q, x 0 ) and β p ≡ β(B, A; q, x 0 ) (defined below) both decrease (cf. Wald (1947, p.45) ).
Wald's bounds and approximations for the error probabilities. Define
Wald (1947, §3.2) derived the following bounds for these error probabilities: ; q, x 0 ) satisfies the error bounds
Wald also derived the following approximations: if α + β < 1 then SPRT
; q, x 0 more nearly attains the specified error probabilities α and β than does SPRT(β,
5.2. Universal SPRTs for (57). If q is unknown, the SPRT(B, A; q, x 0 ) cannot be applied. As in the fixed sample size case, we can obtain a universal although conservative sequential prediction procedure:
The universal SPRT * (B, A; x 0 ): for 0 ≤ B < 1 < A < ∞ and n = 1, 2, . . . ,
Denote its error probabilities by 
By (67), (61), (62), and (68),
so the error probabilities for the universal SPRT * (β, 1 α ; x 0 ) also achieve the desired error probabilities α and β for problem (57), i.e.,
albeit conservatively and with corresponding increases in the expected sample sizes. Also, (65)- (67) 
Examples
Example 6.1: Whooping cranes in North America. Miller et al. (1974) give the annual counts of rare migrating whooping cranes arriving in Texas from 1938 through 1972; see Guttorp (1991, p.47, p.190) . Here x 0 = 14, n = 34 (= 1972 − 1938) , and {x ν | 1 ≤ ν ≤ 34} is observed, which we assume to arise from a semi-explosive GW process. (i) Assume that extinction is considered catastrophic, so Case 1 obtains and the formulation and discussion in Section 3 are appropriate. Suppose first that q is unknown. Because x 34 = 51 was observed in 1972, the universal upper bounds (44) and (45) for the p-value π 0 (x n ; x 0 ) against extinction (cf. (42)) are given by π 3 (51; 14) = .27 and π 4 (51; 14) = .12 respectively. In 1970 x 32 = 57, so these bounds for that year reduce to π 3 (57; 14) = .25 and π 4 (57; 14) = .09 resp. These provide moderate but not conclusive evidence against eventual extinction and thus moderate evidence against the need for further intervention. Because x 34 ≥ x 0 , the estimator (34) forμ isμ 34 = 1. Thusμ 34 = 1 (cf. (37)), so the upper bound π 5 (x 34 ; 34,μ 34 , 14) in (47) coincides with π 3 (51; 14) = .27 in this example.
For the sake of illustration, now suppose that based on the historical record of extinction of endangered species it were known that q = 0.9.
3 Because x 34 = 51 in 1972, the upper bound (43) for π 0 (x n ; x 0 ) is π 2 (51; 0.9, 14) = .016. Since x 32 = 57, this bound for that year reduces to π 2 (57; 0.9, 14) = .0083. These bounds would provide stronger evidence against extinction and thus against intervention.
Still assuming q = 0.9, the direct procedure (4) with δ = .05 would predict extinction iff X n ≤ 28. Because x 1 = 22 in 1939, extinction would have been predicted after the first generation even though the population was on an upward trajectory. By contrast, the test-based procedures make their predictions by comparing the current value to the initial value x 0 .
(ii) Now assume that extinction is considered undesirable but not catastrophic, so Case 2 obtains and the discussion in Section 4 is appropriate. Because x n > x 0 for all n = 1, . . . , 34, the upper bounds (54) and (55) for the p-value π 1 (x n ; x 0 ) against explosion are not useful whether q is unknown or known. If it were known that q = 0.9, the direct procedure (5) with δ = .05 would predict extinction iff x n = 0, that is, only if extinction had already occurred.
(iii) Lastly, consider the sequential procedures of Section 5. For α = β = .05 and x 0 = 14, the universal SPRT * (β, ; q, x 0 continues sampling as long as 2 ≤ X n ≤ 39, which limits are much tighter than those of the universal SPRT * 's above. Both procedures would have stopped sampling and predicted explosion in 1964.
Example 6.2: California condors. The California condor was threatened with extinction in the 20th Century. Wilbur (1978) gives annual population counts from 1968 through 1976: 38, 26, 27, 18, 25, 19, 19, 11, 19 . Here we take x 0 = 38, n = 8 (= 1976 − 1968) , and {x ν | 1 ≤ ν ≤ 8} is observed, which we assume to arise from a semi-explosive GW process.
(i) Assume that extinction is considered catastrophic, so Case 1 obtains and Section 3 is applicable. Suppose first that q is unknown. Because x n ≤ x 0 , the upper bounds (43)- (45) for the p-value π 0 (x n ; x 0 ) against extinction are inapplicable. The estimator (34) forμ givesμ 8 = 164/183 = 0.8962, so the upper bound π 5 (x 8 ; 8,μ 8 , 38) in (47) exceeds π 5 (x 8 ; 8, 0.8962, 38) = .832. This provides no evidence against extinction, so intervention would be implemented.
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As in Example 6.1, if we assume that q = .9 then the direct procedure (4) with δ = .05 predicts extinction iff X n ≤ 28. Because x 1 = 26 in 1969, extinction would have been predicted after the first generation. Because the population was on a downward trajectory the conclusion provided by (4) now seems appropriate, unlike in Example 6.1, and agrees with conclusions of the test-based procedures.
(ii) If extinction is considered undesirable but not catastrophic then Case 2 obtains and Section 4 is applicable. Suppose first that q is unknown. Because x 8 = 19 was observed in 1976, the universal upper bound (55) for the p-value π 1 (x n ; x 0 ) against explosion (cf. (53)) is given by π 7 (19; 38) = .50. In 1975, x 7 = 11, so this bound for that year reduces to π 7 (11; 38) = .29. Neither provides compelling evidence for extinction.
However, if it were known that q = 0.9, then the upper bound (54) for the p-value π 1 (x n ; x 0 ) is π 6 (19; 0.9, 38) = .12 for 1976 and reduces to π 6 (11; 0.9, 38) = .041 for 1975. This second bound would comprise evidence for extinction hence for intervention, which is reasonable in view of the downward trajectory of the population. By contrast, the direct procedure (5) with δ = .05 would predict extinction iff x n = 0, that is, only if extinction had already occurred.
(iii) (sequential procedures) For α = β = .05 and x 0 = 38, the SPRT * (β, , 7, 22, 38, 50, 65, 78, 61, 74, 96, 102, 98 . Here x 0 = 1, n = 11, and {x ν | 1 ≤ ν ≤ 11} is observed, again assumed to arise from a semi-explosive GW process.
(i) Assume that explosion is considered catastrophic, so Case 3 obtains and Section 4 is applicable. Because x n > x 0 for all n = 1, . . . , 11, the upper bounds (54) and (55) for the p-value π 1 (x n ; x 0 ) against explosion are not useful whether q is unknown or known. If it is conservatively assumed that an epidemic explosion is 90% likely, that is, q = 0.1, then the direct procedure (6) with δ = .05 would predict explosion unless x n = 0, that is, unless the epidemic has already ended.
(ii) If explosion is considered undesirable but not catastrophic then Case 4 obtains and Section 3 is applicable. Suppose first that q is unknown. Because x 11 = 98 was observed in Week 12, the universal upper bounds (44) and (45) for the p-value π 0 (x n ; x 0 ) against extinction (cf. (42)) are given by π 3 (98; 1) = .0102 and π 4 (98; 1) = .0038 respectively. In Week 11 x 10 = 102, so these bounds for that week reduce to π 3 (102; 1) = .0098 and π 4 (102; 1) = .0036 resp. These provide strong evidence against eventual extinction and thus would call for intervention.
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If it were assumed conservatively that explosion is only 10% likely, that is, q = 0.9, then since x 11 = 98 in Week 12, the upper bound (43) for π 0 (x n ; x 0 ) is π 2 (98; 0.9, 1) = .0000036, so the evidence against eventual extinction would be overwhelming. The direct procedure (7) with δ = .05 would predict explosion iff X n ≥ 29, so explosion would have been predicted in Week 4 when because x 3 = 38. With either procedure, vigorous intervention would be required.
(iii) (sequential procedures) For α = β = .05 and x 0 = 1, the universal test SPRT * (β, 1 α ; x 0 ) (resp., SPRT * β 1−α , 1−β α ; x 0 ) continues sampling as long as 1 ≤ X n ≤ 19 (resp., 1 ≤ X n ≤ 18); both procedures would have stopped by Week 3 and predicted explosion, thus requiring intervention.
5 In fact a state of health emergency was declared after Week 12 and an innoculation program begun. The number of new cases continue to increase to a peak of 254 in Week 20, then declined steadily to a current low of 80 in Week 26.
Because x 3 = 12 was observed, after three generations the universal upper bounds (44) and (45) for the p-value π 0 (x n ; x 0 ) against extinction (cf. (42)) are π 3 (12; 1) = .083 and π 4 (12; 1) = .031 respectively. After four generations where x 4 = 24 these bounds are π 3 (24; 1) = .042 and π 4 (24; 1) = .016. These provide some evidence for explosion hence intervention. (Because n = 3, 4 are probably too small for Approximation ( * ) to be valid, π 4 may not be reliable here.)
An estimateq of q could be obtained from the nonparametric MLEp of the offspring distribution p, but as noted earlier this depends on knowing the family histories of each infected individual (Guttorp (1991, Proposition 3.4) ). Here, however,p can be approximated by the EM algorithm because n is small, cf. Guttorp (1991, pp.119-120) . For n = 3,p puts masses (0.239, 0.428, 0.206, 0.127) on 0, 1, 5, 6, and from (2) the estimated extinction probability for this distribution is found to beq = 0.424. With q = 0.424 the upper bound (43) for π 0 (x n ; x 0 ) is π 2 (12; 0.424, 1) = .000046, which provides very strong evidence for explosion hence intervention after three generations.
For n = 4 the estimated distribution puts masses (0.332, 0.147, 0.219, 0.302) on 0, 1, 2, and 5, yielding an estimated extinction probabilityq = 0.447. The upper bound π 2 (24; 0.447, 1) is ≈ 0, which provides overwhelming evidence for explosion hence intervention after four generations.
By contrast, the direct procedure (2.4) with δ = .05 and q = 0.424 or 0.424 predicts explosion iff X n ≥ 4, which occurs here at the very first generation where X 1 = 5. This seems to be an unwarranted conclusion for such limited data.
