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Abstract 
The challenge consists in describing the relationships between the Kronecker invari- 
ants of a matrix pencil and one of its subpencils. For a given subpencil, an algorithm for 
constructing a matrix pencil with prescribed Kronecker invariants should also be 
proposed. 0 1998 Elsevier Science Inc. All rights reserved. 
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1. Challenge formulation 
The classification of the set of matrix pencils under equivalence transforma- 
tions is due to Kronecker [ 171, and the whole procedure was presented in detail 
by Gantmacher [ll]. In a few words, two matrix pencils ,iE, - HI and 
>_Ez - Hz, where 2 is an indeterminate and El ~ HI, El and Hz are m x p matrices 
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over R, are said to be equivalent if there exist invertible constant matrices 
P E R”“” and Q E Rpxp satisfying /zE2 -Hz = P(A_E, - H,)Q. We then write 
;1E, - H, - & - H2. Two matrix pencils are equivalent if and only if they 
have the same Kronecker invariants. It is said that Kronecker invariants con- 
stitute a complete set of invariants for matrix pencils under equivalence trans- 
formations. A reliable algorithm for computing the Kronecker indices have 
been described by Van Dooren [34]. 
The Kronecker invariants of a matrix pencil belong to four different catego- 
ries. Itsjinite elementary divisors-or equivalently its invariantfactors-are also in- 
variant under invertible polynomial transformations. Its infinite zero orders 
characterize the orbit of the pencil under biproper ’ actions. Finally, its column 
minimal indices and row minimal indices are, respectively, the sets of the column 
minimal degrees 2 of the kernel of the pencil and of the transpose of the pencil. 
Let E, H E R(m+“)X@+q) and E’, H’ E Rmxp, and assume that AE’ - H’ is a sub- 
pencil of AE -H, i.e. 
Z-H- (1) 
where Fi2(Jb), F2, (;1) and F22(/?) are unspecified matrix pencils of compatible siz- 
es. The Kronecker invariants of 3,E - H and of a’ - H’ are not independent. 
For instance, it is well known that the invariant factors 3 of 3,E -H, say 
al (A), a,(n), . . . , divide those of AE’ - H’, say CC; (A), %I,(/?), . , (see for instance 
Newman [30], Theorem. II. 14. p. 33) 
where, by convention, one takes IX,(~) = 0 if i > rank(>.E - H), and X:(A) = 0 
if i > rank(X’ - H’). One can describe other conditions which are necessary 
and sufficient. These conditions, provided by Sa [32] and Thompson [33], read 
where again ~~(2) = 0 if i 3 rank(AE - H) and CX;(~) = 0 if i 3 rank(/lE’ -H’). 
These conditions are actually stated for matrices over a Euclidean ring, e.g. 
’ A rational fraction n(i)/d(i) t W(i.) is called proper, or casual, if the degree of n(I.) is less than, 
or equal to, the degree of d(i.). Following [35], the set of proper rational fractions, denoted by 
&(I), is a Euclidean ring. A matrix with coefficients in R,(L) is called biproper if it is square and 
invertible over the ring &,(A). 
’ The column minimal degrees of a rational matrix actually characterize the orbit of the matrix 
under right multiplication by an invertible polynomial matrix and left multiplication by a biproper 
matrix. They are also known as the left Wiener-Hopf indices of the matrix [10,12]. 
3 In the following, the invariant factors are ordered according to ccl(L) / ai+, (A) and @:(A) 1 CL:+, (A), 
for i= 1,2,..., where, two polynomials CC(~) and /J(n) being given, ~(2) 1/3(i) means that X(L) 
divides /3(i) without remainder. 
J..I. Lokeuu et 01. I Lineur Algrhrtr urzd it.~ Applications -77X f 19%~) 327. 336 329 
polynomial matrices, and do not only apply to matrix pencils. They are suffi- 
cient: given iE - H and iE’ - H’, and provided that the S&Thompson condi- 
tions hold, one can find polynomial matrices F,?(i)> Fz, (i), and F?&(i), which 
are not necessarily matrix pencils, so that the invariant factors of LE - H 
coincide with those of the completed matrix 
i 
iE’ - H’ fiz(j.) 
&I (j.) i F12(i) 
One can choose F,?(i)> F?,(i), and F??(i) among matrix pencils. Just notice that 
the completed matrix so constructed is not equivalent in the sense introduced 
above to the matrix pencil iE - H. Such an equivalence would indeed require 
that the four sets of Kronecker invariants would be the same. This leads us to 
the following formulation of the challenge, which is-precisely speaking-the 
problem of assigning the Kronecker invariants of a matrix pencil by row 
and/or column completions. 
Clralle~rz+iveL~ and LE’ - If’, find necessary and sufficient condi- 
tions for the existence of matrix pencils F,2(2), Fl,(i.). and FL(i) so that Eq. (I) 
holds. Provide an algorithm for constructing F,?( 1.). F~I (j.). and FL(i) whenever 
a solution exists. 
We shall now point out some motivations for this study. and present the 
results already described in particular cases. Although these results are numer- 
ous, the complete solution is not known. 
2. Motivation 
Control theory originated most of the literature concerning this challenge. 
Consider the time-invariant linear system: 4 
4(t) = A.u(t) +&L(t), 
4’(t) = &(t). 
(3) 
where A E R”““,B E R”““‘, and C E Rpxn. There is a lot of control problems 
that can be directly stated in terms of matrix pencil completions. 
2. I. Pole plucernent 
The control law u(t) = B(t) leads to the closed-loop system 
X(t) = (A + BF)x(t). The signal x(t) then depends on the invariant factors of 
’ The state equation may be replaced by Ej, = Ax + Bu. The system is then said to be implicit. The 
output equation may also ready = Cx + Du. The system (2) is illustrative enough for our present 
purpose. 
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the matrix pencil )I, -A - BF. Thence, the question of assigning the invariant 
factors to U,, -A - BF by F is of primary interest in control theory. 
To formulate this problem in terms of the challenge, notice first that the two 
matrix pencils (/un -A - BF B) and (fin -A B) are equivalent. Then, the 
subpencil AE’ - H’ = U,, - A - BF can be completed by F12(3,) = B to get a 
new matrix pencil that is equivalent to (U,, -A B). In other words, the prob- 
lem comes down to the problem of assigning the Kronecker invariants by col- 
umn completion. 
Equivalently one may remark that if N is a left annihilator of B (i.e., N is a 
matrix with maximal rank so that NB = 0), then 
N(& -A) = N(& -A - BF). 
A matrix pencil F2, (2) exists which verifies 
(& -A - BF) N 
(“&;)). 
Hence the problem also comes down to the question of assigning the invariant 
factors by row completion. 
Since the seminal work of Rosenbrock [31], Chapter 5, Theorem 4.1, there 
has been a lot of contributions to this question (see [8,9,15,18,20,38,39]). The 
question remains unsolved in the more general case of implicit systems 
[26,40]. 
2.2. Nonregular -feedback 
The control law u(t) = Fx(t) + Go(t) has a central importance in control the- 
ory. In some cases the use of nonregular feedback (when G is not invertible, but 
has rank p,p < m) is pertinent and authorizes solving control problems for 
which no regular solution exists. Typical control problems, to a great extent 
idealized, leading to this question are decoupling [7], feedback simulation 
[14], infinite zero orders assignment [21,23], and transmission invariant factors 
assignment [25]. Writing 
G=H 
where H is invertible, it appears that (;II, - A - BF BG) is in fact a subpencil 
of (;l.m -A - BF BH), which is equivalent to (U* -A B). Thus the closed- 
loop system matrix 
( 
Id,,-A-BF BG 
C > 0 ’ 
can be completed by columns to get a pencil equivalent to the open-loop 
system matrix 
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2.3. Dynamic feedhack 
The most general kind of feedback used in linear control reads: 
Ii(t) = B(t) + Qw(t) + Rv(t), 
u(t) = Fx(t) + Kw(t) + Gv(t), 
where Q is a k x k real matrix, and P. R, F, K, and G are real matrices of com- 
patible sizes. Combining Eq. (2) with the equations above, we obtain the 
closed-loop system matrix 
i 
iI,, - A - BF -BK BG 
-P ak-Q R , 
c 0 0 1 
which can be viewed, if G is invertible, as a superpencil of the open-loop system 
matrix. Even if G is not invertible, the problem can be formulated in terms of 
pencils and subpencils, as in the case of a nonregular feedback [24]. 
2.4. Zero placement 
Rosenbrock [31], Chapter 5, Theorem. 4.2, introduced the problem of 
assigning the zero structure of system (3) choosing the output matrix C. Since 
the zero structure is described by the invariant factors of the system matrix 
(YA :> 
the problem calls for completing the subpencil (& - A B) by a matrix 
(C 0) which gives the desired invariant factors. This problem was further 
discussed by Boley and Van Dooren [3] and by Mondie [29]. 
2.5. Early-stage design 
The Kronecker invariants of the system matrix are indicators for the exis- 
tence of solutions to control problems like model matching, disturbance rejec- 
tion, or diagonal decoupling (see for instance [6,28]). 
The idea introduced by Karcanias [ 161 concerns the design of industrial pro- 
cesses at the early stage. Choosing appropriate actuators and measurements, 
the designer can in fact modify the matrices B and C in Eq. (2) so that the sys- 
tem be more easily controlled. The problem comes down to specifying the Kro- 
necker invariants of the pencils (Un - A B), (>_I,, - AT CT)’ and 
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where U,, -A is given while B and C are to be designed. In a sense, this ques- 
tion generalizes the previous one. 
3. Approaching the challenge 
3.1. State of the art 
Various generalizations have been considered and related problems have 
been systematically studied in the literature; see for instance [2,3,5,20,22- 
24,27,31-33,37,38] and the references therein. These studies have culminated 
in the Ph.D. theses of Baragana [l], MondiC [29] and Cabral [4] where the fol- 
lowing special cases of the challenge have been established. 
Necessary and sufficient conditions when 3,E’ - H’ and LE - H are inv- 
ertible. 
Necessary and sufficient conditions when AE’ --H’ and ;IE - H are right-inv- 
ertible (only row minimal indices are absent) and F21 (;I) = O> &(,I) = 0 (the 
completion only concerns additional columns). 
Necessary and sufficient conditions, that are not completely explicit, when 
E = I,;,. 
3.2. Three approaches 
There are many different means using which the Challenge can be formulat- 
ed. For instance, polynomials and polynomial matrices have been used in 
[15,19,25,27,29,31-331 and in [6,7,14,23,36] the theory of invariant subspaces 
has been applied to. Based on the results that have been published until 
now, one can identify the below-described three approaches that have been 
used to attack particular aspects of the Challenge. 
?? the use of matrix pencils [1,37], 
?? the polynomial approach [ 15,18,3 11, 
?? the geometric (state-space) approach [9,13,14,23]. 
There are of course some bridges linking these approaches, which reveal 
deeper internal relationships between them. A combined use of the above 
methods [26,29] may be the best way when trying to find a solution of the Challenge. 
3.3. Transformation monoids and ordering 
The solvability conditions already described in the literature are inequalities 
between the Kronecker invariants of the two matrix pencils. For instance, in 
the simplest case of the invariant factors assignment (Rosenbrock Theorem 
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[31]), where the system (2) is controllable (the matrices B and ;.I,, -A are left 
coprime over the ring Iw[L]), they are of the form 
kc, < 2 deg tii(I.) 
i-1 i=,,m, r I 
for .j = 1~ 2,. i m - 1, and 
,I, 
cc, = gdeg $,(A). 
/= I /- I 
Here, cl 3 c? 3 > c, > 0 denote the so-called controllability indices of 
Eq. (2), that are just the column minimal indices of the matrix pencil 
(j-r,, -A B), and $,(i,) = 1, for i = 1.2,. 1 II - nz. $,,_n,+,(l.) / 1//,,_,,,_2(1L) 
1 ill/,,(j,). stand for manic polynomials that will be assigned to 
;.I,, -A - BF by F as its invariant factors. These conditions are necessary 
and sufficient. 
At this point, it might be of interest to explain why such inequalities appear 
between the Kronecker invariants of the two pencils. 
The relationship (1) can be seen as a transformation 
where r, and TZ are invertible, or shortly, 
T((iE - H)TJ = (M06 3
where rl and Ti are square matrices, not necessarily invertible. One can verify 
that the set of such transformations (T,‘: Ti) endowed with the composition law 
defined by 
is a monoid with neutral element (I,,,,,,! I,,,). 
Consider a set .4p with elements s, s’: . . and let .F be a monoid of transfor- 
mations t, t’. , acting on this set. The relation N defined by 
s ^r s’ tr‘ 3, t’ E 9-1 ts = s’ and s = t’s’ 
is an equivalence relation. Next, the relation + defined on the quotient .Y’/ w 
(which elements are denoted S. 9.. . and called orbits) by 
s 4 ? t--r‘ 3 E .Y- 1 ts = s’ 
is well defined and is an order relation [27]. 
In the case of Rosenbrock Theorem, the order relation between orbits is 
explicitly stated in terms of inequalities between the Kronecker invariants of 
the orbits. Can we characterize the class of monoids that have such an explicit 
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representation? The question is open and may lead to some new insight into the 
challenge. 
4. Final comment 
The main result stated in [29] reads as follows. 
Theorem 1. Given I,E - H and AE’ - H’ two right-invertible matrix pencils, 
let cl 3 c2 3 . . c~+_~ and ci 3 ci 3 . 3 ci_,, respectively, denote their 
column minimal indices, al(A) I ~(2) I ... I ~(2) and I’, I al,(l) 
1 . ( a;(i) their invariant factors, n1 2 n2 > . . > n,,-,. and n’, 2 ni > . 
their infinite zero orders. Then there exists a matrix pencil Fl2 (A) so that 
AY% N (1E’ - H’, Flz(A)) if and on/y if the following conditions hold: 
q(A) 1 ix:(i) 1 cq+,(,‘,), i = 1,. . . , m, 
n:,, 6n, <nil, i= l,...,m-r, 
c’ ,+q < c;, i= l,...,p-m, 
&CL + edeglcm(aj(jk),a):i(l)) + Emax (nL,ni+j) 
i=l I=1 r=l 
p+q-m m m-r P-m 
g ci + xdeg xi(A) + Eni = CC: + edeg E:(A) + gni, 
i=l I=1 I=1 i=l i=l 
where, by de$nition 
II =min{i(c:_j+l <Ci}, j= l,...,q 
and, by convention, u:(A) = 1 for i < 0, and FZi = 0 for i > m - r. 
It is worth pointing out that these conditions are explicit and decidable. In 
addition the proof offers a construction of the pencil F,z(A). It is expected that 
such a set of effective conditions can also be found for the general case. 
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