Abstract: Data mining applications in the food industry has until now expressed in many ways, on both technical and economic terms. The most important methodologies being used are clustering, classification, feature selection and outlier detection. The techniques commonly used in data mining are artificial neural networks, decision trees, k-means type algorithms, genetic algorithms, nearest neighbour method, and rule induction. Successful case studies of the implementation of these methodologies are fruit and vegetable classification, with special focus on apples, citrus, strawberries, table olives, onions etc. the same rationale is being followed for the evaluation of processed foodstuff. Efficient solutions have been provided for wine classification, based on organoleptic characteristics, fish and meat classification, as well as robotic harvesting. Finally, applications on supply chain management and e-commerce have provided significant solutions on issues of monitoring and evaluation of dynamically changing datasets.
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Introduction
The fact that the food issues become more and more sophisticated on both the production and marketing approach increases the need for the implementation of quite complex research methodologies with the use of advanced data mining techniques (Zopounidis et al., 2001) . Data mining has become a quite essential procedure, in order to improve the knowledge discovery in databases and achieves to retrieve the information existing in these, in a sensible way (Han and Micheline, 2000; Hand et al., 2001; Du et al., 2001; Pardalos and Hansen, 2008) . Data mining is the process aiming to analyse data from different viewpoints and reaching to useful information which is turn can provide to researchers, policy makers or marketers the necessary tools to improve revenue, production costs or both. This data can be expressed in many different forms, like numbers, text or any other fact, under the precondition that they can be processed by a computer. The data the food industry accumulates on a daily basis consists of various types both numerical and not (Mucherino et al., 2009a (Mucherino et al., , 2009b Papajorgji et al., 2010; Chinchuluun et al., 2010a Chinchuluun et al., , 2010b . The most common ones are operational or transactional data such as, sales, cost, inventory, payroll, and accounting non-operational data, such as industry sales, forecast data, and macro economic data meta data, data about the data itself, such as logical database design or data dictionary definitions (Horst et al., 2000; Liu et al., 2001; Shaw et al., 2001) . The purposes of such applications can be either informative or knowledgeable. For instance, it is very useful for a food industry to have a spatial distribution of sales picture for both the products it produces as well as for the competitors' ones (Ngai et al., 2009; Liu and Shih, 2005; Chaovalitwongse et al., 2009) . Additionally, this kind of information can easily be utilised for the successful implementation of future promotion strategies, as well as for establishing adjusted production procedures to minimise cost (Kim et al., 2005 (Kim et al., , 2006 Liao et al., 2012) .
The most common data mining goals are the clustering, classification, feature selection and outlier detection. Clustering is the partition of a given set of samples into groups of similar samples according to some in advance specified similarity criteria (Kaufman and Rousseeuw, 1990; Jain et al., 1999; Fasulo, 1999; Kolatch, 2001; Han and Kamber, 2001) . Classification is the determination of classes of the test samples, by using unknown classification of training dataset (Tan et al., 2005; Zhai, 2012a, 2012b) . Feature selection, also known as dimensionality reduction, is the selection of a subset of features, which is turn are responsible for creating the condition corresponding to the class (Coifman et al., 2005; Song et al., 2008; Zhang and Kwok, 2009; Rajaraman and Ullman, 2011) . Finally, outlier detention is the disregarding of samples that are not good representatives of any of the classes. Therefore, it is better to ignore them before performing data mining (Bovinski et al., 2006; Su and Chen, 2015) .
The techniques commonly used in data mining are artificial neural networks, decision trees, k-means type algorithms, genetic algorithms, nearest neighbour method, and rule induction. Artificial neural networks are nonlinear predictive models resembling biological neural networks in structure through a training process (Yegnanarayana, 1999; Jha, 2007) . Decision trees are tree-shaped structures, representing sets of decisions. These decisions generate rules for the classification of the dataset. Quite common decision tree methods are the classification and regression tree (CART) and the chi square automatic interaction decision (CHIAD) (Gehrke et al., 1998; Rokach and Maimon, 2008; Vens et al., 2008) . One of the most commonly used and simple group of algorithms is the k-means type. They are being used to solve the clustering problem by classifying a given set of data after assuming a fixed number of clusters k (Cios et al., 1998; Jain et al., 1999; Jain, 2010) . Genetic algorithms are optimisation techniques which use processes like genetic combination, mutation and natural selection in a design based on the concepts of evolution (Minaei-Bidgoli and Punch, 2003; Alcalá-Fdez et al., 2009 ). The Nearest neighbour method classifies each sample of a dataset based on a combination of the classes of the k records most similar to it in a historical dataset. It is also known as k-nearest neighbour technique (Hall and Holmes, 2003; Hautamaki et al., 2004) . Finally, the rule induction is the extraction of useful rules from the data given based on statistical significance (Dzeroski and Lavrac, 2001; Freitas, 2001 ).
Methodological approach
K-means method
The application of the k-means method aims to classify a given dataset through a given number of clusters by minimising the metric relative of the centroids of the clusters (Cifarelli et al., 2007) . The mathematical expression of the k-means is the following:
If X is a finite set of number of points in
, , , where , 1, 2, , .
of X, which minimises the square error function:
The optimal solutions of such problems are a sum of clusters which are represented by their centroids. Therefore, the variables of optimisation problems become the centroids of the clusters.
The steps of the implementation of the k-means algorithm are the following:
Step 1 Initialise centroids , 1,2, .
Step 2 Assign each point
Step 3 When all points have been assigned, for j = 1, 2,…,k, calculate the new position 1 j q c + for all j = 1, 2,…,k, then stop, otherwise set q = q + 1 and go Step 2.
A typical partition of a dataset is being presented in Figure 1 . 
Artificial neural networks
The significance and the usefulness of artificial neural networks (ANNs) have been proved in many cases and in a huge variety of scientific fields like speech synthesis, diagnostic problems, medicine, business and finance, robotic control, signal processing computer vision, as well as a series of problems related to pattern recognition. The structure of these models is based on an analogy of the structure of human brain, which consists of neurons, organised in layers interconnected. These connections are weighted according to their significance. The learning process of the model is based on the modification of the connection weights. Each neuron codes or corresponds to a feature or a characteristic of a pattern to be analysed or going to be used as a predictor. As it already mentioned the ANNs are being organised as layers. The first layer is called the input one and the last the output layer. The intermediate layers (if there are such) are being called hidden layers. These models take information from the first layer and then it is propagated to the neurons of the second layer. This procedure of processing information layer by layer continues until the last hidden layer propagates the information analysed to the last layer. This last processing produces the output of the unit. Figure 2 presents graphically the operational structure of an ANN. A typical ANN consists from the following components: input layer, hidden layer, output layer, connections/arcs, weights, activation functions, training set, and learning. The input layer consists of the necessary attributes participating in a particular classification. The number of nodes in a typical input layer is being defined through different attribute types and attribute domain. The hidden layers are being constructed for the learning process. This process is being created by the computations on their nodes and arcs weights. The number of hidden layers varies from case to case. Additionally, the number of nodes in each hidden layer is determined via experimentation. It is worth mentioning though that there is no need for too many nodes in every hidden layer, because it leads to over-fitting of the model, something that is not desirable for the credibility of the model. On the contrary, too little number of nodes reduces the classification accuracy. In order to have secure results from the output layer the data available for training the model is being divided to two parts, with the larger one to be used for training and the smaller one for validating the model. Finally, the output layer consists of one or more nodes, responsible for the final results. Typically, there is one output node per class. There are two ways these models operate, the feed-forward process and the back-propagation process.
• Feed-forward process:
This process starts from input nodes towards output nodes.
For each training sample X in samples and for each hidden or output layer node j:
Calculate output O j from that node: At this point the final output is generated.
• Back-propagation process:
Calculate error and update weights.
For each node j in output layer:
Calculate the error:
For each node j in hidden layer (last to first):
Calculate weight increment:
Update weight: w ij = w ij + Δw ij .
For each bias θ:
Calculate bias increment: Δθ j = l · Err j.
Update bias: θ j = θ j + Δθ j .
Biclustering
Another quite interesting and applicable data mining methodology is the biclustering one. This allows feature set and test set clustering, both supervised and unsupervised, simultaneously (Busygin et al., 2008) . The achievement of biclustering is that it finds clusters of samples processing similar characteristics, together with features which create these similarities. The most important advantage of this method, compared with other clustering methodologies, is that there is a required consistency between the sample and the feature classification, while other practices treat separately samples and features of a dataset. More precisely biclustering works as follows: Suppose we have a dataset of n samples and m features in a matrix A = (α ij ) m×n where the value α ij is the expression of the i th feature in the j th sample. Then, we consider classification of the sample into classes
The above classification is successful when samples of the same class share certain common properties. Additionally, a feature i may be assigned to one of the feature classes
In such a way that features of the class k F are responsible for creating the class of samples S k ..
A biclustering dataset is a collection of pairs of sample and features subsets, having the following appearance
So that the collection (S 1 , S 2 ,…,S r ) forms a partition of the set of samples, and the collection 1 2 ( , , , )
F forms a partition of the set of features.
k-nearest-neighbour
The k-nearest-neighbour (KNN) classification the training dataset being used aims to classify each member of a 'target' dataset. For the implementation of this methodology it is necessary the structure of data to have a specific form, with one categorical variable of interest and a number of additional predictor variables. More specifically:
• For each row in the target dataset locate the k closest members (the k nearest neighbours) of the training dataset. A Euclidean distance measure is used to calculate how close each member of the training set is to the target row that is being examined.
• Examine the KNN; in which classification (category) do most (majority vote among the k points) of them belong to? Assign this category to the row being examined.
• Repeat this procedure for the remaining rows (cases) in the target set.
The following formulas illustrate the implementation of KNN methodology:
feature vector of real numbers, for all i; y i is a class label in 1…C, for all i.
• Task: determine y new for y new .
• Solution:
Classifying the new instance x new to + or o (answer: +).
Applications
All the above-mentioned data mining methodologies have been utilised by the food industry in various ways, providing effective and efficient solutions. Such cases are, among others, the grading methods of fruits, classification of fruits and vegetables, classification of wines and robotic harvesting of citrus fruits (Carlini et al., 2000; Carlomagno et al., 2004; Cheng et al., 2003 Cheng et al., , 2004 . The usual criteria for grading fresh market fruits are their size, colour and shape, as well as the presence or not of defects Harker et al., 2008) . For a long period of time and in many cases even nowadays, this delicate procedure was being done by experienced workers. The application though of modern data mining techniques provides more reliable grading solutions, in accordance of course with engineering applications.
Apples grading
Regarding apples, the grading procedure is being divided to four steps, which are: the images acquisition, their segmentation, their interpretation and finally the fruit classification (Leemans et al., 1999; Lu, 2004; Mann et al., 2005; Mendoza et al., 2011 Mendoza et al., , 2012 Mendoza et al., , 2014 Bhat, 2014) . For this purpose, Kazuhiro (1997) proposed a neural network consisted of two layers and five hidden neurons, aiming to sort San-Fuji apples into five colour and quality classes. An image data collecting system was constructed, consisted of a turn table, a stage controller, and a mono-axle driver. On the system, the whole image of an apple is rolled out as one scene on a computer monitor like perspective projections. The system calculates nine colour characteristic data, the average colour gradients (R, G, B), the variances (V R , V G , V B ) and the chromatic coordinates (r, g, b) for the external appearance of the entire apple form the three-primary colours in the following manner:
and n is the number of total pixels in the image data.
More analytically, two neural network models were used in this study. The first one is used to classify a pixel at any part of an apple into the following categories: normal red, injured colour red, poor colour red vine, and upper and lower background colour. This neural network consists of three layers, the input, the hidden and the output one. The input layer has seven units: R i , G i , B i from each pixel of the image data, the average data R, G, B, and the position of the pixel Yin regards to the two-dimensional coordinates. The next hidden layer has five units. Finally, the output layer consists of six units which indicate the results of the judged condition of the surface as they were mentioned and analysed above. The next stage was to perform supervised learning foe each pixel of an entire apple. For this reason the test sample data was classified into the above six surface conditions, by using a neural network model structured by supervised learning. The second neural network was used to classify the quality of the surface into five classes: superior (AA, more than 89% of the surface deep red, and orange the background), excellent (A, 70%-89% of the surface is red, and the background is yellowish orange), good (B, 50%-69% of the surface is red, and the background is green), poor colour (C, less than 50% of the surface is red, and the background is light green or uneven red coloured), and injured (D, injured part can be seen on the apple's surface). This network has three layers too, an input, a hidden and an output one. The input layer consists of 11 units with the nine characteristics mentioned above to be included as well as two additional factors, the colour ratio (R c ) and the injured or non-injured surfaces
where R n is the number of pixels that are judged to be normal red in the first neural network. The factor injured or non-injured is defined as '1' or '0' from the results from the first neural network. The function providing the characteristics of each neuron is a logistic one, being presented as follows:
where x is the input data of a neuron. There is though another approach for grading Jonagold apples by applying hierarchical grading based on the presence of defects (Leemans and Destain, 2004) . A prototype machine was used to acquire images covering the whole surface of the fruits. These images then were segmented and the features of the defects were extracted. Blobs (deflects, calyx, and stem ends) were characterised by either parameters or features. Five of them were characterising the colour, four the shape, five the texture and one the position (the angle between the nearest pole and the blob). The database created is dynamic, with length to be equal with the number of blobs. The healthier the fruit the shorter the table created but it includes more than a hundred parameters for some kind of defects. The k-mean clustering was applied on the blob features of all the fruits of the training set. During this process 16 clusters were defined. In order this grading method to be completed, it was necessary the decision rules about putting a blob into a cluster to be set. This was done by computing a linear discriminant analysis. For each fruit and for each of these clusters the sum of the posteriori classification probabilities and the standard deviation of these probabilities were computed. After that stage, a principal component analysis (PCA) and 16 first principal components representing 97% of the whole variation were used to compute a quadratic discriminant analysis to grade the fruits. The final evaluation of the model achieved 0.73 overall correct classification rates. This rate was 0.91 for accepted fruits and 0.55 for rejected fruits.
A similar approach for sorting apples has been proposed by Kavdir and Guyer (2002) . They sorted Empire and Golden Delicious apples by using back-propagation (BP) ANNs and spectral imaging. They performed two classifications: a two-class and a five-class. The classification rates for the first classification were between 89.2%-100%, and for the five-class classification for the Empire apples were between 93.8%-100% and for the Golden Delicious apples were between 89.7%-94.9%.
Alternative solution for the stem-calyx classification issue was being proposed by Li et al. (2002) . They proposed BP ANN algorithm with one hidden layer. The test results obtained accuracy of the network classifier over 93%. The use of X-ray technique provides useful information regarding deficiencies of apples in different water core levels, which is also quite important for marketers. Kim and Schatzki (2000) provided an ANN classifier, multiplayer perception (MLP) with BP algorithm to categorise apples into three different levels regarding their watercore, clean, mild, and severe, by using eight features extracted from an X-ray scanned apple image. The positive and negative ratios were between 5%-8%.
Strawberries grading
Considerable work has been presented so far regarding the classification of strawberries. Nagata and Cao (1998) used the shape features of them to develop a grading system by sing ANN technology. They tested four varieties of strawberries, the Reiko, Toyonoka, Nyoho, and Akihime. The classification accuracies achieved were 95%, 97%, 98%, and 94% respectively. Zhang et al. (2016) applied a hyperspectral imaging system to evaluate strawberry ripeness. Two spectral ranges were used (380-1,030 nm and 874-1,734 nm). PCA was applied to explain the variance. Three levels of ripeness were set, ripe, mid-ripe, and unripe. The samples of each category were split into two sets the calibration and the prediction one, at a ratio of 2:1. Therefore, 120 samples were used for calibration and 60 samples were used for prediction. For the spectral range of 441.1-1,013.97 nm the accuracy of the model was 99.17% for the calibration set and 91.67% for the prediction set. Accordingly, for the spectral range of 941.46-1,578.13 nm the classification accuracy was worsened, with the prediction set to achieve less than 90% accuracy. However, for both spectra three PCs explained the vast majority of the variable, with accuracy scores PC1 = 66.34%, PC2 = 21.25%, and PC3 = 6.92% and PC1 = 92.25%, PC2 = 5.55%, and PC3 = 1.97% respectively.
Table olives grading
The same approach applied for a quite significant product, especially for the Mediterranean region, table olives (Diaz et al., 2000; Leon et al., 2004; Ayora-Canada et al., 2005 ). An ANN was developed by Diaz et al. (2004) based on resilient BP with one input layer, a hidden layer, and an output layer. The input layer consists of 15 neurons, the hidden layer has the same number of neurons and the output layer has 4 neurons, one for each olive category. Therefore, olives were classified into four grades. After the implementation of the model the first and the third grade were classified perfectly, with the second and the fourth ones to have a failure rate up to 8.9% and 6.7% respectively.
Processed food
The same rational follow classification of processed foodstuff. Throughout the literature there are various cases of classifying wines, juices, meat, or fish products, based on specific quality characteristics being set and recognised from the market and consumers. Evaluation of wine is a very important and crucial procedure for both producers and consumers, in a market experiencing a progressive increase of competition (Beltrán et al., 2005; Cortez et al., 2009; Duarte-Mermoud et al., 2010) .
Wine classification
It is widely accepted that wine experts are responsible for evaluating and classifying wines according to their texture and organoleptic characteristics. This differentiation strategy for the wine sector, to a large extend, is based upon the geographical origin of the product (Tagaras et al., 1994) . This approach has created in the EU a specific legal framework for protecting such products from increased competition, by classifying them as protected designation of origin (PDO) or protected geographical indication (PGI).
Such classifications though can be strengthened, by establishing reliable chemical analysis techniques, combined with modern chemometrical methods. Such widely recognised protocols are GC for the analysis of aroma compounds of wine, high performance liquid chromatogram (HPLC) for the determination of phenolic acids, spectophotometry for Fe, Mn and preservatives containing benzoic acid, sorbic and dehydroacetic and ethyl parahydrobenzoateetc. Sun et al. (1997) proposed an ANN model with BP to classify wine samples in six different regions based on the measurements of trace amounts of B, V, Mn, Zn, Fe, Al, Cu, Sr, Ba, Rb, Na, P, Ca, Mg, K using the inductive couple plasma optical emission spectrophotometer (ICP-OES). Sun et al. (1997) proposed a specific model for classifying wines. In this study, 15 element concentration values (mg/L) were measured at 17 different wavelength for each wine sample p and the 17-dimentional concentration vector a p = (a p1 ,…,a p17 ) served as the input pattern; so the input layer contained 17 input nodes plus 1 bias node. The output layer represented the six different geographical origins, consisted of six nodes. These 17 dimensional concentration vectors in accordance with the six output patterns were used for the learning process, with the connection weights between nodes of different layers adjusted in an iterative fashion by the error-BP algorithm. The completion of the optimum ANN model requested various architectures to be tested. An important issue was the reduction of hidden nodes. This procedure stopped when the network's prediction deteriorated or the best prediction accuracy was found. Finally, they reported that 10 to 30 hidden nodes plus 1 bias node gave the best prediction performance for the wine samples. In order to test the validity of the results obtained from the ANN, a series of other classification methods were applied, like cluster analysis, PCA, the Bayes discrimination method, and the Fisher discrimination method. They reported that a satisfactory prediction result (100%) by an ANN using the jackknife-one-out procedure was obtained for the classification of wine samples containing six categories. On the same field research Beltrán et al. (2006) presented the results of Chilean wine classification, considering the following varieties: Cabernet Sauvignon, Merlot and Carmenérè from different valleys, years and vineyards. The classification was based on the information contained in phenolic compound chromatograms obtained from an HPLC-DAD. It this work too different classification approaches have been tested, like discrete Fourier transform, the Wavelet transform, the class profiles and the fisher transformation were analysed together with several classification methods, such as quadratic discriminant analysis, linear discriminant analysis, k-nearest neighbours and probabilistic neural networks. In this study, 172 Chilean red wine liquid chromatograms were analysed. These were confident samples of 80 Cabernet Sauvignon, 35 Merlot, and 57 Carmernérè wines, cultivated in Maipo, Rapel, Curico, Maule, and Itata valleys of Chile, between the years 2000 and 2001. The information obtained from the chromatograms referred to phenolic compounds of small molecular weight obtained through a HPLC attached with an aligned photodiode detector (DAD). The validation procedure was done by the leave-one-out (LOO) procedure. That means one sample was left out of the training classification system, which was operating with 171 samples. On a second stage the sample left out was presented to the classifier to determine to which class belongs to. According to the researchers this was the most appropriate technique for training due to the low amount of information they had available. For each combination of feature extraction and classifier 172 tests were performed, computing the average correct classification rate as well as the standard deviation. The best results were obtained when using as feature extraction method the combination of wavelet transform of the resampled chromatogram, together with the computation of the correlation coefficients in the time domain and the probabilistic neural network classifier, reaching correct classification rates of 94.77% on average.
Another very important issue in the wine industry is the classification of aged wine distillates. According to Raptis et al. (2000) , such problems are nonlinear, multi-criteria ones, characterised by overwhelming complexity, nonlinearity and lack of objective information regarding the desired final product qualitative characteristics. The most important properties of an aged wine are the aroma and the taste. For this kind of properties cannot be found an appropriate mathematical model. In such cases the most efficient solution is to develop adequate and reliable expert systems based on fuzzy logic and neural networks. This particular fuzzy classifier is based on the fuzzy k-nearest neighbour algorithm, while the neural system is a feed forward sigmoidal (logistic function) multilayer network which was trained by using the BP method.
Fish and meat classification
Data mining applications provided viable solutions to classification problems in the fish and meat industry too (Cen and He, 2007; Chan et al., 2002; Downey and Hildrum, 2004; Liu et al., 2004; Barlocco et al., 2006; Prieto et al., 2008; Ripoll et al., 2008) . The Bayesian theory was applied to classify oysters. The three minimum-mahalanobisdistance classifier was used with oysters to be classified either to the hinge or non-hinge class. For this classification 1,733 hinge line images were used and the classification error was 2.5% (Li and Wheaton, 1992) . In the same sector, fish detection with the use of acoustics is a very interesting approach. ANNs were used for automatic recognition of fish species and various types of them were tested. The best results obtained by levelling the input data per species. Correct classification rates achieved were up to 96% depending on the species, type of network, and the number of inputs utilised (Cabreira et al., 2009 ).
In the meat sector the implementation of ANNs has provided up to now useful results, with the majority of them to be combined with novel technologies. It has been proven that ANN has great impact for carcass and meat (product) quality evaluation and monitoring, as well as for bacteria growth and shelf-life evaluation (Prevolnik et al., 2011) . There are cases where statistical learning (SL) was used to explore the possibility of detecting splenomegaly of turkey carcasses with computer imaging system. Correct classification rates up to 92% and 95% obtained by using a self-test and an independent test set respectively (Tao et al., 2000) .
Vegetables classification
Another quite important sector in the food industry is the vegetables one. The features being used for classification usually are the colour, the shape, and the size of them (Kaur and Sharma, 2015) . Other criteria for classification are the texture, surface defects, curvature, and brokenness for carrots (Howarth et al., 1992) , as well as X-ray imaging for internal defects for sweet onions (Shahin et al., 2002) . All these approaches obtained high levels of classification rates.
Robotic harvesting
Harvesting still remains a crucial milestone for the production process of the primary sector. The continuous increase of labour costs, is accordance with the increased possibilities in many cases of damaging the products during harvesting due to lack of know-how, increase the need for the development of harvesting machines. The techniques being used in such cases are based on machine vision and image processing (Arulselvan et al., 2008) . Both of them have the ability to detect the crop status, and the quality of the products. Especially for fruits, size estimation provides to growers significant information regarding the quality and quantity of the yield. Perhaps the most applicable methodology for fruits harvesting is the circular contour recognition, because it locates fruits more accurately, as well as sorting them according to predefined criteria. Towards this goal there are efforts since many years ago, with the first attempts to use monochrome images enhanced with colour filters to identify apples and harvest them. The following thinness ratio was used for this purpose:
where P is the perimeter and A is the area of the blobs, which it was used to distinguish clusters of fruits and single fruits (Parrish and Goksel, 1977) . The same approach was used for citrus harvesting, by using colour images again. For this reason, a threshold in the hue value was set. This threshold was found by using spectral reflectance curves of them (Slaughter and Harrell, 1987; Papajorgji and Pardalos, 2006; Mucherino et al., 2009a) . A similar method presented by Juste and Sevila (1992) who used a pattern classification method of Bayes' rules with satisfactory results up to 90% fruit detection. Another method based on the nearest neighbour classification and multiedit-condensing technique in a vision system was presented for citrus harvesting too (Ferri and Vidal, 1992; Hirsch et al., 2010) . Plebe and Grasso (2001) described the image processing system developed so far to guide automatic harvesting in oranges, which has been integrated in the first full-scale prototype orange picking tool. Extraction of different features for fruit identification is not the only classifying method been applied for harvesting. Neural network-based classifier (Molto et al., 1992) and Bayesian classifier (Slaughter and Harrell, 1987) have also been used with satisfactory results. In the case of apples harvesting two methods were tested, the ANN and the decision theoretic classifier. Both of them achieved 80% fruit detection (Bulanon et al., 2004) .
Supply chain management
The continuous increase of competition among firms in the globalised economic environment has upgraded the terms under competitors striving for improving their efficiency. The modern approach does not want one firm to compete against another firm, but one group of operations and procedures against another. Such group is named supply chain, which is the flow of materials and information from one stage to another, in order to maximise consumers' satisfaction and improve the efficiency of all firms involved in this supply chain. A typical supply chain consists of materials physically flow from raw materials sources, through production and assembly processes, and on to consumers through a combination of distribution and retail points (Geunes et al., 2002) . Information flows, on the other hand, might flow both upstream and downstream in a supply chain, whereby downstream stages might share actual and forecasted demand information, actual product orders, and possibly promotional sale information, actual product orders and possibly promotional sale information. Upstream partners and upstream stages might share production schedules, advance shipping notices, material availability, and capacity information with downstream partners. A typical example of a supply chain in the food sector is the Italian pasta industry. Consumer demand is quite steady throughout the year. However, because of trade promotions, volume discounts, long lead times, full-truckloads discounts, and end-of quarter sales incentives the orders seen at the manufacturers are highly variable. This variability increases in moving up the supply chain from consumer to grocery store to distribution centre to central warehouse to factory. The costs of this variability are high-inefficient use of production and warehouse resources, high transportation costs, and high inventory costs (Hammond, 1994; Migdalas et al., 2004; Alcali et al., 2004; Papajorgji and Pardalos, 2009) .
Food supply chains can be divided into two main categories: supply chains for fresh agricultural products, where the intrinsic characteristics of the product remain unchanged and supply chains for processed food products, where agricultural products are used as raw materials to make processed products with a higher added value. Both of them though have some unique characteristics. Perhaps the most important is the perishability of goods. This creates uncertainty for the buyer with respect to product quality, safety and reliability (quantity) of supply it creates uncertainty for the seller in locating a buyer, as perishable goods must be moved promptly to the marketplace to void deterioration, leaving sellers unable to store the products awaiting favourable market conditions. This inelastic status requires frequent deliveries, through dedicated modes of transportation like refrigerators. Another inelastic feature of agricultural products for the vast majority of them is the seasonality of raw materials availability, while the demand for these is continuous throughout the year. This situation creates the need for efficiently designed storage facilities, in order to cover the demand and provide ready to use products of adequate quality. Finally, food safety issues generate further requirements for efficient design of these supply chains, to avoid unpleasant situations for both producers and consumers.
E-commerce applications
The impressive evolution of information technologies is able to provide innovative services on trading of agricultural products. E-commerce is a modern business methodology that addresses the needs of organisations, merchants and customers to cut costs while improving the quality of goods and services, and increasing the speed of service delivery. That simply means trading of goods and information using the internet (Pardalos and Tsitsiringos, 2002) . This approach is being adopted by both consumers and traders quite rapidly due to the alluring competitive advantages of it. E-commerce can drastically reduce intermediate costs, related to wholesale and retail activities. It has also the ability to lower costs associated with purchasing by curbing the time and effort involved in supply and logistic operations. It has the ability to improve information gathering and processing that permit improved management of the supply chain. Finally, it contributes to the expansion of market shares and/or developing new markets by lowering the cost of gathering and processing information on he wants of existing and potential customers.
The use of online channels provides on a real time basis rapid availability of new information about new customers. Therefore, data mining is able to provide useful information on behavioural and attitudinal profiles and differences among consumers by allowing newly observed behavioural data immediately participate in the existing data pool (Mobasher et al., 1996; Pardalos and Tsitsiringos, 2002; Alcali et al., 2004; Oliveira and Pardalos, 2011; Thai and Pardalos, 2011) . This dynamic situation requires web mining techniques from e-commerce traders to successfully implement e-customer relation management practices. These techniques discover hidden pattern and relationships within the web data for the three main marketing actions, which are:
• discovering association rules for customer attraction
• discovering sequential patterns for customer retention
• discovering classification rules and data clustering for cross-selling (Abello et al., 2002; Pardalos and Resende, 2002) .
Conclusions
Despite the fact that food production and consumption process is not new, data mining techniques being presented provide new challenges for further research activities. There is a series of challenges on various fields like food safety, food processing, as well as many marketing actions aiming to increase market shares and sales in general. It has been proven that data mining can provide effective assistance to problems arising from both technical and economic research fields, allowing researchers to either realise undefined production and processing practices or verify hypotheses on the same issues. The increasing demand for further collaboration between data analysts and researchers from the food industry is a win-win situation for both fields, leading to findings which increase the efficiency and competitiveness of the sector, providing at the same time improved and more secure services to consumers. Researchers have the capability to provide more secure results, minimising simultaneously time requirements for computational calculations. The increased objectivity of classification methods being achieved through data mining increases the speed of the grading process and improves the sorting outcomes, improving by this way the marketing efficiency of firms adopting such technologies. Effective classification becomes more important for processed foodstuff. In this field data mining provide viable solutions, even in cases were traditionally the intervention of experts seemed to be irreplaceable, like wine quality evaluation. The increased complexity of current trading terms, generate demand for effective monitoring of information dynamically created, like in the cases of supply chain and e-commerce. Mining information from these big datasets is being achieved, leading to efficient modifications and implementation of marketing strategies.
