This paper investigates vowel elision and morpheme deletion in Embosi (Bantu C25), an under-resourced language spoken in the Republic of Congo. We propose that the observed morpheme deletion is morphological, and that vowel elision is phonological. The study focuses on vowel elision that occurs across word boundaries between the contact of long/short vowels (i.e. CV[long] # V[short].CV), and between the contact of short/short vowels (CV[short] # V[short].CV). Several different categories of morphemes are explored: (i) prepositions (ya, mo), (ii) class-noun nominal prefixes (ba, etc.), (iii) singular subject pronouns (ngá, nO, wa). For example, the preposition, ya, regularly deletes allowing for vowel elision if vowel contact occurs between the head of the noun phrase and the previous word. Phonetically motivated speech variants are proposed in the lexicon used for forced alignment (segmentation) enabling these phenomena to be quantified in the corpus so as to develop a dictionary containing relevant phonetic variants.
Introduction
This paper attempts to quantify certain phenomena in Embosi speech using the forced alignment (segmentation) of an Embosi speech corpus. Embosi is an under-resourced language, and applying a speech tool such as forced alignment can be a valuable approach in investigating phonological effects such as vowel elision and morpheme deletion.
Embosi is a Bantu (C25) language, which is spoken in the Cuvette region and in Brazzaville, Republic of Congo. A speech corpus has been developed for Embosi. The source of the data comes from the Embosi corpus of the Breaking the Unwritten Language Barrier (BULB) project [1] . The observations concerning the language were done via a forced alignment segmentation of phonemes to phones using LIMSI's STK speech processing tool kit [2, 3] .
For this paper, vowel elision and morpheme deletion [4] are explored within the context of the Embosi speech corpus and by using the STK speech processing tools. Plenty of examples made from the speech corpus support arguments claiming vowel elision has a strong effect on the phonetic representation of Embosi [5] . Another pattern that has manifested in the speech corpus is morpheme deletion. For example, in the speech corpus the associative preposition ya, 'of', is deleted [6] . We examine this morpheme deletion as to how it affects vowel elision, and the methods we use to quantify its representation in the speech corpus. This paper will briefly discuss two topics: (i) the speech corpus used as the primary source of data and examples; (ii) a dictionary of speech variants developed to represent lexical items in the speech corpus. These topics will lead to further investigation in answering the following question: What methods and lexical representations are necessary to model vowel elision and morpheme deletion in Embosi?
Methods and Tools
The BULB project aims to document unwritten languages using automatic speech recognition (ASR) and machine translation (MT) tools [7] . The project's focus has been on three unwritten African languages (Embosi, Bassa and Myene). Two phases of the project exist: The first is to collect a large corpus of speech for each language (100 hours) in the form of elicited speech, stories, dialogues, broadcasts, etc. Re-speaking is performed on the collected speech materials, which is followed by an oral translation into French. The next phase of the project is to apply ASR to create phonetic transcriptions of the speech corpora, and to apply MT to create meaningful alignments between the source languages and the target language (French).
Tools
The corpus was recorded using LIG-AIKUMA (Aikuma) [8] , a tablet based speech software application used to make speech recordings during language based field work. The method used in the recording of the audio files was done with the initial utterance of the speaker, followed by a careful re-speaking, and then a French translation of the original utterance. The sound files (careful re-speaking) were transcribed by native Embosi speakers.
Corpus
This paper makes use of a small speech corpus of Embosi which is currently being developed under the BULB project. The project's objective is to collect large volumes of data from dozens of speakers in different speaking styles. Practically, two 1-month field trips to Brazzaville, Congo have been completed by a native Embosi speaker using a tablet installed with the Aikuma software. So far, within the BULB project, 48 hours of speech data of the Embosi language have been collected in Brazzaville, Congo. The corpus is composed of 50 hours of different styles, from which 4.5 hours have been used for the study described here.
This sub-corpus is composed of elicited speech (read by 3 male Embosi speakers) in two forms: (i) 1472 sentences, extracted from reference sentences for oral language documentation [9] have been translated and written in Embosi (1.3 hours); (ii) 3706 sentences, extracted from an Embosi dictionary [10] . There are a total of 5178 individual utterances where each is saved as a separate audio file in the corpus.
The segmentation model which was done using LIMSI's STK speech analysis software identified a set of 68 separate phones in the corpus. The phone pairs in Table 1 represent 68 Latin-1 phone symbol to IPA symbol pairs organized into three columns. (An additional symbol ' . ' not shown in Table  1 was also used for silence in the segmentation model.) The pairs are shown in descending order of most occurrences to the least occurrences in the speech alignment of the acoustic signal to the Latin-1 phone symbols. There were a total of 96,182 phones aligned to the acoustic signal in the training data. (This total does not include alignments made for silence.) The top left symbol pair, 'Â, á' occurred most frequently and the bottom right symbol pair, 'ú, uú' occurred least frequently. For the ASR to make phonetic transcriptions, phonetic categories must be mapped to a single Latin-1 symbol. For consonants, this was a straightforward one-to-one mapping of an IPA phonetic symbol to a Latin-1 phone symbol. Although, there were certain considerations taken for mapping IPA diacritic symbols to Latin-1 phones. However, mapping vowels proved problematic, since Embosi vowels have not only vowel features such as tongue height and tongue position to consider, but also tone and vowel length. Thus, multiple symbol sets were employed to map vowels of different tone and length as separate categories, as shown in the Table 1 . 
Dictionary
The transcriptions done by native Embosi speakers were phonemic in nature and were transcribed using IPA symbols. These symbols included strings of multiple characters representing both diacritics and phone symbols (e.g. 'mbv' represented a pre-nasalized bilabial trill). A list of all the phonemically transcribed words and their phonetic representations was made into a Latin-1 symbol to phone dictionary. As was already mentioned in section 2.2, the representation of Embosi consonants was fairly trivial, however, representing vowels in the Latin-1 phone dictionary was problematic. We represented vowels with a number of features. Table  2 represents the mapping of IPA symbols (a1) to Latin-1 symbols (b1). Examples of actual mappings are given in Table 1 . Vowels were additionally represented as the features shown in Table 2 . Along with the vocalic features for tongue height and tongue position, suprasegmental features for vowel length, tone and tone contour were also used to create discrete vowel sets for each of the 7 Embosi vowels (i.e. /i, e, E, a, O, o, u/) which were represented in the ASR model used for the forced alignment segmentation of the speech corpus. These vowel features correspond to Clements's [11] method for a geometry of phonological features.
One drawback to the feature system used in Table 2 is that tone (and by extension tone contour) is treated as a phonemic feature of the vowel [12] . Tone is not represented as a distinct tonal tier separate from the vowel segment, 1 as it has been represented in many autosegmental model's of Bantu tone languages [14, 15, 16] . In consideration of vowel length, the phonological representation of tone is unclear for whether vowel length and tone act as independent phonemic features. This raises the following question: are two vowels represented asVV, such that the first vowel has a high tone and the second vowel has a low tone (represented with the absence of a tone accent), considered to be a sequence of a high vowel followed by a low vowel, or are the two vowels in the sequence considered to be a single long vowel having a contour falling tone (i.e. represented as a HL in Table 2 )? Due to the architecture of the ASR model used here the exact nature of tone and vowel length is difficult to model. A 2-tier phonological representation of a speech segment is currently not supported by our ASR model. Thus, for our purpose of selecting Latin-1 phones for the ASR model, and for quantifying vowel elision, we considered that tone and contour (represented as HL and LH) are simply relevant distinctive features of the vowel in order to model the interaction of length and tone features in accordance to the phonological processes of vowel elision found in the Embosi speech corpus.
Results and Analysis
The investigation in this paper is focused on the interaction of morpheme deletion and vowel elision. The primary purpose of the investigation in this paper is to begin to quantify the vowel elision and morpheme deletion phenomena found in the Embosi speech corpus using ASR tools. Table 3 gives the frequency in the corpus of the following morphemes (ya, mo, ba, ngá, nO, wa) as they are deleted (n del ), as vowel elision occurs and they are deleted (n del+ve ), and as they occur with no deletion but possibly with vowel elision (n ¬del ). The total number of times (N ) that each morpheme was transcribed by the native speakers is also given. We considered native speaker's transcriptions to generally be phonemic, whereas the vowel elsions realized by our system are strictly phonetic. This is due to the nature of native Embosi transcribers being influenced by their knowledge of the language and its grammar. In contrast, our system does not make use of any high level grammatical information. A simple observation from the data in Table 3 is that the frequency of morpheme deletion is not systematic. The morpheme ya has a considerably higher frequency of deletion than the other morphemes in the list. The grammatical function of this morpheme is the associative preposition. The morpheme mo is also a preposition, but it does not pattern at all as the morpheme ya patterns. Instead, its complete lack of deletion is similar to the class-noun nominal prefix morpheme ba. However, both of these morphemes have an extremely low total count overall in the corpus, such that it is difficult to make reliable judgments about them. The last three morphemes (ngá, nO and wa) are the singular subject pronouns. The frequency in which these morphemes delete is small. However, the results in table 3 do not discount the possibility that vowel elision may occur in further contexts than which are described in these results. The frequency in which they occur overall in the speech corpus is much greater than the other morphemes chosen in this investigation. It is possible that the low frequency of morpheme deletion is due to speech errors, quantifying errors or other reasons than a systematic reason in the phonology.
Discussion
As already mentioned, the central topic of this paper is on the quantification of vowel elision and morpheme deletion phenomena in Embosi, and how their quantification is represented in the Embosi speech corpus. In this section, we briefly describe the phonological processes that systematically apply across word boundaries in Embosi and the challenges in the development of a variant dictionary.
Vowel elision
To allow for dictionary variants that include the elision of vowels and deletion of morphemes as discussed in Rialland et al [17, 4, 18] , variant rules in the dictionary were developed for vowel elision across word boundaries in cases of long/short vowel contact and in cases of short/short vowel contact. For the cases of long/short vowel contact (see (1) ): vowel length, tone, and tone contour were necessary to accurately model the change in vowel length and change in vowel tone contour. For the case of short/short vowel contact (see (2) 
Morpheme deletion
Since morpheme deletion occurred, particularly in considering the results for the morpheme ya in Table 3 , variants in the dictionary were created for the ASR model. In the phonemic transcriptions of sentences that contained the morpheme ya, an underscore character (i.e. '_') was added to the sentence to concatenate ya with the word immediately to its right in the sentence. This concatenated string was treated as a single lexical item, even though it was literally a string of 2 words, and this new lexical item was added to the dictionary. Several variant pronunciations were generated for each of these concatenated items in two contexts: (a) the concatenated left edge morpheme was deleted and only the right edge word was used to generate phonetic symbols to represent pronunciation variants; (b) the entire string of concatenated words/morphemes were used to generate phonetic symbols to represent pronunciation variants. Further considerations were also made to represent possible phonetic variations due to vowel elision internal to the concatenated string of morphemes, and to represent any possible phonetic variations due to vowel elision at the right and left edges of the concatenated strings.
The following possible conditions were represented as variants in the dictionary: (a) a condition in which no morpheme deletion occurred, but vowel elision did occur between the concatenated words and morphemes; (b) a condition in which morpheme deletion did occur, and vowel elision also occurred between the word that is immediately to the left of the concatenated string of morphemes and with the word that is at the right edge of the concatenated string. In this last condition, the deleted word is assumed to not be phonetically included for the purpose of vowel elision.
The conditions in which ya deletes are not due to phonetic or phonological principles, as is the case for vowel elision. Furthermore, the deletion of ya does not create any phonological boundary inhibiting vowel elision from occurring. This motivates our development of variant pronunciations in the dictionary where it is possible that either the morpheme ya is completely vacant from the utterance, or where it is also possible that the morpheme ya is present. The last consideration is for the fact that the deletion of ya does not occur in 100% of all instances that ya was phonemically transcribed in the speech corpus. In other words, ya does occur within certain contexts, particularly when at the beginning or at the end of an utterance.
Finding cases of vowel elision and morpheme deletion
The criterion for vowel elision used in judging the results from the ASR tool's forced alignment was when the system spent no more than 30 msecs on a vowel segment. This was the minimum time the system could spend on any given segment. These were the most likely cases where vowel elision occurred. The preceding word's vowel (from which the vowel elision occurred) was recorded. Each case was judged for whether vowel elision occurred according to the rule in (1) if the vowel contact was long/short, or according to the rule in (2) if the vowel contact was short/short. These judgments of whether vowel elision occurred or not were made automatically with analysis tools written in Perl v5.10 that analyzed the output files of the ASR segmentation tools. Analysis tools were also developed to find cases where morphemes were deleted. This was a fairly trivial task since the ASR segmentation tool recorded the output of which variants were used from the pronunciation dictionary. These results were compared with the phonemic transcriptions to determine the frequency in which morphemes were deleted.
The ASR tool's segmentations were converted to textgrid formats that could be applied directly to corresponding spectrograms of audio files from the corpus [19, 20] . For example, in displaying the textgrid for sentence (3) shown in Figure 1 , the Latin-1 phones were mapped to their corresponding IPA representations (cf. Table 1) . The orthographic word level was also combined with the IPA mapping, and both are displayed under the utterance's spectrogram in Figure 1 to illustrate vowel elision and morpheme deletion detected by the system.
In this example, elision occurs between the vowel contact of the final vowel in the word mwásí and the initial vowel of the word okondzi. In order for the final vowel in ya to not have vowel contact with okondzi, ya must be deleted before vowel elision occurs. Possibly, this entails there is an ordering in the grammar of Embosi where deletion either occurs prior to vowel elision, or that ya deletes as a function of the morphology/syntax. The morpheme ya does not affect vowel elision at all in example (3). It is a novel approach to use forced alignment and ASR tools in identifying occurrences of speech variants that directly relate to phonological and morphological processes. However, the reliability of the forced alignment output of the model needs to be considered. The current model used in this project has a high number of phones, but there is a low number of occurrences for many of the phones that are used in the training data (see Table 1 ). Several challenges to our approach should be mentioned. First, a large proportion of the phones used by the ASR tool are a result of our method for modeling tone, vowel length and the process of vowel elision in the language. However, vowel elision is more intricate than it is described here and as it has been implemented in the model. Vowel elision not only affects tone, but it also changes vowel quality across word boundaries. Second, the deletion of the morpheme ya has a distribution that is syntactically determined, but we only investigate this distribution in the context of omitting a small set of words. The syntactic context in which this distribution is determined is not directly considered in the model.
Conclusion
This paper has highlighted the initial findings of our study of the Embosi corpus, which is a part of the BULB project. The goal of the study so far has been to develop the ASR tools to perform forced alignment segmentation on the audio files in the speech corpus that have been prepared for study up to this point. Through these efforts we have identified phenomena noted in the literature regarding vowel elision. In the Embosi speech corpus vowel elision due to contact between long and short vowels has been observed, and vowel elision due to contact between short and short vowels has likewise been observed. Through the development of a variant pronunciation dictionary, we have been able to represent vowel elision using ASR tools.
We have also shown in this paper that there is also an interaction between vowel elision and morpheme deletion, specifically in cases where the morpheme ya is deleted. However, it is still unclear as exactly what mechanism causes ya to delete. We suggest the mechanism causing this is most likely not phonetic or phonological, but is morphological or syntactic instead.
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