In this paper, we define a new generalized difference matrix B n (m) and introduce some B n (m) -difference statistically convergent sequence spaces in a real linear 2-normed space. We also investigate some topological properties of these spaces. MSC: Primary 40A05; secondary 46A45; 46E30
Introduction
We shall write w for the set of all real sequences x = (x k ) = (x k ) 
which is equivalent to the following binomial representation:
In 
for all k, n ∈ N, r, s ∈ R -{}. Recently, Başarır and Kayıkçı [] have defined the generalized difference matrix B n of order n, which reduced the difference operator n () in case r = , s = - and the binomial representation of this operator is
where r, s ∈ R -{} and n ∈ N. Thus, for any sequence space Z, the space Z(B n ) is more general and more comprehensive than the corresponding consequences of the space Z( [] . The idea is based on the notion of natural density of subsets of N, the set of positive integers, which is defined as follows: the natural density of a subset E of N is denoted by
where the vertical bar denotes the cardinality of the enclosed set. http://www.journalofinequalitiesandapplications.com/content/2013/1/177
Definitions and preliminaries
A sequence space E is said to be solid (or normal) if (
A linear topological space X over the real field R is said to be a paranormed space if there is a sub-additive function g :
and scalar multiplication is continuous, i.e. |λ n -λ| →  and g(x n -x) →  imply that g(λ n x n -λx) →  for all λ's in R and all x's in X, where θ is the zero vector in the linear space X.
The following inequality will be used throughout the paper: Let p = (p k ) be a positive sequence of real numbers with
A -norm on a vector space X of d dimension, where d ≥ , is a function ·, · : X × X → R, which satisfies the following conditions:
The pair (X, ·, · ) is then called a -normed space. For example, standard and Euclidean -norms on R  are respectively given by
where ·, · stands for the inner product on X []. Now we will give the following known example for -normed spaces.
Example . Consider the space Z for l ∞ , c and c  . Let us define:
where x = (x  , x  , . . .) and y = (y  , y  , . . .) ∈ Z. Then ·, · is a -norm on Z.
A sequence (x k ) in a -normed space (X, ·, · ) is said to be convergent to some L ∈ X in the -norm if
A sequence (x k ) in a -normed space (X, ·, · ) is said to be Cauchy sequence with respect to the -norm if
If every Cauchy sequence in X converges to some L ∈ X, then X is said to be complete with respect to the -norm. Any complete -normed space is said to be a -Banach space [] .
Let recall that a sequence (x k ) is said to be statistically convergent to L if for every ε >  the set {k ∈ N : x k -L, z ≥ ε} has natural density zero for each nonzero z in X, in other words (x k ) statistically converges to L in -normed space (X, ·, · ) if
for each nonzero z in X. For L = , we say this is statistically null [] . Firstly, we give the following lemma, which we need to establish our main results.
Lemma . [] Every closed linear subspace F of an arbitrary linear normed space E, different from E, is a nowhere dense set in E.
Throughout the paper w(X), c(X), c  (X), c(X), c  (X), l ∞ (X), m(X) and m  (X) denote the spaces of all, convergent, null, statistically convergent, statistically null, bounded, bounded statistically convergent and bounded statistically null X valued sequence spaces, where (X, ·, · ) is a real -normed space. By θ = (θ , θ , θ , . . .), we mean the zero element of X.
Main results
In this section, we define the generalized difference matrix B n (m) and introduce difference sequence spaces c(B By the notation x k stat → , we will mean that x k is statistically convergent to zero, throughout the paper. Let m, n be non-negative integers and p = (p k ) be a sequence of strictly positive real numbers. Then we define new sequence spaces as follows:
for every nonzero z ∈ X and some L ∈ X ,
for every nonzero z ∈ X , http://www.journalofinequalitiesandapplications.com/content/2013/1/177
which is equivalent to the binomial representation as follows:
In this representation, we obtain the matrix B 
() If we replace the base space X, which is a real linear -normed space by C, complete normed linear space, and take m =  and take r = , s = -, then the above sequence spaces are denoted by c(
() If we take r = , s = -, p k =  for all k ∈ N, then these sequence spaces are denoted by c( 
This implies that g(x + y) ≤ g(x) + g(y).
To prove the continuity of scalar multiplication, assume that (x n ) be any sequence of the points in m  (B n (m) , p, ·, · ) such that g(x n -x) →  and (λ n ) be any sequence of scalars such that λ n → λ. Since the inequality
holds by subadditivity of g, (g(x n )) is bounded. Thus, we have 
