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Abstract
Three-dimensional textural and volumetric image analysis holds great potential in
understanding the image data produced by multi-photon microscopy. In this thesis, a tool
that provides quantitative textural and morphometric analyzes of vasculature in
engineered tissues, alongside with a fast three-dimensional volume rendering is proposed.
The investigated 3D artificial tissues consist of Human Umbilical Vein Endothelial Cells
(HUVEC) embedded in collagen exposed to two regimes of ultrasound standing wave
fields under different pressure conditions. Textural features were evaluated over the
extracted connected region in our samples using the normalized Gray Level Cooccurrence Matrix (GLCM) combined with Gray-Level Run Length Matrix (GLRLM)
analysis. To minimize the error resulting from any possible volumetric rotation and to
provide a comprehensive textural analysis, an averaged version of nine GLCM and
GLRLM orientations is used. To evaluate volumetric features, parameters such as volume
run length and percentage volume were utilized. The z-projection versions of the samples
were used to estimate the tortuosity of the vessels, as well as, to measure the length and
the angle of the branches. We utilized a three-dimensional volume rendering technique
named MATVTK (derived from MATLAB and VTK) and runs under MATLAB that
shows a great improvement on the processing time to reconstruct our volumes compared
to MATLAB built-in functions. Results show that our analysis is able to differentiate
among the exposed samples, due to morphological changes induced by the ultrasound
standing wave fields. Furthermore, we demonstrate that providing more textural
parameters than what is currently being reported in the literature, enhances the
quantitative understanding of the heterogeneity of artificial tissues.
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Chapter 1

INTRODUCTION

1.1 OBJECTIVES AND MOTIVATIONS
Microbiological three-dimensional image analysis is rapidly becoming more
interesting to researchers, due to the huge image data produced by modern scanning tools
such as Mirco-CT, Confocal microscope, and Multi-photon microscope. This type of
analysis provides microbiological scientists with a solid ground to support their
qualitative observations using parametric quantification. The need for quantification
algorithms that efficiently provide a comprehensive three-dimensional analysis, by
quantifying the biological heterogeneity and the morphological characteristics while
providing a three-dimensional volume reconstruction all in one package, laid the
foundation of this work to provide a simple and easy-to-use Graphical User Interface
(GUI) that assists the scientists working in the field of artificial tissue engineering in
quantifying their observations.
1.2 LITERATURE REVIEW
Qualitative image analysis usually tries to differentiate between sets of
experiments by examining the image data manually and using a single image at a time
without quantitative parameters to support their observations. Many methodologies have
been proposed in the past to provide a solution to this problem. Some algorithms tackled
a single quantification problem such as counting cells or tortuosity. Other algorithms
provided either a full textural or volumetric quantification alongside with a reconstruction
technique, while few of them combined both quantification techniques.
1

The authors in [1] developed a two-dimensional automatic counting of cell colonies
algorithm that was divided into two stages. The first stage was developed to target cell
types that have a good contrast with respect to the background. Methods such as
background subtraction, edge detection, and morphological operations were used in this
stage. The second stage targeted the ill-defined or fuzzy colonies with low contrast by
using the edge information with a compact Hough transform to enhance circular shapes
while suppressing straight lines. However, the algorithm didn't provide any quantification
features beyond the counting algorithm.

In [2], the authors developed a two stage

automatic segmentation algorithm to extract and quantify three-dimensional mouse
embryonic cell images produced by a fluorescence microscope. Prior to segmentation, a
two-dimensional

preprocessing

operations

using

top-hat

transform,

automatic

thresholding, masking, and median filtering were applied to eliminate the effect of bright
condensed regions. The first step in the segmentation process involved a threedimensional adaptive thresholding mechanism to extract complete cell clusters. A threedimensional Euclidean distance and watershed segmentation were then applied to
subdivide cellular regions. In the second step, the algorithm utilized a three-dimensional
level set algorithm operating on the Laplacian images to determine fuzzy borders that
weren't detected by thresholding. The quantification measurements were performed semiautomatically, however, the reported features only included nuclei volume and distances
to the nuclear centers and peripheries.
In [3], Textural features were included alongside with a single morphological
measurement. The study used co-occurrence matrix calculation [4] to identify between
two types of abnormal prostatic tissues, while the area measurement of large lumens was
2

utilized to classify normal tissues. Even though this study doesn't provide the biological
meaning of the textural features, it shows that textural techniques are useful to
discriminate between pathological status of tissues. On the other hand, the algorithm
didn't provide any structural information.
For a full volumetric quantification [5,6], a three-dimensional algorithm to
quantify microvascular network of human cerebral cortex was introduced in [5]. The
images were captured using confocal microscope, and a preprocessing stage using twodimensional median filtering was applied. The algorithm provided comprehensive threedimensional quantification parameters such as microvessel density, orientations,
distances, number of segments, lengths, volume. However in [6], the algorithm included
tortuosity as a measurement for complex vascular networks, neither algorithm provided
any textural quantification. The work in [7,9] provided a full and complete quantification
by utilizing both textural and volumetric measurements. In [7], the developed algorithm
implemented a two-dimensional quantification of biofilm images. It utilized three
parameters evaluated using Gray Level Concurrence Matrix (GLCM) to quantify textural
information, while two-dimensional areal features such as porosity, fractal dimension,
and run length were used to quantify structural information. The authors in [8] decided to
take the quantification to a further step. Their developed algorithm didn't include textural
analysis, but it expanded the structural parameters to three-dimensional volumetric
parameters while adding more measurements. As a full improvement over [7,8], the
algorithm developed in [9] included a three-dimensional textural analysis alongside a
three-dimensional volumetric analysis. The developed software expanded the GLCM to a
third dimension by evaluating the dependence matrices in the three main orientations.
3

Besides evaluating four volumetric features, the authors in [10] introduced a
three-dimensional reconstruction algorithm for cell nuclei. Their algorithm proposed
surface rendering and volume rendering methods written in C++ language and OpenGL.
In volume rendering, the algorithm separated volumetric data set into structural units by
three-dimensional labeling. After adding coordinates, intensities, and gradient vectors
information to the structural units, a bilinear interpolation scheme was utilized to
generate new values between the actual voxels. By using ray casting graphical algorithm
and assigning different colors and opacities to the voxels, the algorithm enabled threedimensional view from two-dimensional stacks of images, while no textural
quantification were reported in this study. Other techniques include registration before
the reconstruction as in [11]. The reported images show that the algorithm displayed a
solid three-dimensional object that enabled viewing front faces of the rendered volume
only. However, to view dept, the authors provided a displaying method that utilizes x, y,
z plane images to intersect at the desired point of interest.
Other techniques utilize the information such as diameter, angle, and length
extracted from volumetric analysis to reconstruct three-dimensional objects by assuming
cylindrical shapes that vary according to the previously mention features [12]. The
reconstruction method wasn't reported in the previous reference. For more information
about other techniques, the reader is referred to [13,14,15], where in [15] a recent full
three-dimensional reconstruction tool is presented without any quantification features.

4

1.3 CONTRIBUTION
Due to the novelty of the microbiological engineering technique used to induce
different vasculature networks, to the best of our knowledge, we believe there is no
preliminary work on quantitative image analysis and three-dimensional visualization of
Ultrasound Standing Wave Field (USWF) induced vasculature networks. In this work, we
present an algorithm that quantifies three-dimensional vasculature networks in
engineered tissues. Our algorithm includes two different three-dimensional textural
analyses evaluated from nine directions as an improvement on the algorithm presented in
[9] to quantify the heterogeneity of our induced patterns. The algorithm starts with an
enhancement process followed by a simple segmentation using threshold technique to
eliminate background noise and uneven illumination. A three-dimensional connected
component analysis is applied in the following step to extract our volume of interest. As a
quantification step, our textural analysis utilized four statistical features computed using
(GLCM ) method which incorporates voxels intensives to describe texture, as well as
Gray Level Run Length Matrix (GLRLM ) which adds structural information by using
run length technique. Combining both methods makes the textural quantification more
informative, where each technique explains the behavior of the features from the other
one. Also, we provide selected volumetric parameters computed in nine directions.
Finally, we introduce a very fast volume reconstruction through MATLAB environment
with the instructions on how to setup and establish this feature for future use to provide a
complete tool that helps the scientists in quantifying their observations and enables them
to differentiate between their experiments.

5

1.4 THESIS OUTLINE
This work is organized as follows. In Chapter 2 a background about tissue
engineering and the techniques used to create each tissue as well as the experimental data
are presented in this chapter. The proposed algorithm including the preprocessing steps
and the volume quantification in terms of textural, volumetric, tortuosity, length, and
angle measurements is presented in Chapter 3. Chapter 3 also shows the threedimensional volume rendering using the new rendering technique through linking
MATLAB environment with the visualization tool VTK, and describes the developed
GUI and its functions. In Chapter 4, the results are discussed by comparing the
quantitative analysis between the experimental data evaluated using the developed tool,
and show that our analysis supports the qualitative analysis. Finally, Chapter 5 draws
conclusions and proposes future work.
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Chapter 2

BACKGROUND

Tissue engineering is the study of recreating or replacing diseased or damaged
organs and tissue by growing connective tissue using cells extracted from the body. This
technique allows newly developed tissues to be implanted and grown inside the donor's
body without immunological rejection. In a simple description of fabricating tissues and
organs, the cells are seeded within an appropriate microenvironment that promotes cell
communication and growth. When the cells find the growth factors, they start to multiply
in number and grow into a three-dimensional tissue. Once the tissue is ready, it is
implanted in the body and eventually the cells start their intended function. To keep the
implanted tissue functioning, blood vessels start to connect to the new tissue for
nourishment. For such a process to achieve its success, an appropriate microenvironment
that promotes tissue regeneration, as well as a rapid development of vascular networks is
needed.
To prepare the appropriate microenvironment, two different techniques were
reported to organize cells in complex patterns. In the first approach, pre-designed micropatterns are used to direct the cells to create complex structures, while in the second
approach an external force is applied to direct the cells to a certain location. Different
forces such as fluidic, magnetic, electro kinetic or optical are reported in the literature.
On the other hand, to vascularize engineered tissue, two general strategies are under
development. The first strategy depends on the natural growth of the body's blood vessels
to attach with the implanted tissue in order to form a vascular network inside it. Such a
process is reported to be slow, which can compromise tissue viability. As an
improvement on the previous method, the second strategy depends on the formation of
7

the vascular network within the engineered tissue prior to the implantation to minimize
the perfusion time after the implantation.
In this work, we utilize image processing techniques to quantitatively characterize
vascular networks induced by the recent novel application, which utilized (USWF) to
vascularize engineered tissues, as reported in [16,17,18].
2.1 EXPERIMENTAL DATA
Ultrasound Standing Wave Fields (USWF) has been demonstrated to noninvasively control the spatial distributions of cells within three-dimensional, collagenbased engineered tissues. Ultrasound-induced alignment of mouse embryonic
myofibroblasts in collagen gels increases cell contractility and cell-mediated extracellular
matrix reorganization. Noninvasive organization of endothelial cells within collagen gels
accelerates the formation of capillary sprouts that mature into branching networks
throughout the three-dimensional hydrogel. Both the rate of formation and morphology of
the resultant vascular network are dependent upon the ultrasound field parameters used to
produce the cellular alignment. Multi-photon microscopy imaging techniques are
employed to visualize these branching networks, as shown in Figure 1.

(a)

(b)

Figure 1. (a) 2 MHz - 0.2 MPa image, (b) 1 MHz - 0.1 MPa image
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It was observed that at 1MHz, changing the pressure amplitude from low to high
resulted in loosely aggregated cell bands at low pressure, while dense cell bands were
formed at high pressure. Based on these differences in initial cell band density, we
observed that the resulting vascular structure differed. Loosely aggregated cell bands led
to the formation of dense vascular network. On the other hand, densely packed cell bands
formed into sprouting networks with a vascular tree-like morphology. In 2MHz, the
(USWF) pattern differs and the cell bands that are formed are closer together than those
formed at 1 MHz. However, the low and high pressure amplitudes chosen for the 2 MHz
exposures resulted in similar initial cell band density than the 1 MHz pressures used. So
the low pressure of 0.08 MPa results in loosely aggregated cell bands while the high
pressure of 0.2 MPa results in densely packed cell bands. Human Umbilical Vein
Endothelial Cells (HUVEC) were suspended in an unpolymerized type I collagen
solution and were exposed to either a 1 or 2 MHz (USWF) at various (USWF) peak
positive pressure amplitudes (1 MHz - sham, 0.1 MPa, 0.3 MPa; 2 MHz - sham, 0.08
MPa, 0.2 MPa). Collagen solutions were allowed to polymerize during the 15 min
exposure period to effectively maintain (USWF) induced cell alignment after removal of
the sound field. Exposure of (HUVEC) at the stated pressures resulted in either a
homogeneous cell distribution (sham exposure), loosely aggregated cell bands (0.1 MPa
at 1 MHz and 0.08 MPa at 2 MHz), or densely packed cell bands (0.3 MPa at 1 MHz and
0.2 MPa at 2 MHz). Samples were incubated for 10 days post (USWF) exposure and then
fixed in 4% paraformaldehyde. These experiments were repeated three times for each
condition. Standard immunofluorescence protocols were used to label (HUVEC)
membranes with an antibody directed against (CD31) and cell nuclei were identified by

9

staining

with

(DAPI).

Samples

were

then

examined

using

multi-photon

immunofluorescence microscopy to noninvasively scan through the three-dimensional
volume of the engineered tissue. Images were collected in the z-direction in 1 μm step
size generating stacks of 300 to 400 images. The spatial dimensions of each voxel are 2.5
x 2.5 x 1 μm3.
In this study, we utilize stacks of multi-photon microscopy images to develop
three-dimensional textural and volumetric image analysis techniques to quantitatively
characterize the structure of networks formed within various engineered tissues.

10

Chapter 3

PROPOSED ALGORITHM

To better understand, compare, and monitor the samples development, a threedimensional image analysis to quantify the volume structure is needed. A preprocessing
stage is required to enhance the stack of images before any further calculation. Figure 2
describes the entire process in terms of a flowchart.

Volume Stack

Preprocessing

Intensity Rescaling

3D-Median
3D-Reconstruction
CLAHE

Volume Segmentation

Volume Visualization

3D-Smoothing

Thresholding

3D-Connected
Component Analysis

3D-GLCM

3D-GLRLM

Textural Analysis

Volumetric Analysis

Figure 2. A block diagram that shows the proposed algorithm
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3.1 Preprocessing
Multi-photon microscopy produces 16-bit depth images, however after close
examination, three issues were identified. First, even though the images are stored in 16bit depth, their gray level values never exceed the value of 4096, which means that the
images, in fact, are 12-bit depth as shown in Figure 3 (b). To process and display the
images without changing their intensity distribution, they were normalized by dividing

# Pixels

each one by the maximum value.

4095
Intensity Value
(a)

(b)

Figure 3. (a) A single image of one sample , and (b) the corresponding histogram of the image in
(a). The histogram shows a narrow distribution as well as the maximum gray level value which
doesn't exceed 4095.

Second, the intensity distribution of the images follows a very narrow unimodal
histogram centered at low intensity values as shown in Figure 3 (b). Such distribution
produces poor, low-contrast images, which are difficult to deal with. To overcome this
issue, a Contrast Limited Adaptive Histogram Equalization (CLAHE) was applied with a
7 x 7 pixels window size in order to enhance the contrast for better processing, while
preventing the over amplification of noise that global or adaptive histogram equalization
can produce in such cases. Histogram Equalization (HE) tries to transform the pixel
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values of an image so that they occupy the full range of intensities regardless of the
histogram distribution [19-20]. Assume Pr (rk ) is the normalized histogram of a given
image, where k=0,2,...,L-1 is the intensity level, and L is the number of gray levels. The
goal of the process is to generate an image with equally likely intensity values. The
normalized histogram serves as a Probability Density Function (PDF), where each single
value refers to the probability of occurrence of each gray level in the image. To transform
the random (PDF) of the image into a uniform distribution, an equalization
transformation function is used as in Eq. (1)
k

k

nj

j 0

j 0

MN

S k  T (rk )  ( L  1) Pr (r j )  ( L  1)

(1)

where S k is the new distribution and T (rk ) is the transformation function modeled as the
Cumulative Distribution Function (CDF) of the original histogram. The constant MN is
the number of pixels in the image, while n j refers to the number of pixels in gray level j.
Since (HE) applies the transformation over the entire histogram as a whole, a huge noise
amplification is a natural result especially for narrow histogram distributions. Adaptive
Histogram Equalization (AHE) has the advantage of being applied locally by dividing the
image into small regions and performing (HE) on each single region separately or
overlapping [19,20]. The results of the (AHE) hold great improvement in our images, but
noise amplification still exist which produces unwanted regions at the segmentation step.
In (CLAHE), the height of the histogram is clipped at a certain level, enforcing a
maximum on the counts of the histogram that in return will limit the contrast
enhancement and the noise amplification [21]. Then the clipped regions of the histogram
are added uniformly to the rest of the distribution so that the entire input intensity is
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mapped to the full output intensity range as described in Figure 4. Different results are
shown in Figure 5 after further enhancement for displaying purpose.
Pixel count

Pixel count

Pixel value

Pixel value

(a)

(b)

Figure 4. (a) The original histogram with the clipped region before redistribution, and
(b) the clipped region is distributed uniformly throughout the histogram.

(a)

(b)

(d)
(c)
Figure 5. (a) The original image, (b) global histogram equalization, (c) adaptive
histogram equalization, and (d) with Contrast Limited Adaptive Histogram
Equalization. The red circles shows the level of noise in the same region, while the
yellow circles shows the effect of preserving structural regions.
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The third issue was due to the staining of the samples, where cellular debris is
captured alongside the vasculature structure which affects the images with a salt and
pepper-type noise. To remove such noise, we utilized a three-dimensional median
filtering algorithm with a cube of 3 x 3 x 3 voxels as shown in Figure 6.
Vectorize & Sort
1

2

3

..............

26 27

Median value

(a)

(c)

(b)

Figure 6. (a) The graph shows the process of the three-dimensional median filter, while (b) and
(c) shows the z-projected version of the images before and after the filtering respectively.

Combining those preprocessing steps results in noise reduction while maintaining
the high spatial frequency content in each image. It is important that the three steps
mentioned above follow a certain order. At first we rescaled the intensities, then we
applied median filtering, and at the end we performed the intensity enhancement using
(CLAHE). Putting the median filtering before the (CLAHE) prevented the salt and
pepper noise enhancement alongside the actual biological structure.
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3.2 Volume Segmentation
To achieve accurate analysis, the effect of the uneven illumination needs to be
eliminated from the background, which is produced due to the scanning process of the
samples. On the other hand, all the relatively small objects that weren't removed by the
three-dimensional median filter and don't contribute to the volume of interest need to be
removed. In order to achieve this goal, two steps were applied. The first step aims to
remove the background from each image, which will prevent the textural analysis from
producing misleading results due to uneven illumination. This is done by thresholding
each single image of the stack automatically using the mean value of each image. Other
methods such as Otsu didn't work well due to the single peaked narrow intensity
distribution of the images as shown in Figure 7.

(b)
(a)
(c)
Figure 7. (a) The original image, (b) the result after Otsu thresholding, and (c) the result after the
mean value thresholding.

However, an effect of over quantification might result due to small gaps or discontinuities
that occur after thresholding. In order to reduce this effect, a three-dimensional
smoothing filter is utilized before the thresholding step to connect such gaps between
clusters. For more information about thresholding in tissue analysis, the reader is referred
to [22], where different thresholding techniques for engineered tissue images have been
16

evaluated and discussed. The second step includes a three-dimensional connected
component analysis, where a 26-connectivity was used to ensure all the neighbors of each
voxel are covered. Any set of pixels which is not separated by a boundary is considered a
connected component. In order to extract the connected regions in an image, a labeling
step is required. Different segmentation algorithms ranging from simple thresholding to
more advanced techniques such as region growing and K-means clustering are used
before the labeling step. It is worth mentioning that advanced segmentation algorithms
incorporate labeling within the segmentation algorithm when providing the final results.
To label binary images, different gray level values starting from 1 to the number of the
connected regions are assigned to each region. Different searching neighborhoods (4,8connected

neighborhood

for

two-dimensional

images,

and

6,18,26-connected

neighborhood for three-dimensional volumes) are used for different connectivity options.
Filtering the connected components by size enables further processing over the extracted
regions. By choosing different connected volume sizes and visually inspecting the results,
we found that the volume of interest always gets extracted by choosing the largest
connected volume. This step will ensure a connectivity of the volume of interest, while
removing other regions that may contribute as noise as shown in Figure 8.
3.3 Textural Quantification
We recognize texture when we look at different patterns, but it is difficult to
define it. For our application we define texture analysis as the ability to differentiate
between different pattern arrangements due to the existence of repetitive, random, or
uniform properties. Texture analysis is used in different application such as texture

17

(b)
(a)
(c)
Figure 8. (a) The original image, (b) the result after thresholding, and (c) the result after extracting the
largest connected region.

classification, where producing a classification map of the identified textural regions are
required, and textural segmentation which divides the image into none overlapping
regions according to their textural properties. Our textural analysis aims mainly to
describe the textural changes that occur in different induced vascular networks when
being exposed to different (USWF) settings more than a classification or a segmentation
process. Textural features can be calculated by statistical methods, geometric methods,
model based methods, or signal processing methods such as (GLCM), Voronoi
Tessellation, Fractals, and Fourier transform respectively [23]. Since our work utilizes
statistical methods, we should explain two types of statistical concepts:
i) First-order statistics: which measures a probability of observing gray levels at a
randomly selected location in an image. This type of statistics doesn't incorporate pixel
position or the effect of the neighboring pixels, but only depends on individual pixel
value. Such statistics can be calculated from the histogram such as the average image
intensity.
ii) Second-order statistics: which takes into account the likelihood of observing
the gray level values in the neighborhood at different distances and orientations. In our
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work we included two different textural analyses belonging to this group, since they
incorporate pixel location, orientation, and neighboring pixels information.
3.3.1 Gray Level Co-occurrence Matrix (GLCM)
The Haralick (GLCM) [24] is one of the most popular methods that utilize pixel variation
statistics in textural analysis. it uses a dependence matrix that represents the distribution
of change in gray level values of neighboring pixels. To evaluate the dependence matrix,
three different parameters should be pre-set in order to achieve the desired accuracy in
determining the textural features as follow.
i) Quantization Levels: the size of the (GLCM) is dependent on the quantization
level, since it is a square matrix with a dimension estimated by the maximum gray value
in an image. When more levels are included in the calculation, an increase of the
accuracy is achieved, however, the computational cost is increased as well and vice versa.
ii) Displacement: this parameter defines the neighboring pixels to be compared
with the current pixel. Applying a large displacement value results is a (GLCM) that
doesn't capture detailed texture, while the opposite is true as well.
iii) Orientation: it defines the direction in which the texture is being estimated.
Since each pixel has eight neighboring pixels, eight orientation angles which are 0°, 45°,
90°, 135°, 180°, 225°, 270°, and 315° are defined. However, evaluating the texture in 0°
or 180° will produce the same value for a textural feature. Since this is true for the rest of
the orientations, this reduces the orientation angles into four directions. In [24] it was
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recommended that one should estimate the textural features in all four directions in order
to avoid rotational errors and to capture every possible textural information as well.
In our work, the previous parameters were chosen as follow: different
quantization levels varying from 8 to 256 were tested for textural quantification, however
huge differences in values were observed; therefore we used the quantization level of 256
for this analysis by utilizing uniform quantization. Levels higher than 256 were not used
due to processing time. A displacement of value 1 was also chosen in order to capture the
micro-scale textural changes that occur in the vascular network. Finally, since our
samples are three-dimensional objects, we extended the orientations to cover nine
directions in three planes as shown in Table 1.
Table 1. Different orientation angles in three planes.
Plane
Angle

XY
0°

45°

YZ
90°

135°

45°

90°

XZ
135°

45°

135°

In [24], eight textural features can be evaluated from (GLCM), but in this
application we chose four of them which can be interpreted into a physical meaning
describing the textural changes in our samples. The four textural parameters were
calculated over the largest connected volume as follow:
i) Entropy (ENT)
Entropy is a measurement of randomness and is defined by
N 1 N 1

ENT   p(i, j )  log( p(i, j ))

(2)

i 0 j 0

where N is the number of gray levels in the image after quantization, p(i, j ) is the
probability value in the (GLCM) at location (i, j ) . When the image is not uniform, the
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(GLCM) will contain many elements of small values, which results in a very large
entropy value. In other words, a random texture will result in higher entropy values,
while a smoother texture will result in lower entropy values. In our case, the entropy can
serve also as a complexity measurement, where a higher value refers to a more complex
structure.
ii) Energy (ENE)
Energy is also called Angular Second Moment (ASM). This parameter was
utilized as a measurement of cluster repetition and uniformity, and it is defined by
N 1 N 1

ENE   p 2 (i, j )

(3)

i 0 j 0

For this parameter to reach its maximum value of 1, a few elements in the GLCM should
be close to 1, while many elements should be close to 0. In other words, a higher energy
value means more periodic and uniform clusters in the volume, while the ideal case
happens when the volume has a constant intensity level where the energy value equals 1.
iii) Contrast (CON)
Contrast measures the difference between the highest and the lowest intensity
values of contiguous pixels and it is defined by
N 1 N 1

CON   p(i, j )  (i  j ) 2

(4)

i 0 j 0

where the values range between 0 and (N-1)2. Higher contrast corresponds to busier
texture and sharper, more frequent transitions between the gray levels.
iv) Homogeneity (HOM)
Homogeneity measures the similarity and the smoothness between the intensity
values of neighboring pixels. It is defined by
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(
3)

N 1 N 1

p(i, j )
2
j  0 1  (i  j )

HOM  
i 0

(5)

where higher homogeneity corresponds to smoother and more similar regions in the
(

volume.
4)

3.3.2 Gray Level Run Length Matrix (GLRLM)
Run length analysis captures the textural information in a specific direction. A run is
defined as a group of consecutive pixels that have the same gray level value along a
specific orientation. Fine texture tends to contain a higher number of short runs with
similar intensities, while coarse texture has longer runs [25].
The run length matrix R is defined as follows: the elements R(i,j) refer to the number of
runs with pixels of gray levels (i) and length of runs equal (j) along a certain orientation.
The size of the matrix is M by N, where M is the number of the gray levels in the image,
while N is the maximum possible run across the image. The following figure shows a
simple example describing the calculation of a run length matrix.

Figure 9. An example showing a 4×4 image having four gray levels (1-4) and the resulting gray level run
length matrices for two directions.
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Different numerical measurements of texture can be estimated from this matrix. The
advantage of this analysis is that it provides textural information while incorporating
structural information while the calculation is done. As a result of this an explanation of
the GLCM features' behavior is found here. For example, an image that has a high
number of long runs results in a low entropy value and a high homogeneity value, while
the opposite is also true. In [26], the authors suggested that the gray-level values to be
grouped into 8 sets (levels) for a 64-levels image, and the run lengths into 6 sets for a 64
by 64 image. We believe the reason behind this is to avoid irrelevant counting of very
small runs and very close values of intensity levels, which may contribute in a negative
way to the analysis. Since our analysis is applied over the largest connected volume with
no background intensity variation or noise, we need every single run length of the volume
to be counted. Also, due to having 256 intensity levels, we grouped the gray-level values
into 16 different sets. The following five features are described for further explanation.
i) Short Run Emphasis (SRE)
This feature measures and emphasizes the short runs in the image, and it is
(

calculated by

SRE 

N

M

i i

j 1

N

M



5)

R(i, j )
j2

 R(i, j )

(6)

i 1 j 1

where N and M are the row number and the column number of the GLRLM respectively,
while R(i,j) is the entry value at location (i,j). A higher value corresponds to a higher
amount of short runs in the image, which indicates that the image contains a
heterogeneous and irregular texture due to a busy structure.
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ii) Long Run Emphasis (LRE)
This feature emphasizes the long runs in the image, and it is calculated by
N

LRE 

M

 j

2

R (i, j )

i i j 1
N
M

(8)

  R(i, j )
i 1

j 1

where higher values correspond to a higher amount of long runs in the image, which
indicates that the image contains bigger regions of similar structural texture.
iii) Gray Level Non-uniformity (GLN)
The output of this function measures the intensity variation throughout an image,
and it is calculated by
 M

  R (i, j ) 



i i  j 1

GLN 
N
M
  R(i, j )
N

i 1

2

(9)

j 1

The lowest value occurs when the runs of the intensity levels are equally distributed
throughout the image, higher values correspond to a fine textural structure.
iv) Run Length Non-uniformity (RLN)
This feature measures the distribution of the runs throughout the lengths in the
image, and it is defined by
 N

  R (i, j ) 

j i  i 1

RLN 
N
M
  R(i, j )
M

i 1

2

(10)

j 1

The function has a low value when the image has a single intensity value, since the
distribution of the runs is equal throughout the length.
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v) Run Percentage (RP)
The output of this function is a ratio of the total number of the runs to the total
number of pixels K in the image and it is calculated by

RP 

N

M

i i

j 1

  R(i, j )
K

(11)

where K is also known as the total possible runs if all the intensities have a run length of
one. By combining the two previously mentioned methods, nine different parameters
evaluated in nine directions provide us with a complete picture of how the characteristics
of samples exposed to different regimes differ from each other. For better understanding
of textural parameters, we included synthetic images that explain the differences between
the textural parameters in Appendix B.
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3.4 Volumetric Quantification
Volumetric parameters were evaluated on the three-dimensional binary version of
the images to quantify the morphological information of the induced vasculature
networks. Features such as growth direction and volume percentage are presented in this
section. We also utilized the two-dimensional z-projection images to estimate the
tortuosity and to provide length and angle measurements as additional, but important
features.
3.4.1. Growth Direction
This parameter is computed in order to find in which direction the branching
network is growing. To evaluate this parameter, an average run length algorithm was also
utilized in the nine directions described in Table 1. Higher values result when longer
connected regions are examined. For example, if we measure the growth in XY-plane
with 0º between two different objects, the object with the higher value will have a larger
connected object in that direction.
3.4.2 Volume Percentage (VP)
This feature measures how much the extracted volume covers from the total size
of the sample, and it is calculated by dividing the number of voxels of the extracted
volume of interest over the total number of voxels of the sample. This analysis gives us
an indication of how changes in frequency and pressure regimes will affect the size of the
formed network structures. The actual size of each volume can be found by multiplying
the volume of voxels by the spatial dimension of each voxel mentioned in Section 2.1.
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3.4.3 Tortuosity
This feature is generally used in estimating the retinal blood vessels curvature, which
provides an indication about retinal diseases since normal vessels tend to be straight and
gently curved [27]. Different methods were reported in the literature to estimate this
feature [27,28,29]. The method named Arc-Chord Ratio (ACR) is used in this work,
which is calculated as follows: assume a line segment S, as shown in Figure 10, has an
Arc length L and a chord length C, then the tortuosity  (S) is computed as

 (S ) 

L
C

(12)

where L is computed as the sum of the Euclidean distances between the connected pixels
of the line segment, while C is calculated as the Euclidean distance between the end
points of the same segment. This ratio equals 1 for straight line and ∞ for a circle.

Figure 10. A graph shows a line segment S (black) with the digital Euclidean Arc length (red) and the
digital Euclidean chord length (green).

In our work, in order to estimate the tortuosity, many steps are taken to find both
distances to calculate this feature. The user has to select the region for which he/she
wants to estimate this feature manually, and then a thinning algorithm that simplifies the
structure into lines is applied. The lines are then separated into different segments
(branches) in order to find the end-points. By labeling the different line segments and
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extracting the end points, the distance estimation then becomes an easy step and the
tortuosity is calculated. The following Figure shows the tortuosity estimation process.
SEGMENTS AND END POINTS

z-projected image...PLEASE SELECT AN R-I-O

(b)

(a)
SEGMENTS LABELS

OVERLAYED IMAGE

(c)
SEGMENTS PATH LENGTH

SEGMENTS END POINTS DISTANCES

* 27.731 pixels

* 29.971 pixels

* 72.918 pixels

* 78.841 pixels
* 275.475 pixels

* 257.070 pixels

* 98.510 pixels

* 96.333 pixels

* 204.978 pixels

* 191.107 pixels

* 82.385 pixels

* 77.058 pixels

* 146.610 pixels

* 131.674 pixels

* 188.380 pixels
* 225.640 pixels

* 174.943 pixels
* 206.155 pixels

(e)

(f)

(g)

SEGMENTS END POINTS DISTANCES

* 1.081 pixels

* 1.081 pixels
* 1.072 pixels

* 1.023 pixels
* 1.073 pixels
* 1.069 pixels

* 1.113 pixels
* 1.077 pixels
* 1.095 pixels

(h)
Figure 11. Image (a) shows the user's selection, (b) shows the extracted line segments and the endpoints after the thinning step, (c) lines segments are overlaid on the original structure for user's
revision, (e) the labeled line segments, (f) the estimation of the Arc length, (g) the estimation of the
chord length, and (h) the final tortuosity results.
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3.4.3 Length and Angle Estimation
These measurements are also estimated by utilizing the z-projection images. The
user will draw a line over the structure that he/she wants to find the value for, then the
algorithm will find the distance between the end-points of the line as the length in pixels,
while the angle is estimated by finding the angle between the drawn line and the positive
x-axis. Figure 12 shows an example of the user selection and the estimated
measurements.
z-projected image...PLEASE SELECT AN R-I-O

259.88

(a)

(b)
Figure 12. Image (a) shows the user's input as a blue line, and (b) shows the output table contains the length
and the angle results.
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3.5 Volume Visualization
In order for scientists working in microscopy to get the full benefits of our tool, a
three-dimensional visualization is needed. Using the MATLAB function to produce a
volume of approximately 400 images, it took the algorithm close to 1 hour to produce an
iso-surface rendering, which lacks the appropriate light effect and speed needed to zoom
and rotate the volume. In order to boost the three-dimensional reconstruction through
MATLAB, a group of researchers developed a three-dimensional reconstruction
extension for MATLAB, using the visualization capabilities of VTK called MATVTK
[30]. To the best of our knowledge, a step by step manual that helps setting up this tool is
not widely available. After collecting information from different places and
troubleshooting, we managed to get the tool to work and to be fully integrated with
MATLAB. Due to this reason, we are providing a full setup instructions (see Appendix
(C) on how to compile VTK and MATVTK from source code and how to integrate it
with MATLAB for any further use in any research requires a three-dimensional
visualization. Figure 13 shows the isosurface rendering by MATLAB versus the volume
rendering by MATLAB using MATVTK.

(a)

(b)

Figure 13. Image (a) shows the isosurface rendering by MATLAB functions (~ 1h.), (b) shows MATVK
volume rendering through MATLAB (~ 10sec.).
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Chapter 4

RESULTS

In this paper, we compare different experimental conditions consisting of two
different frequency settings and pressure regimes. We use the sham samples as a
reference to compare to. Also, since the experiments are independent, the sham results
from all experiments were averaged. This step was taken after analyzing each sham
sample and not finding noticeable differences among them. Tables 2 and 3 list textural
parameters calculated by the (GLCM) and (GLRLM) methods respectively, while Table
4 shows the results calculated for the volumetric analysis.
In Table 2, entropy is highest for the low peak positive pressure cases in both
frequency regimes, i.e., 0.1 MPa for 1 MHz, and 0.08 MPa for 2 MHz. These entropy
values indicate the disruption of the network appearance compared to the sham values,
which show more complex structure. On the other hand, the entropy value for the high
peak positive pressure cases in both frequency settings is lowest, since the images contain
highly packed sprouts with lower structural complexity. These results are further
supported be the fact that energy and homogeneity are lowest, while contrast is maximum
in the low-pressure cases, while the opposite is true for the high-pressure cases. By taking
a closer look at experiment 2 and 3 (Appendix A), we find that entropy is a bit higher
than the averaged sham, while the energy is lower. However, homogeneity and contrast
follows the previous observations, while no changes occurred in the low pressure
samples. The reason for this is the fact that there is more cell communication in the high
pressure samples compared to the sham samples, due to the absence of the pressure effect
in the later one. At this stage, we see how the (GLRLM) analysis helps in understanding
this issue. By comparing both experiments to the sham results, we find that the high
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pressure samples have lower number of short runs, run length non-uniformity, and run
percentage, which supports our reasoning above.
In Table 3, the high-pressure samples have lower values of short runs and higher
long run values compared to the sham samples. On the other hand, the opposite is true for
the low-pressure samples. This indicates that the high-pressure regime tends to form
denser, more uniform, and smoother regions with bands and long sprouts. However, the
low pressure setting wasn't enough to force the cells to form thick bands, but it was
enough to form short branches when comparing to the sham samples. This conclusion is
further supported by the difference of the values in the rest of the features. Other
parameters presented in the literature [31,32] which will increase the dimensionality and
the complexity in interpreting the results were not included.
Table 4 shows that the high-pressure cases have higher volumetric run length
values than the low-pressure cases compared to sham samples, except for the z-direction,
due to the morphological structure of the low-pressure setting as shown in Figure 14 (a).
Also, it is worth mentioning that the ratio between the z-direction run length and the other
directions shows that the high-pressure setting tends to form structures in the center of the
plate as shown in Figure 14 (b), while the low-pressure samples tends to grow vertically
compared to sham networks which lay down at the bottom of the plate as shown in Figure
14 (c).
The absence of (USWF) on the sham samples result in a lower rate of biological
communication between the cells, which is supported by the fact that they have lower
volume percentage (VP) in Table 4. On the other hand, low-pressure samples have the
highest values of (VP), since the pressure is enough for the cells to communicate, but not
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enough to pack them into thick bands. The values for the high-pressure samples tend to
be in-between except for the 2MHz samples, which we noticed that they were always
lower in this case. We relate this observation to the effect of changing the frequency to a
higher setting, which induces the formation of bands more than in the 1MHz samples.
The overall results show that the high-pressure samples have smoother, more
uniform, longer, and densely packed structure, while the low-pressure samples tends to
have non-uniform, more heterogeneous, shorter, and unpacked network structure.
Therefore, the quantitative results presented in this work obtained using textural and
volumetric analysis of three-dimensional vascular structures in engineered tissues support
the qualitative observations made in [18], that different vascular network morphologies
are formed when low versus high pressure amplitudes were used to organize cells within
the tissue constructs. Figure 15 shows the GUI that was developed and used to produce
these results.

(a)

(b)

(c)

Figure. 14. The figure shows different projections of cell formation due to the pressure exposure. (a) shows lowpressure exposure with shorter branches. (b) shows high-pressure exposure which forms thick bands in the center
of the gel, while (c) shows the sham formation with less structure at the bottom of the gel.
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Figure. 15. The figure shows the developed GUI used to produce the results. The GUI includes all the needed
operations to analyze the vascular network using the proposed work.
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Table 2. Results obtained during the GLCM textural analysis, where tables 2.1 - 2.5 are the results for different
frequency and pressure settings. Please see section 3.3 for abbreviations
Table 2.1. GLCM results for 1MHz - 0.3 MPa

Table 2.2. GLCM results for 1MHz - 0.1 MPa

Table 2.3. GLCM results Averaged SHAM

Table 2.4. GLCM results for 2MHz - 0.2 MPa

Table 2.5. GLCM results for 2MHz - 0.08 MPa

35

Table 3. Results obtained during the GLRLM textural analysis, where tables 3.1 – 3.5 are the results for different
frequency and pressure settings. Please see section 3.3 for abbreviations
Table 3.1. GLRLM results for 1MHz - 0.3 MPa

Table 3.2. GLRLM results for 1MHz - 0.1 MPa

Table 3.3. GLRLM results for Averaged SHAM

Table 3.4. GLRLM results for 2MHz - 0.2 MPa

Table 3.5. GLRLM results for 2MHz - 0.08 MPa
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Table 4. Results obtained during the volumetric analysis, where tables 4.1 - 4.5 are the results for different
frequency and pressure settings.
Table 4.1. Volumetric results for 1MHz - 0.3 MPa

Table 4.2. Volumetric results for 1MHz - 0.1 MPa

Table 4.3. Volumetric results for Averaged SHAM

Table 4.5. Volumetric results for 2MHz - 0.08 MPa

Table 4.4. Volumetric results for 2MHz - 0.2 MPa
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Chapter 5

CONCLUSIONS AND FUTURE WORK

In this work, a tool that analyzes three-dimensional vasculature networks in engineered
tissues alongside providing a three-dimensional volume rendering was proposed. The
algorithm used textural and volumetric parameters for quantitative analysis to provide a
more objective and reliable monitoring as well as a quantitative comparison between the
structures. We showed that combining two different textural quantification methods
provide a comprehensive overview about the structure's heterogeneity. We also showed
that expanding the analysis to cover nine orientations in quantifying textural and
volumetric features, enabled us to capture full three-dimensional changes happen
throughout our samples. Other volumetric parameters such as porosity, permeability, and
diffusion distance were not included, since they don't serve the purpose of comparing
totally different structures. Parameters such as tortuosity, length, and angle that provides
more information about the induced structures using the z-projection version of the stacks
were included. The algorithm provided a fast three-dimensional volume rendering by
linking MATLAB and VTK using the newly developed tool named MATVTK. The
algorithm is provided with a standalone (GUI) written in MATLAB, which will allow
the scientists to interact with the algorithm without the need of understanding the code.
The (GUI) also provides other functions such as viewing, filtering, or projecting the
samples using different techniques. Future work includes investigating different
sophisticated segmentation techniques beside the effect of other three-dimensional
volumetric parameters such as Three-dimensional Fractal Dimension (3D-FD), which is
commonly used in medical imaging [33], and Three-dimensional structural similarity
features in order to provide more structural information are considered.
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Appendix A
Table 5. Results obtained during the GLCM textural analysis, where tables 5.1 - 5.6 are the results for
experiment 1,2, and 3, while tables 5.7 - 5.10 are for experiment 4 and 5. Table 5.11 is for averaged sham.
Table 5.1. GLCM results for Exp.1. 1MHz - 0.3MPa

Table 5.2. GLCM results for Exp.1. 1MHz - 0.1MPa

Table 5.3. GLCM results for Exp.2. 1MHz - 0.3MPa

Table 5.4. GLCM results for Exp.2. 1MHz - 0.1MPa

Table 5.5. GLCM results for Exp.3. 1MHz - 0.3MPa

Table 5.6. GLCM results for Exp.3. 1MHz - 0.1MPa
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Table 5.7. GLCM results for Exp.4. 2MHz - 0.1MPa

Table 5.8. GLCM results for Exp.2. 2MHz - 0.08MPa

Table 5.9. GLCM results for Exp.5. 2MHz - 0.1MPa

Table 5.10. GLCM results for Exp.5. 2MHz - 0.08MPa

Table 5.11. GLCM results for Averaged SHAM
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Table 6. Results obtained during the GLRLM textural analysis, where tables 6.1 - 6.6 are the results for
experiment 1,2, and 3, while tables 6.7 - 6.10 are for experiment 4 and 5. Table 6.11 is for averaged sham.

Table 6.1. GLRLM results for Exp.1. 1MHz - 0.3MPa

Table 6.2. GLCM results for Exp.1. 1MHz - 0.1MPa

Table 6.3. GLRLM results for Exp.2. 1MHz - 0.3MPa

Table 6.4. GLRLM results for Exp.2. 1MHz - 0.1MPa

Table 6.6. GLCM results for Exp.3. 1MHz - 0.1MPa

Table 6.5. GLRLM results for Exp.3. 1MHz - 0.3MPa
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Table 6.7. GLRLM results for Exp.4. 2MHz - 0.1MPa

Table 6.8. GLRLM results for Exp.4. 2MHz - 0.08MPa

Table 6.10. GLRLM results for Exp.5. 2MHz - 0.08MPa

Table 6.9. GLRLM results for Exp.5. 2MHz - 0.1MPa

Table 6.11. GLRLM results for averaged SHAM
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Table 7. Results obtained during the volumetric analysis, where tables 7.1 - 7.6 are the results for experiment 1,2,
and 3, while tables 7.7 - 7.10 are for experiment 4 and 5. Table 7.11 is for averaged sham.
Table 7.1. Volumetric results for Exp.1. 1MHz - 0.3MPa

Table 7.2. Volumetric results for Exp.1. 1MHz - 0.1MPa

Table 7.3. Volumetric results for Exp.2. 1MHz - 0.3MPa

Table 7.4. Volumetric results for Exp.2. 1MHz - 0.1MPa

Table 7.6. Volumetric results for Exp.3. 1MHz - 0.1MPa

Table 7.5. Volumetric results for Exp.3. 1MHz - 0.3MPa
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Table 7.7. Volumetric results for Exp.4. 2MHz - 0.1MPa

Table 7.8. Volumetric results for Exp.4. 2MHz - 0.08MPa

Table 7.9. Volumetric results for Exp.5. 2MHz - 0.1MPa

Table 7.10. Volumetric results for Exp.5. 2MHz - 0.08MPa

Table 7.11. Volumetric results for averaged SHAM
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Appendix B

Figure. 16. The figure shows different intensity arrangements and their corresponding textural GLCM values.
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Figure. 17. The figure shows different intensity arrangements and their corresponding GLRLM textural values.
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Appendix B

MATVTK setup instructions:
 Windows 32-bit is preferred (the following instruction are on win-64 ).
 MATLAB 32-bit is needed.
 Visual Studio Express 32-bit is needed.
1. how to obtain the VTK Visualization Tool Kit (www.vtk.org) source code.
a)

Download the VTK source code (not the .exe file) vtk-5.10.0 zip from

http://www.vtk.org/get-software.php
b) Unzip the code in C:\Program Files (x86)\VTK 5.10\VTK.
c) Optionally, download example data files vtkdata-5.10.0 zip.
d) Optionally, Unzip this into the directory C:\Program Files\VTK 5.10
\VTKData. (Further steps are not included in this instruction)

2. Compile VTK to shared libraries
a) Download CMake utility from http://www.cmake.org/HTML/Download.html
"CMake is a utility that is used for compiling VTK on various platforms."
b) Unzip CMake in C:\Program Files (x86)\CMake 2.8
c) Run CMake (C:\Program Files (x86)\CMake 2.8\bin\CMakeSetup.exe).
d) In the "Where is the source code" dialog put C:\Program Files (x86)\VTK
5.10\VTK.
e) Create the directory C:\Program Files (x86)\VTK 5.10\Build
f) Put the directory from (e) into the "Where to build the binaries" dialog.
g) Set BUILD_SHARED_LIBS to ON
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h) Set VTK_USE_MATLAB_MEX to ON
i) Press the Configure button to save the setting changes, then press it again.
j) Press Generate button to create various utilities that are used for building the
VTK libraries (Will be found in C:\Program Files (x86)\VTK 5.10\Build).
k) Start Visual Studio and load the project that was created by CMake located in
C:\Program Files\VTK 5.0\Build\VTK.sln
l) Build the project (Select ALL_BUILD), then the libraries will be created in
C:\Program Files\VTK 5.0\Build\bin\debug
m) Put the generated libraries path from the build on the System path and on
MATLAB path, so that they can be called from MATLAB.

3. Installing VTK (Yes! not Installed yet. It will be in (C:/Program Files (x86)/VTK) not
VTK-5.8.0 )
a) Run CMake (C:\Program Files (x86)\CMake 2.8\bin\CMakeSetup.exe).
b) In the "Where is the source code" dialog put C:\Program Files (x86)\VTK
5.10\VTK.
c) Create the directory C:\Program Files (x86)\VTK
d)

Put the directory from (c) into the "Where to build the binaries" dialog.

e) Set BUILD_SHARED_LIBS to ON
f) Set VTK_USE_MATLAB_MEX to ON
h) Press the Configure button to save the setting changes, then press it again.
i) Press Generate button.
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j) Start Visual Studio and load the project that was created by CMake located in
C:\Program Files\VTK\VTK.sln
k) Build the project (Select ALL_BUILD), then the libraries will be created in
C:\Program Files (x86)\VTK This will be so fast.
l) Select the "INSTALL" target, then press right click on it and choose "Build this
target only". Now you VTK is ready.
m) Put the generated libraries path from the build on the System path and on
MATLAB path, so that they can be called from MATLAB.
3. Download MATVTK
a) Download matVTK 1.0 beta1 from http://www.cir.meduniwien.ac.at/matvtk/
b) Extract the files anywhere you want.
c) Open DEMO.M file in MATLAB and run the code. It should generate a 3D
volume (make sure to choose the right path).
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