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A Study of the Distributed
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Abstract
Recently, there are numerous real-time communication services. Such services require
a guarantee for minimum bandwidth, low latency, congestion avoidance, and so on, called
“QoS(Quality of Service).” In this thesis, we introduce the QoS routing algorithms which
employ reinforcement learning schemes. As a first step, DARLA(Distributed Adaptive
Routing algorithm with Learning Automata) is introduced. DARLA is based on the
reinforcement learning method and Ant Colony Optimization (ACO) scheme. DARLA is
also designed to find feasible paths and distribute traffic among them for each destination
using observed transfer delay. This thesis shows that DARLA finds feasible paths and
distributes the traffic among them, resulting in network simulations. Furthermore, there
is a description of how transfer loops are reduced by using the threshold derived from
the property of the reinforcement scheme.
Next, this thesis introduces the routing algorithm QQRA (Q-learning QoS Routing
Algorithm) based on Q-Learning scheme. QQRA is designed to find the paths which
satisfy multiple QoS restrictions, and distribute traffic among them. QQRA employs
rewards which are derived from QoS metrics and restrictions to find the feasible paths.
Simulation results indicate that QQRA finds the paths satisfying the QoS restrictions.
An extension to DARLA is introduced, which aims to solve the routing problem with
multiple QoS restrictions. This thesis shows that such an extension gives the ability to
find paths which satisfy QoS restrictions to DARLA as a result of the network simula-
tions.
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∑
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4.2.5
DARLA AntNet[30] Ant
Ant
AntNet DARLA
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type Ant =
record
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tabu: Stack
end
4.1: Structure of Ant
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n BA tabu list FA
n Tn tabu list n
d′ Pn,d′
n BA
4.2.4
LR-P
UpdateRoutingTable UpdateR-
outingTable RecvBA (1) FA
l (2) d (3) Pn,d
(4) Tn, Td 4
UpdateRoutingTable
pln,d ← p
l
n,d−a(1− f(Td − Tn)) · p
l
n,d
+θf(Td − Tn) · (1−p
l
n,d), (4.1)
pl
′
n,d ← p
l′
n,d+a(1−f(Td − Tn))·
(
1
|Ln| − 1
− pl
′
n,d
)
−θf(Td − Tn) · p
l′
n,d (l
′ ∈ Ln, l
′ 6= l) (4.2)
a (0 < a < 1) θ (0 < θ < 1) f(t) BA
f(t) t
[0, 1] t
f(t) = 0 Td = INFINITY Td− Tn
tabu list
pln,d
DARLA
29
f(t)
f(t) =


0 if t ≥ Ttimeout(T
m
n,d),
1−
(
t
Ttimeout(Tmn,d)
)i
otherwise,
(4.3)
Ttimeout(t) = c · t, (4.4)
Tmn,d n d Ttimeout(t) T
m
n,d
(4.4) c(> 1)
Tmn,d
Tmn,d ← β(Td − Tn) + (1− β)T
m
n,d, (4.5)
β (0 ≤ β ≤ 1)
i (4.3) f(t) t <
Tmn,d t ≥ T
m
n,d
4.3
4.2.5
DARLA n d
n N knownn d
PVd PVd d
notify update
SPF Shortest Path First
SPF
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DARLA
DARLA
d PVd
DARLA
n p p d PVpd
PVd
1. PVpd n
2. d 6∈ N knownn
(a) N knownn ← N
known
n ∪ d,
(b) d PVd ← PV
p
d
3. PVpd PVd PVd ← PV
p
d
4. PVd
(a) Pn,d
pln,d =


1.0 (l = (n, p)),
0.0 (otherwise),
(4.6)
(b) Nn PVd n
update
(c) d
4.3
pln,d
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(4.1) 2 3 pln,d n
d FA v = f(Td−Tn)
δ(p) = −a(1− v)p + θv(1− p)
= −{θv + a(1− v)}p + θv
= −{θv + a(1− v)}
(
p−
θv
θv + a(1− v)
)
. (4.7)
(4.7) a θ (0, 1) v (4.3) [0, 1]
|δ(p)| ≤
∣∣∣∣p− θvθv + a(1− v)
∣∣∣∣ , (4.8)
δ(p)
v
p∗(v) =
θv
(θ − a)v + a
. (4.9)
n p∗(v)
DARLA
n
Tmn,d
p∗(f(Tmn,d))
(4.9) v = 1 p∗(v) = 1 4.4
f(t) v (4.9)
(4.3), (4.4)
f(Tmn,d) = 1− (1/c)
i < 1, (4.10)
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1− p∗(f(Tmn,d))
1− p∗(f(Tmn,d))
f(Tmn,d)
1− p∗(f(Tmn,d)) p¯
(4.5) Tmn,d
f(t)
p¯
p¯′ (< p¯) p¯′
1− p∗(f(v¯)) = p¯′ v¯ v¯
v¯ =
a(1− p¯′)
a(1− p¯′) + θp¯′
. (4.11)
1− (1/c)ı¯ = v¯ ı¯ ı¯
ı¯ = log1/c(1− v¯). (4.12)
i = d¯ıe d·e
4.4
4.4.1
DARLA
2
• a: 0.001,
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• θ: 0.01,
• p¯: 0.05,
• p¯′: 0.01,
• c: 1.1, 1.15, 1.2, 1.25, 1.3.
ns2[34] ns2
TCP/IP
• DARLA DARLA 50ms
FA
• BA DARLA (4.1), (4.2)
• Q-Routing Q-Routing
query reply
• Q-Routing 100ms query
Q-Routing
• Q-Routing query
reply reply
• Q-Routing reply (3.6), (3.7)
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4.1: The frequency of detecting the transfer loops in a session between node 35 and 0
c using threshold no threshold
1.1 0 4871
1.15 0 3418
1.2 35 2419
1.25 26 2426
1.3 69 1568
4.4.2
4.5
10ms 5Mbits/s
3 FTP (35→ 0, 17→ 0, 17→ 30)
128
FTP 4
TCP/Reno
4.1 35 → 0 “Using
threshold” “No threshold”
4.1 DARLA
pln,d
4.6 2 0
(2, 3) (p
(2,3)
2,0 )
c = 1.1
c = 1.15 p
(2,3)
2,0 p¯
′ = 0.01
4.2.4
Tmn,d c c
Tmn,d
35
BA
(2, 1) p
(2,1)
2,0
p
(2,3)
2,0
4.7 28 0
(28, 34) (p
(28,34)
28,0 )
c 1.2, 1.25, 1.3 p
(28,34)
28,0 p¯ = 0.05
Tmn,d n d
c BA
(4.3)
f(t)
4.4
p¯′ 28 (28, 34) 0
p
(28,34)
28,0
4.4.3
4.8 DARLA
c = 1.15 (3, 2) (15, 14)
2
DARLA
Q-Routing 4.9 Q-Routing
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η = 0.5 4.9 2
η
η < 0.1
3[Mbits/s] η
4.4.4
4.10
5Mbits/s
(0, 2) (2, 1) 8ms 10ms
4.10
5 FTP (4→ 5, 6→ 7, 8→ 9, 10→ 11,
12→ 13)
128 FTP 4
TCP/Reno
4.11, 4.12 DARLA Q-Routing
(0, 2) (0, 3)
4.12 Q-Routing 4.4.3
2 3
5Mbits/s 1
4.11 DARLA 2 3
(0, 2), (0, 3)
Q-Routing 60
7Mbits/s DARLA
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4.4.5
FA
FA DARLA
FA BA
4.4.1 4.4.2 c = 1.15
4.5 FA
10, 20, 30, 50, 70, 100[ms]
4.13 35 0 35 (35, 34)
p
(35,34)
35,0 FA
DARLA 4.14 DARLA
4.5
FA DARLA
FA BA tabu list
100[kbits/s]
FA 50[ms]
50[ms] 50[ms]
FA
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4.5
DARLA
DARLA FA
FA DARLA
50[ms] c
DARLA
DARLA QoS
2
QoS
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Procedure RecvFA(a: Ant)
{when node n receive event ‘ReceiveFA’}
Tn ← time()
PushTab(a, (n, Tn)) d← GetDestAnt(a)
if d = n then
{when n is destination of Ant a}
begin
b← GenerateBackwardAnt(a)
t← DuplicateTabu(a)
{send backward Ant to next hop}
(j, Tj) = Pop(t) {removes (n, Tn)}
(j, Tj) = Pop(t)
SendBackwardAnt(b, j)
end
elseif the loop is detected in tabu list then
begin
PushTab(a, (d, INFINITY))
b← GenerateBackwardAnt(a)
t← DuplicateTabu(a)
{send backward Ant to next hop}
(j, Tj) = Pop(t) {removes (d, INFINITY)}
(j, Tj) = Pop(t) {removes (n, Tn)}
(j, Tj) = Pop(t)
SendBackwardAnt(b, j)
end
else
begin
j = SelectNextHop(a, Pn,d)
SendForwardAnt(a, j)
end
4.2: Procedure RecvFA
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Procedure RecvBA(b: Ant)
{when node n receive event ‘ReceiveBA’}
s← GetSourceAnt(b)
t← DuplicateTabu(b)
{search the time when corresponding FA reached here
and push the traffic information into t′}
t′ ← φ
repeat
(j, Tj)← Pop(t)
Push(t′, (j, Tj))
until j 6= n
Tn ← Tj
(j, Tj)← Pop(t
′) {remove (n, Tn) from t
′}
{find the link which corresponding FA comes from}
(d, Td)← Pop(t
′)
l← (n, d)
Push(t′, (d, Td))
{update routing table}
repeat
(d, Td)← Pop(t
′)
UpdateRoutingTable(l, d, Pn,d, Tn, Td)
until t′ 6= φ
{send BA to next hop if exist}
if t 6= φ then
begin
(j, Tj)← Pop(t)
SendBackwardAnt(b, j)
end
4.3: Procedure RecvBA
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4.4: Relation between the goodness and the value of fixed point of Eq. (4.1)
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4.5: Network topology: irregular 6x6 grid
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4.6: The probability of link (2, 3) as route for node 0 on node 2
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4.7: The probability of link (28, 34) as route for node 0 on node 28
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4.8: Throughput from right side to left of the network: using DARLA
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4.9: Throughput from right side to left of the network: using Q-Routing
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4.10: Network topology which has bottleneck on the center of network
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4.11: Throughput from left side to right of the network: using DARLA
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4.12: Throughput from left side to right of the network: using Q-Routing
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4.13: The probability of link (35, 34) as route for node 0 on node 35 with various
casting intervals of FA
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5QoS
5.1
QoS
Q-Learning Ant Colony Opti-
mization ACO 2
Q-Learning QQRA Q-learning
QoS Routing Algorithm QQRA Q Q-Learning [19]
QoS
QQRA QoS
QQRA
5.2 QoS QQRA
5.2.1 QQRA
QQRA Q-learning QoS Routing
Algorithm QQRA Q-Routing Q-Learning
r(∈ [0, Q¯]) Q (3.6)
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(3.5) d Q Q(d, y) y∗
(3.5)(3.6)
pix(d, y
∗) = arg min
y∈Nx
Qx(d, y) (3.5)
Qnew,x(d, y)← Qold,x(d, y)
+ η{r +Qy(d)−Qold,x(d, y)} (3.6)
Q-Routing Q r (5.1)
r = rw
{
cw
Cx(d, y)
Cxd
+ dw
Dx(d, y)
Dxd
+ qw
bxy
lxy
}
(5.1)
(5.1) Cx(d, y) Dx(d, y) x y d
bxy lxy
(x, y)
Cxd Dxd x d
(5.1) cw, dw, qw r
(x, y)
ci,
di, qi co, do, qo
dxy dt
QQRA QoS 2
QQRA pix(d, y
∗) px(d, y
∗)
px(d, y
∗) =
δx(d) −Qx(d, y
∗)
(n− 1) · δx(d)
(5.2)
δx(d) =
∑
y∈Nx
Qx(d, y) (5.3)
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(5.2) n QoS (3.5)
(5.2)(5.3)
5.2.2 QQRA
QQRA
x ∈ N (1)
x Tx, (2) y ∈ N d ∈ N
Q Qx(d, y), (3) Cx(d, y), (4) Dx(d, y),
(5) y Sx(d, y) 5
Sx(d, y) d
y
0 y 1 y Sx(d, y)
y d
x Sx(d, y) 1
x y
Sx(d, y)
5.2.3
x Tx
y 5.1 Ty Tx
1
1 Tx Ty Tx ∪ Ty Ty
50
yx
y Ty
d ∈ Ty Qm(d), Cm(d), Dm(d), Sm(d)
d z∗ x
5.1 5.1 C¯ D¯
x 5.1 y
Cx(d, y) ← Cm(d) + cxy (5.4)
Dx(d, y) ← Dm(d) + dxy (5.5)
Sx(d, y) ← Sm(d) (5.6)
Qx(d, y) (3.6) QoS Q ← Q¯
y x
Ty
Q
x y
Q
Qm(d)
Q
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node x node y
query
merge Tx into Ty
replyupdate the routing infor-
mation (Eqs. (3.6), (5.4),
(5.5), and (5.6))
5.1: Sequence diagram of message passing
5.1: Contents of reply message
if z∗ = x if z∗ 6= x
Qm(d) minz∈Ny,z 6=xQy(d, z) Qy(d, z
∗)
Cm(d) C¯ Cy(d, z
∗)
Dm(d) D¯ Dy(d, z
∗)
Sm(d) 1 0
5.3
QQRA
ns2[34] QQRA
End-to-End
Shortest Path First Algorithm SPF
SPF
Chen
[5] Peng [18]
QoS
Q-Routing Q
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Q-Routing
5.3.1
5.2
AS :
QoS AS
R01 R05 5
5.2 3.00[Mbps] 5.00[ms]
1 5.2 QoS
End-to-End 0.5[s] 5 R01
R05 5
2
5.2 SPF Flow ID 5
R01, R03, R05 5
3.0[Mbps]
5.2
QoS R01, R02, R04,
R05 R01, R02, R04, R05
QoS R01, R03, R05
QQRA 5.3 Ti
100[ms]
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5.2: Network topology
5.3.2
5.3 4.0[Mbps] 0.8[Mbps] Flow
ID 1 End-to-End 5.3(a) SPF
3.0[Mbps]
0.5[s] QQRA
5.4 5.0[Mbps] 1.0[Mbps]
Flow ID 1 End-to-End SPF
QQRA
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5.2: Parameter setting for each traffic
ID Traffic Source Destination Input Rate
type node node [Mbps]
1 UDP/CBR S1 D1 0.8/1.0
2 UDP/CBR S2 D2 0.8/1.0
3 UDP/CBR S3 D3 0.8/1.0
4 UDP/CBR S4 D4 0.8/1.0
5 UDP/CBR S5 D5 0.8/1.0
5.3: Parameters settings for QQRA
Parameter Value Parameter Value
Q¯ 104 η 0.8
rw 10
3 dt 100[ms]
ci 0.05 co 0.05
di 0.20 do 0.45
qi 0.25 qo 0.50
5.3(b)(c) 5.4(b)(c)
5.3 5.4
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5.3.3
5.5 5.6
4.0[Mbps] 5.0[Mbps] Flow ID 1
5
5.5(b)
5.6(b)
Q
5.2 S1 D1 4 Flow ID 1
6
5.4
2 QoS
QoS QQRA
QQRA Q-Learning
QoS
QoS
IntServ[35]
QoS
End-to-End
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(5.1)
Q Qx(d, y)
QoS
IP [36]
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5.3: Communication delay of Flow ID 1(Total Input Rate: 4.0[Mbps])
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5.4: Communication delay of Flow ID 1(Total Input Rate: 5.0[Mbps])
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(a)QQRA deterministic mode
(b)QQRA probabilistic mode
5.5: Cost of route for Flow ID 1(Total Input Rate: 4.0[Mbps])
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(a)QQRA deterministic mode
(b)QQRA probabilistic mode
5.6: Cost of route for Flow ID 1(Total Input Rate: 5.0[Mbps])
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6QoS
6.1
5 QQRA
QoS
Ant Colony Optimization ACO
DARLA
6.2 QoS
4 DARLA
DARLA
Pn,d n
d
QoS Rsd
2
QoS
0 s QoS
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DARLA QoS
6.2.1 Ant
s d QoS Rsd s
s Ant
QoS delay source destination
QoS costs source destination
QoS 0 tabu list
n Tn cn 6.1
1 Ant
FA d
INFINITY MAXCOSTS
d FA 6.1
0 BA ptksd
d(ptksd) = Td − Ts c(pt
k
sd) =
∑
n∈tabu cn
6.2.2
n Pn,d
QoS
QoS QoS Rsd
Pn,s,d = {p
l
n,s,d| l ∈ Nn} (s, d ∈ N)
QoS Pn,d
1 6.1 tabu list tabu
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6.1: The extension of Ants for QoS routing
6.2.3
n QoS Rsd Pn,s,d
f(t, tsd, csd) = f(t) · fdelay(tsd) · fcost(csd) (6.1)
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(6.1) t n d Td − Tn
f(t)
f(t) =


−c (1− v¯) ·
t
Ttimeout(Tmn,d)
+ 1, if t < Tmn,d
cv¯
1− c
·
(
t
Tmn,d
− 1
)
, otherwise
(6.2)
Ttimeout(·), c, T
m
n,d 4.2.4
n, d
fdelay(tsd) fcost(csd)
tsd csd BA pt
k
sd d(pt
k
sd)
c(ptksd) c(pt
k
sd) d(pt
k
sd)
1 0
6.3
DARLA
ns2[34]
6.3.1
• QoS
• QoS
6.2
6.1 6.2 0 4 5
5 5 → 6, 7 → 8, 9 → 10, 11 → 12,
13→ 14 5→ 6 QoS
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0,1,2,3,4: core routers
6.2: The network topology and the source–destination pairs of flows
6.1: Common parameters for simulations
(θ) 0.01
(a) 0.001
FA 50[ms]
1[s]
(p¯) 0.05
(c) 1.1 / 1.15 / 1.2 / 1.25 / 1.3
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6.3.2 1: QoS
QoS
6.3 5[Mbits/s]
10[ms] 1 5
FTP 5 → 6 500[ms]
4 QoS
5.0[Mbits/s] / 10[ms] / cost 1
5 6
87
9 10
11 12
1413
0
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1
6.3: The network connected by the links which have the same quality
6.4 5[Mbits/s]
3
c = 1.3 11 → 12 100[ms]
75[ms]
5→ 6 6.5
4
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6.4: The alteration to the transfer time for each flow (Experiment 1)
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6.5: The alteration to the cost of the path for the flow 5→ 6 (experiment 1)
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6.3.3 2: QoS
1 QoS
1 6.3 5
FTP 5 → 6 100[ms]
4 QoS 5 6
6.6 2
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5 → 6 60
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40
6.8 0 2 5→ 6
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DARLA
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QoS
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20 6
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6.6: The alteration to the transfer time for each flow (Experiment 2)
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6.7: The alteration to the cost of the path for the flow 5→ 6 (experiment 2)
(2, 0) 1/8 6.8(a)
20 (0, 2) p¯ = 0.05
0 5→ 6 (0, 2)
0 2
40
6.9 QoS 2, 3, 4
2 5→ 6
72
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100  120
Pr
ob
ab
ili
ty
Simulation Time [sec]
Probability to Send Packet from 5 to 6 (on 0): c=1.1
loop threshold(0.05)
l=(0,2)
l=(0,3)
l=(0,4)
(a)The alteration to P0,5,6 on node 0
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100  120
Pr
ob
ab
ili
ty
Simulation Time [sec]
Probability to Send Packet from 5 to 6 (on 2): c=1.1
loop threshold(0.05)
l=(2,0)
l=(2,1)
(b)The alteration to P2,5,6 on node 2
6.8: The alteration to the routing tables for the flow 5→ 6 on node 0 and 2 (experi-
ment 2: c = 1.1)
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6.9: The alteration to the routing table for unrestricted flows to node 6 on node 0
(experiment 2: c = 1.1)
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6.11: The alteration to the transfer time for the flow 5→ 6 (experiment 3)
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6.12: The alteration to the transfer time for the flow 7→ 8 (experiment 3)
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6.13: The alteration to the routing tables on node 0 (experiment 3: c = 1.1)
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6.14: The alteration to the cost of the path for the flow 5→ 6 (experiment 3)
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6.15: The network which is designed so that the initial route for the flow 5 → 6
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6.16: The alteration to the cost of the path for the flow 5→ 6 (experiment 4)
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6.17: The alteration to the transfer time for the flow 5→ 6 (experiment 4)
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6.18: The alteration to the transfer time for the flow 7→ 8 (experiment 4)
85
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100  120
Pr
ob
ab
ili
ty
Simulation Time [sec]
Probability to Send Packet from 5 to 6 (on 0): c=1.1
loop threshold(0.05)
l=(0,2)
l=(0,3)
l=(0,4)
(a)The alteration to P0,5,6 on node 0
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100  120
Pr
ob
ab
ili
ty
Simulation Time [sec]
Probability to Send Packet from 0 to 6: c=1.1
loop threshold(0.05)
l=(0,2)
l=(0,3)
l=(0,4)
(b)The alteration to P0,6 on node 0
6.19: The alteration to the routing tables on node 0 (experiment 4: c = 1.1
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