A Cauchy problem for general elliptic second-order linear partial differential equations in which the Dirichlet data in Η 1/2 (Γ 1 ∪ Γ 3 ) is assumed available on a larger part of the boundary Γ of the bounded domain Ω than the boundary portion Γ 1 on which the Neumann data is prescribed,is investigated using a conjugate gradient method. We obtain an approximation to the solution of the Cauchy problem by minimizing a certain discrete functional and interpolating using the finite diference or boundary element method. The minimization involves solving equations obtained by discretising mixed boundary value problems for the same operator and its adjoint. It is proved that the solution of the discretised optimization problem converges to the continuous one, as the mesh size tends to zero. Numerical results are presented and discussed.
INTRODUCTION
Let Ω be a bounded domain in R n (n ≥ 2) with Lipschitz boundary ∂Ω = Γ. Suppose that Γ consists of three non-empty, non-zero measure, non-intersecting (n − 1)-dimensional Lipschitz manifolds Γ 1 , Γ 2 and Γ 3 , and that Γ 1 , Γ 2 are *Corresponding author. Email: amt5ld@maths.leeds.ac.uk for Elliptic Equations connected, but Γ 3 can be multi-connected and consists of a finite number of Lipschitz parts. In this paper, we consider the following Cauchy problem:
(1.1) (1.2) (1.3) where the coefficients A ij (x)(i,j = 1,...,n), B i (x), C i (x)(i = 1, 2,...,n), and D(x) belong to L ∞ (Ω) and satisfy conditions of ellipticity for the equation (1.1) which will be given in the next section.
The
(Ω) are given, and
( 1.4) with ν being the outward unit normal vector to the boundary ∂Ω. This Cauchy problem is well-known to be severely ill-posed, for references and applications we refer the reader to [5, 12, 14, 16, 22, 13, 9, 4, 3, 2, 6] , or to our previous papers [8, 10] and the references therein.
We note that the problem setting (1.1)-(1.3) is slightly different from that in the literature due to the Dirichlet condition on Γ 3 . However, it is worth mentioning that the "pure" Cauchy problem for the equation (1.1) can be transformed to the form (1.1)-(1.3). In fact, if Γ consists of two non-empty, non-zero measure, nonintersecting (n -1)-dimensional manifolds, say Γ a and Γ b , and the Cauchy data are given on Γ a , then we can consider a new Cauchy problem with the Cauchy data only on a sub-domain Γ c with the Dirichlet data on Γ a \ Γ − c (see also [1] ). In this paper we propose to apply a variational method to the Cauchy problem (1.1)-(1.3). Since the boundary condition on Γ 2 is to be determined, we consider it as a control g in the direct problem formulation, see Section 2, to fit the Cauchy data ϕ on Γ 1 . We note that unlike our previous work [8] , where we attempted to find the Dirichlet data on Γ 2 , in this paper we find the Neumann data and assume more regularity on the Cauchy data. Furthermore, in this paper the assumption that Γ 1 and Γ 2 are disjoint closed curves, previously used in [8] , is not necessary. We attempt to minimize a functional relating the discrepancies between the known and the calculated values of u | Γ 1 using stable methods. It is established that this functional is twice Fréchet differentiable, and that we can find the gradient of the functional via some appropriate adjoint problems (see Theorem 2) . Since the minimization problem is still ill-posed, being based on a least squares approach, in order to overcome the instability of the solution it is useful to employ the conjugate gradient method (CGM) with a stopping rule proposed by Nemirovskii [21] which has an optimal order convergence rate. We solve the particular Cauchy problems by the finite-difference method (FDM) or by the boundary element method (BEM). Namely, in Section 3 we consider the Cauchy problem for an elliptic equation in a rectangle and propose a finite difference approximation to the minimization problem posed in Section 2. We prove that a certain interpolation of the solution of the discretized optimization problem strongly converges to that of the continuous one. Furthermore, we give the gradient formulae for the functional in the discretized optimization problem and so we can immediately apply the CGM. We note that the gradient calculated by numerically solving the continuous direct and adjoint problems does not coincide with that calculated directly from the discretized direct and adjoint problems. That is the reason why we deliver these formulae for the discretized problem. In Section 4 we consider the Cauchy problem for the Laplace equation by the BEM. There we prove similar results as for the case of the FDM. Numerical results obtained using the CGM-BEM are presented and discussed in Section 5, and conclusions are presented in Section 6.
For the whole paper we suppose that the Cauchy problem has a unique solution; for the conditions guaranteeing the uniqueness of the solution we refer the reader to [12, 22] .
In the paper, c, c 1 , c 2 ,…, M, M 1 , M 2 ,…, are generic positive constants.
VARIATIONAL METHOD
As usual, by H 1 (Ω) we denote the Sobolev space of real valued functions with finite norm
, by γu we denote the trace of u on Γ and, similarly, by γ i u, i = 1, 2, 3, we denote the trace of u on Γ i . The space H 0 1 (Ω) denotes the subset of H 1 (Ω) consisting of functions with γu = 0. Furthermore, (Ω) with |∇u| ∈ L 2 (Ω). This implies, in particular, that the operator L is elliptic, i.e. there exists a constant c such that for every x ∈ Ω and ξ ∈ R n . (Ω) and γ 1 u = ϕ and γ 3 u = ϕ. For the uniqueness and stability estimates for the Cauchy problem for elliptic equations, we refer the reader to [12, 22] .
Consider the following mixed boundary value problem (2.4) 
The solution in H 1 (Ω) of (2.4)-(2.7) depends on g, ψ (ϕ and f ) and so sometimes we write u = u (ψ, g, ϕ, f ) or u = u (ψ, g) to emphasize this dependence.
Remark 1. A similar result holds for the formally adjoint problem
where and r ∈ L 2 (Ω), q ∈ L 2 (Γ 1 ).
Reformulation of the Cauchy Problem
Proof. We have with respect to g ∈ L 2 (Γ 2 ). We shall prove that J is twice Fréchet differentiable with respect to g, as well as present formulae for its first and second gradients J ′(g) and J ′′(g), respectively. To obtain such expressions, we need a suitable Green formula. It is straightforward to check the following lemma. In the following, for convenience, we use the notation u(ψ, g) instead of u(ψ, g, ϕ, f ).
Using Lemma 1 and the same arguments as in [17, 8] we can prove the following results.
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A Variational Method and Approximations of a Cauchy Problem for Elliptic Equations
To solve our Cauchy problem numerically we shall use the CGM with an appropriate stopping rule, [21] . In doing so, we prove that the functional J is Fréchet differentiable and deliver a method to evaluate the gradient. On the other hand, in virtue of (2.9), from which we conclude that J is Fréchet differentiable and
Some Properties of the
Now we prove that J is in fact twice differentiable and strictly convex. 
A Variational Method and Approximations of a Cauchy Problem for Elliptic Equations
To see that the functional is strictly convex, let ω be the unique H 1 -solution of the adjoint problem (2.10) with r = 0 and q = γ 1 u(0, h) ∈ H 1/2 (Γ 1 ). Again, following Lemma 1 we have Hence, Thus, J is twice differentiable and Since (2.14)
It follows that u(0, h) satisfies the Cauchy problem with homogeneous data
Since we supposed that this Cauchy problem has a unique solution, it follows that u(0, h) ≡ 0 in Ω − . Hence, J is strictly convex. 
Remark 2. We have
,
Denote by u k (u * ) the solution of the mixed boundary value problem (2.4)-(2.7) with the data g = g k (g * ). Then from Definition 2 of a weak solution in H 1 (Ω) we have and γ 3 (u * − u k ) = 0. Since g k converges to g * weakly, the right-hand side tends to zero when k → ∞. Thus, lim k → ∞ z (u * − u k , v) = 0. This, and the inequality (2.2), imply that u k converges weakly to u * in the H 1 (Ω) norm. As
The Conjugate Gradient Algorithm
The CGM for solving the Cauchy problem (1.1)-(1.3) based on minimizing the functional (2.11) reads as follows:
Step 1: Choose an arbitrary initial guess g 0 ∈ L 2 (Γ 2 ) , and set k = 0.
Step 2: Solve the direct problem (2.4)-(2.7) with g = g k and determine the residual (2.15)
Step 3: Determine the gradient (2.13), i.e. r k = γ 2 p k , by solving the adjoint problem (2.10) with r = 0 and q = r k for the solution v = p k . Then calculate (2.16) where with the convention that β −1 = 0.
Step 4 Step 5: Increase k by one and go to Step 2. Note that in Step 2:
Hence Thus, we have in fact only two problems to solve at Steps 3 and 4 at every iteration, except for that to determiner 0 .
In practice, the data ϕ| Γ 1 ∪Γ 3 comes from practical measurement and is inherently contaminated with noise ε, as (2.18) In this case we replace ϕ by ϕ ε in (2.15). Since the Cauchy problem is illposed, the solution u k ε will become unstable as k → ∞. Therefore, in order to stabilize the algorithm, we choose to stop the CGM algorithm as suggested by the discrepancy principle, [21, 20, 23] , i.e. to regularize it, at the first iteration number k for which (2.19) where τ > 1 is a fixed number.
In the next section we describe the FDM for discretizing the Cauchy problem (1.1)-(1.3) in a rectangle using the CGM.
THE CAUCHY PROBLEM IN A RECTANGLE: FINITE-DIFFERENCE METHOD
Let X and Y be two positive constants and let
given such that the condition (2.2) holds. Consider the Cauchy problem 
A Variational Method and Approximations of a Cauchy Problem for Elliptic Equations
Here, are given functions. In the notation of Section 1,
Following the scheme in Section 2, to get an approximation to (3.1)-(3.4), we solve the mixed boundary value problem 
Grid Functions and Some of their Properties
We shall discretize (3.10),(3.5)-(3.8) by the FDM and prove that the solution of the discretized problem converges to the solution of the continuous one when
, 
.
, 0 0 = ∈ ϕ the step length tends to zero. Furthermore, we present the formula for the gradient of the discretized functional and in doing so, we follow the FDM for weak solutions, [7, 15, 18] .
To start with, we construct a grid in the rectangle Ω − by introducing the one-
We denote by Further, for interior points of the grid ω −
and for the two ends set 1 = h 1 /2( 2 = h 2 /2). Also we denote by h = (h 1 , h 2 ) and we say that h tends to zero if h 1 2 + h 2 2 tends to zero. For a grid function w defined on the grid ω − , sometimes we put the subindex h, i.e. w h to distinguish it from the continuous one. However, if there is no cause for a misunderstanding, we omit this subindex to simplify the presentation. For a grid function u defined on the grid ω − we use the standard notation and for grid functions u, v defined on ω − we introduce the following scalar products and norms
It is straightforward to verify the following results. To investigate the convergence of finite-difference scheme for weak solutions to (3.5)-(3.8) we need some interpolation processes. The first one is piecewise constant, namely for the grid function u h on ω − we define 
The second interpolation is piecewise linear. To introduce it, we diagonally divide each cell
the first with the vertices (x i , y j ), (x i , y j +1 ), (x i +1 , y j ) and the second with the vertices (x i , y j +1 ), (x i +1 , y j +1 ), (x i +1 , y j ). We define (3.12) We have the following results. 
Lemma 5. ([18, Lemma 5]) If a grid function
u h is bounded in the L 2 (ω − ) norm (H 1 (ω − ) norm, respectively), then û h is bounded in the L 2 (Ω) norm (H 1 (Ω) norm, respectively). Lemma 6. Let {u h } h be a sequence of bounded grid functions in L 2 (ω − ). Then if {û h } h converges strongly to a function u in L 2 (Ω), as h = (h 1 , h 2 )ũ hx (x, y) = u hx (i, j ), ũ hy (x, y ) = u hy (i, j ), x ∈ (x i-1 , x i ], y ∈ (y j -1 , y j ], i = 1, 2,..., K, j = 1, 2,..., L.
Lemma 8. Let w be a function in L 2 (0, X ) and define

Then
The proofs of these lemmata are similar to those in [15] , Chapter 6, Sections 6.3 and 6.4 and therefore, we omit them. , , , . 
A Variational Method and Approximations of a Cauchy Problem for Elliptic Equations
Discretization of the Mixed Boundary Value Problem
To find a finite-difference approximation to (3.5)-(3.8), we introduce a discrete analogue of (3.9) obtained by quadrature formulae (3.13) and
Here,
Note that these integrals are well-defined and if a, b and c are continuous, we can take a ij = a(x i , y j ), b ij = b(x i , y j ) and c ij = c(x i , y j ).
Using the summation by parts for the finite differences in (3.13), from Lemma 2 we obtain for any grid function v with v(0, j) = v(K, j) = 0, j = 0, 1, 2,…, L. It follows that u satisfies the system which is a finite difference approximation to (3.5)-(3.8).
We shall prove the existence and uniqueness of the solution of problem (3.14)-(3.17). In fact, from Lemmata 3 and 4 we conclude that there are positive constants M 2 and M 3 independent of h such that Proof. It follows from (3.22) and Lemma 5 that the sequence {û h } h of the piecewise linear interpolations of u h is bounded in H 1 (Ω). Therefore, there is a subsequence {û h i } h i which converges strongly to a function u(x, y) and the
A Variational Method and Approximations of a Cauchy Problem for Elliptic Equations subsequences of its partial derivatives {û
From Lemmata 6 and 7, the corresponding sequence of piecewise constant interpolations ũ h i (ũ h j x , ũ h k y ) converges strongly to u(x, y) (u x (x, y), u y (x, y)) in the L 2 (Ω) norm. To complete the proof we need to show that each term in (3.13) converges to the corresponding one in (3.9). Since, C 2 (Ω) is dense in H 1 (Ω), it is sufficient to consider the function v in (3.9) in this space and take the values of the grid function v h by assigning the values of v at the grid points (we note that we take only those v for which v (0, y) = v (X, y) = 0). It is clear that v h converges uniformly to v as h tends to zero. This implies that all the terms in (3.13) converge to the corresponding ones in (3.9). It means that u is a weak solution of the problem (3.5)-(3.8). As u is unique, every subsequence of {û h } h converges to the same function u. Hence, the sequence {û h } h itself converges to u.
Discretized Optimization Problem and its Convergence
Now we return to the problem (3.10), (3.5)-(3.8). We have discretized (3.5)-(3.8) by (3.14)-(3.17) (or (3.9) by (3.13)). We use the following approximation to J:
where u h (ψ h , g h ) is the solution of the problem (3.14)-(3.17). Thus, from the continuous problem (3.10), (3.5)-(3.8) we obtain the discretized version (3.23), (3.14)-(3.17). We shall provide a formula for the gradient of J h (g h ) and prove that an interpolation of the solution to (3.23), (3.14)-(3.17) converges to the solution of (3.10), (3.5)-(3.8). 
Theorem 4. The function (3.23) is twice differentiable and its first and second derivatives have the form
Here, p h is the solution of the adjoint problem (L
, , , , .
We see that u h (0, δg h ) also solves the variational problem (3.38)
From the adjoint problem (3.26)-(3.29) we have Suppose that for a grid ω by some numerical method we find the approximate
and a grid function g h such that (3.40) where the non-negative ε h tends to zero as h tends to zero. Since the problem under investigation is ill-posed, g h can be found by some regularization method such as the regularized CGM described in subsection 2.3. Proof. To prove the theorem we need the following results. 
Theorem 5. Suppose that the coeffcients a, b and c have the properties that
a -ã h  L ∞ (Ω) ,b -b h || L ∞ (Ω) and ||c -c h || L ∞ (Ω) tendLemma 9. Let g ∈ L 2 (0, X ) andJ g J g u u h h L X h h ( ) ( )(, ) ( , ( , )− = ⋅ − − 1 2 0 2 0 2 ϕ ψ g g h hL h X )(, ) ( , ) ⋅ − ≤ 0 2 1 2 ϕ 1 1 2 0 2 1 0 2 u L h (, ) ( , ) ⋅ − + ϕ 1 1 2 0 0 2 1 u u g L h X h h h h (, ) ( , )(, )( , )⋅ − + ⋅ − ϕ ψ ϕ L L h X L u 2 1 0 ( , )(, ) ( )× ⋅ − ϕ ( , )(, ) h X h h h h L h X u g − ⋅ − ψ ϕ (, )( , )≤ ⋅ − 1 2 0 2 1 0 2 u L h ϕ(, ) ( ( , )+ ⋅ − + 1 2 0 2 1 u u L h X h ϕ ψ ψ ϕ h h h L h X g , )(, ) ( , ) ⋅ − ( ) 0 2 1 (, ) ( , )(, ) ( , ) × ⋅ − ⋅ + u u g h h h L h X 0 0 2 1 ψ ϕ − − ( ) ϕ h L h X 2 1 0 ( , ) → J g h u g i i u h h h h h h i K ( ) ( , )( , ) ( ) = − = = − ∑ 1 2 1 1 2 0 1 2 ψ ϕ h h h h h h X g x dx ( , )( , ) . ψ ϕ 0 2 1 − ∫ J g J g as h h h ( ) ( ) , . − → → 0 0 g i h g x dx i K h x x i i ( ) ( ) , , , , . = = − + ∫ 1 0 1 1 1 1 … lim .
Lemma 10. For a grid function g h we have
Proof of the lemma. As in the proof of Lemma 9 we have Let us show that 
. Further, Due to Lemma 8, the right hand side of the last inequality tends to zero, as h tends to zero. Thus, it follows that tends to zero, as h tends to zero.
Similarly, as h tends to zero.
Using again Lemma 8 we obtain
. v h L h X 
A Variational Method and Approximations of a Cauchy
Problem for Elliptic Equations
It follows that
On the other hand for any h there is a g h such that
In virtue of Lemma 10, there is another h To warrant that the method of boundary elements works, we additionally assume that for n = 2, cap(Γ) ≠ 1, i.e. Ω has the property: If
Now we have the following boundary representations for u and ∂ ν u on Γ (smooth)
Hence, using the boundary conditions (2.5)-(2.7) into (4.3), we get the following system (4.4) where the subscripts in D jk , etc., mean integration over Γ j and evaluation on Γ k .
If we substitute in (4.4), γ 1 u = U 1 + lϕ, γ 2 u = U 2 + lϕ, and γ 3 ∂ ν u = G + lg with arbitrary extensions lϕ ∈ H 1/2 (Γ) and lg ∈ L 2 (Γ) such that γ 3 lϕ = ϕ, γ 1 lg = ψ, γ 2 lg = g, then we obtain a system of boundary integral equations (4.5) Here KΓ 3 , for example, denotes integration over Γ and evaluation on Γ 3 . As 
. 
. In fact, this assertion is straightforward due to the convergence property of the BEM. The remaining part of the proof is only a repetition of that of Theorem 5.
NUMERICAL RESULTS AND DISCUSSION
The numerical discretisation of the boundary integral, see (4.3), (5.1) is performed using a classical BEM with uniform constant boundary elements, [25] .
In order to illustrate the performance of the CGM described in subsection 2.3, we consider an analytical benchmark test example given by (5.2) which satisfies the Laplace equation (4.1) in the unit circle domain Ω = {(x 1 , x 2 ) |x 1 2 + x 2 2 < 1}. We take
The input Cauchy data (1.2) and (1.3) on Γ 1 are obtained from the analytical solution (5.2). For this example, the BEM with 320 boundary elements for solving the direct problem (2.4)-(2.7) with g given from (5.2), yields ε = 8.6 × 10 -5 in (2.18). For this amount of noise, the CGM was stopped after only 3 iterations starting from the initial guess g 0 = 0, according to the stopping criterion (2.19). The numerical results for the boundary solution u| Γ 2 and its normal derivative ∂ ν u| Γ 2 ∪Γ 3 are shown in Figures 1a and 1b , respectively, in comparison with the corresponding analytical solutions derived from (5.2). From these figures it can be seen that reasonably accurate and stable numerical solutions for both the boundary function and its normal derivative are obtained. Some inaccuracies revealed in Figure 1b at the 'corners' Γ − 2 ∩Γ − 3 , due to the constant BEM approximation, can be further improved if one uses a linear BEM approximation. Once the values of u and ∂ ν u are accurately obtained over the whole boundary Γ, the integral equation (4.2) can be used to determine explicitly the interior solution u| Ω . Very good agreement between the exact and numerical interior solutions for u| ∂B 2 (0,0.5) on the boundary ∂B 2 (0, 0.5) of a circle of radius 0.5 can be observed from Subsection 2.3) at each iteration while three direct problem solutions are required in general. The iterations are stopped according to the rule (2.19) in order to stabilize by regularization the numerical solution. The Cauchy problem is discretised using both the FDM (Section 3) and the BEM (Section 4). Notably, we proved that the solution of the discrete functional (obtained by using the FDM or the BEM) direct and adjoint problems converges to the minimum of the corresponding continuous one, as the mesh size tends to zero. Similar conclusions are expected to hold for the finite element method (FEM) also. The numerical implementation performed in Section 5 illustrates that the CGM-BEM algorithm produces an accurate and stable numerical solution. A similar analysis can be performed for the Lame system in elasticity by extending our previous work [19] . Future work will be concerned with the extension of the proposed algorithm for solving Cauchy problems for parabolic linear partial differential equations.
