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Abstract
The transport properties of an electron gas with reduced dimensionality are domi-
nated by the electron’s wave nature. This allows to observe various quantum effects,
such as quantum interference.
In the first part of this thesis etched quantum rings and one-dimensional (1D)
constrictions, based on AlxGa1-xAs/GaAs heterostructures, are investigated with
respect to their transport properties. Thermal noise measurements in equilibrium
show that the expectation value agrees with the noise spectra of all 1D constrictions
but is exceeded by up to 60 % for the noise spectra of all quantum rings.
Noise measurements in thermal non-equilibrium reveal that the heat flow can
be switched on and off for a quantum ring by a global top-gate. The measured
magnetoresistance of the quantum rings shows oscillations that are attributed to
the Aharonov-Bohm effect. The observability of these oscillations strongly depends
on the cooling process of the sample and the oscillations show indications of a beating
as well as phase rigidity.
In the second part of the thesis the surface states of exfoliated Bi2Se3 microflakes
are studied. For microflakes that show a metallic temperature dependence of the
resistance weak anti-localization is observed. This observation suggests that the
magnetoresistance is a result of layered transport of 2D channels in the bulk rather
than just the surface 2D channels. A microflake with semiconducting characteristics
does not show indications of such a 2D layered transport and its magnetoresistance
is considered to be carried by the 2D surface states only.
i
Kurzzusammenfassung
Die Transporteigenschaften eines Elektronengases mit reduzierter Dimensionalität
werden von den Welleneigenschaften der Elektronen bestimmt. Dies ermöglicht es,
verschiedene Quanteneffekte, wie Quanteninterferenz, zu beobachten.
Im ersten Teil dieser Arbeit werden geätzte Quantenringe und eindimensionale
(1D) Verengungen, basierend auf AlxGa1-xAs/GaAs-Heterostrukturen, hinsichtlich
ihrer Transporteigenschaften untersucht. Messungen des thermischen Rauschens
im Gleichgewichtszustand zeigen, dass der Erwartungswert mit den Rauschspektren
aller 1D Verengungen übereinstimmt, jedoch um bis zu 60 % bei allen Quantenringen
überschritten wird.
Rauschmessungen im thermischen Nichtgleichgewicht ergeben, dass der Wärme-
fluss in Quantenringen mithilfe einer globalen Steuerelektrode (Topgate) an- und
ausgeschaltet werden kann. Die magnetische Widerstandsänderung der Quanten-
ringe zeigt Oszillationen, die dem Aharonov-Bohm-Effekt zugeordnet werden. Die
Beobachtbarkeit dieser Oszillationen hängt stark von dem Abkühlvorgang der Probe
ab und die Oszillationen zeigen Hinweise auf ein Schwebungsmuster sowie auf Phasen-
starre.
Im zweiten Teil der Arbeit werden die Oberflächenzustände von exfolierten Bi2Se3
Mikroflocken untersucht. Für Mikroflocken mit metallischen Temperaturabhängig-
keiten des Widerstandes wurde schwache Anti-Lokalisierung beobachtet. Diese
Beobachtung deutet darauf hin, dass sich die magnetische Widerstandsänderung
weniger ausschließlich aus den 2D Oberflächenkanälen als vielmehr aus einem ge-
schichtetem Transport von 2D Kanälen im Volumenkörper zusammensetzt. Eine
Mikroflocke mit halbleitenden Eigenschaften zeigt keine Hinweise auf solch einen
geschichteten 2D Transport und es wird angenommen, dass ihre magnetische Wider-
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At the beginning of the 19th century Thomas Young was the first who demonstrated
the wave-like nature of light in an interference experiment [1], that is known as the
double-slit experiment nowadays. In the subsequent century Max Planck’s solution
of the black body radiation problem, known as Planck’s law, introduced the energy
quantum of electromagnetic radiation. The idea of considering light as quantum
enabled Einstein later to explain the photoelectric effect for which he was awarded
the Nobel Prize in physics in 1921. The theory of light being a particle and a wave
at the same time led to the wave-particle duality. The hypothesis of Louis-Victor de
Broglie, which claims that this duality is a property of all matter, was made in 1924
and was later verified for electrons by the two independent experiments of Thomson
and Davisson, which was awarded with the Nobel Prize in physics for all of them.
Together with the works of various other physicists, such as Erwin Schrödinger [2],
a new branch in physics, the quantum mechanics, was created as expressed in the
Copenhagen interpretation in 1927 [3].
Quantum mechanics treats both, particles with and those without mass as waves
whose position and momentum are described with a density probability function
[4, 5]. This allows particles to interfere with each other and with themselves, as
demonstrated for electrons in the Aharonov-Bohm effect [6], the weak localization
(WL) effect [7, 8] and in the weak anti-localization (WAL) effect [9]. In addition,
physical properties become quantized at low energy and atomic length scales. Ex-
amples for this are the possibility to reduce the dimensionality of an electron gas
[10] and the observation of the quantization of the electrical conductance in one-
dimensional electron gases [11, 12].
Modern epitaxy methods, such as the molecular beam epitaxy [13], enable the
growth of single crystalline semiconductor layers with atomic precision. This allows
the creation of III-V semiconductor heterostructures [14] that confine the spatial
movement of electrons to two dimensions in the conducting channel and that serve
as base for various electronic devices [15]. The usage of the binary compounds
AlAs and GaAs has proven to result in the highest electron mobilities among III-V
semiconductor heterostructures [16, 17] due to their lattice constants that deviate
by less than 1% from each other. By electron beam lithography and subsequent
nanopatterning of the channel the dimensionality can be further reduced to one
dimension.
The two-dimensional electron gas that is provided at a semiconductor heterojunc-
tion was used by Klaus von Klitzing, who discovered the quantum Hall effect in 1980
[18]. The quantum Hall state represents a system where electrons propagate dissipa-
1
2tionless along edge channels, whereas the bulk remains electrically non-conducting.
The band structure of a quantum Hall state is closely related to the field of topo-
logical insulators [19, 20, 21, 22], where the electric current is carried exclusively by
electrons that occupy the topologically non-trivial surface states. Due to the helical
movement of the electrons in these edge states topological insulators are excellent
candidates for the development of spintronics, i.e. spin-based electronics. Moreover,
the realization of a solid-state quantum computer [23] is expected to be achievable
by combining properties of topological insulators and superconductors.
The subject that deals with the above-mentioned quantum effects is referred
to as mesoscopic physics and closes the gap between the macroscopic world, i.e.
the bulk, and the microscopic world that deals with the atomic scale. One aim of
mesoscopic physics is to use quantum effects in low-dimensional devices and circuits
[24, 25, 26]. The realization of such quantum devices relies on the capability to
detect and manipulate quantum states, such as the phase coherence length. This is
a measure of the length over which an electron keeps its initial phase information
and is therefore a crucial property for observing quantum interference.
In this thesis two material systems, AlxGa1-xAs/GaAs and Bi2Se3, are inves-
tigated with respect to their low-dimensional transport properties. Both systems
allow to study the phase coherence of electrons. In the case of AlxGa1-xAs/GaAs
this can be done by means of the Aharonov-Bohm effect and in the case of Bi2Se3 by
WAL due to strong spin-orbit coupling. Both methods are based on the interference
of electrons and require the measurement of the magnetoresistance. One question
in this thesis is whether this interference can be studied in the absence of magnetic
fields when the noise of the interferometer is studied. A further question concerns
phase rigidity that is known to occur in symmetric devices. This effect describes
the inability of electrons in a given system to change their phase by values other
than 0 or pi. It is tested whether the phase rigidity can also occur in an asymmetric
device when the measurement setup is kept symmetric. Since the phase coherence of
electrons is sensitive to temperature, the third question is how heat flow evolves in a
network of 1D waveguides in the presence of a temperature gradient. The last ques-
tion is motivated from recent evidences of layered 2D transport in a Bi2Se3 crystal
[27]. It is studied whether similar evidences can be found in interference phenomena,
such as WAL in Bi2Se3 microflakes. The outline of the thesis is as follows:
In the 2nd chapter the physical concept of low-dimensional transport is intro-
duced. Subsequently, the diffusive and the ballistic transport regime are studied
together with their corresponding length scales. The Landauer-Büttiker formalism
is outlined along with the one-dimensional ballistic transport and the model of the
quantum point contact. After an introduction to the quantum Hall and Shubnikov-
de Haas effect the main models of electrical noise, predominantly thermal noise, are
presented. At the end of the chapter the underlying theory of the Aharonov-Bohm
effect, the WL effect and the WAL effect is treated.
The 3rd chapter deals with the properties of the two studied material sys-
tems and with the preparation of the samples that are used in this thesis. First,
the functionality of AlxGa1-xAs/GaAs heterostructures is presented and explained.
Second, the fabrication of the AlxGa1-xAs/GaAs-based devices, processed at the
Ruhr-Universität Bochum by the group of Prof. Dr. Andreas Wieck, Prof. Dr. Dirk
Reuter and by Dr. Sven Buchholz, is explained. Subsequently, the concept of topo-
3logical insulators is introduced and the exfoliation and lithographic processes of the
investigated Bi2Se3 are shown.
Chapter 4 introduces the measurement setups that are used in this thesis. First,
the cryogenic techniques are presented. Furthermore, the two-point and four-point
measurement setups for the electrical characterization of the AlxGa1-xAs/GaAs- and
Bi2Se3-based devices are presented.
The electrical characterization of the AlxGa1-xAs/GaAs-based devices is shown
in chapter 5. This includes the determination of the effective mass by evaluating
Shubnikov-de Haas oscillations, the measurement of the two-point quantized con-
ductance as well as subband spectroscopy. In addition, a measurement method is
presented that serves as alternative approach of the subband spectroscopy and im-
proves the reliability of the deduced parameters.
The noise characterization of the AlxGa1-xAs/GaAs-based devices is presented
in chapter 6. The thermal noise is measured for 1D constrictions and quantum
rings. The correlation of noise sources is taken into consideration in an attempt to
explain a fraction of the thermal noise that exceeds the expectation value.
In chapter 7 the heat flow in a quantum ring is investigated out of thermal
equilibrium in terms of thermal noise measurements. This yields important infor-
mation for interferometer devices since the phase coherence length depends on the
temperature. A model that is based on the Wiedemann-Franz relation is presented
and provides an explanation for the distribution of the heat flow in the quantum
ring. At the end of the chapter results from wave packet simulations, performed by
Dr. Christoph Kreisbeck and Dr. Tobias Kramer, are compared with the experimen-
tal findings.
In chapter 8 interference experiments of the quantum rings are presented. Mag-
netoresistance oscillations, interpreted as Aharonov-Bohm oscillations, are found to
highly depend on the cooling process of the device and are investigated with respect
to their phase evolution in the presence of an electric field.
In chapter 9 the results of the temperature-dependent resistance R(T ) and the
magnetoresistance R( ~B) of Bi2Se3 microflakes are presented. The microflakes show
metallic R(T ) characteristics and a cusp in the magnetoresistance. The cusp can
be attributed to WAL in terms of the Hikami-Larkin-Nagaoka model if the trans-
port by layered parallel conducting 2D systems is considered. No signs of layered
transport are found for a microflake with semiconducting R(T ) characteristics when
evaluating its cusp in the magnetoresistance.
Chapter 10 gives a summary of the experimental results and the according
interpretations. At the end of this chapter suggestions are given for further steps
concerning the AlxGa1-xAs/GaAs quantum rings and the Bi2Se3 microflakes.
Chapter 2
Properties and realization of
low-dimensional electron systems
In this chapter the theoretical basics of some important aspects in mesoscopic physics
will be introduced in a short version. This includes the properties of low-dimensional
electron systems, characteristic length scales and transport regimes. The focus will
lie on the ballistic transport regime, where the transport properties are dominated by
the scattering at the sample boundaries rather than the scattering from impurities.
Important quantum effects that result from ballistic transport are the quantization of
the electrical conductance and the interference of electron waves in one-dimensional
(1D) quantum rings. For a deeper insight into the following topics additional liter-
ature [28, 29, 30, 31, 32] is recommended.
2.1 Properties of low-dimensional electron gases
Electrons in a conductor can propagate in any spatial direction if no confining po-
tentials Vc are present. The freedom of motion is connected to the availability and
separation of the energy states that can be occupied by conduction electrons. Since
an electron is a fermion, i.e. a particle with spin 1/2, the Pauli-principle prevents two
electrons with the exact same set of quantum numbers to occupy the same energy
state E. The time-independent Schrödinger equation describes the system for a state









Ψ~k(~r) = EΨ~k(~r). (2.1)
In Eq. 2.1 the effective-mass approximation is used, where the electron is described
as Bloch wave in the presence of a periodic lattice potential Vlat. In order to take
account for the interaction of the electron with Vlat, the electron is considered to have
an effective mass m∗e that is changed compared to its rest mass m0. Typically, the
effective mass is a tensor and depends on the direction of the electron’s movement in
the crystal. In the case of parabolic conduction bands the effective mass of electrons
becomes a scalar. The material systems GaAs and Bi2Se3 both have a parabolic
conduction band. Therefore, electrons in the conduction band of these material
systems have isotropic effective masses.
4
5The corresponding wave function is Ψ~k(~r) = exp(i~k~r) and the quasi-continuous





A characteristic quantity that describes the transport properties of an electron is
the density of states (DOS) D(E) = gsgvV −1dN(E)/dE with the number of en-
ergy states N(E) in an energy range dE and volume V of the crystal. The spin-
degeneracy gs for fermions is 2 and the Valley degeneracy gv equals 1 for direct






and changes as the electrons become confined to lower dimensions. In a macroscopic
conductor the energy levels are quasi-continuously distributed. The smaller the size
of the conductor, i.e. the smaller the confining potential Vc, the more the energy
levels are separated from each other. The energetic separation of the energy levels
is high enough to enable the observation of quantum effects if the size of Vc along a
certain dimension is comparable to the de Broglie-length λ = h/p of the conduction
electrons [32]. Since the transport properties are dominated by the electrons that
are close to the Fermi energy EF, this wavelength becomes the Fermi wavelength
λF. In this case, Vc leads to the reduction of the dimensionality of the electron.
The following sections are about the transport properties of electrons in two-
dimensional (2D) and one-dimensional (1D) electron gases and about experimental
techniques to reduce the dimensionality of electron gases.
Two-dimensional electron gases
In the following it is assumed that Vc confines the electron in the z-direction, i.e.
the energy levels in the z-direction are quantized. This prevents the electron from
moving in the z-direction and restricts the propagation of the electron wave to the
x- and y-direction. The corresponding wave function can be separated into the
x, y-part and the z-part with
Ψ~k(~r) = Ψkx,ky(x, y) ·Ψj(z) = ei(xkx+yky) ·Ψj(z) (2.4)




+ Ej(0, 0), (2.5)
where Ej(0,0) appears in quantized values. In three dimensions the occupied states
in momentum space, i.e. k ≤ kF, form a Fermi sphere at T = 0 K, which becomes






Θ[E − Ej(0, 0)]. (2.6)
The sum over the Heavyside functions∑j Θ[E−Ej(0, 0)] takes into account that each
occupied energy level contributes m∗e/pi~2 to the density of states D2D. However,
the contribution of each subband does not depend on the energy E. In Fig. 2.1 b)
it becomes clear that D2D(E) is a staircase function that is enveloped by the DOS
in three dimensions D3D(E).
6One-dimensional electron gases
Modifying the confinement potential Vc so that the energy levels are quantized in
a further direction causes the electron to be restricted to forward and backward
movement in the remaining dimension. It is now considered, that the x-direction
is the only one with energy levels that are quasi-continuous. This causes the wave
function to become
Ψ~k(~r) = Ψkx(x) ·Ψm(y)Ψj(z) = ei(xkx) ·Ψm(y)Ψj(z) (2.7)
with j,m ∈ N as the index of the quantized energy levels that are created in the y-





Here, Ejm(0) describes the combination of the energies, stemming from the energy
quantization in y- and z- direction. The density of states for the one-dimensional










Θ(E − Ejm). (2.9)
In momentum space the values of k that satisfy k ≤ kF form a Fermi segment and
D1D(E) becomes higher around the energies Ejm, as depicted in Fig. 2.1 c).
Zero-dimensional electron gases
In the case, that Vc causes the electrons to be confined in all spatial directions, the
corresponding energy levels do not have continuous contributions anymore and take
the form Ejml = Ej(0, 0) + Em(0, 0) + El(0, 0). The discrete nature of the energy




δ(E − Ej,m,l), (2.10)
as depicted in Fig. 2.1 d). In semiconductor physics this system is referred to as
’Quantum Dot’ (QD) or ’artificial atoms’, due to the similarity to the atom’s energy
states in the Rutherford-Bohr model.
In this thesis the focus will be on 2D and 1D systems, whose experimental
realization will be described in the following sections.
7Figure 2.1: Schematic of the energy states of the Fermi energy in momentum space
(left) and the corresponding energy-dependent density of states in 3, 2, 1 and 0
dimensions (right). a) In three dimensions the energy states form a Fermi sphere
in momentum space. The density of states has a square-root dependence on the
energy. b) In the two-dimensional case the energy states with the Fermi level form a
Fermi surface in momentum space and the density of energy states follows the three
dimensional density of states in quantized steps. c) In the one-dimensional system
the density of states forms a Fermi segment and becomes concentrated around the
quantized energy levels of the systems and condenses into δ-functions in the zero-
dimensional case in d).
82.2 Ballistic 1D transport
In the previous section it was shown that the energetic separation of energy levels
of an electron gas increases as the dimensionality of the electron gas is reduced. If
the potential wells have a width that is comparable to the Fermi wavelength λF
of the electron gas, it is possible to observe quantum effects in electrical transport
measurements. In the following sections further characteristic length scales will
be presented that have an impact on the transport properties of electrons that
propagate in the low-dimensional regime.
Characteristic length scales and transport regimes
The diffusive transport regime is typical for macroscopic conductors and is char-
acterized by electrons that scatter inelastically and elastically with other particles
or quasi-particles. An inelastic scattering event is always accompanied by an ex-
change of energy and momentum between the scatterers. In order to enable an
exchange of energy a dynamical, i.e. time-dependent scattering potential, such as
that of phonons, is required. In contrast, elastic scattering events may lead to a
change in momentum but conserve the energy of the scatterers, which means that
the associated scattering potentials are static, i.e. time-independent. Between two
in-/elastic scattering events the electron travels in average the in-/elastic mean free
path lin/le during the scattering time τin/τe. Since electrons with the Fermi energy
EF dominate the electrical transport, the relations le = vFτe and lin = vFτin hold.
According to the Matthiessen rule
τ−1 = τ−1in + τ−1e (2.11)
an overall scattering time τ can be calculated from scattering events that are inde-
pendent from each other. In the diffusive transport regime the in-/elastic mean free
path is small compared to the size of the conductor Lx,y,z, i.e. the relation lin  Lx,y,z
or le  Lx,y,z is fulfilled. This allows the application of the semi-classical Boltzman
equation to describe the electrical transport.
In contrast, when the conductor’s dimensions become smaller than lin and le
the transport properties are dominated by the sample boundaries. In this case the
electrons are in the ballistic transport regime [33, 31], which typically occurs for
mesoscopic and microscopic systems such as 1D conductors at low temperatures,
where the remaining dimension with quasi-continuous energy levels satisfies lin, le 
Lx. In this regime the wave characteristics of the electrons become important. The
electrical transport is then described by the Landauer-Büttiker formalism [34, 35],
see Sec. 2.2. If the dimensions of a system are in an intermediate state, such as
lin, le < Lx but e.g. lin, le > Ly, it is in the quasi-ballistic transport regime, where
impurity and boundary scattering are equally important. In this regime, quantum
effects can still be observed.
However, phase-related effects of electron waves may only be observed in the
phase coherent transport regime. The phase coherence length lϕ is the average
length over which an electron keeps its initial phase until it is lost e.g. due to
inelastic scattering events. Other descriptions for lϕ are phase-relaxation length and
phase-breaking length. Whereas elastic scattering events conserve the electron’s
phase, inelastic scattering events lead to a statistical distribution of the electron-
phase and are therefore considered to act as ’dephasing’. In contrast, scattering
9with magnetic impurities can be elastic or inelastic and leads to dephasing in both
cases [36]. It must be mentioned that even after being elastically scattered, the
energy of an electron may change according to ∆E ≈ ~/τ with τ being the average
lifetime of the electron’s energy state [7]. This simply means that dephasing also
occurs after sufficient elastic scattering events. Assuming lin > le, which is justified in
pure materials and metallic-like systems, such as AlxGa1-xAs/GaAs heterostructures
at low temperatures, the phase coherence length typically satisfies lin ≥ lϕ > le.
Since multiple elastic scattering events happen before the phase is lost, lϕ and its
associated phase coherence time τϕ are related to each other by the diffusion constant




rather than by the Fermi velocity vF. The diffusion constant D = vFle/d depends on
the dimensionality d of the system. Eq. 2.12 determines the actual phase coherence
length at low temperatures. In the ballistic transport regime Eq. 2.12 becomes
lϕ = vFτϕ.
At non-zero temperatures electrons have access to an energy range of about
∆E = kBT that differs from their energy-state at T = 0. Since electrons close to
the Fermi energy participate in transport, the energy range is therefore EF ± kBT .
One electron with EF will approximately propagate coherently with an electron of
energy EF + kBT , despite their different wavelengths, before they both lose their






In the ballistic approach Eq. 2.13 becomes lT = ~vF/kBT , which can easily be
derived by considering the corresponding characteristic scattering time τT = lT/vF
and the Heisenberg uncertainty τT∆E ≥ ~ with ∆E = kBT . Both the phase
coherence length lϕ and the thermal length lT are an upper limit for the sample’s
geometric parameters that must not be exceeded in order to enable phase coherent
transport. The phase coherent transport regime is the basis of interference effects,
which will be discussed in Sec. 2.4.
Quantization of conductance
In the previous section the ballistic transport regime was introduced, where the
sample geometry is smaller than the average scattering lengths le and lin of electrons
in this sample. It was already mentioned that in a system, where no scattering
occurs, the electrical resistance should be zero. In ballistic 1D conductors, however,
it was found that the resistance adopts values of R = h/2e2N with N being an
integer number that is given by the number of occupied energy levels of the 1D
constriction. The reason for that is explained in the following by considering an 1D
conductor that is connected to electron reservoirs ’source’ and ’drain’, as depicted
in Fig. 2.2 a).
In the Drude model the current density ~j comprises the electron density n and the
electron velocity ~v in the form ~j = −en~v. For a 1D conductor with a single occupied
10
energy level with index j this can be expressed as
I1D, j = en(E) · v(E) = e
∫ ∞
0




D1D(E)f(E, µd) · v(E)dE
(2.14)
with the chemical potentials µd and µs that lead to the voltage Vsd = (µs − µd)/e
between the source and drain contact. Note that in 1D systems the current density
and the current are identical. Here, the voltage Vsd is assumed to be small compared
to the Fermi energy EF. This allows to set f(E,µs) ≈ f(E,EF) ≈ f(E,µd). Note
that the Fermi energy is defined only at T = 0 K. For higher temperatures the
concept of the electrochemical potential is typically applied. However, in this thesis
the term ’Fermi energy’ will be used to describe systems at T = 0 K and at T > 0 K.







can be approximated as Θ(EF−E) at low temperatures T → 0 and within the limit
µd ≤ E ≤ µs. With the velocity ~v(E) = ~−1 · dE/dk the Eq. 2.14 then becomes

















The electrical conductance G = I1D, j/Vsd then becomes G = 2e2/h for one occupied
energy level of a 1D conductor. The inverse conductance R = G−1 = h/2e2 is the
resistance that stems from a single mode of an 1D conductor. So far, we assumed
that electrons are able to perfectly transmit through the 1D conductor. However,
this is not necessarily the case in 1D constrictions, and electrons have a certain
probability T to transmit through the 1D constriction or to be reflected back into
the reservoir with the probability R = 1− T . This is the principle of the Landauer
formalism [38, 39], which is extended to multi-terminal devices by Büttiker [40, 35].
Landauer-Büttiker formalism
In the Landauer-Büttiker formalism electrons are considered as waves that each need
to occupy a certain energy mode (also called ’subband’) in order to participate in the
electrical transport. Again, consider two electron reservoirs with quasi-continuous
energy modes that are connected to each other by a 1D region, as shown in Fig.
2.2 a). The limited number of energy modes in the 1D region allows few electrons
with according energies to pass from one electron reservoir to another, see Fig. 2.2
b). In the absence of tunneling all other electrons are not able to participate in
the electrical transport through the 1D region. The resistance that stems from this
mechanism can be considered as a contact resistance Rc between 2D and 1D regions.
A second contribution to the resistance stems from a barrier that is considered to
be located in the 1D region. Whereas the 1D region is defined as ideal, i.e. no
scattering occurs, the barrier represents a scattering region for incident electron
waves. This mechanism is described with the electron’s transmission probability
Tα,β = |tα,β|2 to propagate from the mode α in the source reservoir to the mode β in
the drain reservoir. Here, tα,β describes the corresponding transmission amplitudes.
In the absence of channel mixing the transmission probability can be formulated for
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one subband with index j as Tj = |tj|2. Therefore, the second contribution to the
resistance RT stems from a probability of incident electron waves to be scattered
back into the electron reservoir at the scattering barrier. The current through the
1D conductor I1D is the sum of the currents I1D, j that are carried by N subbands.


















where the factor 2 accounts for the spin degeneracy of the energy modes. In the
last step the transmission probability is assumed to be energy independent, which
is reasonable in the limit eVsd  ∆Ej,j+1, whereas ∆Ej,j+1 describes the energy
separation of the 1D energy modes j and j + 1. The electrical conductance G =







Figure 2.2: Schematic of two electron reservoirs that are connected to each other by
an 1D region. a) The 1D region consists of 1D leads, that are ideal, i.e. scattering
does not occur. A barrier in the middle of the 1D region acts as scatterer for incident
electrons that can transmit the barrier with the probability T or be reflected with
the probability R = 1− T otherwise. b) The energy levels in the electron reservoirs
’source’ and ’drain’ are quasi-continuous. In contrast, the energy levels in the 1D
region are quantized, which allows only few electrons with according energies to
transmit from ’source’ to ’drain’ through the 1D region.
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which is known as the Landauer formula. In the absence of scattering, i.e. in the






The electrical resistance that comprises the contributions Rc and RT is given as








for a single 1D mode with transmission probability T . In the ballistic transport
regime with T → 1 the resistance is R = h/2e2 and reproduces Eq. 2.19 if divided
by N for multiple modes. In contrast, the resistance of the 1D region RT vanishes,
as expected and experimentally demonstrated [41] for a system where no scattering
occurs.
Four-point resistance in the Landauer-Büttiker picture
In the last section the transport of electrons was described in terms of transmis-
sion probabilities through a 1D constriction in a two-terminal case. Büttiker [35]
expanded this formalism to the multi-terminal case, which will be introduced now
in a short version. One of Büttiker’s aims was to find an expression for the four-
point resistance of a sample using the same formalism. In the following a device is
considered that consists of a sample, e.g. a quantum ring as in the original work
of Büttiker [35], that is connected by a number n of ideal 1D leads to an electron
reservoir by each lead. The reservoirs have the chemical potentials µ1, µ2, µ3... µn.
Again, the transmission of the electrons through the quantum ring is expressed in
terms of a transmission probability Tij to propagate from lead i to lead j. In the
picture of Büttiker the transmission probabilities are Tij(B) = Tji(−B) in the pres-
ence of a magnetic field due to current conservation and time-reversal invariance.
The current Ii in the lead i comprises the current that comes from lead i and is
scattered back into lead i with the probability Tii and the current that comes from








with the energy range ∆µi = µi − µ0 and ∆µj = µj − µ0 that is given relatively
to a reference energy µ0. The transmission probabilities in Eq. 2.21 are the matrix
elements of a transmission matrix T which establishes a link between the current
in one lead an the applied voltage with Ij = 2e2/h · TijVj. Hence, this transmission
matrix can be interpreted in terms of the electrical conductance. Accordingly, the
inverse of this matrix T −1 can be understood as the resistance. The four-point
resistance is defined as Rij,kl when the current flow from lead i to lead j and the
voltage is measured between the contacts k and l. In this case the currents are
Ii = −Ij and Ik = Il = 0. Following the calculations from Büttiker [35], the four-







Here, D refers to a 3× 3 subdeterminant of the matrix T .
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Experimental realization of 1D constrictions
The 1D constriction that is described in the previous section is created by a confining
potential. This potential can be achieved experimentally in various ways. Some
of the most common techniques are the split-gate technique [42], where two gate
electrodes on top of the device create a confining electric potential; and the in-plane
technique [43], where gate electrodes in the plane of the 2DEG create the confining
potential. Another technique is to apply the etching procedure to a 2DEG, as
described in chapter 3. A top-gate or back-gate enables to control the Fermi energy
in the etched constriction and to populate or depopulate the subbands. In order to
allow ballistic transport, the length of the constriction must not exceed the mean free
path of the charge carriers, but should be long enough to avoid tunneling through
the constriction. Tunneling of electrons may lead to a deviation of the expected
conductance plateaus of the 1D region [44]. The resulting 1D constriction is referred
to as quantum wire if the length l of the constriction is larger than its width w and
is called quantum point contact (QPC) if l ≤ w.
In the following the focus will be on the QPCs, since the occurrence of quan-
tum effects, e.g. the conductance quantization, is typically more distinct in shorter
constrictions since scattering is less likely to occur. The transition from electron
reservoir to QPC must not be abrupt (wide-narrow-wide geometry) in order to
avoid additional scattering and resonances in the 1D constriction. The transition
length should be comparable to the Fermi wavelength λF, i.e. it should be ’adia-
batic’. In adiabatic constrictions each subband contributes to the transport indepen-
dently from other subbands due to the absence of inter-mode scattering [45] . The
saddle-point potential is a well-suited model to approximately describe the potential
landscape of a QPC (see Fig. 2.3)











with the frequencies ωx and ωy that characterize the curvature of the saddle-point
potential [46]. Whereas ωy describes the confining potential, ωx is the barrier of
the QPC. The ratio ωx/ωy can be considered as an indicator for the visibility of
the QPC’s conductance plateaus and should be at least 1. Around the saddle-point
(x,y) = (0,0) the eigenstates of the parabolic potential are
Ej = E0 + ~ωy(j − 12), (2.24)
Figure 2.3: Schematic of the saddle point potential of a quantum point contact.
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according to the eigenstates of a harmonic oscillator. It is possible to deduce the
separation ∆Ej,j+1 = ~ωy of the equidistant energy levels of the QPC by using a
technique that is explained in the next subsection. Since ωx acts as measure for




1 + exp(−pi · n) (2.25)
with n = 2[E − ~ωy(n + 1) − V0]/~ωx. An increasing value of ωx leads to a more
shallow increase of G(EF). In experiments EF is changed by an applied gate voltage















as in [46]. Here, γ = ~ωy/e∆Vg describes the gate efficiency, which is the ratio of
the subband spacing ~ωy to the gate voltage ∆Vg that is required to populate a new
subband. The higher ωx the more the quantized conductance becomes smeared. A
comparable effect is produced by an increase of the temperature T . In Eq. 2.18
the Landauer formula was derived with the assumption that the Fermi function
f(E,EF) is equal to 1 for energies E ≤ EF, which is a reasonable approximation at








in the ballistic limit (Tj → 1) [47, 48], i.e. if ωx → 0. For non-zero values of ωx the











In Fig. 2.4 b),c) and d) simulations are performed for a QPC with ~ωy = 10 meV
for temperatures in the range 0 K to 60 K and for values of ~ωx in the range of 0
meV to 40 meV by using Eq. 2.28. Temperatures that are higher than 0 K lead to a
smearing effect of the quantized conductance, which is also observed in experiment,
as depicted in Fig. 2.4 a). The higher the temperature, the more the quantized con-
ductance becomes smeared out until a characteristic value Tc ≈ ~ωy/4kB is reached
where the quantization completely vanishes [48], as represented by the gray areas
in Fig. 2.4 c). Higher values of ~ωy are desirable because they enable the operation
of QPCs at higher temperatures. Energetic subband spacings that are achievable
in experiment are of the order of about 10 meV [51, 52] for QPCs that are defined
by split-gates and are typically higher for etched QPCs up to subband spacing of
20 meV [53]. In Fig. 2.4 b) it can be seen that ωx has a similar impact on the
quantization of the electrical conductance as T . Analogous to Tc a characteristic
value ωc can be defined, as depicted in Fig. 2.4 d).
So far, the assumption was made that the applied voltage between the source
and drain contact is relatively small compared to the energetic separation of the
subbands ~ωy of the 1D constriction. This linear response regime ensures that the
chemical potential of source and drain contact lead to the same number of occupied
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subbands for low temperatures kBT  ~ωy and lies in the main focus of experimental
and theoretical studies [33]. However, in the non-linear regime deviations from Eq.
2.19 occur and enable the estimation of the gate efficiency γ from Eq. 2.26 as well
as the determination of the energetic subband separation ~ωy.
Figure 2.4: a) Quantized conductance of a QPC measured at different temperatures.
b) Calculation of the quantized conductance of a QPC using Eq. 2.28. The simulated
QPC has ~ωy = 10 meV. Different situations of the smearing due to the temperature
T and ωx are depicted. With T = 0 K and ~ωx = 0 meV no smearing occurs and
the conductance is a step function. The same smearing situation is achieved by
either setting T = 0 K and ~ωx = 10 meV or by setting T = 18.2 K and ~ωx =
0 meV. Grayscale plots depict the smearing of the quantized depending solely on
temperature changes in c) and solely on changes of ωx in d). Characteristic values
ωc and Tc represent values where the quantized conductance is just smeared out
(solid lines). The dashed lines mark the G(Vg)-curves that are shown in b). The
gray areas correspond to an electrical conductance that is completely smeared out
by either T or ωx.
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Non-linear transport regime
A finite source-drain voltage VSD has a crucial impact on the transport properties
of an 1D constriction. Whereas in the case eVSD > EF the observation of neg-
ative differential resistances is predicted [54], the occurrence of ’half plateaus’ in
the quantized conductance is predicted by Glazman and Khaetskii [55] in the case
eVSD ≈ ~ωy. The calculation of the conductivity leads to self-consistent equations,
but can be simplified with the assumption of an adiabatic 1D constriction, ballis-
tic transport and a voltage drop βVSD, that occurs between source contact and 1D
constriction and a voltage drop (1− β)VSD, that occurs between drain contact and
1D constriction. In this picture [56] the energy eigenstates from Eq. 2.24 remain
unchanged in the presence of VSD and the chemical potentials can be understood as
µS = EF + βeVSD for the source contact and µD = EF − (1 − β)eVSD for the drain
contact. Here, EF refers to the Fermi energy in the case VSD → 0. The number of
populated subbands in the 1D constrictions now have to be distinguished between
N+ for µS and N− for µD. The electrical conductance through the 1D constriction




(βN+ + (1− β)N−). (2.29)
Figure 2.5: Schematic of the occupation of the subbands of an adiabatic 1D constric-
tion in the a) linear and b)-d) non-linear regime with energetic subband separation
of ~ωy. a) In the linear regime the applied source-drain voltage is eVSD  ~ωy and
b) eVSD ≈ ~ωy in the non-linear regime. c) A special case in the non-linear regime
is when EF is aligned between two subbands. d) The second special case is when
eVSD = µS − µD = ~ωy. In both special cases c) and d) the parity of N = N− +N+
(see text) cannot change when c) EF = const. and d) VSD = const.
17
For adiabatic systems it was calculated that β = 0.5 is a justified approximation





In the linear regime VSD → 0 the occupation numbers N− and N+ no longer differ
from each other and Eq. 2.29 becomes Eq. 2.19 again with µS ≈ EF ≈ µD and
therefore N = N− = N+. The occupation of the subbands of an adiabatic 1D
constriction in the linear regime can be seen in Fig. 2.5 a). In the non-linear regime
the difference of the occupation numbers ∆N = N+−N− increases for every subband
energy that is lower than µS, but higher than µD. In this way ∆N may adopt values
0,1,2,3... with increasing VSD. In contrast, ∆N can only be 0 or 1 if eVSD < ~ωy
and EF is changed because a change of EF simultaneously increases µS and µD by
the exact same energy. The ’half plateaus’ of the quantized conductance appear if
∆N is an odd number, see Fig. 2.5 b), and become normal plateaus of 2e2/h again
if ∆N is an even number. This behavior was experimentally verified by Patel et. al.
[57].
The amount of energy ∆eVSD that is required to change ∆N from odd to even
periodically depends on EF and vice versa. However, there are two special cases in
which a transition of ∆N from odd to even cannot be achieved. In the first case,
EF is perfectly aligned in the center of the energies of two subsequent subbands j
and j + 1 of the constriction, i.e. if EF = (Ej + Ej+1)/2, as depicted in Fig. 2.5
c). A variation of VSD that causes µS to surpass the energy of the subband j + 1
would also cause µD to drop below the energy of the subband j, thus leaving the
parity of ∆N unchanged. This occurs if e∆VSD = µS − µD = l~ωy with l = 0,1,2....
In the second case, depicted in Fig. 2.5 d), eVSD also adopts an energy, that is
equal to eVSD = l~ωy with l = 0,1,2.... If EF is sweeped, µS and µD surpass the
next energy level simultaneously at EF = Ej = ~ωy(j + 1/2) and the parity ∆N
remains unchanged. In experiment EF is varied by the change of the voltage of a
gate electrode ∆Vg = ∆EF/γe, which leads to
~ωy = e∆VSD = γe∆Vg (2.31)
with the gate efficiency γ. Eq. 2.31 presents the basic concept of the subband
spectroscopy in which the non-linear regime is used to measure the subband spacing
~ωy. The systematic transitions between the full conductance plateaus and the
’half plateaus’ result in the occurrence of a rhombic structure in a grayscale plot
of the transconductance dG(Vg,VSD)/dVg. In this rhombus each diagonal represents
one of the two mentioned special cases, i.e. ∆VSD = ~ωy/e along the VSD-axis and
∆Vg = ~ωy/γe along the Vg-axis. A schematic of the rhombus pattern is depicted
in Fig. 2.6. The usage of the rhombus pattern to determine the subband spacing of
an 1D constriction is a widely used technique [57, 52, 58, 59, 60].
18
Figure 2.6: Schematic of a grayscale plot of the transconductance with applied DC
voltage VSD. The gray regions represent half plateaus (bright) and full plateaus
(dark) of the differential conductance and form a rhombus pattern. The dark lines
between the different regions represent transitions from one plateau to the next
plateau. The form of the rhombus is determined by the subband spacing of the 1D
constriction and the gate efficiency γ, as indicated by the single rhombus on the
left-hand side.
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2.3 Quantum Hall and Shubnikov-de Haas effect
In Sec. 2.1 the concept of low-dimensional electron gases was introduced. It was
shown that the energy eigenvalues of the energy of a two-dimensional electron gas





when the movement of the electron is restricted to the xy-plane and Ej(0,0) rep-
resents the quantized energy eigenvalues in z-direction. Applying a magnetic field
Bz perpendicularly to the 2DEG causes the electrons to move on a circular path
with the cyclotron frequency ωc = eBz/m∗e if scattering is not considered. Here, it
is assumed that the effective mass m*e is isotropic in x and y-direction. The cir-
cular movement can be described as a superposition of one harmonic oscillator in
x-direction and one in y-direction, both with the eigenfrequency ωc. The energy
eigenvalues of the 2DEG with an applied magnetic field are
Ej,n,s = (n+
1
2)~ωc + sgµBB + Ej(0,0), (2.33)
where s can adopt values of s = ±1 and accounts for the spin degeneracy, µB is
the Bohr magneton and g the Landé factor. Eq. 2.33 shows that the application of
the magnetic field leads to a further reduction of the dimensionality of the electron
gas. The energy eigenvalues are separated by ~ωc, are referred to as Landau levels
and lead to a splitting of the continuous parabolic subbands from Eq. 2.32 into
quantized values. The density of states splits from the 2D step function (see Sec.
2.1) into δ-like functions where the peaks are separated by ~ωc. Due to defects in
the device these peaks are broadened, as can be seen in Fig. 2.7 a).
In Fig. 2.7 b) a typical 2D Hall bar is depicted with applied source-drain voltage
VSD = (µS−µD)/e and a perpendicularly applied external magnetic field B. Besides
the source and drain contacts, four additional contacts 1-4 with chemical potentials
µ1, µ2, µ3 and µ4 serve to probe the Hall resistance Rxy = Vy/Ix = (µ1 − µ4)/eIx =
(µ2 − µ3)/eIx and the longitudinal resistance Rxx = Vx/Ix = (µ1 − µ2)/eIx = (µ3 −
µ4)/eIx of the device. At high magnetic fields electrons in the bulk of the device
move in closed circular paths (red circle). At the edge of the 2D device this circular
path cannot be completed and electrons bounce off the edge elastically and instead
move along the edge (blue lines).
Due to the strong bending of the electron trajectories, when elastically reflected
by the potential barrier, the energy dispersion in Eq. 2.33 is modified to higher
energies in the vicinity of the edge, as illustrated in Fig. 2.7 c). This causes the
Landau levels to cross the Fermi energy EF, even if the Landau levels have far
less energy than EF in the bulk. The strong magnetic field forces the electron to
propagate in the same direction, even in the case of scattering with defects, without
reducing the electric current Ix, i.e. without dissipation. Note that since the two
adjacent edges carry the same current in opposite directions, the net current is zero.
If EF is located in between Landau levels, it is impossible for an electron to scatter
from one edge to the adjacent edge since no energy levels can be occupied in the
bulk. In this case the chemical potentials are µS = µ1 = µ2 and µD = µ3 = µ4
and the resulting resistance Rxx is zero. However, if EF coincides with a Landau
level in the bulk, scattering to the opposite edge is possible and Rxx increases to a
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maximum. The position of the Landau levels relative to EF is shifted according to
Eq. 2.33 and therefore allows to populate more edge channels at lower B and less
at higher B. Note that broadening of the Landau levels due to sample impurities
allows EF to adopt values between Ej,n,s and Ej,n+1,s and that the bath temperature
has to be very small for a sharp Fermi distribution. This model is referred to as
edge-state model.
The dissipationless transport along the edge channels reminds on the ballistic
transport in 1D conductors, introduced in Sec. 2.2, and the edge-state model can
be interpreted in terms of the Landauer-Büttiker formalism that is presented in Sec.
2.2. If spin-degenerate, each participating channel contributes 2e2/h to the resulting







where ν is the filling factor that represents the number of participating channels and
accounts for spin degeneracy. The degeneracy of each Landau level isNL = eB/h, i.e.
depends on the magnetic field. Together with the position of the minima/maxima
of Rxx with index i and the corresponding magnetic fields Bi the 2D carrier density
(sheet density) can be obtained by using




where in the second step spin degeneracy is considered with ν = 2i. For two adjacent










Fig. 2.7 d) shows the measurement of Rxx and Rxy in the Hall bar configuration in
an InAs-based device at Tbath = 0.3 K. It can be seen that at higher fields (B > 2 T)
the Hall plateaus are visible and Rxy ≡ RH is found according to Eq. 2.35. The filling
factor indicates a lift of the spin degeneracy of the Landau levels for B > 2.4 T.
This effect is referred to as quantum Hall effect (QHE) - or integer quantum Hall
effect (IQHE) - and was first discovered by Klaus von Klitzing in 1980 [18] for
which he was awarded the Nobel prize in 1985. The longitudinal resistance Rxy is
zero for B > 2 T and forms peaks at magnetic fields that coincide with transition
regions between Hall plateaus. These peaks are referred to as Shubnikov-de Haas
oscillations. For further insight literature by Ibach and Lüth [61] is recommended
at this point.
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Figure 2.7: a) Density of states D(E) of the 2DEG in the presence of an external
magnetic field. The peaks are separated by ~ωc, are referred to as Landau levels and
are broadened due to defects in the sample. b) Schematic of the edge-state model
in a Hall bar. High magnetic fields cause electrons to move in closed circles, leading
to localized states (red). The boundary of the sample prevents this movement and
electrons bounce off the edges, leading to edge channels (blue). The strong mag-
netic field forces electrons to move in one direction when scattering with defects or
vacancies, preventing the reduction of the current Ix when the source-drain volt-
age VSD = (µS − µD)/e is applied. This causes µS = µ1 = µ2 and µD = µ3 = µ4
and therefore Rxx = VSD/Ix = 0. According to the Landauer-Büttiker formalism
each edge channel contributes, if spin-degenerate, 2e2/h to the overall conductance
while the localized states in the bulk do not contribute. This effect holds if EF is
aligned in between two Landau levels, as shown in c). c) The peaks in D(E) in a)
lead to subbands n = 1,2,3... in the bulk which are modified to higher energies at
the boundary due to strongly bent (by elastic reflection) electron trajectories. This
allows EF to cross with the Landau levels at the edges. The fluctuations of the
Landau levels originate from scattering of electrons in a non-ideal Hall bar. d) Mea-
sured quantum Hall resistance Rxy and longitudinal resistance Rxx in an InAs-based
Hall bar. Plateaus of Rxy correspond to an alignment of EF between Landau levels.
Transition regions between plateaus coincide with peaks in Rxx and correspond to
an alignment of EF with the Landau levels, allowing scattering between adjacent
edge channels. The filling factor ν accounts for the contributing edge channels, tak-
ing spin degeneracy into account. Here, lifting of the spin degeneracy is achieved at
B ≈ 2.4 T.
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2.4 Quantum interference phenomena
In the last section the wave-like nature of the electron became important when
the electric potential led to a spatial confinement in one or more dimensions. The
probability density ρ, that is the square of the electron’s wave function ρ = |Ψ|2,
allows the electron to be at different locations at the same time and also to take
different paths at once when traveling from one location to another. The wave
function of the electron Ψ can be considered as superposition of the respective wave





with the number of the paths N , the phase ϕγ and the amplitude Ψ0,γ of the electron
wave in the path γ.
Magnetic Aharanov-Bohm Effect
In the following, a quantum ring system is considered, with the two arms referred to
as γ1 and γ2. An electron that is about to propagate the quantum ring will have its
wave function split at the first intersection of the ring into the two wave functions
Ψ1 and Ψ2, as depicted in Fig. 2.8 a). At the second intersection Ψ1 and Ψ2 interfere
constructively or destructively with each other depending on their phase difference
∆ϕ = ϕ2 − ϕ1. The phase difference is accumulated along the covered paths γ1, γ2









(m~v1,2 + e ~A) d~r, (2.38)
where ~A denotes the vector potential that stems from a magnetic field ~B = ~∇× ~A.
With ~v =
∫











Here, ~E is an applied electric field and φ the electric potential. The phase difference










In the last step Stokes’ theorem was used with F as the boundary, f as the surface
that is enclosed by the two paths γ1 and γ2 and d~f as the normal vector to f .











with the magnetic flux Φm and B⊥ as the part of the magnetic field that is per-
pendicular to the surface F . The Eq. 2.41 leads to the conclusion that the wave
function amplitude changes periodically with B⊥ with a period of Φm = 2Φ0 = h/e.
This corresponds to the periodicity ∆B⊥ = h/(eF ) of the magnetic field.
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Looking at the starting point of the ring, a constructive interference hinders
the electron transport, resulting in the rise of the measured resistance, whereas
destructive interference leads to a lower resistance. This is observed in several mag-
netoresistance effects, such as the Aharonov-Bohm effect [6], the weak localization
(WL) and the weak anti-localization (WAL) [62, 63]. A similar effect is also observed
if an electric scalar potential is applied to the electron trajectories, as observed in
the type-II Aharonov-Bohm effect [64].
Electrostatic Aharanov-Bohm Effect
In addition to the presence of a vector potential ~A the phase ϕ of an electron’s wave
function can be changed by an electric scalar potential Φel. If an electron is exposed
to a time-dependent scalar potential Φel(t) for the duration T , the accumulated






Assuming that electrons move with the Fermi velocity ~vF, it is possible to substitute
dt = d~r/|~vF|. In terms of the Fermi wave vector ~kF = m*e~vF/~ with the effective
Figure 2.8: Schematic of the interference paths in a) the type-I and b) type-II
Aharonov-Bohm effect and in c) the weak localization effect. a) In the type-I
Aharonov-Bohm effect an electron wave propagates through the two arms of a
quantum ring simultaneously with wave function Ψ1 through the upper arm and
Ψ2 through the lower arm. The electron waves Ψ1 and Ψ2 interfere at the right
intersection of the arms. An additional phase may be induced by a vector potential
~A of an applied external magnetic field ~B, leading to constructive or destructive
interference. b) In the type-II AB effect this additional phase shift is induced by an
applied electrostatic potential over the path γ1 and/or γ2 that changes the electron’s
Fermi wavelength λF. c) An electron that propagates through a disordered system
may take several paths at once according to the principle of superposition. Elastic
scattering enables the electron to take closed paths. Electron waves Ψ1 and Ψ2 that
form closed trajectories in opposite directions interfere with each other, leading to
a localization.
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with the path γ that is traveled in the time T . In the last step the Virial theorem was
applied, relating the mean average over time of kinetic energy and the mean average
over time of the potential energy, i.e. eΦel/2 = ~2|~kF|2/2m*e. In an interferometer
this phase evolution can have similar effects as the magnetic, or type-I, Aharonov-
Bohm effect and is referred to as type-II Aharonov-Bohm effect [64].
Consider a quantum ring whose arms are each covered by a finger gate, as
schematically depicted in Fig. 2.8. An electron wave propagates through the ring
by splitting into the wave functions Ψ1 and Ψ2. The two finger gates cover the
length γ1 of the upper arm and the length γ2 of the lower arm. The corresponding
gate voltages Vg1 and Vg2 are applied, leading to the Fermi vectors kF1 and kF2.
According to Eq. 2.43 the accumulated phases are ∆ϕ1 = kF1γ1 for the upper arm
and ∆ϕ1 = kF2γ2 for the lower arm. The resulting phase shift of the two electron
waves relative to each other is then ∆ϕ = ϕ1 − ϕ2 = kF1γ1 − kF2γ2. Note that if a
global top-gate covers the device, the geometry of the quantum ring device needs to
be asymmetric in order to show the type-II Aharonov-Bohm effect. In a symmetric
device electron waves would acquire the same phase in both arms, leading to a rel-
ative phase shift of 0.
Weak localization and weak anti-localization
Weak localization appears in disordered systems and is considered to be a precursor
of the Anderson localization [65], which occurs in systems of high disorder. An
electron in the quantum regime that travels from point A to point B may take
several paths at once according to the principle of superposition, see Eq. 2.37. The
probability WAB of the electron to be found in point B is















The first term Wcl describes non-interfering paths and represents the classical re-
sult. The second term Wqm describes wave functions that travel different paths and
interfere with each other in point B. Hence, the latter term represents the quantum
mechanical contribution to the probability WAB. In order to enable interference,
the phase information of the electron has to be conserved, which is achieved at low
temperatures, where τin  τ . Since interfering wave functions mostly travel paths γ
with different lengths, in average the accumulated phase difference ∆ϕ of the wave
functions is zero.




However, if the starting point A and the end point B coincide, WAB becomes the
probability RAA for the electron to be reflected to its starting point. If time-reversal
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symmetry (TRS) for electrons in this system is given, i.e. the equivalence of states
with −~k and +~k is valid, taking a path forward (γ) and backward (γ˜) results in the
same final phase for the electron wave. In this case, the interference of two wave
functions that travel the same path backward and forward is constructive due to
the same path lengths and Eq. 2.44 becomes






Ψ0,γΨ∗0,γ˜ = Rcl +Rqm. (2.46)
In the presence of TRS Ψ0,γ = Ψ0,γ˜ holds and the reflection probability of the
electron becomes
RAA = 2 ·
N∑
γ
Ψ0,γΨ∗0,γ = 2 ·Rcl. (2.47)
The quantum mechanical term Rqm enhances the total reflection probability, i.e. the
localization of the electron, compared to the classical reflection probability Rcl and
is referred to as weak localization Rqm ≡ RWL = Rcl. So far, spin-orbit coupling
(SOC) is not considered and also would have no influence on the term Rcl. However,
strong SOC causes the spin of the electron to rotate by pi as it travels along path
γ and −pi along γ˜. The total rotation of 2pi causes the two wave functions to have
opposite signs in their spin states. The periodicity of a fermion’s spin is 4pi, which
means that the quantum correction term changes its sign to RSOCqm ≡ RWAL = −Rcl
and Eq. 2.46 becomes
RSOCAA = Rcl +RSOCqm = Rcl −Rcl = 0. (2.48)
This is known as weak anti-localization. In the last section it became clear that
an electron acquires an additional phase as it travels through a vector potential ~A.
The acquired phase depends on the length of the covered path. This means that
statistically the quantum mechanical terms in Eqs. 2.46 and 2.48 vanish, due to
the different lengths of the various paths γ, γ′ and γ˜, as | ~B| increases. It can be
concluded that the localization and hence the electrical conductance G depends on
the magnetic field. The magnetic field dependence of the conductance G( ~B) of 2D
systems can be described by the Hikami-Larkin-Nagaoka equation [66], that is












in the limit of strong spin-orbit interaction. Here, Bφ = ~/4el2φ describes the phase
coherence characteristic field. The dominant effect is the weak localization if α = −1
and weak anti-localization if α = +1/2.
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2.5 Thermal noise
In signal processing noise is typically considered as a phenomenon that is unwanted
and hampers signal detection due to its random nature, especially when measuring
the quantum effects presented in the previous sections. However, the randomness of
noise mostly obeys a statistic that is specific to its origin. Noise spectroscopy allows
to deduce information about the physical properties and processes that generate the
corresponding noise and enhance the understanding of the system itself. Noise can
have various origins depending on the system that is observed and the circumstances
that are created for the system. Thermal noise, 1/f-noise, generation-recombination
noise, telegraphic noise and shot noise are the most common noise types and can
combine with each other in the power spectral density (PSD) SV(f), as illustrated
in Fig. 2.9 c) for thermal noise and 1/f noise. Thermal noise is the type of noise
that is in the focus of this thesis and will be explained in the following.
One basic concept of thermodynamics is that temperature is a measure of the
average kinetic energy of a molecule gas or electron gas with the latter being more
relevant for this thesis. This thermal agitation causes an electron to have a random
component in its movement through an electrical conductor, which leads to random
fluctuations of the potential landscape in the conductor. The resulting fluctuations
of the voltage V (t) are zero when averaged over time. However, in 1928 J. B. Johnson
experimentally found the variance of the voltage to be
V (t)2 = 4kBTeR∆f (2.50)
with the bandwidth ∆f , the electron temperature Te, the conductor’s resistance R
and the Boltzmann constant kB [67]. The random voltage fluctuations V (t)2 are
directly connected to the dissipative element with the resistance R and are therefore
an application of the fluctuation-dissipation theorem [68]. The effect, described by
Eq. 2.50, was theoretically derived by H. T. Nyquist [69] and is therefore known as
the Johnson-Nyquist noise or thermal noise. It has to be noted that the fluctuations
Figure 2.9: a) Illustration of the thermal agitation of electrons in a resistor. b)
The voltage probe indicates, that these fluctuations lead to a voltage fluctuation
over time. c) A schematic of the power spectral density for thermal noise that is
superposed by low-frequency 1/f noise. The dashed line indicates the GHz frequency
regime up to which the thermal noise is frequency-independent.
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described by Eq. 2.50 also exist in equilibrium in the absence of an external applied
voltage. Nyquist’s derivation is not based on a resistor with specific properties,
which means that thermal noise is expected to occur in any resistive material and is
even observed in low-dimensional electron gases of AlxGa1-xAs/GaAs devices [70, 71].





the power spectral density Sxx(f) can be expressed as the Fourier transformation of
the auto-correlation function rxx(∆t) = V (t)·V (t+∆t) that describes the correlation
of a signal V (t) at a time t with the same signal at a time t + ∆t. Since thermal
noise is based on a random process, the auto-correlation function is non-zero only if




Sxx(f)df = V (t)2 = 4kBTeR∆f. (2.52)
Deriving Eq. 2.52 with respect to f , leads to
Sxx(f) = 4kBTeR ≡ SV,w. (2.53)
The PSD of the thermal noise is white, i.e. frequency-independent, and will be
named SV,w in this thesis. Considering that thermal noise is supposed to have the
same PSD for all frequencies, Eq. 2.50 would lead to an infinite energy, known as
the ultraviolet catastrophe. However, in Nyquist’s derivation of the thermal noise it
can be seen that Eq. 2.50 is an approximation of
V (t)2 = 4Rhfexp(hf/kBTe)− 1∆f (2.54)
if f  kBTe/h is satisfied. Eq. 2.54 is motivated from Planck’s law and therefore
prevents the ultraviolet catastrophe. In experiment, this only becomes important
in the GHz regime of the noise frequency. However, in this thesis noise signals
with f  kBTe/h will be investigated. This allows the usage of Eq. 2.53, which
finds application mainly in diffusive systems, but can also be used in mesoscopic
systems in the ballistic transport regime. In the Landauer-Büttiker formalism the
current noise SI = SV/R2 can be expressed in terms of an electron’s transmission









Analogous to Eq. 2.28, this simply becomes SI = 4kBT · 2e2/h in the limit Tj → 1
at low temperatures when a two-fold spin degeneracy is considered.
Eq. 2.53 allows to apply the thermal noise as a thermometer for the electron
temperature Te when the resistance R of the sample is known and vice versa. This
allows to use thermal noise as a thermometer of the electron temperature, as ex-
plained in the next section.
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Electron thermometry
In the last section Eq. 2.53 showed the relation between the electron temperature
Te and the resulting fluctuations of the voltage signal which is represented by the
frequency-independent part of its PSD SV,w. This relation can be used to examine
the electron temperature of a system by performing noise spectroscopy. Measuring
the noise temperature Te independently from the lattice temperature Tlat becomes
necessary for electron gases at low bath temperatures. The reason for this is the
reduced exchange of energy between electrons and phonons due to the decreased
number of phonons. Since phonons are considered as bosons, this can be easily
understood with the Bose-Einstein statistic
f 0 =
gi
e(Ei−µ)/kBT − 1 (2.56)
with the chemical potential µ and the degeneracy gi of the i-th energy state Ei. The
decoupling of Te from Tlat at low temperatures becomes more distinct if electrons
are heated by a heating current Ih, which leads to Te > Tlat.
Other thermometry methods that measure the electron temperature are the de-
duction of Te from the amplitude of Shubnikov-de Haas oscillations [75], as well as
the measurement of the thermovoltage of a QPC with a known Seebeck coefficient
[76, 50] and the Coulomb blockade thermometry (CBT) [77]. In the latter method
the temperature-dependent tunneling probability of electrons through a potential
barrier is exploited. However, these methods require - and thus are limited to -
specific sample geometries. This is not the case for noise thermometry [78, 71].
However, the sensitivity of the temperature measurement is enhanced if the electri-
cal resistance R of the investigated device dominates the electrical resistance of the
leads Rleads. Another beneficial property of noise thermometry is that Eq. 2.53 con-
nects the measured parameter SV,w with Te by well known quantities. It is therefore
not necessary to calibrate the measurement system at different temperature be-
fore measuring the noise spectra. This is the property of a primary thermometry
method and prevents uncertainties from calibrations from occuring. However, the
measurement setup for a primary method is typically more complicated than those
of secondary thermometry methods, such as resistance thermometry.
The measurement setup that is used to measure the noise spectra SV(f) and the
method that allows to deduce the thermal noise SV,w from SV(f) is shown in Sec.
4.4. In the following the most common models to characterize the origin of noise are
presented in short. More detailed information about electrical noise can be found
in literature [79, 74, 80, 81].
Shot noise
Shot noise describes random fluctuations of an electric DC current in a circuit which
can be modeled by a Poisson process and which originates from the discrete nature
of the elementary charge e. The corresponding PSD is SP = 2e|I| [82] and is referred
to as ’Poisson value’. However, the Poisson limit only holds if all energy modes n
of the conductor have a small transmission probability Tn  1. Energy modes with
perfect transmission Tn = 1 or non-transmitting channels Tn = 0 do not contribute
to shot noise [74]. This is the reason why the measured shot noise SShot is always
smaller than the Poisson value SP. This is taken into consideration by the Fano
factor SShot/SP. Similar to thermal noise, shot noise is frequency-independent but
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only occurs in the presence of a DC current, i.e. in the non-equilibrium. In this
thesis noise measurements are performed in the absence of an intentional electric
current, which means SShot → 0.
Generation-recombination noise
Generation-recombination (GR) noise is created whenever the number of electrons
in a channel fluctuates, e.g. due to localized states that can be occupied by electrons.





1 + (2pifτ)2 (2.57)
with the variance ∆N2 of the number of carriers N and the lifetime τ . In doped
AlxGa1-xAs/GaAs-based devices these traps can be represented by deep donor traps
[83, 84], also called DX-centers [85, 86, 87]. The model of the GR noise allows to
obtain information about the lifetimes of the process to trap and detrap an electron
for each trap. A special case of the GR noise is the random telegraphic noise [88]
that fluctuates between two states due to a single trap.
Flicker noise
1/f noise or ’flicker noise’ is characterized by a PSD that is proportional to f−γ,
whereas the exponent is assumed to be γ = 1.0 ± 0.1 [79], which is observed in
epitaxial GaAs devices [89, 90, 91, 92, 83, 84]. However, exponents that are in the
range of 0.9 ≤ γ ≤ 1.4 are found as well [93]. In contrast to the latter three noise
phenomena the origin of 1/f noise is an open question to date [79, 93] and is assumed
to change from one material system to another. A significant contribution to the






for pure f−1 noise, by studying gold films in the presence of a steady current.
Here V describes the voltage across the sample, N is the total number of charge
carriers and αH is the dimensionless Hooge parameter, that typically has the value
αH ≈ 2 · 10−3. For a homogeneously Si-doped AlxGa1-xAs/GaAs a Hooge parameter
of αH = 7.1 · 10−4 was found [91]. It is believed that - at least in metal films - 1/f
noise is a bulk effect rather than a surface effect and stems from mobility fluctuations
in most material systems.
Besides this bulk model, proposed by Hooge in 1969 [94], an earlier model, de-
veloped by McWorther in 1957 [95], attributed the origin of 1/f noise to a material’s
surface. The basic concept behind this model is to superpose many different spec-












for τ−12  2pif  τ−11 . The McWorther model is primarily used for MOSFET
devices. However, for bipolar transistors the Hooge model is found to be more
accurate.
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Addition of noise voltages
The addition of two sinusoidal voltage signals V1(t) = A1 · sin(2pift) and V2(t) =
A2 · sin(2pift + ϕ) in series with amplitudes A1 and A2, the same frequency f and
a relative phase shift of ϕ produces a mean square value of





[A1 · sin(ωt) + A2 · sin(ωt+ ϕ)]2dt
= A
2
1 + A22 + 2A1A2 cos(ϕ)
2 = V
2
rms,1 + V 2rms,2 + 2Vrms,1Vrms,2 cos(ϕ).
(2.60)
The mean square value of the resulting wave is the sum of the mean square values V 21
and V 22 and a factor that depends on the phase relation between V1 and V2. A noise
signal consists of a very large number of frequencies with a random distribution of
amplitudes and phases. Taking thermal noise, as an example, the effective voltage
for a given bandwidth ∆f , temperature Te and resistance R is Vrms,n =
√
4kBTeR∆f ,
according to Eq. 2.50. Adding the voltage signal of two noise sources, connected in
series, Vrms,n1 and Vrms,n2 results in
V 2rms,n = V 2rms,n1 + V 2rms,n2 + 2K · Vrms,n1Vrms,n2, (2.61)
with the correlation factor K [81, 96]. It has to be noted that K has a similar
function in Eq. 2.61 as cos(ϕ) in Eq. 2.60. Noise voltages, produced independently
from each other, are uncorrelated, i.e. K = 0. Two signals that are identical to each
other are 100 % correlated, i.e. K = 1, even if their amplitudes differ. An example
for this are two sine waves that share the same frequency and phase. If these sine
waves are phase-shifted by pi from each other, the signals are 100 % anti-correlated,
i.e, K = −1. Correlated noise sources arise when the noise signals share a common
source. An example for K = 1 is a sinusoidal source feeding two noiseless resistances
[81].
If the two noise sources are connected in parallel, the mean square value of the
resulting current noise is
I2rms,n = I2rms,n1 + I2rms,n2 + 2K · Irms,n1Irms,n2. (2.62)
Considering again thermal noise as the underlying phenomenon with the mean
square value of the current noise I2rms = 4kBTe∆fG = SI∆f , the resulting PSD
can be expressed as
SI,n = SI,n1 + SI,n2 + 2K
√
SI,n1SI,n2. (2.63)
Here, the conductance G is the sum of the conductance of the noise producing
resistors G = G1 +G2, i.e. SI,n1 = 4kBTe∆fG1 and SI,n2 = 4kBTe∆fG2.
Chapter 3
Material systems and sample
preparation
In the last chapter the transport properties of low-dimensional electron systems were
presented. This chapter introduces the functionality of III-V heterostructures and
topological insulators that both reduce the dimensionality of an electron gas. The
focus will lie on the material systems AlxGa1-xAs/GaAs and Bi2Se3 that form the
basis of the devices that are used in this thesis. For both materials systems a short
overview of the manufacturing of the devices will be given.
3.1 AlxGa1-xAs/GaAs heterostructures
There are different techniques that enable the creation of a confining potential which
leads to the transition from 3D to 2D of an electron gas. The reduction from
three-dimensional to two-dimensional electron gases (2DEGs) is typically achieved in
epitaxially grown heterostructures. Epitaxy is most commonly performed by metal
organic chemical vapor epitaxy (MOVPE) or by molecular beam epitaxy (MBE).
In MOVPE the crystals are grown by chemical reaction of a pure material with
the substrate. It has a relatively high growth rate and is therefore attractive for
industrial applications, such as the production of transistors. In the MBE epitaxy
the material is heated and deposited in gas form onto the wafer where it condenses.
The slow deposition rate, the ultra-high vacuum and the absence of carrier gases
lead to grown films with a high purity and a precision of atomic scale. The principles
of MBE are well explained in [32].
In this thesis AlxGa1-xAs/GaAs heterostructures with x = 0.34 and x = 0.35 are
investigated, which were MBE-grown by the group of Prof. Dr. Andreas Wieck at
the Ruhr-Universität Bochum. These structures belong to the III-V semiconductor
compounds, where one element of the third group of the periodic table of elements
is combined in equal parts with one element of the fifth group to form a binary
compound, like GaAs. Similarly a ternary layer is created from a binary layer, if
either the contribution from the third or the fifth group consists of two different
elements instead of one. AlxGa1-xAs is an example for a ternary compound, since it
consists of the compound of AlAs and GaAs. The composition factor x determines
the percentage of AlAs and allows the engineering of the band gap of AlxGa1-xAs
between the band gap of AlAs of about 2.228 eV and the band gap of GaAs of about
1.512 eV at a temperature of few Kelvin [97]. The band gap of GaAs is direct,
whereas AlAs has an indirect one. The band gap of AlxGa1-xAs becomes indirect
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if x exceeds a value of about 0.4, which is typically avoided in the processing of
heterostructures by choosing x < 0.4.
AlxGa1-xAs/GaAs heterostructures consist of several layers each of which con-
tribute to the realization of a 2DEG at the heterojunction of GaAs and AlxGa1-xAs.
Since GaAs has a smaller energy gap than AlAs, it is possible to have the band
gap of GaAs fully contained in the band gap of AlxGa1-xAs, i.e. the valence band
energies have the relation EV,GaAs > EV,AlGaAs and the conduction band energies
have the relation EC,GaAs < EC,AlGaAs at the heterojunction. This prevents electrons
and holes that diffuse from the AlxGa1-xAs layer to the GaAs layer from diffusing
back without having to overcome a potential barrier at the heterojunction. This
situation is referred to as ’type I heterojunction’ [14].
A schematic of the grown layers of a AlxGa1-xAs/GaAs heterostructure is shown
in Fig. 3.1 a). Here, the supply layer consists of Si-doped AlxGa1-xAs and provides
the donor electrons for conduction as a result of thermal ionization. In thermal
equilibrium these electrons accumulate in the GaAs layer that is spatially separated
from the supply layer by an undoped AlxGa1-xAs spacer layer. This spacing aims to
minimize the Coulomb interaction between the donor electrons in the 2DEG and the
ionized donors and is referred to as modulation doping [98]. In this way scattering
with the ionized dopants of the doped AlxGa1-xAs becomes less significant.
The resulting separation of the charge density ρ between the ionized donor atoms
and the donor electrons creates an electric field E(z). According to the Poisson
equation
−∇ · ~E(z) = ∆Φel(z) = 1

ρ(z), (3.1)
this electric field creates a bend of the electrostatic potential Φel and therefore a
bend of the conduction band edge. This bend can be engineered by the choice
Figure 3.1: a) Schematic of a layered AlxGa1-xAs/GaAs heterostructure. b)
Simulation of the conduction band edge along the growth direction of a
Al0.34Ga0.66As/GaAs wafer material with homogeneously distributed donor concen-
tration of 5.3 · 1017 cm−3 in the supply layer.
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of the composition factor x, the doping concentration of the supply layer and the
thicknesses of the different layers. The band bending leads to the creation of an
approximately triangular potential well at the heterojunction of AlxGa1-xAs and
GaAs. This can be seen in a simulation of the conduction band in Fig. 3.1 b)
for x = 0.34 and doping concentration of 5.3 · 1017 cm−3. Typically the triangular
potential well has a width of few 100 nm and thus produces quantized energy levels.
In this case the electrons’s movement is confined in the growth direction of the
heterostructure and the dimensionality of the electron gas is reduced to quasi 2D.
The high mobility of the charge carriers in the 2DEGs of these high electron
mobility transistors (HEMTs) is achieved by the following: the number of impu-
rities and vacancies in the channel is strongly reduced due to the unique features
of the MBE growth method. Furthermore, both AlAs and GaAs crystallize in the
zincblende structure (see Appendix A) and have lattice constants aAlAs = 5.661 Å
[99] and aGaAs = 5.653 Å [100] that deviate by only aAlAs/aGaAs ≈ 1.4 · 10−3 from
each other and therefore strongly reduce lattice strains and corresponding scatter-
ing. Finally, Coulomb scattering between ionized donor atoms in the supply layer
and electrons in the 2DEG is reduced because of the spatial separation, mediated
by an undoped AlxGa1-xAs/GaAs layer, the spacer layer, as mentioned above. The
charge carrier density n of the 2DEG can be varied by a metallic top-gate that forms
a Schottky contact with the heterostructure. Other methods to change n involve
the irradiation with light or the change of the hydrostatic pressure of the struc-
ture. Ohmic contacts ‘source’ and ‘drain’ enable the electrical characterization of
the 2DEG. A summary as well as additional information about III-V heterojunctions
can be taken from literature [101, 32].
The reduction from 2DEG to a quasi one-dimensional electron gas (1DEG) is
achieved by either applying electron lithography to the 2DEG with subsequent etch-
ing or by the utilization of split-gates [42] in the 2DEG. Another method is to apply
a strong magnetic field to a 2D channel that has the Hall bar geometry, in which
case electrons create a conducting channel at the boundary of the Hall bar. The
latter method can be exploited to understand the nature of ’topological insulators’
that will be introduced in Sec. 3.3.
3.2 Realization of AlxGa1-xAs/GaAs-based quan-
tum devices
The devices that are investigated in this thesis are based on AlxGa1-xAs/GaAs
heterostructures and were grown by the group of Prof. Dr. Andreas Wieck at the
Ruhr-Universität Bochum. In this thesis two different wafer types are used. The
stacking order of the layers is in accord with the schematic in Fig. 3.1 and can
be examined in detail in Appendix B for both wafers. The 2D electron den-
sity nWieck = 2.07 · 1011cm−2 (sheet density) and the electron mobility µe,Wieck =
2.43 · 106 cm2/Vs is deduced from SdH measurements from the group of Prof. Dr.
Andreas Wieck at Tbath = 4.2 K in the dark. From these values and the 2D Fermi






≈ 55 nm (3.2)
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can be estimated, which allows to deduce the dimensionality from the geometry of
a device that stems from the wafer 11159. Furthermore, the elastic mean free path












≈ 18 µm (3.3)
can be derived from µe,Wieck and nWieck. Here, τe describes the elastic mean scattering
time τe and vF the Fermi velocity. Accordingly, for the wafer 12088 the Fermi
wavelength is λ12088 ≈ 45 nm and the elastic mean free path is le,12088 ≈ 10 µm.
The 2DEG channel of the heterostructures that is created solely by the layer
properties and layer sequence is further treated by applying ’mix and match lithog-
raphy’. This term generally describes the creation of a lithographic mask by applying
different types of lithography. In this case, electron beam lithography (EBL) and
photolithography with ultraviolet light (UVL) are combined. Whereas UVL serves
as method to create the microscopic ’mesa’ structures, EBL is used to define nanos-
tructures. In contrast to photolithography, EBL is practically not limited in its
resolution by the particle wavelength, which is about 20 pm for 2 to 5 keV, but
rather by the beam diameter and scattering. The lithographic steps were performed
by Dr. Sven Buchholz in the laboratories of Prof. Dr. Ulrich Kunze at the Ruhr-
Universität Bochum and are explained in the following: after cleaning the wafer in
boiling acetone and isopropanol for 5 minutes each, electron beam negative resist
MC6AOAc [102] is applied on the wafer surface. Spinning the wafer with 3000 rpm
for 30 seconds causes the resist to homogeneously distribute over the wafer before it
is prebaked at 170 ◦C for 30 min. EBL is then performed with energies of 2 to 5 keV
to irradiate the resist with the desired pattern. Developing the resist with Xylol for
30 s removes the non-irradiated resist. Postbaking the wafer at 110 ◦C for 30 min
completes the EBL. A similar procedure is performed in the UVL, by applying and
spinning the positive photoresist SP2510 on the wafer with 6000 rpm for 5 s and
4500 rpm for 25 s. The prebaking at 95 ◦C for 5 min is followed by the exposition
to UV light, while protecting the desired areas of the surface from irradiation with
a lithographic mask for 6 to 7 s. The resist is developed by the diluted photodeposit
160 from Shipley.
The residual resists from EBL and UVL allow to etch the desired pattern into
the wafer with citric acid solution C6H8O7 : H2O2 : H2O. The etching aims at
removing parts of the supply layer in order to deplete the corresponding regions in
the 2DEG and therefore reaches depths of about 40 nm. This technique is known
as shallow mesa etching [103] and is to be preferred over the deep mesa etching
for narrow channels, such as QPCs or quantum wires. For deep mesa etching the
etching depth reaches down to the conducting 2DEG and may lead to defects at the
sidewalls of the defined channels. It should be therefore considered rather for Hall
bar geometries. Cleaning the sample again in acetone, isopropanol and subsequent
plasma cleaning removes residues of the resist. Mesa structure and nanostructure are
accompanied by additional UVL that defines a pattern for contact pads in the same
manner as described above. Layers of gold, germanium and nickel are evaporated
onto the wafer surface and sonication removes the photoresist together with the
waste evaporated metals. The residual metals are heated up to 400 ◦C for about
20 s in N2 atmosphere to be alloyed into the wafer down to the 2DEG. These contact
pads now form ohmic contacts with the 2DEG. A final lithographic step is needed
if the resulting device is supposed to be covered by a gate electrode that allows to
change the electron density in the 2DEG. Depending on whether a local ’finger’ gate
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or a global gate is planned, a final step of either UVL for global or EBL for local gate
structures is required. In case of a further EBL for a finger gate, the MC6AOAc
negative resist is replaced by PMMA positive resist. In both cases titanium and
subsequently gold are evaporated onto the defined pattern. A last lift-off process
completes the fabrication of the device. Each substrate has a surface of 4× 5 mm2
and provides enough space to host multiple devices. The substrate with the devices
is glued into a chip carrier of the Dual-Inline-Package type. The contact pads of
each device and the contact pads of the chip carrier are electrically connected to
each other with aluminum bonding wires by ultrasonic bonding.
3.3 Topological insulators
Topology is a subject of mathematics that is concerned with the preservation of a
body’s properties under continuous, or ’smooth’, deformations of that body that
do not involve ’tearing’ or ’gluing’. The discovery of the integer quantum Hall
effect (IQHE), introduced in Sec. 2.3, by von Klitzing, for which he was awarded
the Nobel Prize in Physics in 1985, was later interpreted in terms of the topology
of quantized energy levels, i.e. Landau levels [22]. In the bulk of a 2D Hall bar
the Landau levels are separated by ~ωc in the presence of a strong magnetic field.
If the Fermi energy EF is located between two Landau levels, the bulk does not
participate in the transport. However, at the boundary edge channels are created
that distinguish the device from a typical insulator, as depicted schematically in Fig.
3.2 a). Each gapped band structure can be attributed to a topological class, the
Chern invariant, that is robust against smooth changes of the Hamiltonian, as long
as the energy gap is not closed or further gaps are opened [22]. Generally, at the
transition region of two materials with different Chern numbers there has to be a
conducting state that leads to the band gap crossing in the Hamiltonian. The Chern
number of an insulator is zero, whereas the Chern number of a quantum Hall state
is non-zero and corresponds to the number of edge states. The nature of the IQHE
requires to break the time-reversal symmetry (TRS) of the system, which is done
by the application of the high magnetic field in Hall bars. This means that the Hall
conductivity is odd under time reversal. Haldane was the first one who presented
the idea of the ’quantum Hall state’ and a non-zero Hall conductance σxy in the
absence of a magnetic field [21]. The idea of Haldane concerned the Hamiltonian
of a simple nearest neighbor hopping in graphene. By adding a few terms to this
Hamiltonian, breaking the TRS and the inversion symmetry of the graphene’s band
structure lifted the degeneracy at the Dirac points and opened a band gap. The
added terms included a local periodic magnetic field that was zero on the average.
When applying this model to a semi-infinite graphene ribbon, it was shown that the
band structure produced edge states and a non-zero Hall conductance, as can be
seen schematically in Fig. 3.2 d).
So far spin-orbit interaction (SOI) has not been considered. The quantum Hall
state is a result of the broken TRS in the absence of a strong SOI. However, if SOI
is added, a different topological class of insulating band structures with unbroken
TRS may occur [104]. In addition to the Chern number that is zero for an insulator
there is an additional Z2 topological invariant ν [105] in the presence of SOI that
can adopt the values ν = 0 for trivial insulators and ν = 1 for non-trivial insulators,
i.e. topological insulators. Whether an insulator has the topological invariant ν = 0
or ν = 1 depends on the Hamiltonian’s properties that may or may not yield edge
36
states that connect the valence and the conduction band of the material with each
other. The underlying theorem is called Kramer’s theorem in which electron pairs
with spin ’up’ and spin ’down’ become Kramer pairs in the presence of SOI and
the eigenstates of a time invariant Hamiltonian are at least two-fold degenerate.
If the Fermi energy intersects the edge states an even number of times in the 1st
Brillouin zone, ν becomes ν = 0, and ν = 1 if it intersects the edge states an odd
number of times, as illustrated in Fig. 3.3 a) and b). This idea was incorporated
by Kane and Mele into the Haldane model by decoupling the Hamiltonian into two
independent Hamiltonians for spin ’up’ and spin ’down’ [104, 105]. This leads to
counter-propagating edge-channels with opposite spins. The coupling of the move-
ment direction to the spin of the electron was later denoted as ’helical’ transport
[106]. The described state is referred to as quantum spin Hall insulator (QSHI) and
can schematically be seen in Fig. 3.2 b) with the corresponding schematic band
structure in Fig. 3.2 e). Due to their helical nature, QSHIs may act as spin filter.
The appearance of the Dirac cone at the K and K’ points in the Brillouin zone
of graphene also has important parallels to the surface of a 3D topological insulator.
Figure 3.2: Schematic of topological edge states in a) the quantum Hall state (QHS),
b) the spin quantum Hall insulator (QSHI) and c) a 3D topological insulator. a) The
circular movement of electrons in a conducting 2D channel results in localized states
in the bulk of the channel in the QHS. The circular movement cannot be fulfilled
at the boundaries of the channel and leads to the creation of edge channels. In the
Haldane model the QHS is achieved without an external magnetic field. b) If the
spin of the electrons is considered, each channel of the QHS splits into two channels
with opposite spin and opposite direction of propagation. c) The picture of the 2D
QSHI can also be applied to the 3D topological insulator, where each surface carries
the two surface states with opposite spins and opposite direction of propagation.
The corresponding band diagram represents the valence and conduction band that
are separated by an energy gap from each other. The edge states form d) a single
branch in the QHS and e) one branch for each spin state in the QSHI. f) Energy
dispersion of the spin non-degenerate surface state of a 3D TI forming a 2D Dirac
cone.
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However, since carbon is a relatively light element, in graphene only weak spin-orbit
coupling is present, which results in a relatively small band gap in the Haldane
model. The material HgTe was predicted to be a more promising candidate for the
observation of the quantum spin Hall insulator state [106]. In HgTe with a thickness
of at least 6.3 nm the p-like valence band edge rises above the s-like conduction
band edge, when sandwiched between CdTe-layers. This is known as band inversion
[107] which mediates the creation of the helical edge state of a QSHI. The QSHI
state theoretically predicted in Hg1−xCdxTe [106] was experimentally verified in 2007
[107]. Later, the existence of these ’topological states’ was predicted for 3D materials
[63, 108, 109]. In particular Bi1−xSex was found to act as a topological insulator with
many desirable properties in theory [110] and experiment [111]. However, the first
3D topological insulator that was identified by ARPES measurements was Bi1−xSbx
[112]. A schematic of the helical surface states of an 3D topological insulator is
depicted in Fig. 3.2 c) and the according energy dispersion is depicted in Fig. 3.2 f).
3D topological insulators are characterized by four Z2 invariants ν0, ν1, ν2, ν3
and strong spin-orbit coupling that leads to the development of a Dirac cone in
the 2D surface band structure, induced by band inversion. There are four invariant
Dirac points Γ1,2,3,4 in the surface Brillouin zone. If the Fermi surface intersects
a line connecting two Dirac points an odd number of times, the surface states are
topologically protected by TRS, in which case the system is referred to as strong
topological insulator with ν = 1. However, a weak topological insulator with ν = 0
is given when this line is crossed an even number of times. In this case the surface
Figure 3.3: Schematic of the band diagram of two insulators with edge states. Only
half of the 1st Brillouin-zone is depicted due to time-reversal symmetry that mirrors
the band diagram along the E-axis. The number of intersections of Kramer pairs
(see text) distinguishes between a ) trivial and b) a non-trivial, i.e. ’topological’
insulator. The surface Brillouin zone determines whether a topological insulator is
c) weak or d) strong.
38
states are not protected by TRS. The schematic in Fig. 3.3 c) and d) gives an
example of a weak and a strong TI. The residual Z2 invariants ν1, ν2, ν3 can be seen
as Miller indices, that give information about the orientation of the layers.
Among the 3D TIs Bi2Se3 excels by a relatively large band gap of 0.3 eV, which
enables applications at room temperature as well as relatively simple surface states
which are described by a single gapless Dirac cone at the Γ point in the surface
Brillouin zone. Therefore Bi2Se3 is the material of choice in this thesis. The rhom-
bohedral crystal structure with the space group D53d (R3m) with five atoms in one
unit cell is shared among Bi2Se3, Bi2Te3, Sb2Te3 and Sb2Se3 and is depicted for
Bi2Se3 in Fig. 3.4 with the lattice parameters a = b = 4.143 Å and c = 28.636 Å
[113]. Along the c-axis the structure has a three-fold rotation symmetry (trigonal
axis) and a two-fold rotation symmetry along the a-axis (binary axis). The crys-
tal structure consists of layered structures with a triangle lattice within one layer.
Dashed squares in Fig. 3.4 highlight the five-atom layers along the c-axis that are
referred to as ’quintuple layers’. One quintuple layer comprises two equivalent Se
atoms, two equivalent Bi atoms and one further Se atom. Vacancies of Se are typical
in Bi2Se3 and act as electron donors which cause the Fermi energy to shift towards
the bulk conduction band.
Adjacent atomic layers that belong to the same quintuple layer are strongly cou-
pled to each other. In contrast, two different quintuple layers are just weakly coupled
to each other predominantly by van der Waals forces, which allows to fabricate mi-
Figure 3.4: Crystal structure of Bi2Se3 with three primitive lattice vectors. The
crystal structure is of the rhombohedral type with a space group of D53d (R3m).
In this layered crystal structure five consecutive atom layers form a quintuple layer
that is highlighted by dashed squares.
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croflakes by applying the exfoliation technique.
3.4 Preparation of Bi2Se3 microflakes
The Bi2Se3 samples that are used in this thesis are single crystals, grown from melt
with the Bridgman technique [114] at the Moscow State University in the group
of Prof. Dr. Lada Yashina. In this technique a crucible is placed in an oven with
two separate areas and is filled with a polycrystalline material. The first area of
the oven is set to a temperature that is higher - and the second area is set to
a temperature that is lower than the melting temperature of this material. The
crucible also contains a seed crystal that serves to determine the crystallographic
orientation of the crystal that is grown. The growth of the crystal is initiated by
slowly moving the crucible out of the hotter part of the oven into the cooler part
which causes the melt to crystallize. The fabricated Bi2Se3 crystals had a growth
time of approximately 2 weeks for a 50 g crystal and yield a carrier density of about
1.9 · 1019 cm−3. The nominally undoped crystal was cleaved along the [00.1] growth
direction. Due to the weak van der Waals forces that mediate the bonding between
the Bi2Se3 planes, the exfoliation technique is applied with adhesive tape to produce
the Bi2Se3 microflakes.
Exfoliation
In this thesis the crystals, that were grown in the Moscow State University, are
prepared in order to perform electrical characterization in the presence of magnetic
fields. The preparation starts with the exfoliation technique that is similar to the
extraction of graphene flakes from graphite [115]. Although the source bulk single
crystal is stored in N2, one exfoliation step is performed to remove the top layers
of the crystal. In this way, the influence of oxidation on the source bulk single
crystal is further minimized. A subsequent exfoliation step includes folding and
Figure 3.5: Optical microscope image of a contact pattern (left) and the exfoliated
Bi2Se3 microflake (right). Bondpads enable the contacting of the microflake to the
chip carrier. In the lower part of the pattern separate bond pads are located, which
allows to verify that the substrate is electrically insulating.
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unfolding the adhesive tape about 3 times, depending on the amount of exfoliated
material, before the flakes are positioned onto a 300 nm thick SiO2 layer, grown on
a boron-doped Si substrate. Prior to and after the exfoliation the SiO2 is cleaned
with acetone, isopropanol and sonication. One purpose of the second sonication
is to remove flakes that just weakly stick to the substrate. A higher number of
flakes on the substrate would raise the probability that a residual flake causes an
electrical shortcut in the contact pattern. After the exfoliation process, the flakes
are investigated with the optical microscope Sensofar Plµ Neox in confocal mode in
order to identify microflakes with the desired geometry.
Photolithography
In order to contact the Bi2Se3 microflakes, optical lithography is applied. Therefore,
a 2− 3 µm thick, homogeneous layer of positive photoresist AZ ECI 3027 is coated
onto the 5× 5 mm2 substrate and an individual contact pattern is written for each
flake with the program CleWin 4. The pattern is transferred to the photoresist by
the MicroWriter MLTM from Durham Magneto Optics Ltd, whose lasers reach a
resolution down to 1 µm. Developing the pattern in the developer AZ 326 MIF
removes the exposed parts of the photoresist. Subsequently, plasma cleaning with
the Zepto AQ12-1889 MF plasma cleaner with oxygen for 60 s and hydrogen for
300 s is applied to remove organic residues from the substrate. The sputter coater
Q 300T D enables the deposition of 5 nm of titanium and 50 nm of gold onto the
sample. The titanium acts as adhesive material, whereas the gold prevents the
oxidation of the contacts. A further reason to separate the Bi2Se3 from the coated
gold is the fact that gold particles were found to diffuse through Bi2Te3 [116]. A
lift-off process removes the residual photoresist and the waste Ti and Au in order
to finish the pattern. The pattern consists of leads that contact the microflake to
bond pads. Separate bond pads allow to verify that the SiO2 substrate is electrically
insulating. Finally, the substrate is glued with the GE7031 varnish into a chip carrier
and is contacted with Al-bonds. In Fig. 3.5 an exfoliated and contacted microflake
of Bi2Se3 is shown. In Fig. 3.6 a schematic is depicted that summarizes each step of
the optical lithography. Further details of the preparation of the Bi2Se3 microflakes
can be taken from Appendix C.
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Figure 3.6: Schematic of the photolithographic steps. a) The presented steps start
with a cleaned Si substrate topped by a 300 nm thick SiO2 layer. The following steps
involve: b) Mechanic exfoliation of the Bi2Se3 single crystal along the [001] direction,
c) Application, d) spinning, e) irradiation and f) development of the positive resist,
g) sputtering of a 5 nm Ti layer and a 50 nm thick Au layer, h) removing residual
metal in the lift-off.
Chapter 4
Experimental methods
In the course of this thesis, a variety of different measurement techniques was applied
and further improved. The following sections are supposed to give an insight into the
electrical characterization of the investigated samples. The samples are characterized
with respect to their electrical differential conductance g and its dependence on an
external magnetic field ~B, the gate voltage Vg and an DC offset voltage VSD. A fur-
ther section deals with the measurement of the noise characteristics of the samples.
At the end of this chapter an overview of the utilized measurement devices is given.
The first subsection deals with the realization of a low bath temperature required to
observe quantum effects in the investigated systems.
4.1 Cryogenic methods
In order to establish a bath temperature down to 250 mK, a 3He cryostat was used.
3He is a stable isotope of Helium and has an occurrence of 1.38 ppm in Helium
gas. Compared to 4He, it has a reduced boiling point of approximately 3.2 K at
atmospheric pressure which becomes 250 mK at pressures of the order of magnitude
of 10−6 bar [117]. In this thesis the Heliox VL inset from Oxford instruments is
used. A schematic of this cryostat is depicted in Fig. 4.1. Moving the evacuated
Heliox VL inset into a 4He dewar, reduces the inset temperature down to 4.2 K
due to an exchange gas. The exchange gas is automatically absorbed by a sorption
pump during the cooling process. Pumping 4He through a needle valve, causes the
temperature to drop to about 1.5 K in the 1 K plate. A further sorption pump
absorbs gaseous 3He if the sorb’s temperature is at about 3.2 K or lower. Heating
the sorb to 30 K causes the sorb to release the absorbed 3He gas, which is pressed
through the 1 K plate. The 3He condenses at the 1 K plate and fills the 3He
pot. Cooling the temperature of the sorption pump again, strongly reduces the
pressure above the 3He pot, which lowers the boiling temperature of the liqud 3He
to 250 mK. The sample is thermally coupled to the 3He bath by a copper block. Bath
temperatures between 0.04 K and 45 K can be measured by the ruthenium oxide
thermometer ’LakeShore RX-202A-AA-0.05B’-thermometer, that is positioned next
to the sample. The sample is surrounded by a 2 T-superconducting magnet that
is mounted to the 3He inset and creates a field that is perpendicular to the surface
of the sample. The temperature controller ’Mercury iTC’ and the controller for
the magnetic field ’Mercury iPS’ are automatically accessed by a custom LabView
program.
For some measurements with bath temperatures Tbath ≥ 4.2 K a 4He dewar
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Figure 4.1: Schematic of the Heliox VL inset from Oxford instruments. The image
is adapted from [118].
was used due to the strongly decreased required measurement effort. The sample’s
temperature was changed by positioning the sample above the level of liquid 4He
and measuring this temperature with a DT-670 Si Diode.
4.2 Electrical characterization
Most of the information about the physical properties of the investigated samples
is directly or indirectly taken from their electrical resistance R and their electrical
conductanceG = 1/R. The measurement of quantum effects requires a measurement
setup that is of particular low noise. This is in large part warranted by the usage of
a lock-in amplifier. A lock-in amplifier allows to perform AC measurements while
acting as a narrow bandpass filter. This enables the detection of the measurement
signal even if it is superposed by a dominating noise background. In the two-point
configuration the lock-in applies an oscillating voltage VOsc with a certain frequency
and detects the part of the incoming current IOsc that has the same frequency. This
allows the calculation of the differential conductance g = dIOsc/dVOsc.
The measurement setup for two-point lock-in measurements is depicted in Fig.
4.2 a). In order to measure in the linear response regime when investigating 1D
constrictions (see Sec. 2.2), the AC excitation voltage has to be smaller than the
subband spacing of the constriction eVOsc  ∆En,n+1. The minimum excitation
voltage of the SR830 lock-in amplifier is 4 mV, but is further reduced by making use
of a 100:1 transformator at the ’source’-side. The ’drain’-sided 1:10 transformator is
supposed to reduce the effective input resistance of the lock-in from 1 kΩ to 12 Ω. A
further benefit of the transformators is the galvanic isolation to avoid ground loops.
In all experiments the frequency of the excitation signal was 433 Hz. This value is
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chosen to avoid a harmonic of the power supply frequency of 50 Hz and to be higher
than the inverse of the time constant that is set between τ = 100 ms and τ = 1 s.
The chosen time constant cuts off signals that stem from conductance fluctuations
with a fluctuation time of few ms, such as telegraphic noise [88, 119, 120].
Measurements in the non-linear transport regime are established by the usage
of the measurement setup that is depicted in Fig. 4.2 b). The AC Signal of the
lock-in SR830 is offset by a DC voltage that stems from one of the four auxiliary
DC voltage outputs. The 1:100 transformator is used to combine the AC and DC
voltage signal. An active voltage divider reduces the DC output voltage of the lock-
in. An alternative measurement setup incorporates a passive voltage divider and
receives the DC voltage from the SIM928 isolated voltage source. Measurements
with this setup may result to signals with less noise and are always performed
when measurements with the setup in Fig. 4.2 b) are too noisy. This alternative
measurement setup is depicted in Appendix D.
The obtained electrical conductance always comprises the contact resistances
in the two-point measurement setup. This has to be taken into consideration when
evaluating the electrical conductance. A four-point measurement directly detects the
potential difference that is caused by the sample’s resistance and therefore neglects
contributions from the leads and contacts. The four-point measurement setup is
depicted in Fig. 4.2 c). In order to send an electric current I through the sample
that is independent of the sample’s resistance R, a 10 MΩ resistor is connected with
the sample in series.
4.3 Interferometric measurements
Due to their noise-sensitive nature, interferometric measurements require further
effort to lower the noise that is produced by the measurement setup. The setup
that is used for measurements of the Aharonov-Bohm effect in AlxGa1-xAs/GaAs
heterostructures is presented in Fig. 4.3 a). The excitation signal is produced by
the function generator DS360. The reference signal is transmitted to the lock-in
SR830 via an optocoupler. The optocoupler serves as galvanic isolator and avoids
the creation of ground loops. According to the four-point measurement setup in
Fig. 4.2 c), a 10 MΩ resistor is connected in series with the sample in order to
control the excitation current I. The voltage drop across the sample is detected by
the SRS SR560 voltage preamplifier and amplified by a factor of 100. The amplified
voltage signal is sent to the lock-in SR830. The usage of isolation tranformators
and the battery operation of the SRS SR560 voltage preamplifier further reduces
the occurrence of ground loops. A SIM928 isolated DC voltage source serves to
operate as a gate electrode. This setup is known as star grounding, which connects
all measurement devices to one common ground in order to avoid influences from
ground loops. Here, the ground is provided by the magnet that is connected to the
3He cryostat.
The measurement of localization effects and the Hall resistance of Bi2Se3 flakes
are performed by using the setup that is presented in Fig. 4.3 b). The current Ix is
sent through the sample by an external function generator with a 10 MΩ resistance
is series. The voltage signals Vx and Vy are detected and amplified by a factor 100
by one of the two voltage preamplifiers SR560. Both of the amplified voltage signals
are transferred to one of the two lock-in amplifiers, which both take the reference
signal from the function generator.
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Figure 4.2: Measurement setup for a), b) two-point and c) four-point measurement
configuration with the lock-in SR830. a) Two-point setup for measurements in the
linear transport regime with two additional transformers to reduce the amplitude of
the excitation signal as well as the effective input resistance of the lock-in. b) Two-
point setup for measurements in the non-linear transport regime with transformers
as in a) and additional active voltage divider. An alternative setup is presented with




Figure 4.3: Measurement configuration for four-point measurements in the pres-
ence of a magnetic field. a) The setup for Aharonov-Bohm measurements in
AlxGaAs1-x/GaAs devices consists of an external function generator SRS-DS360, a
voltage amplifier SR650 and the lock-in SR830. The reference signal is transmitted
from the function generator to the lock-in by an opto-isolator for galvanic isolation.
A Sim928 isolated DC voltage source provides the voltage for a gate structure. b)
The setup for measurements of the weak anti-localization effect consists of a function
generator KH-4402B and one voltage amplifier SR560. Using a further lock-in SR
7265 allows to perform Hall measurements and Shubnikov-de Haas measurements.
.
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4.4 Measurement setup of noise thermometry
In Sec. 2.5 the concept of thermal noise and noise thermometry was presented. In
this section it will be shown how to measure the power spectral density (PSD) SV(f)
of a sample and how to extract the thermal noise SV,w and the electron temperature
Te from SV(f).
In order to measure the PSD of a device, the spectrum analyzer SR785 from
Stanford Research Systems is employed. The input noise of the SR785 spectrum
analyzer is about SV,SR785 ≈ 10−16 V2/Hz. The signal of a device with few kΩs at
T ≈ 4.2 K is typically of the order of magnitude of 10−18 V2/Hz. Therefore, the two
ultra low-noise voltage preamplifiers Model 5184 from Signal Recovery are used, see
Fig. 4.4. Since the input noise of these amplifiers is also of the order of magnitude
of 10−18 V2/Hz, the cross-correlation technique is applied [121]. According to Eq.









[Vsig,1(t) + Vamp,1(t)] · [Vsig,2(t+ τ) + Vamp,2(t+ τ)]dt. (4.2)
Here, Vsig,1(t) and Vsig,2(t) describe the voltage fluctuation of the sample that is
amplified by the preamplifiers 1 and 2. The terms Vamp,1(t) and Vamp,2(t) refer to
the input noise of the preamplifiers. Due to its random nature, thermal noise from
a source is not correlated with thermal noise stemming from another source. Thus,





















Although the voltage noise of the amplifiers is largely avoided by the cross-correlation,
the amplifiers still influence the measured signal. The contribution of the offset noise
that stems from the amplifiers can be calculated, as done in literature [122, 71], and
modifies Eq. 2.53 to
SV,Th = 4kBTeR + 2 · 4kBTampR−1ampR2 (4.4)
with the amplifier’s temperature Tamp,1/2 ≈ 300 K and resistance Ramp,1/2 = 5 MΩ.
In this thesis Eq. 4.4 is used to calculate the theoretical values that are expected
for a system with given two-point resistance R and electron temperature Te.
In the Appendix E it can be seen that the operation range of the preamplifiers is
optimized to reduce the amplifier’s input noise. In Fig. 4.4 the measurement setup
for noise measurements is presented. It can be seen that ground loops are avoided
by setting only one voltage preamplifier to ’ground’ and by keeping the SR785
spectrum analyzer’s inputs floating. The presented measurement setup inevitably
comprises parasitic capacities Cpar, e.g. in the Bayonet Neill Concelman (BNC)
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cables. These capacities form a low-pass filter with the setup’s electrical resistance
which is observed in the resulting PSD. In order to extract the white part of the





is applied to each measurement that is an average over time of 500 recorded PSD.
The presented setup yields experimental values of SV,w that are in accord with SV,Th
for resistances in the range 1 kΩ ≤ R ≤ 60 kΩ and for temperatures in the range
4.2 K ≤ Te ≤ 70 K for a 2DEG in a AlxGa1-xAs/GaAs heterostructure [70, 123]. In
this regime the deviation between SV,w and SV,Th is less than 1 %. In addition to
the SR785 spectrum analyzer, the SRS SIM928 is used to apply a clean gate voltage
and heating currents [124] to the investigated device, as depicted in Fig. 4.4.
Figure 4.4: Measurement configuration of thermal noise measurements. The setup
consists of two voltage amplifiers that are set parallel to amplify the voltage noise
of the sample. The amplified noise signal is sent to the spectrum analyzer SR785
to identify the cross-correlation spectrum. The gate electrode is connected to an
isolated DC voltage source which also provides the voltage to apply a heating current
to the sample. Low-pass filters reduce disturbances from unwanted external fields
that are picked up by the circuit.
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4.5 Description of the measurement devices
Lock-in amplifier SR830 and SR7265
A lock-in amplifier creates an AC signal and phase-sensitively detects the incom-
ing modulated version of the signal, while acting as a narrow bandpass filter. This
technique offers the possibility to detect signals that are accompanied by a domi-
nating background noise. The lock-in amplifier SR830 [125] produces an AC voltage
signal with a frequency range of 1 mHz ≤ f ≤ 102.4 kHz and a voltage range of
4 mV ≤ VOsc ≤ 5 V that is sent through the sample and is also kept as refer-
ence signal in the lock-in. The modulated signal that comes from the sample is
VSig sin(ωSigt+ϕSig) and the reference sample is VRef sin(ωReft+ϕRef). The detected
signal is amplified and multiplied with the reference signal
VDetected = VSig sin(ωSigt+ ϕSig) · VRef sin(ωReft+ ϕRef)
= 12VSigVRef cos(ωSigt− ωReft+ ϕSig − ϕRef)
− 12VSigVRef cos(ωSigt+ ωReft+ ϕSig + ϕRef).
(4.6)
In the lock-in SR830 a low-pass filter is applied to the detected signal VDetected,
which causes the lower term with ωSigt + ωReft to vanish and also the upper term




2VSigVRef cos(ϕSig − ϕRef). (4.7)
Thus, the lock-in amplifier only detects signals whose frequencies are close to ωRef.
The bandwidth of the bandpass filter ∆ωB is coupled to the time constant τ over
which the detected signal is integrated according to τ = ∆ω−1B . The DC voltage
source of the rear panel has a range of -10 V to +10 V with a resolution of 1 mV
and is therefore well-suited for both supplying the gate electrode and providing a
DC offset voltage for the non-linear transport regime. The lock-in amplifier SR7265
works in a similar way and can also function as a spectrum analyzer and as a noise
measurement unit which simplifies the detection of noise sources in the setup.
Spectrum analyzer SRS SR785 and SR model 5184 ultra low-
noise voltage preamplifier
The dual-channel spectrum analyzer SR785 is of interest for this thesis due to its
capability to apply the cross-correlation to the signals of the input channel 1 and
input channel 2. The frequency range from few Hz up to 102 kHz is well-suited
to record the low frequency contributions of the noise signals. In this regime the
internal noise of the ultra low-noise amplifiers model 5184 is minimal for resistances
in the range of 1 kΩ to about 100 kΩ, see Appendix E. The amplifiers are required
due to the input noise of the channels of the SR785 which is about 10 nVrms/
√
Hz
above 200 Hz. This input noise is of the order of magnitude of a sample’s thermal
noise at low temperatures with a resistance of few kΩ. The averaging ability of the
SR785 reduces the influence of disturbances that are picked up from the setup and
improves the signal-to-noise ratio.
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Keithley 6221/2182A
The combination of the AC and DC current source Keithley 6221 [126] and the
low-noise nanovoltmeter Keithley 2182A [127] provides the possibility to measure
the I-V characteristics of a sample in the four-point configuration precisely. Both
measurement devices are coupled with each other by a serial interface. The nano-
voltmeter Keithley 2182A has an input resistance of more than 10 GΩ and has a
measurement range of 1 nV to 100 V. The AC current source Keithley 6221 has a
measurement range of 100 fA to 105 mA.
SRS SIM928
The isolated voltage source provides DC voltage signals in the range from -20 V
to +20 V with a resolution of 1 mV. A unit comprises two separate batteries, each
of which having a lifetime of up to 12 hours. Whereas one battery stands ready
to provide the voltage for the experiment, the second battery is recharged by an
earth-referenced charging circuit. The active SR Sim928 battery is always optically
isolated from this circuit, which helps to avoid the creation of ground loops.
Chapter 5
Characterization of the electrical
transport properties
In this chapter transport properties of the AlxGa1-xAs/GaAs quantum ring devices
and an 1D constriction are investigated. An overview of the studied AlxGa1-xAs/GaAs
devices can be consulted in Appendix F. The investigated properties are the differ-
ential conductance g = dIOsc/dVOsc, the transconductance dg/dVg and the energy
subband spacing ∆Ei,i+1 = ~ωy between subbands with index i and i + 1. The sub-
band spacing ~ωy is determined by measuring the transconductance of the device in
the non-linear transport regime. An alternative approach for measuring in the non-
linear transport regime is presented in the last section of this chapter. Moreover, the
effective mass m*e of the narrow 2D heating channel of a quantum device is derived
from Shubnikov-de Haas (SdH) measurements at a bath temperature of Tbath = 0.3 K
and Tbath = 4.2 K in the dark, i.e. in the absence of illumination. This effective
mass will be used for calculations in the subsequent sections for the quantum ring
devices.
5.1 Determination of the effective mass
The knowledge of the effective mass m*e of a device is needed to derive important
physical parameters, such as the Fermi energy EF and the ballistic thermal length
lT,b. A possibility to measurem*e is a Hall bar configuration, as depicted in Fig. 5.1 a)
for the device QRC. As explained in Sec. 2.3, this configuration yields oscillations of
the four-point resistance, known as Shubnikov-de Haas (SdH) oscillations [129], when
the magnetic field is sweeped. The measured SdH oscillations for the device QRC
are shown in Fig. 5.1 b) for the bath temperatures Tbath = 0.3 K and Tbath = 4.2 K.
The maxima and minima for both temperatures are shifted along the B-axis relative
to each other. However, calculating the sheet density n from the SdH oscillations
yields n(4.2 K) = (1.90± 0.08) · 1011 cm−2 and n(0.3 K) = (1.83± 0.06) · 1011 cm−2.
The sheet density is calculated from the magnetic fields Bi and Bi+1 that correspond








The found sheet densities deviate from the sheet density nWieck = 2.07 · 1011 cm−2
that is measured for this wafer by the group of Prof. Dr. Andreas Wieck at Tbath =
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4.2 K. This deviation is attributed to the lateral confinement of the heater line
with a width of 2 µm. Similarly, a deviation from the electron mobility µWieck =
2.43 · 106cm2/Vs, measured at Tbath = 4.2 K by the group of Prof. Dr. Andreas





n(4.2 K)eR(B = 0) = (3.65± 0.08) · 10
5 cm2/Vs (5.2)
with R(B = 0) = 18 kΩ, the length l = 410 µm and the width w = 2 µm of the
heater for Tbath = 4.2 K. Accordingly, µe(0.3 K) = (3.79 ± 0.09) · 105 cm2/Vs is
found. Due to the broadening of the Landau levels at higher Tbath the amplitude
A(B,4.2 K) of the SdH oscillations at Tbath = 4.2 K is significantly lower than the
amplitude A(B,0.3 K) at Tbath = 0.3 K. Note however, that the amplitude is not
enveloped in a beating pattern, which suggests a negligible spin-orbit interaction in
the device. The ratio of the amplitudes allows to deduce the effective mass according
Figure 5.1: Shubnikov-de Haas measurements (SdH) at different bath temperatures
Tbath = 0.3 K and Tbath = 4.2 K of a 2 µm-wide heater line attached to the quantum
ring device QRC. a) An optical micrograph of the device [128] with contacts labeled
1 to 4 and a schematic of the four-point measurement setup. b) The measured mag-
netoresistance R13,24 = V24/I13 shows SdH oscillations for both bath temperatures.
The maxima and minima of R13,24 are shifted along the B-axis relative to each other.
Corresponding maxima and minima are indexed by integer numbers 1-6. Since the
according sheet density n for both temperatures is the same within the measurement
uncertainty, the effective mass can be calculated and c) is depicted for every index
1-6. An average of m*e = (0.057 ± 0.005)m0 is found. d) Dingle plot of the SdH
oscillation amplitude ∆R for both Tbath. The slope of the Dingle plot −m*epi/eτq
yields information about the quantum lifetime τq.
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This expression can analytically be solved for T1 = 2 ·T2 or T2 = 2 ·T1. Here, Eq. 5.3
is solved numerically form*e. For the SdH oscillations at Tbath = 4.2 K three maxima
and three minima are observed. The ratios A(Bi, 4.2 K)/A(Bi, 0.3 K) for the corre-
sponding magnetic fields Bi yield the effective masses me, which are depicted in Fig.
5.1 c). The solid line corresponds to the bulk value m*e, GaAs = 0.067 m0 [131] and is
higher than the measured values whose average yields m*e = (0.057± 0.005) m0. A
similar deviation is also observed in other AlxGa1-xAs/GaAs devices [132, 133, 134].
Coleridge et al. investigated m*e of AlxGa1-xAs/GaAs samples by means of SdH
measurements and found m*e to systematically decrease as the sheet density de-
creases in the range 1011 cm−2 < n < 1012 cm−2 [133]. Tan et al. performed similar
measurements and found the effective mass m*e to increase with decreasing sheet
density for n < 1011 cm−2 [134]. Both investigations indicate that m*e ≈ 0.06 m0
is to be expected for n ≈ 1.9 · 1011 cm−2. This fits m*e = (0.057 ± 0.005) m0
with n(4.2 K) = (1.90 ± 0.08) · 1011 cm−2, measured in this thesis for the narrow
2D channel. Here, the obtained effective mass m*e allows to calculate a Fermi en-
ergy of EF = ~2pin/m*e = (7.7 ± 0.9) meV when the electron density n(0.3 K) =
(1.83± 0.06) · 1011 cm−2 is used. This value is in accordance with the Fermi energy
of EF,sim = 7.2 meV that is found from energy band simulation, shown in Sec. 3.2.
From the increase of the oscillation amplitude with increasing magnetic field
B the quantum lifetime τq can be calculated. The quantum lifetime is the mean
time an electron remains in a particular energy state. According to Ando [135], the
envelope function of the SdH amplitudes can be expressed as
∆R
R0
= 4X(T )−1 · e−pi/ωcτq (5.4)
with X(T ) = sinh(AT)/AT with AT = 2pi2kBTbath/~ωc, the cyclotron frequency
ωc = eB/m*e, the amplitude ∆R and the resistance R0 = R(B = 0). The effective
mass is considered to be m*e = 0.057 m0. Typically the SdH amplitudes are shown
in a Dingle plot, i.e. ln[∆R/4R0 · X(T )] versus 1/B. Following Eq. 5.4 the slope
of the Dingle plot is −pim*e/eτq. In Fig. 5.3 d) the Dingle plot for the measured
SdH oscillations for both bath temperatures is depicted. The quantum lifetime is
τq = 9.8·10−13 s for Tbath = 0.3 K and τq = 4.4·10−13 s for Tbath = 4.2 K. The elastic
scattering time is τe = m*eµe(4.2 K)/e = (12 ± 1) · 10−12 s at Tbath = 4.2 K, using
m*e = 0.057 m0. The same elastic scattering time can be calculated from µe(0.3 K)
for Tbath = 0.3 K. The relation τe/τq provides information about the scattering
mechanism. Here, τe/τq ≈ 27 is found for Tbath = 4.2 K and τe/τq ≈ 12 for Tbath =
0.3 K. Both are comparable to the ratio τe/τq, found for the high mobility 2DEG
formed in AlxGa1-xAs/GaAs heterostructures [136]. Such a high ratio suggests the
dominant scattering mechanism to be long-range scattering from remote ionized
impurities, as expected for modulation-doped AlxGa1-xAs/GaAs heterostructures
[137]. Here, these ionized impurities are considered to be located in the Si-doped
AlxGa1-xAs/GaAs supply layer.
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5.2 Determination of the subband spacing
The devices QRA, QRB and ConstrA include QPCs. The energy separations of
the subbands of these QPCs will be determined in this section by measuring the
transconductance dg/dVg of the QPC, while applying a DC voltage VSD. This ap-
proach follows the widely used technique that is explained in Sec. 2.2. First, the
results of the device ConstrA are presented. The differential two-point conductance
g and the transconductance for VSD = 0 mV of the device ConstrA at Tbath = 4.2 K
are depicted in Fig. 5.2 a). The conductance plateaus of the measured differen-
tial two-point conductance gmeas.(Vg) are not perfectly aligned with integer values of





of the device that is determined to be Rs = 142 Ω. In Fig. 5.2 a) the raw measure-
ment of the differential two-point conductance is represented as dashed line, whereas
the solid line shows the same curve that is corrected by Rs. The gate voltage is set to
values up to Vg,max = 0.6 V , which is used as maximum voltage for all devices in this
thesis. High gate voltages lead to leakage currents lleak between the 2DEG and the
gate electrode due to the increased potential difference. The choice of Vg,max = 0.6 V
is based on the characterization of the leakage current of the quantum devices used
in this thesis. This characterization can be consulted in Appendix G and shows the
general relation Vg ∝ I2leak, which is typical for III-V heterostructures.
In Fig. 5.2 b) the differential two-point conductance is shown for DC voltages
ranging from VSD = 0 mV up to VSD = 14 mV with a resolution of ∆VSD = 0.2 mV
in a waterfall plot. The measurement is corrected by Rs and each curve is shifted
along the x-axis by +20 ·VSD for a better visibility. It can be seen that the plateaus
Figure 5.2: Differential conductance of the device ConstrA with applied DC voltage
VSD at Tbath = 4.2 K. a) The differential conductance g (black line) and the cor-
responding transconductance dg/dVg (blue line) are shown for VSD = 0 mV. The
dashed line represents the raw measurement. The solid black line is the raw mea-
surement that is corrected by a series resistance of Rs = 142 Ω. b) The differen-
tial conductance is shown for applied DC voltages, ranging from VSD = 0 mV to
VSD = 14 mV in steps of 0.2 mV in waterfall plot. The curves are shifted along the
x-axis by 20 · VSD. All measurement curves are corrected by a series resistance of
Rs = 142 Ω.
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of the differential conductance have integer values of 2e2/h for VSD → 0. For VSD > 0
these plateaus split into half plateaus, whereas the half plateau at 1.5 ·2e2/h has the
best visibility. The half plateaus around 0.5 · 2e2/h are formed at higher VSD than
the 1.5 · 2e2/h plateaus. The half plateau at 2.5 · 2e2/h is just weakly present and
the half plateau at 3.5 · 2e2/h can hardly be identified. For each measurement the
transconductance dg/dVg is calculated and oscillates between minima and maxima
that represent the conductance plateaus and transitions between these plateaus.
The transconductances are typically presented in a grayscale plot, as shown in
Fig. 5.3. In this plot the transconductances form a rhombic pattern that is eval-
uated according to the explanation in Sec. 2.2. The subband spacing ∆Ej,j+1 =
Ej+1 − Ej = ~ωy between the subbands j and j + 1 is evaluated by dividing the
length of the diagonal of the rhombus along the eVSD-axis by 2. The gate efficiency
γ = ∆Ej,j+1/∆Vg is calculated by comparing the subband spacing and the gate
voltage ∆Vg that is required to populate a new subband with electrons. Subse-
quently, the characteristic value ~ωx that characterizes the saddle-point potential
can be determined by using Eq. 2.26. The relation ωy/ωx gives an estimation about
the confinement of the 1D constriction. Higher ratios of ωy/ωx result in a better
Subbands ∆Vg [mV] γ [%] ~ωy [meV] ~ωx [meV] ωy/ωx
1 → 2 100± 2 11± 3 11± 2 5± 1 2.2± 0.6
2 → 3 96± 2 9± 2 9± 2 5± 1 1.8± 0.6
3 → 4 87± 2 8± 2 7± 1 5± 1 1.4± 0.5
Table 5.1: Results of the subband spectroscopy of the device ConstrA.
Figure 5.3: Grayscale plot of the transconductance dG/dVg of the device ConstrA
with applied source-drain voltage VSD. Dark areas refer to plateaus of the electrical
conductance G(Vg,VSD) and bright areas refer to transitions between conductance
plateaus. The resolution of the measurement is ∆Vg = 2 mV and ∆VSD = 0.2 mV.
The rhombic pattern of the transconductance allow to determine the subband spac-
ings ∆EN,N+1 and the gate efficiency γ. The scanning electron micrograph in the
upper right shows a QPC with comparable geometry [138].
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visibility of the conductance plateaus. The mentioned characteristic properties are
summarized in Tab. 5.1 for the first three subband spacings of the device ConstrA.
In contrast to the schematic in Fig. 2.6, the experimentally derived rhombus pat-
tern does not result in identical rhombus geometries for all VSD and Vg. This is
explained by a constriction potential that is not perfectly parabolic. Furthermore,
higher values of Vg lead to a change of the effective constriction potential.
The characterization of the QPCs that are embedded in the quantum rings in the
devices QRA and QRB are performed in the same way as for the device ConstrA.
However, the measured differential two-point conductance comprises the contribu-
tion of both arms of a ring. In Fig. 5.4 a) a SEM image of the quantum ring
device QRB is depicted. The four terminals are labeled 1 to 4. A finger gate covers
the QPC that is incorporated in the straight arm. Sweeping the finger gate in the
Figure 5.4: Electrical differential two-point conductance of the device QRB with
applied DC voltage. a) A SEM image [138] of the quantum ring device QRB with
contacts labeled 1 to 4. A QPC is embedded in the straight arm of the quantum ring
and is covered by a finger gate. b) The differential two-point conductance g14 (solid
line) comprises the contribution of the bent arm with a threshold voltage of about
Vth ≈ −0.7 V and the straight arm with a threshold voltage of about Vth ≈ 0.27 V.
The contribution to g14 from the bent arm is approximated with a polynom of 4th
order and extrapolated to Vg = 0.5 V (dashed line). c) The conductance g14 − gp is
shown which represents the contribution of the straight arm to g14. The plateaus
of g14 − gp stem from the confinement of the QPC and are labeled N = 1, 2, 3 and
N = 4. d) The differential two-point conductances g12, g34 and gs (see text) are
shown.
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range −0.8 V ≤ Vg ≤ 0.5 V results in the differential two-point conductance g14
that is shown in Fig. 5.4 b) (solid line). The contribution from the bent arm with a
threshold voltage of about Vth ≈ −0.7 V and from the straight arm with a thresh-
old voltage of about Vth ≈ 0.27 V can clearly be distinguished. The conductance
plateaus for Vg > 0.27 V are visible, albeit weakly pronounced. In order to separate
the contributions of the arms to g14 from each other, a fourth degree polynomial
function is fitted to g14 in the range −0.2 V ≤ Vg ≤ 0.27 V and extrapolated up
to Vg = 0.5 V (dashed line). The extrapolated conductance gp is then subtracted
from g14 to obtain the contribution of the straight arm to g14, which is shown in
Fig. 5.4 c). The conductance plateaus are labeled N = 1, 2, 3 and N = 4 and
are each used to calculate the series resistance Rs of the QPC in the straight arm.
Translating Rs into the corresponding conductance gs = 1/Rs allows to compare the
series resistance with the measured conductances g12 and g34 that are depicted in
Fig. 5.4 d). The series resistance of the leads is found to be about 700 Ω by further
two-point measurements in the leads. This is by one order of magnitude lower than
1/g34, 1/g12 and 1/gs. Therefore, the series resistance of the QPC is dominated by
the 1D waveguides of the quantum ring, which is important for the thermal noise
measurements in the subsequent section. The reason for this is that the measure-
ment setup to measure the spectrum of the thermal noise is a two-point setup and
is more sensitive to higher resistances.
The transconductance measurements are performed for the QPCs of both devices
QRA and QRB and are depicted in Fig. 5.5 for the QPC of the device QRB. The
characteristic values ∆Vg, γ ~ωy and ωx are drawn from these measurements for
both devices and summarized in Tab. 5.2 and 5.3.
Whereas the gate efficiency γ is approximately 10% for all three QPCs, the
subband spacing ~ωy is almost reduced by half in the QPCs of both quantum ring
devices compared to the single QPC device. This expected deviation stems from
the different widths of the 1D constriction. While the QPC of the device ConstrA
has a width of about 100 nm, the QPCs of the devices QRA and QRB have a width
of about 170 nm. Since ~ωx ≈ 5 meV is almost identical in all devices, the ratio
ωy/ωx is reduced by approximately a half in the QPCs that are embedded in the
quantum rings QRA and QRB compared to ConstrA. The rhombus pattern in the
grayscale plot of the transconductance of QRA and QRB is therefore not as distinct
as in ConstrA.
The knowledge of the parameters of the 1D constriction that were acquired in
this section serve as basis for the investigations in the following sections. In order
to further enhance the reliability of the acquired subband spacings, an alternative
approach to deduce the gate efficiency γ is presented in the following section.
Subbands ∆Vg [mV] γ [%] ~ωy [meV] ~ωx [meV] ωy/ωx
1 → 2 57± 2 11± 2 6.3± 1.0 5± 1 1.3± 0.3
2 → 3 55± 2 10± 2 5.5± 0.9 5± 1 1.1± 0.3
3 → 4 54± 1 9± 1 4.8± 0.7 6± 1 0.8± 0.2
Table 5.2: Results of the subband spectroscopy of the device QRB.
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5.3 Thermal subband spectroscopy
In the previous section the subband spacing ~ωy, the gate efficiency γ and the
parameter ωx were determined by means of subband spectroscopy in the non-linear
transport regime. Due to the relatively high uncertainties of the experimentally
derived parameters ~ωy, ~ωx and γ in this section, an additional approach is chosen
to derive γ and ωy. The idea of this approach is comparable to the one of Kristensen












with the Fermi-Dirac distribution f , the transmission probability Tj(E) = (1 +
exp(−pij))−1 of the electron to propagate through the QPC at the energy mode
j = 2(E − ~ωy(n + 1) − V0)/~ωx and the number of occupied subbands N of the
Subbands ∆Vg [mV] γ [%] ~ωy [meV] ~ωx [meV] ωy/ωx
1 → 2 56± 2 10± 2 5.5± 0.4 4± 1 1.4± 0.3
2 → 3 54± 1 9± 1 4.8± 0.3 5± 1 1.0± 0.3
3 → 4 52± 1 8± 1 4.0± 0.3 5± 2 0.8± 0.2
Table 5.3: Results of the subband spectroscopy of the device QRA.
Figure 5.5: Grayscale plot of the transconductance dg/dVg of the device QRB with
applied source-drain voltage VSD. Dark areas refer to plateaus of the differential
electrical conductance g(Vg,VSD) and bright areas refer to transitions between con-
ductance plateaus. The contrast in dg/dVg is linearly increased along positive
Vg for better visibility. The resolution of the measurement is ∆Vg = 2 mV and
∆VSD = 0.2 mV. The scanning electron micrograph in the upper right shows the
device QRB [138].
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QPC (as introduced in Sec. 2.2). The 1D subband energy spacing ~ωy is estimated
by fitting the measured temperature dependence of the QPC conductance to Eq.
5.6.
In this thesis a similar approach is chosen. The main difference is that the
electrical conductance is measured near the threshold voltage Vth multiple times
by sweeping the gate voltage Vg back and forth. This procedure is performed at
temperatures between Tbath = 4.2 K and Tbath = 60 K. In Fig. 5.6 a) the measured
electrical conductance of the device ConstrA is depicted. Due to the ’smearing’
of the Fermi-Dirac distribution f = [1 + exp((E − EF)/kBTbath)]−1 the threshold
voltage Vth decreases with increasing bath temperature Tbath. In the following, Vth
is defined as the gate voltage where the corresponding electrical conductance is
G(Vg = Vth) ≡ Gth = ξ · 2e2/h. The coefficient ξ is chosen to represent an electrical
conductance with a high slope dG/dVg while at the same time allowing a relatively
high change of the threshold voltage with the bath temperature dVth/dTbath.
In order to find the gate efficiency γ of the QPC’s global top-gate, G(EF) is
simulated by using Eq. 5.6, as depicted in Fig. 5.6 b) for ~ω = 5 meV and ~ωy =
10 meV. Similarly to Vth, a Fermi energy EF,Th can be found whereG(EF = EF,Th) ≡
Gth. Comparing ∆Vth = Vth(Tbath) − Vth(4.2 K) and ∆EF,Th = EF,Th(Tbath) −
EF,Th(4.2 K) with each other allows to find the gate efficiency γ = ∆EF,Th/∆Vth.
In Fig. 5.6 c) the measured ∆Vth(Tbath) of the device ConstrA is depicted and
compared with the simulated ∆EF,Th/γ for ξ = 0.2, ~ωx = 5 meV, ~ωy = 10 meV
and γ = 0.16 ± 0.03. It can be seen that measured values (black squares) follow
the calculated values for γ = 0.16 (solid line) and are enveloped by the calculated
values for γ = 0.19 and γ = 0.13 (dashed lines each). The same is found if ξ = 0.3
is chosen, as depicted in 5.6 d).
In the previous section the subband spacing of the device ConstrA is found to
be ~ωy = (11 ± 2) meV with the gate efficiency γ = 0.11 ± 0.03. The uncertainty
of the gate efficiency γ remains unchanged by the method that is presented in this
section. However, the best fit for the calculated to the measured values ∆Vth(Tbath)
is found for ~ωy = 10 meV, which narrows the uncertainty of the experimentally
determined ~ωy and makes the value ~ωy = (11± 2) meV more reliable.
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Figure 5.6: Thermal subband spectroscopy (see text) of a quantum point contact.
a) Measured electrical conductance of a QPC with ~ωy = (11 ± 2) meV at the
temperatures 4.2 K, 15.2K, 16.5 K, 17.1 K, 28.3 K, 33.7 K, 40 K, 43.1 K and
59.2 K. b) Simulated electrical conductance according to Eq. 2.28 of a QPC with
~ωx = 5 meV and ~ωy = 10 meV at the temperatures 4.2 K, 15.2 K, 16.2 K, 17.2
K, 28.2 K, 33.2 K, 40.2 K and 43.2 K. c) Comparison of the shift of the threshold
voltage ∆Vth of the theoretical (dashed lines) and experimental values (squares)
of the electrical conductance due to increased temperature. Here, the electrical
conductance that defines Vth is set to G(Vth) = 0.2 e2/h and to d) G(Vth) = 0.3 e2/h.
Chapter 6
Analysis of the noise spectrum in
the AlxGa1-xAs/GaAs quantum
devices
In this chapter measurements as well as an analysis of the noise spectrum of the
1D constrictions and the quasi-1D quantum rings are presented. For an overview
of the devices Appendix F can be consulted. In the first section measurements of
the thermal noise SV,w are performed in two-terminal bent and straight 1D constric-
tions as well as in the multi-terminal quantum rings. Whereas in 1D constrictions
the measured thermal noise SV,w agrees with the theoretically expected value SV,Th
within the measurement uncertainty, in quantum rings SV,w exceeds SV,Th by up to
60%. This section aims to analyze the excess noise SV,excess, i.e. the part of the mea-
sured white part of the noise spectrum that exceeds the theoretically expected value
SV,excess = SV,w−SV,Th. The systematic measurement of the noise spectra in a large
variety of samples helps to exclude possible origins of the excess noise, such as the
wafer material, the curvature of the device as well as the length of the waveguide.
The temperature dependence of the excess noise in a quantum ring is measured in
order to test the hypothesis whether correlated noise sources, caused by the phase
coherent behavior of the electron waves in the quantum ring, can be the origin of the
excess noise. Note that this explanation is not linked to ’phase noise’ that describes
the frequency uncertainty of periodic signals.
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6.1 Current state of research
In signal processing, noise is considered as an unwanted phenomenon, which imposes
a limit on the achievable accuracy of measurement devices. However, the noise
spectrum follows a statistic that is specific to the origin of the noise and provides
information about the investigated system. In Sec. 2.5 the most common noise
models thermal noise, shot noise, generation-recombination noise and 1/f noise along
with their respective statistics were introduced.
The first description of noise as measurable fluctuation of current can be found in
the pioneering work of W. Schottky, who studied fluctuations of current in vacuum
tubes [82], which is known as shot noise nowadays [82, 74]. Shot noise is created
whenever an electric current has to overcome a potential barrier which may or may
not be achieved by an electron with a certain probability. Trying to verify the re-
sults of Schottky in low frequency circuits, J.B. Johnson discovered the 1/f noise,
or ’flicker noise’, in 1925 [139]. W. Schottky subsequently described Johnson’s ex-
periment mathematically. Many years later, in 1957, McWhorter created a model in
which the ’flicker noise’ is explained in terms of trapping and detrapping of electrons
in surface states [95]. According to McWhorter’s model, the noise therefore origi-
nates from a fluctuation of the number of charge carriers. According to its name,
flicker noise is characterized by a PSD that is proportional to f−γ, whereas the expo-
nent is assumed to be γ = 1.0±0.1 [79], which is observed in epitaxial GaAs devices
[89, 90, 91, 92, 83, 84]. However, exponents that are in the range of 0.9 ≤ f ≤ 1.4
are found as well [93]. A significant contribution to the field of 1/f noise was done
by Hooge, who introduced the empirical [94] relation SV = αHV 2/fN for pure f−1
noise by studying gold films in the presence of a steady current. Here V describes
the voltage across the sample, N the total number of charge carriers and αH is the
dimensionless Hooge parameter. For homogeneously Si-doped AlxGa1-xAs/GaAs a
Hooge parameter of αH = 7.1 · 10−4 was found [91]. It is believed that, at least in
metal films, 1/f noise is a bulk effect rather than a surface effect and stems from
fluctuations of the charge carrier mobility in the bulk. This is in clear contrast to
McWhorter’s model. The Hooge model is found to provide a good approximation
for the 1/f spectrum in many materials. However, the origin of 1/f noise is an open
question [79, 140] and is assumed to change from one material system to another.
In 1928 J.B. Johnson and H. Nyquist discovered the thermal noise [69]. Thermal
noise is intrinsic to all resistors and yields information about the electron temper-
ature of a device with known resistance and vice versa. Thermal noise is a well
understood phenomenon and can be derived in multiple ways and for various de-
vices [80, 74, 68].
Noise signals S1 and S2 that stem from different and independent sources typ-
ically sum up to a total noise Stot = S1 + S2. This is the case if the noise sources
are not correlated with each other [141]. However, when correlation between noise
sources exists, the resulting total noise differs from S1 + S2 [96, 142, 143, 80], due
to the additional correlation term in Stot that depends on the coupling between
the noise sources. This correlation is observed for 1/f noise in AlxGa1-xAs/GaAs
heterojunction bipolar transistors [142] between base and collector noise sources.
However, the correlation of the PSD of different noise sources is rarely taken into
consideration as noise sources are mostly uncorrelated. In addition, the origin of
the correlation itself is also rarely discussed. Therefore the consideration of noise
sources from different electron waveguides whose correlation is used as indicator of
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phase coherence in the system is a new idea that is not investigated so far.
(!) Note: in the following the term ’excess noise’ will be used to describe the
part of the measured thermal noise SV,w that exceeds the theoretically expected
thermal noise SV,Th, derived from Eq. 4.4. It must not be confused with the ’excess
noise ratio’ which refers to an increase of the thermal noise due to a heated system
or to noise contributions, such as 1/f noise or shot noise that exceed the PSD of the
thermal noise.
6.2 Excess noise in 1D constrictions
In this thesis several AlxGax-1As/GaAs-based quantum devices were characterized
with respect to their noise spectrum. As presented in Sec. 2.5 the power spectral
density (PSD) of the noise is a superposition of all noise contributions, such as
thermal noise and 1/f noise. In most AlxGa1-xAs/GaAs-based devices that are in-
vestigated in this thesis the PSD is dominated by frequency-independent, i.e. white
noise, SV,w. This noise is identified as thermal noise since SV,w agrees with the the-
oretically predicted value SV,Th within the measurement uncertainty. In contrast,
the contribution of 1/f noise is restricted to frequencies f < 1 kHz, which is small
compared to the measurement range of up to 100 kHz. Therefore, the contribution
of 1/f noise will not be further discussed in this section. As derived in Sec. 4, the
theoretical value of the thermal noise is calculated with the equation




with the electron temperature of the sample Te, the two-point resistance of the
sample R, the input resistance Ramp = 5 MΩ and the temperature Tamp = 300 K
of the two voltage amplifiers. The contribution of the 1D devices to the resistance,
and therefore to the thermal noise, is dominant compared to the contribution of
the leads. As mentioned in Sec. 4, the noise measurement setup is well-suited
for temperatures in the range 4.2 K ≤ Tbath ≤ 70 K and for resistances in the
range 1 kΩ ≤ R ≤ 60 kΩ. The corresponding range of electrical conductance is
12.9 · 2e2/h ≥ G ≥ 0.2 · 2e2/h. This is found for 2D and ballistic 1D devices based
on AlxGa1-xAs/GaAs heterostructures that do not form multichannel quantum rings.
However, in quantum rings the measured noise is found to exceed SV,Th, as will be
shown later in this section.
The noise spectra of the device ConstrA, a QPC with a width of about 100 nm,
are taken according to the setup shown in Fig. 6.1 a) for different gate voltages
Vg of a global top-gate. In Fig. 6.1 b) the measured two-point differential con-
ductance g is presented. From the conductance plateaus a series resistance of
Rs = g−1 − (2Ne2/h)−1 ≈ 142 Ω is deduced, which stems from the leads to the
QPC and is negligible compared to the resistance of the QPC. The measured noise
spectra are therefore dominated by the contribution of the QPC. From g and the
bath temperature Tbath = 4.2 K the expectation value SV,Th is calculated for gate
voltages in the range from Vg = 0.3 V to Vg = 0.6 V with a step size of ∆Vg = 2 mV.
Here, Tbath is assumed to be identical to the electron temperature of the device, i.e.
Tbath = Te. In this range noise measurements are performed with a step size of
∆Vg = 5 mV. The noise spectra for Vg = 348 mV and Vg = 528 mV are given as
example in Fig. 6.1 c). For Vg = 528 mV, i.e. a relatively low resistance, the noise
64
spectrum shows a frequency-independent PSD. For Vg = 348 mV, i.e. a relatively
high resistance, the spectrum shows the behavior of a low-pass filter. As mentioned





with the parasitic capacitance of the order of CPar ≈ 4 · 10−10 F, and the white part
of the noise SV,w as free parameters. In the observed range of Vg the values of the
thermal noise SV,w, derived from the fit, agree with the expected value SV,Th within
the uncertainty of the measurement, as depicted in Fig. 6.1 d).
Figure 6.1: Measurement of the noise spectra SV of the device ConstrA at Tbath =
4.2 K. a) A SEM image of the device, a QPC with a width of about 100 nm
[138]. b) The measured two-point differential conductance of the QPC (dashed line)
which allows to estimate the series resistance to Rs ≈ 142 Ω and to conclude that
the noise spectrum is dominated by the QPC. The solid line is calculated from
the dashed line when subtracting Rs. c) Two noise spectra (solid black lines) for
Vg = 348 mV and Vg = 528 mV are shown. These gate voltages are indicated with
arrows in b). Noise spectra with lower resistance have a PSD that is dominated by
frequency-independent noise, whereas noise spectra of higher resistances show a low-
pass behavior that is fitted to the noise spectra (red dashed line). d) A comparison
between the measured thermal noise SV,w (solid squares) and the expectation value
SV,Th (open squares) shows that SV,w and SV,Th agree with each other in the gate
voltage range from Vg = 0.3 V to Vg = 0.6 V. The expectation value SV,Th is
calculated from g(Vg) and Tbath.
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In an ideal ballistic device a resistance R and an electron temperature Te can
not be defined locally due to the lack of scattering of the electrons. It may there-
fore appear counter-intuitive to measure the noise spectrum of a ballistic device.
The solution for this can be found in the Landauer-Büttiker formalism, where the
properties of the ballistic electrons inherit the properties of the electron reservoirs,
such as the electron temperature. In the ideal system the resistance, and therefore
any fluctuation, results from the scattering of the electron wave functions at the
transition from 2D leads to 1D constriction. Hence, the quantized resistance of a
QPC RQPC = (2Ne2/h)−1 that depends on the number of populated subbands N
produces the thermal noise SV,w = 4kBTeRQPC [74] (see Sec. 2.2 and Sec. 4).
Further 1D constrictions were investigated with respect to their noise spectrum
at Tbath = 4.2 K to show that the agreement of SV,w and SV,Th is still given if an 1D
constriction is bent or has an increased length. Therefore, the two-terminal device
ConstrB, a bent waveguide with a width of w = 285 nm and a length of l = 3.8 µm,
and the device ConstrC, a straight waveguide with a width of w = 285 nm and a
length of l = 2.8 µm, are chosen. Note that these lengths do not exceed the elastic
mean free path of le ≈ 18 µm. The SEM images of these devices can be seen in Figs.
6.2 c) and d). It has to be noted that the devices ConstrA, ConstrB and ConstrC
were fabricated from the same wafer material. Sweeping the gate voltage Vg of the
global top-gate results in the two-point differential conductance that is depicted
in Fig. 6.2 a) for ConstrB and in Fig. 6.2 b) for ConstrC. In both devices the
conductance quantization is weakly pronounced, but allows an estimate of the series
resistance that is found to be Rs = 580 Ω for the device ConstrB and Rs = 710 Ω for
the device ConstrC. From the two-point conductance the expectation values SV,Th
are derived and found to fit the measured values SV,w of the thermal noise in the
measured range of Vg, as shown in Fig. 6.2 c) for ConstrB and in Fig. 6.2 d) for
ConstrC.
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Figure 6.2: Measurements of the electrical conductance (dashed line) of a) the device
ConstrB, a bent waveguide with a width of w = 285 nm and a length of l = 3.8 µm
and b) the device ConstrC, a straight waveguide with a width of w = 285 nm and
a length of l = 2.8 µm at Tbath = 4.2 K each. From the weakly pronounced conduc-
tance plateaus that are highlighted by horizontal dotted lines the series resistance
can be determined to be Rs = 580 Ω for the device ConstrB and to be Rs = 710 Ω
for the device ConstrC. It is therefore concluded that the measured noise spectra
are dominated by the 1D constrictions. The solid lines represent the raw data that
is corrected by Rs. The results of the noise measurements are depicted in c) for the
device ConstrB and d) for the device ConstrC (black squares). White squares refer
to the thermal noise calculated from the measured conductance values according to
Eq. 6.1. The insets show SEM images of the samples [138].
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6.3 Excess noise in quantum ring devices
The quantum ring devices QRA, QRC and QRD are investigated in the same way
as the 1D constrictions. The device QRD comprises waveguides with a width of
w ≈ 170 nm, whereas the waveguides of the devices QRA and QRC have a width
of w ≈ 510 nm. All quantum rings have an asymmetric geometry, with one arm
that is bent and one arm that is straight. For all quantum ring devices the length
of the straight arm is about 2 µm and about 2.8 µm for the bent arm. Note that
the length of the ring arms is comparable to the length of the 1D devices ConstrB
and ConstrC and that the curvature of the bent arm is comparable to the device
ConstrB.
In Fig. 6.3 a) the configuration for measuring the noise spectra of the device
QRA is depicted with contacts labeled from 1 to 4. The structure has two finger
gates, each covering one arm of the asymmetric quantum ring device. In the straight
Figure 6.3: Measurement of the thermal noise in the device QRA at Tbath = 4.2 K.
a) SEM image [138] of the quantum ring device with contacts labeled 1 to 4 and
the measurement configuration of the noise measurements. The straight arm hosts
a QPC and both arms are covered by a finger gate each. Here, Vg1 refers to the
gate that covers the QPC. The voltage of the other finger gate is kept constant at
Vg2 = 450 mV. b) The noise spectra at Vg1 = 190 mV and at Vg1 = 475 mV are
depicted for Vg2 = 450 mV. c) The measured two-point differential conductance
g14 is shown (solid line). The dashed line represents the extrapolated polynomial
function that is fitted to g14 for Vg1 to visualize the contribution of each arm to g14.
This allows to estimate the series resistance of the QPC. d) The measured thermal
noise SV,w (solid squares) and the expected values SV,Th (open squares) that are
calculated from g14 and Tbath are depicted. The relative excess noise SV,excess/SV,Th =
(SV,w − SV,Th)/SV,Th is shown in e).
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arm a QPC is embedded. In the experiment the gate voltage Vg1 of the gate that
covers the QPC is swept, whereas the gate voltage of the bent arm is kept constant
at Vg2 = 450 mV in order to keep it electrically conducting. The measured two-
point differential conductance g14 is shown in Fig. 6.3 b) (solid lines). Similar to
the investigation of the device QRB in the previous section, the contribution of each
arm to g14 can be distinguished. For a better visualization the contribution of the
bent arm (Vg1 < 0.27 V) is fitted with a polynomial function and extrapolated up to
Vg1 = 0.5 V (dashed line). The quantization of the QPC is just weakly pronounced,
but allows to estimate the Vg1-dependent series resistance of the QPC. It is found
that the series resistance is comparable to the corresponding resistance values of g12
and g34 (not shown here) as found for the device QRB in the previous section.
From g14 and the bath temperature Tbath = 4.2 K the expectation value SV,Th
is calculated and compared with the measured values of the thermal noise SV,w. In
Fig. 6.3 c) the absolute values of SV,w and SV,Th are compared with each other
and the relative excess noise SV,excess/SV,Th = (SV,w − SV,Th)/SV,Th is depicted in
Fig. 6.3 d). The relative excess noise is SV,excess/SV,Th = 0.1± 0.1 for gate voltages
Vg1 < 0.27 V. In a transition regime in the range 0.27 V ≤ Vg1 ≤ 0.33 V the relative
excess noise increases from SV,excess/SV,Th = 0.1± 0.1 to about SV,excess/SV,Th ≈ 0.6
with increasing Vg1. For gate voltages 0.33 ≤ Vg1 ≤ 0.5 the relative excess noise
decreases from SV,excess/SV,Th ≈ 0.6 to SV,excess/SV,Th ≈ 0.4 with increasing Vg1.
This means that the excess noise is present if both arms of QRA are electrically
conducting and is strongly reduced if only the bent arm of the ring is electrically
conducting.
In addition, the same measurement configuration is used for Vg2 = −0.29 V,
i.e. when the bent arm of the ring is non-conducting. The electrical conductance
g14 is depicted in Fig. 6.4 b). From g14 and Tbath = 4.2 K the expected thermal
noise SV,Th is calculated. SV,Th is depicted in Fig. 6.4 c) and compared with the
measurement values SV,w. It can be seen that no excess noise is present if only the
straight arm of the quantum ring device QRB is electrically conducting.
Figure 6.4: Measurement of the thermal noise in the device QRA at Tbath = 4.2 K. a)
The measurement setup is depicted with contacts labeled 1 to 4. From the electrical
differential conductance g14, depicted in b), and Tbath the c) expected thermal noise
SV,Th (open squares) is calculated and compared with the measurement values (solid
squares) at Tbath = 4.2 K with Vg2 = −0.29 V, i.e. when the bent arm is electrically
non-conducting.
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The excess noise SV,excess = SV,w − SV,Th > 0 is also observed in the device
QRD, an asymmetric quantum ring that is completely covered by a global top-gate,
when applying the measurement configuration that is depicted in Fig. 6.5 a) at
Tbath = 4.2 K. A noise measurement at Vg = 380 mV is depicted in 6.5 b) to serve
as an example. The measured electrical two-point differential conductance g12 is
shown in 6.5 c) from which the expectation value SV,Th is calculated. Again, SV,Th
is compared with the thermal noise SV,w, which is measured in the range 0.3 V ≤
Vg ≤ 0.5 V with a step size of ∆Vg = 2 mV, in Fig. 6.5 d). The relative excess noise
SV,excess/SV,Th, found for the studied range of Vg, varies between SV,excess/SV,Th ≈ 0.3
and SV,excess/SV,Th ≈ 0.6, as shown in Fig. 6.5 e). Local minima of SV,excess/SV,Th
occur at gate voltages where a conductance plateau is visible. For gate voltages
that correspond to the transition between two conductance plateaus local maxima of
SV,excess/SV,Th are found. A similar observation is made for shot noise measurements
in QPCs [144, 145]. However, since no DC currents are applied to the device and
leakage currents are negligible for Vg ≤ 0.6 V shot noise is not further taken into
consideration as possible source for this excess noise.
Furthermore, the measurement of the thermal noise of the device QRC, an asym-
metric quantum ring that has no gate structure, is performed at Tbath = Te = 4.2 K.
The magnification of an optical micrograph is shown in Fig. 6.6 a) with contacts
Figure 6.5: Measurement of the thermal noise in the device QRD at Tbath = 4.2 K.
a) SEM image [138] of the quantum ring device with contacts labeled 1 to 4 and the
measurement configuration of the noise measurements. The quantum ring device is
covered by a global top-gate. b) The noise spectrum at Vg1 = 380 mV is depicted.
c) The measured two-point differential conductance g12 is shown (solid line). d) The
measured thermal noise SV,w (solid squares) and the expected values SV,Th (open
squares) that are calculated from g12 and Tbath are depicted. The relative excess
noise SV,excess/SV,Th = (SV,w − SV,Th)/SV,Th is shown in e).
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labeled 1-6. The noise measurement is performed for all combinations of the con-
tacts 1 to 4, i.e. those that directly include a part of the quantum ring. Further
noise measurements are performed for the contact combinations 4-6 and 1-5 which
do not include the quantum ring but an 1D waveguide with the same width as the
quantum ring. The absolute values of SV,w and SV,Th for the investigated contact
pairs as well as the corresponding relative excess noise SV,excess/SV,Th are given in
Tab. 6.1. It can be seen that all contact pairs that include the quantum ring show
excess noise with a ratio of SV,excess/SV,Th = 0.29 to SV,excess/SV,Th = 0.54. For
the contact pairs that do not include the quantum ring the measured value SV,w
agrees with the expectation value SV,Th. It has to be mentioned that for the mea-
surement combinations 4-6 and 5-1 the resistance is up to three times higher than
for the remaining contact combination, which is due to an additional heating struc-
ture that is attached to contact 5 and 6 each. Therefore the relative contribution
of excess noise that stems from the quantum ring would be strongly reduced in
the contact pairs 4-6 and 5-1. However, the absolute deviation of SV,w from SV,Th
is SV,w − SV,Th ≈ 10−20 V2/Hz for the contact pairs 4-6 and 5-1 which is small
compared to the deviation SV,w − SV,Th of the remaining contact pairs. It can be
concluded that excess noise is not measured within the measurement uncertainty for
the contact pairs 4-6 and 5-1, i.e. if the quantum ring is not included. It can also
be concluded that the width of the quantum ring’s 1D waveguides does not lead to
excess noise.
The results so far lead to the hypothesis that the excess noise is a property of the
multi-terminal quantum ring devices and might therefore originate from interference
of electron waves. In this case the relative excess noise SV,excess/SV,Th in a quantum
ring should reduce and approach the value SV,excess/SV,Th → 0 if the phase coherence
length is reduced, e.g. as it is for increased bath temperatures Tbath. In Fig. 6.6 the
results of additional noise measurements in the quantum ring device QRC are pre-
sented for the contact pairs 4 to 3 and 4 to 1 for temperatures Tbath ≥ 4.2 K. For each
includes ring
Contact 4-3 2-4 3-2 2-1 1-3 1-4
SV,w [nV2/Hz] 2.55(2) 2.57(2) 2.20(3) 2.85(2) 2.94(4) 3.22(2)
SV,Th [nV2/Hz] 1.66(2) 2.00(2) 1.71(1) 1.92(3) 2.01(2) 2.43(2)
SV,excess/SV,Th 0.54(2) 0.29(2) 0.29(2) 0.48(3) 0.46(2) 0.33(1)
does not include ring
Contact 4-6 5-1
SV,w [nV2/Hz] 5.47(4) 8.51(3)
SV,Th [nV2/Hz] 5.46(6) 8.53(4)
SV,excess/SV,Th 0.00(1) 0.00(1)
Table 6.1: Comparison of the measured thermal noise SV,w with the expectation
value SV,Th of the quantum ring QRC. All two-point combinations of the contacts 1-
4 that do include the quantum ring (upper table) as well as the contact combinations
4-6 and 5-1 that do not include the quantum ring (lower table) are depicted. Contact
pairs that include the quantum ring show SV,excess/SV,Th > 1, whereas contact pairs
that do not include the quantum ring show SV,excess/SV,Th ≈ 1.
71
bath temperature and each contact pair the noise measurement was performed six
times in order to estimate the uncertainty of the relative excess noise SV,excess/SV,Th.
In Fig. 6.6 b) the ratio SV,excess/SV,Th for both contact pairs and bath temperatures
from Tbath = 4.2 K to Tbath = 12 K with a step size of 2 K is shown. It can be
seen that the relative excess noise SV,excess/SV,Th decreases with increasing bath
temperature and reaches the value SV,excess/SV,Th ≈ 0 at Tbath = 12 K. Further
noise measurements at the bath temperatures Tbath = 20 K and Tbath = 30 K, not
depicted in Fig. 6.6 b), are performed and yield SV,excess/SV,Th ≈ 0 for both contact
pairs. In Fig. 6.6 c) and d) examples of the noise spectra for both contact pairs at
Tbath = 4.2 K, 8 K and Tbath = 12 K are shown.
If the excess noise is related to electron interference, the decrease of SV,excess/SV,Th
with increasing bath temperature should be comparable to the decrease of the phase
Figure 6.6: Measurement of the excess noise in the quantum ring QRC at temper-
atures Tbath ≥ 4.2 K. a) An optical micrograph [138] of the investigated sample
with contacts labeled 1-6. b) The relative excess noise SV,excess/SV,Th is presented
for temperatures in the range Tbath = 4.2 K to Tbath = 12 K with a step size of 2 K
for the contact pair 3-4 (black squares) and the contact pair 4-1 (red circles). The
ratio of the thermal length LT to the length of the bent arm of the quantum ring
Lring = 3.2 µm is shown. The dashed line represents the diffusive thermal length
L*T,d that is calculated, using the mobility found by the group of Prof. Dr. Andreas
Wieck. The solid line refers to the diffusive thermal length LT,d that is calculated,
using the mobility found by SdH measurements from Sec. 5.1. The dotted line refers
to the ballistic thermal length LT,b. Examples of the measured noise spectra (solid
lines) are depicted in c) for the contacts 4-1 and in d) for the contacts 3-4 for the
bath temperatures Tbath = 4.2 K, 8 K and Tbath = 12 K. The noise spectra are mul-
tiplied by 10 for Tbath = 8 K and by 100 for Tbath = 12 K for a better visualization.
The dashed lines refer to the corresponding expectation value SV,Th.
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coherence length lϕ with increasing bath temperature. Thermal averaging is one
dephasing mechanism (see Sec. 2.2) that is based on the smearing of the Fermi dis-
tribution due to the broadening of the occupiable energy levels around EF by about
kBT and is often considered as one possible dephasing mechanism in 1D quantum



















for a diffusive system, where the diffusivity D = vFle/d is calculated from the Fermi
velocity vF =
√
2EF/m*e, the electron mobility µe and the dimension d = 1 of the
electron system. Here, the Fermi energy, obtained from the SdH measurements in
Sec. 5.1, EF = ~2pin/m*e ≈ 7.7 meV is used to calculate vF.
In the ballistic transport regime the ballistic thermal length that is applied for











Both lT,d and LT,b are calculated with the effective mass m*e = 0.057 m0 and the
sheet density n(0.3 K) = 1.83 · 1011 cm2, both of which are also obtained in Sec.
5.1. The diffusive thermal length LT,d is calculated, using the electron mobility
µe(0.3 K) = 3.79 · 105 cm2/Vs, obtained from the SdH in Sec. 5.1. In addition the
diffusive thermal length L*T,d is calculated when µe,Wieck = 2.43 · 106 cm2/Vs, given
by the group of Prof. Dr. Andreas Wieck, is used due to the significant deviation
between µe(0.3 K) and µe,Wieck.
In Fig. 6.6 b) the ratio of the thermal lengths LT,d, L*T,d and LT,b to the length
of the bent waveguide Lring = 3.2 µm is shown and is compared to the relative
excess noise SV,excess/SV,Th. Here, Lring is chosen as reference value for LT,d and
LT,b because it is the length over which electrons have to keep their initial phase
information in order to cause visible interference effects. Hence, the visibility of
interference effects is increased as LT,d/Lring and LT,b/Lring increase.
It can be seen that LT,d/Lring, L*T,d/Lring and LT,b/Lring are qualitatively com-
parable to the temperature-dependent relative excess noise SV,excess/SV,Th, i.e. they
are decreasing as Tbath increases. Quantitatively, the relative excess noise is lower
than L*T,d/Lring for all investigated bath temperatures, but exceeds LT,b/Lring for
4.2 K ≤ Tbath < 12 K. The relative excess noise is quantitatively higher than
LT,d/Lring at Tbath < 10 K, but lower for Tbath ≥ 10 K. Taking dephasing due to
electron-electron interaction into account would reduce the phase coherence length
even more. In 2D systems at low temperatures dephasing is attributed to electron-
electron interaction [152, 153] and can be estimated by calculating the scattering
times of electron-electron interaction. In ballistic 1D systems the relation between
the phase coherence length lϕ and the bath temperature Tbath was investigated in
literature [146, 147, 148] for ballistic 1D systems and found to be lϕ ∝ T−1bath. How-
ever, the exact dephasing mechanism in ballistic 1D systems is not fully understood
in the current state of research. Therefore, the thermal length can be seen as upper
limit for the actual phase coherence length.
In this section measurements of the thermal noise were performed in quantum
ring devices and two-terminal 1D constrictions. The results indicate that excess
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noise is present in quantum ring structures, but is not observed in the 1D constric-
tions. Measurements of the thermal noise in a quantum ring structure at higher bath
temperatures show that the excess noise is reduced with increased bath tempera-
ture. Hence, the hypothesis is made that the excess noise is linked to interference
of the electron waves. The calculated diffusive thermal lengths lT,d and l*T,d are
qualitatively in fair agreement with the relative excess noise. However, calculating
the ballistic thermal length lT,b reveals that dephasing of ballistic electrons should
occur at about Tbath = 4.2 K already. A model that explains the observed excess
noise in a device with multiple noise sources is the correlation of noise signals that
stem from different sources. This will be discussed in Sec. 6.4.
6.4 Model of correlated noise sources
The measurements from Sec. 6.2 and Sec. 6.3 can be summarized as follows: all
investigated multi-terminal quantum rings, i.e. the devices QRA, QRC and QRD,
showed a measured thermal noise SV,w that exceeds the expected thermal noise
SV,Th. The expected value SV,Th is calculated from Eq. 6.1. In this thesis SV,excess =
SV,w − SV,Th is referred to as excess noise. This excess noise is not a feature of the
bending of the arm of the quantum ring since the two-terminal bent waveguide of the
device ConstrB did not show excess noise. It is also not a consequence of the chosen
wafer material since the devices ConstrA, ConstrB and ConstrC, that stem from
the wafer 12088, as well as the narrow 2DEG of the device QRC, that stems from
the wafer 11159, do not show excess noise. The noise measurements of the devices
ConstrA, ConstrB, ConstrC and the connecting 1D waveguides of the device QRC
prove that the observed excess noise is also not a feature of 1D constrictions, which
is consistent with literature [154, 74]. In the investigated devices a possible origin
of the excess noise can be traced back to the geometry of the multi-terminal closed
quantum rings.
A model that explains some aspects of the observed excess noise in the multi-
terminal closed quantum rings consists in treating the two arms of a quantum ring
as correlated noise sources, see Fig. 6.7. In this system the potential fluctuations,
Figure 6.7: Equivalent circuit of a quantum ring as parallel resistances. a) An
electron wave propagates through the quantum ring and has a possibility to be
scattered in any direction at a crossing point. b) The arms of the quantum ring can
be considered as parallel circuit of two resistances that act as noise sources Vn1 and
Vn2.
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measured as thermal noise, are assumed to be random according to the fluctuation-
dissipation [68] theorem. However, the potential fluctuations, produced by one arm,
is not independent of the propagation of the potential fluctuations in the other arm.
The reason for this is the probability of electron waves to elastically scatter into the
other arm, when reaching the intersection of the two arms if the phase coherence
length of the electron waves is of the order of the quantum ring’s size.
In a given system with multiple noise sources two noise sources n1 and n2 are
typically not coupled to each other. The corresponding voltage signals Vn1(t) and
Vn2(t) of statistically independent noise sources add like orthogonal vectors. The
mean square value is then V 2rms,n = V 2rms,n1 +V 2rms,n2 if they are connected in series. If
the two noise sources are connected in parallel, the corresponding current noise adds
according to I2rms,n = I2rms,n1 + I2rms,n2. The noise spectra of a parallel circuit of two
macroscopic resistors is found to verify the latter statement, as can be consulted in
Appendix H.
However, noise signals that share a common source may lead to an excess noise
[142]. If the noise sources are fully correlated, i.e. the signals Vrms,n1 and Vrms,n1 are
identical, these relations become Vrms,n = Vrms,n1 + Vrms,n2 if the noise sources are
connected in series and Irms,n = Irms,n1 + Irms,n2 if they are connected in parallel [96].
The resulting PSD of the latter, already introduced in Sec. 2.5, is





SI,n1SI,n2 accounts for the correlation of the two noise sources with
the dimensionless correlation coefficient −1 ≤ K ≤ 1 that distinguishes between a
system that is fully correlated K = 1, fully anti-correlated K = −1, uncorrelated
K = 0 and any system in between these cases. The ratio of SI,n,corr to the current
noise of uncorrelated noise sources, i.e. SI,n,uncorr = SI,n1 + SI,n2, yields
SI,n,corr
SI,n,uncorr
















In the last step the relations SI,n,corr ·R2 = SV,n,corr and SI,n,uncorr ·R2 = SV,n,uncorr are
used, whereas the electrical resistance R−1 = R−11 +R−12 is the same in the correlated
and the uncorrelated system.
The theoretical value SV,Th is calculated without taking correlated noise sources
into account and therefore corresponds to SV,n,uncorr. If the measured SV,w includes
the contribution of the correlation of noise sources, the excess noise can be under-
stood as
SV,excess = SV,w − SV,Th ≡ SV,n,corr − SV,n,uncorr (6.7)
and the relative excess noise could be expressed as
SV,excess
SV,Th







From Eq. 6.8 it becomes clear that the relative excess noise reaches its maximum
for K = 1 and R1 = R2 if it is a feature of correlated noise sources. In contrast, it
becomes zero as either of the resistances R1 and R2 dominates the other one, i.e. if
R1/R2 → 0 or if R2/R1 → 0. The relative excess noise also becomes zero as K → 0.
This is illustrated by the grayscale plot in Fig. 6.8.
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If the correlation of the noise sources is considered to stem from phase coherence
of the quantum ring, i.e. K = K(lϕ), the decrease of (SV,n,corr−SV,n,uncorr)/SV,n,uncorr
with decreasing K corresponds to the decrease of SV,excess/SV,Th with increasing
Tbath. The reason for this is the decrease of lϕ with increasing Tbath due to electron-
electron interaction and thermal averaging. Note that the ballistic thermal length
LT,b is smaller than the length of the quantum ring’s arms at Tbath ≥ 4.2 K, as
shown in Sec. 6.2. This means that only a small fraction of electrons propagate
phase-coherently through the quantum ring.
The relative excess noise that is observed in the quantum ring devices QRA, QRC
and QRD adopts values of 0 < SV,excess/SV,Th < 1, which is in the range of values
that can be explained by correlated noise sources. In Fig. 6.3 the measured excess
noise of the device QRA was presented for different electrical conductances of the
straight arm. In Fig. 6.9 c) the dependence of the relative excess noise on the ratio
of the resistance of the straight arm R1 to the resistance of the bent arm R2 is shown.
The relative excess noise is maximal in the range 1.0 < R1/R2 < 1.5 and decreases
for R1/R2 < 1.0 and for 1.5 < R1/R2. This means that the excess noise decreases as
one of the resistances R1 or R2 dominates the other one, as expected from Eq. 6.8.
In Fig. 6.9 d) the measured relative excess noise of the device QRC is taken from
Fig. 6.6. The relative excess noise decreases as the bath temperature increases. This
can be understood as the decrease of the excess noise as the correlation coefficient
K decreases.
To summarize, applying the model of correlated parallel noise sources is a pos-
sibility to explain the measured excess noise in the quantum rings qualitatively.
Figure 6.8: Calculation of the relative excess noise due to correlation of noise sources
for two parallel resistors with resistances R1 and R2. Darker areas represent regions
with high excess noise and bright areas correspond to regions with low excess noise.
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Figure 6.9: a) SEM image of the device QRA with a schematic of the measurement
setup. The electrical resistance of the straight arm is denoted with R1, the resistance
of the bent arm is denoted with R2. b) Optical image of the device QRC with
contacts labeled 1-6. c) The measured relative excess noise of the device QRA
SV,excess/SV,Th and its dependence on the resistance ratio R1/R2. The measurement
is taken from Fig. 6.3. d) The measured relative excess noise of the device QRC
SV,excess/SV,Th and its dependence on the bath temperature Tbath. The measurement
is taken from Fig. 6.6.
Chapter 7
Mode-selected heat flow through a
quantum wire network
A heating current in a narrow 2D area next to a quantum ring establishes a thermal
gradient across the device. In this non-equilibrium state noise thermometry is ap-
plied to gain information about the temperature increase in the device and hence to
gain information about the heat flow in the quantum ring. These investigations are
of importance due to the fact that the phase coherence length in such interferometers
depends on the temperature of the device. The device temperature therefore strongly
affects the observability of interference effects, such as the Aharonov-Bohm effect.
In a first step the results of the noise thermometry for different heating currents are
presented. The electrical conductance of the investigated part of the structure shows
the quantization that is observed in 1D constrictions and offers the possibility to per-
form the noise measurements for multiple population numbers of the waveguide. In a
second step a model is presented that describes the heat flow through the device. The
experimental data and the heat branching model point towards a switching behavior
of the heat flow through the sample. This means that for lower Fermi energies of the
device the heat only flows through one part of the device, whereas it flows through
the whole device at higher Fermi energies. Additional wave packet analysis in Sec.
7.4, performed by Dr. Tobias Kramer and Dr. Christoph Kreisbeck, supports the
discussion of this behavior.
7.1 Current state of research
The investigation of quantum devices requires the knowledge of the characteristic
length scales that are responsible for the creation of quantum effects, such as the
mean free path or the Fermi wavelength. In quantum interferometers the phase co-
herence length has an important role since it should be at least as high as the device’s
geometry in order to observe interference effects, such as the Aharonov-Bohm effect
[6]. The phase breaking time τϕ is experimentally accessible by localization effects
[155, 156] and the Aharonov-Bohm effect [71, 148, 146, 157]. In a diffusive trans-
port regime at low temperatures the dominant scattering mechanism that leads to
dephasing is electron-electron interaction [158]. This was also found for 2D ballistic
electrons [153, 152] in a high-mobility 2DEG of a AlxGa1-xAs/GaAs heterostruc-
ture that serves as modified version of Young’s double-slit experiment. The phase
breaking time τϕ and the electron-electron scattering time τe−e are therefore closely
related in these regimes. In ballistic mesoscopic systems with dimension lower than
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2 the phase breaking mechanism is not well understood to date.
In interference experiments that are based on the Aharonov-Bohm effect in quasi
1D quantum rings the development of the phase coherence length lϕ is shown to de-
crease with increased temperature of the device or in the presence of a temperature
gradient [71, 148, 146, 157, 159]. This observation is attributed to enhanced electron-
electron interaction, i.e. inelastic scattering, at higher bath temperatures. It is also
attributed to the thermal averaging of the electron waves, i.e. the dephasing of elec-
tron waves due to energies that are uncertain by roughly kBT . The effect of thermal
averaging makes it important to know the distribution of electric currents that may
lead to a local increase of the device temperature by electron-electron or electron-
phonon interaction. In AlxGa1-xAs/GaAs-based mesoscopic low-dimensional devices
the Wiedemann-Franz relation was found to hold [160, 161, 50], i.e. the electrical
conductivity and the thermal conductivity are proportional to each other. For 1D
structures this means that the heat conductance is also expected to form plateaus.
The Landauer-Büttiker formalism [34, 35] treats electrical transport as a trans-
mission problem between reservoirs and can be generalized to thermal transport
[162, 49]. The plateaus of the thermal conductivity were found in an experiment
later [160, 161]. In the above mentioned experiments electrons were driven through
an 1D constriction by the presence of a temperature gradient. The electric current
between the ’hot’ and the ’cold’ reservoir led to an increase of the measured electron
temperature that is proportional to the number of the populated energy modes of
the 1D constriction.
These experiments were performed so far in single 1D constrictions rather than
in quantum ring structures where the study would be important due to thermal
averaging of electrons that can cause dephasing.
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7.2 Out-of-equilibrium noise measurements in a
quantum wire network
In this section the asymmetric quantum ring QRD with a width of w ≈ 170 nm and
a radius of r ≈ 1 µm is investigated. The ring is based on the wafer material 11159
and therefore has an elastic mean free path of le ≈ 18 µm and a Fermi wavelength
of λF ≈ 55 nm. The device is depicted in Fig. 7.1 and comprises 1D electron
waveguides of 1 to 3 µm length, that are connected to 2D leads, labeled A to F.
A global top-gate allows to change the carrier concentration of the whole device by
varying the gate voltage Vg.
Comparing the length of the 1D electron waveguides and the elastic mean free
path le ≈ 18 µm the electron transport through the quantum ring can be classified
as ballistic and becomes diffusive in the 2D leads. The leads A and B as well as
E and F form a pair and lead to the shared electron reservoirs AB and EF. The
leads C and D form separate electron reservoirs. The electron waveguide arm of
the quantum ring that connects the reservoirs AB and EF with each other can
be understood as a series of a 2D, 1D, 1D and a 2D electron system [163]. The
corresponding differential electrical conductance gAB-EF appears in quantized steps
and is depicted in Fig. 7.2 a). The quantization of the conductance of this waveguide
can be understood by considering a series of two QPCs that each produce the same
energy levels. When the momentum of an electron is filtered after having passed
the first QPC, the second QPC will not have any further impact on the electron’s
Figure 7.1: A scanning electron micrograph (SEM) of a sample [138] that is identical
to the quantum ring QRD. The left image shows the 1D quantum ring and the 2D
leads that are labeled A to F. The 2D leads A and B form the electron reservoir AB
and the 2D leads E and F form the reservoir EF. The leads C and D form separate
electron reservoirs. A heating circuit is attached to the reservoir AB, as indicated by
Ih, and the noise measurement setup is attached to the reservoir EF, represented by
SV. A global top-gate covers the whole device. The details of the attached circuits
are shown in Fig. 4.4. The right image shows a magnification of the upper crossing
area of the quantum ring in the left image. It highlights the transition from 2D to
1D regions between electron reservoirs and the quantum wires.
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momentum, leading to the same electrical conductance that is observed for one QPC
[164].
In order to investigate the propagation of electrons through the quantum ring in
the presence of a temperature gradient, noise thermometry is performed in reservoir
EF and heating currents in the push-pull configuration, ranging from Ih = 0 µA to
Ih = 8 µA, are applied to the electron reservoir AB of the sample (see Sec. 4). The
applied gate voltages Vg are chosen to occupy the N = 0, 1, 2 and N = 3 energy
modes of the electron waveguide that connects the reservoirs AB and EF. The noise
thermometry is used to measure an increase of the electron temperature ∆TEFe in










Figure 7.2: Measured electrical differential conductance and noise measurements of
the quantum ring QRD. a) The electrical conductance gAB-EF, gAB-C and gAB-D of
the device QRD is depicted. The factor x describes the ratio between the electrical
conductance gAB-C and gAB-D to gAB-EF (see text) and is evaluated for the plateaus
N = 0, 1, 2 and for N = 3 of gAB-EF. b) Two examples of the noise spectra at N = 1
for Ih = 0 µA and Ih = 8 µA are depicted. c) Increase of the electron temperature
∆TEFe in reservoir EF due to the heating current Ih that is applied to the electron
reservoir AB. d) Values of ∆TEFe (Ih = 8 µA) for N = 0,1,2,3 (black squares) do not
fit the linearity ∆TEFe ∝ N . The same values multiplied by the factor (1 + x) (red
circles) fit the linearity ∆TEFe ∝ N (see text).
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with ∆TEFe = TEFe (Ih) − TEFe (0). As already mentioned in Sec. 4, TAmp = 300 K
and RAmp = 5 MΩ refer to the temperature and the input resistance of the voltage
amplifiers. Here R(Ih) and R(0) refer to the two-point resistances of the sample when
heated with Ih > 0 and non-heated with Ih = 0. However, none of the measured
resistances shows a significant deviation between R(Ih) and R(0). It is therefore





The noise measurements allow to investigate the mode-dependent behavior of the
electron propagation through the quantum ring in the presence of different temper-
ature gradients along the device. When the electron reservoir AB is heated by Ih,
the electron temperature TEFe in reservoir EF is expected to rise due to the propaga-
tion of ’hot’ electrons from reservoir AB to the colder reservoirs C, D and EF. The
experiment was carried out at Tbath = 4.2 K. The results of the thermal noise mea-
surements for N = 0, 1, 2 and N = 3 and Ih = 0 µA to Ih = 8 µA are depicted in
Fig. 7.2 c). For each combination of Ih and N the thermal noise SV,w was measured
six times. The standard deviation of these six measurements defines the error bars
of SV,w in Fig. 7.2 c). Two examples of the noise spectra for N = 1 with Ih = 0 µA
and Ih = 8 µA are shown in Fig. 7.2 b).
From the measured ∆Te(N,Ih) three conclusions can be drawn. First, the in-
crease of the electron temperature fulfills ∆TEFe ∝ I2h for N ≥ 1, which is in accord
with Joule’s law. Second, for N = 0, i.e. when the 1D electron waveguide is electri-
cally not conducting, an increase of the electron temperature is not observed within
the experimental uncertainty. This can be interpreted in terms of an electron-phonon
interaction that is not strong enough to mediate a significant heat exchange between
the reservoirs AB and EF. Third, for a given heating current Ih the relation between
∆TEFe and N is not proportional, but is rather ∆TEFe ∝
√
N . For Ih = 8 µA the
dependence ∆TEFe (N) is depicted in Fig. 7.2 d). Note that this relation is the same
for all applied heating currents Ih due to the relation ∆TEFe ∝ I2h. As mentioned in
the previous section, this relation was found to be Te, lit(Vg)|Ih=const ∝ N for single
1D constrictions that were connected to 2D electron reservoirs in the presence of a
temperature gradient across the 1D constriction [50, 161, 160].
The most obvious reason for this deviation is the branching of the 1D waveguides
that defines the quantum ring and that is not present in a single 1D constriction. In
the branched device QRD a portion of the ’hot’ electrons that stem from reservoir AB
not only flow to reservoir EF, but also to the electron reservoirs C and D. However, in
a quantum ring, where the electron waveguides have the same widths, the occupation
of the electron modes in the waveguides should establish the same relative change of
the electrical conductance for all waveguides if the Fermi energy is globally changed
by the top-gate. A device with electron waveguides of unequal thicknesses leads to
different threshold voltages and prevents the same relative change of the electrical
conductance. The Wiedemann-Franz relation
κ = L ·GT (7.3)
connects the electrical conductance G with the thermal conductance κ of a sys-
tem at temperature T , whereas L is the temperature-dependent proportionality
factor, the Lorenz number. Eq. 7.3 is shown to be applicable in low-dimensional
AlxGa1-xAs/GaAs-based devices [50, 161, 160]. In a device, where the electron
82
waveguides have the same widths, the thermal conductance of the electron waveg-
uides is expected to have the same relative change when the global Fermi energy is
changed since it is directly coupled to the electrical conductance by Eq. 7.3.
The flow of ’hot’ electrons along a temperature gradient ∆T can be expressed
by the rate of heat flow
dQ
dt = Q˙ = −λ∆TA (7.4)
in a device with the cross section A and the thermal conductivity λ. Note that in
1D devices the thermal conductivity λ is the same as the thermal conductance κ
and that in Eq. 7.4 the cross section A becomes the width of the 1D constriction.
Assuming that the flow of the ’hot’ electrons from reservoir AB to reservoir EF
establishes the measured increase ∆TEFe and considering Eqs. 7.3 and 7.4, it is
reasonable to expect ∆TEFe ∝ N in non-branched and branched devices when the
waveguides have the same width.
In Fig. 7.3 the SEM image of a device that is identical to the quantum ring QRD
does not show any asymmetry along the x-axis so that the waveguides all have the
same width. However, considering the shift of the threshold voltages in Fig. 7.2 a) it
seems that such an asymmetry is present in the actual device QRD. The threshold
voltages for the electrical conductance of the long waveguides and the waveguide
in the lower crossing of the device QRD are almost identical. This suggests that a
potential asymmetry is located in a spot of the device that affects all waveguides
except the waveguide between the reservoirs EF and AB, i.e. the waveguide in
the upper crossing. The most probable location for the potential asymmetry is
therefore the environment of the lower crossing of the quantum ring, as indicated
by the dashed circle in Fig. 7.3.
In order to give further information about the heat flow in this device, further
noise measurements are performed in the electron reservoirs C and D at Tbath =
4.2 K. For these measurements a temperature gradient is established by sending a
Figure 7.3: SEM image of a sample that is identical to the device QRD. Axes
are added to the figure in order to simplify argumentation concerning potential
symmetries in the device. In the lower crossing of the quantum ring a circle highlights
the spot that is expected to host a potential disturbance in the actual device. Such
a potential disturbance would break the symmetry of the device along the x-axis.
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heating current ranging from Ih = 0 µA up to Ih = 5 µA with a resolution of 0.5 µA
through the electron reservoir AB while having the occupation numbers N = 0, 1,
2 and N = 3 for the electron waveguide in the upper crossing again. For N < 2 the
noise spectra did not show a significant change for any Ih. In contrast an increase
of SV is observed for N ≥ 2 as Ih increases. Two examples of the noise spectra are
given in Fig. 7.4 a) for N = 1 and N = 2 at Ih = 0 µ A and Ih = 5 µ A each. These
noise measurements indicate that the rate of heat flow Q˙ from the electron reservoir
AB to the electron reservoirs C and D is zero for N < 2. In contrast, the rate of
heat flow from the electron reservoirs AB to the electron reservoir EF is non-zero
for N > 0.
To summarize this section, the relation ∆TEFe ∝
√
N was observed in the quan-
tum ring device QRD. The contrast to ∆Te ∝ N that is observed in literature for
single 1D constrictions is assumed to stem from a potential asymmetry in the lower
crossing of the device. This idea is supported by a shift of the threshold voltages
of the electrical conductance and noise measurements in the reservoirs C and D. So
far, it is not clear whether the absence of such a potential asymmetry would lead to
∆TEFe ∝ N . In order to approach this question, the next section will examine the
branching of the rate of heat flow in the device QRD in more detail.
Figure 7.4: Noise measurements in the device QRD at a) N = 1 and b) N = 2 at
Tbath = 4.2 K. The measurement setup is depicted in the inset in a). Black lines
represent the noise measurements if no heating current is applied, i.e. Ih = 0 µA.
Red curves represent thermal noise measurements at Ih = 5 µA.
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7.3 Model of the heat flow branching in a quan-
tum wire network
Following the nomenclature of Fig. 7.1, in the steady state the heat flow from the
electron reservoir AB into the waveguide network is split into the heat flows
Q˙AB = Q˙EF + Q˙C + Q˙D + Q˙e-ph (7.5)
that run from the waveguide network into the reservoirs EF, C and D as well as
to the lattice of the device. Eq. 7.5 and the subsequent equations are graphically
represented and can be followed in Fig. 7.5. The heat flows that stream from the
waveguide network into the reservoirs are denoted as Q˙EF, Q˙C and Q˙D. As already
mentioned in Fig. 7.2 c), it can be seen that the increase in temperature in reservoir
EF due to the heating current Ih is not significantly different from ∆TEFe = 0 K
if the connecting electron waveguide is electrically non-conducting, i.e. for N = 0.
This gives rise to the believe that the electron-phonon interaction in the device is not
strong enough to cause an observable heat exchange between the reservoirs AB and
EF when the connecting 1D waveguide is electrically non-conducting. Therefore,
the heat flow from reservoir AB to the lattice is relatively small compared to the
observed heat flows. Hence, Eq. 7.5 becomes
Q˙AB ≈ Q˙EF + Q˙C + Q˙D. (7.6)
Figure 7.5: Schematic of the heat flow in the heated quantum ring device. Squares
represent 2D electron reservoirs, whose labels can be read from the index of the
corresponding temperatures TXY. The temperatures refer to the electron tempera-
ture of the system with the exception of the lattice temperature that is TL = 4.2 K.
The lattice temperature is assumed not to be changed by the incoming heat flow
due to its size. The reservoirs C and D are formally separated, but are treated as
one electron reservoir (see text). The dashed lines correspond to the heat flow of
electrons to the lattice due to electron-phonon interaction.
85
The heat flow from the waveguide network to reservoir EF is composed of the heat
conductivity κAB-EF of the connecting waveguide between reservoirs AB and EF
as well as of the difference of the electron temperature of these reservoirs TEFe =
∆TL + TEFe and TABe = ∆TL + TABe . Thus the heat flow becomes
Q˙EF = κAB-EF(TABe − TEFe )
= κAB-EF[(TL + ∆TABe )− (TL + ∆TEFe )]
= κAB-EF[∆TABe −∆TEFe ],
(7.7)
where TL = 4.2 K denotes the temperature of the lattice. In contrast, the terms
∆TABe and ∆TEFe refer to the increase of the electron temperature above TL in the
corresponding reservoir due to the applied heating current Ih. Accordingly, the heat
flow from the waveguide network to the reservoirs C and D is
Q˙C = κAB-C[∆TABe −∆TCe ]
Q˙D = κAB-D[∆TABe −∆TDe ]. (7.8)
The reservoirs C and D are separated from each other by an 1D electron waveg-
uide. However, measurements of the electrical conductance from reservoir AB to
the reservoirs C and D are approximately identical to each other gAB-C ≈ gAB-D, see
Fig. 7.2 a), and are therefore considered as one merged electron reservoir CD with
Q˙CD = κAB-CD[∆TABe −∆TCDe ]. (7.9)
The concept of this approach aims for the explanation of the deviation between
TEFe (Vg)|Ih=const ∝
√
N and Te, lit(Vg)|Ih=const ∝ N and is based on the heat flow
branching in the quantum ring. This has now reduced to the search for the ratio of








In order to deduce more information from Eq. 7.10, the heat conductivities have to
be re-expressed by using the Wiedemann-Franz relation
κAB-EF = L · gAB-EF(TABe + TEFe )/2
= L · gAB-EF[(TL + ∆TABe ) + (TL + ∆TEFe )]/2
= L · gAB-EF[2TL + ∆TABe + ∆TEFe ]/2
(7.11)
for the heat conductivity of the 1D waveguide that connects the reservoirs AB and
EF. Accordingly, the heat conductance of the 1D electron waveguide that connects
the reservoirs AB and CD can be expressed as
κAB-CD = L · gAB-CD[2TL + ∆TABe + ∆TCDe ]/2. (7.12)
Here, L refers to the Lorenz number, that is assumed to be the same for all 1D
waveguides of the quantum ring. Eq. 7.11 and 7.12 can now be used to replace the
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The rise of the electron temperature ∆TEFe is smaller than the lattice temperature
TL = 4.2 K for heating currents Ih . 3 µA, as can be seen in Fig. 7.2 c). In this






The ratio of the heat flows through the quantum ring in this approximation is
dominated by the ratio of the electrical conductance, which appears intuitive in
terms of the Wiedemann-Franz relation. Here, the factor x is introduced to represent
this ratio in order to simplify the subsequent expressions.
The deviation between TEFe (Vg)|Ih=const ∝
√
N and Te, lit(Vg)|Ih=const ∝ N is
assumed to be based on the branching of the waveguide network that is not present
in a QPC. By setting Q˙CD = 0, the quantum ring becomes comparable to a QPC
and the whole heat flows from reservoir AB to reservoir CD. The corresponding heat
flow in this system is
Q˙AB = Q˙maxEF = κmaxAB-EF[∆TABe −∆TEF,maxe ]. (7.15)
According to Eq. 7.11 the heat conductance of this system is
κmaxAB-EF = LgmaxAB-EF[2TL + ∆TABe + ∆TEF,maxe ]/2. (7.16)
Here, the electrical conductance gmaxAB-EF is identical to gAB-EF since the 1D electron
waveguide from reservoir AB to EF was not changed by setting Q˙CD = 0 and because
Vg is constant. Having gmaxAB-EF = gAB-EF allows to rewrite Eq. 7.6 by using Eqs. 7.14
and 7.15 to receive
Q˙maxEF ≈ Q˙EF + Q˙CD ≈ Q˙EF(1 + x). (7.17)
By taking the expressions in Eqs. 7.7 and 7.15 the rise of the temperature ∆TABe in
reservoir AB, induced by current heating, can be replaced to obtain
κmaxEF ∆TEF,maxe ≈ κAB-EF∆TEFe (1 + x). (7.18)
The expressions for the heat conductance in Eqs. 7.11 and 7.16 can now be included
in Eq. 7.18 to obtain
(2TL + ∆TABe + ∆TEF,maxe ) · (∆TABe −∆TEF,maxe )
≈ (2TL + ∆TABe + ∆TEFe ) · (∆TABe −∆TEFe ) · (1 + x).
(7.19)
Making use of the approximation ∆TEFe , ∆TCDe  TL, ∆TABe again simplifies Eq.
7.19 and leads to




Eq. 7.20 gives an estimation of the relative deviation of the increase in electron tem-
peratures due to current heating in a branched quantum ring system compared to
the non-branched QPC. In Fig. 7.2 a) the measured electrical conductances gAB-EF,
gAB-C and gAB-D are shown and allow an estimation of the factor x. This estimation
yields x = 0 for N = 0, x ≈ 0 for N = 1, x ≈ 0.73 for N = 2 and x ≈ 0.88
for N = 3. According to Eq. 7.20 this means that for N . 1 the heat flow is
limited to flow from reservoir AB to the reservoir EF exclusively, similar to the heat
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flow in a QPC. In this case ∆TEF,maxe = ∆TEFe holds. For N & 1 the heat flow
branches in the quantum ring and causes the deviation of ∆Te from TEF,maxe and
subsequently provides an explanation for the deviation of TEFe (Vg)|Ih=const ∝
√
N
from Te, lit(Vg)|Ih=const ∝ N . The approximation ∆TEFe , ∆TCDe  TL, ∆TABe that
was used for this explanation is justified for heating currents Ih . 3 µA. However,
in Fig. 7.2 d) it can be seen that Eq. 7.20 also holds for Th = 0 µm, i.e. for the
non-linear regime [161]. In Appendix I the increase of the electron temperature
∆TEFe (N) can be consulted for Ih = 3 µA, 6 µA and Ih = 8 µA.
In the analysis above it became clear that the branching of the heat in the
investigated quantum ring changes from a QPC-like behavior to an 1D waveguide
network-like behavior at about N ≈ 1. However, this should not be the case in
an ideal, symmetric landscape. In the following subsection theoretical simulations,
that are performed by Dr. Tobias Kramer and Dr. Christoph Kreisbeck [165, 166],
will be used to discuss, to what extend a disturbed potential, that cannot be seen in
Fig. 7.1, can explain this switching behavior of the heat flow through the quantum
ring.
7.4 Wave packet analysis
In this section time resolved simulations of the wave packet propagation of the
electrons through the quantum ring are presented. These simulations are performed
by Dr. Tobias Kramer and Dr. Christoph Kreisbeck. The potential landscape of
the quantum ring is chosen to be asymmetric and to have four electron reservoirs
in order to resemble the device QRD. Two of the reservoirs are labeled A∗ and E∗
that represent the reservoirs AB and EF. The reservoirs C and D are denoted, using
the nomenclature in Fig. 7.1. The simulated potential landscape is depicted in Fig.
7.6. The 1D electron waveguides of the quantum ring are confined with a harmonic
effective potential in order to produce energetic equidistant subband spacing, see
Eq. 2.24. Two different approaches of the quantum ring device geometries are
Figure 7.6: Simulated potential landscape of the quantum ring. The potential has
been chosen to be a) symmetric and b) asymmetric with a Gaussian obstacle of the
form Vsc(x,y) = V0e−[(x−ox)
2+(y−oy)2]/a2 with V0 = 50 meV, a = 80 nm, ox = 590 nm
and oy = −90 nm. Red lines in b) represent equipotential lines and highlight the
Gaussian obstacle, that is indicated by an arrow. The panel b) is adapted from
[165]. In both cases the 1D waveguides are confined by a harmonic potential.
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chosen: the symmetric device in Fig. 7.6 a) and the asymmetric device in Fig.
7.6 b). Here, the term ’asymmetric’ must not be confused with the breaking of
the symmetry along the symmetry axis x that occurs due to the definition of the
lithographic pattern and is given in both device models. The term rather refers to
the breaking of the symmetry along the symmetry axis y by introducing a Gaussian
obstacle in the right arm of the device, which is indicated by an arrow in Fig. 7.6
b). The asymmetric device is motivated by the shift of the threshold voltages of
the electrical conductance gAB-C, gAB-D and gC-D compared to gAB-EF, see Fig. 7.2
a). In the following the wave packet simulations of both, the symmetric and the
asymmetric device geometries, are compared with each other.
In the theoretical approach the heat flow is simulated in terms of an energy
currentQ. For 1D electron conductors the energy current is connected to the thermal
conductance by the analytical expression [167, 168, 162]
κ = − Q∆T |I=0 (7.21)
in the absence of electric current I. In Eq. 7.21 ∆T = (T2 − T1) refers to the
temperature difference of two reservoirs, labeled with 1 and 2. Similarly to the
estimations from the previous subsection, the Wiedemann-Franz relation κ = LTG
with the Lorenz number L = k2Bpi2/(3e2) [50] and the average temperature T =
(T1 + T2)/2 is used to re-express the thermal conductance of the 1D conductor κ in





2 − T 21 ). (7.22)
Here, the electrical conductance G is taken from Eq. 2.19 for N = 1, i.e. G = 2e2/h
is used. The energy current is labeled Qmax because so far bending of the 1D
conductor has not been taken into consideration. Bending of the 1D conductor leads
to a backscattering induced reduction of the transmission probability of an electron
Figure 7.7: Comparison of the simulated electrical conductance for a a) symmetric
and b) an asymmetric device model. The threshold voltage is identical for gA*E* ,
gDC, gDA* and gCA* in the symmetric device model. In the asymmetric device model
the threshold voltages of gDC, gDA* and gCA* are also identical to each other, but
shifted relatively to gA*E* .
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though the conductor, which limits the energy current Q < Qmax. Moreover, the
quantum ring has additional leads compared to a single 1D conductor. This fact can










with the transmission probability ti,ni,j,nj of an electron to propagate from lead i
with lead modes ni to the lead j with lead modes nj. The transmission probability
is assumed to be completely determined by the device geometry. Electron-electron
interactions are explicitly not taken into consideration. Thus, the energy current
through the device is solely determined by the choice of the potential landscape.










Eq. 7.24 is used to simulate the electrical conductance of the device for Fermi
energies in the range from 0 meV to 20 meV with a resolution of 0.3 meV for
the symmetric and the asymmetric device model, as depicted in Fig. 7.7. In the
symmetric device model the threshold voltages of gA*E* , gDC, gDA* and gCA* are
identical to each other. In the asymmetric device model the threshold voltages of
gDC, gDA* and gCA* are also identical to each other, but differ from that of gA*E* ,
which closely matches the experimental observation in Fig. 7.2 a). This indicates
that the presence of a Gaussian obstacle is a reasonable assumption for the given
quantum ring.
The energy current Qi through the device is simulated by evaluating Eq. 7.23.
Here, the device heating is simulated by setting the temperature of the reservoir
Figure 7.8: Simulation of the energy current Q from reservoir A* to reservoir E*.
a) The simulation is performed for the asymmetric device model (shown) and the
symmetric device model (not shown) for the number of occupied subbands NTheo =
1, 2, 3 and NTheo = 4 and temperatures ranging from 0 K to 3 K with a resolution
of 0.1 K. b) The slope of d[QA*E*/κmax]d[TA*−Tbase] = κ/κmax is shown for the asymmetric device
model (black squares) and for the symmetric device model (red circles). An onset
is observable for the symmetric device model. The dashed lines are a guide to the
eye and indicate the linearity of = κ/κmax ∝ N for the symmetric device model and
the non-linearity for the asymmetric device model.
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A to a higher value compared to the temperature of the other electron reservoirs,
i.e. TA* > TE* , TC, TD. The electrons are assumed to adopt the temperature of
the reservoir they come from, which is a reasonable assumption in terms of the
Landauer-Büttiker formalism. Furthermore, the zero-current condition is enforced,
which compensates the current of ’hot’ electrons, stemming from reservoir A*, to
the colder reservoirs by an equal current of electrons from the cold reservoirs to
reservoir A*. The resulting transport of heat is represented by Qi. The Fermi energy
is chosen to lead to an occupation of Ntheo = 0, 1, 2, 3, and Ntheo = 4 subbands
of the waveguide, that connects reservoir A* with reservoir E*, to be comparable to
the experimental results. The heating in reservoir A* is set to temperatures ranging
from TA*−Tbase = 0 K to TA*−Tbase = 3 K with a resolution of 0.1 K. The simulated
energy current from reservoir A* to E*, which is labeled QA*E* , is shown in Fig. 7.8
a) for the asymmetric model.
In experiment the increase of TEFe was measured. In order to compare the energy
current with this temperature increase, QA*E* is divided by the heat conductance
that is carried by one energy mode κmax = L(TA*+Tbase)e2/h, see Eqs. 7.21 and 7.22.
The relation between the x-values of Fig. 7.2 c), i.e. I2h, and those of Fig. 7.8 a), i.e.
TA* − Tbase, is given by Joule’s law, that is observed in experiment with ∆TEFe ∝ I2h
for the reservoir EF. The simulations show the linearity QA*E* ∝ (TA*−Tbase), which
indicates the validity of the Wiedemann-Franz relation
κ(NTheo) = ∆QA*E*(NTheo)/(TA* − Tbase), (7.25)
that was also assumed in the estimations of the heat flow branching in the previous




of the asymmetric and the symmetric device. In the symmetric device model an onset
is present at Ntheo = 1 and follows an approximate linear behavior κ/κmax ∝ NTheo.
In contrast, in the asymmetric device model this onset is not present. Furthermore,
κ/κmax(NTheo) deviates from a linear behavior and rather follows the dependence
that is observed in experiment.
In conclusion, the experimental data are qualitatively reproduced by wave packet
analysis with respect to the electrical conductance and the heat flow, or energy
current, through the quantum ring QRD. The onset of the electrical conductance
that intersects the crossing next to reservoir C and D can be explained with a
Gaussian scatterer that leads to a further asymmetry in the device model. This
asymmetry also leads to energy currents that fit the observed heat flow better than in
the symmetric device model. In experiment a quantitative determination of Q would
require measurements of the thermal noise in the heated reservoir AB. However, 1/f
noise increases [169] and dominates the spectral density and SV. Hence, SV,w cannot




In this chapter AlxGa1-xAs/GaAs-based quantum ring devices are investigated with
respect to their magnetoresistance. In the presented experiments a perpendicular
magnetic field is applied to the plane of the 2DEG. As the electron propagates through
one of the quantum ring’s arms the vector potential leads to an additional accumula-
tion of an electron phase in the two arms of the ring, as explained in Sec. 2.4. The
accumulated phase has different signs for the two arms and leads to constructive or
destructive interference of the electron waves depending on the accumulated phase
difference. This means that sweeping the magnetic field causes the electrical resis-
tance of the quantum ring to oscillate, which was first demonstrated by Aharonov
and Bohm in 1959 [6].
8.1 Current state of research
Currently, there is a large variety of interference experiments that are based on the
superposition of electron waves in a system that preserves a static phase relation
between the interfering electron waves. The electron phase is sensitive to an external
applied magnetic field ~B. The reason for this is the vector potential ~A whose curl is
equal to ~B. The vector potential experienced a transition from being a mathemat-
ical tool to simplify Maxwell’s relations to an important physical property by the
work of Aharonov and Bohm in 1959 [6]. The two scientists predicted that electrons
accumulate a phase along a path when exposed to an external magnetic field that
does not necessarily has to cross this path and proposed an interference experiment
to verify their prediction. In this experiment an electron beam is split into two paths
which rejoin after having traveled a length smaller than the phase coherence length
of the electrons. The prediction concerns the interference pattern that oscillates
between constructive and destructive as a perpendicular magnetic field is sweeped.
The period of this oscillation corresponds to the enclosed magnetic flux 2Φ0 = h/e.
Indeed, this so-called Aharonov-Bohm (AB) effect was later proven to exist in vac-
uum [170], gold films [171], parallel 2DEGs of a AlxGa1-xAs/GaAs heterostructure
[172], a AlxGa1-xAs/GaAs quantum ring [173], carbon nanotubes [174], graphene
[175] and Bi2Se3 nanoribbons [176]. Further quantum interference experiments with
electrons followed and were partly inspired by optical experiments.
Thomas Young’s interference experiments with light [1] were based on the usage
of a double-slit whose distance from an observing screen determines the interfer-
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ence pattern. The double-slit experiment was later realized for a beam of electrons
[177] that is diffracted by a copper film with slits of 0.3 µm width. Subsequently,
Feynman’s assumption that this interference pattern should also be visible for single
electrons [178] was confirmed experimentally [179]. The double-slit experiment was
followed by several other interference experiments with light that were accompanied
by their electronic counterparts. One example is the Mach-Zehnder interferometer
[180, 181], that is an advanced version of the Jamin interferometer [182] to detect
phase shifts of light as well as the refraction index of an optical medium. In the
original version of the Mach-Zehnder interferometer a beam of light is split into two
paths and recombined by a set of mirrors. In the electronic counterpart edge states
are created in the quantum Hall regime and are split and recombined by quantum
point contacts [183]. The optical version of a Fabry-Pérot interferometer [184] makes
use of an optical cavity to filter a single wavelength from light with a wide spectrum.
The idea of such a resonator can be applied to carbon nanotubes that define a cavity
between two nanotube-electrode interfaces [185].
Quantum interference also becomes very important in disordered metallic sys-
tems where the phase evolution - and thus the interference - of the electron waves
is determined by the setup of the disorder. An applied electric field E changes the
potential landscape and therefore the interference paths. This leads to a fluctu-
ation of the interference and therefore to a fluctuation of the resulting electrical
conductance when sweeping E. This effect is referred to as universal conductance
fluctuation [186, 37]. Disorder may also cause electron waves to propagate along
closed circles rather than propagating along a potential gradient. The interference
of a time-reversed pair of electron waves causes localization [65] which increases the
electrical resistance in the absence of a magnetic field. Strong spin-orbit interaction
of the localized electrons causes the opposite effect and leads to an increase of the
conductance in the absence of a magnetic field [9]. The presence of a magnetic field
leads to a suppression of both effects.
The sensitivity of the above mentioned quantum interference experiments to
scattering and an applied magnetic field enables to probe the phase evolution in a
device, as done with quantum dots [187, 188, 189] whose influence on the electron
phase is studied by means of the AB effect. A typical feature of two-terminal AB
interferometer devices is the restriction of the phase evolution to 0 or pi jumps, be
it in the presence [187, 190] or in the absence [191, 192] of quantum dots. This
effect is referred to as ’phase rigidity’ and can be understood in terms of time-
reversal symmetry and current conservation in a closed system [35]. This leads to
the symmetry of the transmission probabilities Tij(B) = Tji(−B) of the electrons
to propagate from channel i to j and vice versa and consequently leads to the
Onsager reciprocity Rij(B) = Rji(−B) [193]. The origin of phase rigidity can also
be expressed in terms of multiple reflections of the electron waves at the crossing
points in the interferometer device [194]. In order to break the phase rigidity, the
reduction of the device symmetry is required, e.g. by attaching additional leads to
the ring [195]. This was demonstrated for four-terminal ring devices [188]. Note that
even in four-terminal devices the measurement setup may still lead to a symmetry
in the system causing phase rigidity [148, 194].
Depending on the observed system, electrons may change or even lose their phase
relation. Elastic scattering, i.e. scattering of electrons with static potentials, such as
potential barriers in an 1DEG, changes an electron’s phase. However, these changes
do not vary with time and the phase shift is fix for all electrons. Therefore, elastic
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scattering preserves the phase coherence of a given system. In contrast, inelastic
scattering randomizes the electron’s phase and breaks the phase coherence, i.e. it
acts ’dephasing’ with a dephasing rate of τ−1ϕ . Such a randomization also occurs
due to thermal averaging of the electron phase, which describes the smearing of the
Fermi wave vector and the subsequent loss of the initial phase information after
traveling the thermal length. This can be expressed with the thermal dephasing
rate τT. Hence, the total dephasing rate is τ−1deph = τ−1ϕ + τ−1T . At low temperatures
electron-electron interactions are found to dominate the dephasing scattering in
2DEGs [158], i.e. τϕ → τee, and the according relaxation time is predicted [196, 197]
to be τee ∝ (T 2bath lnTbath)−1.
In ballistic 1DEGs the dephasing processes are not fully understood. The am-
plitude of the characteristic Aharonov-Bohm oscillations is a measure of the phase
relaxation time in 1D quantum rings. In recent experiments [146, 147, 148] the am-
plitude of the oscillations is found to be RAB ∝ T−1bath. A similar observation is made
for an increased excitation current IOsc [198]. Another method to analyze the phase
coherence ring in a quantum ring is linked to the harmonics of the base oscillation
frequency. Beyond the base frequency, each further visible harmonic in the Fourier
spectrum corresponds to electrons propagating an additional time around the ring
[199, 200, 146], allowing to estimate the phase coherence length in units of the ring
circumference. The second harmonic is often associated with the Al’tshuler-Aronov-
Spivak (AAS) effect [201]. The AAS oscillations were first observed in cylindrical
metal films [202], subsequently in networks of thin metallic wires in the diffusive
regime [203], in antidot lattices [204, 205] and in quantum rings [206, 207]. In
contrast to the AB oscillations, the AAS oscillations can still occur in disordered
systems [208] and occur if both interfering electrons have traveled the complete cir-
cumference of the device [209]. Depending on the experimental conditions either
one or both effects can be present at the same time.
8.2 Influence of re-cooling the device
The quantum ring device QRC is investigated with respect to the magnetoresistance
in the presence of a magnetic field ~B that is applied perpendicularly to the plane
of the 2DEG. The detailed four-point measurement setup is depicted in Sec. 4 and
is schematically depicted in the inset of Fig. 8.1 a) for the device QRC. The ex-
citation voltage is applied between the contacts 4 and 1 in order to establish the
current IOsc = I41 with an excitation frequency of 133 Hz. In Aharonov-Bohm inter-
ferometers the observed interference amplitude is found to decrease with increasing
excitation current with ∝ exp(−IOsc) [198, 71], similarly to an increased bath tem-
perature Tbath [148]. The interference amplitude is a measure of the electron phase
coherence length and can thus be used to analyze dephasing processes. A decrease
of the amplitude with IOsc or Tbath can therefore be attributed to an increased de-
phasing electron-electron interaction and thermal averaging. In this context the
visibility v can be defined
v = Rmax −Rmin
Rmax +Rmin
, (8.1)
which is the ratio of the oscillation amplitude (Rmax − Rmin)/2 to the background
resistance (Rmax +Rmin)/2. In this thesis an excitation current of 1 nA to 10 nA is
found to yield the best visibilities of the magnetoresistance oscillations.
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For the device QRC the excitation current is chosen to be I41 = 5 nA. The
voltage is measured between the contacts 3 and 2, which allows to calculate the
electrical four-point resistance R41,32 = V32/I41. The magnetic field is sweeped
from -30 mT to +30 mT with a sweep rate of 2.4 mT/min and the four-point
resistance R41,32 was measured each second. From the device geometry the expected
period of the Aharonov-Bohm oscillations can be calculated with ∆B = h/eF (see
Sec. 2.4) with the area F that is enclosed by the arms of the ring. By using
F = pir2/2 the expected oscillation period becomes ∆B = (2.2 ± 0.4) mT with a
radius r = (1.1± 0.1) µm. The measured magnetoresistance is depicted in Fig. 8.1
a) and shows a reproducible aperiodic background. This background is attributed to
transmission probabilities that vary with the magnetic field as well as to universal
conductance fluctuations. In the present experiment these effects are considered
parasitic and are created due to the fact that the magnetic field does not only
penetrate the enclosed area F , but also the electron waveguides. The background is
modulated by resistance oscillations that have an amplitude of few Ω and become
Figure 8.1: Magnetoresistance measurements of the quantum ring device QRC with
an applied perpendicular magnetic field at Tbath = 0.3 K and an excitation cur-
rent of 5 nA. The inset in a) shows an optical micrograph [138] of the device with
contacts labeled 1 to 4 and a schematic of the four-point measurement setup. The
electrical four-point resistance R41,32 = V32/I41 shows an aperiodic background. The
dashed rectangle indicates the measurement range that is magnified in b), showing
the magnetoresistance oscillations. The raw measurement from a) is smoothed and
subtracted by the smoothed function, leading to the resistance oscillations in c).
d) Data from c) after applying a bandpass filter with a lower cutoff frequency of
0.15 mT−1 and an upper cutoff frequency of 1.5 mT−1. e) The Fourier transforma-
tion of the data from c) shows a clear peak at ∼ 0.5 mT−1, which is attributed to
the base frequency of the Aharonov-Bohm oscillation.
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visible in the enlargement in Fig. 8.1 b). The period of the oscillations is about 2
mT over the entire measured range of B. In order to separate the magnetoresistance
oscillations from the aperiodic background, the raw measurement is smoothed with
the method ’moving average’. In this method a window includes a predefined number
of data points whose average is calculated and attributed to the data point that is
placed in the center of the window. This is done for all arguments of the data
with the same window size. Here, the window size is chosen to be about 2 mT,
i.e. the period of the measured magnetoresistance. The resulting smooth function
is subtracted from the raw magnetoresistance.
The pure magnetoresistance oscillation signal is depicted in Fig. 8.1 c). In order
to suppress the high frequency part of these oscillations, a fast Fourier transforma-
tion and a subsequent bandpass filter is applied with a lower cutoff frequency of
0.15 mT−1 and an upper cutoff frequency of 1.5 mT−1. The filtered signal of the
magnetoresistance oscillations is shown in Fig. 8.1 d). The Fourier transformation
is performed for the data in the whole range from - 28 mT to + 28 mT and shows a
clear peak at 0.5 mT−1, which can be seen in Fig. 8.1 e). The corresponding period
of 2 mT is in accord with the expected period and is therefore attributed to the base
frequency of the Aharonov-Bohm oscillation.
Since no harmonics of the base oscillation are observable in the Fourier transfor-
mation, it can be concluded that electrons do not perform multiple loops [199, 200]
in the quantum ring but rather directly propagate through it. Furthermore, from
the lack of the first harmonic the absence of the AAS effect, observed among oth-
ers in AlxGa1-xAs/GaAs etched quantum rings [206] and in electrostatically defined
quantum rings with incorporated quantum dots [207], can be concluded.
According to Sec. 6.3 the ballistic thermal length lT,b = ~2
√
2npi/kBTbathm*e =
(5.6± 0.4) µm is calculated for Tbath = 0.3 K with the effective mass m*e = (0.057±
0.005) m0 and the electron density n(0.3 K) = (1.83 ± 0.06) · 1011 cm−2, deduced
from the SdH oscillations from Sec. 5.1. Comparing the length of the straight arm
lstraight = (2.2 ± 0.1) µm and the length of the bent arm lbent = (3.4 ± 0.2) µm
of QRC with lT,b shows that the phase coherence length lϕ is not long enough to
enable electrons to perform multiple loops in the quantum ring while keeping their
phase coherence. This is in accord with the missing harmonics in the FFT for the
presented magnetoresistance oscillations. Note that in this estimate dephasing due
to inelastic electron-electron scattering is not considered, making lT,b an upper limit
for the actual phase coherence length lϕ.
From the filtered magnetoresistance oscillations the visibility v = 0.9 ± 0.2% is
deduced. This value is relatively small compared to the visibilities of about 3-5 %
of etched quantum rings with similar size at Tbath = 0.3 K [148] and comparable
excitation current IOsc . Etched two-terminal AlxGa1-xAs/GaAs-based quantum
rings show visibilities of typically 10 % [146, 192] up to more than 50 % [210].
The identification of magnetoresistance oscillations for the quantum ring device
QRC is not always possible. Whether the magnetoresistance oscillations are observ-
able is linked to the cooling process of the device. Typically the observability of
the AB oscillations will remain until the device is warmed up again. In Fig. 8.2
a) the measured magnetoresistance of the quantum ring QRC is depicted for two
measurements with a perpendicularly applied magnetic field that is sweeped in the
range -30 mT to +30 mT. The measurement setup for these measurements is iden-
tical to each other and the same, as depicted in the inset of Fig. 8.1 a). For these
measurements an excitation current of I41 = 10 nA with an excitation frequency of
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133 Hz is chosen. Between these two measurements the device was warmed up to
Tbath = 70 K and re-cooled over a period of three hours each. Comparing the two
measurements shows significant differences in the background signal. Furthermore,
the magnetoresistance measurement, recorded before the re-cooling process, has a
higher noise contribution and also shows no observable magnetoresistance oscilla-
tions. In contrast, magnetoresistance oscillations can be deduced from the measure-
ment after the re-cooling process by subtracting the background from the raw data.
The filtered oscillations are depicted in Fig. 8.2 b) and are attributed to Aharonov-
Bohm oscillations since the observed oscillation period of 2 mT is in accord with
the expected period 2h/epir2. The visibility is found to be v ≈ 0.5 ± 0.1 %. The
Fourier transformations for the magnetoresistance measurements before and after
the re-cooling process are depicted in Fig. 8.2 c) and d). The measurement, taken
before the re-cooling process, shows no peak. In contrast, a clear peak is visible at
B−1 = 0.5 mT−1 for the measurement after the re-cooling process besides a slightly
reduced noise contribution.
Note that the filtered oscillations in Fig. 8.2 a) show a modulation that resembles
a beating pattern with a period of ∆Bbeat ≈ 30 mT. Beating in a periodic signal
occurs when the signal is composed of two frequencies f1 and f2 that only deviate
slightly from each other, leading to the beating frequency fbeat = |f1 − f2|. The
occurrence of the beating pattern will be discussed in Sec. 8.4.
Figure 8.2: a) Comparison of the magnetoresistance of the device QRC at Tbath =
0.27 K before (black line) and after (red line) re-cooling of the device. The mea-
surement before re-cooling does not show oscillations. b) The measurement after re-
cooling with subtracted background and applied FFT bandpass filter. Two periods
of a beating pattern are visible. The Fourier transformation for the magnetoresis-
tance c) before and d) after re-cooling are shown.
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8.3 Phase rigidity in asymmetric quantum rings
In this section the quantum ring device QRA is studied with respect to its mag-
netoresistance at Tbath = 0.3 K by applying a perpendicular magnetic field to the
device. A SEM of the sample is shown in Fig. 8.3 a) with contacts labeled 1 to 4.
The two arms of the asymmetric quantum ring device are each covered by a Ti/Au
finger gate. In the straight arm of the device a QPC is incorporated. The subband
population of this QPC is controlled by the gate voltage Vg1 of a finger gate.
Fig. 8.3 b) shows the two-point differential conductance g14 at Tbath = 4.2 K
and at Tbath = 0.3 K. For these measurements the gate voltage of the finger gate,
covering the bent arm of the quantum ring, is set fix to Vg2 = 400 mV, which allows
electron transport through the bent arm. Note that both measurements are taken
during the same cooling process. The two-point conductance g14 at Tbath = 4.2 K
shows two plateaus that are attributed to the QPC. The plateaus in g14(Vg1) are
hardly visible at Tbath = 0.3 K and show fluctuations which are typically explained
in terms of universal conductance fluctuations [146] or energy-dependent resonances
[192, 138] and are an indicator of phase coherent transport through the device.
The magnetotransport measurements are performed in the range 430 mV ≤
Vg1 ≤ 510 mV with a step size of 10 mV and 15 mV. The chosen range of Vg1
covers the regime of the 1st and the 2nd resistance plateau of the QPC as well as
Figure 8.3: Magnetoresistance measurements of the quantum ring device QRA at
Tbath = 0.3 K. a) A SEM of the device [138] that shows the asymmetric quantum ring
with contacts labeled 1 to 4 as well as the QPC that is incorporated in the straight
arm of the device. Both arms are covered by a finger gate. b) The two-terminal
differential conductance g14 at Tbath = 4.2 K (black line) shows a quantization,
whereas g14 at Tbath = 0.3 K (gray line) shows fluctuations that make the plateaus
hard to identify. c) The measured raw data of the magnetoresistance R14,23 at
Vg1 = 430 mV and Vg2 = 400 mV. The oscillations have a visibility of about 1
%. d) The data from c) with subtracted background and applied FFT filter. e)
The fast Fourier transformation is shown for the raw data and shows a peak at
B−1 = 0.5 mT−1.
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the transition regime at Vg1 = 475 mV. Similar to the calculation of the expected
Aharonov-Bohm oscillation of the quantum ring device QRC from the previous sec-
tion, the expected magnetoresistance oscillations are calculated to ∆B = h/(eF ) =
(2.2 ± 0.4) mT. Here, the area F = pir2/2, enclosed by the quantum ring with the
radius r = (1.1± 0.1) µm, is used for the calculation of ∆B. For Vg1 = 430 mV and
Vg2 = 400 mV the measured four-point magnetoresistance R41,32(B) is depicted in
Fig. 8.3 c). Subtracting the background and applying a FFT bandpass filter with
0.15 mT−1 as lower and 1.5 mT−1 as upper cutoff frequency results in the filtered
oscillations, depicted in Fig. 8.3 d). The FFT, presented in Fig. 8.3 e), shows a peak
at 0.5 mT−1, which indicates that the observed magnetoresistance oscillations stem
from the Aharonov-Bohm effect. Several oscillation maxima form a double peak,
indicating that further harmonics of the base oscillation frequency may contribute
to the measured magnetoresistance. However, besides a shoulder peak of the base
frequency, in the FFT no contribution of harmonics can be identified.
The FFT filtered oscillations of the measured magnetoresistance for all investi-
gated gate voltages Vg1 are depicted in Fig. 8.4. All magnetoresistance measure-
ments show a peak at 0.5 mT−1 in the FFT (not shown here). For the transition
region at Vg1 = 470 mV the oscillations are found to have more irregularities than
for the other gate voltages Vg1. However, in addition to the h/e oscillations h/2e
oscillations can be seen for all Vg1 indicated by the double peaks in the oscillation
pattern. These double peaks may point towards oscillations that belong to the
second harmonic or to the AAS effect. The mean visibilities of the oscillations are
summarized in Tab. 8.1 and are found to range from 1% to 1.4% for the first plateau
and from 0.7% to 1.0% for the second plateau.
As explained in Sec. 2.4, the phase of the electron wave functions is changed
Figure 8.4: Overview of the magnetoresistance measurements in the device QRA at
different gate voltages Vg1 for the fixed gate voltage Vg2 = 400 mV at Tbath = 0.3 K.
The chosen gate voltages correspond to the 1st and 2nd conductance plateau at
Tbath = 4.2 K of the QPC that is incorporated in the straight arm of the ring.
Gray vertical lines serve as guide to the eye and indicate minima and maxima of
the magnetoresistance oscillation that appear at the same B fields for different gate
voltages Vg1 and therefore indicate phase rigidity. The red line indicates a pi jump
of the electron’s phase between Vg1 = 490 mV and Vg1 = 500 mV.
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1st plateau 2nd plateau
Vg1 mV 430 440 450 470 490 500 510
v [%] 1.0(1) 1.3(2) 1.4(2) 0.6(1) 1.0(1) 0.9(1) 0.7(1)
Table 8.1: Measured visibilities of device QRA.
if a gate voltage is applied to the electrons while they propagate through the ring.
Gray vertical lines in Fig. 8.4 serve as guide to the eye for the position of maxima
and minima of the magnetoresistance oscillations. It can be seen that the majority
of the maxima and minima shares the same values of B with another maximum or
minimum from a measurement with a different Vg1. For the gate voltages Vg1 =
430 mV to Vg1 = 490 mV several maxima fit with a maximum of another Vg1 which
also holds for many minima. The same can be stated for the maxima and minima
for the gate voltages Vg1 = 500 mV and Vg1 = 510 mV. In these cases the phase of
the electron wave does not evolve by the applied electrostatic potential.
However, comparing the maxima and minima of the oscillations with gate volt-
ages from Vg1 = 430 mV to Vg1 = 490 mV with those of the gate voltages Vg1 =
500 mV and Vg1 = 510 mV, it can be seen that the electron phase abruptly jumps
by pi. The region where the pi jump occurs is indicated by a red horizontal line in
Fig. 8.4. The fact that the phase evolution of the electron wave is restricted to
0 and pi jumps suggests that phase rigidity is present in the chosen measurement
setup. The phase rigidity, observed in two- [187, 190, 191, 192] and four-terminal
devices [148, 194], occurs whenever a symmetry of the transmission probability
Tij(B) = Tji(B) is given which is induced by device symmetries and is accompanied
by R(B) = R(−B) [193]. The symmetry in Fig. 8.3 d) is, apart from details, given
around B = 0. The geometry of the asymmetric quantum ring device QRA breaks
the symmetry in one dimension, leaving one symmetric dimension. The measure-
ment setup is chosen to keep this symmetry. Therefore, the oscillations in Fig. 8.3
show that the remaining symmetry axis is sufficient to favour phase rigidity in a
quantum ring. This is in accord with recent findings [148, 194].
In order to reproduce the findings from QRA in a similar device, further mag-
netoresistance measurements are performed in the quantum ring device QRB. This
device has the same geometry and stems from the same batch as QRA. A notable
difference in the design between QRA and QRB is the lack of a finger gate that cov-
ers the bent ring arm of QRB. A SEM of the device is depicted in Fig. 8.5 a) with
contacts labeled 1 to 4. The two-point differential conductance g14 at Tbath = 0.3 K
is shown in Fig. 8.5 b). Similar to the conductance measurement of QRA, the
conductance of QRB shows fluctuations that make the conductance plateaus hard
to identify at Tbath = 0.3 K. However, the conductance plateaus of the device QRB
are also hard to identify at Tbath = 4.2 K. The magnetoresistance R41,32 is measured
for various gate voltages Vg1, using the same measurement setup as for QRA. The
raw measurements for Vg = 335 mV and for Vg = 360 mV are depicted in Fig. 8.5 c)
and d) (gray). Since the oscillation is not clearly visible in the raw data, a high-pass
filter with a cutoff frequency of 0.55 mT−1 is applied (black). Again, the background
signal, i.e. the smoothed raw data, is subtracted from the raw measurement and
the FFT is performed, yielding the FFT amplitudes in Fig. 8.5 e) and f). A peak
at 0.5 mT−1 corresponds to the Aharonov-Bohm base frequency which is the same
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Figure 8.5: Magnetoresistance measurements of the quantum ring device QRA at
Tbath = 0.3 K. a) SEM of the quantum ring device QRB [138] with contacts la-
beled 1 to 4. b) Measured two-point differential conductance g14 at Tbath = 0.3 K.
Measured four-point resistance of the magnetoresistance R41,32 = V32/I41 (gray) and
magnetoresistance that is FFT filtered with a high-pass filter with a cutoff frequency
of 0.55 mT−1 (black) for c) Vg = 335 mV and d) Vg = 360 mV. FFT of the raw
measurement that shows a weak pronounced peak at 0.5 mT−1for e) Vg = 335 mV
and f) Vg = 360 mV.
as for QRA. However the FFT is rather noisy for both depicted Vg as well as for all
other measurements taken for QRB. In Fig. 8.5 f) an unexpected peak at 0.27 mT−1
can be seen. Whereas the symmetry R(B) = −R(B) is as roughly given in Fig. 8.5
c) as for QRA, the background signal in Fig. 8.5 d) shows a clear asymmetry. The
strong fluctuations of R41,32 in QRB prevent to follow the evolution of the electron
wave’s phase. However, the break of the symmetry in R(B) may be an indication of
the lift of the phase rigidity. Despite the same measurement setup as for QRA a lift
of the rigidity could be a result of asymmetries in the device geometry that cannot
be detected in the SEM in Fig. 8.5 a).
8.4 Discussion of the quantum oscillations
In Sec. 8.2 the Aharonov-Bohm oscillations were only visible after re-cooling of
the device QRC. Furthermore, the background signal changed and the fluctuations
of the measured magnetoresistance were significantly higher before re-cooling. A
possibility to explain these effects can be found in the presence of DX centers in
the AlxGa1-xAs donor layer of the heterostructure [85]. These deep donor levels are
suggested to be a complex formed with a substitutional donor atom (D), i.e. Si
in this case, and a lattice defect (X), e.g. an As vacancy. Depending on whether
these states are occupied or ionized, they may have a considerable impact on the
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conductance of the 2DEG of a heterostructure. In this context, it can be shown
that biasing the gate of an AlxGa1-xAs/GaAs heterostructure causes the threshold-
voltage of a QPC in the 2DEG to shift to higher gate voltages if the bias voltage is
positive and to lower gate voltages if the bias is negative [211]. This is also shown for
the device ConstrA in Appendix J. The reason for this is the occupation of donors.
At room temperature donors are free to change their occupation. If a positive
bias is applied, electrons are attracted to the donor layer. If the device is cooled
down to Tbath < 100 K [85, 211], while the bias is still applied, the occupation
of the donors becomes fixed because thermal ionization is not possible anymore.
The ionization situation of the donor layer therefore depends on the details of the
cooling process. Further investigations [212] revealed that the low-frequency noise in
AlxGa1-xAs/GaAs is strongly affected by generation-recombination processes of DX
centers. In the device QRC no top-gate structure is available. Due to the finding
that the quality of the measured magnetoresistance oscillations is influenced by the
cooling process, subsequent magnetoresistance measurements of the devices QRA
and QRB were initiated with a small bias cooling of 0-100 mV, applied to the finger
gate that covers the QPC.
The amplitude of the AB oscillations at Tbath = 0.3 K after re-cooling the device
showed a modulation that appears to be two periods of a beating pattern. The
occurrence of beating patterns in electron interferometer experiments are typically
attributed to an additional phase, induced by spin-orbit interaction, as done for
quantum rings based on a p-type GaAs [213] and InAs/AiSb [214]. However, the
AlxGa1-xAs/GaAs structures, investigated here, have a negligible spin-orbit cou-
pling, as indicated by the lack of beating of the measured SdH oscillations in Sec.
2.3. Beating patterns in the magnetoresistance are also observed in metal rings [171]
as well as in an electrostatically defined [215, 216] and in an etched [173] quantum
ring made from a AlxGa1-xAs/GaAs heterostructure. These beating oscillations are
found to be aperiodic.
An approach to explain the beating pattern in material systems with negligible
spin-orbit interaction is the occupation of different energy modes in the quantum
ring’s arms. This leads to slightly different trajectories for the interfering electrons if
multiple energy modes are occupiable, leading to a different enclosed magnetic flux
Φm [217, 218, 219]. If only two modes contribute to the interference, the beating
pattern can be found to be periodic [219] and aperiodic if multiple modes participate
Figure 8.6: Schematic of mode-dependent electron trajectories in a quantum ring.
a) A schematic of the potential landscape of an etched quantum ring with the mean
ring radius r (gray) and two further ring radii (blue and red) that deviate by ∆r
from r. b) The mean radius r depends on the probability density function |Ψ(N,x)|2
with the number of populated subbands N .
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in the transport [218]. The quantum ring device QRC has a width of w ≈ 510 nm.
Considering a rectangular potential well, the approximate number of populated







)2 = 17, (8.2)
with the Fermi energy EF ≈ 7.7 meV, found from SdH oscillations in Sec. 5.1. From
the observed beating periods in the magnetoresistance of the device QRC it can be
estimated that the beating is aperiodic since the first period is ≈ 30 mT and the
second period can be estimated to be≈ 20 mT. Fig. 8.6 a) illustrates the trajectories
in the quantum ring for two populated subbands. The density probability function
|Ψ(N,x)|2 for electrons has a maximum in the center of the bent arm for the first
transport mode N = 1. For a higher number of populated energy modes, i.e.
N > 1, the number of maxima of |Ψ(N,x)| increases and the spatial separation
between maxima decreases, as illustrated in Fig. 8.6 b ) for N = 1 and N = 2.
In the case N = 2 the according oscillation frequencies are B−11 = epi(r + ∆r)2/2h
and B−12 = epi(r − ∆r)2/2h, using the nomenclature from Fig. 8.6. The resulting
beating frequency is ∆B−1beat = |B−11 − B−12 | = 2pir∆r/h. For N > 2, however, this
calculation becomes by far more complicated.
In Sec. 8.3 the magnetoresistance oscillations of the device QRA was measured
for seven gate voltages. The oscillations did not show a continuous evolution of
the electron phase ϕ when an electric field is applied but are rather pinned to 0
and pi jumps, indicating phase rigidity. Note that R41,32(Vg) is not directly mea-
sured while sweeping Vg due to fluctuations that are attributed to universal con-
ductance fluctuations. Phase rigidity is typically induced in two-terminal quantum
rings [187, 190, 191, 192] due to current conservation and time-reversal invariance.
This leads to the symmetry of the transmission coefficients Tij(B) = Tji(−B) and to
Rij(B) = Rji(−B) [193]. In a four-terminal device time-reversal symmetry leads to
Rkl,mn(B) = Rnm,kl(−B) and current conservation with respect to the measurement
leads is no longer given. This means that a symmetry of Rkl,mn does not necessar-
ily occur. Therefore, attaching additional leads to the device lifts the phase rigidity
[195, 188]. The asymmetric geometry of the quantum ring devices QRA, QRB, QRC
and QRD additionally serves to break the symmetries in the transmission proba-
bility. However, the measured magnetoresistance of the asymmetric quantum ring
QRA shows that phase rigidity still occurs, even in a four-terminal device. This is
most probably due to the mirror symmetric four-point measurement geometry that
preserves the symmetry in the device and therefore favors phase rigidity, as suggested
by recent investigations [148, 194]. The measured four-point magnetoresistance of
QRB was too noisy to study the evolution of ϕ. However, a clear asymmetry in
the background signal indicates that the phase rigidity is broken, although the same
mirror symmetric measurement setup is used as for QRA. A reason for this may be
other sources that break the symmetry of the device, such as disorder, impurities or





In this chapter four Bi2Se3 microflakes with a thickness of d  1 µm are inves-
tigated. All microflakes stem from exfoliation of a nominally undoped Bi2Se3 bulk
single crystal, grown by the Bridgman technique at the Moscow State University
by the group of Prof. Dr. Lada Yashina. An overview of the investigated Bi2Se3
samples can be consulted in Appendix K. The single-crystallinity is proven by se-
lected area electron diffraction (SAED). Angle-resolved photoemission spectroscopy
(ARPES) measurements are performed by the group of Prof. Dr. Oliver Rader at
the synchrotron of Bessy II in Berlin. They confirm the 2D nature of the topological
surface states (TSS) of the single crystal. These measurements can be consulted
in Appendix L. Additional photo emission electron microscopy (PEEM), also per-
formed by the group of Prof. Dr. Oliver Rader, of an exfoliated and contacted
microflake confirm that the chemical composition of the Bi2Se3 flakes is stable to
ambient atmosphere and to the lithographic process. However, additional peaks in
the PEEM spectrum indicate a minor oxidation at the flake’s surface. The results
of the PEEM analysis can be consulted in Appendix M. In a first step the tempera-
ture dependence of the microflakes’ electrical resistance is studied. Three flakes show
metallic R(Tbath) characteristics that can be fitted with the Bloch-Grüneisen relation.
However, one flake shows semiconducting R(Tbath) characteristics. In a second step,
the magnetoresistance of the microflakes in the low-field regime is presented.
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9.1 Current state of research
The field of topological insulator (TI) experienced a lot of interest [20, 220, 221, 222]
and the TI characteristics were predicted [106] and experimentally identified [107]
in Hg1-xCdxTe-based quantum well structures. In this system the edge states are a
result of band inversion that is created due to the strong spin-orbit interaction of
the electrons [223]. Later these characteristics were predicted [63] in 3D systems and
observed in Bi1-xSbx [112]. However, since the band gap of Bi1-xSbx [112] is rather
small and the surface structure rather complicated, the search for TIs with a larger
band gap started and was found in the topological insulators of the second generation
[224], such as Bi2Te3 and Bi2Se3 [111]. Besides the higher band gap of ∼ 0.3 eV,
which preserves the TI characteristics at room temperature, another advantage of
Bi2Se3 over Bi1-xSbx is the stoichiometry that is a pure compound rather than an
alloy and therefore tends to have higher purity and less disorder. Furthermore,
only one surface state is present in Bi2Se3 and the electronic dispersion is similar
to a single idealized Dirac cone [111] rather than including several different surface
bands as in Bi1-xSbx. Recent trends in the field of topological insulators aim for
even higher band gaps to achieve a better separation of the edge states and bulk
states. Bi2Te2Se [225, 226, 227] belongs to this new generation of TIs.
The interest in TIs is based on the time-reversal symmetry (TRS) protected
topological surface states (TSS), that were detected by angle-resolved photoemis-
sion spectroscopy and scanning tunnel spectroscopy [112, 111, 228, 229, 230]. The
TSS are predicted to have peculiar properties that can be exploited for future elec-
tronic devices in spintronics and quantum computation [231, 232, 233, 19, 234, 235].
The TSS of Bi2Se3 are associated with a Dirac cone in the band structure. In ARPES
measurements [236] they can even be identified in the presence of Se vacancies, which
dominate the defect chemistry of Bi2Se3 [237]. However, the identification of TSS
becomes hampered in highly doped Bi2Se3 that show indications of layered 2D trans-
port [238, 239, 27, 240]. Se vacancies are known to shift the Fermi energy of Bi2Se3
towards the bulk conduction band and may cause metallic R(Tbath) characteristics
[241, 242]. In contrast, semiconducting R(Tbath) characteristics are expected if the
Fermi energy is located between the bulk valence and bulk conduction band [243].
Another important feature of a TI’s edge states is the spin-momentum lock-
ing of the electrons, which is connected to the TRS. This means that the spin
eigenvalues of states with opposite momentum are also exactly opposite, so that
an electron cannot backscatter into a state with opposite momentum due to spin
mismatch. This prohibition of backscattering can also be expressed in terms of the
Berry phase of pi, a predominant property of massless Dirac fermions [221, 244]. An-
other consequence of the pi Berry phase concerns the interference of time-reversed
scattering paths. Weak localization (WL), a precursor of Anderson localization [65],
occurs [245] in disordered materials. This effect describes the localization of elec-
trons due to constructive interference of the electron wave functions between two
time-reversed paths. However, acquiring a Berry phase of pi before interfering causes
the interference to become destructive, which leads to an anti-localization (WAL)
effect [244]. Another reason for the occurrence of WAL instead of WL is a strong
spin-orbit coupling (SOC) of a system, causing a spin rotation whenever an electron
is scattered off an impurity [221]. In Bi2Se3 thin films WAL is frequently observed
[246, 62, 247, 248, 249].
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9.2 Temperature dependence of the electrical re-
sistivity
As mentioned in Sec. 9.1, the defect chemistry in Bi2Se3 is dominated by Se va-
cancies that shift the Fermi energy towards the conduction band. This may cause
the observation of a metallic-like temperature dependence of the electrical resis-
tance R(Tbath), as found in literature for Bi2Se3 bulk samples [250, 241], thin films
[242, 251] and exfoliated nanoribbons with more than 50 QL [252]. ARPES mea-
surements, performed by the group of Prof. Dr. Oliver Rader, can be consulted
in Appendix L and show the Fermi energy of the investigated Bi2Se3 crystal to be
located in the bulk conduction band probably due to Se vacancies. Before measuring
the magnetoresistance R(B) of the microflakes, the temperature dependence of the
resistance R(Tbath) is measured in this section.
Fig. 9.1 a) shows an optical micrograph of the microflake A. The thickness d of
the microflakes is determined by using the confocal mode of the Sensofar Plµ Neox.
The profile is taken only over areas that are covered with Au to prevent errors due
to varying reflectivities. The corresponding profile is shown in Fig. 9.1 b) that gives
information about the sample’s thickness, found to be d = (340 ± 10) nm, and its
homogeneity.
Fig. 9.2 shows the results of the measurement of the electrical resistance R
for various bath temperatures Tbath in the range Tbath = 8 K to Tbath = 300 K for
microflake A. An optical image of the flake is depicted in the inset of Fig. 9.2
which also shows the four-point measurement configuration. The electrical four-
point resistance is obtained by measuring the linear V -I characteristics of the device.
The lower right inset shows the V -I characteristics at bath temperatures Tbath =
13 K, 140 K and Tbath = 300 K and proves the current and voltage contacts to be
ohmic. The resistance translates into the resistivity ρ = R · dw/l with the width
w = (26 ± 1) µm, the length l = (39 ± 1) µm and thickness d of the sample. The
width w in this setup is the overlap of the microflake and the Au contacts that
measure the voltage. The length l is determined by measuring the distance between
Figure 9.1: Profile along microflake A. a) Optical micrograph of microflake A that
is taken in confocal mode of the Sensofar Plµ Neox. The black arrow highlights the
line along the sample that is represented by the profile in b). The profile is measured
along an Au contact line to minimize errors due to varying reflection coefficients.
The profile indicates a homogeneous sample with a thickness of d = (340± 10) nm.
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the voltage contacts. The measured four-point resistance decreases as the bath
temperature Tbath decreases, which is a signature of metals. For metallic R(Tbath)
characteristics the Bloch-Grüneisen equation







with the Debye temperature ΘD and the residual resistance ρ(T = 0) = ρ0 is applied.
The prefactor CBG is a constant that depends on the Fermi velocity. In order to








(ex − 1)(1− e−x) (9.2)
has to be solved. Eq. 9.1 is fitted to the measured ρ(Tbath) and is presented by the
solid black curve in Fig. 9.2. The free parameters return a residual resistivity of
ρ0 = (3.2±0.1) µΩm. This yields a residual resistance ratio (RRR) of ρ300K/ρ0 ≈ 1.7,
which is in fair agreement with what is found for bulk Bi2Se3 crystals [242] and films
[241, 242]. The Debye temperature is found to be ΘD = (345 ± 3) K. In order to
verify that the measured ρ(Tbath) values are not the result of a shortcut of the
Ti/Au contacts, the temperature coefficient α(Tbath) = R−1dR/dT ≈ 0.0018 K−1
for Tbath = 300 K is evaluated. This is comparable to the R(Tbath) characteristic
of Bi2Se3 thin films of 120 nm thickness [242] from which a temperature coefficient
Figure 9.2: Temperature dependence of the resistivity of microflake A. Black squares
are the measured four-point resistivity from linear V -I measurements. The solid line
represents a Bloch-Grüneisen fit. The four-point measurement configuration, as well
as an optical image of the contacted flake, is depicted in the inset in the upper left.
Three examples of V -I characteristics for 13 K, 140 K and 300 K are given in the
inset in the lower right.
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of α300 K ≈ 0.002 K−1 can be determined. For a Bi2Se3 thin film with a thickness
of 256 QL, i.e. of about 256 nm, the R(Tbath) characteristic allows to estimate
a temperature coefficient of α300 K ≈ 0.0018 K−1 [251]. For a Bi2Se3 thin film
with thickness of about 45 QL the temperature coefficient can be estimated to be
α300 K ≈ 0.0018 K−1 [253]. The temperature coefficient of gold thin films is found to
be α300K,Au ≈ 0.0034 K−1 at room temperature [254] and is clearly different from the
temperature coefficient that is found for microflake A. Therefore it can be excluded
that the measured metallic ρ(Tbath) characteristic stems from the contact material.
Microflake B serves as another example of the microflake’s metallic R(Tbath)
characteristic that can be fitted with Eq. 9.1. The electrical resistance is measured
in a four-point configuration that is depicted in the inset of Fig. 9.3. Similar to
microflake A, the measured four-point resistance R yields the electrical resistivity
ρ = R · dw/l with the width w = (20± 1) µm, the length l = (17± 1) µm and the
thickness d = (130 ± 7) nm of microflake B. The temperature dependence of the
resistivity ρ(Tbath) is depicted in Fig. 9.3. The Debye temperature is found to be
ΘD = (402±5) K and the residual resistance is ρ0 = (3.0±0.1) µΩm, which yields a
RRR of ρ300K/ρ0 ≈ 1.8. The temperature coefficient is α300 K ≈ 0.0018 K−1, as found
for microflake A. The inset depicts the I-V characteristic at the bath temperatures
30 K and 122 K that show a linear behavior for 1.0 µA ≥ |I| > 0.2 µA. The non-
linearity between I and V for |I| ≤ 0.2 µA is due to the current contacts that do
not form perfect ohmic contacts with the sample. This can be seen in two-point
measurements between the current contacts (not shown here).
In addition to microflakes A and B in cooperation with Dr. Olivio Chiatti the
Figure 9.3: Temperature dependence of the resistivity of microflake B. Black squares
are the measured resistivity from V -I measurements. The solid line represents a
Bloch-Grüneisen fit. The four-point measurement configuration as well as an optical
image of the contacted flake is depicted in the inset in the upper left. Three examples
of V -I characteristics for 30 K and 122 K are given in the inset in the lower right.
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microflakes C and D are investigated with respect to their R(Tbath) characteristics
and their R(B) characteristics by means of lock-in measurements. Optical micro-
graphs and a schematic of the measurement configuration are depicted in Fig. 9.4
a) for microflake C and in Fig. 9.4 c) for microflake D. The R(Tbath) characteristics
for microflake C are depicted in Fig. 9.4 b) and show a metallic behavior. Note
that the longitudinal resistance Rxx is not translated into a resistivity due to Au
shortcuts in the contact pattern that prevent four-point measurements. Fitting the
measured R(Tbath) to Eq. 9.1 yields a Debye temperature of ΘD = (420 ± 10) K,
which is comparable to microflake A and B. Furthermore, a residual resistance ratio
of ρ300K/ρ0 ≈ 1.3 is identified. The metallic behavior of R(Tbath) of the microflakes
A, B and C are in agreement with recent findings in highly doped Bi2Se3 crystals
[241]. Similar results were found in Bi2Te3 single crystals [255] and for a Bi2Se3 thin
films [242, 253]. For microflake D the resistivity ρ(Tbath) is calculated from the mea-
sured four-point resistance R(Tbath) and the thickness d = (220±10) nm, the length
l = (6 ± 1) µm and the width w = (5 ± 1) µm. In Fig. 9.4 d) the semiconducting
ρ(Tbath) characteristic can be seen. Microflake D is exfoliated from the same Bi2Se3
crystal as microflakes A, B and C. Possible reasons for the semiconducting R(Tbath)
characteristic of microflake D are discussed in Sec. 9.4.
Figure 9.4: Measured temperature dependence of the resistance of b) microflake C
and the resistivity of d) microflake D. For microflake C a Bloch-Grüneisen fit is
applied (red solid line). A schematic of the corresponding measurement setup is
depicted in an optical micrograph of a) microflake C and c) microflake D.
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9.3 Magnetoresistance measurements of Bi2Se3 mi-
croflakes
In this section magnetoresistance measurements of the exfoliated Bi2Se3 microflakes
are presented. The Au contact geometry of microflake A allows to perform Hall
measurements, which can be seen in the optical micrograph in Fig. 9.5 a) together
with a schematic of the measurement setup for Rxx = Vx/Ix and Rxy = Vy/II. The
Hall measurement is performed at Tbath = 0.3 K and is depicted in Fig. 9.5 b). The
Hall resistance measurement Rxy(B) can be used to derive the electron density




= (1.8± 0.1) · 1019 cm−3. (9.3)
The measured electron density is comparable to what is found in literature for
Bi2Se3 flakes [239] and bulk single crystals [256, 257, 238] and is considered to
indicate relatively high n-doping, probably due to Se vacancies. In order to derive
the electron mobility, the longitudinal resistance Rxx = Vx/Ix = (14.3 ± 0.2) Ω is
measured. This translates into a resistivity of ρxx = Rxx · wd/l = (3.3 ± 0.3) µΩm
with the width w = (26 ± 1) µm, the length l = (39 ± 1) µm and a thickness of
d = (340± 10) nm. From this the electron mobility can be derived with
µ = 1
ρxx(B = 0)ne
= (1050± 70) cm2/Vs. (9.4)
The Rxx(B) = Vx(B)/Ix characteristics considerably varied over time, i.e. they were
not reproducible. It is assumed that this is due to the measurement contacts that
degraded over time.
Accordingly, microflake B is studied with respect to its four-point magnetoresis-
tance at Tbath = 0.3 K. In Fig. 9.6 b) the longitudinal four-point magnetoresistance
Rxx(B) of microflake B is depicted for bath temperatures ranging from Tbath = 0.3 K
to Tbath = 10 K. An optical micrograph of the microflake is shown in Fig. 9.6 a)
Figure 9.5: Magnetoresistance measurements of the Bi2Se3 microflake A. a) Optical
micrograph of the microflake with a schematic of the four-point measurement setup.
b) A Hall measurement at Tbath = 0.3 K is presented and allows the calculation of
σxx and the determination of the electron density n = (1.8 ± 0.1) · 1019 cm−3 and
the electron mobility µ = (1050± 70) cm2/Vs.
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together with the measurement configuration. The longitudinal magnetoresistance
shows a cusp around B = 0 as well as a linear background, as can be seen in Fig.
9.6 b). The cusp is well pronounced for the low bath temperatures and becomes less
pronounced as the bath temperature increases. The relative change of Rxx(B) by the
cusp is about 10 % at Tbath = 0.3 K. The reduction of the cusp’s visibility at higher
Tbath is a hallmark for the reduction of the phase coherence length that is observed
in the weak anti-localization effect in Bi2Se3 thin films [258, 259]. The measurement
at Tbath = 10 K does not show a cusp anymore, but the linear background only.
Subtracting the measurement at Tbath = 10 K from the other measurements elimi-
nates the linear background and leaves the cusp. The resulting magnetoresistance
is then divided by Rxx(B = 0), as depicted in Fig. 9.6 c), which makes the relative
change of the magnetoresistance visible.
In order to identify whether the cusp for Tbath < 10 K is the result of weak anti-
localization of electrons in the sample, the Hikami-Larkin-Nagaoka (HLN) equation





has to be calculated. This requires the knowledge of the resistance Rxy that is
measured and depicted in Fig. 9.6 d) for Tbath = 0.3 K. Note that the slope
dRxy/dB is higher than the linear background in Fig. 9.6 a). The linear background
may therefore stem from a Rxy component in the raw Rxx signal. The longitudinal
resistivity is ρxx = Rxx · dw/l with the width w = (20 ± 1) µm, the thickness
d = (130± 7) nm and the length l = (17± 1) µm. Accordingly, the Hall resistivity
is calculated to ρxy = Rxy · dw′/l′ with l′ = (20 ± 1) µm and w′ = (5.0 ± 0.5) µm,
which is the thickness of the Au Hall contacts. The contribution of ρxy to σxx
is about 1% and is therefore largely negligible. However, an electron density of
n = (1.28 ± 0.03) · 1019 cm−2 and an electron mobility of µ = (1660 ± 80) cm2/Vs
can be calculated which are in fair agreement with n and µ of microflake A. Weak
anti-localization is considered to be a 2D effect that is connected to the surface
of the Bi2Se3 microflake. In order to calculate the 2D conductance σxx,2D, the 3D
conductance is multiplied by the flake thickness, i.e. σxx,2D ≡ σxx = σxx,3D · d.
The resulting electrical conductivity σxx is expressed as change of the longitudinal
electrical conductivity ∆σxx = σxx(B)− σxx(0), which is attributed to the WAL. As
introduced in Sec. 2.4 for materials with a high spin-orbit coupling, the simplified










can be applied with the digamma function Ψ and the phase coherence characteristic
magnetic field Bϕ = ~/4el2ϕ that depends on the phase coherence length lϕ. The
prefactor α is set to be α = +1/2 for weak anti-localization and to be α = −1
for weak localization. The Eq. 9.6 is fitted to ∆σxx(B) for the bath temperatures
Tbath = 0.3 K, 0.7 K, 0.9 K, 1.35 K and Tbath = 1.5 K. The fit to the data yields
the free parameters α and lϕ.
The parameter α adopts values that exceed αWAL = 0.5, expected for weak
anti-localization, by roughly two orders of magnitude. Recent investigations of the
quantum Hall effect (QHE) in n-type highly doped, i.e. n ≥ 2 · 1019 cm−3, Bi2Se3
single crystals yield evidence for the sample acting as many parallel 2D electron
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Figure 9.6: Magnetoresistance measurements of the Bi2Se3 microflake B. a) An
optical micrograph of microflake B and the four-point measurement configura-
tion. b) Four-point resistance measurement at bath temperatures Tbath = 0.3 K
to Tbath = 10 K. A cusp is formed around B = 0 T that becomes less pronounced
as Tbath increases and is not visible anymore at Tbath = 10 K. The measurement at
Tbath = 10 K also shows a linear background. c) The magnetoresistance measure-
ments are subtracted by the measurement Tbath = 10 K in order to subtract the
linear background. The measurements are then divided by the value at B = 0 T.
d) An example of the Hall measurements is shown for Tbath = 0.3 K and allows
to calculate the electrical conductance σxx and to determine the electron density
n = (1.28± 0.03) · 1019 cm−3 and the electron mobility µ = (1660± 80) cm2/Vs. e)
The change of the conductance ∆σ˜xx = σ˜xx(B)− σ˜xx(0) = [σxx(B)− σxx(0)]/65 (see
text) for Tbath = 0.3 K, 0.7 K and Tbath = 1.5 K is shown (squares) and fitted (solid
lines) with the Hikami-Larkin-Nagaoka equation (HLN). The conductance change
∆σ˜xx for Tbath = 0.7 K is shifted along the y-axis by −0.1 e2/h and for Tbath = 0.3 K
by −0.2 e2/h for a better visualization. The prefactor α˜ = α/65 and the phase co-
herence length lϕ result as free parameters from the HLN fit and are depicted in f)
and g).
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systems. Each 2D electron system is understood to be represented by one QL of the
sample [27, 260]. The resulting QHE is therefore interpreted to arise from the bulk
of the sample rather than from the sample surface, which is supported by the fact
that dividing the QHE conductance by the number of quintuple layers Z results in
G˜ = 2e2/NhZ with N = 0,1,2... . The bulk conduction is possible, since the high n
doping due to Se vacancies causes the Fermi energy to shift from the band gap into
bulk conduction band, as it is the case for the samples presented in this thesis (see
Appendix L).
Following this approach the data are interpreted as the result of parallel 2D
systems. Here, each second quintuple layer of the 130 nm thick microflake is con-
sidered to participate in the layered 2D transport. Hence, the prefactor α has to be
divided by the number of participating quintuple layers. The thickness of a quintu-
ple layer is about 1 nm, which yields 65 2D layers that contribute to the creation
of the WAL cusp. The effective prefactor is then α˜ = α/65 for each participating
quintuple layer. Accordingly, the longitudinal conductivity of a single contributing
QL is ∆σ˜xx = ∆σxx/65. The HLN fits for ∆σ˜xx that are shown in Fig. 9.6 e) are
calculated with α˜. The parameter Bϕ in Eq. 9.6 determines the curvature of σxx
and is independent of the prefactor α. Therefore lϕ is not affected by introducing
the concept of layered 2D transport to ∆σxx. For each temperature that is fitted
with the HLN equation the free parameters lϕ and α˜ are depicted in Fig. 9.6 f) and
g).
The phase coherence length is lϕ = (78±2) nm at Tbath = 0.3 K, remains largely
unchanged up to Tbath = 0.9 K and subsequently decreases to lϕ = (72 ± 2) nm at
Tbath = 1.5 K. The decrease of lϕ with increasing Tbath is expected [261, 248] due to
increasing thermal averaging of the electron phase and increasing inelastic scattering.
The phase coherence length of microflake B is relatively small compared to lϕ ≈
1.0 µm, found in Bi2Se3 thin films with a thickness of 40 QL with n ≈ 1.0·1019 cm−3
at Tbath = 1.8 K [261], 45 QL with n = 2.27 · 1019 cm−3 at Tbath = 0.5 K [259] and
100 QL with n ≈ 1.0 · 1019 cm−3 at Tbath = 1.5 K [249]. Furthermore, 10 QL thin
films yield Bϕ = 4 mT to Bϕ = 12 mT lϕ at Tbath = 1.8 K, i.e. lϕ =
√
~/4eBϕ ≈
202 nm to lϕ ≈ 104 nm depending on the sheet density. The phase coherence length
in Bi2Se3 films is known to scale with the thickness d as lϕ ∝ dζ with ζ ≈ 0.7
[249], which means that microflake B with d = (130 ± 7) nm should have a higher
phase coherence length than the above mentioned thin films with few QL thickness,
especially at Tbath = 0.3 K.
The prefactor α˜ in Fig. 9.6 f) reduces from α˜(Tbath = 0.3 K) ≈ 0.49 to α˜(Tbath =
1.5 K) ≈ 0.37. The reduction of α with increasing Tbath is in accordance with
previous findings in Bi2Se3 thin films [248]. The reduction of the prefactor |α| < 0.5
is interpreted in terms of a reduced effective number of phase coherent channels
[248].
In cooperation with Dr. Olivio Chiatti the microflakes C and D are investigated
with respect to their R(B) characteristics. An optical micrograph of microflake
C is depicted in Fig. 9.7 a) with the measurement configuration. Since most of
the Au contacts have a shortcut to another Au contact, a two-terminal setup is
chosen, as depicted in Fig. 9.7 a). The R(B) measurement in Fig. 9.7 b) shows
a cusp that modifies the magnetoresistance Rxx to lower values and is therefore
attributed to weak anti-localization. Due to a lack of Hall contacts, measurements
of Rxy were not possible. Therefore the conductivity of microflake C is calculated
by σxx = 1/ρxx = l/wRxx with the width w = 9.0 µm and the length l = 4.9 µm.
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Since the contribution of ρxy to σxx was found to be only 1% for microflake B, this
approximation is considered to be justifiable.
In a next step Eq. 9.6 is fitted to the measured σxx. Similar to microflake B the
prefactor α is found to exceed the expected prefactor αWAL = 0.5 by two orders of
magnitude. Taking the contribution of every second QL to σxx into account results
in ∆σ˜xx = σxx/100 and α˜ = α/100. The HLN fits are depicted in Fig. 9.7 c). The
prefactor α˜ and the phase coherence length lϕ are depicted in Fig. 9.7 d) and e). The
phase coherence length lϕ is roughly in accord with the thickness d = (200±10) nm
of microflake C at Tbath = 0.3 K. As Tbath increases lϕ decreases by about a half
at Tbath = 1.9 K. The effective prefactor adopts the value α˜ = 0.25 ± 0.02 at
Tbath = 0.3 K and decreases down to α˜ = 0.17 ± 0.1 at Tbath = 0.8 K, but slightly
increases again at Tbath = 1.9 K.
An optical micrograph of microflake D is depicted in Fig. 9.8 a) and also shows
the measurement four-point configuration. The contact pattern of microflake D also
allows Hall measurements that yield an electron density of n = 1.2 · 1017 cm−3 and
an electron mobility of µe = 675 cm2/Vs [260], both strongly reduced compared to
Figure 9.7: Magnetoresistance measurements of the Bi2Se3 microflake C. a) An
optical micrograph of the microflake shows the measurement configuration. b) The
magnetoresistance Rxx(B) is depicted and shows a cusp around B = 0 T for Tbath =
0.3 K, 0.8 K and Tbath = 1.9 K. The cusp is not observed at Tbath = 2.9 K. c) The
change of the conductivity ∆σ˜xx(B) = σ˜xx(B) − σ˜xx(0) is shown (symbols). The
solid lines represent the fit of the Hikami-Larkin-Nagaoka equation to the data. d)
The prefactor α˜ and e) the phase coherence length lϕ, derived from the HLN fit as
free parameters, are presented.
114
those of the metallic microflakes A and B. The measured four-point longitudinal
magnetoresistance Rxx in Fig. 9.8 b) shows cusps that are attributed to weak anti-
localization. From the Hall measurements and Rxx the longitudinal conductance
σxx is calculated and the HLN equation is fitted to ∆σxx = σxx(B) − σxx(0). The
free parameters α and lϕ are depicted in Fig. 9.8 d). The phase coherence length
lϕ is about 40 nm and remains relatively unchanged for all investigated Tbath. The
prefactor is α = 0.50± 0.03 for Tbath = 0.3 K, as expected for WAL, and decreases
down to α = 0.30± 0.07 at Tbath = 1.9 K.
Figure 9.8: Magnetoresistance measurements of the Bi2Se3 microflake D. a) An op-
tical micrograph of the microflake shows the four-point measurement configuration.
b) The longitudinal four-point magnetoresistance Rxx(B) is depicted and shows a
cusp around B = 0 T for Tbath = 0.3 K, 0.8 K, 1.3 K, 1.6 K and Tbath = 1.9 K. c)
The change of the conductivity ∆σxx(B) = σxx(B)−σxx(0) is shown (symbols). The
solid lines represent the fit of the Hikami-Larkin-Nagaoka equation to the data. d)
The prefactor α and e) the phase coherence length lϕ that are derived from the HLN
fit as free parameters are presented.
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9.4 Discussion of the layered 2D transport
In the last two sections four Bi2Se3 microflakes were investigated with respect to their
R(Tbath) and R(B) characteristics. These microflakes were exfoliated from a bulk
single crystal whose band structure is determined by ARPES measurements (see
Appendix L). The ARPES measurements show a single Dirac cone in the Brillouin
zone and reveal the nature of the topological surface states. The Bi2Se3 crystal
is nominally undoped but Se vacancies typically lead to effective n-doping, which
shifts the Fermi energy towards the bulk conduction band. This seems to be the
case for the investigated Bi2Se3 crystals since the Fermi energy is located in the bulk
conduction band and is considered to be the reason why the three microflakes A, B
and C were found to have a metallic R(Tbath) characteristic. A fit with the Bloch-
Grüneisen equation yields a Debye temperature of ΘD = (345± 3) K for microflake
A, ΘD = (402± 5) K for microflake B and ΘD = (420± 10) K for microflake C. In
literature the Debye temperature is rarely discussed for Bi2Se3. However, applying
the Bloch-Grüneisen equation yields ΘD = (340± 40) K for a 120 nm film of Bi2Se3
and ΘD = (370±10) K for a Bi2Se3 bulk crystal [242]. The residual resistance ratios
of microflakes A, B and C ranging from ρ300K/ρ0 ≈ 1.3 to ρ300K/ρ0 ≈ 1.8 are all
comparable to what is found in literature [241, 242]. Overall it can be said that the
metallic R(Tbath) characteristics that are measured for microflakes A, B and C are
in fair agreement with what is found in literature.
Hall measurements yield electron densities of n = (1.8 ± 0.1) · 1019 cm−3 for
microflake A and n = (1.28 ± 0.03) · 1019 cm−3 for microflake B. These electron
densities are comparable to the electron density found for the bulk crystal, i.e.
nbulk = 1.9 · 1019 cm−3, by the group of Prof. Dr. Lada Yashina. The magnetore-
sistance R(B) was modified by a cusp at B = 0 to lower values by about 7-10%
for microflake B and C. The cusps are attributed to weak anti-localization. Fitting
the HLN equation to the magnetoresistance suggests that multiple 2D layers, i.e.
parallel conducting 2D systems, contribute to the measured electrical conductivity
σxx. It is assumed that for microflakes B and C half of the QLs contribute to σxx
since the prefactor α has to be divided by half the number of the flake’s quintuple
layers. Both the prefactor α and the phase coherence length lϕ tend to decrease as
the bath temperature Tbath is increased for both microflakes.
For microflake D a semiconducting R(Tbath) characteristic was found and a cusp
at B = 0 in the R(B) measurement was found to modify the resistance by about
1%. The cusp was fitted by the HLN equation and is attributed to weak anti-
localization. In contrast to the metallic microflakes A, B and C for microflake D
the prefactor α from the HLN equation is α = 0.50 ± 0.03 for Tbath = 0.3 K, as
expected for weak anti-localization without having to be divided by the number of
QL. This suggests that the magnetotransport is dominated by the properties of the
2D surface states of microflake D. This picture fits well with the fact that microflake
D is the only one that showed a semiconducting R(Tbath) characteristic that is a
hallmark for a topological insulator having its Fermi energy located in the gap.
Similar to the previous investigations α decreases as Tbath increases until it reaches
α = 0.31 ± 0.05 at Tbath = 1.9 K. The fact that the semiconducting flake among
the investigated microflakes is the only one that does show evidence for 2D single
layer magnetotransport suggests that the additional 2D layers may be hosted by
Se-depleted surface region. Microflake D is considered to be exfoliated from a bulk
region of the Bi2Se3 where Se vacancies are by far less present than for microflakes
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A, B and C.
Recent investigations [260] of the quantum Hall effect in a Bi2Se3 macroflake
with thickness d ≈ 110 µm at Tbath = 0.3 K showed a Hall conductance σxy that
aligns with multiples of e2/h only if the σxy is divided by half the number of QL of
the macroflake. The resulting conductance σ˜xy is interpreted as the conductance per
2D layer. This result is similar to the result found by Cao et. al. [27] and similar
to the results of the magnetoresistance measurements presented here.
Chapter 10
Summary
In the first part of this thesis AlxGa1-xAs/GaAs heterostructures are investigated
with respect to their electrical transport properties and their noise spectra at tem-
peratures of a few Kelvin. The AlxGa1-xAs/GaAs wafer were grown by the group of
Prof. Dr. Andreas Wieck, whereas the structuring of the quantum devices was per-
formed by Dr. Sven Buchholz, both at the Ruhr-University of Bochum. The inves-
tigations mainly aim to deduce information about the phase coherence of electrons
in branched 1D waveguide networks that are formed to quantum rings. Preliminary
investigations of the electrical transport and noise properties of non-branched 1D
constrictions serve as reference for the more complicated quantum rings. Two of the
quantum rings also host quantum point contacts (QPCs) for a better mode control.
In addition, the heat flow of a quantum ring device in the presence of a temperature
gradient is analyzed by means of thermal noise. The main results are listed in the
following and will subsequently be described in more detail:
• Effective mass: Shubnikov-de Haas (SdH) measurements of a narrow heating
structure yield an effective mass of m*e = (0.057± 0.005)m0 which is reduced
compared to the GaAs bulk value m*e = 0.067m0 [131].
• Thermal subband spectroscopy: A method is implemented that takes
advantage of the shift of the threshold voltage Vth of a QPC when the bath
temperature is increased. This shift allows to estimate the gate efficiency of
a QPC’s gate structure and therefore supports more traditional approaches of
subband spectroscopy.
• Excess noise: In all investigated quantum ring devices the thermal noise
exceeds the expectation value by up to 60 % at a bath temperature of Tbath =
4.2 K. This excess noise is reduced as the bath temperature is increased and
is not observed anymore at Tbath = 12 K, as found for one quantum ring.
Another quantum ring showed strongly reduced excess noise if either of the
two arms is depleted by a top-gate. This excess noise is not observed in the
1D constrictions. A model is presented that attributes the excess noise to be
a result of correlated noise sources, where each of the two ring arms represents
one source of noise. In this model the correlation is considered to stem from
phase coherent electrons.
• Heat flow: The measured noise spectra yield information about the increase
of the electron temperature ∆Te in the presence of a temperature gradient.
The results indicate that ∆Te is proportional to the square of the heating
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current Ih and that electron-phonon coupling is not strong enough to medi-
ate a measurable ∆Te at Tbath = 4.2 K within the uncertainty of 0.2 K. The
measurement of ∆Te further indicates that the heat flow is linked to the elec-
trical conductance, as stated by the Wiedemann-Franz relation. Wave packet
simulations, performed by Dr. Tobias Kramer and Dr. Christoph Kreisbeck,
support this picture and point to a potential asymmetry in the device that
acts as switch for the electrical conductance and therefore for the heat flow.
• Quantum interference: Magnetoresistance oscillations are measured in quan-
tum rings in the presence of a perpendicular magnetic field. From the period
of these oscillations it is concluded that they can be explained in terms of the
Aharonov-Bohm (AB) effect. The observability of the AB effect is found to
strongly depend on the cooling process. Phase rigidity of the interfering elec-
trons is found in an asymmetric quantum ring when a symmetric measurement
setup is used.
In the second part of the thesis exfoliated Bi2Se3 microflakes are investigated with
respect to their R(Tbath) and R(B) characteristics. The crystal is grown by the
group of Prof. Dr. Lada Yashina at the Moscow State University with the Bridgman
technique. The main results are listed in the following:
• Temperature dependence: TheR(Tbath) characteristics of three microflakes
are found to be metallic which is attributed to Se vacancies in the material.
In contrast, for one microflake the R(Tbath) characteristic is that of a semicon-
ductor which is attributed to less Se vacancies in the material.
• 2D layered transport: Microflakes with metallic R(Tbath) characteristics
show cusps in their R(B) characteristics that can be attributed to weak anti-
localization (WAL). An evaluation with the Hikami-Larkin-Nagaoka model
(HLN) suggests that the measured resistance is a result of parallel conduction
of multiple 2D layers.
• Semiconducting flake: The microflake with the semiconducting R(Tbath)
characteristics shows a WAL cusp in R(B), which can be evaluated with the
HLN model without assuming multiple 2D layers.
Electrical Characterization
Shubnikov-de Haas oscillations were measured in the narrow 2DEG of a quantum
ring. A Dingle plot of the oscillation minima and maxima reveals a quantum life-
time of τq = 9.8 · 10−13 s at Tbath = 0.3 K whose ratio to the elastic scattering time
τe/τq ≈ 12 suggests the dominant scattering mechanism to be long-range scattering
from remote ionized impurities at Tbath = 0.3 K. This also holds at Tbath = 4.2 K
with τq ≈ 4.4 · 10−13 s and τe/τq ≈ 27 and is expected for modulation-doped
AlxGa1-xAs/GaAs heterostructures at low temperatures [137]. The measured SdH
oscillations yield an electron density of n = (1.90±0.08) ·1011 cm−2 at Tbath = 4.2 K
and n = (1.83± 0.06) · 1011 cm−2 at Tbath = 0.3 K which is both reduced compared
to nWieck = 2.07 · 1011 cm−2, measured by the group of Prof. Dr. Andreas Wieck at
Tbath = 4.2 K. This deviation is attributed to the lateral confinement of 2 µm of the
2DEG. The effective mass is derived from the amplitude of the SdH oscillations at
Tbath = 0.3 K and Tbath = 4.2 K and is found to be m*e = (0.057 ± 0.005)m0 which
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is reduced compared to the GaAs bulk value m*e, GaAs = 0.067m0 [131]. Studies of
m*e in AlxGa1-xAs/GaAs devices [133, 134] found a relation between m*e and the
electron density n. Their studies indicate that m*e ≈ 0.06 m0 is to be expected for
n ≈ 1.9 · 1011 cm−2, which fits m*e = (0.057± 0.005)m0, measured in this thesis.
Measurements of the transconductance yield a gate efficiency of γ = 11 ± 3 %,
a subband spacing of ~ωy = (11± 2) meV as well as ~ωx = (5± 1) meV for the two
subbands with the lowest energy for a single QPC with a width of w ≈ 100 nm.
Transconductance measurements of the QPCs with w′ ≈ 170 nm, incorporated in
quantum rings, show a similar γ and ~ωx. The subband spacing of ~ωy = (6.3 ±
0.1) meV is reduced compared to the single QPC which is due to w′ > w. In order
to make the results from the subband spectroscopy more reliable, an additional
approach to measure γ is chosen. This approach is based on the measurement of the
threshold voltage Vth for various temperatures. The shift of Vth for a given thermal
energy kBTbath allows to estimate the gate efficiency γ when compared with the
simulated G(EF,Tbath). For the single QPC in the range 4.2 K ≤ Tbath < 60 K this
results in γ = 16± 3 % and agrees with the result from the subband spectroscopy,
i.e. γ = 11 ± 3 %, within the measurement uncertainty. This method allows to
measure with relatively low gate voltages, which is advantageous for devices that
are susceptible to leakage currents. Furthermore, the gate efficiency can be deduced
for devices with less pronounced conductance plateaus.
Measurements of the quantized conductance allowed to estimate the series resis-
tance Rs of the 1D constrictions and the quantum rings. For the 1D constrictions
the series resistance is found to be Rs = 142 Ω for the single QPC, Rs = 580 Ω for a
bent 1D constriction and Rs = 710 Ω for a straight 1D constriction. For the quan-
tum rings that host a QPC the series resistance is found to be Rs ≈ 700 Ω. In these
cases the resistance of the waveguide structures dominates Rs which facilitates the
evaluation of the noise spectra since the structures with higher resistances dominate
the measured thermal noise.
Excess noise in quantum ring structures
Noise measurements were shown for all AlxGa1-xAs/GaAs-based 1D constrictions
and quantum rings of this thesis at Tbath = 4.2 K. The thermal noise SV,w, deduced
from the measured noise spectra, is in accord with the calculated i.e. theoretically
expected value SV,Th for a single QPC, a straight 1D constriction and a bent 1D
constriction. For the quantum ring devices the measured thermal noise SV,w and
the theoretically expected value SV,Th did not agree with each other within the
uncertainty limits at Tbath = 4.2 K. The discrepancy SV,excess = SV,w − SV,Th is
referred to as ’excess noise’ in this thesis and the relative excess noise is found to be
0 < SV,excess/SV,Th < 0.6 for the investigated quantum rings. For one quantum ring
finger gates allowed to deplete each of the two arms of the ring. If both arms are
electrically conducting, the relative excess noise for this ring is found to be 0.3 <
SV,excess/SV,Th < 0.6. However, if either of the two arms of the ring is electrically non-
conducting the relative excess noise is strongly reduced to SV,excess/SV,Th = 0.1±0.1.
The assumption was made that the occurrence of the excess noise is linked to the
interference of electrons in the quantum ring and should therefore be reduced at
higher bath temperatures Tbath. The thermal noise SV,w of a quantum ring was
measured at Tbath > 4.2 K. In this quantum ring it was possible to investigate
an 1D constriction that is attached to the quantum ring. This 1D constriction
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has the same width as the waveguides that form the quantum ring, but is not
part of it. For this 1D waveguide no excess noise was observed. The excess noise
of the quantum ring structure is measured for the temperatures 4.2 K ≤ Tbath ≤
12 K and is found to decrease with increasing temperature. Noise measurements at
Tbath = 12 K, 20 K and Tbath = 30 K did not show excess noise. The temperature
dependence SV,excess/SV,Th(Tbath) was compared to the ratio of the thermal length
to the length of the quantum ring’s longer arm LT/Lring (Tbath). The thermal length
serves as an upper limit for the phase coherence length since dephasing by electron-
electron interaction is not taken into consideration. A distinction is made between
the diffusive thermal length LT,d and the ballistic thermal length LT,b. The excess
noise is found to be LT,b/Lring < SV,w/SV,Th < LT,d/Lring which is unexpected
since the waveguides of this quantum ring are considered to be a ballistic system at
Tbath = 4.2 K. In an attempt to explain the occurrence of excess noise, the arms of
the quantum ring are considered as correlated noise sources that are coupled to each
other, whereas the coupling is mediated by phase coherent electrons. This would
provide new possibilities to probe the phase coherence in a ring interferometer.
Heat flow in a quantum ring structure
The heat flow through a quantum ring device was studied out of thermal equilib-
rium. Along the quantum ring a temperature gradient was established by applying
a heating current Ih in one part of the device while measuring the electron tem-
perature Te in another part of the device by means of thermal noise measurements.
The measurements were performed at Tbath = 4.2 K. Both parts of the device are
connected by a waveguide that shows a quantization of the electrical conductance
when sweeping the gate voltage Vg. The increase of the electron temperature ∆Te
was found to scale with I2h for the gate voltages that showed the first three conduc-
tance plateaus of this waveguide, i.e. for N = 1, 2 and for N = 3. The relation
∆Te ∝
√
N was found which seems to contradict the results, obtained in a single 1D
constriction where ∆Te, lit ∝ N was observed [50, 161, 160]. Here, the measurement
for N = 0 did not show an increase of Te, which suggests that the electron-phonon
interaction is not strong enough to mediate a direct exchange of heat between the
electron reservoirs in this quantum ring device at Tbath = 4.2 K. Further noise mea-
surements in another part of the structure and the electrical conductance of the
quantum ring’s waveguides allowed to estimate qualitatively the rate of heat flow
through the measurement device, when assuming the validity of the Wiedemann-
Franz relation. This estimation and a wave packet analysis that is based on the
Landauer-Büttiker approach, performed by Dr. Tobias Kramer and Dr. Christoph
Kreisbeck, point towards a potential asymmetry in the quantum ring. This poten-
tial asymmetry reflects a portion of incoming electron waves and therefore acts as
switch for the heat flow. This must not be confused with the intentional asymmetry
of the quantum ring devices that is defined in the manufacturing. The additional,
unintentional asymmetry qualitatively explains the deviation between the observed
Te ∝
√
N and Te, lit ∝ N that is observed in literature for single 1D constrictions.
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Interference measurements in quantum rings
The magnetoresistance of multiple quantum ring devices was investigated in the
presence of a magnetic field B in the range −30 mT ≤ B ≤ 30 mT. The mag-
netic field was applied perpendicularly to the 2DEG of each device. The mea-
sured four-point magnetoresistance oscillations at Tbath = 0.3 K were identified to
be Aharonov-Bohm oscillations due to the period of ∆B = 2 mT that is in accord
with the magnetic flux Φm = h/e, penetrating the enclosed area of the quantum
rings. The visibility of the oscillations for the investigated devices is about 1 %,
which is relatively low compared to the visibilities of about 3-5 % of etched quan-
tum rings with similar size at Tbath = 0.3 K [148] and comparable excitation current
IOsc. Etched two-terminal AlxGa1-xAs/GaAs-based quantum rings show visibilities
of typically 10 % [146, 192] up to more than 50 % [210]. For one quantum ring de-
vice it was shown that the observability of the Aharonov-Bohm oscillations strongly
depends on the cooling of the device. In addition, a modulation of the oscillation
amplitude is observed. Whether this modulation can be described as beating, can-
not be said without doubt since only two periods of this modulation appear in the
chosen measurement range. Similar modulations are attributed to beating and are
observed in electrostatically defined [215, 216] and in an etched [173] quantum ring
made from a AlxGa1-xAs/GaAs heterostructure. The beating can be interpreted
in terms of different trajectories, resulting from multiple occupied conductor chan-
nels causing slightly different enclosed areas and thus different magnetic fluxes Φm
[217]. The two-point differential conductance across a quantum ring with incor-
porated QPC shows fluctuations at Tbath = 0.3 K when sweeping the gate voltage
of a finger gate that covers the QPC. This makes the conductance plateaus of the
QPC, observable at Tbath = 4.2 K, hard to identify. These fluctuations are typically
explained in terms of universal conductance fluctuations [146] or energy-dependent
resonances [192, 138] in the quantum ring and are considered to be an indicator
of phase coherent transport through the device. The magnetoresistance oscillations
of this quantum ring were measured for seven gate voltages that correspond to the
1st and the 2nd conductance plateau of the QPC. When changing the gate voltage
of the finger gate that covers the QPC, the magnetoresistance is found to change
the electron phase either by 0 or by pi. This is a typical hallmark of phase rigidity.
The phase rigidity, observed in two- [187, 190, 191, 192] and four-terminal devices
[148, 194], is accompanied by R(B) = R(−B). Such a symmetry is roughly given
around B = 0 for the observed magnetoresistance.
R(Tbath) characteristic of Bi2Se3 microflakes
Nominally undoped Bi2Se3 microflakes were exfoliated and contacted with an Au
contact pattern by means of optical lithography. ARPES measurements, performed
by the group of Prof. Dr. Oliver Rader at BESSY II - Helmholtz-Zentrum Berlin,
confirmed the existence of the topological edge states in the source crystal. However,
the ARPES measurements also revealed that the Fermi energy is located inside the
bulk conduction band. In a first step the R(Tbath) measurement was presented and
found to be metallic for the two microflakes A and B. A fit to the Bloch-Grüneisen
relation yields a residual resistance ratio of ρ300K/ρ0 ≈ 1.7 for microflake A and
ρ300K/ρ0 ≈ 1.8 for microflake B and a Debye temperature of ΘD = (345 ± 3) K for
microflake A and ΘD = (402 ± 5) K for microflake B. The temperature coefficient
is evaluated for the linear regime of Tbath and is α ≈ 0.0018 K−1 at Tbath = 300 K
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for microflake A and B. This is comparable to what is found for Bi2Se3 thin films
[242, 251, 253].
In cooperation with Dr. Olivio Chiatti two further microflakes, C and D, were
investigated in the same manner. Microflake C has a metallic and microflake D has
a semiconducting R(Tbath) characteristic. A possible conclusion is that the Fermi
energy of microflakes A, B and C is located in the bulk conduction band. In ARPES
measurements, performed by the group of Prof. Dr. Oliver Rader, it can be seen
that this is actually the case for the source crystal which is probably due to Se
vacancies. It is assumed that the Se vacancies are less present in microflake D due
to exfoliating from a bulk region of the source crystal that is relatively free from Se
vacancies. A fit to the Bloch-Grüneisen relation allowed to find ρ300K/ρ0 ≈ 1.2 and
ΘD = (420 ± 10) K for microflake C. The residual resistance ratios and the Debye
temperatures of the microflakes A, B and C are in fair agreement with what is found
in literature for Bi2Se3 thin films and bulk [242, 241].
Magnetotransport properties of Bi2Se3 microflakes
The four-point measurement of the magnetoresistance at low magnetic fields, i.e.
−2 T < B < 2 T, shows a cusp that modifies the magnetoresistance to negative
values around B = 0 by about 10 % for microflake B which is interpreted as WAL
by applying the HLN [66] equation. One of the two free parameters from the HLN
fit is the prefactor α that is found to be about two orders of magnitude higher
than expected for αWAL = 0.5. Following the approach by Cao et. al. [27], the
magnetoresistance is interpreted as the result of parallel 2D systems. In the case
of microflake B every second quintuple layer (QL) is considered to be one of these
2D systems. A similar result is found for a macroflake with the thickness d ≈
110 µm [260] where the conductivity matches multiples of e2/h when every second
QL is considered to be one of many parallel conducting 2D systems, i.e. when the
conductivity is divided by half the number of the sample’s QL. Hall measurements
yield n = (1.8± 0.1) · 1019 cm−3 for microflake A and n = (1.28± 0.03) · 1019 cm−3
for microflake B at Tbath = 0.3 K which is comparable to Bi2Se3 flakes [239] and
bulk single crystals [256, 257, 238] with relatively high n-doping, probably due to Se
vacancies. The measured electron mobility is found to be µ = (1050 ± 70) cm2/Vs
for microflake A and µe = (1660± 80) cm2/Vs for microflake B.
The microflakes C and D each show a cusp in the magnetoresistance that indi-
cates WAL. Microflake C was found to show the same indications for 2D layered
transport as microflake B where each second QL represents one 2D system. In
contrast to microflakes B and C, the HLN fit to the cusp of the semiconducting
microflake D yields a prefactor that matches αWAL = 0.5, as expected for WAL.
The semiconducting R(Tbath) characteristic and the fact that applying the HLN
fit does not show indications of 2D layered transport supports the assumption that
the Fermi energy is located between the bulk valence band and the bulk conduction
band for microflake D. This causes the measured magnetoresistance to be dominated
by the topological surface states of the Bi2Se3 microflake. As mentioned above, the
ARPES measurements of the source crystal confirm the Fermi energy to be inside
of the bulk conduction band, probably due to Se vacancies. The semiconducting
microflake D however, is considered to be exfoliated from a bulk region of the source
crystal where less Se vacancies are present and the Fermi energy is therefore lower.
For the microflakes B, C and D the prefactor α decreases as Tbath increases in
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the range 0.3 K ≤ Tbath < 2.0 K. The reduction of α with increasing Tbath is in
accordance with previous findings in Bi2Se3 thin films [248] and is interpreted in
terms of a reduced effective number of phase coherent channels [248].
The second free parameter from the HLN equation is the phase coherence length
lϕ which is unaffected by applying the model of parallel conductance of layered 2D
systems. For microflake C lϕ ≈ 230 is in fair agreement with the flake’s thickness
d = (200 ± 10) nm and for the microflakes B lϕ ≈ 78 nm is found to be about
one half of the flake’s thickness d = (130 ± 7) nm at Tbath = 0.3 K. In the range
0.3 K ≤ Tbath < 2.0 K lϕ is found to decrease as Tbath increases for microflakes B
and C. For microflake D lϕ ≈ 40 nm is found to be about one fifth of the flake’s
thickness d = (220 ± 10) nm at Tbath = 0.3 K and appears to be constant in the
range 0.3 K ≤ Tbath < 2.0 K.
Chapter 11
Outlook
In the present thesis a 3He cryostat was used for the measurements of the magne-
toresistance of the Aharonov-Bohm effect at Tbath = 0.3 K. A dilution refrigerator
allows to reach temperatures of Tbath = 25 mK and can increase the phase coherence
length in the quantum rings. This enhances the visibility of the Aharonov-Bohm
oscillations.
The quantum effects that were presented in this thesis are highly susceptible to
external noise sources, such as the power grid. In order to further minimize the
unwanted noise, an uninterruptible power supply (UPS) can be used to supply the
measurement devices.
Excess noise in quantum rings can be further studied by using the schematic
in Fig. 11.1. In contrast to the quantum ring devices used in this thesis, the two
quantum rings have a difference in their circumferences. For this difference a factor
of roughly two is proposed. The phase coherence length in the larger quantum ring
is more likely to be too small to allow the observation of interference effects at a
given bath temperature. If the excess noise in quantum rings is actually linked to
the interference of electrons, the larger quantum ring should always show a smaller
portion of excess noise than the smaller ring. Therefore, if the bath temperature
is increased, the larger quantum ring should show no excess noise anymore at a
certain bath temperature where the smaller ring still shows excess noise. Additional
1D waveguides act as leads to the quantum rings and also serve as reference system,
Figure 11.1: Schematic of a device that allows to further study excess noise in
quantum rings. Two quantum rings with different circumferences are connected in
series. Additional 1D waveguides act as leads and allow to study both quantum
rings separately. If excess noise is linked to electron interference, it is expected to
mainly occur in the smaller ring device.
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i.e. no excess noise should occur there, as shown in this thesis. The device does not
need a gate structure and should be kept as simple as possible to avoid additional
noise from unknown sources.
The investigated Bi2Se3 microflakes were obtained by using exfoliation which
only allows for a rough control of the obtained sample thickness. Since the thickness
of the sample is a crucial parameter in the analysis of 2D layered transport, MBE-
grown devices would be more suitable in the future.
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Appendix A
In Fig. 11.2 the zincblende crystal structure of the binary compound semiconductors
AlAs and GaAs is shown. The space group is F-43m (number 216) and the lattice
parameters are aAlAs = 5.661 Å [99] and aGaAs = 5.653 Å [100].
Figure 11.2: Schematic of the zincblende crystal structure. This is the crystal
structure of the binary compound semiconductors AlAs and GaAs.
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Appendix B
Material Parameters for the Wafer 11159
T = 300 K T = 4.2 K
illuminated µ (cm
2/Vs) 5848 3.04 · 106
n (cm−2) −5.77 · 1011 −3.38 · 1011
not illuminated µ (cm
2/Vs) 5781 2.43 · 106
n (cm−2) −5.64 · 1011 −2.07 · 1011










* Homogeneously doped with a concentration of 5.3 · 1017 cm−3
Material Parameters for the Wafer 12088
T = 4.2 K
not illuminated µ (cm
2/Vs) 1.05 · 106
n (cm−2) −3.1 · 1011










** Homogeneously doped with a concentration of 1.018 cm−3
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Appendix C
Sample preparation of the Bi2Se3 flakes
Material Bi2Se3-002
Substrate Si, boron-doped, 5×5 mm2*
SiO2 layer on top of Si substrate 300 nm
Sonication of the SiO2-substrate 2 minutes
Drying N2 - pistol
Null-Exfoliation to remove oxidized layers 1 time
Exfoliation with adhesive tape Folding and unfolding 3 times each
Sonication of substrate and sample 25 s*
Drying N2 - pistol
Examination of sample geometry Sensofar Plµ Neox - Confocal
Cleaning substrate and sample acetone, 80◦ for 5 minutes
Cleaning substrate and sample ethanol, 80◦ for 5 minutes
Drying N2 - pistol
Prebaking of substrate and sample 120◦, 5 min
Positive photoresist ECI 3027
Developer 326 MIF
Spincoating of ECI 3027 90 rps for 40 s
Prebaking of photoresist 120◦ for 60 s
Laser diameter for macroscopic pattern 5 µm, 405 nm wavelength
Laser diameter for microscopic pattern 1 µm, 405 nm wavelength
Expose resist sensitivity 200 mJ/cm2
Focus about 700
Exposure to developer 17 s
Plasmacleaning with O2 45 s, 90 W
Plasmacleaning with H2 60 s, 90 W
Sputtering of titanium 5 nm (99,99 % purity)
Sputtering of gold 50 nm (99,9 % purity)
Solving resist in acetone at least 30 min
Lift-Off Pipetting with acetone
Gluing into chipcarrier Silver paint
Examination of sample thickness AFM
Bonding Aluminium wire
* Sonication is performed in acetone
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Appendix D
Figure 11.3: Alternative measurement setup for conductance measurements in the
non-linear regime. The active voltage devider of the setup, presented in Fig. 4.2 b)
is replaced by a passive voltage devider to reduce noise.
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Appendix E
Figure 11.4: Noise Figure of the ultra low-noise voltage preamplifiers Model 5184
from System Recovery. The highlighted rectangle marks the measurement parame-





The device includes 1D waveguides with a width of
w ≈ 510 nm and an 1D constriction in the straight
arm with a width of wQPC ≈ 170 nm. Both arms
of the quantum rings are covered by finger gates.
The ring has a mean radius of r = (1.1± 0.1) µm.
QRB-asymmetric quantum ring
(Internal: 11159-S10-B)
The device includes 1D waveguides with a width of
w ≈ 510 nm and an 1D constriction in the straight
arm with a width of wQPC ≈ 170 nm. The straight
arm of the quantum rings is covered by a finger




The device comprises 1D waveguides with a width
of w ≈ 510 nm that is connected by two narrow 2D
heater structures. In this device no gate structure




The device includes 1D waveguides with a width of
w ≈ 170 nm that act as 1D constrictions and lead
to a quantized conductance in the upper crossing.
A global top-gate allows to change the Fermi en-
ergy of the device. The ring has a mean radius of





The device consists of five quantum point contacts
(QPCs) all of which have a comparable width of
≈ 100 nm. A global top-gate allows to change the
Fermi energy of all QPCs at once. The scanning
electron micrograph shows a QPC of the device
12088-S3 with similar width and length.
ConstrB-bent electron waveguide
(Internal: 12088-S2-B_3-12)
The device consists of a bent 1D waveguide with a
width of w ≈ 285 nm and a length of l ≈ 3.7 µm.
The scanning electron micrograph shows a similar
device with a width of w ≈ 160 nm.
ConstrC-unbent electron waveguide
(Internal: 12088-S2-B_4-11)
The device consists of an unbent 1D waveguide
with a width of w ≈ 285 nm and a length of l ≈
2.8 µm. The scanning electron micrograph shows
a similar device with a width of w ≈ 160 nm.
The images were taken in Bochum by Dr. Sven Buchholz
Appendix G
The leakage current is measured for all AlxGa1-xAs/GaAs devices that are used in
this thesis. In Fig. 11.5 a) the leakage current is shown and is significant for three
devices. Two of these devices comprise a global top-gate, which is the reason why
the leakage current density in Fig. 11.5 b) is less significant for these structures.




Here, the measured noise spectrum of two parallel circuits, consisting of two resistors
R1 and R2 each, is depicted. The measurement is performed for the resistance
combination R1 = 10 kΩ, R2 = 10 kΩ and the combination R1 = 10 kΩ, R1 = 1 kΩ.
The corresponding expectation values are
SV,Th = 4kBRTe + 2 · 4kB · 300K · R
2
5 MΩ (11.1)
with R−1 = R−11 + R−12 and Te = 300 K. The measurement is depicted in Fig. 11.6
and shows that the measured white part of the spectrum SV,w corresponds to its
expectation value. The presented measurements aim to prove that the excess noise
that is measured in quantum rings does not stem from the pure fact that the two
ring arms are connected in parallel to each other.
Figure 11.6: Measured noise spectra of two parallel macroscopic resistors at Tbath =
300 K (solid line). The noise spectrum with the higher PSD is measured with two
10 kΩ resistors that are connected in parallel. The noise spectrum with the lower
PSD is measured with a 10 kΩ resistor that is connected in parallel to a 1 kΩ
resistor. The dashed line corresponds to the expected value SV,Th of the setup that
is calculated from the reciprocal addition of the two resistors.
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Appendix I
Figure 11.7: Increase of electron temperature in the device QRD in thermal non-
equilibrium for the heating currents Ih = 3 µm, 6 µm and Ih = 8 µm. Black symbols
refer to measurement values. Red symbols refer to the correction of the black sym-
bols according to the heat branching model in Sec. 7.3
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Appendix J
Figure 11.8: Differential conductance of the device ConstrA after bias cooling with





(Exfoliation: C. Riha; Measurements: C. Riha;
HLN fits: C. Riha)
The microflake has a thickness of d =
(340 ± 10) nm and a contact geometry that
allows four-point measurements of Rxx and Rxy.
The R(Tbath) characteristic is metallic.
Microflake B
(Internal: Bi2Se3-002-001)
(Exfoliation: C. Riha; Measurements: C. Riha,
D. Lawrenz, F. Herling; HLN fits: C. Riha)
The microflake has a thickness of d = (130±7) nm
and a contact geometry that allows four-point
measurements of Rxx and Rxy. The R(Tbath)
characteristic is metallic. The magnetoresistance
at low magnetic fields shows a dip that can be




(Exfoliation: S. Dusari; Measurements: O. Chi-
atti; HLN fits: C. Riha)
The microflake has a thickness of d = (200 ±
10) nm. Shortcuts in the contact circuit allow two-
point measurements only. The R(Tbath) charac-
teristic is metallic. The magnetoresistance at low
magnetic fields shows a dip that can be attributed





(Exfoliation: O. Chiatti; Measurements: O. Chi-
atti; HLN fits: C. Riha)
The microflake has a thickness of d = (220 ±
10) nm. The contact geometry allows four-point
measurements. The R(Tbath) characteristic is
semiconducting. The magnetoresistance at low
magnetic fields shows a dip that can be attributed
to WAL. No layered 2D transport has to be con-
sidered.
Appendix L
Figure 11.9: ARPES measurements of a Bi2Se3 bulk single crystal at photon energies
a) 16 eV, b) 16.5 eV, c) 17 eV, d) 18 eV, e) 18.5 eV and f) 21 eV at 12 K that were
performed by the group of Prof. Dr. Oliver Rader. The dispersion is measured as a
function of the electron wave vector k|| parallel to the surface. In a) the bulk valence
band (BVB), the bulk conduction band (BCB) and the time-reversal symmetry
protected surface states (TSS) are denoted. The dispersion of the TSS has no kz
dependence, as expected from the 2D surface states. In contrast, the dispersion of
the BVB reaches its maximum intentsity at a photon energy of about hν = 18 eV
and the BCB reaches its minimum at about hν = 21 eV. The flakes are stable
to atmosphere and to the lithography process. The measurements were performed
using soft x-rays of 400 eV photon energy and horizontal polarization. The PEEM
field of view is 25 µm.
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Appendix M
Figure 11.10: PEEM characterization of a contacted Bi2Se3 flake [260]. a) Overview
image with vacuum UV light of the flake and Au contact area. b) Corresponding
confocal microscopy image of the same flake revealing thickness homogeneity. c-e)
Core-level spectromicroscopy of the flake area and of the Au contact area. On the
left, spatially resolved images taken at the kinetic energies of the c) Se 3d5/2, d) Bi
5d5/2 and d) Se 4f5/2 core-levels. On the right, the corresponding core-level spectra
are shown. The spectra are extracted from the small areas indicated in each PEEM
image on the left with a kinetic energy resolution of about 0.2 eV.
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