Abstract
Introduction
Reading comprehension can be defined broadly as a process of reading a passage and demonstrating one's understanding of the passage by answering questions about it.
Reading comprehension offers a new challenge and a human-centric evaluation paradigm for human language technology. It is an exciting testbed for research in natural language understanding, because it requires broad-coverage techniques and semantic knowledge which can be used to determine the strength of understanding the natural language in computer science.
This paper describes the work on exploring reading comprehension tests as a research domain and a method applied for natural language understanding system in question answering processes. This research concentrated on the open-ended questions that involve the five WH questions (who, what, when, where and why) with several classification such as causal antecedent, causal consequent, instrumental or procedural, concept completion, judgemental, and feature specification. The answers to the questions typically refer to a string in the text of a passage and it only comes from the short story associated with the question, even though some answers require knowledge beyond the text in the passage. To provide a solution to the above problem, the research utilizes world knowledge to support the answer extraction procedure and broadening the scope of the answer, based on the theory of cognitive psychology [1]. Lehnert [2] mentioned that story understanding and question answering through sophisticated knowledge representation, reasoning, and inferential processing, requires extensive prior encoding of world knowledge.
The theories described in this paper is developed and tested using logical reasoning techniques by combining skolemize clauses binding to resolution theorem prover. The resolution theorem prover was implemented by Burhan in formal characteristic of answers [3] . A logical reasoning technique includes changes to the logical inference engine, addition to the phrase structure used to represent a clause, addition of a quantifier for the answer set and implementation of the new inference of question answering.
In order to perform this experiment, a familiar Remedia Publications data set has been used. This data set is a common data set used in several recent papers on the reading comprehension task [4, 5, 6, 7, 8] . Each passage has an average of 20 sentences, and the question answering as formulated for a computer program is to extract an exact answer in the passage which is supported by world knowledge that can give relevant answer to the question. The topics of question answering processes are restricted on the knowledge based, which are represented in simplified logical form known as Pragmatic Skolemized Clauses, based on first order predicate logic (FOPL) using Extended Definite Clause Grammar (X-DCG) parsing technique. The system used the logical reasoning technique of inference for knowledge based containing Skolemize Clauses in tracing the answer.
Reading comprehension requires world knowledge
Reading requires the reader to make inferences that depends on world knowledge and not just on decontextualized inference skills. Experiments have shown that when someone comprehends a text, world or background knowledge is typically integrated with the literal word meaning of the text to construct a coherent model of the whole situation implied by the text [9] . Therefore the reading process is expected to make use of extensive world knowledge in order to understand a text and produce as its output some description of the information conveyed by the text. Both the world knowledge as well as the output description will be represented in some manner inside the reading system [1].
World knowledge not only helps reading comprehension but also helps readers' ability to solve problems, make decisions and think analytically in the context of cognitive process [10, 11, 12, 13] . (The knowledge is so integral to the process that it does not make sense to think about them separately. Without world knowledge, one cannot comprehend a text to a level called "understanding" [14] ). However, even without world knowledge, the readers can still relate the text and comprehend it, but the understanding will be quite shallow -it will be closely tied to the text itself, and would not be able to generalize the message of the text.
Daniel T. Willingham stated that world knowledge can be developed or added and they are ready to be used by children starting from the fourth grade onwards [14] . This is proven through the experiment conducted where the result of analysis without world knowledge and hypernyms matching procedure shows that grade four and five gave 31.3% and 30.4% of the relevant answer produced respectively. Meanwhile, grade two and three gave 62.9% and 54% of the relevant answer under the same discipline. It shows that the percentage of relevant answer produced without world knowledge and hypernyms matching resulted in drops of approximately 27.6%. The details of the analysis will be discussed in the following chapter. For this experiment, world knowledge is used to solve the outstanding problem related to the ambiguity introduced by anaphora and polysemy.
Formal definition of world knowledge
Since this experiment was focused on one of the reading comprehension task where the system is responsible to answer a given wh questions, thus, this section serves as an introduction to the formal definition of world knowledge that will lead to the refinement of the ability of the system to extract the relevant answer. The following statement is to define what is to be considered informative with respect to a set of additional info.
Definition 1: Informative Member. An additional information m is an informative member of a set of additional information W, written INF(m,W).
In general, a set of additional information contains an informative member.
Definition 2: World Knowledge (WK). A world knowledge W is a set of additional information to complete or make up a deficiency m i such that ∀mi ∈ W, INF(m,W).
World knowledge provides a solution to the outstanding problem related to the ambiguity enclosed by anaphora and synonym words. It is also referring particularly to the experience or compilations of experience with other information that emphasize knowledge of the concepts and processes pertaining to certain subject matter (i.e., science, maths, humanities), general world knowledge (i.e., social relationships, causes and effects) and knowledge of rhetorical structures (i.e., patterns, rules, structures for organizing text and cues to the reader).
A formal definition of world knowledge, as defined above, must deal with a wide range of issues in real world. Real world knowledge is what the end user experience, and possibly other levels of knowledge.
Hypernyms matching procedure
A question, as defined previously, produces a variety of answers based on different ways it is asked. For each given question, the system looks for the meaning of words. In some cases, the question may use superordinate words to the words in the passage. According to the passage "Mr Robin wrote a poem about Chris …" the system considered matches to question 2 based on the semantic relation rule writes(r(mr & robin, f14), where unification is determined with respect to an associated question and knowledge base. However, the computer could not determine the answer to question 1 because there were no matching skolemize clauses. To handle the above problem, hypernymy words matching procedure was conducted to make the system understand what the question meant.
This section attempts to integrate the hypernyms word matching procedure in order to give a fuller and more coherent meaning of words, and difficulties in extracting the answer by question given. This is done when the predicate corresponds to a property in WordNet. The procedure is employed in answering agent before the answer extraction to enable an automated answer as shown in Figure 1 .
Figure 1. Extraction model of answering
Matching is a procedure for the complete computation of all solutions to theta-subsumption between clauses. To define the hypernyms matching procedure, there are many ways of obtaining the value returned by a matching procedure. There is a feature of the pattern matcher that makes this possible by assuming the pattern variable as a set equal to superordinate words with which it matches [15] . Execution of the hypernyms matching procedure starts from the selection of hypernyms word which is considered as current node. By default, the hypmatches() procedure execute the following process:
(i) Calls the gethypwords() procedure which is connected to WordNet and proceeds if the procedure returns a positive value. If no matches are found, the procedure terminates and returns FALSE.
(ii) Call the match of the next hypernyms matching words which is obtained from the gethypwords() procedure.
(iii) Returns TRUE in case of a successful match. When the hypernyms matching procedure returns TRUE, the match succeeds, and as a result, the superordinate words appear in the matched list, as shown in Table 2 . 
Logical reasoning technique in answer extraction
A theoretical implementation of logical inference engine approach to question answering which refers to logical reasoning techniques is presented. Logical reasoning techniques by combining skolemize clauses binding to resolution theorem prover is a complete inference engine for knowledge base containing Pragmatic Skolemize Clauses representation. Providing information in a form of pragmatic skolemized clauses is just a method to collect the relevant answers. Proof start with the required goal, then resolution theorem prover is applied to provide the answer key by keeping track of variable as a proof proceeds.
The advantage of this inference engine is allowing the system to apply additional knowledge and determine which additional information it requires. This experiment conducted world knowledge and hypernyms matching procedure as discussed earlier for question answering in reading comprehension task that can broaden the scope of answers.
This work conducted four answer extraction conditions. In the first condition, extract an answer with combination of world knowledge (WK) and hypernyms matching procedure (HMP). The second condition, consists of answer extraction without WK and HMP, which is common approach condition with previous researchers [4, 5, 6, 7, 8] . The third condition, answer extraction without HMP to establish the effectiveness of WK in answering the question, is demonstrated through this thesis experiment. Finally, in the fourth condition, answer extraction accomplishment without WK in contrast to the third condition.
Exp_1: answer extraction with (WK + HMP)
In order to make improvement of inferences, this experiment has added two components such as world knowledge (WK) and hypernyms matching procedure (HMP). Combining the use of WK and HMP enables the system to make sense of word combinations and choose among multiple possible word meanings. World knowledge is necessary to give meaning to otherwise confusing sentences [9] . The usage of hypernyms is as one of the pattern components that produces the means for generalization beyond words explicitly expressed in text [16] .
Exp_2: answer extraction without (WK + HMP)
After performing experiments on reading comprehension task using a collection of WK and HMP components also known as knowledge sources that were combined as described earlier, this experiment also examined reading comprehension without those additional components. From this conditional experiment, the usage effect of those combination components in term of inferences improvement was demonstrated. Based on the result analysis, the percentage of additional components' performance obtained is 39.6%. The result shows that the (WK+HMP) employment improves the answer extraction capabilities.
Exp_3: answer extraction with WK
Successful reading comprehension requires efficient coordination and integration of a number of underlying processes [17] , which include word decoding abilities [18] and the utilization of world knowledge [19] [20] . This conditional experiment tries to show the effects of world knowledge on the reading comprehension task. World knowledge, as described earlier, is used to form a coherent situation model of the text. Moreover, the availability of world knowledge during reading becomes particularly important when the system is faced with less cohesive text. Research by McNamara and colleagues [20] indicated that knowledge deficiencies are aggravated by less cohesive texts. Therefore, to increase the capabilities of understanding each passage, most relevant world knowledge, as defined above, is needed. Another related theoretical notion regarding levels of comprehension understanding in this current work is hypernyms matching whenever comprehension problems are observed during the development period.
Exp_4: answer extraction with HMP
Hypernyms refer to a more general or broad keywords, such as car, truck, or automobile, which will widen the results of a search. Hypernyms are commonly used when creating a query. Hypernyms word matching implied that the word of hypernyms entered by the user had to occur somewhere in the word repository such as WordNet. The purpose of this conditional experiment is to support reading comprehension task by widening the results of answer extraction process. Indirect inferences can be made by varying the degree of difficulty. In this case, if an original query does not produce any results, surrogate queries can be generated using the hypernyms stored in WordNet. The hypernyms matching procedure allows for some degree of flexibility such as close semantic relations which can be replaced, one for the other.
Result
This section discusses the experimental results obtained in performing automatic answering extraction with different additional approach of external knowledge sources. There were four experiments performed using the logical reasoning technique on Remedia data set. The purpose of this set of experiments was to work out the effectiveness of external knowledge (world knowledge and hypernyms matching procedure) function. The overall result obtained from the experiments are shown in Table 3 with precision of overall result for all four experiments as follows: 82.6%, 44.7%, 69.0%, and 58.1% respectively. As expected, removing both knowledge sources caused the largest drop in overall precision or accuracy of automatic answer extraction. External knowledge sources speeds up reading comprehension and leaves the working memory free to make connection between the new material and existing information, to draw inferences, and to ponder implications. The current study has provided further evidence for the effect of external knowledge sources on QA system's reading comprehension by obtaining 82.6% of correct answer extraction. Thus, this result is indicative of the previous study that found, more than 80% of the samples were answered correctly with the external knowledge sources influencing the ability of understanding [21] . Another most successful approach using lexical knowledge and logical inference on QA system was conducted by Moldovan et al. [22] of Language Computer Corporation (LCC) which scored 83% correct. However, this research work with different domain i.e. find the answer form a given question and a collection of text (3gb) which use in WWW environment.
The results obtained gradually increased with the introduction of the important value of knowledge sources. The higher the degree of knowledge sources value, produces the higher is the average precision. In this case, world knowledge component gives a higher degree of knowledge sources value, as shown in Figure  2 , where Exp_3, is closer to the combination of knowledge sources in Exp_1. 
Analysis of result for 5Wh question types
Performance levels of automatic answer extraction were measured based on 5Wh questions for the existing two knowledge sources which were applied in four conditions. The results obtained for each type of question are shown in Figure 4 with the automatic answer extraction using four conditions of experiment. As results indicated in Figure 4 , the performance of automatic answer extraction varied substantially across question types. In average, the system performed the best on WHERE questions, achieving 71.7% correctly and it causes 24.1% increment over the benchmark. Question WHY, which had the most complicated scheme for handling the automatic answer extraction, performed the worst answer precision and it reached only 43.9%. In particular, WHY questions proved to be the most difficult of the question types throughout the whole experiment, either in this current work or previous works which produced the lowest percentage of correct answers extraction throughout the experiments. However, in this experiment it can be considered to have produced a better result with an average of 24.8% growth.
It was also of interest in this experiment to evaluate the contribution of each external knowledge or component source to the performance of question answering system to extract automatic relevant answer on different types of question. Figure 4 shows the number of correct answer breaking up because of these additions (WK and HMP) for all question types. The line-graph displays the performance improvement on all question types referring to the important value of each external knowledge source.
The important values of each knowledge source can be calculated by deriving the statistics of the experimental queries. Table 4 shows the figures obtained from statistics on the 575 experimental queries conducted.
The percentage of WK and HMP dependencies per query obtained was 26.1% and 15.1% respectively. Therefore, this shows that world knowledge has a higher degree of knowledge source value than HMP value. This is proven through the results obtained, which showed that the third experiment (Exp_3) with WK was closer to the first experiment (Exp_1). 
Conclusion
The Reading Comprehension questions are not meant to test the users knowledge about a particular subject. In this case, the system should answer questions based only on the information presented in the passage, and any external knowledge sources that might be related to the subject. Then the system asked to draw a conclusion or make an inference based on what the content of the text passage and external words actually state or imply.
It is important that the QA system ascertained the difference between information that is stated directly in the passage, and inferences and assumptions. The users of the QA system might be asked questions based on factual information found in the reading passages. The reading passages might also include information about which will be asked to make an inference. (i) Inferences -An inference is a conclusion based on what is stated in the passage. You can infer something about a person, place, or thing by reasoning through the descriptive language contained in the reading passage. In other words, the automatic system implies that something is probably relevant.
(ii) Assumptions -An assumption, on the other hand, is unstated evidence. It is the missing links in the text passage. Refer to Chapter VI, " Skolemize Clauses Binding Approach" for the detail description of inferences and assumptions. 
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