The familiar notion of the determinant is generalised to include rectangular matrices. An expression for a normalised generalised inverse of a matrix is given in terms of its determinant and a possible generalisation of the Schur complement is discussed as a simple application.
Introduction
The well known concept of the determinant has been defined to cover square matrices alone. This concept is very intimately related to the concept of inversion of square nonsingular matrices in the sense that square matrices which have nonvanishing determinant can be inverted. In extending the idea of inversion to cover rectangular matrices [6] , the need to generalise the concept of the determinant was not felt as a number of methods devised to compute the inverse did not use any determinants whatsoever. It is felt by the author that many of the identities from Linear Algebra can be generalised and be used in, say, the theory of permanants and its evaluation [4] , Certain results in respect of this will be communicated for publication elsewhere.
It is shown [6] that for an m * n real matrix A , there exists a unique n x m matrix X = A which satisfies the following conditions:
( A d e t e r m i n a n t f o r r e c t a n g u l a r m a t r i c e s | 3 9
Consider a r e a l matrix 
The coefficient C.. of a., in (3.1) is called the cofactor of a.. . **3 1*3 1*3 Let E, F, G and E be the submatrices of A of the order (i-l) x (j-i), (i-l) x (n-j), {m-i) x (n-j) and (m-i) x (j-i) respectively such that

E -F -E G
of the order (w-l) x (n-l) corresponds to the cofactor of a.. .
Alternately we have (3.3)
Using (3.l)-(3.3) we can evaluate \A\ in terms of the determinants of lower order. This is illustrated in the following example. A d e t e r m i n a n t f o r r e c t a n g u l a r m a t r i c e s I 4 3 is a normalised generalised inverse of A . For the matrix A of Example 2.1, we find that the B , as defined above, is given by
Normalised generalised inverse of
The expression (U.2) breaks down when \A| = 0 . In the next theorem we give a necessary and sufficient condition for matrix A to be rank deficient in which case \A\ = 0 . The l a s t step has followed from Definition 2 . 3 .
If m = n , then £ = 1 and, in view of (2) of the lemma, equation
(5.1) reduces to det A = det A det[A/A ) . This r e s u l t has been proved in [2, 3 ] .
