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1. Resumo 
Por mor de diversos motivos como o descoñecemento de mecanismos celulares ou o ruído 
biolóxico, os experimentos realizados en laboratorios (experimentos in vitro) poden 
producir resultados pouco precisos con respecto aos observados dentro dun organismo 
(experimentos in vivo). A maiores, os experimentos in vitro supoñen un custo económico 
e temporal potencialmente elevado. Por todas estas razóns, cada vez é máis habitual o uso 
dun terceiro tipo de experimentos, máis económicos en canto a diñeiro e tempo, baseados 
en simulacións realizadas por computadora (experimentos in silico).  
As simulacións realizadas por ordenador ofrecen unha alternativa válida de 
análise, posto que os modelos computacionais pódense desenvolver e axustar con maior 
facilidade á información dispoñible. Na actualidade, unha das principais formas de 
executar estas simulacións é mediante a utilización de modelos baseados en axentes 
(ABM). Os ABM están compostos por axentes (entidades autónomas), regras (lóxicas ou 
matemáticas), un ambiente de simulación e un conxunto inicial de condicións que definen 
o ambiente. 
Por tanto, a liña de investigación principal que seguiu esta tese foi a de realizar 
experimentos in silico con aplicación en áreas da Biotecnoloxía e Biomedicina, mediante 
a creación e utilización dunha plataforma para a simulación de modelos baseados en 
axentes capaz de recibir modelos biolóxicos e simular os seus datos. Estas simulacións 
xeran unha serie de resultados que son examinados coidadosamente por un grupo de 
biólogos expertos co fin de dilucidar se os datos obtidos son coherentes coa realidade.  
1.1 Ámbito e motivación 
Debido á falta de entendemento sobre os mecanismos celulares, os resultados dos 
experimentos in vitro a miúdo difiren considerablemente dos observados na Natureza [1]. 
Algunhas das posibles explicacións a este fenómeno son: a incerteza sobre os mecanismos 
específicos envoltos, interaccións descoñecidas e non específicas ou o amoreamento 
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molecular. As células e os sistemas biomoleculares tamén están suxeitos a ruído que 
habitualmente é enmascarado nas representacións in vitro e que, ademais, é dificilmente 
incorporable en modelos matemáticos tradicionais. O ruído celular pode ser descrito 
como unha pequena variación do estado fisiolóxico de cada unha das células pertencentes 
a unha poboación isoxénica, expostas a un mesmo micro ambiente [2]. A importancia 
deste fenómeno biolóxico reside no efecto que causa sobre o sistema, incluso podendo 
afectar á supervivencia das células cando están expostas a condicións micro ambientais 
prexudiciais, como poden ser, altas concentracións de axentes antimicrobianos [3]. 
Por mor da súa complexidade e interrelación, a contribución relativa das diferentes 
fontes de ruído ao comportamento celular é difícil de avaliar. A experimentación de 
rastreo de partículas (single particle tracking) proporciona aos investigadores a 
posibilidade de observar distintas partes da célula, como a membrana, e os procesos 
intracelulares que acontecen a nivel molecular. Isto supón unha maior comprensión sobre 
a heteroxeneidade fenotípica e a variabilidade célula a célula [4]–[6]. 
En particular, a difusión de moléculas a través da membrana celular é un proceso 
transcendental nos organismos vivos. Actualmente, os procesos biolóxicos na membrana 
celular son difíciles de replicar in vitro debido a que as arquitecturas e as dinámicas dos 
lípido-proteínas nativos están pobremente caracterizados [7], [8]. As proteínas da 
membrana residen nun entorno complexo de dobre capa, aínda que por razóns de 
simplicidade gran parte dos estudos estruturais e biofísicos a modelan como unha dobre 
capa simple de lípidos [9]–[12] ou ambientes miméticos da membrana [13]–[15]. Por 
outra parte, a activación de proteínas en membrana supón un reto experimental. Como 
resultado, a porcentaxe de estruturas de proteínas de membrana representadas no 
repositorio de referencia a nivel mundial Protein Data Bank [16] é especialmente baixa 
(non máis dun 3%) [17]. 
Neste contexto, as experimentacións in silico ofrecen unha alternativa válida á 
análise posto que poden ser desenvolvidas e axustadas dunha maneira máis sinxela e 
menos custosa. O ruído bioquímico das reaccións, asociado á variación espazo temporal, 
pode ser avaliado mediante a utilización dunha estratexia de modelado en tres dimensións 
que teña en conta a cantidade, a difusión e a localización espacial das moléculas que 
interveñen conxuntamente no proceso molecular coas regras de colisión entre moléculas. 
A montaxe de modelos biomoleculares ten o potencial de elucidar as estruturas e a auto 
organización entre as moléculas, así como simular interaccións moleculares complexas 
que son difíciles de observar in vivo ou in vitro. 
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A construción destes modelos é desafiada pola integración das escalas espaciais e 
temporais de diferentes ordes de magnitude, ademais dos custos computacionais 
asociados a maiores niveis de detalle de modelado. Unha das metodoloxías máis útiles 
para este tipo de simulacións é a utilización de ABM. Os ABM están compostos por 
axentes (entidades autónomas), regras (lóxicas ou matemáticas), un ambiente de 
simulación e un conxunto inicial de condicións de ambiente. Os axentes poden ser 
definidos a múltiples escalas, e o modelo pode formalizar os diferentes comportamentos 
a través de interaccións, directas ou indirectas, entre os individuos usando o ambiente de 
simulación [18]. Nestes modelos, o propósito final é monitorar o comportamento dos 
axentes dende a perspectiva do propio axente, en vez de facelo dende a perspectiva do 
sistema como un todo [19]. Cada clase de axente ten múltiples manifestacións na forma 
dunha poboación de axentes que se relacionan nun ambiente de simulación compartido. 
Diferentes condicións locais levan a diferentes traxectorias de comportamento dos 
axentes individuais, e os comportamentos heteroxéneos dos axentes levan a conseguir 
unha dinámica de sistema agregado. Este proceso permite a xeración dun conxunto de 
saídas (comportamentos) dende un modelo único, producindo espazos de comportamento 
consistentes coa observación biolóxica descrita a nivel experimental. 
Este tipo de modelado ten o potencial para replicar sistemas celulares nos seus 
compoñentes mínimos, e por tanto, axudar a entender a vinculación dos eventos a nivel 
molecular para o comportamento emerxente do sistema [20]–[24]. En concreto, a 
natureza espacial da maioría dos ABM pon énfase no comportamento dirixido polas 
interaccións locais, que coinciden moi de cerca cos mecanismos de estímulos e respostas 
observados na Bioloxía. Na actualidade existen múltiples estudos baseados en ABMs 
enfocados ao ámbito biomédico, como son: (i) a formación de comunidades de 
microorganismos [25], (ii) a conmutación fenotípica bacteriana [26], (iii) o 
desenvolvemento de cancro [27], [28], (iv) a virulencia bacteriana en cirurxías [29], (v) o 
desenvolvemento de reestenosis nos vasos sanguíneos [30], (vi) e o deseño de sistemas 
de celulasa [31]. É razoable dicir que os ABM gozan dunha gran popularidade no ámbito 
da biomodelación e que os novos modelos están chegando a abarcar problemas cada vez 
máis complexos e de maior resolución [22], [23]. 
Actualmente, existen diversas plataformas construídas sobre ABMs que están 
orientadas a simulacións no ámbito da biomedicina. Algunhas das máis coñecidas son 
ReaDDy [32], Smoldyn [33] e Cellular Dynamic Simulator [34]. Estas plataformas 
dispoñen de múltiples representacións orientadas á simulación celular e biomolecular. 
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Sen embargo, a validación de supostos contra os fenómenos biofísicos básicos, tales como 
as escalas de tempo usadas para a representación realista da difusión molecular e da 
cinética encimática, e o axuste da velocidade do axente para que coincida coa difusión 
biomolecular, son temas que rara vez son discutidos en detalle nos modelos publicados 
ou probados contra escenarios biolóxicos reais. 
Por tanto, esta tese explora distintas técnicas e aplicacións computacionais para o 
modelado e a simulación de procesos biolóxicos. Para poder realizar este obxectivo, e 
considerando o exposto ata o momento, é necesario dispoñer dun modelo biolóxico que 
conteña os datos do escenario que se quere simular e dunha plataforma que sexa capaz de 
interpretar e representar estes datos. Para poder axilizar as distintas simulacións e 
conseguir representar escenarios complexos, tamén é necesario a aplicación de estratexias 
e algoritmos de alto rendemento. Todo isto esta recollido no esquema que se presenta na 
Figura 1.1. 
 
Figura 1.1 Técnicas e aplicacións asociadas á simulación biomolecular. 
1.2 Obxectivos e metodoloxía 
O obxectivo principal desta tese foi o desenvolvemento de novos recursos e ferramentas 
computacionais para o modelado e simulación, en ambientes tridimensionais e continuos, 
de procesos celulares a moi fina escala. Para conseguir acadar este obxectivo e, tendo en 
conta todo o exposto en seccións previas, o traballo de investigación foi estruturado ao 
redor dos seguintes obxectivos: 
 O1: Desenvolvemento biolóxico de procesos celulares a escala molecular: 
Aplicacións
Técnica
Simulación 
biomolecular
Definición de 
experiencias 
biolóxicas
Modelos de 
carácter 
biolóxico
Representación 
computacional 
de modelos 
biolóxicos
Plataforma 
biomolecular 
baseada en 
axentes
Estratexias de 
alto 
rendemento
Técnicas 
distribuídas e 
optimización de 
algoritmos
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 O1.1: Desenvolvemento, integración e axuste de algoritmos que describan 
fenómenos biofísicos e bioquímicos básicos, como a difusión, a cinética 
encimática ou o tempo. 
 O1.2: Representación de casos experimentais de permeabilidade de 
sustancias na membrana. 
 O1.3: Representación de casos experimentais de distintas interaccións 
moleculares. 
 O1.4: Representación de diversas formas xeométricas de acordo cos 
distintos casos biolóxicos que se van a representar. 
 O2: Interpretación e simulación mediante unha plataforma baseada en axentes do 
modelo biolóxico: 
 O2.1: Desenvolvemento dunha plataforma para interpretar e simular a 
información do modelo. 
 O2.2: Desenvolvemento dunha interface que permita a parametrización do 
modelo por parte do biólogo. 
 O2.3: Desenvolvemento de estratexias computacionais de altas 
prestacións capaces de asegurar a simulación de modelos a grande escala. 
En relación ás metodoloxías usadas durante a realización do traballo de 
investigación, todas as liñas propostas seguen unha estrutura similar coas seguintes fases 
principais: (i) estudo de problema e estado da arte, (ii) definición de obxectivos 
específicos, (iii) desenvolvemento dos compoñentes software necesarios, e (iv) validación 
e proba do progreso realizado. 
1.3 Evolución da investigación 
O traballo presentado nesta tese de doutoramento nace no ano 2014, durante o primeiro 
curso do Máster Universitario en Enxeñaría Informática [35], coa publicación científica: 
Agent-Based Spatiotemporal Simulation of Biomolecular Systems within the Open Source 
MASON Framework [36]. Nesta publicación detallouse a construción dun simulador 
bidimensional desenvolvido coa plataforma baseada en axentes coñecida como Multi-
Agent Simulator Of Neighborhoods (MASON) [37], capaz de simular modelos da catálise 
encimática. Esta aplicación, xurdiu dun proxecto de colaboración co Profesor Nuno F. 
Azevedo, pertencente o grupo Laboratory for Process Engineering, Environment, 
Biotechnology and Energy (LEPABE) do Departamento de Enxeñaría Química na 
Universidade de Porto (Portugal) [38]. A colaboración con este grupo foi moi importante 
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para o desenvolvemento da tese, posto que permitiu establecer e desenvolver o contacto 
coas simulacións baseadas en axentes e a súa aplicación na Bioloxía. 
Posteriormente, en 2015, levouse a cabo a adaptación e a ampliación do simulador 
bidimensional para convertelo nunha plataforma con capacidade para realizar 
simulacións tridimensionais. Para acadar este obxectivo, tomouse como caso de estudo a 
representación da ruta metabólica da glicólise na bacteria Escherichia coli. Os resultados 
obtidos coa consecución deste traballo deron lugar a unha publicación científica: 
Computational resources and strategies to construct single-molecule metabolic models 
of microbial cells. Esta publicación proporciona unha revisión sistemática e exhaustiva 
dos recursos dispoñibles para o modelado de eventos metabólicos a nivel molecular [39].  
Neste punto, comezou a primeira liña de traballo da tese, que tivo como finalidade 
á construción dun modelo que permitira a representación de casos experimentais relativos 
á cinética encimática cun distinto número de concentracións de axentes. Os resultados 
xerados foron prometedores, posto que demostraron que a aplicación desenvolvida 
concordaba cos distintos datos experimentais testados. Unha primeira aproximación deste 
traballo foi presentada cunha presentación no 17th EMBL PhD Symposium (Alemaña) 
[40] e cun resumo na conferencia @ASM Conference on The Individual Microbe 
(Washington) [41]. Posteriormente, os resultados finais obtidos co modelo xerado 
acadaron unha publicación científica: Single Molecule Simulation of Diffusion and 
Enzyme Kinetics. O traballo realizado nesta liña de investigación resultou relevante para 
o futuro do simulador xa que permitiu a creación de estratexias para axustar e validar 
distintos fenómenos biofísicos e bioquímicos, como por exemplo: a eficiencia da colisión, 
as interaccións lóxicas entre os axentes, o tempo asociado ás interaccións, ou a velocidade 
dos axentes [42]. 
Debido á complexidade dos casos experimentais que se estaban a realizar, xurdiu 
a necesidade de incrementar o rendemento do simulador á hora de simular os modelos 
biolóxicos. A optimización do programa levouse a cabo mediante a utilización de diversas 
técnicas e estratexias de altas prestacións. Este traballo deu orixe a unha nova publicación: 
High performance computing for three-dimensional agent-based molecular models. 
Nesta publicación presentáronse tres estratexias diferentes para a optimización de ABMs 
baseados en eventos [43]. Cabe destacar que as diferentes estratexias amosadas son 
xenéricas e poden ser utilizadas cun custo computacional reducido en máquinas de 
capacidade moderada.  
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A finais do ano 2016, comezouse a traballar en escenarios biolóxicos con varias 
células, utilizando figuras xeométricas de maior complexidade que as usadas ata o 
momento (por exemplo, para representar organismos con forma de cápsula). Para 
desenvolver e validar unha primeira aproximación, tomouse como caso de estudo a 
difusión de moléculas N-acyl homoserine lactose (AHL) nun ambiente multicelular de 
Pseudomonas aeruginosa e Candida albicans, para simular o quorum sensing, é dicir a 
comunicación celular, e avaliar a súa dependencia con respecto á condición espacial das 
células. Este traballo motivou unha nova publicación, que presentou a simulación de 
numerosos escenarios de interese práctico e de distinta complexidade: Agent-based model 
of diffusion of N-acyl homoserine lactones in a multicellular environment of 
Pseudomonas aeruginosa and Candida albicans [44]. Cada un dos casos experimentais 
realizados, amosan unha disposición e número de axentes diferentes, de modo que é 
posible comprobar por que o cambio fenotípico de células individuais en comunidades 
multiorganismo ocorre en distintos instantes de tempo. Cabe destacar que os resultados 
xerados coincidiron cos obtidos usando un modelo matemático. 
En 2017, grazas ao desenvolvemento e á inclusión de novas figuras xeométricas 
utilizadas na liña de traballo anterior, comezouse a investigación dun caso de estudo sobre 
a avaliación da variabilidade celular. Para este traballo realizouse un modelo que 
representa o transporte de moléculas a través da envoltura celular da bacteria E. coli a 
escala micrométrica. O modelo permite unha observación máis ampla do transporte 
molecular a través das diferentes capas da membrana e o estudo do efecto da 
concentración molecular no ruído celular. As distintas simulacións consideraron 
moléculas con diferente peso molecular, para as que existían datos experimentais: 
ampicilina, bosentan, cumarina, saquinavir e terbutalina. Os resultados das simulacións 
foron validados contra datos teóricos e experimentais e están pendentes de publicación 
nunha revista internacional. 
Por último, en 2018, comezouse co desenvolvemento dunha aplicación que servira 
como interface gráfica para que os biólogos poidan construír os diferentes modelos 
biolóxicos presentados, dunha maneira simple e sinxela. Esta aplicación, desenvolvida en 
Java, soporta un front-end que permite amosar aos usuarios os diferentes conceptos 
biolóxicos dunha maneira familiar mentres o back-end encárgase de relacionar as 
características biolóxicas con conceptos que os axentes poidan comprender. 
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A Figura 1.2 ilustra a evolución do traballo de investigación realizado nesta tese 
de doutoramento ao longo do tempo. Os puntos laranxas e amarelos amosan os fitos máis 
relevantes da mesma. 
 
Figura 1.2 Cronoloxía dos traballos de investigación da presente tese. 
1.4 Estrutura do traballo 
Mentres que este capítulo explica a motivación do traballo, establece os obxectivos 
principais do mesmo e discute a evolución da investigación realizada, os capítulos 2, 3 e 
4 presentan os resultados máis significativos deste traballo de doutoramento. 
O capítulo 2 presenta o primeiro modelo biolóxico desenvolvido, que permitiu a 
representación de distintas interaccións moleculares de interese biomédico, en concreto 
as principais interaccións que sustentan as reaccións encimáticas. O modelo desenvolvido 
incorpora estocasticidade e dependencia espacial, usando partículas difusoras e reactivas 
con dimensións físicas. Foi necesario desenvolver diversas estratexias para axustar e 
validar os cocientes encimáticos e o cociente de difusión á información requirida polos 
axentes computacionais, é dicir, a eficiencia de colisión, as interaccións lóxicas entre os 
axentes, a escala de tempo asociada coas interaccións (por exemplo, a cinética 
encimática), e a velocidade dos axentes. Tamén se realizaron probas para comprobar o 
impacto da localización molecular posto que esta é unha causa potencial do ruído 
biolóxico. As simulacións foron realizadas usando datos experimentais sobre a 2-
hydroxymuconate tautomerase (EC 5.3.2.6, UniProt ID Q01468) e a Steroid Delta- 
isomerase (EC 5.3.3.1, UniProt ID P07445). Os resultados obtidos demostraron que o 
modelo estaba acorde cos datos experimentais e cos supostos biofísicos e bioquímicos.  
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O capítulo 3 describe novos enfoques, tanto secuenciais como paralelos, para 
realizar simulacións tridimensionais considerando as leis biofísicas e bioquímicas máis 
comúns. Estes enfoques son capaces de describir as dimensións e a posición das 
moléculas cunha elevada precisión e, por tanto, estudar o efecto crítico da distribución 
espacial sobre os eventos celulares. Os resultados acadados amosaron que os enfoques 
paralelos obteñen un mellor rendemento cando existen poboacións de axentes elevadas, 
ocorrendo o contrario para os enfoques secuenciais. Os distintos enfoques presentados 
posúen un deseño xenérico, e teñen o potencial de poderen ser utilizados en calquera 
ferramenta baseada en axentes cun esforzo de desenvolvemento reducido. 
Finalmente, o capítulo 4 describe un modelo biolóxico baseado en axentes que 
permite a simulación da difusión de AHL nun ambiente multicelular composto por un 
distinto número de células de P. aeruginosa e C. albicans. Dependendo da localización 
espacial, as células de C. albicans foron expostas de maneira variable aos AHL. Esta 
observación tiña como obxectivo axudar a explicar a razón de por que o cambio fenotípico 
de células individuais en comunidades multiorganismo ocorre en diferentes momentos. 
Os resultados das simulacións foron similares aos propostos por un matemático para os 
escenarios máis simples. Porén, observáronse algunhas diferencias estatísticas (p<0.05) 
nas simulacións máis complexas. Para demostrar as capacidades e o potencial do modelo 
desenvolvido, conseguiuse simular con éxito un escenario máis complexo que representa 
un ambiente multicelular contendo as células previamente comentadas, encapsuladas 
nunha matriz de tres dimensións. Os desenvolvementos posteriores deste modelo poden 
axudar a crear ferramentas preditivas para representar a heteroxeneidade a nivel 
unicelular. 
Os capítulos 2, 3 e 4 tamén poden ser lidos no formato orixinal da revista onde 
foron publicados (Apéndice A-C). 
1.5 Conclusións e traballo futuro 
O principal obxectivo desta tese de doutoramento foi o desenvolvemento de novos 
recursos e ferramentas computacionais para o modelado e simulación de procesos 
celulares a moi fina escala. 
Nesta tese realizouse o desenvolvemento, a integración e o axuste de numerosos 
algoritmos que permitiron describir fenómenos biofísicos e bioquímicos básicos, tales 
como a difusión molecular, a cinética encimática ou o tempo (O1.1). Grazas a isto, foi 
posible a creación de modelos biolóxicos que permitiron a simulación de distintos casos 
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experimentais como: (i) a representación de difusión de sustancias na membrana celular 
(O.1.2), (ii) a representación de distintas interaccións moleculares (O.1.3), e (iii) a 
representación de quorum sensing entre células de distintos organismos (O.1.4).  
Para poder levar a cabo as simulacións dos modelos biolóxicos anteriormente 
comentados, foi necesario o desenvolvemento dunha plataforma baseada en axentes 
capaz de soportar espazos continuos en tres dimensións (O2). Con este fin, desenvolveuse 
un sistema que permite interpretar e simular a información dos distintos modelos (O2.1). 
Ademais, para que os biólogos puideran aproveitar todo o potencial da plataforma, 
desenvolveuse unha interface gráfica adaptada ás súas necesidades, de maneira que 
puideran crear os distintos modelos biolóxicos con todos os datos necesarios para a súa 
posterior simulación (O2.2). Por último, de cara a aumentar a eficiencia do simulador e a 
permitir simular casos biolóxicos cada vez máis complexos, desenvolvéronse estratexias 
computacionais de altas prestacións (O2.3).  
A usabilidade e a aportación científica do simulador e dos modelos biolóxicos 
xerados durante esta tese queda patente pola crecente cantidade de estudos que fan uso 
das publicacións asociadas a estes traballos [45]–[49]. Respecto ao traballo futuro, esta 
tese pode evolucionar seguindo dúas liñas de investigación principais. Por un lado, pódese 
seguir mellorando a parte computacional do simulador de modo que se poidan realizar 
casos experimentais cada vez máis complexos e cun número de axentes mais próximo aos 
experimentos realizados in vitro. Así pois, sería posible a aplicación de técnicas relativas 
a: (i) computación distribuída en múltiples máquinas, de modo que os cálculos poidan ser 
divididos en numerosos equipos, reducindo así a cantidade de tempo requirida para 
realizar a lóxica dos axentes en cada quenda [50], (ii) aplicación de técnicas de execución 
especulativa para realizar cálculos de antemán que poidan ser necesarios nun período de 
tempo próximo [51], ou (iii) a aplicación de técnicas de computación usando unidades de 
procesamento gráfico, para aproveitar a súa gran potencia de cálculo, paralelismo e 
optimización para cálculos en coma flotante [52]–[54].  
Por outro lado, estase a traballar na creación de novos modelos biolóxicos para 
simular novos casos experimentais como: (i) o proceso de tradución celular, mediante o 
cal o ácido ribonucleico (ARN) mensaxeiro descodificase para construír unha proteína, 
ou (ii) a totalidade das reaccións encimáticas ocorridas na glicólise, encargada de oxidar 
a glicosa coa finalidade de obter enerxía para a célula. 
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2. Single Molecule Simulation of Diffusion and 
Enzyme Kinetics 
2.1 Abstract 
This work presents a molecular-scale agent-based model for the simulation of enzymatic 
reactions at experimentally measured concentrations. The model incorporates 
stochasticity and spatial dependence, using diffusing and reacting particles with physical 
dimensions. We developed strategies to adjust and validate the enzymatic rates and 
diffusion coefficients to the information required by the computational agents, i.e. 
collision efficiency, interaction logic between agents, the time scale associated with 
interactions (e.g. kinetics), and agent velocity. Also, we tested the impact of molecular 
location (a source of biological noise) in the speed at which the reactions take place. 
Simulations were conducted for experimental data on the 2-hydroxymuconate 
tautomerase (EC 5.3.2.6, UniProt ID Q01468) and the Steroid Delta-isomerase (EC 
5.3.3.1, UniProt ID P07445). Obtained results demonstrate that our approach is in 
accordance to existing experimental data, and long-term biophysical and biochemical 
assumptions. 
2.2 Introduction 
Due to our lack of sufficient understanding about cellular mechanisms, results of in vitro 
experiments often differ considerably from those observed in vivo [1]. Possible 
explanations include mechanism-specific uncertainty, unknown and non-specific 
interactions, and molecular crowding. Cells and biomolecular systems are also subject to 
noise, which is often masked in vitro in ensemble experiments and difficult to incorporate 
in traditional models of biological phenomena. 
Cellular noise may be described as the (small) variation of the physiological state 
of individual cells belonging to an isogenic population and exposed to a similar 
microenvironment [2]. Ultimately, noise may have a profound effect in the system as 
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these variations may impact the survival of individual cells when exposed to detrimental 
micro-environmental conditions such as, for instance, high concentrations of 
antimicrobial agents [3].  
Sources of noise are varied and include stochastic gene expression and the 
quantity and spatiotemporal variation of molecules (most notably proteins) that are 
present within the cell [4], [5]. However, due to their complexity and interrelationship at 
the nanoscale, the relative contributions of different sources of noise to the overall cellular 
behaviour have been hard to evaluate in the laboratory. Let us, for instance, consider a 
simple case where we want to assess the impact of the quantity and spatiotemporal 
variation of a protein or substrate in a biochemical reaction and, subsequently, in the 
cellular behaviour. In such an experiment, we would have to follow the position and 
determine the identity of multiple molecules at the nano-timescale and at a minute 
volume. While single particle tracking and other advanced experimental methods are 
already delivering data at single molecule precision, these assessments are very time-
consuming [6]. Furthermore, at present, no technique allows the simultaneous 
observation of different molecule types [7]. 
In silico simulation offers a valid alternative of analysis since it can be 
implemented and adjusted more easily. The noise of a biochemical reaction associated to 
spatiotemporal variation can be assessed by a three-dimensional modelling strategy that 
accounts for the quantity, diffusion and spatial location of the intervening molecules 
together with the rules of collision between them. As such, the assembly of biomolecular 
models has the obvious potential to elucidate structure and auto-organisation between 
molecules as well as complex molecular interplay that are difficult to observe in vivo or 
in vitro. The construction of molecular scale models is challenged by the integration of 
spatial and temporal scales of different orders of magnitude, and the significant 
computational costs associated to higher levels of modelling detail. 
Previous platforms, consisting mainly on agent-based modelling approaches such 
as ReaDDy [8], Smoldyn [9] and Cellular Dynamic Simulator [10], are feature-rich tools 
geared towards cellular and biomolecular simulation. However, there is often a gap 
between the data required as inputs in these models and the data that is widely available, 
either at public databases or routinely determined in published experiments. A 
paradigmatic case is the kinetics of enzymatic reactions. While individual rates are 
commonly used in biomolecular modelling, most of the published literature uses 
Michaelis-Menten parameters to quantify catalytic properties [11]. In fact, databases 
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maintaining information on kinetic parameters, such as BRENDA [12] and BioCyc [13], 
collect kinetic data in terms of the Michaelis-Menten parameters. Therefore, interest is 
set on addressing the realistic representation and calibration of simulation parameters 
according to these experimental data. 
With the new modelling approach reported here, we analyse the noise resulting 
from arbitrary initial location and Brownian dynamics, in particular how molecular 
diffusion may affect enzymatic kinetics. We start by adjusting the information from 
classical theories, namely the Michaelis constant, Km, the turnover number, kcat, and the 
diffusion coefficient, D, to the information required by the computational agents, i.e. the 
collision efficiency, the interaction logic, and the velocity of each type of agent.  
Overall, simulation results demonstrate that our approach is able to describe the 
molecular interplay behind enzymatic reactions and account for stochasticity and spatial 
dependence successfully. For the first time, a biomolecular model has been built on top 
of database records and experimental data, considering the accurate modelling of 
biological features as well as the necessary trade-offs between biological details and 
computational costs.  
2.3 Materials and methods 
2.3.1 Simulation environment 
The present work describes and validates the application of agent-based reaction-
diffusion algorithms to the modelling of diffusional motion of individual biomolecules 
and intermolecular interactions in continuous and fixed time steps three-dimensional 
cellular environments. Enzymes and metabolites are represented by agents with physical 
dimensions, which are based on spherical approximations of the excluded volume of the 
biomolecules. The spherical approximation is an effective way to create middle-out, 
coarse-grained models of the cell, in a compromise between realistic dimensions and 
computer tractability [14]. The excluded volume, approximated by the hydrodynamic or 
van der Walls radius, is a good measure of the actual space occupied by molecules in the 
reaction volume of biomolecular systems (such as enzymatic assays or reactors, and cells) 
[15]. This volume is superior to the purely structural dimensions of biomolecules, due to 
interactions with the solvent media. 
An agent-based simulation system consisting of enzymes and compounds was 
constructed in a 0.00088 µm3 cubic environment. Agents capable of diffusion and 
reaction take on physical dimensions based on the data reported by scientific literature 
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and the BRENDA database [16]. The hydrodynamic radii and diffusion coefficients of 
the agents are calculated as described in [15]. The radius of each particle is 
𝑟 = 0.0515 ×𝑀𝑤
0.392(𝑛𝑚) 
for proteins and  
𝑟 =  √(
3
4. 𝜋
) [(∑ 𝑉𝑣𝑑𝑊𝑖
𝑎𝑡𝑜𝑚
𝑖
) − 5.92 . 𝑁𝐵 − 14.7 . 𝑅𝐴 − 3.8 . 𝑅𝑁𝐴]
3
(𝑛𝑚) 
for compounds, where 𝑀𝑤 corresponds to the molecular weight of the enzyme (including 
quaternary structure and number of subunits in the multimers, when applicable), VvdWi 
accounts for the van der Walls volume of each of the atoms of the metabolite, NB refers 
to the number of bonds in the chemical structure of the metabolite, and RA and RNA denote 
the number of aromatic and non-aromatic rings in the chemical structure. Agents are 
represented by an equivalent sphere with their Stokes radii. 
The simulator implements reaction-diffusion algorithms for modelling the 
diffusion of individual molecules and the reactions between them in continuous and fixed 
time steps three-dimensional cellular environments (Figure 2.1). 
Every agent is randomly initialised with a given three-dimensional orientation and 
tracked continuously throughout the simulation. In each time step, the model checks the 
current position of the agents, determines the occurrence of agent collisions, and if so, 
determines which rule(s) should be triggered. The behaviour of the agent is determined 
by the corresponding set of behavioural rules and its local surroundings. To facilitate 
visual inspection, enzymes and metabolites are represented as spheres, differentiating the 
species by colour and size.  
Model construction and simulation was conducted in the Multi-Agent Simulator 
Of Neighbourhoods (MASON), a Java-based and open-source agent-based modelling 
framework [17]. 
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Figure 2.1 Agent-based approach to reaction-diffusion simulation. The basic steps include the description 
of the simulation environment, the indication of molecular species and corresponding molecular weight, 
the calculation of the radii and diffusion coefficients of the agents, the definition of the behavioural rules 
associated to each agent species, and the indication of the number of agents at simulation start. 
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2.3.2 Theoretical Diffusion and Brownian displacement 
The diffusion coefficients were calculated using the Stokes-Einstein equation for 
diffusion of spherical particles in a liquid [15]: 
𝐷𝑐 =
𝑘𝐵 × 𝑇
6 × 𝜋 × 𝜂 × 𝑟
 
where 𝑘𝐵 is Boltzmann’s constant, T is the absolute temperature, 𝜂 is the viscosity, 
and 𝑟 is the hydrodynamic radius of the spherical particle.  
Then, the square-root law of Brownian motion is used to verify that time 
equivalence and theoretically calculated diffusion rates comply with the expected random 
walk of the molecules, namely:  
< 𝑅2 >= 6 × 𝐷𝑐 × 𝑡 
where <𝑅2> is the average squared displacement over time, 𝐷𝑐 is the diffusion 
constant, and 𝑡 is the time interval of simulation. 
2.3.3 Collision Detection 
Given the spherical shape of the agents, the detection of a collision between agents is 
based on the Pythagorean Theorem for triangles [18], [19]: 
𝐷 =∑𝑎1𝑖 × 𝑎2𝑖
3
𝑖=1
 
where 𝑎1𝑖 and 𝑎2𝑖 are the coordinates of two agents, and 𝐷 is the square distance 
between the two distances (the calculation of square roots is avoided to optimise 
computational cost). So, a collision is deemed to occur whenever 𝐷 ≤ 𝑟𝑎𝑑𝑖𝑢𝑠𝑎1 +
𝑟𝑎𝑑𝑖𝑢𝑠𝑎2, i.e. collision is detected by knowing that if the distance between the centres of 
the agents is less than their combined radius the agents collide.  
Collision events are two-fold: agent against environment boundary, and agent 
against agent. The rule-based behavioural engine decides on whether agents are simply 
re-oriented or additional actions should be taken (Figure 2.2). In the present scenario, 
only enzyme-substrate collisions are actionable, and represent the occurrence of an 
enzymatic reaction. 
2.3 Materials and methods 
21 
 
Figure 2.2 Detection and resolution of collisions. 
2.3.4 Enzymatic Reactions 
Enzymatic reactions are defined by the computational parameters simkcat, simKm and 
reaction radius. The simkcat is defined as the number of time steps between the formation 
of enzyme-substrate reaction complex and the product release (and return of the enzyme 
to its free state), mirroring the true kcat parameter as a measure of catalytic efficiency of 
the enzyme under substrate saturation. The Km, which is related to the affinity of the 
enzyme towards the substrate and represents the concentration of substrate at which the 
velocity of a reaction is half of the maximum velocity, was translated in the simKm, which 
in here it was considered to quantify the probability of a successful collision between an 
interacting enzyme and substrate. More specifically, a simKm of 50% means that when 
the enzyme and substrate collide, half of the times an enzyme-substrate complex is 
formed and ultimately converted to a product agent, and the remaining times the agents 
rebound. When a simKm of 100% was not sufficient to portray a high affinity towards 
substrate, the reaction radius was extended so that the enzyme agent could detect substrate 
agents off the immediate vicinity and test more possible interactions. 
Our simulations were two-fold: a virtual enzyme with a very small Km and extreme 
substrate affinity (a percentage of reactive collisions of 100%) and values of simkcat 
ranging from 1 to 30 and two enzymes whose kinetic parameters were available in the 
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literature [20], [21]. For simplicity, we performed this analysis for enzymes that use only 
one substrate. 
The simulation of enzymatic reactions accounts for the number of substrate, 
enzyme-substrate complex and product agents. Simulations were made in triplicate for 
scenarios with low concentrations of substrate (1.41 mM and below, for both xylH and 
ksi isomerases simulations) and duplicate for the rest. The velocity of reaction is obtained 
by linear regression of the number of product agents vs. the number of time steps, and 
later converted to biological units of mM.s-1. Simulations where the substrate was 
replenished as it was consumed and where the substrate varied with time were performed. 
For the determination of Michaelis-Menten parameters, it is followed an equivalent 
procedure to the wet lab experiment, i.e. the measurement of initial velocity of enzymatic 
assays with constant enzyme concentration and variable substrate concentration [22]. 
Noise assessment, in the form of the relative deviation of product formation, was 
determined by the relation between the standard deviation of total product formed at a 
given time step and the average of total product. Final averages were obtained from the 
interval of time steps from the end of the first turnover event to the linear limit of catalysis 
of the simulation scenario with lower concentration of substrate. For the enzymes 2-
hydroxymuconate tautomerase (EC 5.3.2.6) and Steroid Delta-isomerase, the tracked 
time of simulations were of 5.30x10-7 s to 2.93x10-6 s (4914 time steps) and 2.68x10-5 s 
to 3.42x10-5 s (125000 time steps), respectively. 
2.4 Results and discussion 
2.4.1 General Simulation of a Virtual Enzymatic Reaction 
The first aim of this work was to define the duration of one simulation time step in 
seconds. The time step should represent a sufficiently small fraction of the second in order 
to be able to simulate super-efficient enzymes, i.e. diffusion-controlled enzymes with 
second-order rate constants of 108 to 1010 M-1.s-1 [23]. However, if the time step represents 
an excessively small fraction of biological time, it will create an unnecessary 
computational burden in the simulation. As such, we started by testing a virtual enzymatic 
reaction which consisted of an isomerisation, with a single substrate and single product, 
to which the Michaelis-Menten equation can be applied directly, and occurring in the 
limit of the catalytic efficiency. The model aims to replicate an enzymatic assay, 
mimicking the conditions under which the kinetic parameters are determined in 
laboratory settings and, as such, molecular crowding was not accounted for. The 
2.4 Results and discussion 
23 
simulation environment takes on 0.00088 µm3. The system was populated with 5 enzyme 
agents (a concentration of 9.38x10-3 mM) and 20000 substrate agents (a concentration of 
3.75x101 mM), which are realistic relative concentrations compared to literature values 
[24]–[26]. While the concentration difference between molecule types is maintained, the 
concentrations of enzyme and substrate are lower than it is usual in laboratory assays. It 
is important to notice, however, that the periods of time studied in the simulation are also 
shorter (below 1 second) than the usual time spans of enzymatic assays. In these shorter 
periods of time, it is reasonable to consider that phenomena like substrate limitation do 
not affect the enzymatic reaction in the simulation. The computational parameters simkcat 
and simKm define the molecular behaviour derived for an enzymatic reaction. For a virtual 
super-efficient enzyme, the simkcat, considered to be the number of time steps needed for 
a reaction to occur once the enzyme-substrate complex is formed, took values from 1 to 
30 time steps. The simKm, defined as the probability of one enzyme and one substrate 
located within the reaction radius form an enzyme-substrate complex, was set to 100%. 
For super-efficient enzymes, the reversibility of the formation of the enzyme-substrate 
couples was not considered. 
2.4.2 Diffusion-controlled enzymes: simkcat cut-off point 
Initially, we performed a simulation where the transformation of substrate into product 
would take only one time step to occur, which is equivalent in our system to the minimum 
value of kcat. This implies that, under conditions of substrate saturation, the simulated 
reaction should be limited by diffusion. We used different criteria to establish the limit 
between a super-efficient, diffusion-limited virtual enzyme, which represents the 
maximum catalytic efficiency achievable in the simulation environment, and enzymes 
whose reactions are limited by the catalytic step. 
In a first approach, as simkcat increases, the rate of formation of product agents 
during the time steps becomes increasingly linear (Figure 2.3A). This is to be expected 
of reactions limited by the catalytic step.  
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Figure 2.3 Simulation of a virtual enzymatic assay of an isomerase. (A) Velocity of the enzymatic 
catalysis of the virtual isomerase considering different simkcat. Velocity is calculated as dP/d (time step), 
i.e. the linear regression coefficient of the curve of product formation as a function of the number of time 
steps. (B) Evolution of the relative occupancy of enzymes (ES/Et) in simulations with increasing simkcat. 
(C) Deviations from a linear relationship between an increase of simkcat (simkcat i+1/ simkcat i) and a 
decrease in the kcat of equivalent simulations (kcat i/ kcat i+1). 
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The relative occupancy of enzymes, defined as the percentage of the total number 
of enzymes that are bound in the enzyme-substrate complex (ES/Et %), was also used to 
distinguish simulations where the enzymatic reaction was limited by diffusion, as 
opposed to being limited by the product release step. The relative occupancy of enzymes 
is calculated based on the average number of ES complexes in the simulation for an 
increasing number of time steps. This behaviour can be observed in Figure 2.3B, where 
systems with higher simkcat are constant at near 100% occupancy of enzymes. Simulations 
with simkcat higher than 6 show very similar behaviours to those observed for simkcat of 
5 and 6 (see supplementary material S1 for full simulation data). 
The matching ratios of simkcat and kcat are also useful to evaluate diffusion control 
and the coherency of simulation behaviour (Figure 2.3C). It is expected that the kcat will 
decrease in a linear inverse proportion to the simkcat. This rational was applied to the 
simkcat and the corresponding calculated kcat. The deviation between the ratio of 
consecutive simkcat values (simkcat and simkcat i+1) and the inverted ratio of the equivalent 
kcat values corroborate the observation of relative occupancy: the first scenario whose 
reaction velocity is controlled by the product release time (kcat) corresponds to the enzyme 
with a simkcat of 5 (see details in supplementary information S1). 
2.4.3 Relation between real time and simulation time steps 
As stated above, a very important aspect of this work was to find equivalence between 
each time step and real time (in seconds). For diffusion-limited reactions, Keq constants 
are known to have a value between 108𝑀−1𝑠−1 𝑎𝑛𝑑 1010𝑀−1𝑠−1 [23]. Therefore, for 
the conditions described in our simulation, 5.94×103 M.s-1 of product should be formed 
(see supplementary information S1 for full data).  
Considering that the cut-off point for the relative occupancy of enzymes was 
previously defined for a simkcat of 5, the simulation scenarios with lower simkcat should 
have a simulation velocity that can be related to the real velocity expected for an 
equivalent real system, as calculated by the Keq constant. This relation is a way of 
comparing real time, in seconds, with simulation time, expressed in time steps (ts):  
Real time velocity
Simulation velocity
=
5.94 × 103M. s−1
 2.89 × 10−8M. ts−1
= 2.05 × 109 ts. s−1 
So, the value of kcat can be calculated from simulation velocity, as exemplified in 
product formation rate
enzymes
=
1.187 
P molecule
ts
5 E molecule
× 2.05 × 109 ts. s−1 = 3.65 × 108 P. E−1. s−1 
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The value of kcat for the enzymes with simkcat equal or below 5 should be higher 
than the kcat of real enzymes that are very close to kinetic perfection, such as catalase. The 
highest reported value of kcat for a catalase in the BRENDA database is around 3x106 s-1 
(EC number 1.11.1.6), i.e. there is a difference of two orders of magnitude between the 
perfect simkcat and the maximum kcat occurring in reality. This allows the simulation 
framework to accommodate the fastest enzymes already described, and even enzymes 
that may be identified in the future with fastest kinetics. Hence, the value of 2.05×109 ts.s-
1 was used for the rest of this work, including for the calculation of kcat values (the product 
produced per enzyme per second) from simulation velocity.   
It is important to bear in mind that the simulation framework is sufficiently 
flexible to modify the correlation between time steps and seconds in several ways, which 
allows for the correspondence between diffusion and reaction to be adaptable. In fact, we 
can either define that the minimum kcat takes more than one step (hence adjusting the 
maximum speed at which a reaction may occur), alter the speed of the molecules in the 
simulation (hence adjusting the maximum speed at which each molecule can move), or 
even change the enzyme radii at which a reaction is considered to be able to occur. 
2.4.4 Simulation of Real Isomerases with Defined Kinetic Parameters 
After studying a virtual enzymatic reaction, we focused on simulating the behaviour of 
real isomerases that have been previously described in the literature (Table 2.1). The first 
real isomerase to be studied was the 2-hydroxymuconate tautomerase from Pseudomonas 
putida (EC 5.3.2.6, UniProt ID Q01468). This enzyme is reported to have a molecular 
weight of 22.5 kDa and converts the chemical compound 2-hydroxymuconate to 2-oxo-
3-hexenodiate, with a value of kcat of 1.39x106 s-1 and a value of Km of 0.1449 mM [20]. 
Based on the previous linear relation established between kcat and simkcat, the simkcat input 
for the enzyme was of 1086 time steps (5.30E-07 s1).  
Additional simulations were conducted for the 2-hydroxymuconate tautomerase. 
Specifically, these simulations accounted for a non-reacting agent strategy to characterise 
diffusion, substrate concentrations ranging from 4.69x10-2 to 18.8x101 mM and the simKm 
of 100%, and tested reaction radii 2, 4 and 10 times greater than the hydrodynamic radius 
of 2-hydroxymuconate tautomerase enzyme (see details in supplementary material S3).  
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Table 2.1 The configuration data of the virtual and real-world enzyme simulations. Parameters include 
the molecular weight, the spherical radius, the diffusion rate and the concentration of the agents, per 
molecular species. 
Molecule Molecular weight 
(Mw in Da) 
Spherical 
radius 
(nm) 
Diffusion 
rate (µm2/s) 
Concentration 
(mM) 
virtual enzyme 50 000 3.58 91.7 9.38x10-3 
     
virtual substrate/product 70 0.59 556 1.41 
     
xylH enzyme 22 500 2.62 125 9.38x10-3 
     
2-hydroxy-muconate /2-oxo-3-
hexenodiate (the substrate and 
product of the 2-hydroxymuconate 
tautomerase, respectively) 
158.11  0.93 353 4.69x10-2 to 
18.8x101 
     
ksi enzyme 450 000 8.47 38.8 9.38x10-3 
     
3-oxo-delta(5)-steroid / 
3-oxo-delta(4)-steroid (the 
substrate and product of the 
Steroid Delta-isomerase, 
respectively) 
286.41 2.37 138.5 1.88x10-2 to 
3.75 
 
2.4.5 Brownian Dynamics Simulations 
After defining the equivalence between the time step of the simulation and time, we were 
able to calculate the diffusion of the enzyme, product and substrate agents.  
The simulation of Brownian motion, which makes the molecules undergo random-
walk motion, follows a square-root law involving the average displacement over time and 
the diffusion coefficient. For the sake of computational tractability, the simulation does 
not portray the reaction medium (such as water molecules or other molecules that might 
eventually be part of the laboratorial experiment) as explicit agents. Random motion is 
created by collisions between the agents, and the velocity of each agent species is iterated 
upon until the resulting diffusive behaviour matches the one expected for that particular 
molecule sizes and environment constants, such as temperature and viscosity of the 
simulated reaction medium. Our results are consistent with the expected random 
movement (see graphical illustration of simulated molecular motion in Figure 2.4). 
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Figure 2.4 Trajectory of a particle in the three dimensional continuous and fixed time steps simulation 
environment. (A) 4D perspective, (B) 2D perspective, (C) Distribution of the distance travelled by 
enzymes, (D) 3D perspective and (E) 1D perspective. 
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Besides visual inspection of the trajectory of the agents, the convergence of 
displacements of individual agents was evaluated. This was achieved by following the 
evolution of the average value for an increasing number of displacement observations, 
from a single observation to the average of displacements of all the identical agents. The 
minimum number of agents tested was 750 substrate agents and 5 enzyme agents, which 
in a simulation volume of 0.00088 μm3 correspond to concentrations of 1.41 mM of 
substrate and 9.38x10-3 mM of enzyme. For a lower number of agents, the visual 
inspection of the trajectories of each individual agent indicated that the Brownian motion 
was no longer applicable, a perception that was strengthened by the fact that agent 
velocities had to be sharply decreased in these scenarios for a suitable diffusion value to 
be obtained. As single molecules trajectories can be analysed, a distribution of the 
distances travelled by the molecules can also be obtained (Figure 2.4C). 
To determine the Michaelis-Menten parameters, reactions velocities are 
calculated for different initial substrate concentrations, and under scenarios of substrate 
saturation and substrate limitation. In order to simulate the Km of the 2-hydroxymuconate 
tautomerase, simulations with initial substrate concentration below 1.41 mM were 
executed to emulate reaction velocities in scenarios under substrate limitation, closer to 
the Km value of 0.144 mM. In order to obtain a more robust simulation framework, a 
second strategy was devised, in which part of the substrate-like agents were converted in 
non-interacting agents, i.e. these agents became obstacles. The velocity of the agents was 
determined for the scenario with highest number of substrate agents, and remained 
constant for the rest of the simulation runs.  
2.4.6 Calibration of Km 
The calibration of simKm to Km was based on the reproduction of experimental assays of 
kinetic parameters, which measure the velocity of the reaction for different concentrations 
of substrate, below the substrate saturation level.  
Different implementations of the model were tested to refine the meaning of 
simKm. The first scenarios ran with the same exact implementation that was simulated for 
the previous experiments of kcat and time to time step relation, i.e. considering a simKm 
of 100%. So, in each time step, the enzyme agent looked into its local surroundings for 
possible interactions with a suitable substrate agent, and if such interaction was possible, 
the binding was determined by a probability, defined as simKm.  
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The second implementation changed the enzyme agent behaviour so that only one 
possible enzyme-substrate binding was tested in each time step, affecting the probability 
of successful binding (simKm) as before. This implementation was tested for values of 
simKm of 100%, 75%, 25%, 10%, 1% and 0.1%.  
In the third implementation, the meaning of simKm was changed from a probability 
of successful enzyme-substrate binding to a probability of release of product from the 
enzyme-substrate complex (considering a value of simKm of 100%, as in the previous 
implementations). This implementation was tested for values of simKm of 100%, 75%, 
50% and 25%. 
The final strategy was selected on the basis of the sensibility of the resulting values 
for Michaelis-Menten parameters and a lack of effect in the kcat parameter (see details in 
supplementary information S2). Hence, the simKm for this enzyme was defined as the 
probability of a collision between substrate and enzyme generating an enzyme-substrate 
complex with only one collision tested per time step. It is noteworthy that for slower 
enzymes, Km is also affected by other characteristics of the system, such as the 
reversibility of the enzyme-substrate complex, a characteristic that will not be dealt in 
here. Hence, this implementation was tested for different concentrations of substrate (1.41 
mM, 1.88 mM, 2.35 mM, 4.69 mM, 9.38 mM and 18.8 mM) and different simKm 
probabilities (100%, 75%, 50%, 25%, 10%, 1% and 0.1%). For the resulting velocities, 
the Km was determined using the least squares non-linear regression [27]–[29], and the 
linear transformation of Lineweaver-Burke, Hanes-Woolf and Eadie-Hofstee [30], 
yielding similar values of kinetic parameters. 
It was observed that while there was a variation of the resulting Km for different 
values of simKm, as intended, the set of simulation runs with simKm of 100% resulted in 
a higher Km than the published value of 0.1449 mM. To increase the affinity of the enzyme 
agent, the concept of reaction radius was applied. Reaction radius is defined as a volume 
external to the enzyme and within which this agent looks for (anticipates) potential 
reactive collisions. This radius is defined in the model as a multiple of the hydrodynamic 
radius of the enzyme. The concept is similar to the encounter radius of Smoldyn, a point-
like particle-based modelling tool [9].  
The strategy developed for the 2-hydroxymuconate tautomerase was applied to a 
different isomerase, the Steroid Delta-isomerase, also from Pseudomonas putida (EC 
5.3.3.1, UniProt ID P07445). The kinetic parameters for the conversion of 5-androstene-
3,17-dione to 4-androstene-3,17-dione are reported to be 5.03x10-2 mM for the Km and 
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2.79x104 s-1 for the kcat [21]. Model inputs were set accordingly: a simkcat of 54122 time 
steps (2.64E-05 s1), a simKm of 100%, and a reaction radius 4 times greater than the 
hydrodynamic radius of the Steroid Delta-isomerase. The simkcat was determined with 
the proportion previously described in the virtual enzyme section, and the computational 
parameters related to the simKm were selected according to the aimed Km and the previous 
results obtained for the 2-hydroxymuconate tautomerase. These values rendered 
simulation results that are in the same order of magnitude of the values of Michaelis-
Menten parameters (Figure 2.5). A smaller deviation could be achieved by fine tuning the 
reaction radius parameter, in an iterative fashion. While we are working with only 5 
enzymes, it has been previously demonstrated that the steady-state of reaction rates of 
single enzymes still obey the Michaelis-Menten equation [31]. It is therefore no surprise 
that, in spite of individual on-off events, the overall equation holds valid. In addition, we 
have also tested this strategy with varying concentrations of substrate (i.e. allowing the 
substrate to be consumed without adding new substrate agents to the simulation). As 
expected, this modification had a higher impact in the Km than in the Kcat simulated for 
both enzymes. 
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Figure 2.5 Final calibration of values for the 2-hydroxymuconate tautomerase (EC 5.3.2.6) and the 
Steroid Delta-isomerase (EC 5.3.3.1). Plots show the simulation data points for constant and varying 
substrate, the fitting of the Michaelis-Menten rate equation to the simulation data, and the predicted data 
points by the published Michaelis-Menten parameters. 
2.4.7 Assessing Intrinsic Noise 
A spatial agent-based model at the biomolecular scale is suitable for assessing intrinsic 
stochastic noise, especially at the level of stochastic substrate fluctuations. The low 
concentrations of some of the key enzymes and metabolites inside the cell can make local 
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substrate fluctuations important sources of cellular variability. While at high 
concentrations replicate simulations have practically the same exact behaviour, with very 
few local discrepancies of the moment of catalytic turnover, at lower concentrations the 
turnover events are more dispersed across time steps (Figure 2.6A). 
 
Figure 2.6 Observation of intrinsic stochastic noise at the level of stochastic substrate fluctuations. (A) 
Evolution of product formation for replicates of the final simulation of 2-hydroxymuconate tautomerase 
(reaction radius of 2x) for low, medium and high concentrations of initial substrate. (B) Average relative 
deviation in product formation for all the initial substrate concentrations tested for 2-hydroxymuconate 
tautomerase. (C) Average relative deviation in product formation for all the initial substrate 
concentrations tested for Steroid Delta-isomerase. 
2 Single Molecule Simulation of Diffusion and Enzyme Kinetics 
34 
Additionally, the average relative deviation of the number of product agents was 
calculated to assess the impact that the initial substrate concentration has on product 
formation, both for the 2-hydroxymuconate tautomerase enzyme (Figure 2.6B) and 
steroid-delta isomerase enzyme (Figure 2.6C).  
In the 2-hydroxymuconate tautomerase simulation, for a small concentration of 
substrate, 4.69x10-2 mM, the deviation in product formed is above 50%, and the deviation 
decreases as more substrate is available in the simulation. For a low concentration of 
substrate, the time difference between equivalent turnover events (a first conversion of 
substrate into product, for example) can be up to 1.21x10-6 s, a period of time superior to 
the rate at which the enzyme can convert a bound substrate to a product molecule. Given 
that the enzyme agent will form an enzyme-substrate complex if it detects any substrate 
agent, as specified by a simKm of 100%, the deviations in product formation are due to 
the unavailability of substrate agents within the reaction radius. While the mathematical 
modelling of enzymatic reactions accounts for the lowering of product formation rate 
resulting from lower availability of substrate, it does not account for the higher variability. 
The results show that there are considerable fluctuations in the availability of substrate, 
despite the fact that the three simulations had identical starting conditions in every 
respect, including initial substrate concentration and homogeneous spatial distribution. 
Conditions of low substrate concentration are not negligible in in vivo reactions, where 
intracellular metabolite concentrations in the order of 10-2 mM or below are common, 
including metabolically important metabolites such as glycerol-3-phosphate and NADP+ 
[32]. 
Relative deviations are smaller for equivalent substrate concentrations in the 
simulation of the Steroid Delta-isomerase. This could be due to differences in Michaelis-
Menten behaviour, since the steroid delta-isomerase has a lower Km, i.e. has more affinity 
towards the substrate, and has a lower kcat, i.e. slower catalytic conversion of substrate.  
Previous work in intrinsic metabolic noise attributed variation to two main 
sources, namely, the fluctuations on the three-dimensional structure of proteins and the 
substrate concentrations in the immediate surroundings of the enzyme. The first type of 
fluctuations give origin to several interconvertible conformational states with different 
catalytic activities [33]. The second type of noise, that is explored in the present work, 
arises from the uneven spatial distribution of substrate, which is particularly relevant in 
scenarios with low concentrations of biomolecules or crowding, such as the cell [34], 
[35]. 
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2.5 Final remarks 
Ultimately, the goal of molecular-scale computational models of cellular environments is 
to grow our understanding about the differences between biomolecular behaviour 
observed in vitro and in vivo. The simulations described here represent the first attempt 
to build such a model using diffusing and reacting particles with realistic physical 
dimensions, and incorporating stochasticity and spatial dependence in a three-
dimensional environment.  
The biophysical assumptions of the model were validated, namely the biological 
temporal scales portrayed by simulation runs and diffusive behaviour. We modelled the 
computational parameters of the enzyme agents in such a way that replicated their kinetic 
behaviour in an equivalent to the reaction environment of the enzymatic assay, namely, 
with water as the solvent of the reaction. If published kinetic parameters of in vitro 
experiments allow us to determine intrinsic enzyme characteristics, the simulation of the 
same enzymes in an environment closer to the cytoplasmic composition could offer 
insight into the kinetic behaviour of enzymes in vivo, and by extension, into the kinetics 
of metabolic pathways and cellular systems. A molecular-based model allows the 
intuitive modelling of different sources of cellular and biomolecular noise. Notably, the 
spatial scale implicitly incorporates the noise related to the spatial distribution of 
biomolecules. Uneven spatial distribution, at low concentrations, can originate diverging 
results in identical biological scenarios and, at the cellular scale, diverging phenotypes.  
In this model, spherical molecules of different sizes diffuse through the three-
dimensional space and are capable of reaction upon collision. The realism of the model 
in terms of its diffusive and catalytic properties was evaluated according to known 
empirical behaviour and available experimental data. For the most part, results show that 
the devised agent-based approach is consistent with experimentally validated results and 
thus, may be used for in silico metabolic simulation. 
In order to validate core assumptions without unnecessary complexity, the 
simulated enzymes were both isomerases, following the simplest enzymatic mechanism 
of irreversible substrate binding and single substrate. Also, we selected two enzymes with 
kcat values above the average to keep computation time manageable. However, the present 
approach should be able to reproduce the behaviour of any isomerase enzyme, granted 
that the computational parameters are tuned accordingly. The model may also be 
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expanded to portray more complex kinetics, such as reversibility, multi-substrate 
reactions, enzymatic activation and inhibition by other metabolites. 
This experiment exposes the computational requirements imposed by a realistic 
scenario and raises discussion about future lines of research and development for agent-
based biomodelling. The coarse-grain modelling approach proposed here can also be 
further adapted to the simulation of other known enzymatic behaviours, such as in the 
case of fluctuating enzymes [36], [37], or expanded to simulate full metabolic pathways. 
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3. High Performance Computing for Three-
dimensional Agent-based Molecular Models 
3.1 Abstract 
Agent-based simulations are increasingly popular in exploring and understanding cellular 
systems, but the natural complexity of these systems and the desire to grasp different 
modelling levels demand cost-effective simulation strategies and tools.  
In this context, the present paper introduces novel sequential and distributed 
approaches for the three-dimensional agent-based simulation of individual molecules in 
cellular events. These approaches are able to describe the dimensions and position of the 
molecules with high accuracy and thus, study the critical effect of spatial distribution on 
cellular events. Moreover, two of the approaches allow multi-thread high performance 
simulations, distributing the three-dimensional model in a platform independent and 
computationally efficient way.  
Evaluation addressed the reproduction of molecular scenarios and different 
scalability aspects of agent creation and agent interaction. The three approaches simulate 
common biophysical and biochemical laws faithfully. The distributed approaches show 
improved performance when dealing with large agent populations while the sequential 
approach is better suited for small to medium size agent populations.  
Overall, the main new contribution of the approaches is the ability to simulate 
three-dimensional agent-based models at the molecular level with reduced 
implementation effort and moderate-level computational capacity. Since these 
approaches have a generic design, they have the major potential of being used in any 
event-driven agent-based tool.  
Capítulo 3 
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3.2 Introduction 
New advances in super-resolution and super-localisation techniques have allowed 
experimental molecular biophysics and biochemistry to go beyond ensemble 
measurements and obtain data at the single molecule level [1], [2]. Such experiments are 
able to track down key motions, reactions, and interactions of individual molecules with 
high temporal and spatial resolution. However, the acquisition of such data is very time-
consuming, partially because the techniques are not yet advanced enough to allow the 
simultaneous observation of a wide range of molecule types [3], [4]. 
An alternative to the use of experimental techniques is to assemble molecular 
models in silico and to use simulation techniques to explore their behaviour. Such 
computational models have the potential to elucidate structure and auto-organisation 
between molecules as well as complex molecular interplay that are difficult to observe in 
vivo or in vitro. In this context, the challenge presented to computational methodologies 
is to embrace the natural complexity of cellular systems as faithfully as possible [5]. A 
realistic model, depending on the cellular system at hand and the questions to be asked, 
should cope with spatial and temporal scales of various orders of magnitude and different 
levels of modelling detail. Biologically relevant time scales range from nanoseconds to 
microseconds for the internal dynamics of individual molecules; cellular dimensions are 
between 300 nm for the smallest bacterial cells and 100 µm for large eukaryotic cells; 
and, the atomistic structural description of molecules requires spatial resolution in the 
nanometre range [6]. Moreover, it is important to model the molecules and the 
environment as volumes in order to have full awareness of the spatial location of the 
molecules, and the implications over biophysics (e.g. collisions) and biochemical rules 
(e.g. reaction radius) [7]. 
So, although it is conceivable to model cellular processes at single molecule level, 
such fine grain simulation demands considerable computing power. In this context, 
general purpose Graphical Processing Unit (GPU) technology and multi-core CPU 
processors are being used to parallelise biomolecular simulations [8]–[11]. However, 
such frameworks do not yet support three-dimensional modelling and are not meant to be 
deployed in general biological research settings, specifically in research centres or labs 
that do not have access to high performance computing clusters, parallel architectures and 
GPU hardware, nor have the technical expertise to write efficient software for these 
environments. So, it is often the case that computational biologists resort to coarser 
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resolution approaches to simulate large biological systems [12], [13]. Coarser models 
keep a reduced and essential number of degrees of freedom and interactions, which 
decreases the computational requirements of the simulation and allows the execution of 
simulations in computers with moderate computational capacity. Still, this reduction can 
go so far and, in practice, single cell coarse models also demand the implementation of 
simulation optimisation algorithms. 
In this context, this work aims to contribute to the simulation of individual 
molecules in cellular events in two ways: to enable the realistic simulation of the spatial 
location, diffusion and interaction of molecules in three-dimensional, continuous 
environments; and, to improve the generic template of agent-based approaches so that the 
computational costs of such realistic simulations are affordable. Most notably, the aim is 
to enable realistic simulation in computers with a moderate-level computational capacity, 
i.e. computers broadly available in biological labs and that do not require advanced 
programming skills. Hence, our work proposes solutions that may be applied to virtually 
any model at the molecular level and may be used in any event-driven agent-based tool. 
The next sections describe the capabilities of existing ABM software for 
biomolecular simulation, the solutions devised for scalable three-dimensional single 
molecule simulation, and the analysis of performance results for the proposed approaches. 
3.3 Related work: existing approaches for biomolecular modelling and 
simulation 
Agent-based models (ABM) are a well-known and favoured modelling strategy for 
biomolecular systems [14]. Generically, these models are composed by a population of 
heterogeneous agents, which represent the molecules under study, including their shape, 
size and interaction logic. Biomolecular events unfold on an explicit and specific 
environment (e.g. representing the cytoplasmic environment) where agents act 
autonomously, executing some sort of itinerary (e.g. molecular diffusion). Each agent 
class is implemented to represent the features and behavioural responses of a specific type 
of molecules (e.g. enzymes and metabolites). Agents interact with one another following 
common biochemical and biophysical assumptions (e.g. enzymatic kinetics), and their 
behaviour may adapt depending on the perceived situation, and most notably the 
influence of the immediate surroundings (e.g. abundance of substrate). 
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3.3.1 ABM for biomolecular modelling 
Individual particle or agent-based modelling is one of the current favoured alternatives 
for biomolecular representation, as it is naturally suited to describe single molecule 
behaviour and help understanding phenotypic heterogeneity and cell-to-cell variability.  
Among the earliest biomolecular models one may find Cellulat, an agent-based 
intracellular signalling model [15], and Epitheliome, which represents the growth and 
repair characteristics of epithelial cell populations [16]. Today, the range of agent-based 
model applications is quite broad. For example, these models have been used to represent 
the Ras–MAPK [17] and NF-kB [18] intracellular signalling pathways, Escherichia coli 
cytoplasm dynamics [4], bacterial phenotypic switching [19], epithelial host-pathogen 
interactions [20], cancer systems biology [21], development of restenosis in blood vessels 
[22], autophagy dynamics and sub-mitochondrial heterogeneity [23], intracellular 
phosphorus heterogeneity in cultured phytoplankton [24], oxygen metabolism in aerobic-
anaerobic respiration [25], and the design of cellulase systems [26]. 
A deep description of general agent-based modelling approaches and common 
“recipes” used in biomolecular modelling are out of the scope of this work. We 
recommend reading the following state-of-the-art reviews for gaining further 
understanding about the general aspects of ABM and computational social science [14], 
[27], the use of ABM to model biological complexity across biological scales [28], [29], 
the construction of biological ABM under the Systems Biology perspective [30], [31] and 
existing models of biomolecules in cellular environments [6]. 
3.3.2 Software platforms for ABM simulation 
Commonly, ABM software follows the framework and library paradigm, i.e. a framework 
that provides a set of standard concepts for designing and describing ABMs, and a 
software library implementing the framework and providing simulation tools. Swarm was 
one of the first ABM software [32]. It was written in Objective-C and served as inspiration 
to most of the more recent software. The well-known Recursive Porous Agent Simulation 
Toolkit (Repast) started as a Java implementation of Swarm, but evolved on its own [33]. 
The project has released several software toolkits and development environments (in 
Java, Python and .NET) and recently Repast has been superseded by a significant 
development named Repast Simphony, or Repast-S [34]. The Multi-Agent Simulation of 
Neighbourhoods (MASON) is another prominent toolkit, which was designed as a smaller 
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and faster alternative to Repast, focused on computationally demanding models with 
many agents executed over many iterations [35]. 
Alternative development exists and NetLogo, from the Logo family of platforms, 
is one of the best representatives [36]. Here, the purpose is mainly educational, more 
specifically to provide a high-level platform that allows non-skilled users to build and 
learn from simple ABMs. Nevertheless, the platform now contains many sophisticated 
capabilities (behaviours, agent lists, graphical interfaces, etc.) and it has been used in 
biomedical applications. 
Throughout the years, several studies have analysed and compared the evolution 
of these platforms in terms of conceptual basis, programming experience, execution 
speed, development priorities, and ease of use, i.e. the intricacy of implementing ABMs 
with them [37]–[40]. NetLogo stands out for models that are compatible with its paradigm 
of short-term, local interaction of agents and a grid environment and are not extremely 
complex. Java Swarm is outperformed by more recent, alternative Java platforms. 
Overall, although current multi-agent platforms demonstrate ability for modelling and 
understanding phenomena of increasing complexity, new releases and new platforms 
keep emerging. So, it is not straightforward to choose a platform, in particular to those 
looking to develop domain-specific software. This decision is usually left to survey 
articles, past domain application experiences and platform publicity. 
3.3.3 Biomolecular-specific agent-based simulation 
In the case of biomolecular simulation, one may observe that usually development does 
not rely on general ABM platforms. Well-established biomolecular simulators such as 
ReaDDy [41], Smoldyn [42], Klann’s simulator [43], and the Cellular Dynamic Simulator 
[44] present specialised particle-based designs for three-dimensional continuous 
simulation. 
Arguably, the greatest impediment to a broader use of ABM frameworks in 
biomolecular simulation is the complexity of the scenarios to be simulated, which involve 
a large number of heterogeneous agents interacting on the basis of numerous biophysics 
and biochemical assumptions, and demand skilled and cost-effective programming. 
Recently, different reviews have discussed and compared available biomolecular 
simulators [12], [28], [45]. The computational costs associated to the simulation of 
increasingly complex models are critical to current development. Researchers aim to 
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simulate more realistic scenarios, more specifically three-dimensional and continuous 
cellular environments that include a large number of molecules of different form and size. 
Many existing biological specific simulators still operate on two-dimensional 
grid-based environments and with point-like particles, and the ones that already support 
more realistic features present a proprietary architecture, which requires specialised (i.e. 
highly architecture dependent) computational optimisation or extension efforts. In turn, 
most of the current ABM frameworks (such as FLAME, REPAST or MASON) can 
operate in three dimensional environments and have the flexibility to implement high 
performance computing strategies. Some of these frameworks offer distributed solutions 
over a cluster of computers (such as REPAST HPC [46] and D-MASON [47]) or GPU-
based (such as FLAME GPU [11]) that allow for more computational power to run 
complex models. 
In the present work the goal was to propose computing approaches that could 
support realistic biomolecular simulations in general-purpose computers, i.e. computers 
with a moderate-level computational capacity. Our programming efforts were focused on 
implementing three-dimensional continuous environments and enhancing performance to 
enable realistic simulation in a non-specialised way. Therefore, we did not consider any 
frameworks that took advantage of clusters or GPU technology. Likewise, general 
purpose frameworks were preferred over specific simulators as means to ensure that the 
approaches could be used by a larger scope of users and applications. Finally, we decided 
to use MASON over other frameworks based on the number of users that cite the use of 
this framework in their scientific publications (according to Google Scholar). However, 
our approaches are not MASON-dependent. MASON is used here with the intent of 
showing that our approaches are able to improve simulation performance without 
modifying the data structures and algorithms existing in general purpose frameworks. 
Therefore, our approaches hold the potential of being used in eventually any event-driven 
simulator.  
3.4 High performance approaches for three-dimensional agent-based 
biomolecular simulation 
Generally, a three-dimensional model simulated at the molecular level should describe: 
the volume, shape, localisation, direction vector and speed of each molecule; the rules of 
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interaction between molecules; and, the volume of the environment (e.g. the cytoplasm, 
a growth volume, or the cell).  
Therefore, the implementation of our biomolecular model in MASON entailed the 
definition of common biophysics and biochemical laws and assumptions. More 
specifically, our model accounts for molecular diffusion [48] and collision resolution 
(illustrated in Figure 3.1) as basics means to guarantee that agent movement complies 
with the Brownian motion of molecules. Also, the behaviour logic of our model is 
consistent with well-known molecular interactions [49], [50]. 
 
Figure 3.1 Example of collision between two different molecules: enzyme (A) and substrate (B). V1A and 
V1B stand for the initial velocity vectors of each molecule whilst V2A and V2B represent the final 
corresponding counterparts.  is the angle between the normal and the actual velocity vector of each 
agent. 
For example, the behavioural rules describing an enzymatic reaction establish that 
the agent representing the enzyme E should bind to the agent representing the substrate 
S, whenever S is in the vicinity of E (i.e. within the enzyme radius). As represented in 
Expression (3.1), this binding leads to a catalytic event and, as a result, the agent S will 
die and a new agent representing the product P will be created. 
𝐸 + 𝑆 
𝐵𝑖𝑛𝑑𝑖𝑛𝑔
↔     𝐸𝑆 
𝐶𝑎𝑡𝑎𝑙𝑦𝑠𝑖𝑠
→      𝐸 + 𝑃 (3.1) 
The binding and catalysis events are modelled by two parameters: Km, which 
defines the affinity of the enzyme towards the substrate and kcat, which quantifies the 
probability of occurrence of a successful collision between the enzyme and substrate [51]. 
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In this context, MASON offered an appropriate baseline, single-threaded 
approach for the simulation of our biomolecular model (introduced in Section 3.4.1). 
From this starting point, we then developed two high performance alternatives: a parallel 
approach (introduced in Section 3.4.2) and a partitioned approach (introduced in Section 
3.3). 
3.4.1 Single-thread MASON approach 
Typically, MASON operates in single-thread mode, i.e. its scheduler keeps track of all 
the agents in the model and ensures their sequential execution. Therefore, if the model 
requires the simulation of 10,000 molecules of substrate, the scheduler manages a list 
formed by 10,000 agents to be executed one by one (see Figure 3.2). 
 
Figure 3.2 Single-thread ABM simulation using MASON. 
Simulation starts by iteratively positioning all the agents. The specific location of 
each agent can be defined by the user or be randomly calculated by MASON, but in any 
case the position has to be validated (check if the position is vacant) and, if necessary, it 
has to be re-calculated until a valid position is obtained. This operation is repeated until 
all the agents are correctly positioned or the environment is crowded.  
At each simulation time step, and in a sequential manner, every agent looks for its 
immediate neighbours in the list of total agents (in this case, those agents which are within 
twice the agent’s radius range) and checks if any of its rules (encoding its behaviour) may 
be applied, triggering the execution of an event. Our model supports three different types 
of events: (i) reactions, which include bind, elimination and creation of new agents; (ii) 
rebound, which implies a change in the direction of those agents involved in a collision; 
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and (iii) movement, which is the default action carried out by the agent if none of the 
previous events can be applied and the new estimated position is vacant.  
This elementary operation mode suffers from an obvious performance problem on 
large agent populations. Performance will be affected by the need to evaluate the logic of 
each agent (i.e. associated behavioural rules and molecular diffusion) at each simulation 
step. 
3.4.2 Parallel approach 
An alternative to single-thread simulation is multi-thread execution based on the creation 
and management of a shared population of agents. That is, several threads iterate the list 
of agents and thus multiple agents may execute their associated logic simultaneously.  
 
Figure 3.3 Parallel ABM alternative to carry out biomolecular simulations in MASON. 
As illustrated in Figure 3.3, and in contrast to MASON single-thread operation, 
our parallel approach introduces two important changes: (i) it introduces only one agent 
in the MASON scheduler, the controller, which, at simulation start, creates the different 
threads that will handle the population of agents; (ii) it uses an optimised data structure 
to look for neighbours during an agent step. This structure is a map that stores the agents 
by their position in one of the three axes (x, by default). Thanks to this, it is only necessary 
to iterate the agents that are far away from the centre ± radius instead of iterating the 
complete list of agents. The number of threads can be defined by the user, but a good 
initial approximation is using as least as many threads as cores are available in the host 
machine. 
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At simulation time steps, the controller is responsible for managing the shared list 
of agents and ensuring a valid execution of the agents by the threads. Thread execution 
follows a two-step algorithm (see pseudocode in Figure 3.4). In the first step, the thread 
picks one agent from the shared list to be executed (line 2). More specifically, the agent 
calculates its potential next movement based on its diffusion rate and direction of 
movement (line 3). Moreover, it checks if any of its behavioural rules may be applied 
and, if so, a new event is executed (line 4). As explained in the single-thread approach, 
one of three possible events can take place: (i) an enzymatic reaction, i.e. an enzyme agent 
and the corresponding substrate agent are within a reactive vicinity, so the two agents 
bind and, as a result, the substrate is consumed and a new product agent is created; (ii) a 
collision is detected and the agent bounces, i.e. recalculates its direction of movement; 
or, (iii) the previously estimated position is vacant and none of the previous events has 
occurred. If a reaction takes place, the new agents (i.e. product agent and free enzyme 
agent) will be created in the position of the biggest input agent. If a rebound occurs, the 
agent only changes direction, but it does not move. Finally, if the only option is to move 
and the estimated position is vacant, the next event of the agent will be to move. However, 
movements have to be synchronised, i.e. an agent cannot move while other agents are still 
determining their new position or evaluating their behavioural rules (all agents are entitled 
to only one event per time step).  
1. Iterate shared list of agents 
2.     Pick up an agent 
3.     Estimate its new position (movement) 
4.     Evaluate its behavioural rules (event) 
5.    
6. Wait in the barrier for the rest of agents (synchronization) 
7.    
8. Iterate shared list of agents   
9.     Pick up an agent 
10.     Execute its pending actions (movement) 
Figure 3.4 Code snippet showing the list of actions that each thread should execute during a time step in 
the parallel approach. 
In this regard, the function of the barrier is to synchronize all the agents in the 
simulation (line 6). Afterwards, in the second step of thread execution, agents will execute 
the pending movements (lines 8-10).  
Thread synchronisation is critical in this approach because two threads cannot 
access the same agent simultaneously. To prevent this situation, our approach implements 
agent locks and a complementary maximum priority thread to aid in conflict resolution. 
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Every time a thread picks an agent from the shared list of agents, the agent is locked. 
While executing the logic of the agent, more specifically looking into the agent’s 
neighbourhood, the thread may try to access an agent locked by another thread 
(information retrieved by consulting the state of the agents). That is, the thread will 
dispute a resource that is busy. If this thread tie is not broken in a limited (preconfigured) 
number of attempts, the first thread reaching the threshold will unlock its current agent 
(re-inserted in the shared list of agents) and pick another agent from the shared list. The 
other thread may then lock the agent and complete the desired actions. In the situation 
that the two threads reach the threshold at the same time, both agents will be released 
without having performed any action. The maximum priority thread will pick these agents 
and guarantee that they will be executed. 
Figure 3.5 introduces an illustrative example of thread synchronisation. At instant 
t (left side panel), thread 1 locks agent 1 (in yellow) while thread 2 locks agent 2 (in 
orange). When agent 1 inspects its neighbourhood (looking into the shared list of agents) 
it detects that agent 2 is inside its area of influence (big yellow dotted circle), and same 
happens when agent 2 looks into its neighbourhood. So, the two threads will dispute both 
agents. In our example, the tie is resolved by thread 2 releasing agent 2 and picking up 
another agent from the shared list of agents (agent 3 in blue). A similar situation can be 
observed for agents 4 and 5 (in red and green, respectively). 
 
Figure 3.5 Theoretical example of possible synchronization situations handled by the parallel approach. 
Scenario involves 5 different agents and two consecutive time steps. 
At instant t+1 (right side panel), we can observe how all molecules have executed 
their actions successfully: movement (agents 1, 2 and 3) and rebound (agents 4 and 5). In 
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the next time step (not shown), agent 3 and its closest neighbour (in grey) are going to 
collide and the grey agents at the top right of the figure are going to bounce off the 
boundary of the simulation environment. 
3.4.3 Spatial partitioning approach 
With the particular goal of optimising, even more, the repetitive calculation of agent 
neighbours in simulations with large populations of agents, we have designed a spatial 
partitioning approach. This approach divides the three-dimensional continuous 
simulation environment into smaller, partially autonomous subspaces (partitions).  
 
Figure 3.6 Spatial partitioning ABM approach to carry out biomolecular simulations in MASON. 
Similarly to the parallel approach, our partitioning approach introduces only one 
agent in the MASON scheduler: the controller (see Figure 3.6). At simulation start, this 
agent creates the environment partitions, each to be executed by a different thread. In this 
approach we maintain the same optimised data structure to check neighbours. However, 
each partition manages its own map with the corresponding subset agents, which 
decreases the number of iterations. The number of partitions can be specified by the user, 
but a good initial approximation is to consider as many partitions as cores are available 
in the host machine. Noteworthy, the number of partitions is tightly bound to population 
distribution, i.e. a higher number of partitions will increase the performance when the 
number of agents per partition is balanced. However, situations where the distribution of 
agents is unbalanced can be further solved by implementing a load balance strategy for 
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this approach (e.g., resizing the partitions dynamically depending on the number of agents 
in each partition). 
As described by the pseudocode in Figure 3.7, each partition has its own 
population of agents and can execute the logic associated to these agents in a semi-
autonomous way. Exception being the agents located in fringe (boundary) regions (called 
transition agents), which need to check for neighbours in contiguous partitions and 
therefore, require synchronisation among partitions. So, each agent in the partition will 
estimate its new possible position, if it is in a fringe region the agent is inserted in the 
transition agent list, otherwise the agent may evaluate its behavioural rules (lines 3-8). 
1. Iterate sub list of agents 
2.     Pick up an agent 
3.     Estimate its new position (movement) 
4.     IF the agent is transitioning THEN 
5.         Put the agent in the transition list 
6.     ELSE 
7.         Evaluate its associated behavioural rules (event) 
8.     ENDIF 
9.    
10. Wait in the barrier for the rest of agents (synchronization) 
11.    
12. Iterate transition list (by a maximum priority thread) 
13.     Pick up an agent   
14.     Evaluate its associated behavioural rules (event) 
15.    
16. Wait in the barrier for the rest of agents (synchronization) 
17.    
18. Iterate sub list of agents 
19.     Pick up an agent 
20.     Execute its pending actions (movement) 
Figure 3.7 Code snippet showing the list of actions that each thread should execute during a time step in 
the spatial partitioning approach. 
The barrier is used to ensure that all agents have executed an event or determined 
their next position before allowing further movement (lines 10 and 16). Similarly to the 
parallel approach, the synchronised execution of the agents in the transition list is ensured 
by a maximum priority thread (lines 12-14). As such, the algorithm prevents new conflicts 
when resolving the state of transitioning agents (e.g. when the maximum priority thread 
looks for neighbours across partitions), because all non-transitioning agents are idle (in 
the barrier). Afterwards, agents will execute the pending movements (lines 18-20). 
Figure 3.8 exemplifies different scenarios of agent transitions in four partitions, 
each one managed by a different thread (i.e. T1, T2, T3 and T4). At instant t (left side 
panel), all partitions can calculate the events to be executed (i.e. reaction, rebound or 
movement) for the grey agents inside their subspaces, because they are not in the 
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boundary region (dotter light grey line). However, in the subspaces of partition 1 and 
partition 2 there are agents in the boundary region (agent 1 in yellow for partition 1 and 
agents 2 and 3 in orange and blue, respectively, for partition 2). As explained before, all 
these transition agents will be handled by the maximum priority thread whereas the grey 
agents will be executed autonomously, within the scope of the corresponding partition. 
 
Figure 3.8 Theoretical example of the functioning of four partitions, containing several agents, in two 
consecutive timesteps. 
At instant t+1 (right side panel), one can observe that agents have executed their 
associated events (movement) and, most notably, some of the transition agents have 
crossed from one partition to another. Agent 1 (in yellow) remains in a boundary region 
and thus, needs to check again its neighbours in partition 1 and 3. In turn, two grey agents 
are going to bounce off the upper and right boundaries of their subspaces (in the second 
and fourth partitions, respectively). 
Although this spatial partitioning approach introduces the need to synchronize 
adjacent partitions to account for events in the boundary regions, this synchronization is 
less expensive than the synchronisation necessary in the parallel approach. There is no 
need to maintain a lock in every agent due to the partially autonomous nature of each 
partition. Every partition has its own list of agents managed by its own thread. The 
maximum priority synchronisation thread only deals with the transition agents, as 
explained before. 
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3.5 Results and discussion 
The simulation of the enzymatic activity of 2-hydroxymuconate tautomerase (EC 5.3.2.6) 
was used to compare the proposed approaches. The three-dimensional continuous 
environment was dimensioned for a volume of 0.48 µm3. Table 3.1 details molecule 
characteristics, namely dimensions (i.e. molecular weight and radius), rate of movement 
(molecular diffusion) and number (concentration). The enzyme is also characterised by 
the kinetic parameters Km and kcat. Further details on this enzyme and its activity can be 
found at BRENDA enzyme database [52]. 
Table 3.1 Description of the biomolecular model used as case study. 
Molecule Weight (Da) Radius (nm) Diffusion 
(µm2/s) 
Concentration 
(mM) 
Km 
(mM) 
Kcat (s-1) 
Enzyme 22500 2.62 125 1.22 * 10-2 0.1449  1.39 * 106 
Substract 158.11 0.93 353 6.09 * 10-2 to 
2.44 * 101 
- - 
Product 158.11 0.93 353 - - - 
Considering different initial concentrations of substrate, it is possible to determine 
whether the rate of product generated in the simulations is consistent with the theoretical, 
to be expected values. Figure 3.9 presents a snapshot of these simulations and two 
complementary plots comparing in silico and theoretical results. The snapshot in Figure 
3.9a illustrates the population of enzymes (yellow coloured spheres), substrates (green 
coloured spheres) and products (orange coloured spheres) at a given time step. The plot 
in Figure 3.9B represents the Michaelis-Menten saturation curves for the theoretical 
results and the in silico results. For the parallel and partitioned approaches, we computed 
20 independent runs with the corresponding average and deviation represented by box-
and-whisker plots. Complementarily, the plot in Figure 3.9C shows the Lineweaver and 
Burk linear transformations of the saturation curves and the corresponding trend lines 
based on linear regression. 
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Figure 3.9 Data obtained from the execution of the biomolecular model describing the enzymatic activity 
of 2-hydroxymuconate tautomerase. (A) Snapshot of the simulation environment during the execution of 
the simulation showing a population of enzymes, substrates and products. (B) Michaelis-Menten 
saturation curves representing the average results of the runs of the three approaches and the 
corresponding theoretical values. (C) Lineweaver and Burk linear transformation of the Michaelis-
Menten saturation curves. 
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From a biological point of view, the evaluation procedure involved revising the 
model and the rules guiding the behaviour of the simulation till the predicted data were 
in the same order of magnitude of the values of Michaelis-Menten parameters (Figure 
3.9). A smaller deviation could still be achieved by fine tuning the reaction radius 
parameter, in an iterative fashion, but this is out of the scope of the present work. Details 
on model validation can be found in Supplementary Material S1. 
The next sections discuss the performance of the three proposed approaches 
considering the above described enzyme model. The performance of the approaches is 
compared in terms of the most critical stages in the execution of the biomolecular 
simulation: the creation of agents and their repositioning in simulation steps. 
Additionally, we analyse the influence of the number of available threads and the 
dimensions of the environment over the performance of the distributed approaches. Tests 
were performed on a computer with an Intel CPU I7 860 @ 2.80GHz and 8 GB of RAM 
DDR3 @ 1333MHz CL9 running Windows 7 Professional 64 bits. 
3.5.1 Agent creation 
At agent creation, computational costs are mainly associated with the calculation of a 
valid initial position for each agent. Therefore, our evaluation considered a growing 
population of agents (from 0 to 100,000 agents) and monitored the duration of the agent 
creation operation in the three simulation approaches. 
 
Figure 3.10 Performance of the simulation approaches during agent creation. 
As shown in Figure 3.10, the sequential approach (dash dotted line) outperforms 
the multithread (dashed line) and partition (solid line) alternatives for small-medium 
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populations of agents (in the current setup, less than 25,000 agents). In such a situation, 
the sequential schema is faster than the distributed approaches because the latter need 
additional resources to handle agent synchronisation.  
However, for larger populations of agents, the average performance achieved by 
the distributed approaches is better than the performance of the sequential approach. The 
reason is that in the sequential simulation, the list of agents has to be checked entry by 
entry every time a new position is calculated, i.e. the bigger the list of agents to be checked 
the more time the operation will take. Since the distributed approaches use an optimised 
data structure based on agent positions they are available to improve this calculation. In 
fact, the cost of synchronising the distributed operations is diluted by the ability to cope 
with position checking in a more efficient way (i.e. inserting in a distributed way and 
iterating only the nearest neighbours using the data structure). Notably, the spatial 
partitioning approach presents the best average of computation time. Further details on 
these experiments can be found in Supplementary Material S2.  
3.5.2 Agent execution 
The rationale of comparing the time taken by the different approaches to execute a 
simulation time step is to observe how the available alternatives deal with the logic of the 
agents and perform their repositioning (molecular diffusion). Therefore, our experiments 
considered a growing population of agents (from 0 to 100,000 agents) and monitored the 
number of simulation steps executed per second (see Figure 3.11).  
 
Figure 3.11 Performance of the simulation approaches during agent execution. The synchronization time 
in distributed approaches is also included. 
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As illustrated in Figure 3.11, the performance of the sequential approach (dash 
dotted line) quickly deteriorates when dealing with larger populations and both the 
parallel (dashed line) and spatial partitioning (solid line) approaches clearly outperform 
its performance. The average performance for parallel approach imply an increment of 
121% whereas for spatial partitioning the increment is a 189% compared to the baseline. 
If we consider only medium to large populations of agents (50k or more) the profit is even 
higher (22535 and 146478% for parallel and spatial, respectively). The reason is that 
while in the sequential approach (performance baseline) the agents need to be positioned 
one by one, the distributed approaches rely on optimised position search structures and a 
parallel execution of multiple agents. More specifically, the parallel approach stores 
agents in a shared, sorted and position-based map and the spatial partitioning approach 
implements a similar structure per partition (whereas considering neighbours from other 
partitions for agents in border regions). Further details on these experiments can be found 
in Supplementary Material S3.  
3.5.3 Effect of number of threads over the proposed approaches 
During simulation, the time spent in creating and positioning the agents is directly 
dependent on the number of threads initially configured by the user. 
As Figure 3.12 shows, the performance of the multi-thread and partitioning 
approaches increases when a larger number of threads are available. In the case of the 
parallel alternative (dashed line), the performance is improved because more agents can 
be concurrently executed. In the case of the spatial partitioning approach (solid line), the 
performance of the simulation improves, because the environment is divided into smaller 
partitions, each one running at a different thread and partially autonomous of the rest. 
When only a single thread is used, the distributed approaches also outperform the 
sequential approach (dash dotted line), because the agent positioning schemes of 
distributed approaches are optimised and enable the execution of more simulation steps 
per second. 
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Figure 3.12 Performance of the proposed approaches over threads. 
However, there is a limit to the improvement achieved by increasing the number 
of threads depending on the approach to be used. In the parallel approach, threads block 
the agents in use. Consequently, more threads imply an increased delay in thread 
completion, because threads will need to wait for one another to complete actions 
dependent on the population rather than the individual (e.g. agent repositioning or agent 
binding). In the spatial partitioning approach, the division of the environment in very 
small partitions implies that each partition will handle a limited subset of agents and the 
number of transitions between partitions will likely escalate. Therefore, the sequential 
execution time spent in agent transition operations will increase.  
Further details on these experiments can be found in Supplementary Material S4.  
3.5.4 Effect of environment dimension over the proposed approaches 
The definition of the environment is established based on real measurements (e.g. the 
volume of a bacterial cytoplasm or the volume of a bioreactor). Therefore, it is important 
to analyse the impact that dimensions have over the performance of the proposed 
approaches in order to assess which one is preferable in a given scenario. For this purpose, 
we considered three-dimensional continuous cubic environments of varying size. 
Typically, the performance of distributed simulations is better in larger 
environments because the shared and partition-based position maps (structures of the 
parallel and spatial partitioning approaches, respectively) are able to improve the time 
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spent in positioning the agents (Figure 3.13). As the environment expands, the number of 
available positions on the X-axis also grows and therefore, agents tend to be more 
dispersed and there is a smaller probability of position conflict. 
 
Figure 3.13 Performance of the proposed approaches over environment dimensions. 
Most notably, in larger environments, the simulation rate of the distributed 
approaches is quite similar, because the spatial partitioning position map is less efficient 
when agents are more dispersed in the environment (fewer operations can be handled 
within partition). In turn, the baseline approach shows no change in performance, because 
its neighbour search algorithm screens all the agents for every single operation, regardless 
of the size of the environment. Further details on these experiments can be found in 
Supplementary Material S5.  
3.6 Conclusions and further work 
Arguably, three-dimensional continuous simulations of the interplay of individual 
molecules are among the most demanding in silico simulations. The modelling of realistic 
cellular scenarios can easily encompass thousands of agents and the time scale to monitor 
the interplay can easily go from seconds to nanoseconds. Existing high performance 
individual particle approaches majorly rely on specialised computing architectures and 
highly specialised programming. Therefore, these approaches have a restricted use from 
3 High Performance Computing for Three-dimensional Agent-based Molecular Models 
60 
the general Life Science community. In contrast, our work explores less specialised 
strategies that may be broadly implemented in the computers of Life Sciences research 
centre facilities. Specifically, the main goal of our work was to devise more amicable 
approaches to three-dimensional continuous molecular simulation that could be put in 
practice in event-driven ABM frameworks and machines with moderate computing 
power.  
The simulation of a simple enzymatic model was used as basis of validation and 
comparison. The three proposed approaches produced reproducible results coherent with 
main biophysical and biochemical laws and enabled three-dimensional spatial analysis, 
something not fully supported by existing tools. Regarding simulation performance, the 
size of the agent population is a critical factor: our parallel and spatial partitioning 
approaches showed improved performance in large size populations whereas the 
sequential approach performed better in small to medium size populations (below 10,000 
individuals).  
Overall, our rationale is that if simulation is closer to the Life Sciences 
community, the contributions and feedback will likely be more active and productive. 
Especially, common biophysical and biochemical assumptions taken by more traditional 
biological simulation approaches may be revised at the light of novel experimental 
observations. So, providing tools that are at the reach of most biologists is of major 
interest to promote a more generalised execution of these simulations, helping improve 
the tools while delivering new insights into key cellular processes. In this context, the 
new approaches that we present are a useful and new contribution to high performance 
three-dimensional molecular simulation and, hopefully, they can assist the work of a large 
number of researchers.  
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4. Agent-based model of N-acyl homoserine 
lactones diffusion in a multicellular 
environment of Pseudomonas aeruginosa and 
Candida albicans 
4.1 Abstract 
Experimental incapacity to track microbe-microbe interactions in structures like biofilms, 
and the complexity inherent to the mathematical modelling of those interactions, raise the 
need for feasible, alternative modelling approaches.  
This work proposes an agent-based representation of the diffusion of N-acyl 
homoserine lactones (AHL) in a multicellular environment formed by Pseudomonas 
aeruginosa and Candida albicans. Depending on the spatial location, C. albicans cells 
were variably exposed to AHLs, an observation that might help explain why phenotypic 
switching of individual cells in biofilms occurs at different time points. Simulation and 
algebraic results were similar for simpler scenarios, though some statistical differences 
could be observed (P<0.05). The model was also successfully applied to a more complex 
scenario representing a small multicellular environment containing C. albicans and P. 
aeruginosa cells encased in a three-dimensional matrix.  
Further developments of this model may help create a predictive tool to depict 
biofilm heterogeneity at single-cell level. 
4.2 Introduction 
In biofilms, microorganisms are embedded inside a heterogeneous three-dimensional 
matrix, and the steep chemical or physical gradients that can be found within this matrix 
imply that isogenic cells often display different phenotypes [1], [2]. While a few studies 
provided preliminary insights into this intercellular heterogeneity [3]–[7], it is still 
complex and time-consuming to understand and predict the behaviour of individual cells 
in a spatially-structured consortium. 
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One common example of cellular heterogeneity in biofilms is observed when 
Pseudomonas aeruginosa and Candida albicans form mixed species biofilms. C. albicans 
and P. aeruginosa are commonly found together in the lungs of cystic fibrosis patients 
and both microorganisms frequently infect immunocompromised individuals [8], [9]. 
Under certain host circumstances, some of the C. albicans cells alter their morphology 
from yeast to hyphal and are able to invade epithelial cells and cause tissue damage [10].  
Morphological transition in C. albicans is mediated by a wide range of 
phenomena, from environmental factors to molecular cues [11]. One of those cues is 3-
oxo-C(12)-homoserine lactone, a compound that belongs to the well-known class of 
quorum-sensing molecules named N-acyl homoserine lactones (AHLs) [8], [12]. This 
AHL is secreted by P. aeruginosa and is known to inhibit hyphal development at 
concentrations of 200 µM [13]. While it is possible to quantify the percentage of C. 
albicans cells that are able to do the transition in a mixed species biofilm, no current 
method provides further understanding of why some cells undergo the transition while 
others do not. One hypothesis is that the different phenotypes are somewhat related to the 
different localization of the cells inside the biofilm [14]. For instance, it would be 
expected that the C. albicans cells that are closer to the P. aeruginosa cells (and hence, 
more immediately exposed to a higher concentration of AHLs) would transition more 
slowly.  
The aim of this paper was to demonstrate the usefulness of agent-based modelling 
(ABM) to predict morphological transitions in mixed species biofilms. The C. albicans 
and P. aeruginosa multicellular environment was used as a proof-of-concept to study, in 
the future, quorum sensing (QS) in biofilms. For the simplest scenarios, where one P. 
aeruginosa would be in the presence of one C. albicans cell, ABM results were compared 
against results obtained by an algebraic approach. The final model represents a mixed 
population of C. albicans and P. aeruginosa cells, where fungal cell transition to the 
hyphal form depends on a pre-established, experimentally observed threshold of AHL 
molecules reaching the fungal cell.  
4.3 Materials and methods 
4.3.1 Agent-based model of AHL diffusion in multicellular environments 
The proposed model describes a mixed population of C. albicans and P. aeruginosa cells. 
Moreover, it describes the secretion of AHL molecules by the bacterial cells and the 
diffusion of such molecules until collision with C. albicans or the simulation boundaries 
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occurs. Characteristics of both cell types and the molecules are described in Table 4.1 
and Table 4.2.  
Table 4.1 Basic agent properties and interaction rules in quorum sensing simulations. Agent 
characterization includes geometrical shape, number of agents at the beginning of simulation, and 
interaction rules. 
Agent Geometrical 
shape 
Initial number Interaction rules 
C. albicans Sphere 1-2* Perceives AHL signals and, if 
reaching threshold, blocks 
hyphal transition 
P. aeruginosa  Spherocylinder 1-5* Secretes AHL molecules 
AHL Sphere 0-25,000 * ‘Detects’ C. albicans as a signal 
receptor 
* number varied according to the purposes of each simulation scenario, as detailed in following sections 
 
Table 4.2 Biological information needed for quorum sensing simulations. Experimental and calculated 
information includes molecular weight, geometrical metrics and, whenever applicable, diffusion rate. The 
shape and size of the microorganisms is an approximation, as it is well known that it depends on a wide 
range of environmental factors. 
Agent Molecular weight 
(g/mol) 
Radius 
(µm) 
Height 
(µm) 
Diffusion 
rate (µm2/s) 
References 
C. albicans - 5 - - [15]  
P. aeruginosa  - 0.5 3 - [16]  
AHL 227.3 4.32E-5 - 7.60E-9 [17]  
Spherical approximation is a typical, effective way to create a realistic and 
computer tractable representation of molecules [18]. In particular, the excluded volume, 
which is approximated by the hydrodynamic or Van der Waals radius, is a good 
measurement of the actual space occupied by molecules [19]. This volume accounts for 
the purely structural dimensions of the molecules as well as the interactions with the 
solvent medium. Using this approach, the radius of each particle was calculated using 
eq.4.1: 
 𝑟 = 0.0515 × 𝑀𝑤
0.392(𝑛𝑚) (4.1) 
where 𝑀𝑤 corresponds to the molecular weight of the molecule. 
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The diffusion coefficient for the AHL was calculated using the Stokes-Einstein 
equation for the diffusion of spherical particles in a liquid (see eq.4.2): 
 𝐷𝑐 =
𝑘𝐵×𝑇
6×𝜋×𝜂×𝑟
  (4.2) 
where 𝑘𝐵 is the Boltzmann’s constant, 𝑇 is the absolute temperature, 𝜂 is the 
viscosity of the medium, and 𝑟 is the hydrodynamic radius of the spherical particle. The 
value of viscosity was considered to be similar to water at 37 ºC, as biofilms are composed 
by 70-95% of water [20]. Moreover, a formerly established equivalence between time 
and time steps, ie 1-time step = 2.05E-9 s, was considered [21].  
Agent-based simulations studied the impact of spatial location over cell 
phenotypic switching. Simulations included multiple scenarios of cell distribution and 
each simulation was replicated six times. For simplicity sake, the simulation environment 
was dimensioned to fit the population of cells studied in each group of simulations (ie cell 
volume times the number of cells) and a minimal volume of extracellular space (ie a 
realistic spacing between the cells).  
At the beginning of the simulation, each P. aeruginosa cell secreted 5,000 AHL 
molecules. Depending on the simulation volume and the number of cells releasing AHLs, 
the number of molecules corresponded to a concentration of approximately 1-10 nM, 
which is in accordance with the concentration of AHLs typically estimated in microbial 
cultures [13]. Furthermore, the diffusion of the AHL molecules was implemented as a 
perpendicular movement to the surface of the P. aeruginosa cells, and those molecules 
that reached the simulation boundary would leave the environment. When possible, 
simulations results were compared against a mathematical model to verify the coherence 
of the ABM. 
The first group of simulations analysed the effect of the distance d between C. 
albicans and P. aeruginosa cells. The volume of the simulation environment was 1,531-
2,040 µm3, and included one fungal cell and one bacterial cell, aligned in an imaginary 
X-axis. The underlying assumption was that the percentage of AHL molecules reaching 
the C. albicans cell would depend on the distance between both cells, ie the closest the P. 
aeruginosa cell is of the C. albicans cell, the more AHL molecules would reach C. 
albicans.  
The second group of simulations studied the impact of the number of cells as well 
as their orientation and localization over cell communication. The volume of the 
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simulation environment was 1,633-6,226 µm3. The comparison of simulation results was 
based on the percentage of AHL molecules that reached the C. albicans cell as well as 
the time that the individual molecules took to reach the cell.  
The third group of simulations addressed the influence of environment feeding, ie 
AHL molecules produced by bacterial cells outside the observed vicinity. The aim was to 
evaluate the effect of cell localization and molecular diffusion in morphological 
switching, under the assumption that both cell vicinity and overall distribution of cell 
population play a part in reaching the switching threshold. The volume of the simulation 
environment was 1,939 µm3. P. aeruginosa secreted 5,000 AHL molecules, maintaining 
previous simulation conditions, and the environment released 600 AHL molecules, with 
a random direction, at every 10,000 time steps. The number of AHL molecules released 
by the environment was kept low, notably they were not all released at the beginning of 
the simulation, in order to keep with the above mentioned concentrations of 1-10 nM. 
Finally, the diffusion of AHLs within a multicellular environment was simulated. 
The volume of the simulation environment was 13,518 µm3, including two C. albicans 
cells and five P. aeruginosa cells. Cells were randomly distributed and the P. aeruginosa 
cells were kept parallel to the y-axis. Depending on the spatial location, C. albicans cells 
were variably exposed to AHL molecules. The threshold for C. albicans morphological 
transition was set to 2,000 AHL molecules colliding with the cell. As there are no 
experimental values regarding the number of molecules that inhibit hyphal development 
(only concentrations are known), this threshold was selected as a surrogate value that 
differentiates the behaviour of two C. albicans cells when exposed to the same, 
experimentally-validated concentration of AHLs.  
The Multi-Agent Simulator Of Neighborhoods (MASON) framework supported 
the simulation of the proposed diffusional model [22]. Specifically, such implementation 
entailed the definition of common biophysics and biochemical laws and assumptions, 
namely molecular diffusion [23] and collision resolution (Figure 4.1A), as basic means 
to guarantee that agent movement complied with the Brownian motion of molecules 
(Figure 4.1B). 
The simulation of Brownian motion (ie random-walk motion) is known to follow 
a square root law involving the average displacement over time and the diffusion 
coefficient. For the sake of computational tractability, the simulation did not portray the 
reaction medium (eg water molecules or other molecules that might be part of the 
laboratorial experiment) as explicit agents. The random motion naturally emerged from 
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collisions between the agents, granted that the velocity of the molecules was consistent 
with molecular size and environment constants, such as temperature and viscosity of the 
simulated reaction medium.  
 
Figure 4.1 (A) Collision detection and resolution. V1A and V1B stand for the initial velocity vectors of 
molecules A and B whilst V2A and V2B represent the velocity vectors after collision. In the collision point, 
there is the deflection angle θ between the normal and the actual velocity vector of each agent. (B) 
Example of Brownian motion in a crowded environment. The Brownian movement of the green molecule 
emerges naturally by colliding with other molecules in the environment. 
Simulations were executed on a computer with an Intel CPU I7 860 @ 2.80GHz 
and 8 GB of RAM DDR3 @ 1333MHz CL9 running Windows 10 64 bits. 
4.3.2 Mathematical model of diffusion in a multicellular environment and statistical 
analysis 
The proposed ABM was validated against an algebraic approach for the simplest 
simulation scenarios, where one P. aeruginosa cell was facing a C. albicans cell. Similar 
to the computational model, the mathematical model considered a realistic representation 
of the cells in terms of size and shape, as well as the perpendicular movement of AHLs 
in relation to the surface of the P. aeruginosa cells. Since no individual molecules were 
considered in the mathematical model, the correlation between both models was achieved 
by calculating the surface area of P. aeruginosa that, when a plane was projected 
perpendicularly to the surface of the cell, was still able to intersect the C. albicans cell 
(see Supplementary Materials 1 and 2).   
The results of the mathematical model were compared against the average of six 
replicates obtained for each computational simulation. The one-sample Wilcoxon test, a 
non-parametric alternative test to one-sample t-test, supported this analysis. The goal was 
to compare a measure of central tendency of the population under observation (here, the 
median) with a given theoretical value. This test was considered adequate because the 
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size of the sample was small and it does not require the population to be normally 
distributed. The significance level was set to 5% (P<0.05).  
4.4 Results 
The initial results obtained by the ABM simulations highlighted the importance of cell 
distance over AHL collision with C. albicans (Figure 4.2). Such importance was also 
quantified mathematically. Supplementary Material 1 details the algebraic determination 
of the equation that correlated the percentage of AHL molecules expected to reach the C. 
albicans cell when the P. aeruginosa cell was horizontally aligned with C. albicans cell 
(in an imaginary X-axis). The final equation was as follows (eq.4.3): 
 
𝐴𝑠𝑢𝑝
𝐴𝑡𝑜𝑡𝑎𝑙
=
𝑟1𝑟2(𝑟1+𝑟2+𝑑 −√(𝑟1+𝑟2+𝑑)2−𝑟1
2)
(𝑟1+𝑟2+𝑑)2(2𝑟2+ℎ)
 (4.3) 
where 𝐴𝑠𝑢𝑝 𝐴𝑡𝑜𝑡𝑎𝑙⁄  represents the ratio of area in the P. aeruginosa cell, which 
contributed with AHL molecules that will theoretically collide with the C. albicans cell, 
𝑟1 and 𝑟2 are the radii of C. albicans and P. aeruginosa cells respectively, ℎ represents 
the height of the P. aeruginosa cell, and 𝑑 is the distance between the two cells. 
 
Figure 4.2 Results for cell distance simulations. The dark green bar shows the theoretical result obtained 
by the mathematical model. The light green bar shows simulation results, including the standard deviation 
of the six simulation replicates. The percentage of AHL molecules obtained in silico is calculated by 
counting the number of molecules that reached C. albicans cell and dividing by the total number of AHL 
molecules in the simulation. A small schematic of the simulated scenario is presented at the top right 
corner. 
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Simulation results confirmed that the percentage of AHL molecules reaching the 
C. albicans cell depended on the distance between the two cells, ie the closest the P. 
aeruginosa cell was of the C. albicans cell, the more AHL molecules reached the C. 
albicans cell. Differences between the results obtained in the ABM simulations and by 
the mathematical model were statistically significant (P<0.05) when the distance between 
P. aeruginosa and C. albicans was 7.5 µm, but not when the distance was 5 µm (P>0.05). 
An illustrative video of these simulations is provided in Supplementary Material 2.  
The following simulations addressed cell orientation as a factor influencing the 
percentage of AHL molecules that reached the C. albicans cell (Figure 4.3). More 
specifically, simulations accounted for three-dimensional representations where C. 
albicans and P. aeruginosa cells were aligned along an imaginary Y-axis (Figure 4.3A) 
and a varied distribution of P. aeruginosa cells (Figure 4.3B, C and D).  
 
Figure 4.3 Results for cell orientation and localization experiments. The dark green bar shows the 
theoretical results obtained by the mathematical model. The light green bar shows simulation results, 
including the standard deviation of the six simulation replicates. The percentage of AHL molecules 
obtained in silico is calculated by counting the number of molecules that reached C. albicans cell and 
dividing by the total number of AHL molecules in the simulation. A small schematic of the simulated 
scenario is presented at the top right corner. 
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The scenario in Figure 4.3A was similar to the previous scenario (Figure 4.2) 
except for the orientation of P. aeruginosa cell. By considering vertical cell alignment, a 
significantly higher percentage of molecules was expected to reach C. albicans, because 
the surface of P. aeruginosa cell ’facing’ C. albicans cell was larger, and the P. 
aeruginosa cell released AHL molecules with a random perpendicular direction. 
At this point, the complexity of the algebraic approach increased significantly (see 
details in Supplementary material 3). The final equation (eq.4.4) was: 
𝐴𝑠𝑢𝑝
𝐴𝑡𝑜𝑡𝑎𝑙
= 
ℎ𝑟2
2
 [arccos (
√(𝑟1+𝑟2+𝑑)
2−𝑟3
2
𝑟1+𝑟2+𝑑
)+arccos (
√(𝑟1+𝑟2+𝑑)
2−𝑟1
2
𝑟1+𝑟2+𝑑
)] + 
𝜋𝑟3𝑟2
2((𝑟1+𝑟2+𝑑)−√(𝑟1+𝑟2+𝑑)
2−𝑟3
2)
(𝑟1+𝑟2+𝑑)
2
𝜋𝑟2ℎ + 2𝜋𝑟2
2  (4.4) 
where 𝐴𝑠𝑢𝑝 𝐴𝑡𝑜𝑡𝑎𝑙⁄  is the ratio of area in the P. aeruginosa cell, which contributed 
with AHL molecules that will theoretically collide with the C. albicans cell, 𝑟1 and 𝑟2 
are the radii of C. albicans and P. aeruginosa respectively, ℎ represents the height of the 
P. aeruginosa cell, 𝑟3 is the radius of the circumference in C. albicans for a height ℎ 2⁄ , 
and 𝑑 is the distance between C. albicans and P. aeruginosa. In this case, the differences 
observed between ABM simulations and the mathematical model were statistically 
significant for both distances (P<0.05). 
The simulation of the scenario in Figure 4.3B was expected to provide results 
similar to those obtained for the horizontal cell alignment, ie while localization was 
similar, the number of P. aeruginosa cells was two times greater than the one considered 
in the previous scenario. Therefore, the percentage of AHL molecules, ie the number of 
molecules that reached the C. albicans cell over the total number of AHL molecules in 
the simulation, was fairly the same. No statistically significant differences were observed 
between ABM simulations and the mathematical model (P>0.05). The same behaviour 
was assumed for the scenarios in Figure 4.3A and Figure 4.3C, regarding vertical cell 
alignment and, this time, statistically significant results were obtained for both distances 
(P<0.05). 
The simulation of the scenario in Figure 4.3D, which considered P. aeruginosa 
cells surrounding C. albicans cell, accounted for different surfaces of P. aeruginosa cell 
’facing’ C. albicans cell. Since this scenario was a merge of the scenarios illustrated in 
Figure 4.3B and Figure 4.3C, it was expected to output results in accordance with the 
’average’ of the results of these previous scenarios. Specifically, the differences observed 
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between ABM simulations and the mathematical model were statistically significant 
when P. aeruginosa was at 7.5 µm distance from C. albicans, but not when the distance 
was 5 µm (P>0.05). In fact, the largest differences observed between computational and 
algebraic results were less than 4%. Supplementary Material 4 fully discloses the 
statistical analysis of the results. 
Unlike the algebraic approach, ABM simulations were also able to report the time 
taken by individual AHL molecules to reach the C. albicans cell. For instance, when both 
cells were separated by 7.5 µm, most AHL molecules reached C. albicans within 72-80 
µs, but a fraction of the molecules took longer, typically those molecules released from 
the more distant sections of the P. aeruginosa cell (Figure 4.4). Considering the scenarios 
from A to E, the mean average time obtained was 79 µs, the shortest time was 72 µs (ie 
the time taken by the molecules closer to C. albicans) and the longest time was 104 µs 
(ie the time taken by the molecules at the longest distance).  
Figure 4.4F illustrates the results obtained during the simulation of a higher 
number of bacterial cells, clustered together in groups of three. Here, the concentration 
of AHLs molecules in certain areas of the environment was significantly greater, which 
typically led to the occurrence of more collisions among the molecules. As a result, the 
number of AHLs reaching C. albicans was less predictable. The number of AHLs 
colliding with C. albicans reached its highest at 72 µs, but a peak was observed again 
after 116 µs. The mean average time taken by AHLs to reach C. albicans was 91 µs, the 
shortest time was 72 µs and the longest time was 236 µs. 
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Figure 4.4 Histograms of the average time taken by AHL molecules to move from P. aeruginosa to C. 
albicans cells in cell localization simulations. All histograms denote a positive skew. The distance 
between the cells is 7.5 µm. A small schematic of the simulated scenario is presented at the top right 
corner. 
Environment feeding simulations were used to further describe the production of 
AHL molecules by other cells in the multicellular environment (Figure 4.5), ie the effect 
of cell vicinity (Figure 4.5A) and overall distribution of cell population (Figure 4.5B) in 
the time taken by C. albicans to reach the QS threshold. As stated earlier, while a pure 
mathematical approach is possible for the simplest scenarios, the complexity of the 
calculations increases considerably for scenarios of this complexity, because molecules 
collide among themselves and higher deviations will naturally occur.  
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Figure 4.5 Results for environment feeding simulations. (A) Percentage of AHL molecules that reach 
Candida from the Pseudomonas cell. (B) Percentage of AHL molecules that reach Candida from the 
environment. The dark green bar shows the theoretical results obtained by the mathematical model. The 
light green bar shows simulation results, including the standard deviation of the six simulation replicates. 
The distance between the cells is 5 µm. A small schematic of the simulated scenario is presented at the 
top right corner. 
The proposed ABM is able to address such complexity by simply describing the 
environment, the agents (including varying localization) and the rules of behaviour. When 
observing cell vicinity (Figure 4.5A), deviations caused by molecule collisions (ie 
changes in trajectory) were expected to occur. Likewise, when looking into the effect of 
the whole cell population (Figure 4.5B), the random distribution of the cells was expected 
to be the major cause of difference between theoretical and simulation results. 
Finally, the most complex scenario accounted for a multicellular environment 
containing several C. albicans and P. aeruginosa cells encased in a three-dimensional 
matrix, ie a biofilm. Biofilms are a mix of seemingly unarranged cells in a matrix of 
extracellular polymeric substances, with micro channels that carry nutrients and other 
compounds. Therefore, the rationale for simulating this scenario was that, depending on 
the spatial location, C. albicans would be variably exposed to AHL molecules and this 
could help explain why the phenotypic switching of individual C. albicans cells in a 
biofilm typically occurs at different time points.  
The proposed model enabled the representation of the spatial arrangements with 
more than one C. albicans cells and the prediction of morphological transition in 
individual C. albicans cells. Specifically, simulations assumed that all P. aeruginosa cells 
released the same amount of AHL molecules (ie 5,000 molecules each cell), and the 
threshold for morphological transition (ie the amount of AHL molecules needed to inhibit 
hyphal transition) would be the same for all C. albicans cells. As shown in Figure 4.6, 
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only Candida A was expected to undergo morphological transition, since the number of 
AHL molecules that collided with Candida B did not reach the hypothesized threshold of 
2,000 molecules in 200 µs. 
 
Figure 4.6 Results for biofilm simulations. The light and dark green lines show simulation results for two 
C. albicans cells exposed to different rates of AHL molecules. The grey dashed-line represents the 
imaginary threshold for morphological conversion. A small schematic of the simulated scenario is 
presented at the bottom right corner. 
4.5 Discussion 
The first generation of biofilm models were continuum models with a focus on population 
and resource dynamics that described biofilms as a one-dimensional homogeneous layer 
[24], [25]. More recently, the spatial heterogeneous structure of biofilms was addressed 
in multi-dimensional models. Various mathematical modelling techniques have been 
applied, namely stochastic individual-based models [26], [27], stochastic cellular 
automata models [28]–[30], deterministic differential equation models [31]–[33] and 
hybrid models [34]. While using different approaches, all these models share complexity 
as their major limitation [35]. 
Several modelling alternatives introduced simplifying assumptions in an attempt 
to minimize model complexity. For instance, some QS models assumed discrete QS states 
or simplified the relationship between intracellular and extracellular signal 
concentrations, while others assumed the existence of concentration thresholds for QS 
behaviour [27], [36]–[38]. Further models treated extracellular molecular concentration 
as a parameter, and studied the response of a single cell. For example, some works studied 
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cell robustness to various sources of noise and the existence of bistability at the single-
cell level [39]–[41]. However, single cell models are still not capable of fully depicting 
QS functions at the population level [42]. Therefore, efforts have been made to model 
molecular and population processes collectively, ie treat cells as discrete entities and track 
the molecular dynamics separately within each cell [43]–[46]. Although providing the 
most detailed and realistic representation, the mathematical and computational 
complexity of these models prevents full exploration of the process dynamics [47]. 
The present work shows, for the first time, the potential of ABM to understand 
biofilm dynamics at the single-cell and single-molecule levels. One of the main 
advantages of the ABM approach when compared with algebraic models and other 
existing models is a reduction in model complexity, which enables the practical 
simulation of more realistic biological scenarios [35], [48]. Notably, ABM enables the 
simulation of multiple scenarios of cell spatial distribution and thus, the observation of 
the impact that cell location has in molecular diffusion and, consequently, in QS 
communication. Moreover, these models are also able to describe the trajectory of 
individual molecules, and hence obtain spatial and temporal information at the single-
molecule level. These data can be more easily validated by direct comparison with single 
particle tracking experiments, as well as provide detailed information on the behaviour of 
more complex scenarios involving multiple cells in a seemingly random distribution. 
In the present study of AHL diffusion in a mixed-species multicellular 
environment, a pure mathematical approach could be applied to the simplest scenarios, 
but, as expected, the complexity of the calculations hindered its use in more elaborated 
scenarios. Mathematical complexity escalated when the number of cells and molecules 
increased, because more diffusion and collision phenomena had to be considered. On the 
contrary, the proposed ABM was able to address such complex situations by simply 
describing the environment, the agents (including varying localization) and the rules of 
behaviour. Specifically, the ABM enabled the comparison of different cell populations 
(in terms of both cell number and distribution) as well as track AHL molecules from the 
moment they were secreted by P. aeruginosa until the moment they reached the C. 
albicans. 
The computational and mathematical models provided similar results, differing 
by no more than 4% in the whole spectrum of scenarios studied. Molecular collisions (and 
implicitly changes in trajectory), physical dimensions of the AHL molecules, and the 
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initial random distribution of AHL molecules, are three of the possible causes for the 
observed differences.  
In terms of assumptions, the proposed model considered that cells are static and 
that only P. aeruginosa released the AHL molecules that contributed to alter the cell 
morphology of C. albicans. In reality, quite a few molecules contribute to these 
morphological changes. One of such molecules is farnesol, that is released by C. albicans 
itself [49], [50]. Moreover, in multicellular environments such as biofilms, cells are 
continuously adhering and sloughing, and even inside the biofilm structure, cells 
demonstrate a certain level of movement [1]. In spite of the simplistic assumption, the 
ABM model enabled the observation of the impact that cell location and distance have 
over morphological switching. In the future, as experimental methods advance and further 
tracking of particles becomes possible, the ABM model may be refined and improved in 
order to model alternative scenarios, such as C. albicans internal signalling via farnesol 
molecules. It may also be used to assess the effect that changes in the location and 
concentration of molecules and cells will have on very similar biofilms.  
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