It is well known that the (solvable) radical of a Lie or Jordan algebra is invariant under all derivations of the algebra if the groundfield is not modular [4] and [5] . In this note we obtain a similar result for commutative power-associative algebras of degree one by following Jacobson's argument in [5] and then appealing to a theorem of Gerstenhaber [3] at that point where the Jordan identity was required.
Our result (Theorem 1) seems useful in classifying simple algebras of degree one which satisfy identities giving rise to derivations of the algebras. For example, an immediate corollary to Theorem 1 is Kleinfeld and Kokoris' determination of simple flexible algebras of degree one [6] . Then in Theorem 2 we characterize the simple degree one algebras which satisfy identities considered by Kosier [7] , Osborn [8] , and the author [2] .
Before giving Theorem 1, it is necessary to state some definitions and elementary identities.
In an algebra A the associator (x, y, z) and commutator (x, y) are defined for each x, y, z in A by the equations (x, y, z) =(xy)z -x(yz) and (x, y) =xy-yx. The following identity may easily be verified.
(1) (xy, z) = x(y, z) + (x, z)y + (x, y, z) + (z, x, y) -(x, z, y).
Given any algebra A, we may form a commutative algebra A+ by letting A+ he the vector space of A in which a new product x oy is defined in terms of the product xy of A by the rule x o y -xy+yx. By direct calculation, we have Conversely, if an algebra A has a basis for which (6) and (7) hold, then A is a simple power-associative algebra satisfying the identities (3), (4) , and (5).
Remarks. Rosier [7] has shown that simple rings with idempotent 9* 1 which satisfy (3) and (5) are alternative.
Theorem 2 shows that in the degree one case, such rings are not, in general, even flexible. For results on algebras satisfying (4), see [2] and [8] .
Proof of Theorem 2. We again let C he the algebra A+. Then C is an algebra of degree one, and since C and A are the same vector space, C -A =1F+N, where N is the ideal of nilpotent elements of Cand NoAQN.
If the algebra A satisfies the identity (3), then as a linearization of (3) we have the identity (wox, y, 2)= two (x, y, z) + (w, y, z) ox, so that for all y, zEA, the mapping D: x->(x, y, z) is a derivation of C. Therefore (x, y, z)EN for all x, y, zEA, because of Theorem 1. Similarly, by linearizing (4) and (5) we obtain derivations of C, so that in any case we may say that (9) (A, A, A) C N.
Then from the fact that N o A QN, it follows from (2) and (9) Clearly, N2C\N is a subspace of A. Suppose zEN2C\N and let a = al+w, aEF, wEN, be an arbitrary element of A. Then za = az+zwEN+N2N<ZZ-N because of (10), and za is clearly contained in A2. Therefore 2a£ A2PtA. Similarly, azEN2f^N, which completes the proof of (11).
Since A is simple, we must have N2t~\N = 0. Now suppose that Having the multiplication table for the basal elements of A, it is quite easy to verify (8) , so the proof will be omitted. The converse is straightforward and is left to the reader for verification.
