Abstract. We study solutions of first order partial differential relations Du ∈ K , where u :
Introduction
We study the existence of solutions of the partial differential relation After the striking work by Nash [ [MP 98 ] use the term set-theoretic rank-one convexity). A set E ⊂ M m×n is lamination convex if for all matrices A, B ∈ E that satisfy rk(B − A) = 1 the whole segment [A, B] is contained in E. The lamination convex hull E lc is the smallest lamination convex set that contains E. The relevance of rank −1 convexity stems from the fact that rank −1 matrices arise exactly as gradient of maps x → u(x · n) that only depend on one variable. These maps are the building blocks in Gromov's construction.
In this paper we generalize Gromov's result in two directions. First we show that one can impose a constraint on a minor (subdeterminant) of Du. Such a constraint is stable under taking the lamination convex hull and thus that hull has always empty interior when all elements of K satisfy the constraint. Therefore one cannot rely on openness to construct approximate solutions but rather has to show that the constraint can be preserved at each step of the construction.
Secondly we show that the lamination convex hull can be replaced by the rank-one convex hull (called functionally rank-one convex hull in [MP 98]) which is defined by duality with rank −1 convex functions. A function f : M m×m → R is rank-one convex if it is convex on every rank-one segment [A, B] . For a compact set K the rank −1 convex hull is defined as
For an arbitrary set U we define U rc as the union of the hulls K rc , for all compact sets K ⊂ U. We note in passing that in the literature the rank-one convex hull of an arbitrary set L is often defined as (L)
rc . For our purposes the separate definitions for compact and general sets are more convenient (and in line with the situation for ordinary convexity). The difference between lamination convexity (defined set-theoretically) and rank-one convexity (defined by duality with functions) may appear to be small since both notions agree for ordinary convexity but Corollary 1.5 below and the recent construction of (variational) elliptic systems with nowhere regular solutions [MS 99] show that the difference may be striking.
We now fix t ∈ R and a minor (subdeterminant) M : M m×n → R. We set Remarks. 1. For the case without constraint C 2,α can be replaced by C 1 . If the constraint is on a minor of order n then C 2,α can be replaced by C 1,α (cf. Lemma 6.3 below). 2. By simple scaling and covering arguments one can see that u can be chosen so that |u(x)−v(x)| < ε(x), where ε(x) is a given continuous function on (which can vanish at the boundary). In Gromov's terminology this means that v admits a fine approximation by solutions of Du ∈ U.
To obtain results for sets that may not be open we use Gromov's concept of an in-approximation. 
Theorem 1.3. Let be given by (1.3) with t = 0 and let 
Corollary 1.4. Suppose that
The next example which was found independently by several authors ([AH 86,CT 93,Sch 74,Ta 93]) illustrates the difference between lamination convexity (defined set-theoretically) and rank-one convexity (defined by duality). Let K be a subset of the diagonal 2 × 2 matrices given by
(see Fig. 1 ). Then K contains no rank-one connections and thus K lc = K. On the other hand K rc contains the square S = {|F 11 | ≤ 1, |F 22 | ≤ 1} and the segments [A i+1 , J i ]. To see this let f be a rank-one convex function that vanishes on K . Then f is convex along the horizontal and vertical lines in Fig. 1 and hence attains its maximum over S in one of the corner points of S, say at
One can easily check that the relation Du ∈ K only admits the trivial solution Du = const. Theorem 1.1 guarantees that there are maps u : → R 2 which vanish at ∂ and whose gradient remains in an arbitrarily small open neighbourhood of K . Corollary 1.5. Let K be given by (1.4) and let F ∈ K rc and ε > 0. Then
} is lamination convex but the rank-one convex hull contains the shaded square and the line segments
The difference between rank-one convexity and lamination convexity is also relevant for the study of m × 2 elliptic systems
where v : ⊂ R 2 → R m and f : M m×2 → R is a smooth function satisfying suitable ellipticity conditions. If is simply connected then (1.5) is equivalent to the partial differential relation
where u : → R 2m and rc are exactly the barycentres of certain probability measures (called laminates). We prove (and that is one of the key points) that these measures can be approximated by suitable combinations of Dirac measures that are supported in an arbitrarily small neighbourhood (in ) of K rc (see Theorem 3.1 below). In the third step we remove the set {Du ∈ U rc \ U} by a simple iteration.
Step 1 is discussed in Sect. 2 for the unconstrained case.
Step 2 is carried out in Sects. 3 and 4. In Sect. 5 we prove Theorems 1.1 and 1.3 and Corollary 1.4. Finally in Sect. 6 we carry out Step 1 for the case of a constraint.
The unconstrained case for a neighbourhood of two matrices
We first establish a version of Theorem 1.1 for the simplest situation, a small neighbourhood of two rank −1 connected matrices. Lemma 2.1. Let A and B be m × n matrices and suppose that
Proof. A simple construction was given in [MS 96]. We recall it for the convenience of the reader. We will first construct a solution for a special domain U. The argument will then be finished by an application of the Vitali covering theorem.
By an affine change of variables we may assume without loss of generality that A = −λa ⊗ e n , B = (1 − λ)a ⊗ e n , C = 0, and |a| = 1.
Then ∇v ∈ {A, B} and v = 0 at x n = ε(λ − 1) and x n = ελ, but v does not vanish on the whole boundary ∂V . Next let h(x) = ελ(1 − λ)a
Then h is piecewise linear and |∇h| = ελ(1 − λ)
By the Vitali covering theorem one can exhaust by disjoint scaled copies of U. More precisely there exist x i ∈ R n and r i > 0 such that the sets U i = x i + r i U are mutually disjoint and
Then ∇u(x) = ∇ũ(r −1
It follows that u is piecewise linear, that u |∂ = 0 and that u satisfies (2.2) for a suitable choice of ε. Moreover by choosing r i ≤ 1 one can also satisfy (2.3).
Rank-one convex functions and rank-one convex hulls
In this section we fix m, n ∈ N and we consider functions defined on (subsets of) the space M m×n of all real m × n matrices. We also fix a natural number r ≤ min(m, n) and a real number t.
m×n be an open and let f : O → R be a function. We say that f is rank-one convex in O, if f is convex of each rank-one segment contained in O. In a similar way, a function f defined on a set O ⊂ which is open in is rank-one convex in O, if it is rank-one convex on each rank-one segment contained in O. We will use P to denote the set of all compactly supported probability measures in M m×n . For a compact set K ⊂ M m×n we use P(K) to denote the set of all probability measures supported in K . For ν ∈ P we denote byν the center of mass of ν, i. e. ν = M m×n Xdν(X).
A measure ν ∈ P is a laminate if ν, f ≥ f(ν) for each rank-one convex function f : M m×n → R. At the center of our attention will be the sets M rc (K) = {ν ∈ P(K), ν is a laminate}, which are defined for any 
] is a rank-one segment contained in O, and that there is 0
The inclusion ⊂ is obvious. The proof of the inclusion ⊃ can be found in [Pe 93]; it can be also easily derived from Lemma 3.2 and Lemma 3.5 below. We can now formulate the main result of this section. As a preparation for the proof of the theorem, we prove the following lemma.
Lemma 3.2. Let O be an open subset of M m×n or a subset of which is open in O. Let f : O → R be a continuous function and let
R O f : O → R∪ {−∞} be defined by R O f = sup{g, g : O → R is rank-one convex in O and ≤ f }. Then, for each X ∈ O we have R O f(X) = inf{ ν, f , ν ∈ L(O), andν = X}.
Proof. Let us denote byf the function in
On the other hand, we see from the definition of the set L(O) that it has the following property: if ν 1 , ν 2 ∈ L(O) and the segment [ν 1 ,ν 2 ] is contained in O, then any convex combination of ν 1 and ν 2 is again in O. Using this, we see immediately from the definitions thatf is rank-one convex in O and hence R O f =f .
Proof of Theorem 3.1. Let ν ∈ M rc (K) and letν = A be its center of mass. We claim that A ∈K . This can be seen as follows. First we note that A ∈ , since ν,
If A did not belong toK, there would exist a rank-one convex function g on such that g ≤ 0 on K and g(A) > 0. This would mean ν, g < g(A), which would give a contradiction if we knew that there exists a rank-one convex function f :
where ε is sufficiently small. The existence of such f is guaranteed by Lemma 3.6 below, and hence the claim A ∈K is proved. We now choose a set U ⊂ which is open in and satisfiesK ⊂ U ⊂Ū ⊂ O. We define F = {µ ∈ L(U),μ = A}. We claim the the weak * closure of F contains ν. To prove the claim, we argue by contradiction. Assume ν does not belong to the weak * closure of F. Since F is clearly convex, we see from the Hahn-Banach Theorem that there exists a continuous function
. We see that the functionf = R U f : U → R is rank-one convex in U and satisfies ν,f ≤ ν, f <f (ν). By Lemma 3.6 below, there exists, for each ε > 0, a rank-one convex function F : M m×n → R such that |F − f | ≤ ε onK . We conclude that ν cannot belong to M rc (K), a contradiction. The proof is finished.
The rest of this section is devoted to the proof of the Lemma 3.6 below. An important step in the proof of the lemma is the approximation of rankone convex functions on by smooth rank-one convex functions, a problem which we are now going to consider.
We first remark that any rank-one convex function f on M m×n can be approximated by functions of the form ϕ ε * f , where ϕ ε = ε −mn ϕ(x/ε), with ϕ being a standard mollifier. If ϕ ≥ 0, the functions ϕ ε * f are obviously rank-one convex.
To approximate rank-one convex functions on by smooth functions, we will use a suitable variant of the simple mollification procedure just described. However, our method will work only for t = 0. For t = 0 the problem seems to be more subtle due to the singularities in .
We can write each m × n matrix X as a 2 × 2 block matrix, X = X 11 X (where A ∈ SL(r, R) and X ∈ M m×n ).
This action clearly leaves invariant and also maps any rank-one segment into a rank-one segment. Let E = {X ∈ M m×n , X 11 = 0}. We consider E as an additive group which acts on M m×n by X → X + C, (where X ∈ M m×n and C ∈ E). This action also preserves and all rank-one segments.
We consider a family of mollifiers ϕ ε : SL(r, R) → R which are smooth, non-negative, and approximate the Dirac mass at I as ε → 0. Let also ψ ε be a family of mollifiers in E which have analogous properties. For a continuous function f :
where dA and dC denote the natural invariant measure in SL(r, R) and E respectively. It is easy to verify that for each rankone convex f : → R the functions f ε are again rank-one convex in , smooth, and converge to f uniformly on compact subsets of as ε → 0.
For X ∈ we let n(X) be the unit normal to satisfying n(X) · ∇ M(X) > 0. It is well known that for X ∈ M m×n which is sufficiently close to there is a unique π(X) ∈ which is close to X such that
Let f : → R be a smooth, rank-one convex function. Let U be a neighbourhood of on which the projection π introduced above is welldefined. For ε > 0 and k > 0 we define
, where we use the notation introduced above (see also the beginning of the section). Proof. We argue by contradiction. Suppose the statement fails. Then there exists a sequence A k ∈ U converging to A ∈ K (as k → ∞) and a sequence Y k of rank-one matrices with |Y k | = 1 converging to a rank-one matrix Y
Using again that f • π is smooth and M is affine along all rank-one lines, we see that Y is a rank-one matrix belonging to the tangent space of at A. Therefore the line described by t → A + tY, t ∈ R is contained in . Using the assumption that f is rank-one convex on , we Proof. For r > 0 we let denote by r the set ∩ {|X| < r}. We choose R > 0 so that K ⊂ R/2 and define g 1 : R → R by
The function g 1 is obviously non-negative and rank-one convex in R . Moreover, {X ∈ R , g 1 (X) = 0} ⊃ K and from the definition ofK we see that g 1 > 0 outsideK. We now define
Clearly g is rank-one convex on in a neighbourhood of any point X ∈ with |X| = R. Since g 1 (X) ≤ 2|X| when |X| = R, we see that we have g(X) = 12|X| − 9 in a neighbourhood of ∩ {|X| = R}. We infer that g is rank-one convex on . The proof is easily finished. Proof. We use Lemma 3.4 to obtain a non-negative rank-one convex func-
We also let V k be the union of the connected components of U k which have a non-empty intersection with K rc . It is easy to see that there exists k 0 > 0 such thatV k 0 ⊂ O. We now let 
Proof. Using Lemma 3.4 we see that there exists a non-negative rank-one convex function g : → R such thatK = {X ∈ , g(X) = 0}. Let us take a large (open) ball B ⊂ M m×n containingK. As we saw above, there exists a smooth rank-one convex functiong : → R such that |g − g| < ε/4 in B ∩ . By Lemma 3.3 there exists a neighbourhood U of ∩B in M m×n and a rank-one convex function G : U → R such that |G − g| ≤ ε/2 onK. We note that the rank-one convex hull of the set ∩B is again ∩B, and therefore we can apply Lemma 3.5. The proof is finished easily.
The main approximation lemma
In this section we consider a precursor to Theorem 1.1. We show that for affine boundary data x → Fx with F ∈ U rc there exists a piecewise linear map u whose gradient is always in U rc and most of the time in U. A simple iteration argument given in the next section will yield Theorem 1.1, and another more subtle iteration yields Theorem 1.3. Proof. By definition there exists a compact set K ⊂ V such that F ∈ K rc . In view of [Pe 93] (see also Sect. 3) there exists a probability measure ν ∈ M rc (K) such that F = ν = ν, id . Using the action of the group SL(r, R) × E on defined in Sect. 3, we see that V rc is open in . Theorem 3.1 yields the existence of laminates of finite order ν j ∈ L(V rc ) that converge to ν in the weak * topology and satisfy ν j = F.
It only remains to show that for each µ ∈ L(V rc ), µ = l i=1 λ i δ A i and each ε > 0 there exists a piecewise linear map u : → R m that satisfies Du ∈ V rc and
We prove this assertion by induction over the order of the laminate. For laminates µ = λδ A + (1 − λ)δ B of order one the assertion follows from Theorem 6.1 (and the fact that Du = µ | |). Assume that the assertion holds for laminates of order k (or less) and let µ ∈ L(V rc ) be a laminate of order k + 1. Then there exists a laminate µ of order k,
By the induction assumption there exists, for each δ > 0, a piecewise linear
Consider the set E ⊂ where |Dv − A l−1 | < δ. Then E is a countable union of open sets on which v is affine (up to a set of measure two) and
Hence we may choose a subset E such that | |E | − λ l−1 | | | < 2δ| | and E is a finite union of open sets E j on which v is affine. It remains to modify v on these sets. Let F j = Du |E j . Then |F j − A l−1 | <δ, and we claim that there exist B j , C j ∈ V rc such that
where C may depend on A l−1 but not on δ. Indeed in the case without constraint one can take B j = A l−1 + (F j − A l−1 ), C j = A l + (F j − A l−1 ) and the assertion B j , C j ∈ V rc follows for a sufficiently small choice of δ. If a constraint is imposed one can use the group action on as in Sect. 3 instead of the translation on M m×n to define B j and C j . Using Theorem 6.1 we can replace v on each E j by a map u which satisfies u = v on ∂E j , Du ∈ V rc and | |{|Du − B j | < δ}|−s|E j | | < δ|E j |, | {|Du −C j | < δ}|−(1−s)|E j | < δ|E j |. If δ is chosen sufficiently small (in dependence on ε, µ and V rc ) then u satisfies (4.1) and (4.2). This finishes the proof of the lemma for the case with constraint. The unconstrained case is completely analogous and was treated in [MS 99].
Proof of the main results
Theorem 1.1 is obtained by an iteration of Lemma 4.1 which removes the set where Du / ∈ V . Theorem 1.3 can be deduced from Theorem 1.1 by a careful choice of approximations u (i) with Du (i) ∈ U i . The argument is the same as in [MS 96 ]. Since it is short, we repeat it for the convenience of the reader.
Proof of Theorem 1.1. We only consider the situation with constraint since the unconstrained case is analogous. Suppose first that the boundary data v are affine, v(x) = Fx + a. Let ε > 0. By Lemma 4.1 there exists a piecewise linear map u (1) : → R m that satisfies u (1) = v on ∂ and
Since u (1) is piecewise linear there exists a family of disjoint sets k such that | \ k | = 0 and u
j } be the subfamily of those sets where Du
(1) / ∈ U. Applying Lemma 4.1 to each set
(1) j we find maps u
Repeating this process we find maps
In particular Du (k) → Du in measure and Du ∈ U a.e. This finishes the proof for affine v.
If v is piecewise affine it suffices to apply the previous argument to each region where v is affine. Finally if v ∈ C 2,α loc ∩ W 1,∞ then we can first approximate v by a piecewise affine map (see Lemma 6.3 and the remarks following it).
Proof of Theorem 1.3. Again it suffices to consider affine boundary data v = Fx. For piecewise linear data one can argue on each region where v is affine, and for general data one can use Lemma 6.3 to obtain a piecewise linear approximation. Let F ∈ U (1) , δ > 0. By Theorem 1.1 there exists a piecewise linear map u (2) such that Du (2) ∈ U (2) a.e. in , u (2) = v on ∂ and
Given u (i) (with Du (i) ∈ U (i) ) and δ i > 0 we obtain ε i , δ i+1 and u (i+1) inductively as follows. Let
0 (R n ) with = 1 be a usual mollifier and let ε (x) = ε −n (x/ε). Then there exist ε i < 2 −i such that
Then there exists u (i+1) with Du (i+1) ∈ U (i+1) a.e. and
and thus
and the sets
are an in-approximation of K in . Then for any δ > 0, there exists a piecewise linear map u : → R n such that
Remarks. 1. If m = n is even one can construct symplectic maps rather than volume preserving maps in a similar way. Also certain linear constraints such div u = 0 or Du = (Du) T can be handled (cf. the construction of ψ and v in the proof of Lemma 6.2 below).
2. The proof employs approximation arguments that are simple but lead to a construction that is hard to visualize. For n = m = 2 a direct construction involving 20 gradients is possible. It even satisfies dist(Du, { A, B}) ≤ δ a. e. in .
To prove Theorem 6.1 we first construct smooth functions that satisfy (6.1)-(6.5) and then employ a general argument to approximate those by piecewise linear functions. Moreover we may assume M(A) = M(B) = 1. Note that if suffices to establish (6.1)-(6.3) and (6.5) for = (0, 1) n . The result for general and (6.4) can then be deduced by covering and scaling as in the proof of Lemma 2.1. Proof. We begin with the typical case
Approximation by
After a linear change of variables we may assume
Since det A = det C we must have ν 1 = ν · e 1 = 0 and we may assume ν 2 = 0. The map u is obtained as the flow of a divergence free vector field. Let h : R → R be a smooth one-periodic function that satisfies h ∈ [−λ,
The small parameter ε > 0 will be chosen below. Consider the flow ϕ t generated by v:
We claim that u = ϕ 1 satisfies (6.1)-(6.3), (6.5). Indeed (6.1) and (6.5) hold since v is divergence free and has compact support. To prove the remaining assertions let F t = Dϕ t . Then
and, for t ∈ [0, 1],
since ν 1 = 0. Thus (6.6) yields
where
Estimates (6.2) and (6.3) now follow from the properties of h after a suitable choice of η and ε, since
This finishes the proof in the typical case r = m = n. Now consider the case r = m < n.
We may assume that the minor M involves the first m rows and columns. For x ∈ R n we let x = (x ,x), where x = (x 1 , . . . , x m ),x = (x m+1 , . . . , x n ) and similarly we write F = (F |F) for an m × n matrix F. We may assume
Suppose first ν = 0. Then we may suppose ν 2 = 0 and define the vector field v as before. Consider the flow ϕ t given by
We claim that u = ϕ 1 has the desired properties. Indeed if we consider
In particular we have M(F t ) = det F t = 1 since tr(Dv) = 0. Moreover | t (x) − x) · ν| ≤ Cε 2 and the other estimates follows as for the case r = n = m.
If ν = 0 one can still use the same construction provided that ψ is redefined as follows
We may suppose that
Let v 1 , . . . , v r be the vector field that is appropriate for the situation obtained by deleting the rows r + 1, . . . , m and define maps ϕ t :
To see that the last equation yields the desired result one uses the fact that |Dϕ i t − e i | is small for i = 2, . . . , r and that ν 1 = 0 if α = 0.
Approximation by piecewise linear maps
To finish the proof of Theorem 6.1, we note that if we prove the result up to condition (6.4), then (6.4) can be achieved by a suitable scaling and the use of Vitali's covering theorem. Therefore it only remains to establish the following approximation result.
Lemma 6.3. Let be a bounded open set in R n and let M be a minor of order r ≥ 2 and let
Then for every δ > 0 there exists a piecewise linear map v : → R m that satisfies
(6.9)
and Du ∈ U then one can achieve in addition Dv ∈ U.
Consider first the typical case m = n = r, M(Du) = det Du. The main idea is that on a ball B(a, r) where r α [Du] α is sufficiently small one can replace u by a map with the same boundary values that is affine on B(a, r/2). To achieve the replacement one can first consider an interpolation between u(a) + Du(a)x and u in B(a, r) \ B(a, r/2) and then use the following result of Dacorogna and Moser to reestablish the constraint.
Lemma 6.4 ([DM 90]). Let U be a smooth and bounded domain in R
n . For k ≥ 1 and α ∈ (0, 1) consider the set
There exists a neighbourhood U of the identity map in X and a smooth map L : U → C k,α (U; R n ) such that for all u ∈ U the map Lu is a diffeomorphism and
Proof. Choosing the neighbourhood U sufficiently small we may assume that it consists of diffeomorphisms. By Lemma 4 of [DM 90] there exists an operator from a neighbourhood V of the constant 1 in
It easily follows from the construction of via the contraction principle that is actually a smooth map (estimate (4) on p. 11 of [DM 90] is incorrect, but their results are correct; for the present purpose it suffices that the estimate in question holds with w i 0 replaced by w i k,α ). Now define L by
Then Lu satisfies (6.10) and (6.11). Since multiplication and composition are smooth operations in C k,α ( ; R n ) and the map u → u −1 is smooth in U, the map u → det Du −1 is a smooth map from U to V (if U is sufficiently small), and L is smooth. Finally L id = id since (1) = id. 
Proof. By scaling and translation we may suppose a = 0, r = 1, u(a) = 0. First suppose that
on B 1 \ B 1/2 . If δ <δ(n, α), then we can apply Lemma 6.4 and definẽ
If F := Du(0) = Id then we can first consider v = F −1 u, defineṽ as before and letũ = Fṽ. Since
Proof of Lemma 6.3. It suffices to show the following assertion:
There exists a constant > 0 (which only depends on n, m and r) with the following property. For each δ > 0, each α > 0 and each pair (u, ) that satisfies the hypotheses of the lemma there exists a mapũ ∈ W 1,∞ ( , R n ), a finite number of disjoint closed sets A j ⊂ , a closed null set N and a β > 0 such that
Indeed if the assertion holds, then one can inductively obtain a decreasing sequence of open sets i and maps
and \ i is a finite union of closed sets (up to a closed null set N i ) on each of which u (i) is affine. It follows that u
and v is piecewise linear.
To prove the assertion we first consider the typical case r = n = m,
There exists open sets ⊂⊂ ⊂⊂ (where ⊂⊂ denotes compact inclusion, i.e.
⊂ etc.) with | | ≥ 1 2 | |. If > 0 is sufficiently small then can be covered by a lattice of disjoint open cubes of size that are contained in . The C 1,α norm of u is uniformly bounded on the cubes. If we choose sufficiently small then each cube contains a ball of radius r to which Corollary 6.5 applies. This yields the assertion for r = n = m.
The same reasoning applies for general r ≥ 2 if we replace Corollary 6.5 by Lemma 6.6 below. We only state it for r = m, since for r < m one can simply use usually interpolation by cut-off functions for the components u r+1 , . . . , u m .
To fix the notation we write x = (x , y) ∈ R m × R n−m , we denote the derivative with respect to the first m components by D and the derivatives with respect to the remaining components by D y . Finally we sometimes write m × n matrices as
The proof of Lemma 6.6 relies on Lemma 6.4 and the following characterization of the nonuniqueness in Lemma 6.4.
Lemma 6.7. Suppose that is a bounded domain in R
n with smooth boundary. For k ≥ 2 and α ∈ (0, 1) consider the spaces . Since we need to use the H 1 metric (rather than the standard L 2 metric) to enforce the boundary condition ϕ = id on ∂ (rather than ϕ(∂ ) = ∂ ) we sketch the proof in the appendix.
Proof of Lemma 6.6. We first construct a map w that has the right properties in the inner cylinder B 1/2 × B 2 . An important point is that B 1/2 det D w dx = |B 1/2 |. We then define an extension u 0 = ψ(x )w + (1 − ψ(x ))u that agrees with u outside B 1 × B 1 . In general det D u 0 = 1. By Lemma 6.4 we can replace u 0 (·, y) by a mapũ(·, y) that satisfies det D u = 1 and agrees with u 0 (·, y) on ∂(B 1 \ B 1/2 ). Finally we modifyũ for |y| ≥ 3/4 with the help of the exponential map defined in Lemma 6.7 so that it agrees with u on
since otherwise we could consider
where F = (F , G). In addition we may assume u(0) = 0.
Step 1: Construction of w.
Then w is as smooth as u and
Note that λ ∈ C 2,α although it may appear at first glance that one derivative is lost in the definition of λ. Indeed, using the formula div cof D w = 0 we obtain
where ν is the outer normal of ∂B 1/2 . This yields the desired regularity of λ. Further inspection shows that Dw − (id, 0) 1,α ≤ C δ and Dw − (id, 0) 1,α ≤ C δ. In particular all the maps w(·, y) are diffeomorphisms of B 2 if δ > 0 is sufficiently small.
Step 2: Interpolation between w and u.
In particular all the maps u 0 (·, y) are diffeomorphisms of B 2 . Moreover
and
Step 3: Projection of u 0 onto volume preserving maps. Let
For fixed y we can apply Lemma 6.4 with U replaced by (and n replaced by m) to u 0 (·, y). Letũ (·, y) = Lu 0 (·, y).
Moreover by Lipschitz continuity of L
Using the differentiability of L one finds similarly
Step 4: Modification ofũ for |y| > 3/4. For |y| > 3/4 define
Then η measures the 'difference' betweenũ and u and Then v has the desired properties.
Appendix: Proof of Lemma 6.7
Proof. The result is well-known to experts and a detailed proof in a more general situation is given in [HKMRS 98]. We sketch a proof for the case at hand for the convenience of the reader. The map exp will be constructed as the time-one map of the flow generated by a suitable (time-dependent) vector field v. If we were interested in volume-preserving diffeomorphisms that satisfy merely ϕ(∂ ) = ∂ we could take v as the solution of the incompressible Euler equations. To achieve ϕ |∂ = id we use a variant of the Euler equations where the orthogonal projection onto divergence free vector fields is taken with respect to the H 1 0 scalar product rather than the L 2 scalar product. Arnold [Ar 66,AK 98] observed that the flow generated by the solutions of the Euler equations corresponds to geodesics in the group of volume preserving diffeomorphisms, equipped with a translation invariant metric given by the L 2 scalar product on vector fields, see [EM 70 ] for a detailed analysis. The flow discussed below corresponds to geodesics with respect to a metric induced by an H 1 0 scalar product. This motivated the notation exp for the map. We are grateful to J.E. Marsden for pointing out to us that the resulting equations are known as the averaged Euler equations and that a detailed study will appear in a series of papers beginning with [HKMRS 98].
To fix the notation let H = H To motivate the definition of the flow consider a one-parameter family of diffeomorphisms η t : → , t ∈ I and let v = Since Q 2 = Q this yields and
