This paper presents applications of the decomposition of generalized Clifford-Littlewood-Eckmann groups, or CLE-groups, which are given by presentations of the type G = (ω, ax, ... , a r \ω n = 1, af = ω e{i)
Introduction. These representations have been studied from the standpoint of projective representations of (Z/nZ) r in [S-I] . However we feel that the presentation given here is somewhat clearer. The results again are of interest to physicists in a number of applications (see [S-I], [Kw] ). Throughout this paper the notation and conventions will follow those of [Sml] , [Sm2] . The results of [Sm2] concerning the explicit decomposition of the groups will be used extensively here. The corresponding generalized Clifford algebras are studied in [Sm3].
1. Linear representations. The first application of the decomposition results obtained in [Sm2] is the determination of the irreducible complex representations for the generalized group G= (ω, a\, ... , a r \ co n = 1, af = ω e W VΪ , α/tf/ = ωα ; α z Vz < j, ωα; = a^ω Vz). To begin we need some general facts about representations of finite groups, which are found in [I] . 
. Let G and H be finite groups, and let Irr(G) and Irr(H) denote their respective sets of irreducible C-representations (and sometimes by abuse of notation, the sets of characters corresponding to the irreducible representations). Then the following hold for all S e Irr(G) and T e Irr(H):
(1) S(g) is a scalar multiple of the identity matrix Vg e Z(G). (
6) I Irr(G)I equals the number of conjugacy classes of G, and
Applying these results to our groups, we get the following proposition, which reveals how to determine the representation theory for an arbitrary group of this type from that of the building block groups (those of order n 2 or n 3 ). Recall that if G and H are two groups in the category whose objects are finite groups with a distinguished central element ω of order n and whose morphisms are ω-preserving homomorphisms, we may define GxH = GH := , GxH , a central product of two such groups, which again has a distinguished central element ω = (ω, 1) = (1, ω) of order n. PROPOSITION 1.2. Let G and H be two groups in the category of finite groups with distinguished central elements of order n. Let COQ and a>n denote respectively the distinguished central elements of order n for these two groups. Then Irr(GH) = {S <g> T: S e Irr(G), T e Irr(H), and S(ω G ) = 7"(ω H )}.
•
We have seen [Sm2] that any generalized CLE group decomposes as a product of groups of the type
ab = ωba, ωcentral), where d divides n, and at most one group of the type G(e) := (ω, a\ω n = 1, a n = ω e ), where e divides n. (And in fact, for all but at most one of the factors G (d, d) we may take d = n.) Our task now becomes that of determining the irreducible C-representations for the groups G(d) and G (d, d) , for d dividing n. The groups of order n 2 are quite easy, because they are abelian. We have the result below. Proof We begin by determining the number of conjugates of a given element g e G, and deriving an initial formula for the number of conjugacy classes. We then show that this formula is multiplicative, and derive a simpler form in the case n is a prime power. This allows us finally to give the number of conjugacy classes in the form above. ω ιm-jk j Thus g has n/c conjugates, and g, ωg, ... , ω c~ι g will be in different conjugacy classes of G. Notice that n/c is precisely the order of the image of g in G/G', which is isomorphic to Z/nZ x Looking at all elements g e G, we see that the number of Hence it will be sufficient to calculate f(n) for n = p r , /? a prime. The number of elements of order p k in Z/^^Z x Z/p k Z is the number of pairs (g\, g 2 ) > ft € Z/p k Z, with at least one of the g t of order p^. There are
Then since / is multiplicative, as is the expression Σ c \ n n 2 φ(c)/c 2 , we quickly see that in fact f(n) = Σc\n n 2 Φ(c)/c 2 ? a s was claimed in the statement of the proposition. D
In our next theorem we will construct precisely this many irreducible C-representations for our group G. Specifically, we will find n 2 φ(c)/c 2 representations of degree c. Then
*€lrr(G) c\n c\n
Since we know ω must go to ξl c , where ξ is a (not necessarily primitive) nth root of unity in C and l c is the ex c identity matrix, we analyze the representations realized under each possible choice for the image of ω. Proof. We have three things to show. We must show that the maps above yield representations for G, that they are irreducible, and that there is no duplication among the different maps (i.e. that they are all distinct representations). If we can prove all of these we will be done, for then the remarks above show that these must be all of the irreducible representations of G. Then let T be defined by
and that Ί(a)Ί(b) = Ί(ω)Ύ(b)Ύ(a). Therefore T is a linear representation of G, i.e. it defines a group homomorphism from G into GL(n/c, C).
To show irreducibility, we will look at the character / associated to T. Without loss of generality, we may assume for this part of the proof that A 1 = A and B 1 = B. Recall that χ(g) is defined to be the trace of the representation Ί(g). Again it is an easy exercise to show that and we see that indeed T is irreducible. Finally we must show that for each choice of ξ, A 1 , and B 1 , we actually get distinct representations. It is clear that any two distinct choices for the image of ω give rise to distinct representations. We must then show that different choices for A 1 or B 1 also yield distinct representations, and we will be done. Let Ti and T2 be two of the representations above of size njc, with corresponding characters χ\ and Xi, and assume χ\ and χι are equal on G. We will show Ti = T2. First, we may clearly assume that Ti(ω) = T2(ω) = ξl n / c . Let Proof. First observe that the proposition is true for r = 1 or 2. Now assume r is even, and that the theorem holds for r-2. Let G = HK, 
Maximal Abelian subgroups and Littlewood's problem.
In this section we discuss two applications of the representation theory for these groups which we examined in the last section. In particular we use knowledge of the irreducible representations to determine the size of maximal abelian subgroups of our groups, and we also use the representations of the groups to determine the maximal sizes of collections of matrices satisfying certain properties. Next we turn our attention to a problem discussed by Littlewood in a paper on sets of anticommuting matrices [Li] . We want to determine the largest size of a set {2?i,..., B s } of complex matrices of (fixed) dimension n q m, m prime to n, satisfying B t Bj = ωBjBi, i < j, and Bf e {1, ω, ... , α/*" 1 }, where ω is a primitive nth root of unity in C. Littlewood showed that the answer is 2q + \ when n = 2 or 3; he obtained this result by considering group characters on groups of our type for n = 2 or 3. We give here a proof generalizing this result to an arbitrary positive integer n, and showing that the maximal size remains 2q + 1 in all cases. THEOREM 2.3. The largest integer s such that there exist matrices B\, 2?2 9 J Bs of dimension n q m over C, with m prime to n, which satisfy the conditions given above, is s = 2q + 1.
Proof. Let G = (ω 9 a Ϊ9 ... 9 a r \ω n = 1, a? = ω e^ Vi, UiUj = j -V/ < 7, ωα; = α z ω V/). Let r = 2# or 2# +1. An elementary linear algebra argument shows that a maximal set of " ω-commuting" elements in G is given by {a\,..., a r } if r = 2q + 1 is odd, and by {a\, ... , a r , aγa^a^ α^1} if r = 2q is even. In either case, the maximal set is of order 2q + 1. An irreducible C-representation for G sending ω in G to ω in C will be of dimension n q , and a direct sum of m copies of it will then be of the desired dimension n q m. The matrices corresponding to the images of the maximal set of ω-commuting elements in G, as given above, will be a set of 2q + 1 matrices of dimension n q m satisfying the desired conditions.
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Therefore a maximal set is at least this large. Conversely, any set of matrices B\, ... , B s satisfying the given conditions will themselves determine a representation for a group G = (ω, d\, ... , a s \ω n = 1, af = ω e W Vi, djdj = ωdjdi V/ < j, ωd\ = d\ω Vi) , under which ω in G is sent to ω in C. This representation must therefore be a direct sum of irreducibles of maximal dimension, which will be n p , where s = 2p or 2p + 1. Since the 2? z 's are of dimension n q m, we must have p <g. In particular, the largest set of matrices of dimension n q m and satisfying the given conditions contains at most 2q + \ elements. This completes our proof. D
3. An alternative generalization. We now consider the group G given by G = (ω, d\, ... , d r \ω e = df = 1 Vi, didj = ωdjdi V/ < 7,
where £ is some (proper) divisor of n. The study of the decomposition of such a group follows a similar (but simpler) argument to the one given in [Sm2] for the groups we have been considering up to now. Thus we will leave out most of the details.
NOTATION. Let G r be the group as given above, and let G_ r be the group for which af = ω w(π " 1)/2 , I < i < r. Notice that if n is odd, or if n is even and 2e divides n, then ω n^n '
1^2
= 1, and G r = G-r . The notation stems from the fact that if n is even and 2e does not divide n, then ω n^n~1^2 is a central element of order 2, i.e.
itis"-Γ\ PROPOSITION 3.1. For G = G r or G = G~r, the following hold:
(i) |G| = n'e. Proof. As in the proof of (1.5), we must show that the maps above yield representations for G, that they are irreducible, and that there is no duplication among the different maps (i.e. that they are all distinct representations). Then let T be defined by
. Therefore T is a linear representation of G. To show irreducibility, we will look at the character χ associated to T. As before, we assume for this part of the proof that A' = A and Proof. All that requires checking is that Ύ(a n ) = Ί(b n ) = Ί(ω^n~^2).
Clearly Ί(a n ) = Ί(b n ) = η n2c/e l e/c . Now η n2°/e = -1 precisely when nc/e = 1 (mod 2) otherwise η n2^e = 1. But Ί{ω^n^l 2 ) = -\ e j C precisely when e/c does not divide «/2, in other words (since e/c does divide n), when nc/e = 1 (mod 2). Otherwise T( ω π(/i-i)/2) = i^/ c # χhis completes the proof. D
We have thus exhibited all irreducible complex representations for these alternative generalizations of the CLE-groups when r = 2. As we have observed, the groups are abelian when r = 1. For r > 2, the groups are central products of smaller groups, and the representations are built up as tensor products of the representations for these smaller groups, just as they were in the previous case. These representations are closely related to projective representations for (Z/nZ) r .
