Optimal control of stochastic bandwidth-sharing networks is typically difficult. In order to facilitate the analysis, deterministic analogues of stochastic bandwidth-sharing networks, the so-called fluid models, are often taken for analysis, as their optimal control can be found more easily. The tracking policy translates the fluid optimal control policy back to a control policy for the stochastic model, so that the fluid optimality can be achieved asymptotically when the stochastic model is scaled properly. In this work we study the efficiency of the tracking policy, that is, how fast the fluid optimality can be achieved in the stochastic model with respect to the scaling parameter. In particular, our result shows that, under certain conditions, the tracking policy can be as efficient as feedback policies.
Introduction
Let us start this article with the following adopted conventions.
• By R L , R L + , and Z L + we respectively indicate the sets of L-vectors of real, nonnegative real, and nonnegative integer numbers. By D[0, ∞) we denote the space of right-continuous left-limit functions on [0, ∞). By {e l }, e, ' ', 1{·} we respectively denote the natural basis of R L , the element in R L with all its components equal to 1, the transposition, and the indicator function. For all x, y ∈ R, x ∧ y := min{x, y}. By O(1/n) and O(1/ √ n) we respectively mean that there exists some constant C such that O(1/n)/(1/n) → C and O(1/ √ n)/(1/ √ n) → C as n → ∞.
• Unless stated otherwise, by a vector we always mean a column vector.
• When we say that X 1 ≤ X 2 , where X 1 and X 2 are vectors, '≤' is understood componentwise, and likewise for other vector inequalities.
A bandwidth-sharing network can be described as follows. Through a network of J resources (links), L flows are routed in a predetermined way. The L flows are assumed to be distinct in Bandwidth-sharing networks 91 the sense that each one is routed differently. The flows represent aggregate streams of finitely sized files sent according to Poisson processes. Thus, the files are classified according to which flow they belong to. Files belonging to flow l are called files of type l. Each resource has a finite capacity shared among the flows passing through it. Let us introduce some notation. A network is described by a configuration (A, Z), where A is a (J × L)-matrix with A jl = 1 if resource j participates in serving files of type l and A jl = 0 otherwise. We assume that each column of A has at least one nonzero component, meaning that each file (flow) must be served somewhere. Let Z be a J -vector with Z j > 0 indicating the maximal capacity of resource j . If the current number of files of each type is Y ∈ Z L + and the current time is t ≥ 0, then let U(Y, t), an L-vector satisfying 0 ≤ AU (Y, t) ≤ Z, represent the instantaneous (feasible) allocations of resources for each type of files. Here, we are restricted to the class of deterministic Markov control policies, so that U(Y, t) will be assumed to be a mapping measurable in t ≥ 0. For brevity, below, when we say a control policy (for the stochastic model), we shall often omit its argument, but simply indicate U .
We shall model the network dynamics as a Markovian system. To the best of the authors' knowledge, this bandwidth-sharing network model originated in [15] and [25] . It has subsequently been extensively studied. An interested reader can find a thorough literature review about the model in [27] .
Quite formally, given a fixed U, our stochastic model is a regular Q-process {Y t , t ≥ 0} in the state space Z L + with the conservative and stable Q-matrix given by q Y,Y +e l (t) = λ l and q Y,Y −e l (t) = µ l U l (Y, t) 1{Y l > 0}, where Y l is the lth component of Y. See Chapter 2 and Appendix B of [11] and [29] for more details. Here, we have decided not to indicate any of the nonpositive 'diagonal' components and the other zero components of the Q-matrix: this does not generate any confusion, with the conservativeness of the Q-matrix in mind. Note also that the dependence of the Q-matrix on U will not be signified for simplicity. Put differently, in our model we assume that the files of flow l arrive according to a Poisson process and have exponentially distributed service times. In greater detail, denoting by Y t ∈ Z L + the instantaneous number of files of each type in the network, we suppose that {Y t , t ≥ 0} is a continuous-time Markov chain with λ l the transition rate from Y t to Y t + e l and µ l U l the transition rate from Y t to Y t − e l (if the corresponding component of Y t is positive). This is equivalent to saying that files of type l arrive in a Poisson process with intensity λ l , and each file is of an exponentially distributed size with mean 1/µ l ; hence, the mean time for its service to be completed will be the ratio of U l , its allocated capacity, against 1/µ l . Here, we have assumed that all the exogenous arrivals of files are independent. Furthermore, if the fixed U means that U l (Y, t) can be written as U l (Y l , t) for all l = 1, . . . , L, t ≥ 0, and Y ∈ Z L + , i.e. the allocation of resources for files of type l depends only on the current time as well as the number of files of type l, then it will be our standing assumption that, under this U, {Y l t , t ≥ 0} are independent continuous-time Markov chains with transition rates λ l and U l (Y l t , t)µ l , where Y l t is the lth component of Y t , i.e. each file is served independently, and the presences of different types of files at a common resource do not interfere with each other. Below, we shall frequently refer to this standing assumption of independence.
For such a system, the performance measure of our interest is the expected total holding cost, and the optimization problem of our concern is in the form of where E Y 0 is the expectation with the initial state Y 0 (fixed and deterministic) and T > 0 is a given finite horizon. Note that, without leading to confusion, we have decided not to signify the dependence of E Y 0 on U . In words, we aim at finding the optimal resource allocation to minimize this performance measure. The optimization with this criterion can be interpreted as the minimization of the total workload. More discussions about this criterion can be found in [27] .
On the other hand, we can consider a deterministic analogue of the above stochastic (Markovian) bandwidth-sharing network model, its so-called fluid model, which we now describe. Let y(t) and u(y(t), t) be the analogues of Y t and U(Y t , t). In fact, below we shall only write u(t) for the fluid control policy, which, in such a deterministic system, is a plausible thing to do. If we further agree on the notation = (λ 1 , λ 2 , . . . , λ L ) and
then the fluid model can be written as the following linear program:
We emphasize that in the fluid model the state space is R L + instead of Z L + . In spite of some loss of accuracy compared to its corresponding stochastic counterpart, often a fluid model is more amenable for analysis. For example, Verloop and Núñez-Queija [28] (see also [27, Chapter 5] ), for a certain set of parameters, found the optimal solution to the above fluid problem for a bandwidth-sharing network with two resources and three flows. Once an optimal policy is obtained for the fluid model, one may translate it into a policy for the stochastic model. It is of interest to see how well the resulting policy performs. In general, directly applying the fluid optimal policy to the stochastic model may be far from optimal. Here, by directly we mean without scaling the stochastic model. To illustrate this point, let us consider the following example.
Example 1. Suppose that we are concerned with a controlled M/M/1 queueing system, where the initial state is
) with µ > 0 and λ > µ (by a sufficiently small difference), where π(·) is a mapping from the state space to {0, µ}. In words, this means that we are restricted to the class of deterministic stationary policies to choose actions from {0, µ}. We shall fix the absorbing state to be some large enough integer, so that the state space is indeed finite. Suppose that the cost rate is c(x, a) = C 1{x ∈ [0, 
which is well defined for any π(·). Clearly, since C is much larger than µ, which is then rather close to λ, the optimal control at state 1 should be π(1) = µ, meaning that the value of its Bandwidth-sharing networks 93 performance functional will be strictly positive. Indeed, on the one hand, if we set π(1) = 0 then the process visits state 0 after the first jump at a significant probability, but visiting state 0 (and staying there for a while) is heavily penalized. In this case, the expected total cost is more than (µ/(λ + µ))C/λ, with µ/(λ + µ) representing the probability that the first jump is downward. On the other hand, if we set π(x) = µ, x ≥ 1 (so, in particular, π(1) = µ), then the process definitely jumps upward and never visits state 0. In this case, the total cost will be given by µ/λ (i.e. the expected cost incurred up to the first jump), which is close to 1 since µ is close to λ. This quantity is smaller than (µ/(λ + µ))C/λ for sufficiently large C, which is the case here. Hence, the optimal control at state 1 should be given by π(1) = µ.
Now consider its fluid model. Since y(0) = 1 and λ − µ > 0, π(y) = 0 is optimal, resulting in ∞ 0 c(y, π(y)) dt = 0, y is read as a function of t, which we decide not to indicate explicitly for simplicity. Therefore, we see that in this example both the optimal policies and the values of performance functionals differ significantly between the stochastic model and its fluid model. Another observation of this type can be found in [19, Section 5, p. 427] , where the authors considered an epidemic model proposed in [10] .
Intuitively, the reason for the discrepancy in the above example lies in the stochastic and discrete nature of the stochastic model versus the deterministic and continuous nature of the fluid model. However, when the stochastic process is scaled properly, in the limiting case, by referring to the 'functional strong law of large numbers', the randomness gets eliminated (or alleviated, at least). See [5] , [6] , and [14] for more details. Let us call the underlying scaling 'fluid scaling'. Then it is natural to consider the case when the fluid optimal policy is translated to a scaled stochastic model and to examine its limiting case with respect to the fluid scaling parameter. This gives rise to the concept of asymptotic fluid optimality. See [8] and [9] . Basically, a policy is said to be asymptotically fluid optimal (AFO) if applying it to a sequence of scaled stochastic models results in a sequence of performance functionals converging to that optimal for the fluid model. The question then becomes one of asking whether or not naively translating the fluid optimal policy can provide an AFO policy. In fact, generally speaking, translations that look natural can result in policies not AFO, according to [13, Section 2] . See also [20, Example 1] for another example where the fluid model provides inaccurate approximations even in the sense of fluid scaling.
Clearly, to define the asymptotic fluid optimality more accurately, we firstly need to define the fluid scaling. The general idea is to scale the parameters (rates) and to aggregate the space both linearly, while the time scale is kept unchanged: given the (fluid) scaling parameter n ∈ N fixed, we consider { n Y t , t ≥ 0} with n Y 0 := nY 0 a continuous-time Markov chain in the state space Z L + with parameters nλ l and nµ l U l , and performance measure of the form
Here, we recall that Y 0 is a constant that has appeared above, and U stands for the control policy. It should also be emphasized that in the scaled stochastic model the parameter n, as the denominator in the above expression, aggregates the space, and, as the multiplicative factor, scales up the transition rates. Then a policy is AFO if it results in the convergence
is the performance functional for the fluid model under its optimal control policy. As mentioned earlier, we have dropped the indication of the control policy, because below we shall always fix a control policy, and, thus, deal with essentially uncontrolled processes. As the initial state n Y 0 is fixed, from now on we shall even only write nŴ andŵ instead of nŴ ( n Y 0 ) andŵ(Y 0 ) for simplicity. Furthermore, we shall call | nŴ −ŵ| the actual accuracy of the fluid model. Now we can describe the translation of the fluid optimal policy. Potentially, there are several options. One possibility is a feedback-type translation, which was studied in [18] and [20] for controlled birth-and-death processes, in [17] for a multiclass single-station system, and in [8] and [9] for tandem queues, to mention some. Another possibility is the tracking policy translation, considered in [2] , which is also the object of the current work. The tracking policy translation is a naive translation, because, for the scaled stochastic model, the same action as for the fluid model will be taken on the same time interval, unless the state is null in the stochastic model, on which occasion we do not allocate any capacity. More exactly, given the fluid optimal control u * , the tracking policy U * is defined via
where we recall that u * l , U * l , and n Y l t are the lth components of u * , U * , and n Y t , respectively. In [2] , the author considered a scheduling problem for a multiclass queueing network. There, for a discount model, the tracking policy was proved to be AFO, which was done by showing the convergence of performance functionals. However, the author revealed no information about the rate of convergence. Given the preliminary belief that the tracking policy translation also results in an AFO policy in our case, which is indeed the case as shown below, it is natural to ask the following question.
• How fast can we achieve the fluid optimality? Or, in other words, how efficient is the tracking policy?
This question is important, as the efficiency helps compare different AFO translations of fluid optimal policies, and at the same time provides the accuracy of the fluid approximations. In the present work, for the concerned finite-horizon problem, we provide two answers to this question with upper boundary estimates for the rate of convergence of performance functionals. Specifically, we show that the tracking policy can be as efficient as or less efficient than the feedback-type translation, depending on the parameters of the underlying fluid model. While one example in [9] showed that the tracking policy was less efficient than the feedback-type translation considered there, we shall provide an opposite example to show that the tracking policy can also be efficient, and, hence, favoured due to the less information it requires to be implemented. The result obtained for the efficiency implies that the tracking policy is AFO. In addition, we discuss a modification of the tracking policy towards the improved efficiency. To the best of the authors' knowledge, the question about the efficiency of translations of fluid optimal policy has not yet been studied intensively. Relevant works include [9] , [17] , [18] , [20] , and [21] , all of which focus on feedback-type translations, with the exception of [9] , which mainly focuses on feedback-type translations, but also has a short discussion on the tracking policy.
The rest of the work is organized as follows. In Section 2 we state the main results, which are verified with two examples in Section 3. Finally, we sum up this work with a conclusion. The proofs of the main statements, alongside some auxiliary lemmas, are given in Appendix A.
Main statements
In this section we shall provide two answers to the question about the efficiency of the tracking policy raised at the end of Section 1. The first answer given in Theorem 1 below corresponds to the general case, where we do not impose extra assumptions on the parameters of the network; the second answer given in Theorem 2 below looks more interesting, but is based on some extra assumptions.
Let us start with a lemma, giving the form of the optimal control policy for the fluid model, following which the main notation used in this section, in addition to those given in Section 1, can be introduced.
Lemma 1.
There is an optimal policy u * (t) for fluid model (1) Owing to the form of the tracking policy U * (see (2) ) and our standing assumption about independence mentioned in Section 1, for all l = 1, 2, . . . , L, we refer to files of type l as the lth (Markovian) 'queue'.
. . , L and i = 1, 2, . . . , N be the potential service rate of the lth queue on the ith subinterval.
Efficiency of the tracking policy for the general case
Now we are in the position to state the following theorem.
Theorem 1. Let us set
γ := max i=1,...,N, l=1,...,L {λ l , i µ l } andT := max i=1,...,N {T i − T i−1 }.
For any fixed initial state and network configuration, the above quantities are fixed. Then
In particular, lim n→∞ | nŴ −ŵ| = 0.
It will be confirmed by an example in Section 3 that, as far as the order is concerned, the obtained O(1/ √ n) is correct and cannot be improved. Given the uniformity in the values of parameters, Theorem 1 does not require extra assumptions on the primary data. Then, with Theorem 1, we say that the efficiency of the tracking policy is O(1/ √ n). It is then interesting to compare the efficiency of the tracking policy with that of the feedback-type translation, as considered in, for example, [17] , [18] , and [20] . There, for an (absorbing) birth-and-death process (or, say, M/M/1 queue), the author(s) considered a feedback-type translation, which was shown to be of efficiency O(1/n). If we consider a corresponding bandwidth-sharing network with only one resource and flow, then Theorem 1 somehow suggests that the tracking policy is in general less efficient than feedback-type translations. This is in line with the result in [9] , where, for a different model, the authors also observed that the tracking policy could be less efficient than feedback-type translations.
On the other hand, suppose that we still consider the simple case of the M/M/1 queue, i.e. the bandwidth-sharing network is of one resource and one flow. In addition, we impose some assumptions on the parameters so that, for the given Y 0 = y(0) > 0, the time horizon T is sufficiently small. Then, with the absorbing case considered in [20] in mind, instead of O(1/ √ n), we might expect | nŴ −ŵ| to converge as fast as O(1/n), because we now count the deviation of the stochastic model from the fluid model for less time. This motivates our study of a preabsorbing case in the next subsection, where the time horizon is small enough so that over it, for each type of file, the fluid model does not reach 0. With the fixed T > 0, satisfying Assumption 1 or not, we can always fix two (deterministic) constants y > 0 and K > 0 such that max l=1,...,L {Y l 0 + λT } ≤ y < K. In fact, below K, as can always be fixed, will be regarded as a sufficiently large constant. In words, Assumption 1 means that T > 0 is so small that over the time horizon, the number of files of any type never reaches either 0 or K in the fluid model. If we view state 0 as 'absorbing' then, naturally, we call a bandwidth-sharing network model a 'preabsorbing' case, if Assumption 1 is satisfied.
Theorem 2. Under Assumption 1,
| nŴ −ŵ| ≤ O 1 n .
Here, the exact expression of the upper boundary estimate (O(1/n)) can be obtained from the primary data by scanning the proof of this theorem.
Theorem 2 implies that the tracking policy can be as efficient as some feedback-type translations, at least for a certain set of parameters. While one way of understanding the better efficiency of the tracking policy in the preabsorbing case has been explained at the end of the last subsection (after Theorem 1), we shall give another intuitive explanation in Section 3.
Examples
Let us illustrate the obtained results via two examples in this section. (2)), we effectively deal with an M/M/1 queue with the arrival and (potential) service rates both equal to nM. Then
where E 0 [ n Y t ] can be computed as follows. For a small enough time increment h, we have, omitting the subscript for the initial position,
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where o(h) stands for a term of order lower than h in the sense that lim h→0 o(h)/ h = 0. This
where the last step is a result of first taking h → 0 and then integrating. Therefore, we have
where, in accordance with [3, Equation (1)] (see also [1, pp. 110-112]), P{ n Y s = 0} = e −2nMs {I 0 (2nMs)+I 1 (2nMs)} with I 0 (2nMs) and I 1 (2nMs) standing for the modified Bessel functions of the first kind of orders 0 and 1 at 2nMs, respectively. For the convenience of numerical evaluations, let us set M = T = 1 (for simplicity), and recall thatT = γ = N = 1. Then the difference between our upper boundary estimate and the actual accuracy given by (3) is plotted in the Figure 1 , and the ratio of our estimate against the actual accuracy is given in Figure 2 we see that our estimate is a rather rough estimate. In particular, Figure 2 suggests that the convergence happens around thirty times faster than estimated. In fact, when n = 10 000, the ratio of our estimate against the actual accuracy is about 32, and, when n = 100 000 000, the ratio is also around 32. On the other hand, Figure 3 shows that the actual rate of convergence is of order O(1/ √ n), which is exactly our estimate. This says, given the uniformity in parameters as in Theorem 1, that we do not have convergence faster than O(1/ √ n).
Let us mention three reasons for the simple settings of Example 2.
The first reason is to have a simple expression for P{ n Y s = 0} and, thus, for the actual rate of convergence (accuracy). In fact, according to [3] , for an arbitrary initial state n 0 ∈ Z + , Bandwidth-sharing networks 99 denoting by ρ := λ/µ the traffic intensity for the standard M/M/1 queue, we have
which is difficult to evaluate. Other alternative formulae, though available (see, e.g. [26, Section 1]), are also rather complicated. In addition, when there are at least two subintervals, we deal with a time-dependent M/M/1 queue, for which the transient probability is provided in [30] , as a solution to some Volterra-type integral equation, making it very difficult to evaluate also. After all, even in our simplified setting, the obtained expression for E[
is still not of a very simple form. However, at least it is easy to compute its numerical values.
The second reason is that this simple setup itself is interesting and typical. Suppose now that we modify the primitives of the above example by letting n Y 0 = nY 0 > 0 and T = Y 0 /M, while we keep all the other primitives unchanged. Then, for the fluid model, obviously, u * given by u * (t)
is optimal, because, under it, the fluid model decreases at the fastest rate to 0 at T /2 and stays at 0 from T /2 to the end of the horizon. Therefore, on [T /2, T ), we have exactly the situation as in the above example. On the other hand, under the tracking policy U * , the (scaled) stochastic model can be viewed as a time-dependent M/M/1 queue. As we increase the scaling parameter n, because the trajectory converges (see [4] - [7] and [14] ) at T /2, we are likely to end up with the stochastic model starting with initial state close to 0 as well as a unit traffic intensity, which, as we have seen in the above example, will result in the rate of convergence O(1/ √ n). This also explains another piece of intuition for avoiding the fluid model reaching 0 in the preabsorbing case (see Subsection 2.2).
Thirdly, in Example 2 if we modify the tracking policy via U * modified ( n Y t , t) = 1{ n Y t > 0} (compared to U * ( n Y t , t) = Figure 4 is produced by simulations using MATLAB ® , with the diamond symbols standing for the actual accuracy (on a log scale). The solid line (against log n) is the best fitted line coming from the least squares method. In the simulations, for each fixed scaling parameter n, we simulate one hundred trajectories, and, thus, obtain one hundred cost values, whose sample mean is then taken as the estimate for nŴ modified . Here we set T = M = 1 for numerical evaluations as above. The slope of the best fitted line is approximately −1, suggesting the improved efficiency (compared to the slope of − This so-called linear bandwidth-sharing network has been studied intensively in [27, Chapter 5] (see also [28] The vertical axis gives the accuracy (on a log scale), and the horizontal axis gives the scaling parameter (on a log scale), n, ranging from 1 to 61 in increments of 5. The sample size is 100. 2) . Furthermore, the fact that u * is piecewise constant confirms Lemma 1. Trivial calculations result inŵ = 44. Unfortunately, the calculation for nŴ tends to be overwhelmingly difficult. However, Figure 5 , with the slope of the line in it being approximately −0.5, obtained from simulations, confirms the efficiency of O(1/ √ n). The simulations are carried out using MATLAB in the same way as explained at the end of Example 2, and, thus, we shall omit the explanations to avoid repetition. Here we would like to mention that, under u * , files of type 1 in the fluid model will reach 0 at t = 1 and stay there for the rest of the horizon with the unit traffic intensity, while files of the other two types never reach 0 on the horizon. This accounts for the order of O(1/ √ n) (compared with Example 2). In fact, with the slope of the line in it being approximately −1, Figure 6 suggests that | nŴ 2 −ŵ 2 | is of order O(1/n), confirming Theorem 2. The actual accuracy on a log scale for the files of type 2 for the example of the linear bandwidthsharing network. The vertical axis gives the accuracy (on a log scale), and the horizontal axis gives the scaling parameter (on a log scale), n, ranging from 1 to 61 in increments of 5. The sample size is 1500.
Conclusion
To sum up, in this work we have studied the efficiency of the tracking policy for the bandwidth-sharing network model. While it was known for some other networks in the literature that the tracking policy is AFO, its efficiency, to the best of the authors' knowledge has not been studied intensively. Indeed, [9] is the only work we know that contains a short discussion on that topic. We have shown, in terms of explicit upper boundary estimates for the rate of convergence for performance functionals, that the tracking policy could be as efficient as or less efficient than the feedback-type translation, depending on the parameters of the underlying fluid model. In particular, our result is in favour of the tracking policy over the feedback-type translations, at least for short enough time horizons, owing to its good efficiency as well as to the small amount of required information. The current work contributes new insights about the accuracy of fluid approximations. It appears that the existing knowledge on the accuracy of fluid approximations is very scarce and needs significant development. We hope that the present work becomes an important step in this development. Here T denotes the vector (T , . . . , T ), and we similarly understand s below. Therefore, by ignoring the uncontrolled terms in the above expression, fluid model (1) is equivalent to considering
as the objective function. Now we note that ( s − T )M, , and Z, being respectively linear, constant, and constant, are respectively piecewise analytic, piecewise linear, and piecewise constant on [0, T ], and the problem has a feasible region, nonempty and bounded, which altogether validate [22, Theorem 3.3] , implying that the optimal control for the fluid model 
A.2. Proof of Theorem 1
Let us recall that in this proof, though we do not indicate them explicitly, u * and U * are the fixed policies under consideration. Then, in addition to our standing assumption of independence made in Section 1, we also observe that
meaning that, under the fixed U * and u * , we could effectively deal with only one 'queue', and apply the same approach to the others. Therefore, from now on we shall focus on files of type l, and, consequently, we have two one-dimensional processes, {y l (t), 0 ≤ t ≤ T } and 
as required. t is the free process and nX t is the unused capacity process. This representation was also adopted in [14] . See also [16] and [24, Chapter 9] . The solution to this onedimensional Skorokhod problem is well known (see [14, 
where the second term in the last expression is clearly not larger than x t − y t T 1 . Furthermore, the mapping ϕ is homogeneous in the sense that, for any x s ∈ D[0, ∞), ϕ(nx s ) = nϕ(x s ) (see [14, Appendix A] ). Definex(t) = y(0) + (λ − 1 µ)t, the deterministic analogue of nX t . We can write down the Skorokhod problem for the fluid model as well. Then we have
where the first equality and inequality are due to the homogeneity and Lipschitz continuity of ϕ, and the last inequality follows from the definitions of γ andT . Note also that the first term in (4) vanishes, because n Y 0 = nY 0 = ny(0) by definition (see Section 1).
Remark 1.
In the proof of Lemma 3, it was assumed that 1 µ l > 0. Even if this fails to hold, the same result still holds, as then the term in (5) will be absent. Proof. Clearly, the statement holds for i = 1. Now arguing similarly as in the proof of Lemma 3, we have, for files of type l on the second subinterval, 1 , where the extra D 1 comes from the first term in (4) . Here D 1 is accumulated as we consider future intervals, and the statement thus follows. The uniformity in l follows from the universal maximality of γ andT , defined in the statement of Lemma 3.
Corollary 1. For all
Proof of Theorem 1. According to Corollary 1, we have
Note that the above estimate is uniform in l. Now
where the interchange of integrals is by Fubini's theorem. Note that in the inequality lines, we set the lower limit and upper limit of the two integrals to be C/ √ n in order to get the fastest possible convergence of order O(1/ √ n), and set C = 6 N(N + 1)γT for the same reason.
A.3. Proof of Theorem 2
Let us introduce some additional notation to be used in this subsection. We shall defineŵ l and nŴ l to be the lth summands ofŵ and nŴ , i.e.ŵ l = 
. Again, the indications of control policies are omitted, as they are fixed. Define, for t < T ,
We shall modify w l such that it becomes null for all its state arguments larger than K, i.e. we define v l (x, t) := w l (x, t) 1{x ≤ K}. In this subsection we are in the framework of Theorem 2.
Lemma 4.
There exist an n-independent positive constant C l and positive function l such that, for any ε > 0,
Proof. In this proof, it is convenient to omit the subscript indicating the initial position, so that we simply write P instead of P n Y l 0 . Under the tracking policy (see also Lemma 1), the process n Y l t is stationary on subintervals [0,
Moreover, on each subinterval, the process has arrival and potential services which are both renewal processes. Consider now the first subinterval. By Theorem 3.1 of [4] we have an n-independent positive constant 1 C l and positive function 1 l such that
In particular, we have
Furthermore, Chen [4] showed that, for nỸ l t := Y l nt /n and nỸ 0 := nY 0 ,
However, Mandelbaum and Pats [14, Section 4.4] showed that nỸ l t = n Y l t /n almost surely (see also [6 Proof of Lemma 5. We shall omit the index l = 1, . . . , L for brevity, and, thus, simply write w instead of w l , and so on throughout this proof. Hopefully, this abuse of notation will not lead to confusion. Clearly, all the assertions hold trivially for the case of only one subinterval, i.e. N = 1. Moreover, it is not hard to see that parts (b) and (c) follow from part (a) and the definition of v l . Therefore, let us verify part (a) only for the case in which N ≥ 2, by induction.
Consider the case in which N = 2, i.e. the case of only two subintervals and, thus, T 2 = T . Let us calculate w(y, t) and its partial derivatives. Suppose that t ∈ [T 1 , T ). Then we havẽ y t = y andỹ s = y + (s − t)(λ − 2 µ) if s ∈ [t, T ), leading to w(y, t) = 
