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MULTI-DIMENSIONAL WEYL MODULES
AND SYMMETRIC FUNCTIONS
B. FEIGIN, S. LOKTEV
Abstract. The Weyl modules in the sense of V. Chari and A. Pressley ([CP]) over the current Lie algebra on
an affine variety are studied. We show that local Weyl modules are finite-dimensional and generalize the tensor
product decomposition theorem from [CP].
More explicit results are stated for currents on a non-singular affine variety of dimension d with coefficients in the
Lie algebra slr. The Weyl modules with highest weights proportional to the vector representation one are related
to the multi-dimensional analogs of harmonic functions. The dimensions of such local Weyl modules are calculated
in the following cases.
For d = 1 we show that the dimensions are equal to powers of r. For d = 2 we show that the dimensions are
given by products of the higher Catalan numbers (the usual Catalan numbers for r = 2). We finally formulate a
conjecture for an arbitrary d and r = 2.
Introduction
Let M be a complex affine variety, let g be a semisimple Lie algebra. By gM denote the Lie algebra of currents
on M . For any point Z ∈ M we have the evaluation homomorphism gM → g taking value at Z. So for any
representation π of g we can define the evaluation representation π(Z) of gM .
Now let π1, . . . , πn be irreducible representations of g and let Z1, . . . ,Zn be points on M . Suppose that the
points Zi are pairwise distinct. Then π1(Z1)⊗ · · ·⊗ πn(Zn) is an irreducible representation of gM . Fix the highest
weight vectors vi ∈ πi. Then the vector v = v1 ⊗ · · · ⊗ vn is cyclic, therefore
π1(Z1)⊗ · · · ⊗ πn(Zn) ∼= U(g
M )/I(π1, . . . , πn;Z1, . . . ,Zn),
where I(π1, . . . , πn;Z1, . . . ,Zn) is the left ideal annihilating v. So we have a familyN of ideals labeled byM×· · ·×M
without diagonals.
Let N˜ be the closure of N in the space of all left ideals in U(gM ). Then N˜ is an algebraic variety (in most cases
singular). Quotients of U(gM ) by the corresponding ideals form a bundle ξ on N˜ of dimension dim(π1) · · · dim(πn).
The case M = C, g = sl2 is completely studied in [FF]. Here the limits of ideals are unique and the fiber over
(0, . . . , 0) is isomorphic to the fusion product introduced in [FL]. Now suppose that all the representations are
2-dimensional. Then N˜ is just the n-th symmetric power of C and the fusion product is universal in the following
sense. It is the maximal finite-dimensional module generated by the vector v such that
(e ⊗ P ) v = 0, (h⊗ P ) v = nP (0) · v,
where P is a polynomial, and e, h, f constitute the standard basis in sl2. Following [CP] we call such representations
Weyl modules.
We expect that for M = Cd, g = sl2 and 2-dimensional representations the variety N˜ is a general locus in the
Hilbert scheme of n-points on Cd. So there is the canonical projection θ : N˜ → Sn(Cd). By N˜0 denote the special
fiber θ−1(0, . . . , 0). Then we expect that the space of sections of the 2d-dimensional bundle ξ on N˜0 has the same
universality property.
Note that both facts can be derived for d = 2 from the recent results of M. Haiman ([H]). It gives a very powerful
instrument to study fusion and Weyl modules over two-dimensional currents.
In this paper we concentrate on the Weyl module side of this picture. In Section 1 we extend the notion of
Weyl modules. Namely we define the global Weyl module corresponding to a commutative algebra with unit, a
semisimple Lie algebra and a weight, as well as the local Weyl module corresponding to the data above and a set
of points on Spec A. We show that local Weyl modules are finite-dimensional and generalize the tensor product
theorem ([CP]) for them. In Section 2 we generalize the symmetric power construction proposed in [CP]. In
Section 3 we apply the results of [H] to investigation of Weyl modules over two-dimensional currents and state a
conjecture for the general case.
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1. Some generalities
1.1. Notation and integrability. Let g be a semisimple Lie algebra of rank r. Choose a Cartan subalgebra h
and Borel subalgebras b = b+ and b−. Denote their nilpotent radicals by n+ and n− respectively.
By Q ⊂ h∗ denote the root lattice, by P ⊂ h∗ denote the weight lattice. Let α1, . . . , αr ∈ Q be the simple
roots, let ω1, . . . , ωr ∈ P be the simple weights. Denote the correspondent Chevalley generators by e1, . . . , er ∈ n+,
h1, . . . , hr ∈ h and f1, . . . , fr ∈ n−. Let Q+ ⊂ Q be the cone of positive roots, that is the set of linear combination
of simple roots αi with non-negative integer coefficients.
Definition 1. We say that a g-module V is integrable if there exists a finite subset D ⊂ P such that
V =
⊕
µ∈D
V µ,
where any h ∈ h acts on V µ by the scalar µ(h).
Note that for our purposes we do not require V µ to be finite-dimensional. Similar to the case of finite-dimensional
weight spaces (see [K]) it actually implies that V is a possibly infinite sum of finite-dimensional representations.
Proposition 1. There is the action of the Weyl group on the weights of integrable representations.
Proof. It is enough (see [K]) to introduce the action of the operators
si = exp(fi) exp(−ei) exp(fi)
corresponding to simple reflections. These operators are well-defined on an integrable representation because the
action of ei and fi is nilpotent. So similar to the case of finite-dimensional representations it defines the action of
the Weyl group on the weights. 
Also we consider the following class of representation.
Definition 2. Given a weight λ ∈ h∗ we say that a g-module V is λ-bounded if
V =
⊕
µ∈λ−Q+
V µ,
where any h ∈ h acts on V µ by the scalar µ(h).
This definition is related to the definition of the category O (see [K]). Namely any representation from the
category O is by definition a direct sum of λi-bounded modules for some λ1, . . . , λN ∈ h∗ with finite-dimensional
weight spaces.
Proposition 2. Any λ-bounded g-module has the maximal integrable quotient.
Proof. Suppose that a module V =
⊕
V µ is λ-bounded. By w0 ∈ W denote the highest length element, so
w0(Q+) = −Q+. Let V ′ be the submodule of V generated by V µ such that µ 6∈ w0(λ)+Q+. Introduce the module
V int = V/V ′. As the intersection of λ−Q+ and w0(λ) +Q+ is finite, the module V int is integrable.
Now let U be an integrable quotient of V . Let us show that U is indeed a quotient of V int.
As U is a quotient of V we have Uµ = 0 if µ 6∈ λ − Q+. Then Proposition 1 implies that Uµ = 0 if µ 6∈
w0(λ −Q+) = w0(λ) +Q+. Therefore the image of V ′ in U is zero, so U is a quotient of V int. 
Let us say that a module with a certain property is maximal if any other module with this property is a quotient
of the given one.
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1.2. Weyl modules. Let A be a commutative algebra with unit. Generalizing [CP] we define a family of repre-
sentations of the Lie algebra g⊗A.
Definition 3. For λ ∈ h∗ define the global Weyl module WA(λ) as the maximal g⊗ 1-integrable module generated
by the vector vλ such that
(1) (n+ ⊗ P ) vλ = 0, (h⊗ 1) vλ = λ(h) · vλ for h ∈ h, P ∈ A.
In particular if A = C[x, x−1] then WA(λ) ∼=W (λ) in the terms of [CP].
Proposition 3. The global Weyl module WA(λ) exists.
Proof. Let bA ⊂ g⊗A be the subalgebra spanned by n+ ⊗A and h⊗ 1. Then the induced module
MA(λ) = Ind
g⊗A
bA
vλ
is the maximal module generated by vλ.
As MA(λ) is generated by vλ under the action of U(b−⊗A), the module MA(λ) is λ-bounded. So we can define
WA(λ) as the maximal integrable quotient of MA(λ).
Concerning the universality property, any integrable module generated by vλ is an integrable quotient of MA(λ)
and therefore a quotient of the constructed module WA(λ). 
Lemma 1. We have WA(λ) 6= 0 if and only if λ is dominant.
Proof. Note that vλ can generate an integrable module only for a dominant λ.
On the other hand, suppose λ is dominant. Let πλ be the irreducible representation of g with highest weight
λ, let v be its highest weight vector. Then πλ ⊗ A is an integrable module over g ⊗ A and v ⊗ 1 satisfies the
conditions (1). So WA(λ) has a non-trivial quotient πλ ⊗A, therefore WA(λ) 6= 0. 
Now regard A as the algebra of functions on an affine variety M (possibly singular). Actually points on M are
just ideals in A of codimension one.
Now suppose that λ is dominant. Then the coordinates λi = λ(hi) are non-negative integers. A set of points
Z
(i)
j ∈M (not necessarily distinct) indexed as follows:
{Z}λ =
(
{Z
(1)
j }j=1...λ1 , . . . , {Z
(r)
j }j=1...λr
)
we call a λ-multiset.
Definition 4. Let λ = (λ1, . . . , λr) ∈ h
∗ be a dominant weight, let {Z}λ be a λ-multiset. Define the local Weyl
module WM ({Z}λ) as the maximal g⊗ 1-integrable module generated by the vector v{Z}λ such that
(2) (n+ ⊗ P ) v{Z}λ = 0, (hi ⊗ P ) v{Z}λ =
λi∑
j=1
P
(
Z
(i)
j
)
· v{Z}λ for i = 1 . . . r, P ∈ A.
In particular ifM = C∗, A = C[x, x−1] thenWM ({Z}λ) ∼=W (π) in the terms of [CP] for πi(u) =
∏
j
(
1− u/Z
(i)
j
)
.
In general case this definition is motivated by Theorem 5 from Section 2.
Proposition 4. The local Weyl module WM ({Z}λ) exists and can be obtained as a quotient of the global Weyl
module WA(λ).
Proof. Similarly to Proposition 3 one can define WM ({Z}λ) as the maximal integrable quotient of the induced
module
MM ({Z}λ) = Ind
g⊗A
b⊗A v{Z}λ .
As bA acts on v{Z}λ in the same way as on vλ, the universality property implies that WM ({Z}λ) is a quotient
of WA(λ). 
Proposition 5. We have WM ({Z}λ) 6= 0.
Proof. With any Z ∈ {Z}λ we associate the weight λZ such that hi(λZ) is the multiplicity of Z in {Z
(i)
j }j=1...λi .
For Z ∈ M and a representation π of g let π(Z) be the evaluation representation of g ⊗ A at Z. Namely
π(Z) = π ⊗ (A/I(Z)), where I(Z) is the maximal ideal corresponding to the point Z.
By πµ denote the irreducible representation with highest weight µ. Then the representation⊗
Z∈{Z}λ
πλZ (Z)
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is integrable and the product of highest weight vectors satisfies (2). So WM ({Z}λ) has a non-trivial quotient,
therefore WM ({Z}λ) 6= 0. 
At last note that the action of the Weyl group restricts weights of the Weyl modules as follows.
Lemma 2. We have WA(λ)
µ 6= 0 only for µ ∈
⋂
w∈W
w(λ −Q+), and the same statement for WM ({Z}λ).
Proof. We just combine the observation that WA(λ) and WM ({Z}λ) are λ-bounded and the action of the Weyl
group on their weights. 
1.3. The Local Weyl modules are finite-dimensional.
Lemma 3. We have WA(λ)
λ−Nαi 6= 0 only for 0 ≤ N ≤ λi, and the same statement for WM ({Z}λ).
Proof. It follows from Lemma 2. For N < 0 we have λ−Nαi 6∈ λ−Q+, for N > λi we have λ−Nαi 6∈ si(λ−Q+),
where si is the simple reflection. 
Let I({Z}λ) be the ideal in A of functions with zeroes at all Z
(i)
j . In order to get multiple zeroes we consider
the powers Is({Z}λ).
Proposition 6. Elements of fi ⊗ Iλi({Z}λ) act on v{Z}λ by zero.
Proof. The ideal Iλi({Z}λ) is spanned by decomposable elements, that is by products of λi elements of I({Z}λ).
So it is enough to prove that if P = P1 · · ·Pλi for Pi ∈ I({Z}λ) then (fi ⊗ P ) v{Z}λ = 0.
From Lemma 3 it follows that (fi ⊗ 1)λi+1v{Z}λ = 0. Then using Proposition 16 (see Appendix) we have
0 = (ei ⊗ P1) · · · (ei ⊗ Pλi) · (fi ⊗ 1)
λi+1v{Z}λ = C · (fi ⊗ P ) v{Z}λ ,
where the coefficient C 6= 0. 
Proposition 7. For a large enough integer N the ideal g⊗ IN ({Z}λ) acts on WM ({Z}λ) by zero.
Proof. Note that the Lie subalgebra n− is generated by fi, i = 1 . . . r. So n− is spanned by a finite number of
elements x(i1,...,is) = ad (fi1) · · · ad (fis−1) fis . Let us take
N ≥ max
(i1,...,is)
x(i1,...,is)
6=0
(λi1 + · · ·+ λis).
Then for a decomposable P ∈ IN ({Z}λ) and (i1, . . . , is) such that x(i1,...,is) 6= 0 we have P = P1 · · ·Ps, where
Pj ∈ I
λij ({Z}λ). From Proposition 6 we have (fij ⊗ Pj) v{Z}λ =0, so
(x(i1,...,is) ⊗ P ) v{Z}λ =
(
ad (fi1 ⊗ P1) · · · ad (fis−1 ⊗ Ps−1)(fis ⊗ Ps)
)
v{Z}λ = 0.
It means that n− ⊗ I
N ({Z}λ) acts on v{Z}λ by zero.
As b+ ⊗ I({Z}λ) acts on v{Z}λ by zero and g = b+ ⊕ n−, we have (g⊗ I
N ({Z}λ)) v{Z}λ = 0. Finally note that
g⊗ IN ({Z}λ) is an ideal in the Lie algebra g⊗A, so we have the statement of the proposition. 
Theorem 1. The local Weyl module WM ({Z}λ) is finite-dimensional.
Proof. Recall thatWM ({Z}λ) is generated by v{Z}λ under the action of n−⊗A, in other words we haveWM ({Z}λ) =
U(n− ⊗A) v{Z}λ . From Proposition 7 we have that WM ({Z}λ) = U
(
n− ⊗A/IN({Z}λ)
)
v{Z}λ for a certain N .
Now let us deduce from integrability that there exists an integer n such that x1 · · ·xs v{Z}λ = 0 in WM ({Z}λ)
for s > n and any xi ∈ n− ⊗A.
Let ρ∨ be the element of h such that ρ∨(αi) = 1 for i = 1 . . . r. As WM ({Z}λ) is integrable, the set of values of
ρ∨ on weights ofWM ({Z}λ) is finite. Suppose that x1 · · ·xs v{Z}λ 6= 0, let µ be its weight. Then ρ
∨(µ) < ρ∨(λ)−s.
So s is not greater than the maximal difference between ρ∨(λ) and ρ∨(µ), where µ is a weight of WM ({Z}λ).
Now we have
WM ({Z}λ) = U
≤n
(
n− ⊗A/I
N ({Z}λ)
)
v{Z}λ .
As the Lie algebra n− ⊗A/I
N ({Z}λ) is finite-dimensional, this space is also finite-dimensional. 
MULTI-DIMENSIONAL WEYL MODULES AND SYMMETRIC FUNCTIONS 5
1.4. Tensor product decomposition. For two multisets {Z}λ and {Z ′}λ′ define the union multiset
{Z ∪ Z ′}λ+λ′ =
(
{Z
(1)
j } ∪ {(Z
′)
(1)
j }, . . . , {Z
(r)
j } ∪ {(Z
′)
(r)
j }
)
.
Lemma 4. We have an isomorphism of 1-dimensional representations of b⊗A
v{Z∪Z′}λ+λ′
∼= v{Z}λ
⊗
v{Z′}λ′ .
Proof. It follows from the definition (2). 
Proposition 8. Let AN{Z}λ = A/I
N
{Z}λ
. Suppose that Z
(i)
j 6= (Z
′)
(i′)
j′ for all i, j, i
′, j′. Then we have an
isomorphism of algebras
AN{Z∪Z′}λ+λ′
∼= AN{Z}λ
⊕
AN{Z′}λ′ .
Proof. From the Hilbert Nullstellensatz we have that IN{Z∪Z′}λ+λ′
= IN{Z}λ ∩ I
N
{Z′}λ′
and that IN{Z}λ + I
N
{Z′}λ′
= A.
Then the direct sum of the natural projections
A→ AN{Z}λ
⊕
AN{Z′}λ′
is surjective and its kernel is equal to IN{Z∪Z′}λ+λ′
. 
Theorem 2. Suppose that Z
(i)
j 6= (Z
′)
(i′)
j′ for all i, j, i
′, j′. Then we have an isomorphism of g⊗ A-modules
WM ({Z ∪ Z
′}λ+λ′) ∼=WM ({Z}λ)
⊗
WM ({Z
′}λ′).
Proof. By Lemma 4 we have that the product WM ({Z}λ)
⊗
WM ({Z ′}λ′) is a quotient of WM ({Z ∪Z ′}λ+λ′). Let
us show the equality of their dimensions.
Right now we know that the dimension of WM ({Z ∪ Z ′}λ+λ′) is not less than the dimension of the tensor
product. Let us obtain the opposite inequality.
Recall the notation AN{Z}λ = A/I
N
{Z}λ
and consider the corresponding induced module
MNM ({Z}λ) = Ind
g⊗AN{Z}λ
b⊗AN{Z}λ
v{Z}λ .
From Proposition 7 we know that WM ({Z}λ) is a quotient of MNM ({Z}λ) for a sufficiently large N . Moreover as
MNM ({Z}λ) is a quotient of MM ({Z}λ), we have that WM ({Z}λ) is its maximal integrable quotient.
Lemma 4 with Proposition 8 implies that for any positive integer N we have
MNM ({Z ∪ Z
′}λ+λ′) ∼=M
N
M ({Z}λ)⊠M
N
M ({Z
′}λ′).
Here the right hand side is the external tensor product of a g⊗AN{Z}λ-module and a g⊗AN{Z′}λ′ -module.
Now take a sufficiently large N so three our WM -s are quotients of the corresponding M
N
M -s. Then the module
WM ({Z ∪ Z ′}λ+λ′) is a quotient of the tensor product MNM ({Z}λ)⊠M
N
M ({Z
′}λ′).
Concerning the weight subspaces, let us show that the image of MNM ({Z}λ)
µ
⊠MNM ({Z
′}λ′)
µ′ in the quotient
WM ({Z ∪ Z ′}λ+λ′) is zero except a finite number of µ and µ′.
Let D be the set of weights of the module WM ({Z ∪ Z ′}λ+λ′). As this module is integrable, D is finite. Then
the sets
D1 = (λ−Q+)
⋂
(−λ′ +D +Q+), D2 = (λ
′ −Q+)
⋂
(−λ+D +Q+)
are also finite. As the moduleMNM ({Z}λ) is λ-bounded andM
N
M ({Z
′}λ′) is λ′-bounded, the image ofMNM ({Z}λ)
µ
⊠
MNM ({Z
′}λ′)µ
′
in WM ({Z ∪ Z ′}λ+λ′) is zero unless λ− µ ∈ Q+, λ′ − µ′ ∈ Q+ and, of course, µ+ µ′ ∈ D. So it is
not zero only if µ ∈ D1 and µ
′ ∈ D2.
LetMNM ({Z}λ)
′ be the submodule ofMNM ({Z}λ) generated by weight subspacesM
N
M ({Z}λ)
µ with µ 6∈ D1. Con-
sider the quotient WNM ({Z}λ) =M
N
M ({Z}λ)/M
N
M ({Z}λ)
′. Let WNM ({Z
′}λ′) be the similar quotient ofMNM ({Z
′}λ′)
with weights in D2. Then we know that the module WM ({Z ∪Z ′}λ+λ′) is a quotient of WNM ({Z}λ)⊠W
N
M ({Z
′}λ′).
Because the sets D1 and D2 are finite, the modules W
N
M ({Z}λ) and W
N
M ({Z
′}λ′) are integrable. Then the
universality property implies that the moduleWM ({Z∪Z ′}λ+λ′) is indeed a quotient ofWM ({Z}λ)⊠WM ({Z ′}λ′).
So
dim
(
WM ({Z}λ)
⊗
WM ({Z
′}λ′)
)
≥ dimWM ({Z ∪ Z
′}λ+λ′),
that completes the proof. 
Corollary 1. Suppose that M is non-singular of dimension d. Then any local Weyl module is isomorphic as a
vector space to the tensor product of modules WCd({0}λi) for some dominant λ
1, . . . , λs.
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Proof. By Theorem 2 it is enough to describe WM ({Z}λ) when {Z}λ contains only one point Z ∈M . In this case
I({Z}λ) is the ideal IZ of functions with zero at Z. By Proposition 7 we know that starting from a certain N
WM ({Z}λ) depends only on A/I
N({Z}λ). And the algebra A/I
N
Z is the same for any non-singular point on any
affine variety of given dimension. 
To proceed with a singular variety M we need also to describe local Weyl modules at singular points.
2. The symmetric power construction
Here we generalize the results of Section 6 in [CP]. Our proofs are based on the following lemma.
Lemma 5. Let X be a vector space with a basis vi, i ∈ I. Suppose that the set I is partially ordered such that any
chain i1 > i2 > i3 > . . . is finite.
(i) Let {ui}, i ∈ I, be a set of vectors such that each uj is the sum of vj and a linear combination of vi with
i < j. Then the set {ui} is a basis of X.
(ii) Let Y ⊂ X be a subspace. Suppose we have a subset J ⊂ I such that for any j ∈ J the vector vj plus a
linear combination of vi with i < j belongs to Y . Then the images of vectors vi for i 6∈ J span X/Y .
Proof. To prove (i) it is enough to show that each vj is a linear combination of ui as well. The vector vj is equal
to uj plus (maybe) a linear combination of some vj′a with j
′
a < j. Similarly each vj′a is equal to uj′a plus (maybe)
a linear combination of some vj′′
ab
with j′′ab < j
′
a and so on. As any decreasing chain is finite, this procedure is also
finite, and the result is a linear combination of ui.
To show (ii) let us take ui = vi for i 6∈ J and ui = vi + · · · ∈ Y for i ∈ J . Then by (i) the set {ui} is a basis, so
any vector from X is a linear combination of some vi for i 6∈ J and a vector from Y . 
2.1. The sl2 case. For g = sl2 let us write e, h, f instead of e1, h1, f1.
Let V be the vector (2-dimensional) representation of sl2. Then the vector space LA(V ) = V ⊗ A inherits the
action of sl2 ⊗A. Following [CP] we consider the symmetric powers Sn (LA(V )).
Choose a basis {u, v} in V such that hv = v, hu = −u. Then we can decompose Sn (LA(V )) into eigenspaces of
h⊗ 1.
Proposition 9. We have
Sn (LA(V )) ∼=
n⊕
i=0
Sn (LA(V ))
n−2i
, where Sn (LA(V ))
n−2i ∼= Si(A)
⊗
Sn−i(A) for i = 0 . . . n
and h⊗ 1 acts on Sn (LA(V ))
s
by the scalar s.
Proof. We have
Sn (LA(V )) ∼= S
n
(
(u⊗A)
⊕
(v ⊗A)
)
∼=
n⊕
i=0
Si(u⊗A)
⊗
Sn−i(v ⊗A) ∼=
n⊕
i=0
Si(A)
⊗
Sn−i(A).

Let
v(n) = (v ⊗ 1)
⊗
· · ·
⊗
(v ⊗ 1).
This vector is cyclic in the module Sn (LA(V )). Now choose a basis {Pi} in A such that P1 = 1. To avoid
cumbersome notation let us write gPi instead of g ⊗ Pi and g instead of g ⊗ 1 for g ∈ sl2.
Proposition 10. Monomials
fPj1 · · · fPji · hPji+1 · · · · · hPjn v
(n), j1 ≥ · · · ≥ ji, ji+1 ≥ · · · ≥ jn, i = 0 . . . n
form a basis in Sn (LA(V )).
Proof. By definition the elements
sij1,...,jn = Sym
(
(u ⊗ Pj1)
⊗
· · ·
⊗
(u⊗ Pji)
⊗
(v ⊗ Pji+1)
⊗
· · ·
⊗
(v ⊗ Pjn)
)
for j1 ≥ · · · ≥ ji, ji+1 ≥ · · · ≥ jn and i = 0 . . . n form a basis of Sn (LA(V )).
Introduce the partial order on the vectors (j1, . . . , jn) that compares the number of jk equal to one for k > i:
(j1, . . . , jn) > (j
′
1, . . . , j
′
n) if |{k > i|jk = 1}| < |{k > i|j
′
k = 1}| .
Clearly it satisfies the condition of Lemma 5.
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Then we have
fPj1 · · · fPji · hPji+1 · · ·hPjn v
(n) = n! · sij1,...,jn + lower terms,
where lower terms are given by a linear combination of si
j′1,...,j
′
n
with (j′1, . . . , j
′
n) < (j1, . . . , jn). Namely the main
term appears when the factors in the left hand side are applied to pairwise distinct factors of v(n), and lower terms
appear when some factors in the left hand side are applied to the same factor of v(n).
By Lemma 5 (i) we have the statement of the proposition. 
Proposition 11. The global Weyl module WA(nω) is spanned by elements
(3) fPj1 · · · fPji · hPji+1 · · ·hPjn vnω , j1 ≥ · · · ≥ ji, ji+1 ≥ · · · ≥ jn, i = 0 . . . n.
Proof. The PBW Theorem and Lemma 3 imply that WA(nω) is spanned by elements
(4) mij1,...,js = fPj1 · · · fPji · hPji+1 · · ·hPjs vnω , j1 ≥ · · · ≥ ji, ji+1 ≥ · · · ≥ js, i ≤ n.
We need to show that this is still true under the restriction s ≤ n. Then by setting js+1 = · · · = jn = 1 (that is
Pj = 1 for j > s) we obtain the statement of the proposition.
Now fix the grading, that is fix the integer i. Introduce the partial order
(j1, . . . , js) > (j
′
1, . . . , j
′
s′) if s > s
′ or (s = s′ and |{k ≤ i|jk = 1}| < |{k ≤ i|j
′
k = 1}|) .
Clearly it satisfies the condition of Lemma 5.
To show that the monomials (3) span WA(nω) let us just obtain the monomials (4) with s > n as the highest
terms of some relations in WA(nω).
As eP · vnω = 0 for all P ∈ A, we have
eP ·mij1,...,js =
i∑
k=1
fPj1 . . . fPjk−1fPjk+1 . . . fPjih(PPjk)hPji+1 . . . hPsvnω + lower length terms,
where lower length terms are given by a linear combination of mi
′
j′1,...,j
′
s′
with s′ < s. Therefore we have
(5) ePji+1 · · · ePjs · f
s−i · fPj1 · · · fPji vnω = (s− i)!m
i
j1,...,js
+ lower terms,
where lower terms are given by a linear combination of mi
′
j′1,...,j
′
s′
with (j′1, . . . , j
′
s′) < (j1, . . . , js).
Now let s > n. Then from Lemma 3 we have f s−i · fPj1 · · · fPji vnω = 0, therefore the left hand side of (5) is a
relation in WA(nω) and m
i
j1,...,js
is the highest term of this relation.
Let X be the formal span of monomials (4) and let Y be the kernel of the natural map X → WA(nω). Then
Lemma 5 (ii) implies the statement of the proposition. 
Theorem 3. We have the natural isomorphism of sl2 ⊗A-modules
WA(nω) ∼= S
n (LA(V )) .
Proof. Note that v(n) satisfies (1), and that Sn (LA(V )) is generated by v
(n). Then from the universality property
we have the surjective map WA(nω) → Sn (LA(V )) sending vnω to v(n). Propositions 10 and 11 imply that this
map is an isomorphism. 
Note that the action of A on itself gives us the action of Sn(A) on Sn (LA(V )) commuting with the action of
sl2 ⊗A. For a multiset {Z}nω define the ideal
J{Z}nω =
{
R ∈ Sn(A)
∣∣∣R (Z(1)1 , . . . ,Z(1)n
)
= 0
}
.
Theorem 4. For any nω-multiset {Z}nω we have the natural isomorphism of sl2 ⊗A-modules
WM ({Z}nω) ∼= S
n (LA(V )) /J{Z}nω · S
n (LA(V )) .
Proof. From Theorem 3 and the universality property we have a surjective map Sn (LA(V ))→WM ({Z}nω) sending
v(n) to v{Z}nω .
First let us show that the image of J{Z}nω ·S
n (LA(V )) under this map is zero. As the action of S
n(A) commutes
with the action of g⊗A, it is enough to show that the image of J{Z}nω · v
(n) is zero.
Note that the tensor algebra T ∗(A) ∼= U(h⊗A) acts on v(n). It defines the surjective map
T ∗(A)→ Sn (LA(V ))
λ ∼= Sn(A) : P1
⊗
· · ·
⊗
Ps → hP1 · · ·hPs v
(n).
As the action of U(h⊗A) commutes with the action of Sn(A), this map is a homomorphism of algebras. Then
we can describe it explicitly observing that the generators P ∈ A = T 1(A) are mapped to Sym(P
⊗
1
⊗
· · ·
⊗
1).
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Now consider the augmentation ε{Z}nω of S
n(A) defined by
ε{Z}nω(R) = R
(
Z
(1)
1 , . . . ,Z
(1)
n
)
.
We can pull it back to the augmentation ǫ{Z}nω of T
∗(A). Then for the generators P ∈ A we have
(6) ǫ{Z}nω(P ) =
n∑
j=1
P
(
Z
(1)
j
)
.
As this is exactly the action of hP ∈ h⊗A on v{Z}nω , the augmentation ideal J{Z}nω acts on the image of v
(n) in
WM ({Z}nω) by zero.
Now we have the surjective map φ : Sn (LA(V )) /J{Z}nω · S
n (LA(V )) → WM ({Z}nω). The module in the left
hand side is generated by the image v′ of v(n) ∈ Sn (LA(V )). Note that v′ satisfies the same conditions (2) as
v{Z}nω , namely e ⊗A acts on v
(n) and therefore on v′ by zero, and h⊗A acts on v′ by the augmentation (6). As
φ(v′) = v{Z}nω , the universality property of WM ({Z}nω) implies that φ is an isomorphism. 
Proposition 12. Any quotient W of WA(nω) such that dimW
nω = 1 is indeed a quotient of WM ({Z}nω) for a
certain nω-multiset {Z}nω.
Proof. Let v be the image of vnω in W . We know that h⊗A acts on v by a certain functional on A, so the tensor
algebra T ∗(A) ∼= U(h⊗A) acts on v by a certain augmentation ǫ.
Note that the defined above map T ∗(A) → Sn(A) is surjective and that its kernel is contained in the augmen-
tation ideal of ǫ. Therefore ǫ is the pull back of a certain augmentation ε of Sn(A). It means that Sn(A) acts on
v by ε. We have ε 6= 0 as the action of 1 ∈ Sn(A) on v is not zero.
So the kernel of ε is a maximal ideal in Sn(A), i.e. a point on Sn(M), that is a set of n points on M (not
necessarily distinct). Denote them by Z
(1)
j , j = 1 . . . n. Then the vector v satisfies the same conditions (2) as
v{Z}nω . Universality property implies the proposition. 
Theorem 5. Let g be an arbitrary semisimple Lie algebra. Then any quotient W of WA(λ) such that dimW
λ = 1
is indeed a quotient of WM ({Z}λ) for a certain λ-multiset {Z}λ.
Proof. Let v be the image of vλ in W . For i = 1 . . . r by sl
(i)
2 denote the subalgebra of g generated by ei, hi, fi.
Let W (i) be the subspace of W generated by v under the action of sl
(i)
2 ⊗A. Then W
(i) satisfies the conditions
of Proposition 12. So hi ⊗ A acts on v according to (2) for a certain set {Z
(i)
j }j=1...λi . Combining these sets for
i = 1 . . . r into a λ-multiset, we obtain the statement of the theorem. 
2.2. Beyond sl2. Let us first consider the case g = slr+1. By eij , fij , 1 ≤ i < j ≤ r + 1 denote the matrix units
corresponding to positive and negative roots respectively.
Let Vr+1 be the vector representation. We can similarly define LN(Vr+1) = Vr+1⊗A and consider the symmetric
powers.
Proposition 13. We have
Sn (LA(Vr+1)) ∼=
⊕
i0+i1+···+ir=n
ij≥0
Sn (LA(Vr+1))
(i0−i1,i1−i2,...,ir−1−ir) , where
Sn (LA(Vr+1))
(i0−i1,i1−i2,...,ir−1−ir) ∼= Si0(A)
⊗
· · ·
⊗
Sir (A)
and hj ⊗ 1 acts on Sn (LA(Vr+1))
(s1,...,sr) by the scalar sj.
Proof. Similar to Proposition 9. 
Theorem 6. We have the natural isomorphism of slr+1 ⊗A-modules
WA(nω1) ∼= S
n (LA(Vr+1)) .
Proof. Similar to Theorem 3. The basis is formed by monomials
(7) (f12Pj11 · · · f12Pj1i1
) · · · · · (f1,r+1Pjr1 · · · f1,r+1Pjrir ) · (h1Pj01 · · ·h1Pj0i0
) v(n), jm1 ≥ · · · ≥ j
m
im
,
with i0 + · · ·+ ir = n.
The analog of Proposition 10 is straightforwardly similar. Repeating the proof of Proposition 11, let us show
that these monomials span the Weyl module.
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By Lemma 2 we have the restriction i1 + · · ·+ ir ≤ n. Let us fix the grading, that is fix the integers i1, . . . , ir
(but not i0). Similarly introduce the partial order comparing i0, and then the number of j
r
k equal to one.
Then each monomial (7) can be obtained as the highest monomial in
(e1,r+1Pj01 · · · e1,r+1Pj0i0
) · f i01,r+1 · (f12Pj11 · · · f12Pj1i1
) · · · · · (f1,r+1Pjr1 · · · f1,r+1Pjrir ) v
(n)
with respect to this order. So for i0 + i1 + · · · + in > n each monomial (7) is the highest monomial of a relation,
therefore by Lemma 5 (ii) the other monomials (7) span the module. For i0 + i1 + · · · + in < n we just set the
additional indexes j0s equal to one. 
Define the action of Sn(A) and the ideal J{Z}nω1 as above.
Theorem 7. For any {Z}nω1 we have the natural isomorphism of slr+1 ⊗A-modules
WM ({Z}nω1) ∼= S
n (LA(Vr+1)) /J{Z}nω1 · S
n (LA(Vr+1))
Proof. Straightforwardly similar to Theorem 4. 
In the case of an arbitrary Lie algebra g the following analog of the conjecture [CP] about global Weyl modules
looks reasonable.
Conjecture 1. Let V (i), i = 1 . . . r be the fundamental representations of g. By v(i) ∈ V (i) denote the highest
weight vectors. Then the module WA(λ) over the algebra g⊗A is isomorphic to the submodule of(
V (1) ⊗A
)⊗λ1⊗
· · ·
⊗(
V (r) ⊗A
)⊗λr
generated by
(
v(1) ⊗ 1
)⊗λ1⊗
· · ·
⊗(
v(r) ⊗ 1
)⊗λr
.
We also expect some results similar to [CK].
3. Case of polynomial algebra
3.1. General case. Recall that by Corollary 1 any local Weyl module on a non-singular variety of dimension d is
isomorphic to the tensor product of some modules WCd({0}λi). Let us describe them for g = slr+1 and the weight
equal to nω1 in more detail.
Let M = Cd, then A = C[x1, . . . , xd]. We will write it as A = C[x], where x = (x1, . . . , xd) ∈ Cd. Also fix the
notation C[x1, . . . ,xn] for the algebra of polynomials in n multivariables (that is in dn usual variables) and the
notation C[x1, . . . ,xn]+ for the ideal of polynomials with zero at the origin.
Note that the symmetric group Σn acts on C[x1, . . . ,xn] by permutation of multivariables. Then the space of
invariants C[x1, . . . ,xn]
Σn generalizes the notion of symmetric polynomials.
Introduce the Frobenius transformation Fr+1n from the Grothendieck ring of the symmetric group Σn to the
Grothendieck ring of slr+1 mapping any Σn-module π to the slr+1-module (V
⊗n
r+1 ⊗ π)
Σn . Here slr+1 acts on the
factors Vr+1, and Σn acts on V
⊗n
r+1 by permuting the factors as well as on π.
To be explicit, Fr+1n maps the irreducible representation of Σn corresponding to a partition ξ to the irreducible
representation of slr+1 with highest weight (ξ1 − ξ2, . . . , ξr − ξr+1) if ξr+2 = 0 and to zero otherwise.
For an algebra A and a subalgebra B introduce the notation A/·B = A/(B · A).
Corollary 2. For g = slr+1 we have an isomorphism of slr+1-modules
WCd({0}nω1)
∼= Fr+1n
(
C[x1, . . . ,xn]/·C[x1, . . . ,xn]
Σn
+
)
.
Proof. Note that A⊗n ∼= C[x1, . . . ,xn] and Sn(A) ∼= C[x1, . . . ,xn]Σn . Therefore
Sn (LA(Vr+1)) ∼=
(
V ⊗nr+1 ⊗ C[x1, . . . ,xn]
)Σn
and J{0}
nω1
∼= C[x1, . . . ,xn]
Σn
+ . So by Theorem 7 the quotient WCd({0}nω1) is exactly as proposed. 
Also let us calculate weights multiplicities of this module.
Corollary 3. For g = slr+1 we have
WCd({0}nω1)
(i0−i1,i1−i2,...,ir−1−ir) ∼= C[x1, . . . ,xn]
Σi0×···×Σir /·C[x1, . . . ,xn]
Σn
+ ,
where i0 + · · ·+ ir = n and Σi0 × · · · × Σir acts as a subgroup of Σn.
Proof. It follows in the similar way from Theorem 7 and Proposition 13. 
So investigation of Weyl modules in this case is reduced to a question about the multi-variable analog of
symmetric functions.
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3.2. One-dimensional case. This calculation is based on the following statement.
Theorem 8. (Chevalley) The representation of Σn in the quotient C[x1, . . . , xn]/·C[x1, . . . , xn]
Σn
+ is isomorphic to
the regular one.
In [CP] it is shown that in sl2 case we have
dimWC({0}nω) = 2
n, dimWC({0}nω)
n−2i =
[n
i
]
.
Let us slightly generalize this statement.
Proposition 14. For g = slr+1 we have
dimWC({0}nω1) = (r + 1)
n, dimWC({0}nω1)
(i0−i1,i1−i2,...,ir−1−ir) =
n!
i0!i1! . . . ir!
for all i0 + · · ·+ ir = n.
Proof. Let us prove the second formula, then the first one follows. By Corollary 3 we have
WC({0}nω1)
(i0−i1,i1−i2,...,ir−1−ir) ∼= C[x1, . . . , xn]
Σi0×···×Σir /·C[x1, . . . , xn]
Σn
+
So we have the subspace of invariants in the regular representation C[Σn] with respect to the subgroup Σi0 ×
· · · × Σir . Then the dimension is equal to the index of the subgroup. 
3.3. Two-dimensional case. This calculation is based on the following result from [H].
Recall that a function f : {1, . . . , n} → {1, . . . , n} is called a parking function if |f−1({1, . . . , k})| ≥ k for
k = 1 . . . n.
The group Σn acts on the set PFn of parking functions by permutation on the domain. Let CPFn be the
permutation representation of Σn on parking functions.
Theorem 9. (See [H], Theorem 3.10 together with Proposition 3.13) Let xi ∈ C2. Then the representation
of Σn in the quotient C[x1, . . . ,xn]/·C[x1, . . . ,xn]
Σn
+ is isomorphic to the product CPFn ⊗ ε, where ε is the sign
representation of Σn.
To describe CPFn more explicitly introduce the class of integer sequences
An = {(a1, . . . , an)| ai ≥ 0, a1 + · · ·+ an = n, a1 + · · ·+ ak ≥ k for k = 1 . . . n}.
Proposition 15. We have
CPFn =
⊕
An
IndΣnΣa1×···×Σan
C.
Proof. For a sequence (a1, . . . an) with ai ≥ 0, a1 + · · · + an = n consider the set of functions f : {1, . . . , n} →
{1, . . . , n} such that |f−1({i})| = ai, i = 1 . . . n. This set admits the action of Σn by permutation on the domain
and forms the permutation representation isomorphic to
C[Σn/Σa1 × · · · × Σan ]
∼= IndΣnΣa1×···×Σan
C.
To complete the proof note that parking functions just correspond to (a1, . . . an) ∈ An. 
By Rsn denote the set of subsets H ⊂ {1 . . . sn} such that
|H | = n, |H ∩ {1, . . . , k}| ≥
k
s
.
Such subsets are usually called Raney sequences (see [GKP], [S]).
Theorem 10. Let g = slr+1.
(i) The dimension of the space WC2({0}nω1) is equal to the number of elements in R
r+1
n+1.
(ii) The dimension of the space WC2({0}nω1)
(i0−i1,i1−i2,...,ir−1−ir) is equal to the number of elements H ∈ Rr+1n+1
such that
|{i ∈ H | i ≡ j + 1mod (r + 1)}| = ij, j = 1 . . . r.
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Proof. By Corollary 2 and Theorem 9 we have
WC2({0}nω1)
∼= Fr+1n
(
C[x1, . . . ,xn]/·C[x1, . . . ,xn]
Σn
+
)
∼= Fr+1n (CPFn ⊗ ε),
so the Frobenius duality and Proposition 15 imply
WC2({0}nω1)
∼=
(
V ⊗nr+1 ⊗ CPFn ⊗ ε
)Σn ∼= HomΣn (ε⊗ (V ∗r+1)⊗n,CPFn) ∼=
∼=
⊕
An
HomΣn
(
ε⊗ (V ∗r+1)
⊗n, IndΣnΣa1×···×Σan
C
)
∼=
⊕
An
HomΣa1×···×Σan
(
ε⊗ (V ∗r+1)
⊗n,C
)
∼=
⊕
An
n⊗
i=1
(∧aiVr+1) .
Let v be the highest weight vector of Vr+1. Choose the graded basis vj ∈ Vr+1, j = 1 . . . r + 1, by setting
vj = f1,j+1 v for j ≤ r and vr+1 = v. Then the graded monomials spanning WC2({0}nω1) look like
(vj11 ∧ · · · ∧ vj1a1
)
⊗
· · ·
⊗
(vjn1 ∧ · · · ∧ vjnan ), 1 ≤ j
s
t ≤ r + 1, (a1, . . . , an) ∈ An.
With this element we associate the set
H = {1, (r + 1)(s− 1) + jst + 1| t = 1 . . . as, s = 1 . . . n}.
Then the condition H ∈ Rr+1n+1 is equivalent to (a1, . . . , an) ∈ An. So we have a bijection between R
r+1
n+1 and
graded monomials. Concerning the grading note that the number of factors vj for j = 1 . . . r in a graded monomial
is equal to the number of elements in the corresponding set H equivalent to j + 1 modulo r + 1. 
Corollary 4. For g = sl2 we have
dimWC2({0}nω) =
(2n+ 2)!
(n+ 1)! (n+ 2)!
,
that is the Catalan numbers and
dimWC2({0}nω)
n−2i =
(n+ 1)!n!
(n− i + 1)! (n− i)! (i+ 1)! i!
, i = 0 . . . n,
that is the Narayana numbers.
Proof. Let C0(z) = z
−1 and
Cn+1(z) =
n∑
i=0
zn−2i ·
(n+ 1)!n!
(n− i+ 1)! (n− i)! (i+ 1)! i!
.
Then we have (see [S], Section 6)
Cn+1(z) =
n∑
s=0
Cs(z
−1) · Cn−s(z).
To prove the corollary it is enough to check this relation for
chWC2({0}nω) =
n∑
i=0
zn−2i · dimWC2({0}nω)
n−2i.
By Theorem 10 we can work with Raney sequences, namely let R
(i)
n be the number of sets H ∈ R2n such that H
has exactly i even elements. Let R0(z) = z
−1 and
Rn+1(z) =
n∑
i=0
zn−2i · R
(i)
n+1.
Then it is enough to show that Rn+1(z) =
∑n
s=0Rs(z
−1) ·Rn−s(z).
Take H ∈ R2n+1. Let s be the first non-negative integer such that |H ∩ {1, . . . , 2s + 2}| = s + 1. Then we can
split H into
H1 = {i ∈ 1 . . . 2s| i+ 1 ∈ H}, H2 = {i ∈ 1 . . . 2n− 2s| i+ 2s+ 2 ∈ H}.
Clearly H1 ∈ R2s and H2 ∈ R
2
n−s. On the other hand, if H1 ∈ R
2
s and H2 ∈ R
2
n−s then we can glue them into the
set
H = {1} ∪ {i+ 1| i ∈ H1} ∪ {i+ 2s+ 2| i ∈ H2} ∈ R
2
n+1
Concerning the grading note that the set of even elements in H is formed by odd elements in H1 and even elements
in H2. And the inversion of the formal variable z in the recurrence relation means exactly that we count odd
elements instead of even ones. 
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Corollary 5. For g = slr+1 we have
dimWC2({0}nω1) =
((r + 1)(n+ 1))!
(n+ 1)!(r(n+ 1) + 1)!
.
That is the higher Catalan numbers.
Proof. Similar to sl2 case. See [GKP], Section 7.5 concerning Raney sequences. 
So the weight multiplicities of these modules can be considered as higher Narayana numbers.
3.4. A conjecture for higher dimensions.
Conjecture 2. For g = sl2 we have
dimWCd({0}nω)
n−2i =
(d+ n− 1)! · · · (d+ n− i)!
(n− 1)! · · · (n− i)!
·
2! · · · (i − 1)!
d! · · · (d+ i− 1)!
, i = 0 . . . n,
that equal to the dimension of the irreducible representation of sln with highest weight dωi for i = 1 . . . n− 1 (and
equal to one for i = 0, n).
Then the dimensions of Weyl modules WCd({0}nω) form so called Hoggatt sequences (see [FA]).
Appendix
Here we perform a formal computation used in this paper. We take a commutative algebra A with unit and
consider the Lie algebra sl2 ⊗ A. Let P1, . . . Pn ∈ A, and suppose that the vector v is such that (e ⊗ Pi)v =
(h⊗ Pi)v = 0 for all i. Let us write f instead of f ⊗ 1. Our aim is to calculate
(e⊗ P1) . . . (e⊗ Pn)f
mv.
Suppose we have m indistinguishable glasses (set Gm) and n distinguishable ingredients (I1, . . . , In). By cocktail
serving denote a way S to distribute ingredients between glasses (each ingredient into only one glass). By S(m,n)
denote the set of all possible cocktail serving.
We now associate an element of U(sl2 ⊗ A) with a set of elements P1 . . . , Pn ∈ A and a cocktail serving S.
First for each glass G ∈ Gm we take P (G) ∈ A equal to the product of Pi for all Ii from the glass G. Then we set
f(S) =
∏
G∈Gm
(f ⊗ P (G)).
Proposition 16. We have
(8) (e ⊗ P1) . . . (e⊗ Pn)f
n+mv =
∑
S∈S(m,n)
c(S)f(S)v,
where c(S) are integers and (−1)nc(S) > 0 for m > 0.
Proof. Induction on n. For n = 0 we have empty glasses and the only constant equal to one. Concerning the step,
note that
(e⊗ P )(f ⊗Q1) . . . (f ⊗Qn)v =
n∑
i=1
(f ⊗Q1) . . . (f ⊗Qi−1)(h⊗ PQi)(f ⊗Qi+1) . . . (f ⊗Qn)v =
= −2
∑
i<j
(f ⊗ PQiQj)
∏
k 6=i,j
(f ⊗Qk)v = −
∑
i6=j
(f ⊗ PQiQj)
∏
k 6=i,j
(f ⊗Qk)v.
For G1, G2 ∈ Gm introduce the mixing map Mix
G1,G2
n+1 : S(m,n) → S(m − 1, n + 1) that identifies the glass
G1 with the glass G2, puts there all their ingredients and finally adds there the ingredient In+1. Then for any
S ∈ S(m,n− 1) we have
(e⊗ Pn)f(S)v = −
∑
G1 6=G2∈Gm
f(MixG1,G2n (S))v.
By induction we have (8), but it remains to show that (−1)nc(S) > 0. Note that c(S) is the sum of −c(S′) such
that S′ ∈ S(m + 1, n − 1) and S is obtained from S′ by mixing. Therefore (−1)nc(S) ≥ 0 and we have to show
that the mixing map is surjective. Consider S′ obtained from S as follows. We remove the glass G containing In
and instead take the glasses G1 and G2 containing the other (excluding In) ingredients from G. Then we have
S = MixG1,G2n (S
′). 
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