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Titre : Classifications flexionnelles. Étude quantitative des structures de paradigmes.
Résumé : Dans les systèmes flexionnels, il arrive que des propriétés morphosyntaxiques soient
exprimées différemment d’un lexème à l’autre. Pour décrire ces systèmes, il est usuel d’énumé-
rer un petit nombre de classes flexionnelles formant une partition des lexèmes. Les systèmes
flexionnels suivent cependant une organisation beaucoup plus complexe, et en raison d’un flou
méthodologique, les travaux sont souvent en désaccord sur l’inventaire exact des classes.
Cette thèse se place dans la perspective Mot et Paradigme et élabore des outils computa-
tionnels permettant d’observer précisément la structure de similarité des systèmes de classes
flexionnelles en se fondant sur des lexiques de formes fléchies. Nous étudions les verbes de
l’arabe, de l’anglais, du chatino de Zenzontepec, du chatino de Yaitepec, du français, du navajo,
du portugais européen, ainsi que les noms du Russe.
Dans une première partie, nous proposons de décrire le comportement flexionnel des lexèmes
au moyen des alternances entre leur formes. Nous présentons un algorithme pour inférer auto-
matiquement des patrons d’alternances reliant deux formes de surface d’un même lexème. Nous
employons ces patrons pour quantifier le problème de remplissage des cases de paradigme.
Dans une seconde partie, nous nous interrogeons sur la structure de similarité des systèmes
flexionnels. Nous commençons par classer les lexèmes en microclasses, fondées sur l’identité du
comportement flexionnel. Celles-ci sont nombreuses, et parfois très similaires entre elles. Nous
proposons ensuite un algorithme fondé sur la longueur de description permettant de regrouper
les microclasses en un petit nombre de macroclasses correspondant à la notion traditionnelle
de classe flexionnelle. Enfin, nous montrons que le modèle le plus fidèle pour décrire les simila-
rités au sein de ces systèmes est un treillis dont chaque nœud constitue une classe flexionnelle.
Pour déduire cette hiérarchie à héritage multiple des patrons d’alternances, nous employons
l’analyse de concepts formels.
Mots clés : Linguistique computationnelle, morphologie flexionnelle, Traitement Automa-
tique des Langues Naturelles (TALN), approche mot et paradigme, classes flexionnelles, patrons
d’alternances, PCFP, longueur de description minimale, analyse de concepts formels, hiérarchie
flexionnelle.

Title : Inflectional classifications. A quantitative study of paradigm structures.
Abstract : In some inflectional systems, the same morphosyntactic properties can be expres-
sed differently across lexemes. These systems are usually described through the enumeration
of a small number of inflection classes partitioning the inventory of lexemes. However, the ac-
tual structure of inflection class systems is much more complex, and methodological vagueness
leads to contradictory accounts regarding inventories of inflection classes.
This dissertation adopts the Word and Paradigm approach and elaborates computational
tools to investigate precisely the similarity structure of inflection class systems based on in-
flectional lexicon. We study Arabic, Yaitepec Chatino, Zenzontepec Chatino, English, French,
Navajo and European Portuguese verbs as well as Russian nouns.
The first part defines the inflectional behavior of lexemes through the set of all surface al-
ternations between their forms. We describe an algorithm to infer automatically alternation
patterns between any two forms of a lexeme. We use alternation patterns to quantify the Pa-
radigm Cell Filling Problem (PCFP). The second part investigates the similarity structure of
inflectional systems. We start by classifying lexemes into microclasses, based on identity of in-
flectional behavior. These classes are numerous, and sometimes very similar. We then describe
an algorithm based on minimal description length to gather microclasses into macroclasses
which conform to the traditional notion of inflection class. Finally, we show that the most fai-
thful model to describe similarities in inflectional systems is a lattice in which each node is an
inflection class. To deduce this multiple inheritance hierarchy from alternation patterns, we
use Formal Concept Analysis.
Keywords : Computational linguistics, inflectional morphology, Natural Language Proces-
sing, Word and Paradigm, inflection classes, alternation patterns, PCFP, minimal description
length, gormal concept analysis, inflectional hierarchy.
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Introduction
La description d’un système verbal ou nominal commence souvent par l’énumération d’un
petit nombre de classes flexionnelles, dites conjugaisons ou déclinaisons. Ces classes offrent une
image succincte des comportements flexionnels parfois très variés des lexèmes du système. Par
exemple, Brown et Hippisley (2012) distinguent quatre classes flexionnelles (déclinaisons) des
noms du russe, que nous illustrons pour une partie du paradigme dans le tableau 1.
I II III IV
. zakon karta rukop’is’ boloto
. zakonu karte rukop’is’i bolotu
. zakoni karti rukop’is’i bolota
. zakonam kartam rukop’is’am bolotam
T 1 – Principales déclinaisons du russe selon Brown et Hippisley (2012, p. 48).
Les systèmes flexionnels suivent cependant une organisation beaucoup plus complexe que
l’image qu’en donnent les grammaires pédagogiques. Dans le tableau 1, les cases de paradigme
sélectionnées montrent des points de similarités complexes entre les classes. Dans les classes I
et III, la forme de nominatif singulier ne présente pas d’affixe. Dans les quatre classes, le datif
pluriel se termine en /-am/. Dans les classes I et III, le nominatif peut se former sur le datif pluriel
en retirant /-am/, mais dans la classe II, le /-a-/ demeure au nominatif, et dans la classe IV, le
nominatif se termine en /-o/. Au datif singulier, les classes I et IV se terminent en /-u/, tandis que
les classes II et III se terminent respectivement en /-e/ et /-i/. Au nominatif pluriel, ce sont les
classes I, II et III qui se terminent identiquement en /-i/, tandis que la classe IV est marquée par
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un /-a/ final. Aucune des quatre cases du paradigme présentées ne suffit à distinguer les classes,
et chaque point de similarité entre elles pourrait nous inciter à réunir les classes concernées. De
fait, on trouve souvent de nombreuses descriptions concurrentes d’un même système. Corbett
(1982) commente ainsi la situation en russe :
Le lecteur qui n’est pas familier avec cette littérature s’attendra raisonnablement
à une description claire des paradigmes du russe. La tradition en distingue trois,
certains auteurs en reconnaissent quatre, et plus récemment il a été suggéré que
seuls deux paradigmes sont nécessaires. […] Il n’existe pas de procédure établie
pour déterminer le nombre de paradigmes nécessaires à partir d’un ensemble de
données ; il y a quelque vagues intuitions et la tradition joue un rôle important 1.
Cette thèse propose de répondre à ce problème, qui est loin de se limiter aux noms du russe,
en élaborant des outils computationnels 2 et une méthodologie systématique pour observer les
systèmes de classes flexionnelles en se fondant strictement sur les données. Au cours de cette
thèse, nous nous demanderons comment observer la structure de similarité entre les comporte-
ments flexionnels des lexèmes, comment classer les lexèmes en fonction de ces comportements,
et quelles structures émergent empiriquement de ces systèmes.
Au centre de la question des classes flexionnelles se situe celle, plus épineuse encore, de
l’ : comment identifier la partie d’une forme d’un mot qui manifeste des valeurs
flexionnelles ? Nous nous plaçons donc dans le cadre du courant    (Hockett
1954, 1967, 1987 ; Matthews 1965, 1972 ; Blevins 2006, 2016) qui propose que les mots entiers
manifestent de telles valeurs et propose d’observer le comportement flexionnel des mots à
travers les relations qui les lient dans les paradigmes. Cette approche n’accorde pas de place
centrale à la notion de morphème, et abandonne la tentation d’une segmentation catégorique
en exposants pour s’appuyer plutôt sur l’observation des contrastes flexionnels au sein des
1. [En anglais dans le texte] « The reader not familiar with the literature will quite reasonably expect a straight-
forward account of the paradigms in Russian. Tradition answers three, some writers claim four, and more recently it
has been suggested that only two paradigms are required. […] There is no set procedure for determining the number of
paradigms required given a set of data; there are certain vague intuitions and tradition plays a large part ».
2. Les outils développés dans le cadre de cette thèse sont publiés sous le nom Qumin (QUantitative Modelling
of INflection) et distribués librement à l’adresse : https://github.com/XachaB/Qumin
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Langue Taille en Taille en cases Source
lexèmes de paradigme
Français 5249 51 Bonami, Caron et Plancq (2014)
Anglais 6064 8 Baayen, Piepenbrock et Gulikers (1995)
Chatino de Zenzontepec 392 4 Feist et Palancar (2015)
Chatino de Yaitepec 324 12 Feist et Palancar (2015)
Portuguais européen 1996 69 Veiga, Candeias et Perdigão (2013)
Arabe 1018 109  Kirov et al. (2016)
Russe 1539 13 Brown (1998)
Navajo 2157 70 Young et Morgan (1987)
T 2 – Lexiques flexionnels étudiés.
paradigmes. Nous appellerons ces contrastes  ’ (Bonami et Luıś 2014).
Cette perspective est nécessaire afin d’avoir les moyens de travailler sur des données qui ne
sont pas pré-analysées (segmentées en radicaux et affixes), et donc de nous permettre d’élaborer
des outils fournissant des comparaisons qui ne soient pas typologiquement biaisées.
Notre approche est inductive, computationnelle, quantitative et sensible à la diversité des
langues. Elle vise à constituer des outils qui puissent se prêter à des études typologiques.
Nous nous fondons sur huit lexiques flexionnels dont les sources sont récapitulées dans
le tableau 2. Le lexique du russe concerne la flexion nominale, tous les autres concernent la
flexion verbale. Chaque lexique documente un ensemble de 324 (chatino de Yaitepec) à 6064
(anglais) lexèmes, chacun fléchi dans 4 (chatino de Zenzontepec) à 109 (arabe) formes fournies
en notation phonémique. Chaque lexique est accompagné d’une clé phonémique qui décom-
pose chaque caractère utilisé en traits phonologiques distinctifs ; l’inventaire de traits utilisé
est dans l’esprit de Chomsky et Halle (1968). La recherche, l’adaptation et la phonémisation
des lexiques ont occupé une partie importante du temps de préparation de cette thèse. Nous
documentons le détail de ce travail dans l’annexe A.
Les lexiques choisis ne constituent pas un échantillon typologiquement représentatif, mais
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ils manifestent des types d’exponence variés. En particulier, la flexion verbale de l’arabe pré-
sente de la transfixation, les systèmes du chatino de la flexion tonale, en russe et en portugais
on rencontre des alternances accentuelles qui ont valeur d’exposant, et les verbes du navajo
présentent de la flexion polysynthétique.
Les méthodes de classification élaborées dans cette thèse sont entièrement implémentées.
Nous nous appuyons sur la théorie de l’information et en particulier des mesures d’entropie
et de longueur de description, sur des algorithme de classification (clustering), ainsi que sur le
formalisme de mathématiques appliquées nommé analyse formelle de concepts.
Le chapitre 1 introduit et problématise les notions essentielles à la compréhension de cette
thèse, en particulier celles de paradigme, d’exposant, de patrons d’alternance, de classe flexion-
nelle et de canonicité. Nous argumentons en faveur d’une approche Mot et Paradigme, et pro-
posons d’identifier le comportement flexionnel d’un lexème par l’ensemble des alternances
manifestées entre ses formes. Nous montrons que le terme de « classe flexionnelle » désigne
divers types de classification des lexèmes. D’une part, les auteurs cherchant à fournir une dé-
finition précise s’appuient généralement sur l’identité des comportements flexionnels. D’autre
part, la tradition grammaticale fonde les classes flexionnelles sur la similarité entre lexèmes.
En pratique, la plupart des descriptions de linguistes emploient cette dernière définition, car
la première mène à un nombre de classes trop important pour donner une image générale des
systèmes. Suivant Dressler, Mayerthaler et al. (1987), nous nommons respectivement 
 et  les classes fondées sur l’identité ou la similarité des comportements
flexionnels. L’essentiel du problème des classes flexionnelles se situe dans cette distinction.
D’une part les microclasses sont aisées à identifier si l’on dispose d’une caractérisation pré-
cise du comportement flexionnel des lexèmes, mais elles sont trop petites et nombreuses pour
fournir des généralisations intuitives. D’autre part, les macroclasses sont conçues pour offrir
de telles généralisation, mais leur identification pose problème, car la similarité est une mesure
continue. Comment décider quel degré de similarité fonde l’appartenance à une macroclasse ?
Enfin, nous discutons des propriétés d’un système de classes flexionnelles canoniques (Corbett
2009) dans lequel les deux types de classes coïncident.
La suite de cette thèse s’organise en deux parties. La première partie comporte deux cha-
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pitres et propose une étude des alternances flexionnelles à travers l’inférence automatique de
patrons d’alternances et l’étude de leur prédictibilité. La seconde partie comporte trois cha-
pitres et étudie différents modèles de classification flexionnelles.
.
.
.
.
.
.
.2
.
.
.
.
.
.
F 1 – Contrastes morphologiques examinés pour les noms du russe
Les données des lexiques sur lesquels nous travaillons se présentent sous la forme de tables
où figurent des formes de surface non analysées. Le second chapitre de cette thèse propose un
algorithme permettant d’identifier et de caractériser automatiquement les contrastes morpho-
logiques au sein du paradigme de chaque lexème. La figure 1 illustre par des arcs l’ensemble
des contrastes morpholgiques examinés pour les noms du russe. Ces contrastes sont formu-
lés sous la forme de patrons d’alternance bidirectionnels, qui classent l’ensemble des lexèmes
pour chaque paire de cases de paradigme. L’algorithme permettant d’inférer les patrons à partir
des formes brutes procède sans connaissance préalable du type d’exponence à l’œuvre dans les
données qu’il analyse. Il est conçu pour une application à des langues typologiquement variées,
et sensible aux propriétés phonologiques des formes. Il s’inspire fortement du minimum gene-
ralization learner d’Albright et Hayes (2002), dont il étend le principe d’une part pour pouvoir
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a b c d e a b c d e
microclasses macroclasses
a b c d e a b c d e
arbre treillis
F 2 – Modèles de classifications.
calculer efficacement des patrons sur un grand nombre de paires de cases, et d’autre part pour
pouvoir calculer automatiquement un alignement optimal entre les formes à contraster. Ce
chapitre est une version étendue d’un article publié dans les actes de la conférence TALN (Be-
niamine 2017).
Le second chapitre se penche sur l’évaluation de la complexité des systèmes flexionnels,
et en particulier sur le problème de remplissage des cases de paradigmes, ou PCFP (Acker-
man, Blevins et Malouf 2009) : pour un locuteur qui connaît une forme de paradigme, quelle
est la difficulté à produire une forme inconnue du même lexème ? Ackerman, Blevins et Ma-
louf (2009) évaluent l’incertitude d’un locuteur face à ce problème au moyen d’une mesure
d’entropie conditionnelle calculée sur des distributions d’affixes. Nous montrons, suivant Bo-
nami et Boyé (2014), qu’une mesure similaire fondée sur les patrons d’alternances constitue
une meilleure mesure du PCFP, et que les locuteurs ont souvent à leur disposition plus d’une
forme connue sur laquelle fonder leur prédiction. Nous proposons donc également une me-
sure permettant d’évaluer la difficulté d’une telle entropie jointe. Nous présentons les résultats
de l’évaluation du PCFP pour l’ensemble des huit systèmes considérés dans cette thèse. Nos
conclusions confirment et étendent celles de Ackerman, Blevins et Malouf (2009), Ackerman
et Malouf (2013), Bonami et Boyé (2014) et Bonami et Luıś (2014). Ce chapitre se fonde sur
un article publié dans la revue Word Structure (Bonami et Beniamine 2016), dans lequel nous
appliquions cette méthodologie exclusivement aux verbes du français et du portugais.
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Dans la seconde partie de cette thèse, nous employons les patrons d’alternance comme des
traits permettant de caractériser le comportement flexionnel de chaque lexème et de fonder
des classifications flexionnelles. La question qui sous-tend l’ensemble de cette partie est celle
du modèle de classification : quel type de classification est le mieux à même de rendre compte
de la structure des systèmes flexionnels ? La figure 2 présente les quatre modèles envisagés
dans cette thèse : les microclasses (énumérées a, b, c, d et e dans la figure) sont des groupes de
lexèmes qui présentent exactement les mêmes patrons d’alternance. Les macroclasses sont des
groupes de microclasses qui forment une partition des lexèmes. Elles sont peu nombreuses et
correspondent aux classes flexionnelles généralement décrites par les linguistes. Les systèmes
flexionnels sont parfois décrits comme des arbres dont les microclasses constituent les feuilles.
Nous proposons que les treillis, dans lesquels une classe peut avoir plusieurs parents, sont des
structures hiérarchiques plus fidèles aux réseaux de similarités au sein des classes flexionnelles.
Le chapitre 4 s’attache à décrire les systèmes de microclasses. Il s’intéresse aux réseaux de
similarité qui les connectent. Les microclasses se déduisent immédiatement de l’observation des
inventaires de patrons d’alternance instanciés par chaque lexème. Les classes obtenues sont,
à travers tous les systèmes étudiés, nombreuses et, sauf pour quelques classes majoritaires,
plutôt petites. Elles ne correspondent pas du tout à la notion traditionnelle et intuitive dont
les descriptions linguistiques font généralement usage. Nous discutons également de la pos-
sibilité d’organiser automatiquement les microclasses en hiérarchies arborescentes. Celles-ci
permettent de mettre en relief certaines similarités saillantes au sein des réseaux de micro-
classes, mais ne fournissent qu’une image très partielle de leur structure. Par ailleurs, ils ne
se prêtent pas aisément à la comparaison ou à l’évaluation des systèmes de classes proposées
dans la littérature.
Le chapitre 5 propose un algorithme fondé sur la longueur de description minimale (Rissa-
nen 1978) et permettant de produire une classification des microclasses en macroclasses. Cet al-
gorithme se fonde sur une description formelle des systèmes de macroclasses. Les macroclasses
ont l’avantage de fournir une image des systèmes plus intuitives que les microclasses, car elles
sont plus grandes et moins nombreuses. L’algorithme que nous avons élaboré recherche un
équilibre entre la perte d’information liée à cette simplification et le gain résultant de la réunion
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de microclasses similaires. Les macroclasses étant de la même nature que les classes décrites
dans la plupart des grammaires descriptives, nous pouvons comparer les résultats de nos ana-
lyses aux inventaires de classes connus pour les systèmes flexionnels étudiés. Nous montrons
que l’algorithme proposé fournit des macroclasses généralement plus informatives que celles
qui sont proposées dans la littérature. Nous concluons cependant que les macroclasses sont en
général un modèle trop pauvre pour refléter correctement la structure des systèmes flexionnels.
Ce chapitre est une version étendue d’un article publié dans le Journal of Linguistic Modelling
(Beniamine, Bonami et Sagot 2017).
Le chapitre 6 propose d’appeler classe flexionnelle tout ensemble maximal de lexèmes pou-
vant être associé à un ensemble de patrons d’alternances. Ces classes peuvent être ordonnées
entre elles par des relations d’inclusion, et elles forment ainsi de très grandes et très précises
hiérarchies. Une caractéristique importante de ces hiérarchies est que ce ne sont pas des arbres,
mais des treillis au sens mathématique : une même classe peut avoir plusieurs superclasses.
Cette caractéristique est cruciale pour pouvoir rendre compte des phénomènes d’hétéroclise,
où des lexèmes exhibent un comportement intermédiaire entre deux classes préalablement
identifiées. Un des résultats importants de ce chapitre est de montrer, à travers une explo-
ration systématique, que les phénomènes d’hétéroclise sont omniprésents dans les systèmes
flexionnels. Nous les construisons automatiquement à partir des patrons d’alternance, en em-
ployant un formalisme de mathématiques appliquées : l’analyse formelle de concepts. Nous
montrons que les hiérarchies résultantes sont trop complexes pour être construites à la main,
et s’éloignent beaucoup d’un idéal canonique de classes flexionnelles au sens de Corbett (2009).
Cependant, elles sont beaucoup plus proches de cet idéal que du maximum théorique de com-
plexité possible. En outre, ces hiérarchies se prêtent à des évaluations quantitatives, mais sont
difficilement exploitables pour des descriptions qualitatives fines. Nous fournissons donc une
façon de sélectionner des classes dans la hiérarchie pour en fournir une vue simplifiée explo-
rable manuellement et donnons quelques exemples de l’utilité d’une telle exploration manuelle
pour étudier les propriétés d’un système et évaluer les classifications traditionnelles.
Chapitre 1
Les notions de classe flexionnelle
Qu’est-ce qu’une classe flexionnelle ? Les descriptions de systèmes flexionnels prennent
souvent pour acquis un inventaire spécifique de classes. Pourtant, comme le montre Corbett
(1982) pour les noms du russe, il existe souvent dans la littérature différentes analyses en classes
concurrentes pour un même système. Plus encore, d’un auteur à l’autre, les analyses se fondent
implicitement ou explicitement sur des définitions variées de la notion de classe flexionnelle.
Ce chapitre propose de clarifier les définitions et les usages de cette notion, et présente les
principaux problèmes qui se présentent lorsque l’on souhaite produire automatiquement des
analyses en classes flexionnelles à partir des formes de surface.
Après avoir défini quelques notions essentielles (section 1.1), nous présentons le rôle des
classes flexionnelles dans les analyses constructives au sens de Blevins (2006), c’est à dire les
analyses qui proposent une grammaire capable de générer les formes de surface (section 1.2).
Dans la section 1.3, nous argumentons en faveur d’une analyse abstractive (Blevins 2006) de
type Mot et Paradigme, qui selon nous permet mieux de saisir l’ensemble des similarités entre
les paradigmes de surface des lexèmes. Enfin dans la section 1.4, nous discutons de la notion de
canonicité, et de la façon dont elle peut être employée pour comparer des systèmes de classes
flexionnelles différents.
1.1 Paradigme de flexion : définitions
Afin de décrire les systèmes flexionnels, nous utilisons le vocabulaire descriptif proposé par
Matthews (1974). Un  est un signe dont le signifié est un contenu syntaxique et sémantique
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et le signifiant est un  . Le mot forme est la réalisation d’un ensemble de propriétés
morphosyntaxiques, c’est à dire qu’il est fléchi. Il constitue une unité phonologique de surface.
Un  est une unité lexicale abstraite. Il représente le lien entre un ensemble maximal de
mots formes qui ne dièrent entre eux que par la flexion. On le représente généralement par
une    conventionnelle (le nominatif pour les noms latin, l’infinitif pour les
verbes français) notée en petite capitales. Les   sont des paires
d’attributs (catégories) et de valeurs. Par exemple, le genre, le nombre ou le temps sont des
attributs, et le féminin, le pluriel ou le passé sont respectivement des valeurs possibles de ces
attributs. Nous notons souvent ces propriétés par leur seules valeurs, par exemple :  ou . Il
existe deux principaux sens du mot  dans le contexte de la morphologie flexionnelle,
présentés comme suit par Carstairs-McCarthy (1991, p. 639) :
Nommons la notion abstraite « paradigme1 » et la notion plus concrète « paradigme2 »
et définissons-les comme suit :
PARADIGME1 : l’ensemble de combinaisons de propriétés ou traits morphosyn-
taxiques (ou l’ensemble des ”cases”) réalisées par les formes fléchies des mots (ou
lexèmes) pour une classe de mot donnée (ou catégorie, ou classe de lexème) dans
une langue donnée.
PARADIGME2 : l’ensemble de réalisations flexionnelles exprimant un PARADIGME1
pour un mot (ou lexème) donné dans une langue donnée. 1
Suivant Carstairs-McCarthy, nous nommons  les ensembles maximaux de propriétés
morphosyntaxiques réalisés par des mot formes. Carstairs-McCarthy s’appuie ici sur la notion
de , dont nous montrerons qu’elle n’est pas une donnée de l’analyse mais consti-
tue elle-même une forme d’analyse. Nous distinguerons le  , ensemble de
1. [En anglais dans le texte] « Let us call the abstract notion “paradigm1” and the more concrete one “paradigm2”,
and define them as follows:
PARADIGM1: the set of combinations of morphosyntactic properties or features (or the set of ‘cells’) realized by
inflected forms of words (or lexemes) in a given word-class (or major category or lexeme-class) in a given language.
PARADIGM2: the set of inflectional realizations expressing a PARADIGM1 for a given word (or lexeme) in a given
language ».
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cases pour lesquelles un lexème se fléchit, et le  , l’ensemble de mots-formes
fléchis d’un lexème. Lorsque deux lexèmes partageant le même paradigme abstrait utilisent
des contrastes formels exactement parallèles pour distinguer les cases, on dit qu’ils partagent
le même  . La notion de Carstairs-McCarthy de PARADIGME2 fondée sur les
réalisations affixales est donc une façon de rendre compte d’un paradigme type. Dans les pers-
pectives Mot et Paradigme, chaque paradigme type est souvent illustré par le paradigme concret
entier d’un lexème par type, nommé  . Lorsque le contexte rend l’inter-
prétation non ambiguë, nous parlons parfois simplement de  pour désigner l’une ou
l’autre de ces notions.
. . . . . . . . . . . .
 rosa rosa rosam rosae rosae rosā rosae rosae rosās rosārum rosīs rosīs
 dominus domine dominum dominī dominō dominō dominī dominī dominōs dominōrum dominīs dominīs
T 1.1 – Deux paradigmes de noms latins
Le tableau 1.1 exemplifie ces notions. Les    y figurent en en-tête des
colonnes, et les  en indice des lignes. Le tableau est rempli par les mots formes qui
instancient un lexème pour une case donnée. La structure d’une ligne constitue le paradigme
abstrait, chaque ligne elle-même représente un  . Les paradigmes abstraits
des lexèmes d’un même système flexionnel sont les mêmes dans les cas simples.
Ce format est à peu de choses près le format numérique des données d’entrées que nous uti-
lisons lors d’investigations automatisées. Stump et Finkel (2013) nomment « plat » un tableau
organisé similairement qui présente l’ensemble des paradigmes types d’un système.
Lorsque cela est pertinent, nous nommons  le matériel phonologique qui, dans un
mot forme manifeste l’identité du lexème, et  le matériel phonologique qui exprime
des propriétés morphosyntaxiques. Souvent, les exposants considérés par ces analyses sont des
. Dans le tableau 1.1, on analyse généralement ros- comme le radical du lexème  et
-a comme l’exposant suffixal du nominatif singulier.
De manière cruciale cependant, les notions de paradigme et de paradigme type ne sont pas
dépendantes de la possibilité (ou de l’impossibilité) d’une segmentation des mots-formes en
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radicaux et exposants.
1.2 Les classes flexionnelles dans les analyses constructives
Les  , souvent nommées déclinaisons pour les noms et les adjectifs
et conjugaisons pour les verbes, sont un outil récurrent dans la description des paradigmes de
flexion. Aronoff (1994, p. 64) en propose la définition suivante : « Une classe flexionnelle est un
ensemble de lexèmes dont les membres sélectionnent tous le même ensemble de réalisations
flexionnelles 2 ». Carstairs-McCarthy (1994, p. 639) propose une définition très similaire : « un
ensemble de mots (lexèmes) présentant le même paradigme2 dans une langue donnée 3 ».
Nous illustrons ces définitions par les douze paradigmes types de noms latins masculins
présentés dans le tableau 1.2, tels qu’ils sont présentés par Stump et Finkel (2013). Dans ce
tableau, les paradigmes types sont représentés sous la forme de réalisations suffixales.
Dans cette table, chaque ligne représente une classe flexionnelle distincte. Ces classes sont
habituellement présentées à travers le paradigme concret entièrement fléchi d’un lexème exem-
plaire par classe. Nous indiquons la forme de citation de ces lexèmes sur chaque ligne. Suivant
ces définitions, un système flexionnel s’organise en classes dès lors qu’il existe au moins deux
lexèmes qui n’utilisent pas la même réalisation pour au moins une case.
Blevins (2006) nomme  les analyses morphologiques fondées sur un lexique
et une grammaire formelle, et qui visent à construire les formes observées à partir d’éléments
abstraits ou plus petits. Dans ce cadre, le problème posé par les classes flexionnelles est celui
de l’affectation des règles (ou des morphèmes) aux lexèmes (ou radicaux) correspondants : s’il
existe plusieurs types de paradigmes concrets distincts exprimant le même paradigme abstrait,
comment associer correctement chaque lexème avec les réalisations appropriées ? La solution
consiste généralement à nommer chaque classe (par exemple « Première déclinaison » ou « 1 »),
et à étiqueter les entrées lexicales pour leur affecter l’une de ces classes (Chomsky 1965 ; Mat-
thews 1965). Aronoff (1994) décrit ainsi cette solution : « L’entrée lexicale du nom doit donc
2. [En anglais dans le texte] « An inflectional class is a set of lexemes whose members each select the same set of
inflectional realizations ».
3. [En anglais dans le texte] « a set of words (lexemes) displaying the same paradigm2 in a given language ».
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Singulier Pluriel
Déclinaison Lexème exemplaire            
Première (1)  a a am ae ae ā ae ae ās ārum īs īs
Seconde (2a)  us e um ī ō ō ī ī ōs ōrum īs īs
(2b)  — — um ī ō ō ī ī ōs ōrum īs īs
(2c)  um um um ī ō ō a a a ōrum īs īs
Troisième (3a)  s s em is ī e ēs ēs ēs um ibus ibus
(3b)  — — em is ī e ēs ēs ēs um ibus ibus
(3c)  — — — is ī e a a a um ibus ibus
(i-stems) (3d)  is is em is ī e ēs ēs ēs ium ibus ibus
(3e)  s s em is ī e ēs ēs ēs ium ibus ibus
(3)  e e e is ī ī ia ia ia ium ibus ibus
Quatrième (4a)  us us um ūs uī ū ūs ūs ūs uum ibus ibus
(4b)  ū ū ū ūs ū ū ua ua ua uum ibus ibus
Cinquième (5)  ēs ēs em ēī ēī ē ēs ēs ēs ērum ēbus ēbus
T 1.2 – Terminaisons des noms latins organisés en déclinaisons. Cette table étend Stump
et Finkel (2013, p. 183, Table 7.1). Nous ajoutons les neutres et féminins, excluons le locatif,
réordonnons les cases de paradigme, et ajoutons une numérotation afin de faciliter la référence
à des déclinaisons spécifiques.
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porter quelque étiquette pour garantir qu’il manifestera le bon ensemble de désinences. Cette
étiquette est la classe flexionnelle du nom 4 ». Par exemple, l’entrée lexicale du lexème 
pourrait comprendre la propriété { : 1 }. Par la suite, les règles, morphèmes, processus et
autres dispositifs de flexion qui génèrent les formes de la déclinaison 1 seront également éti-
quetées de façon à sélectionner exclusivement les lexèmes ayant la propriété correspondante.
Ces étiquettes de classe flexionnelles constituent des propriétés d’une nature particulière :
contrairement aux propriétés morphosyntaxiques, elles ne sont pas accessibles par la syntaxe.
Cette différence de statut se reflète chez Stump (2001) par un traitement distinct des propriétés
de classes et des autres propriétés lors de la sélection des règles. Aronoff (1994) écrit : « Ce-
pendant les classes flexionnelles ne se situent pas à l’interface entre la morphologie et un autre
niveau linguistique, ni n’ont aucun propriété substantielle caractéristique d’un autre niveau.
Elles sont purement morphologiques 5 ». Dans ses termes, les classes flexionnelles sont 
. Stump et Finkel (2013, p. 11) font de cette propriété une partie de la définition des
classes :
Une classe flexionnelle est une classe J de lexèmes tels que (i) les membres de J sont
distingués par un patron de flexion commun et (ii) l’appartenance à J n’a aucune
pertinence syntaxique 6.
L’existence des classes flexionnelles soulève donc quatre questions principales.
Premièrement, les étiquettes de classe ne sont justifiables que lorsqu’aucun autre prédicteur
ne permet de motiver des réalisations concurrentes, ce qui conduit les linguistes à chercher des
solutions optimales minimisant les distinctions de classes.
Deuxièmement, et en conséquence, les classes flexionnelles étant le lieu d’une complexité
qui semble « gratuite » ou « inutile », leur présence est au premier abord surprenante. Depuis
Carstairs (1987), de nombreux travaux se sont interrogés sur les bornes de cette complexité
4. [En anglais dans le texte] « The lexical entry for the noun must therefore bear some sort of flag to assure that it
will manifest the appropriate set of inflections. This flag is the inflectional class of the noun ».
5. [En anglais dans le texte] « The inflectional classes, however, neither mediate between morphology and another
linguistic level nor have any substantial properties characteristic of another. They are purely morphological ».
6. [En anglais dans le texte] « An inflection class is a class J of lexemes such that (i) J’s members are distinguished
by a common pattern of inflection and (ii) membership in J has no syntactic significance ».
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morphologique, et les conditions de son existence.
Troisièmement, si le problème des classes flexionnelles se rapporte à une stratégie d’écriture
de grammaire constructive, il est tout à fait possible qu’il existe plus d’une bonne solution,
comme semble en témoigner les inventaires de classes contradictoires trouvés dans la littérature
pour de mêmes systèmes. Pour autant, faut-il penser que les classes flexionnelles ainsi définies
ne sont qu’un dispositif descriptif ? Comment évaluer leur réalité ?
Quatrièmement, l’un des problèmes cruciaux posés par cette définition est qu’elle présup-
pose une segmentation des formes en radicaux et affixes. Or cette segmentation n’est pas une
donnée de l’analyse, et elle est extrêmement difficile à systématiser.
Dans les sections qui suivent, nous examinons tour à tour chacune de ces questions, en
nous demandant comment une étude automatisée des systèmes flexionnels peut contribuer à
y répondre.
1.2.1 Prédictibilité et étiquettes de classe
Le seul indice de l’existence des étiquettes de classes est l’impossibilité de sélectionner
correctement les réalisations sans y référer. Le principe du rasoir d’Occam veut donc qu’une
analyse ne présente de telles propriétés que s’il est impossible de faire autrement.
Dans le tableau 1.2, les lignes (4a) et (4b) représentent des classes flexionnelles distinctes
au sens où elles ne partagent pas les mêmes terminaisons. Cependant, dans une perspective
constructive, il n’est pas nécessaire de définir deux étiquettes de classe distinctes pour ces deux
classes, car la classe (4b) ne comporte que des noms neutres, et la classe (4a) aucun neutre.
Plutôt que de sélectionner d’une part { : 4a} et d’autre part { : 4b }, il est possible
de sélectionner respectivement { : 4,  : m ∨ } et d’autre part { : 4,  :
n}.
Il est possible d’utiliser le genre comme prédicteur de façon à réduire également l’ensemble
des autres classes neutres : (2c), (3c) et (3). Carstairs-McCarthy (1994) va jusqu’à fusionner,
pour les masculins, la première et la seconde classe, suivant l’argument que les rares noms
masculins appartenant à la première classe sont en fait grammaticalement marqués par un
genre féminin, mais sont masculins sémantiquement (ils désignent des hommes par leur pro-
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fession). Il est donc possible de les distinguer des masculins de la seconde déclinaison qui, eux,
sont marqués grammaticalement par le masculin.
La forme phonologique des radicaux des lexèmes peut également servir de prédicteur afin
de réduire le nombre d’étiquettes de classe. Il est alors possible de réinterpréter les réalisa-
tions divergentes de ces classes comme des allomorphes phonologiquement conditionnés. Il
existe donc une relation de vases communicants entre allomorphie et classes flexionnelles, lors-
qu’il s’agit de rendre compte de la variation entre paradigmes types. Carstairs-McCarthy (1994,
p. 759) argumente sur cette base que l’ensemble des classes (3a) à (3) peuvent être considérées
comme une unique classe : « La troisième déclinaison constituait une unique macroclasse au
sein de laquelle des affixes apparemment rivaux étaient distribués en fonction d’un mélange
complexe de traits phonologiques (comme la forme du radical), de traits syntaxiques lexicale-
ment déterminés (comme le genre) et de traits sémantiques 7 ». L’intuition centrale ici est celle
de la compétition : pour la dérivation formelle d’une forme par la grammaire, il est inutile de
postuler l’existence d’étiquettes de classe distinctes si les stratégies envisageables ne sont pas
en compétition.
C’est pour cette raison que des systèmes flexionnels par ailleurs bien connus ont pu être dé-
crits comme présentant un nombre variable de classes flexionnelles, suivant l’attribution de cer-
taines différences entre paradigmes types à la phonologie, à l’allomorphie, ou à des différences
de propriétés sémantiques ou grammaticales. Par exemple, Plénat (1987) propose d’analyser le
système verbal du français, traditionnellement décrit comme comportant trois conjugaisons,
en seulement deux conjugaisons distinctes. Corbett (1982, p. 202), déjà cité dans l’introduction,
remarque qu’« il n’y a aucun accord concernant le nombre de paradigmes nominaux en russe.
La tradition répond qu’il y en a trois, certains auteurs en revendiquent quatre, et plus récem-
ment il a été suggéré que seulement deux paradigmes étaient nécessaires 8 ». Blevins (2004)
mentionne que les descriptions du système nominal de l’Estonien comptent entre 26 et 400
7. [En anglais dans le texte] « the third declension constituted a single macroclass within which apparently syn-
onymous rival affixes were distributed on the basis of a complex mixture of phonological features (such as stem shape),
lexically determined syntactic features (such as gender) and semantic features ».
8. [En anglais dans le texte] « there is no agreement as to the number of nominal paradigms in Russian. Tradition
answers three, some writers claim four, and more recently it has been suggested that only two paradigms are required ».
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paradigmes types, réunis en 6 à 12 classes.
1.2.2 Bornes à la complexité des systèmes de classes
Carstairs (1987) remarque qu’étant donné un inventaire d’affixes disponibles pour chaque
case d’un système flexionnel, le nombre maximum de classes flexionnelles distinctes corres-
pond au produit du nombre d’affixes disponible par cases. Le tableau 1.3 présente cet inventaire
pour le système nominal du latin, ainsi que le compte des affixes par case. Le plus grand nombre
de classes possible pour le latin est donc 9×9×6×5×6×6×7×7×7×6×3×3 = 1 620 304 560,
c’est à dire supérieur au milliard 9. Pour le système du latin, ces valeurs maximales sont de toute
façon beaucoup plus hautes que le nombre de noms attestés.
S’il existait autant de classes que de lexèmes, la notion même de classe flexionnelle serait
inutile. L’ensemble du système devrait être appris, comme l’écrit Carstairs (1987), « Chaque
nom du langage L devrait être appris avec non moins de douze “règles” spécifiant comment
chaque combinaison de nombre et de cas devait être réalisé 10 ».
Il existe un lien entre la complexité d’un système de classes et l’interprédictibilité entre ses
cases (Carstairs 1987 ; Matthews 1991). En effet, dans un système maximal tel que nous venons
de le décrire, toutes les combinaisons d’affixes possible existent. En conséquence, connaître
l’affixe que prend un lexème dans une ou plusieurs cases ne restreint pas, pour un locuteur
qui n’en connaîtrait pas la classe flexionnelle, le choix des affixes de ce lexème pour les autres
cases. En somme, la connaissance de la réalisation d’une case ne serait pas informative. En ce
cas, les réalisations des cases de paradigme pourraient être dites entièrement indépendantes.
Mais on observe au contraire seulement treize classes en latin : son système flexionnel pré-
sente donc des relations de prédictibilité entre formes ou réalisations. Carstairs (1987) montre
que l’on peut généraliser cette observation. Les classes flexionnelles présentent donc en gé-
9. Le tableau 1.3 révèle que trois paires de cas présentent exactement les mêmes inventaires d’exposants : le
nominatif et le vocatif singulier ; le nominatif et vocatif pluriels ainsi que le datif et l’ablatif pluriel. On pourrait
argumenter que ces cas ne doivent figurer qu’une fois dans le calcul. On obtient alors : 9×6×5×6×6×7×7×6×3 =
8 573 040, soit plus de huit millions de classes potentielles.
10. [En anglais dans le texte] « each noun in L would have to be learnt along with no less than twelve “rules”
specifying how each Number and Case combination was to be spelt/ ».
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Nombre Cas Affixes Compte

 —, -a, -e, -ēs, -is, -s, -ū, -um, -us 9
 —, -a, -e, -ēs, -is, -s, -ū, -um, -us 9
 —, -am, -e, -em, -ū, -um 6
 -ī, -ae, -ēī, -is, -ūs 5
 -ae, -ēī, -ī, -ō, -ū, -uī 6
 -ā, -ō, -e, -ī, -ū, -ē 6

 -a, -ae, -ēs, -ī, -ia, -ua, -ūs 7
 -a, -ae, -ēs, -ī, -ia, -ua, -ūs 7
 -a, -ās, -ēs, -ia, -ōs, -ua, -ūs 7
 -ārum, -ērum, -ium, -ōrum, -um, -uum 6
 -ēbus, -ibus, -īs 3
 -ēbus, -ibus, -īs 3
T 1.3 – Inventaires d’affixes latins par cas.
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néral une structure implicative (Wurzel 1989) : connaître un affixe réduit considérablement le
nombre de possibilités pour les autres cases.
Le nombre minimum théorique de classes dans un tel système correspond au nombre maxi-
mal d’affixes concurrents pour une case, ici 9 (nominatif ou vocatif singulier). Sur la base des
données du latin, du hongrois, du zulu et du dyirbal, Carstairs (1987) définit le principe d’éco-
nomie du paradigme (PEP), cité ci-dessous, selon lequel ce minimum correspond à la limite
effective du nombre de classes distinctes dans un système flexionnel. Cependant, Carstairs ne
compte pas comme classes chaque paradigme type distinct mais plutôt ce qu’il nomme 
, ensemble de paradigmes types dont les réalisations ne sont pas en concurrences
pour le locuteur, soit en raison d’une prédictibilité phonologique, soit en raison d’autres traits
distincts, comme par exemple le genre.
PRINCIPE D’ÉCONOMIE DU PARADIGME Quand dans une langue L donnée plus
d’une réalisation flexionnelle est disponible pour un ou des ensembles de proprié-
tés morphosyntaxiques non lexicalement déterminées associées avec une catégorie
N, le nombre de macroparadigmes pour N n’est pas supérieur au nombre de ma-
croinflexions rivales distinctes disponibles pour l’ensemble qui est le plus fourni
en réalisations rivales 11.
Formulé autrement, le PEP est satisfait si, dans un système flexionnel, il existe au moins
une case pour laquelle toutes les réalisations affixales sont des identifiants de classes. Il est
alors possible, à partir de n’importe quelle forme de cette case, de prédire l’ensemble du reste
de son paradigme. Par la suite, Carstairs-McCarthy (1994) raffine son analyse, en formulant
le No Blur Principle (NBP), dont le nom fait référence au principe de contraste. Selon le NBP,
dans un système flexionnel, tout affixe est soit un identifiant de sa classe, soit une réalisation
par défaut. Il ne peut donc y avoir qu’un défaut par case. Le NBP est donc violé dès lors que
pour au moins une case, il existe plusieurs affixes qui sont communs à plusieurs classes.
11. [En anglais dans le texte] « PARADIGM ECONOMY PRINCIPLE When in a given language L more than one
inflexional realisation is available for some bundle or bundles of non lexically determined morphosyntactic properties
associated with some part of speech N, the number of macroparadigms for N is no greater than the number of distinct
“rival” macroinflexions available for that bundle which is most generously endowed with such rival realisations. ».
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Ce principe ne semble pas toujours respecté par les systèmes. Par exemple, dans notre
système du latin (tableau 1.2), les affixes -um et -em sont tous deux répétés entre plusieurs
classes à l’accusatif singulier, et ne peuvent donc être ni des identifiants ni des défauts. Sui-
vant le raisonnement de Carstairs-McCarthy, si un système de classes peut être décrit d’une
façon qui satisfasse le NBP, alors cette classification est la bonne, même s’il est possible de
formuler d’autres classifications qui ne satisfont pas ce principe. Il dispose de deux moyens
principaux afin de trouver une classification qui respecte le NBP. Le premier découle du fait
qu’il ne considère comme réalisations flexionnelles que les affixes, et que les affixes dépendent
d’une segmentation des formes qui est sujette à arbitrages. Le choix d’une segmentation plutôt
qu’une autre peut donc altérer les paradigmes types observés en rejetant ou non une partie de
la variation dans les radicaux. Le second se situe dans la notion de  citée plus
haut, qui permet de fusionner des paradigmes types.
Carstairs-McCarthy explore deux segmentations alternatives des affixes des noms latins
masculins (les autres genres n’étant par définition par en concurrence avec ceux-ci, ils sont
ignorés de l’analyse). Nous reproduisons ces deux analyses dans le tableau 1.4. Nous montrons
les colonnes « floues » en grisant les cases concernées.
L’analyse traditionnelle, présentée en haut du tableau, ne respecte pas entièrement le NBP :
par exemple au datif pluriel, -īs n’est ni un identifiant de classe (deux autres classes présentent
le même), ni un défaut (-ibus est également répété entre plusieurs classes). L’analyse alterna-
tive, présentée en bas du tableau, abstrait les voyelles thématiques, considérées comme une
partie du radical. Cette analyse présente deux fois plus de colonnes qui enfreignent le NBP. En
conséquence, Carstairs-McCarthy choisit la première segmentation.
Afin de supprimer le flou restant, Carstairs-McCarthy fait appel à la notion de macropa-
radigme. il propose de fusionner les noms masculins des deux premières déclinaisons, comme
nous l’avions mentionné plus haut, et de fusionner ensemble les variantes de la troisième décli-
naison dont les alternances sont prédictibles phonétiquement. Il obtient ainsi une analyse des
noms latins masculins en trois classes qui respectent le NBP.
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Singulier Pluriel
Déclinaison       /   /
Première a a am ae ae ā ae ās ārum īs
Seconde us / — e um iī ō ō ī ōs ōrum īs
Troisième s / — / ēs s / — / ēs em is ī e ēs ēs um ibus
s s em is ī e ēs ēs ium ibus
is is im >em is ī ī >e ēs īs >ēs ium ibus
Quatrième us us um ūs uī ū ūs ūs uum ibus
Singulier Pluriel
Déclinaison       /   /
Première — — m ī ī Vː ī ːs ːrum īs
Seconde s / — e m ī Vː Vː ī ːs ːrum īs
Troisième s / — s / — m s ī e ēs ēs um bus
s s m s ī e ēs ēs um bus
s s m s ī Vː >e ēs ːs >ēs um bus
Quatrième s s m s ī Vː ːs ːs um bus
T 1.4 – Affixes nominaux latins avec et sans voyelles thématiques. Cette table est adap-
tée de Carstairs-McCarthy (1994, pp. 749-750). Le symbole > signifie « tend à être remplacé
par ». Une barre oblique sépare les affixes qui sont distribués sur une base partiellement pho-
nologique. Dans chaque colonne, les cases grisées indiquent les affixes répétés qui violent le
No Blur Principle.
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1.2.3 La réalité du concept de classes flexionnelles
On peut cependant se demander si cette solution est unique : il se peut qu’il existe plusieurs
façon concurrentes de regrouper les paradigmes afin de satisfaire le NBP. Carstairs (1987, p. 71),
conscient de cette possibilité, nomme l’existence de telles analyses concurrentes « macropara-
digm ambivalence ». Il illustre ce problème sur un langage imaginaire, et formule l’hypothèse
qu’il ne se pose en fait pas réellement en pratique, justifiant (p.72) : « Pour le matériel du russe,
du Dyirbal, du Zulu et du latin que nous avons considéré, il est façile de montrer qu’une seule
solution en macroparadigmes est plausible 12 ».
Cependant, ses analyses de ces systèmes ne semblent pas si arrêtées. Tout d’abord, comme
nous l’avons déjà remarqué, il existe pour le russe des analyses argumentées proposant un
nombre de classes très variable. L’analyse du Latin par Carstairs ne fait pas non plus consen-
sus. Par ailleurs, il existe un problème de circularité à définir le PEP ou le NBP comme des
propriétés observables des systèmes, tout en construisant les systèmes de classes de façon à ce
qu’ils s’y conforment. Blevins (2004) compare la pratique d’ajuster les frontières de classes de
cette façon au procédé qui consiste à manipuler les circonscriptions électorales afin d’influen-
cer l’issue d’un vote, ou « charcutage électoral » (en anglais : « gerrymandering »). Il montre
que si Carstairs-McCarthy (1994) prend toujours soin de consolider ensemble des macropara-
digmes qui semblent intuitivement associés, il serait tout aussi possible de fusionner des para-
digmes qui présentent des contrastes discriminants mais ne sont pas habituellement groupés
ensembles. Dès lors, il s’interroge : « Quel principe évite la consolidation de paradigmes non
apparentés qui ne sont jamais réunis ensembles 13 » ?
Il nous semble au contraire qu’il se peut qu’un unique système accepte plusieurs analyses en
classes distinctes mais équivalentes, comme semblent l’indiquer l’existence d’analyses concur-
rentes des mêmes systèmes. En général, les analyses constructives se donnent non pour une
possible grammaire générant les données parmi d’autres, mais pour une image plausible du
12. [En anglais dans le texte] « For the Russian, Dyirbal, Zulu and Latin material we have considered, it is easy to
show that only one macroparadigm solution is plausible ».
13. [En anglais dans le texte] « what principle prevents the consolidation of unrelated paradigms that are never
grouped together ? ».
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système mental des locuteurs. S’il existe plusieurs solutions équivalentes, il semble impossible
de deviner laquelle fait partie du modèle des locuteurs. Il faudrait alors admettre que divers
locuteurs peuvent en avoir des modèles différents. S’attend-on alors à ce qu’il existe des traces
de ces différences de modèles dans le comportement linguistique de ces locuteurs ?
L’existence de systèmes de classe alternatifs équivalents suggère que les classes flexion-
nelles ne sont pas des objets naturels, mais des classifications construites à partir des données.
Dès lors, il est compréhensible que différentes questions de recherche mènent à différentes
classifications, sans que l’une soit nécessairement meilleure que l’autre.
1.2.4 Identité des unités de flexion
Nous avons argumenté que, étant donné un ensemble d’affixes déterminés pour un système
flexionnel, l’organisation du lexique en classes flexionnelles constitue un construit de l’analyse
et non une propriété brute des données. Le même argument peut être mené à propos de la seg-
mentation des formes, qui nécessite des arbitrages parfois difficiles entre radical et affixes puis
entre affixes concurrents et allomorphie. Revenant à l’argumentation de Carstairs concernant
les voyelles thématiques du latin, nous remarquons que différentes hypothèses concernant la
segmentation des formes peuvent mener à des systèmes de classes apparemment très différents.
Il n’existe pas de consensus sur la façon d’inférer systématiquement une segmentation de
formes en radicaux et affixes (Spencer 2012). Les contraintes que l’on peut considérer pour cela
peuvent même constituer des pressions contradictoires. Par exemple, si l’on veut minimiser le
nombre d’affixes par case, on peut employer la stratégie appliquée par Boyé (2000, p. 125) qui
consiste à définir les affixes comme la partie commune à l’ensemble des mots formes d’une case.
Quel que soit le lexème, cette stratégie fait disparaître toute classe flexionnelle si l’on regarde
exclusivement les affixes, mais les restitue potentiellement dans les radicaux, qui comprennent
alors en partie du matériel parfois classé comme flexionnel. À l’opposé, on peut tenter de maxi-
miser la régularité des radicaux (Embick et Halle 2005). Trouver un équilibre entre ces extrêmes
dépend généralement de l’intuition du linguiste, et il n’existe pas de formalisation détaillée de
ce processus, permettant de l’implémenter et de garantir sa reproductibilité.
Walther et Sagot (2011) fournissent un moyen de comparer de façon computationnelle
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des analyses concurrentes de systèmes flexionnels. Walther (2013) conçoit un cadre formel
très général permettant d’encoder des analyses concurrentes. Ce formalisme génératif, nommé
Alexinaparsli, est implémenté et permet de générer des lexiques de grande tailles. Walther et
Sagot (2011) comparent des analyses distinctes implémentées dans ce formalisme en évaluant
leur compacité en s’appuyant sur la notion de longueur de description minimale. Ils peuvent
ainsi mesurer pour chaque analyse les coûts respectifs du lexique et de la grammaire, et choi-
sir l’analyse présentant la plus petite longueur de description. La méthodologie de Sagot et
Walther (2011), Walther et Sagot (2011) et Walther (2013) permet d’identifier l’analyse la plus
élégante lorsqu’on dispose de plusieurs analyses distinctes d’un même système flexionnel. Elle
ne permet cependant pas de trouver une analyse affixale à partir des formes, de découvrir une
analyse meilleure que celle dont on dispose, ni même d’évaluer une analyse unique dans l’ab-
solu sans la comparer à d’autres. Par ailleurs, les comparaisons de Sagot et Walther (2011),
Walther et Sagot (2011) et Walther (2013) aboutissent souvent à des mesures de complexités
très proches pour des analyses qualitativement très différentes. Plus encore, il n’est pas certain
que les grammaires mentales des locuteurs reflètent toujours l’organisation la plus compacte,
ni que cette analyse soit la seule utile ou saillante pour les locuteurs. En somme, si les travaux
de Sagot et Walther constituent la tentative la plus convaincante d’arbitrer entre des analyses
constructives, ils soulignent en creux le caractère largement arbitraire du choix d’une telle
analyse.
Par ailleurs, la focalisation sur les affixes fait l’hypothèse implicite d’une primauté des sys-
tèmes agglutinatifs, qui pose problème dans une perspective typologique. Ainsi Hockett (1987)
écrivait dans un chapitre intitulé « La grande fraude agglutinative 14 » :
Avec nos techniques ingénieuses, nous rendions compte des alternances en conce-
vant un « analogue agglutinatif » de la langue et formulions des règles qui conver-
tissaient les expressions de cet analogue vers les formes réellement exprimées. Bien
sûr, même un tel analogue agglutinatif, accompagné de ses règles de conversion,
pourrait être interprété seulement comme un outil descriptif. Mais il n’était géné-
ralement pas conçu de cette façon ; à l’opposé, il était considéré comme un reflet
14. [En anglais dans le texte] « The great agglutinative Fraud ».
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direct de la réalité. Nous semblions convaincus que, quelles que soient les appa-
rences, toutes les langues étaient « vraiment » agglutinatives 15.
Ce sentiment est partagé par Matthews (1991), qui écrit des morphèmes : « Un défenseur des
grammaires anciennes [NDA : les approches Mot et Paradigme] répondrait que ces éléments
sont des fictions. Ils sont créés par la méthode moderne [NDA : les approches morphémiques] ;
et, si nous les imposons sur un système flexionnel, il est inévitable que nous le décrivions
comme un système agglutinatif qui a, d’un façon ou d’une autre, mal tourné 16 ».
La segmentation des formes, qu’elle prenne spécifiquement la forme d’une division radical-
affixe ou non, constitue donc en elle-même une classification flexionnelle des lexèmes, et n’est
pas un donné de l’analyse. Comment envisager une analyse qui prenne au sérieux ce constat ?
1.3 Vers une perspective abstractive
Les grammaires « anciennes » dont parle Matthews sont les grammaires de la tradition
latine, qui présentent les systèmes flexionnels au moyen d’une série de paradigmes exemplaires
illustrant l’ensemble des paradigmes types d’un système. Par la suite, il suffit d’un petit nombre
de formes pour savoir de quel paradigme type relève un lexème, et pour le fléchir par analogie
aux lexèmes exemplaires. L’ensemble de cases servant ainsi de prédicteur se nomme 
. Ces analyses sont , dans les termes de Blevins (2006), plutôt que
 : elles s’attachent à décrire les relations entre les formes de surface plutôt qu’à
fournir une grammaire qui les génère. Les unités fondamentales considérées par ces analyses
sont les mots et les liens qu’ils entretiennent au sein des paradigmes : ce sont des analyses de
15. [En anglais dans le texte] « with our clever morphophonemic techniques[, we] were providing for alternations by
devising an “agglutinative analog” of the language and formulating rules that would convert expressions in that analog
into the shapes in which they are actually uttered. Of course, even such an agglutinative analog, with its accompanying
conversion rules, could be interpreted merely as a descriptive device. But it was not in general taken that way; instead,
it was taken as a direct reflection of reality. We seemed to be convinced that, whatever might superficially appear to be
the case, every language is “really” agglutinative ».
16. [En anglais dans le texte] « An apologist for ancient grammar would answer that these elements are fictions.
They are created by the modern method; and, if we fist them on a flectional system, we are bound to describe it as an
agglutinating system that has somehow gone wrong ».
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type Mot et Paradigme (Hockett 1954).
1.3.1 Le mot comme unité de prédictibilité
Pour les noms du latin, la tradition considère que le nominatif et le génitif fournissent
conjointement assez d’information pour sélectionner le reste du paradigme. Dans le tableau 1.2,
cette paire de cases suffit à distinguer la plupart des autres cases : seules les formes qui se
déclinent comme  prennent /-a/ au nominatif singulier et /-ae/ au génitif singulier, seules
celles qui se déclinent comme  prennent /-us/ au nominatif singulier et /-i/ au génitif
singulier. Mais ces seules deux cases ne suffisent pas à distinguer les paradigmes types de 
et , qui se distinguent uniquement par le génitif pluriel, ou ceux de  et , qui
se distinguent par l’accusatif singulier, et les nominatif, vocatif et accusatif pluriels (ainsi que
par leur genre, puisque la déclinaison de  est propre aux noms neutres).
Stump et Finkel (2013) se sont appuyés sur la notion de système de parties principales pour
développer une typologie des systèmes flexionnels. Ils utilisent un outillage informatisé afin
de mesurer précisément les variables typologiques étudiées. Tandis que les grammaires tradi-
tionnelles et pédagogiques avancent l’existence d’un unique ensemble de parties principales
permettant de prédire l’ensemble des autres cases du paradigme pour l’ensemble des lexèmes,
ils s’intéressent à toutes les formes que peut prendre un tel ensemble. Le Principal Part Analy-
zer est un programme qu’ils ont développé et qui permet de calculer les propriétés des systèmes
de parties principales. Si on lui soumet le paradigme d’affixes du tableau 1.2, celui-ci propose
en sortie les quatre ensembles de parties principales possibles suivants 17 :
1. {nom.sg, acc.sg, gen.pl }
2. {nom.sg, nom.pl, gen.pl }
3. {voc.sg, acc.sg, gen.pl }
4. {voc.sg, nom.pl, gen.pl }
17. Stump et Finkel (2013) étudient les implications entre cases de paradigme à travers les relations entre règles
d’exponence, et non entre mots formes. Leurs analyses ne sont pas constructives, et s’apparentent à des analyses
abstractives sans toutefois s’intéresser directement aux formes de surface. Elles constituent un compromis entre
approches fondées sur le mot et approches fondées sur l’exponence.
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Comme nous l’avons vu, Carstairs-McCarthy a conclu de l’observation du système nominal
du latin qu’une analyse qui conserve les voyelles thématiques dans les affixes respecte mieux le
NBP. Or le NBP, comme le PEP, est une contrainte sur l’indépendance des cases de paradigmes.
Ces principes imposent une prédictibilité des réalisations entre elles : si une réalisation est
diagnostique d’une classe, elle suffit à prédire l’ensemble des autres réalisations des lexèmes
de cette classe. Il n’est pas surprenant que la segmentation qui attribue le plus de matériel aux
affixes mène à une meilleure prédictibilité au sein du paradigme : l’ajout d’information ne peut
en effet qu’améliorer cette prédictibilité. Nous pourrions donc employer le même moyen pour
justifier une analyse qui prend en compte les radicaux au même titre que les affixes : un mot
entier est nécessairement un prédicteur de classe égal ou meilleur qu’un affixe. C’est pour cette
raison que Blevins (2004, p. 42) écrit : « les généralisation sur les exposants affixaux dérivent
des patrons d’interdépendance qui impliquent les mots entiers 18 ». Blevins (2016) montre que
les segmentations en affixes et radicaux opacifient artificiellement les paradigmes, et que la
pratique d’utiliser des étiquettes de classes constitue un palliatif à ce problème.
Il apparaît donc que le mot constitue une unité plus utile que l’affixe – ou tout autre forme
d’exposant – pour l’étude de la complexité, et donc de la prédictibilité des paradigmes, dans
les systèmes flexionnels (Robins 1959). Blevins (2004) remarque justement que dans une pers-
pective M  P, il n’est pas besoin d’un principe d’économie pour expliquer la
dépendance entre cases du paradigme. Celle-ci est au contraire un des fondements théoriques
de l’approche : ce type d’analyse n’est possible que parce qu’il existe des dépendances fortes
entre cases de paradigme. Par ailleurs, une analyse Mot et Paradigme a l’avantage de ne pas né-
cessiter de référence explicite à une segmentation particulière des formes en affixes, qui comme
nous l’avons vu ne va pas de soi.
L’exemple du burmeso illustre de manière spectaculaire le contraste entre approches construc-
tives et approches abstractives. Le tableau 1.5 présente deux classes flexionnelles des verbes du
burmeso telles qu’elles sont décrites par Corbett (2009), sous la forme d’exposants affixaux.
D’un point de vue constructif, ce système flexionnel semble extrêmement complexe : chaque
18. [En anglais dans le texte] « generalizations over affixal exponents are derivative of patterns of interdependence
involving whole words ».
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Classe 1 Classe 2
   
I j- s- b- t-
II g- s- n- t-
III g- j- n- b-
IV j- j- b- b-
V j- g- b- n-
VI g- g- n- n-
T 1.5 – Classes flexionnelles verbales du burmeso (Corbett 2009, d’après Donohue 2001).
classe constitue un système d’affixes entièrement indépendant. Ces moyens concurrents pour
exprimer les mêmes valeurs semblent, dans la perspective constructive, excédentaires, et se
traduiraient par une grammaire « double ». Pourtant, dans une perspective abstractive, cette
complexité disparaît. En effet, il est toujours trivial dans ce système de savoir à quelle classe ap-
partient un mot, et de prédire l’ensemble de ses autres formes. N’importe quelle case constitue
une partie principale parfaite.
Afin de rendre compte de ce contraste, Ackerman et Malouf (2013) distinguent la 
  d’un système, ou E, qui concerne le nombre de distinctions
faites par un système, et la taille de l’inventaire de moyens servant à les marquer ; et la 
 , ou I définie comme la difficulté que pose le système pour les
locuteurs. En raison de la distribution zipfienne des mots formes en corpus, les locuteurs sont
exposés à certaines formes, mais jamais au paradigme entier d’un lexème. En conséquence, ils
doivent faire des inférences afin de produire les formes auxquelles ils n’ont pas été exposés.
Ackerman et Malouf (2013) nomment ce problème le P C F P (PCFP).
Ils mesurent la complexité intégrative comme la difficulté moyenne que pose le PCFP au sein
d’un système flexionnel.
Tandis que les systèmes flexionnels varient beaucoup en E-complexité, Ackerman et Ma-
louf (2013) observent que ce n’est guère le cas en termes d’I-complexité, qui est uniformément
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basse dans les systèmes qu’ils mesurent. Puisque celle-ci reflète une organisation en patrons
implicatifs des paradigmes, ils concluent que « les approches grammaticales qui considèrent
les mots, les paradigmes et les constructions clausales comme des unités primaires de l’analyse
semblent bien fondées 19 ».
1.3.2 Des classes d'identité aux classes de similarité
Dans une perspective abstractive, l’élaboration d’une classification flexionnelle des lexèmes
ne répond plus au besoin de minimiser une grammaire. S’il n’est plus nécessaire de fournir
des étiquettes de classes servant au ré-assemblage de mots segmentés, il n’en reste pas moins
que les systèmes flexionnels peuvent présenter un ensemble de paradigmes types, liés entre
eux par des points de similarité. On peut donc se demander comment classer les lexèmes en
fonction de leur comportement flexionnel. Nous nous demanderons tout d’abord quels types
de classification sont le plus appropriés à décrire les analogies dans les paradigmes de flexion.
Revenons aux deux définitions des classes flexionnelles selon Carstairs-McCarthy (1994,
p. 639) et Aronoff (1994, p. 64). Suivant celles-ci, un système de classes flexionnelles est une
partition exhaustive de l’ensemble des lexèmes en plusieurs classes sans chevauchement. Les
membres d’une classe partagent un comportement flexionnel identique. Par exemple, les classes
(2a) et (2b) du tableau 1.2, quoiqu’elles partagent l’ensemble de leurs autres réalisations, sont
distinctes en ce que (2b) ne présente aucune réalisation affixale au nominatif et vocatif singu-
liers.
Les 13 paradigmes types qui constituent les lignes du tableau 1.2 correspondent aux défini-
tions d’Aronoff et de Carstairs-McCarthy, mais ne correspondent en fait pas à la classification
traditionnelle du système flexionnel des noms latins. La tradition ne distingue que cinq classes,
qui réunissent ensemble certaines des lignes et qui sont numérotées dans la première colonne
du tableau. Au sein de ces classes, comme Dressler, Kilani-Schoch et al. (2008, p. 52) nous le
rappellent, « tous les noms d’une classe ne se fléchissent pas exactement de la même façon 20 ».
19. [En anglais dans le texte] « grammatical approaches that posit words and paradigms and clausal constructions
as primary units of analysis appear to be well grounded ».
20. [En anglais dans le texte] « not all nouns of one class inflect in exactly the same way ».
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Par exemple, tandis que certains lexèmes de la troisième déclinaison se terminent en -ium au
génitif pluriel (3d, 3e, 3), d’autres se terminent en -um (3a, 3b, 3c). Plutôt qu’une identité, les
membres de classes flexionnelles au sens traditionnel présentent un degré de similarité fort.
Cet exemple est représentatif d’une observation générale selon laquelle les descriptions tra-
ditionnelles de systèmes flexionnels distinguent un petit nombre de grandes classes, compre-
nant à la fois des patrons communs vus comme réguliers et des patrons plus rares vus comme
des déviations à la situation régulière. Dans les faits, les analyses de linguistes se fondent sou-
vent également sur ce type de classes.
Cette seconde définition rappelle les « macroparadigmes » de Carstairs-McCarthy, qui réunit
certaines classes à condition qu’elles ne soient pas en concurrence. Le principe directeur pour
leur élaboration est le respect des contraintes de complexité du système (comme le NBP) ; ce-
pendant leur définition mentionne explicitement un critère de similarité (Carstairs 1987, p. 69) :
Un macroparadigme consiste en :
(a) Deux ou plusieurs paradigmes similaires dont toutes les différences flexion-
nelles peuvent être expliquées phonologiquement, ou qui corrèlent de façon consé-
quente avec des différences de propriétés déterminées sémantiquement ou lexica-
lement ;
ou
(b) tout paradigme qui ne peut être combiné de cette façon avec un autre para-
digme. 21
D’autres auteurs s’appuient également sur ce type de définitions fondées sur la similarité.
Brown et Hippisley (2012, p. 4) définissent les classes flexionnelles comme des « classes de
lexèmes qui partagent des contrastes morphologiques similaires 22 ». Matthews (1991, p. 129)
propose quant à lui : « les classes flexionnelles […] sont des classes de lexèmes qui vont en-
21. [En anglais dans le texte] « A macroparadigm consists of:
(a) any two or more similar paradigms all of whose inflexional differences either can be accounted for phonologically,
or else correlate consistently with differences in semantic or lexically determined syntactic properties;
or
(b) any paradigm which cannot be thus combined with other paradigm(s) ».
22. [En anglais dans le texte] « classes of lexemes that share similar morphological contrasts ».
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semble relativement à une certaine flexion. 23 », enfin, Blevins (2004, p. 42) décrit ainsi les
classes flexionnelles dans le modèle WP : « Les lexèmes qui se fléchissent similairement sont
assignés à une conjugaison ou déclinaison commune ; c’est-à-dire une classe flexionnelle 24 ».
Dans une série de publications influentes, Dressler et ses collègues proposent de ne pas
choisir entre les deux définitions, et fournissent des noms distincts pour décrire les deux types
de classes :  et  (Dressler, Mayerthaler et al. 1987 ; Dressler et
Thornton 1996 ; Kilani-Schoch et Dressler 2005) : Les  sont de petites classes uni-
formes dont les membres se comportent de façon identiques. Il existe autant de microclasses
qu’il y a de paradigmes types. Les  sont de grandes classes fondées sur la simi-
larité qui présentent un certain degré de variation interne.
Dressler et Thornton (1996) appellent également « paradigme isolé » une microclasse ne
comportant qu’un lexème. Nous prendrons plutôt le parti de les voir comme un type (extrême)
de microclasse. Ainsi, les microclasses correspondent aux définitions d’Aronoff et de Carstairs-
McCarthy. Comme différents travaux utilisent des termes variables pour désigner microclasses
et macroclasses, le tableau 1.6 résume ces usages.
nous microclasses macroclasses
Corbett (1982) types paradigms
Carstairs (1987) paradigm macroparadigm
Dressler et Thornton (1996) microclasses et paradigmes isolés  macroclasses 
Blevins (2006) declensions macrodeclensions
Brown et Hippisley (2012) class superclass
Bonami et Boyé (2014) classes flexionnelles élémentaires classes flexionelles irréductibles
T 1.6 – Terminologie utilisée pour décrire les micro et macroclasses.
23. [En anglais dans le texte] « inflectional classes […] are classes of lexemes that go together in respect of some
inflection ».
24. [En anglais dans le texte] « Lexemes that inflect alike are assigned to a common conjugation or declension; i.e.,
inflection class ».
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1.3.3 Les microclasses
L’identification d’un système de microclasses se fait de façon transparente si l’on dispose
d’un inventaire des propriétés flexionnelles de chaque lexème : il suffit alors de réunir les
lexèmes dont toutes les propriétés sont identiques. Cependant l’extraction de cet inventaire
est un problème difficile en soi.
Comment caractériser le comportement flexionnel d’un lexème dans une approche Mot et
Paradigme ? Ces modèles se fondent traditionnellement sur des  
qui réèrent implicitement au comportement flexionnel des lexèmes, comme le décrit Matthews
(1991, p. 192) :
Tel est le génitif singulier domini au nominatif singulier dominus, tel doit être x
(l’inconnue) au nominatif singulier servus. Quel est donc x ? Réponse : ce doit être
servi. En notation, dominus : domini = servus : servi . Le patron tient pour de
nombreux autres noms de ce qui est traditionnellement appelé la seconde décli-
naison 25.
La question des microclasses est donc la suivante : comment évaluer le domaine dans lequel
ces égalités sont valides ? Pour cela, il nous faut évaluer la relation entre dominus : domini et
rosa : rosae. Il nous faut donc exprimer explicitement la fonction qui les relie, c’est à dire
qu’il nous faut trouver f tel que f(dominus) = domini, g tel que f(rosa) = rosae, puis nous
demander si f = g. Matthews (1991, p. 192) suggère d’écrire les fonctions telles que f et g,
qu’il nomme « transformations morphologiques », comme indiqué ci-dessous (1) :
(1) dominus : domini =
Nominative,Singular,
X+us
N → [Genitive,
X+i
]
Ces fonctions sont utilisées dans des  . Dans les termes de
Bonami (2014, p. 88) :
25. [En anglais dans le texte] « As Genitive Singular domini is to Nominative Singular dominus, so x (unknown)
must be to Nominative Singular servus. What then is x ? Answer : it must be servi. In notation, dominus : domini =
servus : servi. The pattern holds for many other Nouns of what is traditionally called the 2nd Declension ».
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« a. Pour tout lexème L qui vérifie la condition C , si la case φ du paradigme de L
est réalisée par la forme X , alors la case ψ du paradigme est réalisée par la forme
f(X).
b. C : [φ : X ⇒ ψ : f(X)] »
Nous proposons d’expliciter les fonctions f par des  ’, comme exem-
plifié en (2). Ce patron peut se lire : Dans une forme du nominatif singulier, /-us/ final précédé
d’une consonne alterne au génitif singulier avec /i/. Les patrons décrivent des alternances qui
sont bidirectionnelles, car les analogies représentent des relations qui peuvent se lire dans les
deux sens. Ils sont constitués d’une  formelle entre deux éléments (_us, _i) et d’un
 ’ qui formule des contraintes phonologiques à l’application du pa-
tron (XC_). On peut dire d’un patron qu’il est applicable à une forme si la forme remplit la
contrainte formée par le contexte combiné par le membre approprié de l’alternance. Cette no-
tation s’inspire des règles phonologiques de Chomsky et Halle (1968), ainsi que des patrons
morphologiques de Albright et Hayes (2003) et Bonami et Boyé (2014).
(2) .⇌. : _us ⇌ _i / XC_
Le patron (2) exprime deux implications : d’une part, tout lexème nominal dont la forme de
nominatif singulier se termine par /-us/ précédé d’une consonne se termine en /-i/ au génitif sin-
gulier, et inversement, Tout lexème nominal dont la forme de génitif singulier se termine par /-i/
précédé d’une consonne se termine en /-us/ au génitif singulier. Il n’est pas nécessaire que ces im-
plications soient toujours satisfaites : on s’intéressera (chapitre 3) à leur probabilité d’être satis-
faites. Elles constituent donc une forme de règle analogique plutôt qu’une implication logique.
Guzman Naranjo (2017) remarque que dans cette perspective, « les analogies proportionnelles
peuvent (et doivent) être étendues à des ensembles. Par exemple, ce n’est pas seulement la re-
lation škola-školu qui détermine la relation muščina-muščinu, mais c’est plutôt l’ensemble de
toutes les paires nominatif-accusatif connues par les locuteurs 26 ».
26. [En anglais dans le texte] « proportional analogy can (and should) be extended to sets. For example, it is not
just the relation škola-školu which determines the relation muščina-muščinu, it is rather the whole set of nominative-
accusative pairs speakers know ».
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Nous proposons de qualifier le comportement flexionnel d’un lexème non pas par une sé-
rie d’exposants, mais par l’ensemble des patrons d’alternances qui peuvent être définis pour
l’ensemble des cases de son paradigme abstrait.
Wurzel (1989), Ackerman et Malouf (2013) et Stump et Finkel (2013) examinent les rela-
tions implicatives entre cases de paradigmes en s’appuyant sur des exposants préalablement
segmentés. Mais pour les besoins de l’évaluation ultérieure des points de similarités entre pa-
radigmes, il est crucial que ces patrons soient élaborés sur la base des mots entiers, plutôt que
d’une segmentation préalable en affixes. Ainsi, des patrons fondés sur les affixes présentés dans
le tableau 1.2 des noms latins présumeraient entre . et . le patron (3) pour l’alter-
nance dominōs : dominōrum et le patron (4) pour l’alternance rosās : rosārum :
(3) .⇌. : _ōs ⇌ _ōrum / X_
(4) .⇌. : _ās ⇌ _ārum / X_
Il semble pourtant fallacieux de considérer que  et  ont des comportements
distincts pour cette alternance. Un patron qui rend mieux compte des alternances entre mots
pourrait décrire les deux alternances d’une même façon (5) :
(5) .⇌. : _s ⇌ _rum / XV_
Les analyses affixales manquent souvent des points de similarité entre mots formes dont les
patrons d’alternances rendent compte naturellement. Prenons pour exemple quelques formes
adjectivales du français, présentées dans le tableau 1.7.
Lexèmes . ./ .
 /nɔʁmal/ /nɔʁmal/ /nɔʁmo/
 /vɛʁ/ /vɛʁt/ /vɛʁ/
 /blø/ /blø/ /blø/
T 1.7 – Trois paradigmes adjectivaux français.
Nous présentons une analyse affixale de ces adjectifs dans le tableau 1.8. Celle-ci procède
à un découpage global du paradigme, en retirant de chaque ligne la sous-chaîne commune à
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chaque forme, c’est-à-dire le radical (Beniamine, Bonami et Sagot 2017). Cette segmentation
identifie deux points de similarité entre les paradigmes de  et de , qui portent chacun
un affixe zéro au masculin singulier et pluriel. Elle n’identifie aucun autre point de similarité
entre les paradigmes.
Lexèmes . ./ .
 /-al/ /-al/ /-o/
 — /-t/ —
 — — —
T 1.8 – Analyse affixale de trois paradigmes adjectivaux français.
Une analyse en patrons d’alternance se fonde au contraire sur des contrastes entre paires de
formes, et produit donc une segmentation locale à cette paire de formes. Nous présentons dans
le tableau 1.9 le résultat d’une telle analyse sur les formes du tableau 1.7. Nous notons « ϵ⇌ ϵ »
le patron identité, et plus généralement employons le symbole ϵ pour dénoter la chaîne vide
dans les patrons d’alternance. Ici, les patrons d’alternance identifient non seulement une simi-
larité entre  et  (avoir des formes identiques au masculin singulier et pluriel), mais
également une similarité entre  et , que la segmentation affixale ignorait : tous
deux présentent des formes identiques au masculin singulier et au féminin. Il existe donc des
généralités dont l’analyse affixale ne rend pas compte, au contraire de l’analyse en patrons
d’alternances. Il est notable que la grammaire traditionnelle du français ne traite justement pas
l’alternance /-al///-o/ comme affixale.
Lexèmes . ∼ ./ . ∼ . ./ ∼ .
 ϵ⇌ ϵ _al ⇌ _o _al ⇌ _o
 _ ⇌ _t ϵ⇌ ϵ _t ⇌ _
 ϵ⇌ ϵ ϵ⇌ ϵ ϵ⇌ ϵ
T 1.9 – patrons d’alternances binaires pour trois paradigmes adjectivaux français.
Ces différences ont des conséquences directes sur les structures des classes flexionnelles,
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définie en termes de similarité. Les affixes sont des unités abstraites, dont le calcul nécessite
une connaissance globale de l’ensemble des paradigmes d’un système. Les patrons constituent
des unités de plus bas niveau, et ne sont pas des façons alternatives de noter des affixes. Ils
manifestent l’ensemble des segmentations pertinentes pour chaque paire de cases. Par ailleurs,
ils ne postulent pas d’allomorphie phonologiquement conditionnée. Ils exposent donc tous les
contrastes de surface observables à travers les formes d’un même lexème, et ne masquent pas
les similarités qui ne peuvent s’exprimer en termes d’affixes. En somme, ils constituent une
meilleure base pour l’évaluation de la similarité entre paradigmes, et donc pour l’analyse en
classes flexionnelles.
Le chapitre 2 sera consacré à l’inférence automatique non supervisée de tels patrons d’alter-
nance à partir de tables de paradigmes contenant des mots formes en notation phonologique,
et à l’étude des systèmes de microclasses qui en découlent. Ce faisant, nous prenons au mot
Blevins (2006), qui écrit des classes flexionnelles : « elles contiennent des items qui présentent
des patrons flexionnels communs 27 ».
1.3.4 Les macroclasses
Contrairement aux microclasses, les macroclasses ne peuvent se déduire uniquement d’une
analyse en patrons d’alternances. Elles sont fondées sur un certain degré de similarité. Or la
similarité est gradiente et multidimensionnelle. Afin de décider d’un seuil de similarité, il est
généralement nécessaire de faire entrer en compte d’autres critères de décision. Nous en exa-
minons ici quelques-uns.
Nous avons vu que les décisions de Carstairs (1987) pour réunir des microclasses reposaient
sur trois principes : les microclasses d’un macroparadigme doivent présenter des similarités,
elles ne doivent pas être en compétition (il existe un prédicteur permettant de les distinguer),
et leur réunion mène à un système désirable du point de vue du NBP. Nous avons également
discuté les objections de Blevins (2004) aux découpages en faveur du NBP qu’il compare au
« charcutage électoral ». Le critère de prédictibilité seul ne permet donc pas de décider d’une
unique partition de classes.
27. [En anglais dans le texte] « they contain items that exhibit common patterns of inflection ».
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En général, les morphologues descriptifs motivent les classifications en macroclasses en
fonction de propriétés discriminantes entre macroclasses. Le tableau 1.10 présente un extrait
de paradigme de cinq verbes exemplaires du latin.
conjugaison lexème glose  .1 .2
première  ‘aimer’ amāre amō amās
seconde  ‘tenir’ tenēre teneō tenēs
troisième  ‘courrir’ currere currō curris
troisième  ‘prendre’ capere capiō capis
quatrième  ‘entendre’ audīre audiō audīs
T 1.10 – Extraits de paradigmes verbaux latins.
Les conjugaisons latines sont caractérisées par la qualité et la longueur de la voyelle théma-
tique de l’infinitif présent actif : -ā- pour la première conjugaison, -ē- pour la seconde, -e- pour la
troisième et -ī- pour la quatrième. Cependant, au sein de chaque conjugaison, il existe de nom-
breuses façon distinctes de former le supin. Les conjugaison partagent également des points
de similarités : Certains verbes de la troisième conjugaison comme  ont un indicatif
présent première personne actif en -ō, similaire à ceux de la première conjugaison. D’autres,
comme , sont distincts de la première conjugaison pour cette case, mais identiques à la
quatrième conjugaison. La tradition considère que le contraste à l’infinitif est plus important
que celui de la première personne du singulier au présent, ou que ceux du supin.
Une telle stratégie pour motiver une classification en macroclasses présente deux pro-
blèmes. D’une part, il n’est pas facile de savoir si les propriétés fondent la classification, ou si
elles sont sélectionnées post-hoc afin de contraster des classes pré-établies (par exemple pour
des besoins pédagogiques). D’autre part, les raisons pour lesquelles certaines distinctions sont
tenues pour prioritaires ne sont pas explicitées, et il est donc impossible de savoir leur nature.
Les études des systèmes de classes flexionnelles dans le cadre de la « Morphologie Natu-
relle » (Dressler et Thornton 1996 ; Kilani-Schoch et Dressler 2005 ; Dressler, Kilani-Schoch et
64 Chapitre 1. Les notions de classe flexionnelle
al. 2008), de par leur caractère particulièrement explicite, permettent de mettre le doigt sur les
arbitrages difficiles à motiver entre critères dans l’établissement des macroclasses.
Pour les tenants de la « Morphologie Naturelle », les classes, et donc entre autres les ma-
croclasses, sont définies par des implications nommées « conditions de structure paradigma-
tique 28 ». Nous présentons ci-dessous quelques conditions de structure paradigmatique éta-
blies par Kilani-Schoch et Dressler (2005) pour les classes verbales du français :
(6)  Macroclasse I : Infinitif /X+e/ ⇒

Participe passé = /X+e/
Passé simple première personne du singuliers = /X+e/
Présent singulier = /X/
Présent indicatif troisième personne du pluriel = /X/
Subjonctif présent = /X/
(7) Classe I.1 : Imparfait parl+ɛ, futur parl+ər+e.
(8) Classe II.2 : Infinitif /Xwar/ ⇒

Participe passé en /y/
Passé simple en /y/
par défaut, /wa/ fait partie de l’infinitif
Remarquons tout d’abord que les conditions de structure paradigmatique sont de nature va-
riable. Elles sont parfois formulées en terme de relations implicatives (Wurzel 1989 ; Ackerman,
Blevins et Malouf 2009 ; Stump et Finkel 2013), comme c’est le cas pour la macroclasse I dont
la condition de structure paradigmatique est reformulée en (6) ou pour la classe II.2, comme
décrit en (8). Les implications sont parfois des relations entre les segmentations de deux cases,
comme en (6), et parfois entre une case et une unité abstraite, comme en 8. Certaines classes,
au contraire, sont définies par des exposants, comme c’est le cas en 7 pour la classe I.1.
Un autre principe organisateur est présent dans la classification verbale du français de
Kilani-Schoch et Dressler (2005). Leur modèle de la flexion est fondé sur un double mécanisme
(Clahsen 2006) et suppose qu’il existe une différence catégorique entre lexèmes réguliers et ir-
réguliers, et que les lexèmes réguliers et irréguliers sont traités différemment par les locuteurs.
Kilani-Schoch et Dressler (2005) considèrent que la bipartition entre réguliers et irréguliers est
28. [En anglais dans le texte] « Paradigm Structure Conditions ».
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un critère décisif pour distinguer les macroclasses. Ils définissent donc deux macroclasses : la
première regroupe l’ensemble des verbes productifs, caractérisés par un infinitif en /-e/. Elle
correspond à la première conjugaison traditionnelle du français. La seconde réunit tous les
autres verbes.
La notion de régularité est souvent employée pour justifier des classifications en macro-
classes. Wurzel (1989, p. 64) propose une liste de propriétés permettant de juger de la « norma-
lité ». Les classes normales, ou régulières, sont :
— des attracteurs pour les classes moins régulières,
— productives, tant pour les néologismes que les pseudo-mots,
— attractives, donc plus souvent sur-généralisées, et les erreurs résultantes semblent plus
acceptables aux locuteurs que des erreurs résultant de la sur-généralisations de classes
moins normales,
— moins touchées par les troubles aphasiques,
— plus rapidement acquises par les enfants et les apprenants en général.
La régularité d’un lexème, d’après ces critères, s’observe non en regardant la structure im-
plicative d’un système flexionnel en synchronie, mais à travers l’étude diachronique et des
expériences psycholinguistiques. Quelle que soit la position adoptée concernant les modèles
à double mécanisme, ou la supposition que seule la première conjugaison traditionnelle des
verbes français est productive (voir Bonami, Boyé, Giraudo et al. (2008)), il nous faut donc
conclure que ce type de classification est entièrement distinct, et potentiellement orthogonal,
à une classification fondée sur la similarité des patrons flexionnels.
La régularité d’une classe flexionnelle peut aussi être vue comme corrélée avec la fréquence
de type (les classes plus grandes sont plus régulières), la simplicité formelle (notion elle-même
floue et difficile à mesurer), et l’extensibilité à des items inconnus dans les expériences d’élici-
tation. Notons que le trio productivité, attractivité et extensibilité devraient corréler au moins
en partie avec la généralité des contextes d’application d’un patron flexionnel. Le chapitre 5
explorera une façon de fonder l’inférence de macroclasses sur les similarités structurelles des
comportements flexionnels des lexèmes. Nous évaluerons également comment ces classes sont
distribuées en termes de généralité et de fréquence de type des patrons.
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1.4 La canonicité des systèmes de classes flexionnelles
Au-delà de la question d’une partition remarquable du lexique en macroclasses, on peut
s’intéresser à la structure des similarités entre les classes. Ainsi, Dressler et Thornton (1996),
Kilani-Schoch et Dressler (2005) et Dressler, Kilani-Schoch et al. (2008) intègrent les macro-
classes et microclasses dans un arbre dans lequel tout nœud peut être considéré comme une
classe flexionnelle. Chacun de ces nœud hérite des propriétés de tous ses ancêtres selon un
principe d’héritage monotone.
Corbett et Fraser (1993) et Brown et Hippisley (2012) proposent une théorie de la mor-
phologie nommée Morphologie en Réseau (Network morphology) qui représente l’ensemble
du système flexionnel par une arborescence d’héritage par défaut. Ces analyses sont de type
constructif, et permettent de générer les formes d’un lexème en parcourant le chemin qui le
relie à la racine. L’héritage par défaut a deux avantages dans ce contexte : d’une part il permet
des représentations compactes en limitant les répétitions et le nombre de nœud dans la hiérar-
chie, et d’autre part il donne un statut naturel à la notion de régularité : un nœud qui réécrit
un défaut fait exception à la règle définie par son parent.
Si partitions et arborescences peuvent être considérées comme des modèles concurrents
pour représenter les systèmes de classes flexionnelles, on peut également voir les partitions
comme un cas limite maximalement simple de classes flexionnelles : un système de classes
formerait une véritable partition si les microclasses ne présentent aucune similarité entre elles.
Wurzel (1989, p. 63) décrit comme suit les propriétés d’un système de classes idéalement
uniformes et indépendantes :
Nous avons supposé qu’il existe une classe flexionnelle indépendante et uniforme
dans une langue si chaque catégorie ou ensemble de catégorie dérivés sont for-
mellement réalisés d’une façon uniforme pour un certain groupe de mots, et si
les formes flexionnelles dérivées sont toutes formellement distinctes des formes
dérivées pour tous les autres groupes de mots.
La constitution des classes flexionnelles se fonde sur l’uniformité et la distinctivité
des paradigmes, exactement comme chaque classification se fonde sur les proprié-
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tés communes et distinctes des éléments à classer. 29
Corbett (2009) systématise cette description, et fournit deux principes et neuf critères ca-
ractérisant les systèmes de classes flexionnelles canoniques, qui présentent :
(principe I) des classes distinctives, c’est à dire qu’ils présentent
(critère 1) à travers les classes, des paradigmes concrets distincts ;
(critère 2) mais des paradigmes abstraits identiques ;
(critère 3) à l’intérieur d’une classe, des paradigmes concrets identiques ;
(critère 4) une structure implicative plate, où aucune case n’est plus prédictive qu’une
autre.
(principe II) des classes indépendantes, c’est à dire que « la distribution des items lexicaux à tra-
vers les classes flexionnelles canoniques n’est pas motivée en synchronie 30 ». En consé-
quence,
(critère 5) chaque classe comporte un nombre égal de lexèmes ;
(critère 6) les classes ne sont pas motivées phonologiquement ;
(critère 7) les classes ne sont pas motivées syntaxiquement ;
(critère 8) les classes ne sont pas motivées par la catégorie morphosyntaxique ;
(critère 9) les classes ne sont pas motivées pragmatiquement.
D’après cette description, les classes flexionnelles constituent des sous-systèmes entiè-
rement distincts et indépendants. Corbett (2009) décrit le système du Burmeso (tableau 1.5)
comme un rare cas de canonicité. Un système de classes canonique respecte parfaitement le
principe d’économie du paradigme, tout comme le NBP, puisqu’il ne présente aucun exposant
partagé entre classes. Ces critères ne distinguent pas entre micro- et macro-classes, puisqu’elles
29. [En anglais dans le texte] « We assumed that there exists a uniform and independent inflectional class in a
language if every derived category and/or bundle of categories is formally symbolized in a uniform way for some group
of words and if the derived inflectional forms are all formally distinct from the derived inflectional forms of all other
word groups.
The constitution of inflectional classes is based on the uniformity and distinctiveness of paradigms, just as every
classification is based on the common and distinct properties of the elements to be classified ».
30. [En anglais dans le texte] « the distribution of lexical items over canonical inflectional classes is synchronically
unmotivated ».
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sont identiques dans le cas canonique (critère 1 et 3). L’existence de similarités entre classes
flexionnelles enfreint le critère 1 par définition. Un lexème est  pour une case de pa-
radigme s’il n’a pas de forme définie pour cette case. Son paradigme abstrait est donc distinct
des paradigmes abstraits des autres lexèmes du système. À l’opposé, un lexème est 
 pour une case de paradigme s’il présente plus d’une forme pour cette case. Ces deux
phénomènes enfreignent le critère 2. L’existence de sous-classes au sein de macroclasses en-
freint le critère 3, car ces sous-classes dévient les unes des autres quoi qu’elles appartiennent
à une même macroclasse. On parle d’ lorsqu’une classe présente des réalisations
provenant de deux autres classes plus grandes. L’hétéroclise enfreint le critère 1 en raison de
la similarité entre la classe hétéroclite et les deux autres classes, mais également le critère 5,
puisqu’il s’agit d’une classe plus petite. De même, l’existence de paradigmes isolés au sens de
Kilani-Schoch et Dressler (2005) ou de classes majoritaires enfreint le critère 5. Les critères 6 à
9 concernent les motivations synchroniques entres classes. Étudier la canonicité d’un système
de classes flexionnelles peut donc consister, entre autres, à mesurer à quel point il s’écarte
d’un système de partition. Le chapitre 6 propose une façon de quantifier cet écart de façon
quantitative.
1.5 Conclusion
Dans ce chapitre, nous avons vu que les inventaires de flexionnelles pour un même sys-
tème varient d’un auteur à l’autre. Nous avons remarqué qu’il existe une relation circulaire
entre classes flexionnelles et segmentations affixales : les classes flexionnelles sont définies sur
la base des affixes employés par chaque lexème, mais la segmentation en affixes nécessite de
connaître les classes flexionnelles. Par ailleurs, dans une perspective constructive, les classes
flexionnelles semblent le lieu d’une complexité gratuite qu’il est opportun de réduire au maxi-
mum. Il est donc fréquent de choisir une segmentation spécifique en vertu de la désirabilité des
classes auxquelles elle mène. Pour sortir de cette circularité, nous avons proposé de renoncer à
la segmentation en affixes et radicaux, et d’observer l’exponence au sein des paradigmes à tra-
vers les contrastes morphologiques manifestés par les paires de formes. Le chapitre 2 fournit
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une méthode permettant d’identifier automatiquement les contrastes flexionnels au sein des
paradigmes. Ces contrastes, exprimés sous la forme de patrons d’alternance, constituent une
caractérisation du comportement flexionnel des lexèmes. Le chapitre 3 étudie la structure des
paradigmes à travers les relations de prédictibilité fondées sur ces patrons d’alternance.
Par ailleurs, nous avons vu qu’il existe deux sens de la notion de classe flexionnelle : D’une
part Kilani-Schoch et Dressler (2005) nomment microclasses des ensembles de lexèmes qui
ont exactement le même comportement flexionnel. Cette notion est simple à opérationnaliser
une fois que l’on dispose d’une caractérisation du comportement flexionnel des lexèmes. Le
chapitre 4 présente une étude de la structure de similarité des microclasses fondées sur les
patrons d’alternances. D’autre part, Kilani-Schoch et Dressler (2005) nomment macroclasses
la notion qui correspond aux classes des descriptions traditionnelles. Celles-ci présentent de
grandes classes peu nombreuses fondées sur la similarité des comportements entre lexèmes.
L’inférence de macroclasses pose problème car la similarité est une notion continue. Comment
évaluer le degré de similarité qui fonde une classe ? Le chapitre 5 propose de se fonder sur une
mesure de longueur de description pour décider d’une partition optimale des microclasses en
macroclasses. Nous nous y demandons à quel point les macroclasses fournissent une image
fidèle des systèmes flexionnels. Enfin, nous montrons dans le chapitre 6 que la structure qui
relie les microclasses est plus fidèlement représentée par une hiérarchie à héritage multiples
que par une partition de macroclasse ou une structure arborée.

Première partie
Les alternances flexionnelles

Chapitre 2
Des formes aux patrons d'alternances
Le but de cette thèse est de classer les lexèmes selon leur comportement flexionnel. La pre-
mière étape pour ce faire est de fournir une définition précise de leur comportement flexionnel,
d’une façon qui se prête à l’observation des similarités entre ces comportements. Blevins (2006,
p. 537) décrit ainsi la façon dont les modèles morphologiques fondés sur le mot décrivent le
comportement flexionnel des lexèmes : « Contrairement à de nombreuses approches contem-
poraines, les modèles traditionnels n’imposent pas une séparation stricte entre “données” et
“patrons”, mais représentent les patrons morphologiques d’une langue par de véritables formes
qui présentent ces patrons 1 ». Cette approche laisse cependant le lecteur intuiter lui-même
l’abstraction des patrons à partir des formes. L’énumération des formes de surface brutes ne
fournit pas en elle-même des unités permettant de fonder une classification, chaque paradigme
de surface étant par définition distinct de tous les autres. Il nous faut donc extraire des pa-
radigmes un ensemble d’abstractions et souscrire à une séparation stricte entre les données
(décrites dans l’annexe A) et les représentations flexionnelles. Ce chapitre décrit l’inférence de
ces représentations sous la forme de patrons d’alternance.
Nous avons discuté dans le chapitre 1 des raisons pour lesquelles une analyse en patrons
d’alternance est préférable à une analyse affixale pour l’étude de la similarité dans les systèmes
flexionnels. Dans la section 2.1, nous montrons qu’il est en fait impossible de fonder de façon
satisfaisante une segmentation automatique des formes en radicaux et exposants. Dans la sec-
1. [En anglais dans le texte] « Unlike many contemporary approaches, traditional models do not impose a radical
separation of ‘data’ and ‘patterns’, but represent the morphological patterns of a language by actual forms that display
those patterns ».
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tion 2.2, nous présentons des modèles computationnels de la flexion dont nous nous inspirons :
d’une part les modèles de réinflexion, d’autre part le Minimal Generalization Learner d’Albright
et Hayes (2002), et les modèles qui s’en inspirent. La section 2.3 présente notre modèle d’infé-
rence automatique de patrons d’alternance. Enfin, la section 2.4 présente son application aux
données des lexiques étudiés dans cette thèse.
2.1 Pour en finir avec la segmentation en radicaux et exposants
Nous avons montré (section 1.3.3) qu’il était préférable de poser les questions de prédicti-
bilité et de complexité dans les paradigmes flexionnels à l’échelle du mot plutôt qu’à celle du
morphème. Pour déterminer les alternances entre formes, il semble intuitif de se reposer sur
une segmentation catégorique des formes en unités plus petites, radicaux et affixes, comme le
font entre autres Stump et Finkel (2013). Nous avons discuté dans la section 1.3.3 du chapitre 1
du fait que cela conduit à sous-estimer les similarités entre le comportement flexionnel des
lexèmes. Mais le problème de ces segmentations est bien plus considérable. Nous montrons
ici que la segmentation de formes en radicaux et affixes est bien plus complexe qu’il n’y pa-
raît, et argumentons que le problème de l’exponence catégorique ne peut trouver de réponse
satisfaisante.
2.1.1 Le problème technique de la Segmentation
Les segmentations en affixes et radicaux des formes flexionnelles paraissent souvent in-
tuitives. À partir de formes de surface, il semble au premier abord suffire de retirer de chaque
forme son radical pour obtenir un paradigme d’affixes sur lequel fonder une théorie des classes
flexionnelles : c’est la stratégie de Carstairs (1987), pour qui le comportement flexionnel d’un
lexème est manifesté par un paradigme d’affixes.
On trouve rarement de description détaillée du processus nécessaire à l’inférence de ces
segmentations. Comme nous l’avons mentionné dans la sous-section 1.2.4, il n’existe pas de
procédure communément admise permettant d’inférer systématiquement des affixes à partir
des paradigmes de formes, sans préconception sur les données, et de façon universelle, c’est à
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dire applicables à toute langue sans préconception sur la nature des phénomènes morphopho-
nologiques mis en jeu. C’est ce que Spencer (2012) nomme le P   S :
Problème de la Segmentation :
En général, pour n’importe quel mot complexe de n’importe quelle langue, il n’y a
(apparemment) aucun moyen d’établir une segmentation de façon algorithmique. 2
Spencer identifie en fait deux problèmes distincts : d’une part, il s’agit d’un sujet peu étudié
en lui-même ; d’autre part « lorsque l’on regarde la pratique des grammairiens, il apparaît clai-
rement d’un examen superficiel des descriptions de langues morphologiquement complexes
familières qu’il n’y a aucun consensus sur la segmentation même pour des langues extrême-
ment bien étudiées 3 ». En effet, les descriptions de segmentations élaborées manuellement par
les linguistes sont le fruit de séries d’arbitrages qui varient entre auteurs, entre traditions théo-
riques, et d’une langue à l’autre.
Il existe bien des outils de segmentation non supervisée de formes de surface. Ceux-ci se
fondent généralement sur l’optimisation de longueurs de description afin de fournir une seg-
mentation économique des formes. C’est le cas de Linguistica (Lee et Goldsmith 2016) ou de
certains programmes de la famille Morfessor (Virpioja et al. 2013 ; Grönroos et al. 2014). Cepen-
dant ces programmes ne sont pas capables d’inférer des segmentations spécifiquement flexion-
nelles, d’associer les segmentations opérées à des valeurs morphosyntaxiques (c’est à dire aux
cases), de tirer parti de la structure paradigmatique, ou d’extraire des morphèmes discontinus.
Ils ne permettent donc pas de segmenter des formes de paradigmes en radicaux et affixes, et ne
sont pas utiles en présence de morphologie non-concaténative (Hammarström et Borin 2011,
p. 68).
Afin de nous convaincre plus avant que le problème de segmentation ne peut être résolu
simplement et que celle-ci ne permet pas l’identification des paradigmes types, nous proposons
2. [En anglais dans le texte] « Segmentation Problem:
In general, for any complex word in any language, there is (apparently) no way to establish a segmentation algorith-
mically ».
3. [En anglais dans le texte] « when we look at the practice of grammarians, it should be clear from a cursory
glance through descriptions of familiar morphologically complex languages that there is no consensus on segmentation
even for extremely well-studied languages ».
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d’examiner un exemple concret. Nous appliquons à la lettre deux descriptions du processus de
segmentation, l’une portant sur les radicaux, l’autre sur les affixes, au petit ensemble de lexèmes
nominaux du latin déjà présentés.
Kuryłowicz (1945, p. 220) propose d’extraire les radicaux, qu’il nomme thèmes par identifi-
cation de la plus longue sous-chaîne commune à l’ensemble du paradigme d’un lexème :
On trouve le thème en dégageant les éléments communs à toutes les formes ca-
suelles du paradigme (quand il s’agit de la déclinaison). P.e lup-us, -i, -o, -um, -orum,
-is, -os fondent le thème lup-. Le paradigme russe trud, -’a, -’u, -’om, etc. permet de
dégager un thème trud’-.
Boyé (2000, p. 125) définit quant à lui les affixes comme la plus longue sous-chaîne commune
à l’ensemble des formes d’une case :
Établissons simplement les affixes flexionnels en utilisant la partie commune à tous
les verbes pour chacune des formes.
Ces deux définitions, réunies ensemble, ont l’élégance de la symétrie : l’affixe d’une case
est le matériel phonétique invariable dans les formes de cette case, le radical d’un lexème est le
matériel phonétique invariable dans les formes de ce lexème. Le tableau 2.1 présente le résultat
de cette analyse sur nos quelques noms latins 4. Les exposants sont présentés pour chaque
case sous l’intitulé « exp »., les radicaux dans la colonne « radical ». Les colonnes « reste »
présentent le matériel que cette procédure ne définit ni comme radical ni comme exposant.
Le caractère problématique de la segmentation résulte du sort qui sera fait à ce « reste ».
Les analyses proposent typiquement de l’assimiler soit aux exposants (on a alors des classes
flexionnelles), soit aux radicaux (on a alors de l’allomorphie radicale). Ce choix n’est cependant
pas aisé.
Observons tout d’abord la colonne .. L’ensemble des affixes familiers des noms du
latin (-a, -us, etc.) figurent non dans la colonne dans exposants, mais dans celle du reste. En
4. Nous extrayons la plus longue sous-chaîne commune (« longest common substring », ou LCS), possiblement
discontinue, à toutes les formes d’un lexème pour trouver le radical, et la LCS à toutes les formes d’une case pour
trouver l’exposant. Cette procédure est donc à même de découvrir des exposants et radicaux discontinus.
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radical . . . . . .
reste exp. reste exp. reste exp. reste exp. reste exp. reste exp.
 ros- -a — -a — -am — -ae — -ae — -aː —
 domin- -us — -e — -um — -iː — -oː — -oː —
 ag-r -e- — -e- — -um — -iː — -oː — -oː —
 templ- -um — -um — -um — -iː — -oː — -oː —
 re- -x — -x — -gem — -gis — -giː — -ge —
 consul — — — — -em — -is — -iː — -e —
 corp- -us — -us — -us — -is — -iː — -e —
 civ- -is — -is — -em — -is — -iː — -e —
 urb- -s — -s — -em — -is — -iː — -e —
 mar- -e — -e — -e — -is — -iː — -iː —
 manu- -s — -s — -m — -ːs — -iː — -ː —
 cornu- -ː — -ː — -ː — -ːs — -ː — -ː —
radical . . . . . .
reste exp. reste exp. reste exp. reste exp. reste exp. reste exp.
 re- -ːs — -ːs — -m — -ːiː — -ːiː — -ː —
 ros- -ae — -ae — -aːs — -aːr- -um -iː- -s -iː- -s
 domin- -iː — -iː — -oːs — -oːr- -um -iː- -s -iː- -s
 ag-r -iː — -iː — -oːs — -roː- -um -iː- -s -iː- -s
 templ- -a — -a — -a — -oːr- -um -iː- -s -iː- -s
 re- -geːs — -geːs — -geːs — -g- -um -gibu- -s -gibu- -s
 consul -eːs — -eːs — -eːs — — -um -ibu- -s -ibu- -s
 corp- -a — -a — -a — — -um -ibu- -s -ibu- -s
 civ- -eːs — -eːs — -eːs — -i- -um -ibu- -s -ibu- -s
 urb- -eːs — -eːs — -eːs — -i- -um -ibu- -s -ibu- -s
 mar- -ia — -ia — -ia — -i- -um -ibu- -s -ibu- -s
 manu- -ːs — -ːs — -ːs — -u- -um -ib- -s -ib- -s
 cornu- -a — -a — -a — -u- -um -ib- -s -ib- -s
 re- -ːs — -ːs — -ːs — -ːr- -um -ːbu- -s -ːbu- -s
Pour des raisons de lisibilité, nous notons ici l’allongement par le symbole de l’ « ː ».
T 2.1 – Problèmes dans la segmentation en morphèmes : exemple des noms du latin.
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effet, la stratégie de Boyé (2000) échoue dès lors qu’il existe des classes flexionnelles, car elle
présuppose que les affixes sont uniformes à travers tous les lexèmes. Les seuls affixes trouvés
sont le -um communs à tous les génitifs pluriels, le -s commun à tous les datifs et ablatifs pluriels.
Il faudrait donc partitionner préalablement les lexèmes en classes, afin que cette stratégie
fonctionne. Hélas ! Pour partitionner les lexèmes en classes, il nous faudrait déjà connaître leur
comportement flexionnel.
Dans cet exemple, la solution consistant à reverser le « reste » vers les affixes pourrait
nous tenter. Mais cela produit une segmentation peu convaincante en présence d’allomorphie
radicale : on obtient l’affixe -x pour le nominatif et le vocatif de rex, et un ensemble de suffixes
en -g pour les autres cas. Le résultat serait du même ordre en présence de supplétion : on
analyserait un radical zéro et l’ensemble du matériel serait présent dans le reste.
Spencer (2012) propose à l’inverse de favoriser les radicaux dans ce type d’arbitrages :
Le second principe est la Maximisation du Radical. Chaque fois que nous sommes
confrontés avec le choix de traiter une sous-chaîne comme un affixe flexionnel
ou une partie d’un radical morphomique, nous ne devrions opter pour la solution
affixale que si cette solution est sans équivoque et mène à une déclaration simple de
l’exponence. Sinon, nous supposons que la sous-chaîne fait partie du radical. Une
conséquence de ce principe est que nous devrions traiter tout fragment (c’est à dire,
sous-chaîne) comme partie d’un radical morphomique dès lors qu’elle réapparaît
ailleurs dans le paradigme avec une fonction différente. 5
Dans nos données, pour le lexème , la plupart des « restes » sont répétés entre nomi-
natif et vocatif : faut-il pour autant tous les considérer comme parties du radical ? Aux génitif,
datif et ablatif pluriels, on trouve des affixes uniques communs à toutes les classes, -um, -s. Faut-
il renoncer à ce que -s fasse partie de l’affixe parce qu’il est répété entre datif et ablatif pluriel ?
5. [En anglais dans le texte] « The second principle is Stem Maximization. Whenever we are confronted with a
choice as to whether to treat a substring as an inflectional affix or as part of a morphomic stem we should only opt for
the inflectional affix solution if that solution is unequivocal and leads to a simple statement of exponence. Otherwise,
we assume that the substring is part of the stem. A consequence of this principle is that we should treat any partial
(that is, substring) as part of a morphomic stem whenever that partial recurs elsewhere in the paradigm with a different
function ».
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Est-il préférable de conserver ces affixes communs, plutôt que les habituels -arum, -orum, etc.,
au prétexte que cela mène à une définition plus simple des affixes ? Il est difficile de déterminer
dans quels cas la solution affixale est « simple » et « sans équivoque ».
Les alternances non concaténatives posent encore un autre problème. Que faire par exemple
face aux alternances de longueur des voyelles dans notre exemple ? Dans le paradigme de ,
où l’on peut observer une alternance e/eː, notre méthode a conservé la voyelle dans le radical,
ce qui mène à des affixes du type -ːs. Ceux-ci semblent artificiels, pourtant la solution inverse,
qui consiste à toujours identifier e et eː comme faisant partie des exposants, manque de toute
évidence une information sur la récurrence de la voyelle e dans les formes ce lexème, dont le
radical serait alors réduit à r-.
Le problème technique de la segmentation que mentionne Spencer (2012) n’est donc pas,
contrairement à sa suggestion, seulement apparent. Il est bien sûr possible de prendre une fois
pour toutes une décision entre maximisation du radical et maximisation des exposants. Les
deux mènent cependant à des segmentations peu satisfaisantes, même sur un exemple aussi
peu controversé que l’ensemble des lexèmes exemplaires du latin analysés ici. Est-il seulement
possible de résoudre ce problème d’une façon satisfaisante ?
2.1.2 Le problème de la segmentation catégorique
Afin de répondre à cette question, il nous faut déterminer comment juger de la qualité d’une
segmentation. Nous proposons d’appeler   la segmentation des
mots d’un paradigme flexionnel en deux sous-chaînes complémentaires, le  et l’,
de telle façon à ce que le premier soit l’expression exclusive de l’identité du lexème et l’autre
l’expression exclusive des traits morphosyntaxiques d’une case de paradigme. Une segmenta-
tion catégorique peut être jugée en fonction de sa conformité à cette définition : les radicaux
doivent exprimer toute l’identité lexicale et seulement elle, et les affixes toute l’identité flexion-
nelle et seulement elle.
Mais il arrive qu’un même matériel marque en partie l’identité lexicale et en partie des
valeurs morphosyntaxiques. C’est le cas des formes supplétives, qui sont spécifiques à la fois à
une case (ou quelques cases) et à un lexème. Dans une moindre mesure, il en va de même des
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allomorphes d’un radical : la présence d’un allomorphe dans une forme, même si sa distribution
est parfaitement régulière, donne des informations permettant de reconnaître la case à laquelle
elle appartient, puisque certaines cases ne présentent pas cet allomorphe. De façon symétrique,
lorsqu’un système présente des classes flexionnelles, les marqueurs de ces classes portent une
valeur lexicale, car ils ne sont communs qu’à certains lexèmes. Plus la classe de ces lexèmes est
petite, et plus ces marqueurs portent d’information lexicale.
Les éléments dits thématiques sont un cas par excellence de matériel ambigu : dire que
le radical de  n’inclut pas la voyelle thématique /a/, c’est ignorer que dans dix cas sur
douze, cette voyelle est présente dans les formes de ce lexème, et qu’elle ne peut donc que lui
être fortement associée. Cependant, dire qu’elle appartient aux radicaux revient à ignorer le fait
que sa présence, comme les contrastes de longueur, contribue à l’expression casuelle. Il en va de
même pour les verbes français du second groupe qui se caractérisent par un /s/ final à certaines
personnes. Celui-ci fait partie de l’expression spécifique de ces lexèmes : en effet, eux seuls
présentent une alternance du type fini/finis-, et celle-ci est systématique. L’identifier comme une
allomorphie radicale permet d’analyser des affixes qui sont communs à la plupart des autres
verbes du français (Boyé 2000 ; Bonami et Boyé 2003b). Pourtant, il est certain également que
la présence de ce /s/ donne une indication sur la case du paradigme, puisqu’il n’est présent
que dans 23 cases sur une cinquantaine. Par ailleurs, faire de cet élément une partie des affixes
correspondants produit une analyse sans allomorphie radicale.
Radicaux et affixes fonctionnent comme des vases communicants pour l’analyse des para-
digmes de flexion. Le matériel phonétique des formes fléchies n’exprime pas, en général, exclu-
sivement du contenu lexical ou flexionnel. Il n’est pas possible de partager les mots formes en
deux signes étanches et indépendants alors que l’on sait que leur matériel phonétique peut ex-
primer de façon simultanée des valeurs lexicales et flexionnelles. Il nous faut donc nous rendre
à l’évidence que l’exponence étant de nature gradiente, il n’existe aucune réponse satisfaisante
à la question de l’exponence catégorique.
Cette conclusion nous conduit à abandonner la segmentation en radicaux et exposants
comme mode de description des comportements flexionnels.
2.2. Modèles computationnels de la flexion 81
2.2 Modèles computationnels de la flexion
Dans cette section, nous examinons l’état de l’art des modèles computationnels non affixaux
de la flexion, dans le but d’identifier des stratégies pertinentes pour l’inférence automatique des
comportements flexionnels. Plus précisément, nous décrivons ici les approches proposées par
deux types de systèmes. D’une part, en traitement automatique des langues (TAL), la tâche
dite de réinflexion, qui consiste à produire une forme fléchie à partir d’une autre forme déjà
fléchie, est aujourd’hui très bien réussie par un ensemble de modèles. D’autre part, nous pré-
sentons un ensemble de modèles analogiques de la flexion dont le plus influent est le Minimum
Generalisation Learner (MGL), et qui se fondent sur des patrons d’alternance.
2.2.1 La tâche de réinflexion
L’extraction de lexiques à partir de corpus produit des paradigmes incomplets en raison de
la distribution zipfienne des formes fléchies des lexèmes (Blevins, Milin et Ramscar 2017). Afin
de compléter ces lexiques, des efforts se sont tournés vers l’inférence des formes manquantes à
partir des données déjà extraites. Il est en effet possible de compléter ces paradigmes automa-
tiquement en se fondant sur la structure implicative des paradigmes pour tirer des inférences
fiables, similairement à ce que font les locuteurs (Durrett et DeNero 2013 ; Ahlberg, Forsberg
et Hulden 2014 ; Ahlberg, Forsberg et Hulden 2015 ; Nicolai, Cherry et Kondrak 2015). Ces tra-
vaux répondent donc à une manifestation concrète du PCFP (Ackerman, Blevins et Malouf
2009) dans le contexte de la construction de ressources lexicales.
Très récemment, la campagne d’évaluation  (Cotterell et al. 2016) a formalisé
une tâche de traitement automatique des langues correspondant à ce problème. Celle-ci consiste
à prédire une forme cible à partir d’une forme déjà fléchie (ou d’une forme de citation). Les
différentes variantes de cette tâche font varier les informations disponibles (forme seule, forme
et sa case, etc.) ainsi que la richesse des données d’apprentissages (accès à des lexiques externes,
etc.). La tâche 2 de la campagne  est la plus proche de la formulation du PCFP :
étant donnés une forme, sa case de paradigme, et une case cible, il est demandé aux systèmes
de produire la forme cible appropriée. La campagne d’évaluation a permis de distinguer trois
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familles d’approches.
Les approches par réseaux neuronaux sont les plus performantes (Kann et Schütze 2016). Le
meilleur modèle évalué parvient à 95% d’exactitude sur les données restreintes (entraînement
strictement sur les paires fournies pour la tâche, sans accès à d’autres ressources), montrant
sur un large ensemble de langues typologiquement variées que l’information nécessaire à la
résolution du PCFP peut être extraite de données éparses. Cependant, ces systèmes n’offrent
pas d’interprétation claire des structures apprises en termes linguistiques.
Les autres systèmes apprennent des règles plus explicites.
La stratégie de Durrett et DeNero (2013) pour compléter les lexiques incomplets ressemble à
celle de maximisation du radical, en favorisant une forme de base plus fréquente en corpus : ils
alignent ainsi toutes les formes d’un lexème à une forme « de base » au moyen d’un algorithme
itératif fondé sur les distances d’éditions. Dans leur lignée, certains modèles de réinflexion
commencent par extraire des opérations d’édition de chaînes en alignant entre elles des formes
de surface, puis entraînent des transducteurs à les appliquer.
Certains systèmes s’appuient sur des heuristiques plus directement inspirées de théories
linguistiques : Taji et al. (2016) inèrent des segmentations affixales ternaires (préfixe, radical,
suffixe). Ahlberg, Forsberg et Hulden (2015) et Sorokin (2016) construisent des « paradigmes
abstraits », règles morphologiques formulées pour l’ensemble du paradigme (c’est-à-dire à nou-
veau par maximisation du radical).
Malgré le succès de ces entreprises pour la tâche de réinflexion, aucun de ces systèmes ne
permet d’extraire des représentations explicites du comportement des lexèmes susceptibles de
manifester les nombreux points de similarité entre ceux-ci. Ils ne sont donc pas directement
utilisables comme point de départ pour une entreprise de classification flexionnelle.
2.2.2 Modèles fondés sur le MGL
Le Minimal Generalization Learner ou MGL (Albright et Hayes 1999, 2002 ; Albright et
Hayes 2003 ; Albright et Hayes 2006) constitue le premier modèle quantitatif des tests psycho-
linguistiques d’élicitation morphologiques dits wug test (Berko 1958). Il procède à l’inférence
de règles qui relient deux formes de surface. Le MGL, originellement conçu pour l’anglais, a
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inspiré des travaux qui s’appuient sur des biais linguistiquement motivés pour inférer efficace-
ment des règles d’alternance dans un ensemble de données spécifique. Les modèles de ce type
échappent au Problème de la Segmentation, car ils peuvent prendre des décisions locales, ne
supposent pas l’existence d’unités sous-jacentes dont la qualité est difficile à évaluer, et n’ont
pas besoin de donner un statut de signe aux sous-chaînes qu’ils extraient.
2.2.2.1 Le Minimal Generalization learner
Le MGL inère incrémentalement, à partir de couples de formes, un ensemble de règles.
Leur structure générale est celle de (9), familière depuis Chomsky et Halle (1968), qui se lit :
« A devient B entre C et D ». Ainsi la règle (10), qui concerne les verbes anglais, se lit : « on
ajoute /-əd/ final après /-t-/ et /-d-/ pour former le passé. »
(9) A → B / C_D
(10) ∅→ əd / X

+coronal
+anterior
-nasal
-continuant
_
Les étapes d’apprentissage sont les suivantes :
1. Le programme commence par inférer des règles spécifiques à une seule paire de formes.
2. Puis, il crée incrémentalement des règles de généralité croissante en fusionnant les règles
initiales au fil de la découverte de nouvelles formes. Toutes les règles de généralité inter-
médiaire sont conservées.
3. L’ensemble des règles sont scorées pour l’application aux formes inconnues.
Reere des alternances locales Afin de déterminer les règles spécifiques à une paire de
formes, le programme cherche un changement unique dans les formes d’entrées, cherchant
dans l’ordre un changement suffixal, préfixal puis interne (Albright et Hayes 2002) afin de dé-
terminer les membres A, B, C et D de la règle 6 :
6. Albright et Hayes (2006) mentionnent un algorithme d’alignement sensible à la phonologie dans la généra-
lisation des règles, mais n’est pas clair quant à sa possible utilisation pour détecter le changement lui-même. Le
programme distribué semble suivre la description d’Albright et Hayes (2002).
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F 2.1 – Illustration du fonctionnement du MGL : recherche d’une règle. (Albright et Hayes
2002).
Le modèle commence par trouver le plus long préfixe partagé par les deux formes
(e.g., #mɪs), pour créer le terme C (contexte gauche). Le modèle examine ensuite
le reste du matériel et trouve le plus long suffixe commun, pour créer le terme D
(contexte droit). Le matériel restant est le changement ; le matériel non partagé de
la première chaîne est le terme A, et celui de la seconde forme est le terme B 7.
La figure 2.1, tirée d’Albright et Hayes (2002), illustre l’alignement de la paire miss/missed,
qui permet de déduire la règle en (11). De la même façon, la paire press/pressed produit la règle
(12). Dans les règles de Albright et Hayes (2002), le symbole « ∅ » dénote la chaîne vide.
(11) ∅→ t / mɪs_#
(12) ∅→ t / prɛs_#
Généralisation incrémentale Les contextes de ces règles sont spécifiques à une paire seule-
ment. Chaque fois qu’une nouvelle règle est rencontrée, il est généralisé avec chaque patron
présentant une même alternance structurelle (A → B). Les fusions se font donc incrémentale-
ment, et toujours deux à deux. Toutes les règles de généralité intermédiaire sont conservées.
Lors de la généralisation, on obtient une caractérisation du contexte par 
 en alignant les deux contextes phonème par phonème à partir du changement cen-
7. [En anglais dans le texte] « the model first finds the maximal left-side substring shared by the two forms (e.g.,
#mɪs), to create the C term (left side context). The model then examines the remaining material and finds the maximal
substring shared on the right side, to create the D term (right side context). The remaining material is the change; the
non-shared string from the first form is the A term, and from the second form is the B term ».
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F 2.2 – Illustrations du fonctionnement du MGL : généralisation. (Albright et Hayes 2002).
tral. La généralisation d’une paire de phonèmes est définie par l’intersection de leurs traits
phonologiques. La figure 2.2 montre comment ce processus aboutit à la règle (13). Albright et
Hayes (2006) raffinent cette étape pour la modélisation de la phonologie, avec une procédure
d’alignement des contextes plus subtile, et en introduisant des quantificateurs. Dans le contexte
(14), qui signifie « où un segment non antérieur apparaît quelque part plus loin dans le mot 8 ».
En effet, [+seg] caractérise n’importe quel segment phonologique, et * indique un nombre quel-
conque de répétitions, entre 0 et l’infini. Ces conventions sont celles des expressions régulières.
(13) ∅→ t / X

+syllabic
-low
-back
-tense
-round
s_#
(14) _([+seg])* [-anterior]
Pour chaque paire de formes dans les données d’apprentissage, on obtient donc un ensemble
de règles de généralité variable à même de les dériver, chacun reliant la paire à un ensemble
d’autres paires de formes avec lesquelles elle entre en relation analogique.
Sélection par scorage L’ensemble de ces règles de granularité variable sont conservés en
mémoire. Le but du programme est de simuler le comportement les locuteurs pour les wug
tests. Après avoir appris les règles sur des paires de formes d’une langue, lorsque l’on présente
une forme au système, il lui faut choisir une règle pour générer la forme cible. À cette fin,
les règles obtiennent un score de fiabilité qui est le ratio entre le nombre de paires de formes
8. [En anglais dans le texte] « where a non-anterior segment follows somewhere later in the word ».
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qu’elles dérivent correctement, ou  (hits) et leur  (scope, c’est-à-dire le nombre
d’items auxquels elles peuvent s’appliquer).
fiabilité(p) =
succès(p)
portée(p)
Une règle décrivant une alternance entre les cases C1 et C2 est considérée comme 
 à une forme de la case C1 si et seulement si la forme remplit la  
 de cette règle pour la case C1, c’est-à-dire la combinaison de son contexte et du membre
C1 de son alternance. Par exemple, la règle de l’exemple (11) n’est applicable qu’aux formes de
présent de la forme /mis#/, c’est-à-dire à un unique verbe. Sa fiabilité est de 1, car elle dérive
correctement le passé de la seule forme à laquelle elle est applicable. La règle de l’exemple (13)
est elle applicable à tous les présents de la forme (15). La description structurelle de chaque
règle classifie donc les formes en deux catégories selon son applicabilité à ces formes. La fiabi-
lité d’une règle est la précision de ce classifieur.
(15) X

+syllabic
-low
-back
-tense
-round
s#
Cependant, la qualité d’une règle dépend également de la taille de la portée, comme le re-
marquent Albright et Hayes (2002) :
Une fiabilité fondée sur une large portée (par exemple, 990 prédictions correctes
sur 1000) est préférable à une fiabilité fondée sur une portée étroite (par exemple,
5 sur 5) 9.
Afin de capter cela, ils ajustent les scores au moyen de limites de confiance. De cette façon,
à fiabilité égale, on préférera la règle la plus générale, mais si une règle de petite portée est
beaucoup plus fiable, elle peut être préférée à une règle plus générale. Ce système permet de
capter ce que Albright et Hayes (2003) nomment des « îlots de fiabilité » : il se peut qu’une
9. [En anglais dans le texte] « reliability based on high scope (for example, 990 correct predictions out of 1000) is
better than reliability based on low scope (for example, 5 out of 5) ».
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règle applicable à un petit nombre d’items très homogènes soit très fiable, tandis que la même
alternance représentée par une règle dont le contexte est plus général est moins fiable.
2.2.2.2 Modèles apparentés
Le principe de l’inférence de règles analogiques à partir de paires de formes a été repris par
les tenants des analyses mot et paradigme quantitatives. Bonami, Boyé et Henri (2011), Bonami
et Boyé (2014) et Bonami et Luıś (2014) combinent l’idée directive du MGL et celle d’Ackerman,
Blevins et Malouf (2009), en évaluant la prédictibilité au sein des paradigmes au moyen de l’en-
tropie conditionnelle sur la base de patrons d’alternance bidirectionnels. Plutôt que de garder
un ensemble de règles de granularités variables, un patron unique est associé à toute paire de
cases. Les patrons fournissent donc une partition de l’ensemble des lexèmes. Ce choix permet
de calculer des distributions de probabilité sur le choix d’un patron. Cette réduction du nombre
de patrons a pour conséquence de drastiquement réduire le temps de calcul et les besoins en
mémoire de l’algorithme. Cela constitue un avantage pratique important, car là où le MGL était
prévu pour inférer une unique alternance, ces travaux calculent des distributions de patrons
pour l’ensemble des paires de cases d’un paradigme de flexion. Garder l’ensemble des générali-
sations intermédiaires ne serait pas faisable dans cette perspective (pour exemple, les 51 cases
du paradigme verbal du français donnent lieu à 1275 combinaisons 10).
Pour identifier les alternances, les modèles qui s’inscrivent dans cette ligne s’appuient sur
des biais adaptés à un ou quelques ensembles de données. Bonami et Boyé (2014) et Bonami
et Luıś (2014) cherchent un unique changement, d’abord suffixal, puis préfixal, sinon circon-
fixal. Bonami et Beniamine (2016) définissent des changements suffixaux, avec une éventuelle
alternance interne au radical. Ces stratégies sont décidées selon les données, mais peuvent
nécessiter la conception d’un nouveau programme ad hoc pour chaque nouveau lexique.
Nous proposons ici au contraire un modèle d’inférence de patrons bidirectionnels qui est à
10. En effet, dans le pire des cas, c’est-à-dire si toutes les paires de formes vues exemplifient la même alternance,
le MGL doit faire 2n−1 − 1 comparaisons et retenir en mémoire 2n − 1 patrons au terme de la procédure. La
procédure de Bonami, Boyé et Henri (2011) ne retient en mémoire à terme qu’un patron par alternance, et fait au
pire n− 1 comparaisons.
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même d’identifier des alternances indépendamment du type d’exponence, et sans le connaître
a priori.
2.3 Inférence automatique d'alternances morphologiques
Cette section présente notre modèle d’inférence de patrons d’alternance bidirectionnels.
Notre système prend en entrée des paradigmes dont les formes sont transcrites en notation pho-
némique ainsi qu’une spécification sous forme de matrice de traits de la valeur des phonèmes
utilisés en traits. Il calcule, pour chaque paire de cases possible parmi l’ensemble des cases du
paradigme, un ensemble de patrons d’alternance qui relient les paires de formes. Chaque paire
de formes est liée par un patron.
L’algorithme de recherche de patron suit un processus similaire à celui d’Albright et Hayes
(2002), et procède en trois étapes : trouver, pour chaque paire de formes, l’ensemble des aligne-
ments localement optimaux, et en déduire des patrons élémentaires ; généraliser les patrons
élémentaires en fusionnant les alternances structurellement identiques ; choisir les patrons se-
lon leur pouvoir descriptif global pour l’ensemble des lexèmes.
2.3.1 Alignement
Le but de notre algorithme est d’étendre la stratégie de Bonami, Boyé et Henri (2011), Bo-
nami et Boyé (2014) et Bonami et Luıś (2014) afin d’identifier des alternances de tous types, sans
savoir à l’avance si l’on a affaire à de la flexion préfixale ou suffixale, continue ou discontinue,
avec des alternances de radical ou non, etc. Afin de déterminer le patron qui relie deux formes,
il faut être capable de comparer les caractères de chaque forme un à un : si les deux caractères
sont identiques, ils font partie du contexte, sinon ils font partie de l’alternance.
En conséquence, l’inférence d’un patron d’alternance repose principalement sur le choix
d’un alignement de deux formes.
L’alignement optimal peut varier d’une langue à l’autre. Par exemple, si l’on sait qu’il n’y
a aucune préfixation, il est possible d’aligner les formes à gauche, comme le montre l’exemple
d’un verbe du français dans la figure 2.3. Les phénomènes préfixaux, par exemple la flexion
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Français
.1 ‘amène’ a m ɛ n
| | | | |
.2 ‘amenez’ a m ø n e
Swahili
.1 ‘je voudrai’ n i t a t a k a
| | | | | | | |
.2 ‘tu veux’ m n a t a k a
Persan
.1 ‘J’achète’ m i x a r a n
| | | | | | | | |
..1 ‘J’ai acheté’ x a r i d a n
Arabe
.3 ‘il a écrit’ k aː t a b aː
| | | | | | | |
.3 ‘il écrit’ j u k aː t i b u
F 2.3 – Les alignements optimaux dépendent du type d’exponence.
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verbale du swahili peut être analysée au moyen d’un alignement à droite. L’exemple du persan
montre que l’alignement permettant d’identifier une alternance peut être complexe et disconti-
nue, même dans un système strictement concaténatif, si l’on doit comparer une forme préfixée
à une forme suffixée. Dans le cas de l’arabe, la transfixation généralisée produit des discontinui-
tés systématiques. Il ne serait donc pas suffisant de paramétrer le système pour lui indiquer s’il
doit aligner les formes à gauche (pour les systèmes sans préfixes) ou à droite (pour les systèmes
sans suffixes).
Localement à une paire de formes, nous sommes face à un problème d’alignement de chaînes
de caractères (qui représentent des phonèmes). Nous proposons de le résoudre en calculant des
distances d’édition.
La distance de Levenshtein (Levenshtein 1966), correspond au nombre minimal d’inser-
tions, de suppressions et de substitutions nécessaires pour transformer une chaîne en une autre.
La figure 2.4 détaille le calcul de la distance d’édition entre les formes /amɛn/ et /amøne/. Dans la
figure, nous notons C la copie de caractère, qui est gratuite. Les trois autres opérations, substi-
tution, ajout et suppression d’un caractère (notées respectivement S, A, D), coûtent chacune 1.
En somme, la meilleure séquence d’opération est celle qui identifie au mieux les identités entre
les deux chaînes. Dans le cas présent, nous ne somment pas intéressés in fine par la distance
elle-même, mais par l’alignement qui est induit par la séquence d’opérations.
a m ɛ n
| | | | |
a m ø n e
C C S C A
distance de Levenshtein 0 0 1 0 1 = 2
F 2.4 – Une distance d’édition.
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2.3.1.1 Ambiguïtés virtuelles entre alignements optimaux
La distance de Levenshtein ne permet cependant pas toujours de distinguer localement les
alignements les plus naturels morphophonologiquement parlant. Considérons le nom tchèque
čivava (chihuahua), et plus précisément l’alternance entre son génitif pluriel čivav, prononcé
/tʃɪvaf/ en raison d’un dévoisement final et son instrumental pluriel čivavami prononcé /tʃɪvavamɪ/.
L’alignement intuitif pour un linguiste, en raison du dévoisement final, aligne /f/ avec le deuxième
/v/ (figure 2.5). Cependant, il existe sept autres alignements qui présentent la même distance
de Levenshtein. Par exemple, l’un de ces alignments suppose un infixe /-av-/ et qui présente la
même distance de Levenshtein.
1. . ‘chihuahua’ (čivav) ʧ ɪ v a f
| | | | | | | |
. ‘chihuahua’ (čivavami) ʧ ɪ v a v a m ɪ
distance de Levenshtein 0 0 0 0 1 1 1 1 = 4
2. . ‘chihuahua’ (čivav) ʧ ɪ v a f
| | | | | | | |
. ‘chihuahua’ (čivavami) ʧ ɪ v a v a m ɪ
distance de Levenshtein 0 0 0 1 1 0 1 1 = 4
F 2.5 – Exemple d’alignements concurrents ayant la même distance de Levenshtein.
Cette ambiguïté d’alignement est virtuelle : il n’existe pas réellement huit bons alignements
linguistiquement parlant. C’est notre distance d’édition qui est en cause. Pour corriger cette
situation, il faut considérer que l’alignement /f/-/v/ est préférable à celui /f/-/m/ en raison de leur
similarité phonétique. Il nous faut donc une opération de substitution sensible à la similarité
phonologique. Suivant Albright et Hayes (2006), nous pondérons donc la substitution par la
mesure de similarité phonologique proposée par Frisch, Pierrehumbert et Broe (2004). Celle-
ci se fonde sur la proportion de classes naturelles partagées entre deux segments. Soit C(a)
l’ensemble des classes naturelles auxquelles appartient un segment a, la similarité entre deux
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segments a et b se définit comme suit :
sim(a, b) =
|C(a) ∩ C(b)|
|C(a) ∪ C(b)|
Cette similarité s’échelonne entre 0 et 1, on définit donc la distance entre a et b par 1 −
sim(a, b). Dans ce schème, le coût de l’insertion est un paramètre. Idéalement, la substitution
entre deux segments très similaires doit être préférée à une insertion et une suppression, tandis
qu’une insertion et une suppression sont préférées à la substitution de segments dissimilaires.
Nous avons donc choisi de fixer le coût de l’insertion à 13 de la similarité moyenne au sein de
l’inventaire de phonèmes. Soit I l’ensemble des phonèmes connus et I × I le produit cartésien
sur cet ensemble, nous définissons A le coût moyen d’une substitution dans ce système :
A =
1
|I × I|
·
∑
(a,b)∈I×I
sim(a, b)
Le tableau 2.2 présente les coûts des opérations dans les deux schèmes utilisés.
Distance Copie Insertion ou suppression Substitution de a par b
Levenshtein 0 1 0 si a = b sinon 1
Similarité phonologique 0 13 ·A 1− sim(a, b)
T 2.2 – Pondération des opérations d’édition.
L’implémentation du programme qui inère les patrons permet de choisir l’usage de l’une
ou l’autre mesure.
2.3.1.2 Ambiguïtés réelles entre alignements optimaux
Il arrive qu’il existe non pas un unique alignement optimal reliant les deux formes mais
un ensemble d’alignements également plausibles morphologiquement (Bonami 2014). L’ambi-
guïté entre ces alignements est réelle dans le sens où tous sont linguistiquement plausibles.
Le tableau 2.3 reproduit l’exemple de Bonami (2014, pp.104-106). Il présente trois alignements
susceptibles de décrire l’alternance entre les formes imaginaires baba/ba. Trois patrons en dé-
coulent, qui fournissent respectivement une analyse préfixale, suffixale ou infixale de cette
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alternance. Il est impossible de décider de l’analyse correcte en se fondant strictement sur ces
deux formes : c’est leur place dans le reste du système flexionnel qui permet de trancher.
Alignement Patron
b a b a
(i) Préfixe _ _ b a ϵ⇌ ba / _ba
(ii) Suffixe b a _ _ ϵ⇌ ba / ba_
(iii) Infixe b _ _ a ϵ⇌ ab / b_a
T 2.3 – Alignments et patrons pour les formes imaginaires ‘baba’ and ‘ba’.
Considérons les paradigmes nominaux de trois systèmes imaginaires présentés dans la fi-
gure 2.4. Pour chacun des systèmes A, B et C, une seule des trois analyses, respectivement infixe,
préfixe et suffixe permet de rendre compte de l’ensemble des lexèmes. L’ambiguïté d’analyse
locale peut donc être résolue par l’examen des autres lexèmes.
Notre solution est de produire localement tous les patrons issus des alignements optimaux,
et de laisser à une étape ultérieure la sélection des patrons les plus adaptés au paradigme (c’est-
à-dire les plus généraux).
A.
 
ba baba
to tabo
ri rabi
su sabu
ne nabe
B.
 
ba baba
to bato
ri bari
su basu
ne bane
C.
 
ba baba
to toba
ri riba
su suba
ne neba
T 2.4 – Trois langages imaginaires.
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2.3.1.3 Stratégie d'alignement
L’étape d’alignement procède comme suit. Pour chaque paire de cases de paradigme, et
pour chaque paire de formes d’un même lexème appartenant à ces cases dans nos données,
nous calculons l’ensemble des alignements optimaux de ces deux formes selon les distances
d’édition pondérées par la similarité phonologique.
En raison des ambiguïtés réelles, nous cherchons et conservons, durant cette étape de l’algo-
rithme, l’ensemble des alignements optimaux. Une étape ultérieure devra les départager selon
leur adéquation au reste du paradigme.
Puisque chaque alignement détermine entièrement un patron, nous calculons immédiate-
ment un ensemble de patrons concurrents pour chaque paire de formes, déduits de l’ensemble
des alignements optimaux.
Ainsi l’alignement de /ba/ et /baba/ produit l’ensemble des trois patrons : {ϵ⇌ ba / _ba,
ϵ⇌ ba / ba_, ϵ⇌ ab / b_a}. Tandis que Albright et Hayes (2002) notent la chaîne vide par «∅ »,
nous la notons par « ϵ », afin d’éviter la confusion avec le symbole de l’api /ø/. Ces patrons sont
spécifiques aux formes dont ils proviennent, car leurs contextes contiennent des segments et
non des généralisations phonologiques.
2.3.2 Généralisation
La seconde étape consiste à fusionner les patrons présentant la même alternance structu-
relle de façon à capter des généralisations sur les contextes d’application et sur les alternances.
La généralisation des contextes suit globalement la procédure décrite en 2.2.2.1 (Albright et
Hayes 2002), adaptée pour une généralisation n-par-n plutôt que 2 par 2.
Les contextes généralisés sont exprimés sous la forme d’expressions régulières où les classes
de caractères, entre crochets, correspondent à des classes naturelles de segments phonolo-
giques, et les quantifieurs « ?, +, * » rendent compte de la longueur des séquences concernées.
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Étant donné un ensemble de patrons partageant une même alternance structurelle, on sou-
haite formuler des contraintes phonologiques sur l’application de cette alternance à partir de
l’ensemble de leurs contextes. Il nous faut donc déterminer ce que ces contextes ont en com-
mun.
On segmente chaque contexte sur les blancs, notés « _ », puis on généralise de la façon
suivante :
i. Aligner les caractères des parties de contextes :
— Avant un blanc (début de mot), aligner à droite.
— Entre deux blancs, aligner aux deux bords avec la plus courte des parties de contextes.
Les caractères supplémentaires sont alignés ensemble au centre.
— Après un blanc (fin de mot), aligner à gauche.
ii. Calculer l’ensemble des caractères vus à chaque position d’alignement,
iii. Calculer un quantifieur,
iv. Fusionner ensemble les positions facultatives successives,
v. Associer à chaque ensemble de caractères la plus petite classe naturelle phonologique qui
contienne ces sons. Cela revient à trouver l’ensemble des segments qui partagent les traits
phonologiques communs à tous les segments de l’ensemble.
Dans l’implémentation, les étapes ii., iii. et iv. sont réalisées simultanément pour des raisons
d’efficacité. Le tableau 2.5 détaille chacune de ces étapes pour l’alternance de quelques verbes
du français entre les premières personnes du singulier et du pluriel au présent.
96 Chapitre 2. Des formes aux patrons d'alternances
Alternance Contexte Lexème
i. ɛ _ ⇌ ə_ɔ̃ / a m _ n _ 
ɛ _ ⇌ ə_ɔ̃ / p _ l _ 
ɛ _ ⇌ ə_ɔ̃ / ʒ _ l _ 
ɛ _ ⇌ ə_ɔ̃ / p ʁ o m _ n _ 
ɛ _ ⇌ ə_ɔ̃ / s _ m _ 
ɛ _ ⇌ ə_ɔ̃ / l _ v _ 
ɛ _ ⇌ ə_ɔ̃ / p _ z _ 
ɛ _ ⇌ ə_ɔ̃ / s _ v ʁ _ 
ii. {p} {ʁ} {o,a} {m,p,ʒ,s,l} _ {n,v,ʁ,z,l,m} _
iii. {p} ? {ʁ} ? {o,a} ? {m,p,ʒ,s,l} _ {n,v,ʁ,z,l,m}+ _
iv. {p,ʁ,o,a}* {m,p,ʒ,s,l} _ {n,v,ʁ,z,l,m}+ _
v. ɛ _ ⇌ ə_ɔ̃ / [eəɛoɔøœabdflpstvzʁ]* [bdflmnpstvzɲʃʒ] _ [lmnvzʁ] + _
T 2.5 – Généralisation du contexte de trois patrons.
2.3.2.1 Opérations phonologiques régulières
Ci-dessus, nous avons parlé d’ . Dans la plupart des cas, deux pa-
trons ont la même alternance structurelle s’ils ont une alternance strictement identique. Cepen-
dant, les alternances morphologiques prennent parfois la forme d’opérations phonologiques
régulières, par exemple un voisement, une palatalisation ou un allongement. Notre système
tente de reconnaître ces opérations comme appartenant à la même alternance structurelle.
Les exemples (16) à (18) présentent quelques-unes de ces opérations à l’œuvre dans nos
données. Dans les exemples du navajo en (16), la voyelle longue avec ton haut de la base 11
à l’imperfectif alterne avec une voyelle courte sans ton haut au futur. Les formes du français
présentées en (17) manifestent une alternance entre une voyelle finale et la semi-voyelle corres-
pondante. Enfin, les formes fléchies des noms du russe présentent souvent des palatalisations,
comme dans les exemples en (18).
11. Les formes correspondent à la deuxième base de chaque lexème, voir la discussion en section 2.4.1.
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(16) (NAV)
Lexème .1 .1
’ /páːh/ /pah/
’ /ʧʰíːh/ /ʧʰih/
’ /ʃóːʃ/ /ʃoʃ/
’́́ /k’ę́ːh/ /k’ęh/
(17) (FR)
Lexème .1. .1.
 /abity/ abitɥɔ̃ /
 /afili/ afiljɔ̃ /
 /tatu/ /tatwɔ̃ /
(18) (RU)
Lexème . .
T /tʲemnota/ /tʲemnotʲe/
T /tolpa/ /tolpʲe/
V /varka/ /varkʲe/
N /natura/ /naturʲe/
D /dʲerʒava/ /dʲerʒavʲe/
P’ /polovʲina/ /polovʲinʲe/
P /pasxa/ /pasxʲe/
P /programma/ /programmʲe/
G /guba/ /gubʲe/
K /kosa/ /kosʲe/
B /bumaga/ /bumagʲe/
N /nadʲeʒda/ /nadʲeʒdʲe/
K /kukla/ /kuklʲe/
Pour cela, lors de la création initiale de chaque patron, nous itérons sur les caractères des
deux membres de l’alternance en évaluant s’il existe une opération phonologique réversible les
reliant. Nous retenons, si elle existe, cette description abstraite en plus de la description stricte
de l’alternance. Nous disons que deux patrons ont la même alternance structurelle s’ils ont la
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même description abstraite, ou à défaut s’ils ont la même description stricte.
Lors de la généralisation, si l’on fusionne deux patrons qui partagent la même description
abstraite, mais non la même description stricte, alors on ne conserve que la description abs-
traite. Si au contraire un patron qui comporte une description abstraite n’est fusionné qu’avec
des patrons partageant la même description stricte, alors on ne conserve que la description
stricte. En somme, on ne choisit la description abstraite que si elle offre un avantage descriptif.
Nous présentons en (19) à (21) les alternances des patrons inférés par notre programme
respectivement pour les exemples (16) à (18). Le programme choisit d’écrire les classes natu-
relles de segments phonologiques sous la forme d’une liste de segments ou de traits de façon
à obtenir la représentation la plus brève. Par ailleurs, nous écrivons C et Cʲ respectivement les
consonnes [] et [+] et V et V́ː respectivement les voyelles courtes sans
ton et les voyelles longues avec ton haut.
(19) (NAV) [áːą́ːéːíːóːǫ́ː ́ː ę́ː] ⇌ [aeioąęįǫ]
(20) (FR) [iuy] ⇌ [jwɥ]ɔ̃
(21) (RU) Ca ⇌ Cʲe
L’identification de ces opérations est importante pour éviter d’inférer un nombre de mi-
croclasses inutilement haut, là où il est certain qu’il n’existe pas d’imprédictibilité pour les
locuteurs. Par choix, cette procédure ne mène pas à généraliser les alternances qui sont ré-
gulières dans la langue mais non phonologiquement naturelles, par exemple l’atténuation en
irlandais (Carnie 2008). Par ailleurs, elle ne généralise pas non plus des opérations comme la
suppression d’une voyelle ou d’une consonne, car la bidirectionnalité des patrons impose une
opération entièrement prédictible dans les deux sens. Il est à noter que la généralisation des
opérations phonologiques régulières est très sensible aux choix opérés dans l’élaboration du
système de traits distinctifs, puiqu’elle opère sur la géométrie définie par ce système.
2.3.2.2 Éviter la surgénéralisation
Telle que décrite ici, la procédure de généralisation peut mener à surgénéraliser les contextes.
Il existe en effet des cas où l’alternance est identique en substance mais apparaît à des endroits
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distincts dans le mot.
En français, le patron le plus fréquent (environ 4000 instances) qui lie la première personne
du singulier et la seconde personne du pluriel au présent est une suffixation en -e, comme le
montrent les exemples (22a,b). Le verbe  présente une alternance de la base en plus de
cette suffixation, comme décrit en (22c).
L’analyse habituelle de cette alternance est asje+∅ alternant avec asej+e 12. Cependant, du
point de vue de l’alignement local des formes, aligner les deux /e/ finaux mène à une plus
petite distance d’édition. Puisque cette alternance spécifique est unique dans les données (elle
n’est partagée qu’avec le dérivé rasseoir), il n’existe aucune bonne raison de produire le patron
correspondant à l’analyse habituelle plutôt que celui qui figure en (22c).
Les alternances en (22) peuvent toutes être décrites par la même description structurelle :
ϵ⇌ e. En a., b. et c. le changement est strictement suffixal, mais en c. il est interne à la base.
La fusion de l’ensemble des patrons présentant cette alternance suffixale produit le patron
ϵ⇌ e / X+_[Eij]*. L’application (gloutonne) de ce patron à la forme asje produit la forme incor-
recte *asjee. En effet, malgré l’identité de l’alternance structurelle, les alternances en question
sont en fait distinctes. Il est donc préférable de ne pas fusionner les trois patrons, malgré leur
alternance commune.
(22) .1 .2 patron élémentaire
a.  mãʒ mãʒe ϵ⇌ e / mãʒ_
b.  lav lave ϵ⇌ e / lav_
c.  asje aseje ϵ⇌ e / as_je
Ces problèmes sont toujours dûs à la présence de matériel alternant répété ailleurs dans le
mot. Nous identifions donc à l’avance les cas potentiellement problématiques. Lorsqu’une alter-
nance structurelle présente de tels patrons, nous procédons à une généralisation incrémentale,
en vérifiant à chaque étape si la généralisation est correcte ou si elle produit un contexte trop
général. Cette procédure est plus lente que la généralisation n par n, mais rarement nécessaire.
12. Pour les besoins de la démonstration, nous supposons ici une variété de français où asseyez se prononce
/aseje/ plutôt que /asɛje/.
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2.3.3 Sélection
La procédure d’alignement des formes puis de fusion et généralisation des patrons peut
produire plusieurs patrons concurrents pour une même paire de formes, parmi lesquels il reste
à choisir celui qui est le plus approprié au vu du reste du système. Nous opérons cette sélection
en attribuant des scores aux patrons.
Suivant Albright et Hayes (2002), nous appelons  le nombre de lexèmes connus déri-
vés correctement par un patron. Nos patrons étant bidirectionnels, on considère qu’un patron
d’alternance p est une paire de fonctions injectives dont la seconde est la réciproque de la pre-
mière, (F, F−1) de Σ∗ dans Σ∗. Une paire de mots (w,w′) instancie un patron p = (F, F−1)
si et seulement si F (w) = w′.
Pour chaque paire de formes, nous cherchons l’ensemble des patrons qu’elles instancient.
Ces patrons incluent nécessairement ceux qui ont été inférés à partir de cette forme, mais
peuvent également comprendre des patrons inférés à partir d’autres formes et dont la géné-
ralisation se trouve être correcte pour celles-ci. Il s’agit d’une propriété importante de notre
algorithme, car cela rend la recherche de patrons robuste face à de possibles obscurcissements
locaux d’une alternance régulière. On peut donc trouver le bon patron même lorsqu’une paire
de formes est telle que l’alignement localement optimal est peu satisfaisant au vu des autres
paires de formes, à condition que ce patron ait été trouvé ailleurs et que la généralisation de
son contexte le rende applicable à cette paire.
Parmi l’ensemble des patrons qui dérive correctement une paire de formes, nous choisissons
celui qui a le meilleur succès. Dans le contexte des langages imaginaires A, B et C du tableau 2.4,
le tableau 2.6 montre comment cette méthode permet de choisir le patron optimal pour décrire
l’alternance entre les formes « ba » et « baba » selon le reste du paradigme.
Les ambiguïtés d’alignement arrivent en particulier lorsqu’une partie d’un mot répète du
matériel affixal. C’est le cas par exemple du verbe français , dont l’alternance entre pré-
sent première personne du singulier et seconde personne du pluriel est présentée dans l’exemple
(23). Selon l’alignement des /e/, on peut supposer soit un changement infixal, soit un change-
ment suffixal. Cependant l’immense majorité des verbes se comporte comme ceux de (22a) et
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Alignement Patron succès
A B C
b a b a
(i) Préfixe _ _ b a ϵ⇌ ba / _ba 1 4 1
(ii) Suffixe b a _ _ ϵ⇌ ba / ba_ 1 1 4
(iii) Infixe b _ _ a ϵ⇌ ab / C_V 4 1 1
T 2.6 – Scorage de trois patrons.
(22b), ce qui permet de choisir le patron suffixal. En russe, l’alternance entre le nominatif sin-
gulier et le datif pluriel décrite en (24a) se prête à deux alignements optimaux, l’un résultant en
un patron suffixal en /-am/, l’autre un un patron infixal en /ma-/. Après généralisation, le patron
suffixal est instancié par 681 paires de formes, tandis que le patron infixal ne l’est que par 26
formes. L’étape de sélection et scorage permet donc de choisir le patron suffixal. Il est notable
que ce résultat est obtenu sans que l’algorithme introduise un biais en faveur de la suffixation
et contre l’infixation : pour les données examinées, l’hypothèse d’une suffixation produit une
meilleure généralisation.
(23) .1 .2 patrons possibles
a.  :  /kʁe/ /kʁee/ {ϵ⇌ e / kre_ ,ϵ⇌ e / kr_e}
(24) . . patrons possibles
a.  :  /aerodrom/ /aerodromam/ {ϵ⇌ am / aerodrom_,
ϵ⇌ ma / aerodro_m}
b.  :  /vopros/ /voprosam/ {ϵ⇌ am / vopros_}
Au terme de cette procédure, on obtient pour chaque lexème un ensemble de patrons d’al-
ternance indexés par paire de cases.
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2.3.4 Évaluation
La visée de note algorithme est de servir de base à la comparaison quantitative entre sys-
tèmes flexionnels. La pertinence des patrons inférés se jugera donc in fine aux généralisations
translinguistiques qu’ils permettront de dégager. Cependant, leur capacité à capter des géné-
ralisations internes à un système peut d’ores et déjà être évaluée au travers d’une tâche de
prédiction. Nous évaluons la capacité prédictive des patrons d’alternance pour l’ensemble des
systèmes flexionnels étudiés dans cette thèse : les noms du russe, les verbes du français, de l’an-
glais, du portugais Européen, du chatino de Zenzontepec et de Yaitepec, de l’arabe classique et
du navajo.
Nous menons une validation croisée en 10 plis. Pour chaque paire de cases, ou alternance,
l’entraînement se fait sur 90% des paires de formes choisies aléatoirement. On évalue ensuite la
prédiction en essayant de prédire la forme cible, dans les deux directions, sur les 10% de données
restantes. Les données sont découpées aléatoirement en dix tranches de 10% qui tournent dix
fois afin que chacune ait servi d’ensemble d’évaluation et d’ensemble d’entraînement.
Lors de l’entraînement, on apprend tout d’abord un ensemble de patrons sur les formes
d’entraînement. Pour chaque forme d’entraînement, il existe un ensemble de patrons dont cette
forme remplit les contraintes phonotactiques. Ces patrons sont  à cette forme. Sui-
vant Bonami (2014), nous appelons     l’ensemble des patrons qui
sont susceptibles d’être appliqués à une forme. Nous calculons sur l’ensemble d’entraînement
la probabilité conditionnelle P (patron|classe) d’après les fréquences relatives observées des
patrons et des classes. Nous calculons également la probabilité simple P (patron) pour servir
de repli.
Lors de l’évaluation, nous considérons des formes uniques, dont nous connaissons la case
de paradigme, et tentons de prédire la forme cible dans la case cible au moyen de l’ensemble
de patrons et de classes de patrons applicables appris sur cette paire de cases. Pour chaque
forme, nous calculons sa classe de patrons applicables. Si la classe est connue, nous effectuons
la prédiction au moyen du patron qui maximise P (patron|classe). Si la classe est inconnue,
nous choisissons le patron qui maximise P (patron). Si la prédiction est fausse, ou si aucun
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patron connu n’est applicable, il s’agit d’un échec. Si la prédiction résulte en la forme correcte,
il s’agit d’une réussite.
Enfin, nous comparons 5 versions de notre algorithme, selon la stratégie d’alignement.
Celui-ci peut être fixe à gauche ou à droite, suivre la stratégie décrite dans Albright et Hayes
(2002), ou enfin reposer sur des distances d’éditions soit simples (distance de Levenshtein) soit
fondées sur la similarité phonologique. La phase de scorage n’est nécessaire que dans le cas
des distances d’éditions, les autres méthodes ne générant pas d’ambiguïtés d’alignement. De
même, la généralisation des alternances à des opérations phonologiques n’est effectuée qu’avec
les distances d’édition.
Nous rendons compte dans le tableau 2.7 de l’exactitude moyenne (pourcentage de formes
dérivées correctement) à travers l’ensemble des paires d’alternances, dans chaque direction, et
à travers les 10 plis. Comme attendu, les stratégies d’alignement fixe à droite ou à gauche sont
efficaces exclusivement pour certains ensembles de données mais ne permettent pas de capter
de bonnes généralisations dans l’ensemble des langues. L’alignement qui permet de trouver
un changement unique décrit par Albright et Hayes (2002) produit de bons résultats en an-
glais, français, portugais européen, et chatino, mais non en arabe. Notre stratégie d’alignement,
qu’elle emploie des distances d’édition simples ou fondées sur la similarité phonologique, pro-
duit des scores plus élevés en chatino et en arabe, sans perte de performance significative dans
les autres langues. En effet, elle permet de capter des alternances arbitrairement complexes
sans présumer de leur forme.
Nous nous attendions à ce que les distances d’édition pondérées par la similarité phono-
logique produisent des patrons plus performants que les distances de Levenshtein. De façon
surprenante, nos résultats ne montrent pas de différence importante entre les deux distances
d’édition. Cela est dû à la robustesse de l’algorithme d’inférence des patrons : les distances de
Levenshtein génèrent plus de patrons inutiles lors de l’étape d’alignement, mais ceux-ci sont
écartés lors de l’étape de scorage. Cependant, cette surgénération a un coût computationnel,
car lors du scorage, il faut évaluer chacun des patrons générés pour chacune des paires de
formes disponibles. En conséquence, l’usage des distances d’éditions pondérées par la phono-
logie permet de raccourcir le temps d’exécution. Nous préférons donc pour la suite employer
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Lexèmes Baseline Préfixal Suffixal Levenshtein Phono
Anglais 6064 93.7% 31.1% 93.7% 93.6% 93.6%
Arabe 1018 46.2% 26.1% 44.8% 80.2% 81.8%
Français 5249 94.4% 23.6% 94.5% 94.4% 94.4%
Portugais 1996 93.3% 18.1% 93.3% 91.3% 91.3%
Russe 1539 73.1% 28.0% 73.1% 74.8% 74.7%
Yaitepec 324 33.3% 29.6% 29.0% 35.5% 35.5%
Zenzontepec 392 56.0% 56.6% 25.1% 56.9% 56.9%
Navajo 2157 37.2% 32.4% 25.2% 42.0% 41.8%
T 2.7 – Résultats de l’évaluation : pourcentage d’exactitude moyenne.
celles-ci.
Les performances sont très variables d’une langue à l’autre. Nous envisageons trois expli-
cations possibles : les lexiques verbaux du chatino sont particulièrement petits (moins de 400
lexèmes), et 90% des formes ne suffisent probablement pas, dans le cas général, à apprendre des
généralisations couvrant les 10% restants. Par ailleurs, nous verrons au chapitre 3, qui étudie le
problème de remplissage des cases de paradigmes dans ces données, que la prédiction au sein
de certains paradigmes est plus difficile qu’au sein d’autres paradigmes. Enfin, nous discutons
en section 2.4 discute d’une propriété des systèmes du russe, chatino et navajo qui contribue à
expliquer des scores plus bas dans ces systèmes, et propose une solution alternative.
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Baseline Préfixal Suffixal Levenshtein Phono
Anglais 34.7 3743.3 34.5 34.1 34.1
Arabe 321.9 486.2 333.6 32.1 21.9
Français 25.3 3577.0 25.3 24.2 24.2
Portugais 18.0 1461.8 17.8 16.9 17.0
Russe 87.2 897.9 86.9 36.1 37.5
Yaitepec 143.3 174.2 165.8 112.3 112.3
Zenzontepec 70.8 47.9 227.2 49.0 49.9
Navajo 650.8 700.1 875.0 463.5 468.7
T 2.8 – Résultats de l’évaluation : nombre moyens de patrons.
2.4 Application du modèle à nos lexiques
Pour les besoins de cette thèse, nous avons calculé les patrons d’alternance pour toutes
les paires de cases de paradigme dans chaque langue. La combinatoire donne donc lieu à un
grand nombre de paires de cases (près de 6000 paires de cases en arabe), comme indiqué dans
le tableau 2.9.
Cases de paradigme Paires de cases
Portugais 69 2346
Zenzontepec 4 6
Arabe 109 5886
Russe 13 78
Anglais 8 28
Français 51 1275
Yaitepec 12 66
T 2.9 – Nombres de paires de cases et nombre moyen de patrons.
Il est donc impossible de présenter dans ici l’ensemble des patrons obtenus. Cette section
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présente un aperçu des patrons inférés. Tout d’abord, nous discutons la nécessité d’analyser
certains systèmes flexionnels comme la conjonction de deux paradigmes, et les conséquences
sur l’analyse en patrons d’alternance. Nous présentons ensuite un aperçu des patrons pour les
systèmes flexionnels qui ne comportent qu’une dimension de variation.
2.4.1 Systèmes bipartites
L’évaluation des patrons révèle des scores particulièrement bas pour le navajo, le chatino
et le russe. Or les descriptions de ces systèmes flexionnels distinguent chaque fois deux dimen-
sions de variation : deux bases successives correspondant à la structure syllabique en navajo,
un système tonal et segmental distincts en chatino, enfin, un système segmental et accentuel
en russe. Dans cette section, nous proposons de modéliser les alternances entre formes dans
ces langues par la conjonction de deux patrons opérant chacun sur une dimension.
2.4.1.1 Les deux bases du navajo
Les verbes du navajo 13 sont habituellement décrits comme structurés en trois « domaines »
(Sapir et Hoijer 1967 ; Kari 1989) comme indiqué en (25).
(25) [(disjoint) conjoint - (classifieur) radical]
Le domaine disjoint, facultatif, contient des morphèmes aspectuels. Le domaine conjoint,
obligatoire, contient des morphèmes qui marquent le mode et la personne du sujet. Le domaine
du radical, obligatoire, coïncide toujours avec la dernière syllabe du verbe, et présente un mar-
queur de valence (le « classifieur ») souvent incorporé. L’exemple (26) illustre cette analyse.
(26) yish-cha
.1-pleurer.
Je pleure
McDonough et ses coauteurs (McDonough 1990 ; McDonough 1999 ; McDonough 2000 ;
McDonough 2003 ; McDonough et Wood 2008 ; McDonough 2014) ont conduit une étude des
13. La section qui suit a été élaborée en collaboration avec Olivier Bonami et Joyce McDonough. Elle a fait l’objet
d’une présentation au colloque ISMo 2017 (Beniamine, Bonami et McDonough 2017).
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propriétés phonétiques, phonotactique et phonologiques des verbes des langues athabaskanes,
et fournissent un ensemble d’arguments pour identifier un « verbe noyau » constitué de deux
éléments distincts mais interdépendants, porteurs de la spécification morphosyntaxique mini-
male pour constituer un verbe bien formé.
Dans cette optique, le domaine conjoint constitue une base à laquelle se préfixe le domaine
disjoint. Les verbes sont donc des sortes de mots composés formés de deux bases, que nous
appellerons base1 et base2, comme en (27) 14. La base2 coïncide toujours avec la dernière syl-
labe du mot, si bien que la frontière entre les deux bases est toujours identifiable de manière
déterministe.
(27) [ [aspect-radical1] [ valence-radical2 ] ]
Les marqueurs de mode et personne du conjoint sont généralement combinés en un ex-
posant cumulatif. Analyser la frontière entre base1 et base2 comme une frontière morpholo-
gique permet de rendre compte des groupes consonantiques qui apparaissent à cet endroit mais
ne peuvent apparaître à l’intérieur d’un mot. Phonétiquement, les deux bases sont toujours
saillantes pour les locuteurs, la seconde constituant toujours la dernière syllabe du composé.
Tandis que les noms sont minimalement monosyllabiques en navajo, les verbes ne peuvent
faire moins de deux syllabes.
Les bases2 forment une classe fermée de 550 items (Young et Morgan 1987). Les bases1 sont
environ 330 et figurent dans Young et Morgan (1987) sous la forme de tables de paradigmes.
Dans nos données, elles donnent lieu à 802 paradigmes de surface distincts (en prenant en
compte les variations aspectuelles, ainsi que celles dues à l’harmonie consonantique ou la dé-
fectivité). Les entrées lexicales du dictionnaire sont des combinaisons de ces deux bases. Les
entrées du dictionnaires retenues (annexe A) constituent 2113 verbes distincts, soit 12% des
181500 combinaisons possibles de bases1 et bases2. Les exemples (28) à (31) montrent comment
deux bases1 et deux bases2 se combinent pour former quatre verbes distincts. Les combinaisons
sont ici sémantiquement transparentes, mais il est fréquent qu’elles ne le soient pas.
(28) bits’a’nísh-kǫ́ǫ́h
éloigner..1-nager.
14. Le groupe [disjoint conjoint] est parfois aussi appelé TAM, Mode, Pre-stem.
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Je m’éloigne à la nage
(29) bits’a’nísh-’eeł
éloigner..1-faire_flotter.
Je m’éloigne en bateau
(30) ’ahéé’nísh-kǫ́ǫ́h
autour/en_cercle..1-nager.
Je nage en rond
(31) ’ahéé’nísh-’eeł
autour/en_cercle..1-faire_flotter.
Je rame/navigue en cercle
Les deux bases semblent constituer deux dimensions de variation distinctes. Les formes de
surface complètes présentent un très grand nombre de patrons d’alternance distincts, suivant
les nombreuses combinaisons d’alternances des deux bases. Lors de l’évaluation, il est donc très
fréquent d’avoir besoin d’une combinaison de deux patrons qui n’a pas été vue à l’entraînement,
même si chacun a pu être observé indépendamment.
Les exemples (32a) à (32e) présentent quelques alternances entre imperfectif et futur à la
première personne du singulier. Dans les verbes de (32a) à (32c), l’alternance de la base1 est
la même : à l’imperfectif, la base présente un /iː/ qui alterne avec /iteː/ au perfectif. Dans les
exemples (32d) et (32e), l’alternance de base1 est différente : le premier ne présente pas le
contraste de longueur, le second voit alterner /iː/ avec /ateː/. Dans les verbes de (32c) à (32e),
l’alternance de la base2 est la même : il s’agit d’un contraste entre une voyelle longue avec
un ton haut et une voyelle courte sans ton haut. Les alternances de base2 des deux premiers
exemples sont différentes.
La combinaison de ces alternances produit cinq patrons distincts rendant compte des formes
complètes, listées dans les exemples (33a) à (33e). Considérer chacun comme distinct revient
à ignorer les similarités partielles que nous avons relevées. L’alternative évidente, que nous
adopterons, consiste à analyser séparément les alternances de base1, données en (34), et de
base2, données en (35).
(32) .1sg ⇌ .1sg
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a. yiishj ́ h́
/jiːʃʧ ́ː h/
je projette
⇌ yideeshj ́ ł́
/jiteːʃʧ ́ː ɬ/
je projetterai
b. diish’eeł
/tiːʃʔeːɬ/
je pars en bateau
⇌ dideesh’oł
/titeːʃʔoɬ/
je partirai en bateau
c. ’ádiishbááh
/ʔátiːʃpáːh/
je me rends gris
⇌ ’ádideeshbah
/ʔátiteːʃpah/
je me rendrai gris
d. distsóós
/tisʦʰóːs/
je commence à porter
⇌ dideestsos
/titeːsʦʰos/
je commencerai à porter
e. ’iishkááh
/ʔiːʃk͡xáːh/
je pars avec eux
⇌ ’adeeshkah
/ʔateːʃk͡xah/
je partirai avec eux
(33) a. iː_h ⇌ iteː_ɬ
b. iː_eː ⇌ iteː_o
c. iː_V ː ⇌ iteː_V
d. _Vː ⇌ teː_V
e. iː_V ː ⇌ ateː_V
(34) a. iː ⇌ iteː
b. ϵ⇌ teː
c. iː ⇌ ateː
(35) a. h ⇌ ɬ
b. eː ⇌ o
c. Vː ⇌ V
Nous proposons donc (Beniamine, Bonami et McDonough 2017) de modéliser les alter-
nances entre formes verbales en navajo comme la conjonction de deux patrons, un pour chaque
base. À cette fin, nous segmentons les formes de surfaces en deux ensembles de données, et cal-
culons les patrons sur chacun indépendamment. La base2 coïncidant toujours avec la dernière
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syllabe de mot, nous avons dressé une liste de toutes les frontières de syllabe possibles, puis
segmenté chaque forme en syllabes, et séparé la dernière syllabe (base2) du reste des formes
(base1). Nous rendons compte dans le tableau 2.10 des résultats de l’évaluation de ces patrons.
Nous évaluons séparément la généralisation sur chaque base seule, puis en combinaison. Pour
évaluer les patrons en combinaison, nous prédisons un patron pour chaque base, et comptons
une prédiction correcte si et seulement si les deux patrons sont corrects. Notons que pour la
prédiction combinée des deux bases, nous n’indiquons pas de nombre de patrons moyens par
paire de cases, puisque la prédiction s’appuie sur chaque ensemble de patrons. Le nombre de
patrons moyens par paire de cases est donc d’une part celui des bases1 et d’autre part celui des
bases2.
Navajo Paradigmes uniques Exactitude moyenne Nombre de patrons moyen
Base1 802 68.7% 74.7
Base2 1494 72.9% 84.7
Formes entières 2157 41.8% 468.7
Base1 & base2 2157 81.3% —
T 2.10 – Évaluation pour la segmentation des formes du navajo.
Cette évaluation montre que la généralisation sur chaque base indépendamment est bonne,
et que la prédiction sur les formes entières par deux patrons est bien meilleure que la prédiction
à partir d’un patron holistique. Le nombre de patrons inférés par paire de cases en moyenne,
bien inférieur pour les données segmentées, est également un indicateur de cette amélioration.
Pour donner une image concrète des causes du gain en exactitude documenté dans le ta-
bleau 2.10, nous proposons d’observer pour chaque base les patrons obtenus pour l’alternance
.1 ⇌ .1. Le tableau 2.11 présente les patrons de base1 pour ces verbes. Les contextes
sont omis pour simplifier la lecture, et sur les 64 patrons trouvés, nous ne présentons que les
26 qui concernent plus de 5 lexèmes. Nous présentons à chaque fois un lexème illustrant l’al-
ternance.
Le patron le plus fréquent est le plus simple formellement : il consiste à ajouter /teː/ avant le
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/s/ ou /ʃ/ final de la base (le marqueur de première personne). Tous les autres patrons comportent
l’addition au futur soit de /teː/, soit des variantes de /ti/. Le second patron le plus fréquent
présente en plus une alternance de longueur pour la voyelle précédente. Notons qu’il existe 10
cas sur le modèle de « ’ahénásbąąs » pour lesquels l’alternance de longueur est inversée. De
nombreux patrons présentent également une attraction de cette voyelle vers /i/, en conservant
ou non le ton haut. Par ailleurs, les syllabes en /nV/ et /nV/ sont susceptibles de se réduire à /ń/
ou de disparaître.
Le tableau 2.12 présente les alternances correspondantes pour la base2. L’alternance la plus
fréquente est une alternance de longueur avec perte d’un ton haut. L’alternance de longueur
existe aussi pour les mots comme « ádíshch’iish » sans altérer la présence ou l’absence de ton
haut. Les mots qui instancient le second plus fréquent patron présentent une alternance entre
/h/ et /ɬ/ finaux. Le troisième plus fréquent patron est un patron identité. Outre des combi-
naisons des deux premiers patrons, on trouve également des alternances vocaliques et une
alternance entre /t/ et /ɬ/ en finale, et la réduction de /n/ en voyelle nasale.
 Comme le montrent les tableaux 2.11 et 2.12, la segmentation des verbes du navajo en deux
bases sur un critère phonotactique permet de faire émerger des généralisations familières sur
les types d’alternances dans un système qui apparaîtrait sinon remarquablement opaque. Nous
pouvons donc conclure que la segmentabilité des verbes du navajo est avérée et constitue une
caractéristique cruciale pour analyser ce système.
2.4.1.2 Système accentuel et système segmental en russe
Brown et Hippisley (2012) proposent une classification des noms du russe qui repose éga-
lement sur la conjonction de deux systèmes distincts. Ils analysent d’une part des alternances
affixales, et d’autre part des patrons d’accentuation :
Le système accentuel nominal du russe fournit une bonne illustration de la fa-
çon dont l’information morphologique peut être distribuée à travers le réseau. Elle
est paradigmatique (sensible aux propriétés morphosyntaxiques), non susceptible
d’être directement associée à des propriétés métriques, et peut être vu comme une
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.1 ⇌ .1 Freq. Lexème .1 .1
_ ⇌ teː_ 102 ’ ʔatis ʔatiteːs
Vː_ ⇌ Vteː_ 83 ’ ʔataːʃ ʔatateːʃ
ní_ ⇌ teː_ 39 ’’ k’ínís k’íteːs
ni_ ⇌ teː_ 30 ’’ ʔahantinis ʔahantiteːs
_i_ ⇌ tí_ée_ 28 ’’ ʔatiniʃ ʔatitínéeʃ
_iː_ ⇌ tí_ée_ 28 ’’’ ʔátiʔniːʃ ʔátitíʔnéeʃ
[aːaáːą́ːáąːąą́]_ ⇌ [iːiíːí ́ː į́ːį]teː_ 27 ’ ʔahas ʔahiteːs
ná_ ⇌ ńteː_ 17 ’ pináʃ pińteːʃ
é_ ⇌ íteː_ 15 ’ ʔátés ʔátíteːs
á_ ⇌ iteː_ 14 ’ háːháʃ háːhiteːʃ
í_ ⇌ iteː_ 13 ’ ʔátís ʔátiteːs
iː_ ⇌ ateː_ 13 ’ ʔiːs ʔateːs
ji_ ⇌ teː_ 10 ’ jiʃ teːʃ
Vn[áą́]_ ⇌ Vːt[eːęː]_ 10 ’ahénásbąąs ʔahénás ʔahéːteːs
aː_ ⇌ teː_ 9  naːʃ nteːʃ
_iː_ ⇌ ti_eː_ 8 ’ haʔtiːs hatiʔteːs
_ ⇌ teː_ ; ní_ ⇌ teː_ 7 ’ ʔahánís ; ʔahás ʔaháteːs
a_ ⇌ teː_ 7 ’’ pik͡xaːʔaʃ pik͡xaːʔteːʃ
nání_ ⇌ ńteː_ 7 ’ náníʃ ńteːʃ
Vː_ ⇌ Vteː_ ; _iʃ ⇌ teː_ 7  haːʃ ; haʃiʃ hateːʃ
_í_ ⇌ ti_ée_ 7  hatíníʃ hatitínéeʃ
_í_ ⇌ ti_eː_ 6 ’’ páʔtíʃ pátiʔteːʃ
jiː_ ⇌ teː_ 6  jiːʃ teːʃ
aná_ ⇌ áːteː_ 6  hanás háːteːs
é_é_ ⇌ í_iteː_ 6 ’įį́́ ʧ’éhés ʧ’íhiteːs
ni_i_ ⇌ _teː_ 6  ninis nteːs
T 2.11 – Quelques patrons d’alternance de la base1 des verbes du navajo.
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ipfv.1 ⇌ fut.1 freq. Lexème ipfv.1 fut.1
[áːą́ːéːíːóːǫ́ː ́ː ę́ː]_ ⇌ [aeioąęįǫ]_ 108 ’ páːh pah
h ⇌ ɬ 75 ’ǫǫ tǫːh tǫːɬ
_ ⇌ _ 69 ’ kiʃ kiʃ
[aːeːiːoːáːą́ːéːíːóːǫ́ːąːęː ́ː įːǫːę́ː]_ ⇌ [aeioáéíóąę́ę į́ǫ́ǫą́]_ 58 ’’ ʧ’iːʃ ʧ’iʃ
[-lat +voi -hto +son]h ⇌ [-lat +hto +voi +son]ɬ 34 ’’ ʔaːh ʔáːɬ
[aːeːiːoːáːą́ːéːíːóːǫ́ːąːęː ́ː įːǫːę́ː]t ⇌ [aeioáéíóąę́ę į́ǫ́ǫą́]ɬ 22 ’’ǫǫ ʦ’ǫːt ʦ’ǫɬ
éː_ ⇌ i_ 18 ’ téːs tis
eː_ ⇌ i_ 15 ’ t͡ɬeːʃ t͡ɬiʃ
eː_ ⇌ o_ 14 ’’ ʔeːɬ ʔoɬ
éː_ ⇌ a_ 13 ’ téːh tah
t ⇌ ɬ 11 ’’ ʧ’it ʧ’iɬ
[aeioáéíóąę́ę į́ǫ́ǫą́] ⇌ [aːeːiːoːáːą́ːéːíːóːǫ́ːąːęː ́ː įːǫːę́ː]ɬ 11 ’ ɬé ɬéːɬ
[áːą́ːéːíːóːǫ́ː ́ː ę́ː]t ⇌ [aeioąęįǫ]ɬ 10 ’’ ʔáːt ʔaɬ
[aeioáéíóąę́ę į́ǫ́ǫą́]ʔ ⇌ [aːeːiːoːáːą́ːéːíːóːǫ́ːąːęː ́ː įːǫːę́ː]ɬ 9 ’’’2 ťeʔ ťeːɬ
eː_ ⇌ a_ 8 ’’ ʧeːh ʧah
áː_ ⇌ i_ 6 ’ ʧáːh ʧih
in ⇌ ́ː ɬ 6 ’ ʧʰin ʧʰ ́ː ɬ
T 2.12 – Quelques patrons d’alternance de la base2 des verbes du navajo.
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couche paradigmatique additionnelle se superposant à la morphologie affixale 15.
Comme pour les bases du navajo, l’identification de ces deux dimensions est évidente pour
les locuteurs, car elles coïncident avec des propriétés phonologiques orthogonales.
Brown et Hippisley (2012) comptent quatre classes fondées sur le matériel affixal (tout en
reconnaissant l’existence de variations), et huit patrons accentuels, produisant 22 combinaisons
attestées sur les 32 concevables.
Nous procédons donc de la même façon que pour le navajo, en constituant un lexique
comportant uniquement l’accentuation et un lexique comportant des formes désaccentuées.
Nous trouvons 88 microclasses accentuelles et 261 classes segmentales. Nous rendons compte
de l’évaluation des patrons obtenus sur ces formes dans le tableau 2.13.
Russe Paradigmes uniques Exactitude Nombre de patrons
Accents 159 62.8% 7.6
Segments 1530 78.5% 22.8
Formes entières 1539 74.7% 37.5
Accents & segments 1539 78.5% —
T 2.13 – Évaluation pour la segmentation des noms du russe en segments et accents.
La séparation en deux paradigmes augmente ici aussi la qualité de la généralisation des
patrons, et mène à un plus petit nombre moyen de patrons par paire de cases. On trouve une
exactitude de 78.5% tant pour la prédiction des segments seuls que pour la prédiction combinée
des segments et des accents : il s’agit là d’une coïncidence frappante, mais dont il est difficile
de tirer des conclusions à priori. Nous présentons dans les tableaux 2.14 et 2.15 l’alternance
accentuelle et segmentale entre le nominatif singulier et le datif singulier.
Pour le matériel segmental, on retrouve parmi les patrons les plus fréquents (plus de 5
15. [En anglais dans le texte] « The nominal stress system of Russian provides a good illustration of the way in which
morphological information can be distributed around the network. It is paradigmatic (sensitive to morphosyntactic
features), not susceptible to direct metrical assignment, and it can be viewed as an additional paradigmatic layer on top
of the affixal morphology ».
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sg.nom ⇌ sg.dat freq Lexème sg.nom sg.dat
_ ⇌ u 593 A adjutant adjutantu
Ca ⇌ Cʲe 305 A arʲena arʲenʲe
e ⇌ u 201 B’ bʲedstvʲije bʲedstvʲiju
a ⇌ e 119 A’ agrʲessʲija agrʲessʲije
_ ⇌ i 107 B’ bʲezopasnostʲ bʲezopasnostʲi
o ⇌ u 96 B bʲeljo bʲelju
o_ ⇌ _u 42 B bʲelok bʲelku
Cʲe_ ⇌ C_u 20 A’ amʲerʲikanʲeʦ amʲerʲikanʦu
e_ ⇌ _u 8 Avstr’ijec avstrʲijeʦ avstrʲijʦu
_ ⇌ _ 7 B’ bʲuro bʲuro
a ⇌ eni 6 I’ imʲa imʲeni
T 2.14 – Quelques alternances du russe entre nominatif et datif.
lexèmes) les alternances décrites par Brown et Hippisley (2012). La prise en compte des formes
entières plutôt que des seuls affixes mène à distinguer les patrons avec ou sans alternances
vocaliques et palatalisation.
le patron le plus fréquent correspond à la classe I de Brown et Hippisley (2012), caractérisée
par un /u/ final au datif. Deux variantes de ce patron présentent en plus la disparition d’une
voyelle interne à la base, et une variante cumule une palatalisation et la disparition d’un /e/
interne. Le second plus fréquent patron, ainsi que le quatrième, correspondent à la classe II,
avec ou sans palatalisation de la dernière consonne. Les alternances e_ ⇌ _u et o ⇌ u corres-
pondent à la classe IV. L’alternance ϵ ⇌ i recouvre leur classe III. Enfin, deux patrons plus rares
ne correspondent à aucune de leurs classes flexionnelles : le patron identité et le patron a ⇌ eni.
Dans les données accentuelles, nous avons noté uniquement le nombre de voyelles, et dis-
tingué entre voyelles non accentuées et voyelles accentuées. On transcrit donc les alternances
de la façon indiquée en (36) :
(36) , . ⇌ .
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a. /zakón/ ⇌ /zakónu/
b. AÁ ⇌ AÁA
Nous présentons dans le tableau 2.15 les patrons accentuels représentés par plus de 5
lexèmes.
sg.nom ⇌ sg.dat Freq. Lexème sg.nom sg.dat
⇌ / X+ 805 A’ AÁAA AÁAA
⇌ A / X+_A ? 647 A AAÁ AAÁA
⇌ A / X*_X+ 66 B Á AÁ
T 2.15 – Quelques alternances accentuelles du russe entre nominatif et datif.
Les deux patrons les plus fréquents correspondent à un accent fixe, avec ou sans ajout d’une
syllabe au datif. D’après la classification de Brown et Hippisley (2012), ils correspondent à la
classe d’accents A, B ou C. Le troisième patron consiste à ajouter une syllabe au datif, celle-ci
prenant alors l’accent. L’accent reste ainsi toujours sur la dernière syllabe. Cela correspond à la
classe B de Brown et Hippisley (2012). Il existe cinq autres patrons plus rares. Nos classifications
dièrent, car d’une part, notre exemple porte sur une paire de cases toutes deux au singulier,
tandis que la classification de Brown et Hippisley (2012) prend en compte le pluriel ; et d’autre
part parce qu’ils raisonnent en termes de radical et d’exposants, tandis que notre classification
dépend du nombre de syllabes. Ainsi les deux alternances (37) correspondent respectivement
aux classes A et B pour Brown et Hippisley (2012), car dans le premier cas l’accent est constant
sur le radical, tandis que dans le second cas, il est constant sur l’affixe. Puisque notre programme
ne fait pas de distinctions de ce type, il voit ces exemples comme deux instances du patron
ϵ ⇌ / X+, c’est-à-dire d’une accentuation identique au nominatif et au datif singuliers.
(37) . ⇌ .
a. /bolót-o/ ⇌ /bolót-a/
b. /čert-á/ ⇌ /čert-é/
Au regard de l’évaluation de ces patrons, il apparaît qu’en russe, comme en navajo, il est
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bénéfique de considérer deux types d’alternances distincts qui se combinent pour relier entre
elles les formes de surface, plutôt que d’inférer des patrons holistiques.
2.4.1.3 Système tonal et système segmental en chatino
Campbell (2016) décrit la distinction entre morphologie affixale et morphologie tonale en
chatino de Zenzontepec dans des termes très similaires à ceux employés par Brown et Hippisley
(2012) pour le russe :
Le système flexionnel en temps/aspect/mode du chatino de Zenzontepec est parti-
culièrement complexe, car il met en jeu simultanément deux couches orthogonales,
le système préfixal et les alternances tonales 16.
Campbell (2011) propose la première classification des verbes du chatino de Zenzontepec en
classes flexionnelles. Il compte huit classes fondées sur le matériel affixal, regroupées en quatre
macroclasses (A, B, C, D) qui correspondent à la description des classes du zapotec par Kaufman
(1989). Nous présentons un lexème de chaque classe dans le tableau 2.16 17. Campbell (2011)
reconnaît de la variation au sein des huit classes, qui ne sont pas exactement des microclasses,
remarquant par exemple que « quelques verbes de la sous-classe Au semblent irréguliers, mais
leur irrégularité peut être expliquée 18 ».
Campbell (2011) cite 10 classes fondées sur les tons, et montre qu’au sein d’une classe d’af-
fixes, plusieurs patrons tonaux sont représentés. Le tableau 2.17 donne à titre d’exemple les
patrons tonaux trouvés pour la classe d’affixes Bc.
De la même façon, pour une classe tonale donnée, on trouve diverses classes d’affixes. Le
patron tonal le plus répandu à travers les classes consiste à conserver un ton bas uniforme pour
les quatre aspects. Le tableau 2.18 en présente quelques exemples.
16. [En anglais dans le texte] « The system of TAM inflection in Zenzontepec chatino is quite complex because there
are two orthogonal layers, the prefixal system and the tone alternation system, simultaneously at play ».
17. Comme il est de tradition dans la description des langues oto-mangues, les tons sont notés par un nombre en
exposant immédiatement après chaque voyelle. Contrairement à Campbell (2011), nous notons explicitement par
un « 0 » le ton bas.
18. [En anglais dans le texte] « [s]ome subclass Au verbs appear irregular, but their irregularity can be explained ».
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Class cpl pot hab prog
Ac nka⁰se⁰su⁰ ki⁰se⁰su⁰ nti⁰se⁰su⁰ nte⁰se⁰su⁰
Au nka¹ra² ku¹ra² ntu¹ra² nte¹ra²
A2 nkwi¹so²ʔ ki⁰so¹ʔ nti⁰so¹ʔ nte⁰so¹ʔ
Bc nku⁰hna² ki⁰hna¹ nti⁰hna¹ nte¹hna²
Bt nku⁰tye⁰hna¹ tye⁰hna¹ ntye⁰hna¹ nte⁰tye⁰hna¹
By nkya²na¹ cha⁰na ncha⁰na nte⁰ya²na¹
Ca ke²ʔ ka¹ke²ʔ nti¹ke²ʔ ncha⁰ke¹ʔ
C2 ya⁰ku⁰ ka⁰ku⁰ nta⁰ku⁰ ncha⁰ku⁰
T 2.16 – Classes flexionnelles des verbes du chatino de Zenzontepec d’après Campbell
(2011).
cpl pot hab prog
ki⁰nya⁰xę⁰Ɂ nti⁰nya⁰xę⁰Ɂ nte⁰nya⁰xę⁰Ɂ nku⁰nya⁰xę⁰Ɂ
ki⁰la⁰kwa¹ nti⁰la⁰kwa¹ nte⁰la⁰kwa¹ nku⁰la⁰kwa¹
ki⁰ka⁰Ɂne⁰ nti⁰ka⁰Ɂne⁰ nte⁰ka²Ɂne¹ nku⁰ka²Ɂne¹
ki⁰ki⁰tę¹Ɂ nti⁰ki⁰tę¹Ɂ nte⁰ki¹tę²Ɂ nku⁰ki¹tę²Ɂ
ki⁰su⁰ nti⁰su⁰ nte⁰su¹ nku⁰su¹
ki⁰ti⁰ta⁰ nti⁰ti⁰ta⁰ nte⁰ti⁰ta⁰ nku⁰ti⁰ta¹
T 2.17 – Les patrons tonaux de la classe affixale Bc .
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Class cpl pot hab prog
Ac nka⁰xi⁰ti⁰ ki⁰xi⁰ti⁰ nti⁰xi⁰ti⁰ nte⁰xi⁰ti⁰
Au nka⁰xi⁰kwą⁰ ku⁰xi⁰kwą⁰ ntu⁰xi⁰kwą⁰ nte⁰xi⁰kwą⁰
Bc nku⁰ki⁰ʔi⁰ ki⁰ki⁰ʔi⁰ nti⁰ki⁰ʔi⁰ nte⁰ki⁰ʔi⁰
By nkya⁰ti⁰ʔ cha⁰ti⁰ʔ ncha⁰ti⁰ʔ nteya⁰ti⁰ʔ
C2 ya⁰la⁰ʔ ka⁰la⁰ʔ nti⁰la⁰ʔ ncha⁰la⁰ʔ
T 2.18 – Classes affixales pour le patron tonal bas uniforme.
Nous divisons les paradigmes du chatino de Zenzontepec en deux ensembles de données :
l’un ne comporte que les informations tonales, l’autre ne comporte que les informations seg-
mentales. L’évaluation des patrons (tableau 2.19) sur les segments seuls présente un score cor-
rect tandis que l’évaluation sur les tons révèle un score plutôt bas. Cela est lié au nombre de
paradigmes tonaux distincts, 75, ce qui est très petit pour une évaluation croisée. Dans les deux
cas, on trouve un petit nombre moyen de patrons d’alternance, ce qui est le signe d’une bonne
généralisation. L’évaluation combinée des patrons de segments et des tons, comparée à l’éva-
luation des patrons sur les formes entières, présente une amélioration de plus de dix points.
Il n’existe pas d’étude similaire à celle de Campbell (2016) pour le chatino de Yaitepec. Rasch
(2002) propose qu’« en sus de phonèmes segmentaux qui apparaissent au début des verbes flé-
chis, la morphologie aspectuelle implique des contrastes tonaux 19 ». Il remarque également que
les contrastes tonaux sont parfois les seules marques aspectuelles. Par ailleurs, il commente
la difficulté à prédire certaines formes : « Il ne semble pas y avoir de patron suffisamment
fort pour permettre à un apprenant du chatino de prédire quel allomorphe de l’aspect poten-
tiel sera utilisé pour une racine verbale donnée ; la sélection correcte doit être mémorisée 20 ».
Cette information, combinée à la petite taille de nos données (324 verbes) pourrait expliquer
les très faibles scores (35%) obtenus sur les formes entières. Afin de tester si l’existence de deux
19. [En anglais dans le texte] « in addition to segmental phonemes that occur at the beginnings of inflected verbs,
aspectual morphology involves tone contrasts ».
20. [En anglais dans le texte] « There appear to be no patterns strong enough to allow someone learning Chatino to
predict which Potential Aspect allomorph will be applied to a given verb root; the correct selection must be memorized ».
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systèmes peut en être également la cause, nous évaluons des patrons tonaux et segmentaux
distincts, comme en chatino de Zenzontepec (tableau 2.19). Comparée à l’évaluation sur les
formes entières (35%), l’évaluation menée en combinant les patrons segmentaux et tonaux est
plus de 20% meilleure. Ceci suggère fortement que, si la mauvaise qualité des généralisations
est en partie attribuable au manque de données, ce problème peut largement être contourné en
traitant tons et segments comme orthogonaux.
Zenzontepec Lexèmes Exactitude Nombre de patrons
Tons 75 40.6% 15.7
Segments 370 68.6% 24.1
Formes entières 392 56.9% 49.9
Segments & Tons 392 70.4% —
Yaitepec Lexèmes Exactitude Nombre de patrons
Tons 130 55.2% 21.1
Segments 284 50.5% 67.7
Formes entières 324 35.5% 112.3
Segments & Tons 324 57.9% —
T 2.19 – Évaluation de la séparation des données en chatino.
Le tableau 2.20 présente les patrons segmentaux du chatino de Zenzontepec pour l’alter-
nance entre complétif et potentiel. Comme précédemment, nous omettons les contextes, et ne
présentons que les patrons instanciés par au moins six lexèmes. Remarquablement, les trois
patrons les plus fréquents ont des effectifs assez proches. Par fréquence décroissante, les pa-
trons du tableau correspondent aux classes Au, Bc, A2, By, Bt, C2,Au, Ca et Bt d’après Campbell
(2011). Le dernier patron est irrégulier et non répertorié par Campbell (2011). Les variantes de
Bt et Au sont dues à des effacements vocaliques.
Pour comparaison, nous présentons dans le tableau 2.21 l’alternance de première personne
2.4. Application du modèle à nos lexiques 121
 ⇌  Freq. Lexème  
n_a ⇌ _u 86 ⁰¹² nkasana kusana
n_u ⇌ _i 70 ¹į² nkukiį kikiį
nkw ⇌ k 61 ⁰⁰¹ʔ nkwityusuʔ kityusuʔ
nky ⇌ ch 49 ²¹ nkyaha chaha
nkut ⇌ ty 23 ²⁰ nkutatza tyatza
y ⇌ k 23 ¹² yutę kutę
nka ⇌ 18 ¹²⁰ nkatukwi tukwi
n_a ⇌ _i 14 ⁰¹ nkasuwi kisuwi
n_u ⇌ _a 7 ⁰⁰ nkutzu katzu
nku ⇌ 6 ¹² nkutyukwa tyukwa
⇌ ka 6 ¹² kwi kakwi
T 2.20 – Quelques patrons du chatino de Zenzontepec pour l’alternance entre  et
.
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entre les deux mêmes modes en chatino de Yaitepec. Il y apparaît que les patrons présentent
diverses combinaisons d’un petit nombre de marqueurs, tous consonantiques.
1 ⇌ 1 Freq. Lexème 1 1
⇌ ṃ 71 ʔ hkũʔⁿ ṃhkũʔⁿ
c ⇌ ṃɟ 26  cɔ̃n ṃɟɔ̃n
k ⇌ ṇɡ 20  kⁱlɔ̃n ṇɡⁱlɔ̃n
ʃ ⇌ ṃs 19  ʃkʷɔ̃n ṃskʷɔ̃n
kⁱ ⇌ ṇɡw 16 ʔ kⁱlɔ̃ʔⁿ ṇɡwlɔ̃ʔⁿ
c ⇌ ṃd 13  chĩn ṃdhĩn
kʷ ⇌ ṇɡw 13  kʷɛ̃n ṇɡwɛ̃n
t ⇌ ṃd 12  tɔ̃n ṃdɔ̃n
k ⇌ j 11 ʔ khũʔⁿ jhũʔⁿ
kʷ ⇌ ṃ 10 ʔ kʷʧɔ̃ʔⁿ ṃʧɔ̃ʔⁿ
kʷ ⇌ j 8  kʷlɔ̃n jlɔ̃n
hʲ ⇌ ṃh 7 ʔ hʲkɔ̃ʔⁿ ṃhkɔ̃ʔⁿ
T 2.21 – Quelques patrons du chatino de Yaitepec pour l’alternance entre 1 et 1.
En somme, l’évaluation des patrons nous indique qu’en chatino, la séparation des para-
digmes en deux ensembles de patrons est bénéfique à la prédiction des formes de surface.
Dans la suite de ce travail, nous caractériserons par deux ensembles de patrons le com-
portement flexionnel des verbes du navajo, des noms du russe, et des verbes du chatino. Le
problème que posent ces systèmes bipartites est bien sûr pertinent pour les locuteurs dans le
cadre du PCFP : s’ils ne s’appuient pas sur la segmentation pour déterminer les formes incon-
nues, ils risquent de faire un très grand nombre d’erreurs. Nous investiguerons ce problème
plus avant dans le chapitre 3.
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2.4.2 Autres systèmes
Cette section présente quelques patrons d’alternance pour les autres systèmes flexionnels
étudiés : le français, le portugais européen, l’anglais et l’arabe standard moderne.
En ce qui concerne le français, nous proposons d’observer les alternances entre la pre-
mière personne du singulier du présent de l’indicatif et la première personne du pluriel du
même temps. Nous montrons dans le tableau 2.22 ces patrons d’alternance, en ignorant ceux
qui concernent moins de 6 lexèmes, qui sont au nombre de 15. Dans les données du français, les
caractères /E/, /O/ et /Ø/ notent des voyelles dont la hauteur a été neutralisée (voir annexe A).
La très grande majorité des lexèmes instancie une alternance suffixale en /-ɔ̃ /. Il existe trois
types de variantes de cette alternance : l’apparition au pluriel d’une consonne absente du sin-
gulier, des alternances morphophonologiques semi-régulières liées à la structure syllabique, et
l’existence d’une alternance de radical.
.1 ⇌ .1 Freq. Lexème .1 .1
⇌ ɔ̃ / X+_ 4109  aan aanɔ̃
⇌ sɔ̃ / X+[Eai]_ 362  abataʁdi abataʁdisɔ̃
[iuy] ⇌ [jwɥ]ɔ̃ / X*C_ 279  abity abitɥɔ̃
⇌ jɔ̃ / X*[-syl][EOaiuyØ]_ 107  abwa abwajɔ̃
E_ ⇌ Ø_ɔ̃ / X*[-syl]_[+ant]_ 98  alEt alØtɔ̃
⇌ zɔ̃ / X*[-syl -nas][EOaiuyØ]_ 47  ʒi ʒizɔ̃
⇌ dɔ̃ / X*[-nas -haut][Oaɑ̃ɔ̃ʁ]_ 45  apɑ̃ apɑ̃dɔ̃
⇌ tɔ̃ / X*[-haut][EOaijluwyØɑ̃ɔ̃œ̃ɥʁɛ̃]_ 40  aba abatɔ̃
jɛ̃ ⇌ Ønɔ̃ / X*[bdfpstvz]_ 26  apaʁtjɛ̃ apaʁtØnɔ̃
⇌ vɔ̃ / X*[EOaijluvwyzØɥʁʒ][EOaijluwyØɥʁ]_ 21  ɑ̃sɥi ɑ̃sɥivɔ̃
ɛ̃ ⇌ Eɲɔ̃ / X*[bdflpstvzʁ]_ 18  astʁɛ̃ astʁEɲɔ̃
ɑ̃ ⇌ Ønɔ̃ / X*pʁ_ 11  apʁɑ̃ apʁØnɔ̃
ɛ̃ ⇌ aɲɔ̃ / X*w_ 8  adʒwɛ̃ adʒwaɲɔ̃
wa ⇌ Øvɔ̃ / X*[dstz]_ 7  apEʁswa apEʁsØvɔ̃
E ⇌ Øzɔ̃ / X*f_ 6  dEfE dEfØzɔ̃
T 2.22 – Patrons inférés en français pour l’alternance entre .1 et .1 (au moins
6 lexèmes).
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En ce qui concerne l’anglais, nous proposons d’observer l’alternance entre présent et passé
(tableau 2.23). Cette fois, il existe une soixantaine de patrons qui s’appliquent à moins de 6
lexèmes. Les trois plus fréquents patrons correspondent à la flexion usuellement dite « régu-
lière ». On peut être surpris que le patron qui suffixe -t ne présente pas une restriction aux
seules consonnes non voisées. Cela est dû à des alternances telles que dans le tableau 2.24. Il
s’agit là d’un cas typique d’ilôt de prédictibilité, déjà mentionnés en section 2.2.2.1 : il existe un
patron général qui n’est pas très fiable (il est applicable à de nombreuses paires de formes qui
ne l’instancient pas). Une formulation moins générale du contexte pour la même alternance
s’applique à seulement un sous-ensemble des formes qui instancient l’alternance, mais elle est
beaucoup plus fiable (après une consonne non voisée, on trouve toujours /t/ pour les verbes ré-
guliers). Nous faisons le choix de décrire ce type d’alternance par un unique patron, car notre
algorithme cherche à maximiser les points de similarité possible entre lexèmes. Cette stratégie
est distincte de celle d’Albright et Hayes (2002), qui conservaient des patrons plus fins afin de
rendre compte de sous-régularités telles que l’ajout de -t après une consonne non voisée.
Les cas dits irréguliers rendent compte d’une très petite proportion des données. On y
trouve trois principaux types de patrons : une absence d’alternance, des alternances vocaliques
de la base, ou une alternance de voisement de la consonne dentale finale. Nous classifions
également à part quelques lexèmes surabondants (patrons séparés par un point virgule).
En ce qui concerne le portugais, nous présentons les patrons issus de l’alternance entre
infinitif et deuxième personne du singulier au présent. Ces patrons font alterner les marqueurs
/ɾ/ et /ʃ/, et présentent des voyelles différentes en suffixe et des alternances vocaliques liées à
un déplacement accentuel au sein des mots 21.
Enfin, nous présentons dans le tableau 2.26 les patrons d’alternance entre le perfectif (passé)
et l’imperfectif (présent) troisième personne du singulier masculin en arabe. Les contextes étant
particulièrement longs, nous les omettons pour faciliter la lecture des alternances. Les alter-
nances discontinues sont correctement identifiées par le programme, et les alternances vo-
caliques de longueur sont généralisées lorsque c’est approprié. Le patron le plus fréquent est
21. L’alternance vocalique entre /-ɐ-/ et /-a-/ est groupée avec celle entre /-ə-/ et /-ɛ-/, car l’analys en traits distinc-
tifs adoptée ici réduit dans les deux cas le contraste à une opposition [+/−arrière].
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1 ⇌  Freq. Lexème 1 
⇌ d / X+_ 2954  ɛbændɛn ɛbændɛnd
⇌ ɪd / X+[dt]_ 1659  ɛbeˑɪt ɛbeˑɪtɪd
⇌ t / X+C_ 1136 F frɛntʃpɒlɪʃ frɛntʃpɒlɪʃt
⇌ / X+ 37  bɪsɛt bɪsɛt
aˑɪ ⇌ əˑʊ / X*[bdlmnprtðθ]_[bdfpstvzðθ] 16  ɛraˑɪz ɛrəˑʊz
ɪ ⇌ ʌ / X*[-syll]_[bdklmnptŋɡ]k ? 13  klɪŋ klʌŋ
iː_ ⇌ ɛ_t / X*[-syll]_[bdlmnpt]_ 11  kriːp krɛpt
⇌ d / X+_ ; ⇌ t / X+C_ 10  bɜːn bɜːnd ;bɜːnt
r ⇌ d / X*[-syll][ɪˑəʊˑəɛɪʊʌiːɜːɔːɛˑəuː]_ 10   biːvɛr biːvɛd
eˑɪ ⇌ ʊ / X*[stʃʧθ]_k 9  bɪteˑɪk bɪtʊk
⇌ / X+ ; ⇌ ɪd / X+[dt]_ 9  brɔːdkɑːst brɔːdkɑːst ;brɔːdkɑːstɪd
ɪ ⇌ æ / X*[-syll]_[bdklmnptŋɡ]k ? 9  drɪŋk dræŋk
⇌ / X+ ;iː ⇌ ɛ / X*_[dt] 8  bliːd blɛd ;bliːd
ɛˑə ⇌ ɔː / X*[-syll]_ 8  bɛˑə bɔː
d ⇌ t / X*[-low -lab][+son -lab]_ 8  bɪld bɪlt
iː ⇌ ɛ / X*_[dt] 8  liːd lɛd
ɛ_ ⇌ əˑʊ_d / X*[stθ]_l_ 7  fɔːtɛl fɔːtəˑʊld
⇌ / X+ ;aˑɪ ⇌ aˑʊ / X*[-syll]_nd 7  baˑɪnd baˑɪnd ;baˑʊnd
iː ⇌ əˑʊ / X*[-syll]_C 6  bɪspiːk bɪspəˑʊk
əˑʊ ⇌ uː / X*[bdkptxðɡθ][lr]_ 6  bləˑʊ bluː
T 2.23 – Patrons inférés en anglais pour l’alternance entre présent et passé (au moins 6
lexèmes).
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.1 
Lexème
 /bɜn/ /bɜnt/
 /dwɛl/ /dwɛlt/
 /lɜn/ /lɜnt/
 /mɪsspɛl/ /mɪsspɛlt/
 /ɪndwɛl/ /ɪndwɛlt/
T 2.24 – Verbes formant un îlot de régularité pour le passé en /t/.
I ⇌ PI2 Freq. Lexème I PI2
aɾ ⇌ ɐʃ / X+[-low]_ 912  fikaɾ fikɐʃ
[ɐəɨl̴]_[ailɛ]ɾ ⇌ [ailɛ]_[ɐəɨl̴]ʃ / X*_C+_ 321  pɐsaɾ pasɐʃ
u_aɾ ⇌ ɔ_ɐʃ / X*[-low -round]_C+_ 177  ʒugaɾ ʒɔgɐʃ
[ɐəɨl̴]_eɾ ⇌ [ailɛ]_əʃ / X*_C+_ 122  fɐzeɾ fazəʃ
iɾ ⇌ əʃ / X+[bdfgkmnprstvzɲɾʃʒ]_ 107  oviɾ ovəʃ
[ɐəɨl̴]_iɾ ⇌ [ailɛ]_əʃ / [-lat]*_C+_ 60  pɐɾtiɾ paɾtəʃ
_aɾ ⇌ ɐ_ɐʃ / X+C_i_ 53  numiaɾ numɐiɐʃ
eɾ ⇌ əʃ / X*V[-son]_ 46  dəfẽdeɾ dəfẽdəʃ
ɾ ⇌ ʃ / X*[-low -nas][aeiɛ]_ 38  veɾ veʃ
u_eɾ ⇌ ɔ_əʃ / [-lat]*[bdfgkmnprstvzɲɾʃʒ]_[bdflmnprstvzl̴ɲɾʎ]+_ 30  dəkureɾ dəkɔrəʃ
ə_aɾ ⇌ e_ɐʃ / X*C_[bdfgkmnprstvzɲɾʃʒ]_ 20  ʃəgaɾ ʃegɐʃ
oɾ ⇌ õĩʃ / [-lat]*p_ 17  ĩpoɾ ĩpõĩʃ
uaɾ ⇌ oɐʃ / X*[bdfgklprstvzl̴ɾʃʎʒ]_ 17  vuaɾ voɐʃ
u_iɾ ⇌ ɔ_əʃ / [-lat]*C_C+_ 15  subiɾ sɔbəʃ
u_aɾ ⇌ o_ɐʃ / X*[bdfgklprstvzl̴ɾʃʎʒ]_[mnɲ]_ 12  ɐbɐ̃dunaɾ ɐbɐ̃donɐʃ
ɐ_ɾ ⇌ a_ʃ / [aeirɐəɛɨʃʒ]*[-low -lat]*[bdfgkprstvzɾʃʒ]_i_ 11  kɐiɾ kaiʃ
eɾ ⇌ ɐ̃ĩʃ / [-lat]*t_ 9  teɾ tɐ̃ĩʃ
[eo]_eɾ ⇌ [ɔɛ]_əʃ / [-lat]*_[bdfgklprstvzl̴ɾʃʎʒ]+_ 9  rəzolveɾ rəzɔlvəʃ
u_ɾ ⇌ ɔ_ʃ / [bdfgkprstvzɔəɛɾʃʒ]*[begimouõĩũɔəɛɨẽ]ʃtɾ_i_ 6  kõʃtɾuiɾ kõʃtɾɔiʃ
T 2.25 – Patrons inférés en portugais pour l’alternance entre infinitif et deuxième per-
sonne du présent (au moins 6 lexèmes).
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....3. ⇌ ....3. Freq. Lexème ....3. ....3.
[jw]a_[iiː]_[uuː] ⇌ [iu]_[aaː]_[aaː] 211 ʾ jabtaʔisu ibtaʔasa
ju_i_u ⇌ _a_a 210 ʾā juʔaːʤiru ʔaːʤara
ju_[iiː]_[uuː] ⇌ a_[aaː]_[aaː] 127 ʾ jubdilu abdala
ja_u ⇌ _a 61 ʾḵḵ jataʔaxxaru taʔaxxara
ja__u_u ⇌ _a_a_a 45  jabruzu baraza
ja_[uuː]_[uuː] ⇌ _[aaː]_[aaː] 41 āḥ jabuːħu baːħa
ja__u ⇌ _a_a 39 ḥṯ jabħaθu baħaθa
ja_u ⇌ i_a 27 āʿ jabtaːʕu ibtaːʕa
ja_iː ⇌ i_aː 25 ā jattaqiː ittaqaː
ja__i_u ⇌ _a_a_a 24  jaʤlisu ʤalasa
ja__[uuː] ⇌ _a_[aaː] 23 ā jabduː badaː
ja__a_u ⇌ _a_i_a 23 ʾ jabʔasu baʔisa
ja__iː ⇌ _a_aː 21 ā jabniː banaː
ju_iː ⇌ _aː 19 ʾā juʔaddiː ʔaddaː
ja ⇌ 18 ṯā jataθannaː taθannaː
ja_[iiː]_[uuː] ⇌ _[aaː]_[aaː] 18 āʿ jabiːʕu baːʕa
ja__i_u ⇌ _a_a_a ;ja__u_u ⇌ _a_a_a 14 ḥṯ jaħriθu ;jaħruθu ħaraθa
ju_iː ⇌ a_aː 12 ʾṯā juθniː aθnaː
ja__aː ⇌ _a_ija 7  jabqaː baqija
juː_i_u ⇌ aw_a_a 7 ʾ juːtiru awtara
T 2.26 – Patrons inférés en arabe pour l’alternance entre le perfectif et l’imperfectif
troisième personne du singulier masculin (au moins 6 lexèmes).
marqué [jw]a_[iiː]_[uuː] ⇌ [iu]_[aaː]_[aaː]. Les formes qui l’instancient présentent bien des alter-
nances vocaliques qui conservent la longueur, mais présente toujours une alternance entre /ja/
et /i/, jamais entre /w/ et /u/. La généralisation nécessaire pour rendre compte des alternances
vocaliques a mené à choisir la représentation abstraite et à surgénéraliser l’alternance /j/ /i/
de façon à inclure /w/ /u/. Une version ultérieure du programme pourrait choisir de conserver
chaque opération phonologique indépendamment des autres.
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2.5 Conclusion
Nous avons présenté un algorithme d’inférence de patrons d’alternance, permettant de
rendre compte de l’ensemble des contrastes flexionnels de surface que présentent les formes
d’un lexème. Celui-ci repose sur un alignement des formes phonologiquement motivé, et s’ap-
puie sur la comparaison des alternances entre lexèmes pour choisir les règles les plus générales.
Il permet également de rendre compte des alternances qui prennent la forme d’opérations pho-
nologiques régulières. Ces patrons sont conçus pour servir d’unité de base dans la morphologie
Item et Patron. Nous les évaluons sur une tâche distincte de prédiction (dans un contexte type
PCFP). L’évaluation révèle que cette méthode est robuste d’une langue à l’autre, et constitue
une amélioration comparativement aux heuristiques précédemment utilisées, qui consistaient
à employer des alignements fixes, décidés en fonction des données.
Le programme d’extraction des patrons d’alternance nous a permis de trouver des patrons
flexionnels linguistiquement pertinents dans les différentes langues étudiées, quel que soit le
type d’exponence qu’elles présentent. Il rend compte en utilisant le même formalisme de toutes
les alternances de surface, qu’elles soient affixales ou qu’elles concernent les bases, qu’elles
soient concaténatives ou non, ou qu’elles consistent en des opérations morphophonologiques
régulières ou non. La structuration du processus en trois étapes (alignement, généralisation,
sélection) permet d’optimiser les patrons à la fois localement à une paire de formes et globa-
lement à l’ensemble d’un sous-paradigme (paire de cases), rendant le processus robuste aux
opacités locales. Puisqu’ils rendent compte d’alternances de surface, les patrons sont très pré-
cis, et généralement plus nombreux que les systèmes de marqueurs décrits par les grammaires
formelles de ces langues.
Pour les systèmes habituellement décrits comme formés de deux systèmes orthogonaux,
nous avons segmenté les lexiques en deux dimensions, et appris des patrons d’alternance sur
chaque partie indépendamment. Inférer les patrons d’alternances à partir des formes de surface
produit, pour chaque lexème, un (long) vecteur de patrons indexés par paire de cases. Toutes les
paires sur les cases de paradigmes existantes sont considérées. Le vecteur de patron caractérise
le comportement flexionnel d’un lexème.
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Ces patrons constitueront les unités de comportement flexionnel sur lesquelles nous nous
fonderons dans ce travail pour étudier la similarité entre paradigmes flexionnels.

Chapitre 3
Prédictibilité des propriétés flexionnelles : le
PCFP
Depuis Ackerman, Blevins et Malouf (2009), l’étude quantitative de la structure des para-
digmes de flexion s’est concentrée sur l’évaluation du problème de remplissage des cases de
paradigme (PCFP, pour Paradigm Cell Filling Problem), que ces auteurs définissent ainsi :
Problème de remplissage des cases de paradigme : Qu’est-ce qui autorise des
inférences fiables concernant les formes de surfaces fléchies (ou dérivées) d’un
lexème 1 ?
Ackerman, Blevins et Malouf (2009) et Ackerman et Malouf (2013) proposent de quanti-
fier le PCFP au moyen d’une mesure d’entropie au sein des paradigmes flexionnels. Dans ce
contexte, Bonami et Boyé (2014) ont conçu les patrons d’alternances comme un outil permet-
tant de fonder les mesures sur des alternances entre mots plutôt qu’entre affixes. Les travaux
de Bonami et Boyé (2014), Bonami et Luıś (2014) et Bonami et Beniamine (2016) emploient
des patrons suffixaux pour évaluer le PCFP dans les paradigmes du français et du portugais
européen. L’algorithme que nous avons proposé au chapitre 2 permet d’appliquer leur métho-
dologie à tout système pour lequel on peut constituer un lexique flexionnel en transcription
phonémique.
Ce chapitre combine et étend les résultats de deux travaux précédents. D’une part, Bonami
1. [En anglais dans le texte] « Paradigm Cell Filling Problem: What licenses reliable inferences about the in-
flected (and derived) surface forms of a lexical item? ».
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et Beniamine (2016) étendent le modèle proposé par Bonami et Boyé (2014) à la prédiction d’une
forme de paradigme à partir de la connaissance de plusieurs autres formes, et présentent les
résultats sur les verbes du français et du portugais européen. D’autre part, Beniamine, Bonami
et McDonough (2017) ont argumenté en faveur d’un modèle bipartite des verbes du navajo,
sur la base de l’étude du PCFP dans un petit sous-ensemble des cases de paradigme. Ce cha-
pitre présente l’application des méthodologies de Bonami et Boyé (2014), Bonami et Beniamine
(2016) et Beniamine, Bonami et McDonough (2017) à l’ensemble des huit systèmes étudiés dans
cette thèse. Nous suivons de près l’argumentation de Bonami et Beniamine (2016).
Nous présentons tout d’abord (section 3.1) les propriétés distributionnelles des formes qui
donnent lieu au PCFP. Nous décrivons ensuite (section 3.2) la mesure d’entropie proposées par
Ackerman, Blevins et Malouf (2009) et son extension aux patrons d’alternances par Bonami et
Boyé (2014). Dans la section 3.3, nous présentons les résultats de ce calcul pour l’ensemble des
huit systèmes étudiés dans cette thèse, en nous fondant sur les patrons d’alternance inférés au
chapitre 2. La section 3.5 présente l’extension de la mesure d’entropie implicative à la prédic-
tion depuis plusieurs formes (Bonami et Beniamine 2016). La section 3.5 présente les résultats
de ce calcul sur nos systèmes flexionnels. Enfin, nous discutons (section 3.6) du lien entre la
prédictivité n-aire et les parties principales.
3.1 La distribution zipfienne des formes de paradigme
Les locuteurs d’une langue ne sont jamais exposés à l’ensemble des formes des lexèmes
qu’ils connaissent. Dans cette section, nous discutons de quelques travaux qui ont établi l’exis-
tence de cette propriété distributionnelle des formes fléchies qui donne lieu au PCFP.
Nous présentons dans le tableau 3.1 quelques mesures proposées par Chan (2008, chap. 4).
Chan définit la  paradigmatique d’un corpus pour une catégorie morphosyntaxique
donnée comme la proportion du paradigme réalisée en corpus pour le lexème qui maximise
cette proportion. Cette mesure offre une borne haute du remplissage des paradigmes en corpus.
Le tableau 3.1 établit clairement que dans les langues ayant un paradigme de taille conséquente,
aucun lexème n’est attesté dans toutes ses formes. Chan (2008) avance qu’en effet, les données
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morphologiques sont doublement éparses. D’une part les lexèmes ont une distribution qui suit
la loi de Zipf, selon laquelle la fréquence d’un mot en corpus est inversement proportionelle à
son rang, si bien que peu de lexèmes sont très fréquents, et de nombreux lexèmes sont très peu
fréquents. D’autre part, la distribution des formes de chaque lexème est également déséquili-
brée, avec quelques cases beaucoup plus fréquentes que d’autres.
Corpus Taille (en millions) Nombre de cases Saturation
Anglais 1.2 6 1.000
Suédois 1.0 21 0.667
Basque 0.6 22 0.727
Slovène 2.4 32 0.750
Hébreux 2.5 33 0.697
Catalan 1.7 45 0.733
Espagnol 2.6 51 0.667
Italien 1.4 55 0.855
Tchèque 2.0 72 0.569
Hongrois 1.2 76 0.632
Grec 2.8 83 0.542
Finnois 2.1 365 0.403
T 3.1 – Saturation des paradigmes pour des verbes d’un ensemble de corpus (adapté de
Chan 2008, p. 79).
Cette étude n’établit pas cependant la réalité du PCFP. Premièrement, les corpus de 0.6 à
2.8 millions de tokens sont plutôt petits. Une estimation récente de Gilkerson et Richards (2009)
fondée sur des enregistrements montre que les enfants américains de moins de 4 ans entendent
en moyenne environ 6000 (10e centile) à 20000 (90e centile) tokens par jour prononcés par des
adultes. En conséquence, même les enfants les moins exposés auront entendu autour de 9 mil-
lions de tokens à quatre ans, ce qui est bien supérieur aux corpus de Chan (2008). L’expérience
du système flexionnel d’un locuteur adulte est donc bien plus étendue que les corpus examinés
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par Chan (2008), et il est possible que la saturation soit plus élevée à de plus grandes tailles de
corpus. Deuxièmement, la saturation mesure un maximum qui concerne uniquement le lexème
le plus fréquent, et ne nous renseigne pas nécessairement sur la tendance majoritaire. Enfin, il
ne suffit pas de montrer que les locuteurs ont une connaissance partielle des paradigmes pour
justifier l’importance du PCFP : dans de nombreuses langues, il existe des cases de paradigme
utilisées si rarement que leur prédiction n’est pas un problème fréquent pour les locuteurs.
Afin d’établir la réalité du PCFP, nous avons observé la distribution des formes fléchies
dans le corpus FrWaC (Baroni et al. 2009), un corpus web de 1.6 milliards de tokens, ce qui est
supérieur à l’exposition cumulée d’un locuteur adulte 2. Le corpus comprend énormément de
bruit (erreurs de segmentation, erreurs d’étiquetage), nous restreignons donc notre attention
aux verbes documentés dans le lexique Lefff (Sagot 2010). En conséquence, nous ne pouvons
rendre compte des néologismes récents. La figure 3.1 montre l’évolution du nombre moyen de
forme par lexème tandis que l’on progresse dans le corpus. Comme il n’existe pas d’étique-
teur morphosyntaxique du français capable de discriminer les formes orthographiques syncré-
tiques avec une exactitude satisfaisante, nous comptons les formes orthographiques distinctes,
et non directement les cases de paradigme. Les verbes du français présentent 51 cases de pa-
radigme, mais les syncrétismes ramènent cette valeur à environ 36 formes distinctes par verbe
en moyenne documentés dans le lexique Lefff.
Deux observations se dégagent de la figure 3.1 : d’une part, tandis que la taille du corpus
croît, le nombre de formes par lexème en moyenne croît également. En conséquence, un locu-
teur est continuellement amené à rencontrer des nouvelles formes. D’autre part, même face à
de très grands corpus, le nombre de formes par lexème qui sont attestées en corpus reste net-
tement inférieur au nombre de formes existantes. En français, il existe 12 cases de paradigme
qui sont presque entièrement sorties de l’usage (le passé simple de l’indicatif et le subjonctif
passé). En les excluant, on trouve toujours au maximum environ 18 formes par lexème sur les 24
formes utiles aux locuteurs. En conséquence, les paradigmes ne sont pas saturés en moyenne.
2. En extrapolant les résultats de Gilkerson et Richards (2009), si on suppose qu’un locuteur entend entre 10000
et 100000 mots par jour, 1.6 milliards de mots correspondent à une exposition cumulée se situant entre 44 et 440
années.
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taille du corpus (en milliards de tokens)
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F 3.1 – Nombre de formes moyen par lexème en fonction de la taille du corpus dans
FrWaC.
Il résulte de ces deux observations que les locuteurs sont bien confrontés au problème d’inférer
des formes inconnues à partir d’autres formes connues.
Blevins, Milin et Ramscar (2017) observent également une distribution zipfienne sur les
formes des noms du corpus SdeWac (Faaß et Eckart 2013). Les noms de l’allemand ont au maxi-
mum quatre cases de paradigme. Sur ce corpus de l’allemand Blevins, Milin et Ramscar (2017)
observent qu’avec la croissance du vocabulaire, le nombre moyen de formes observées va jus-
qu’à décroître. Ils concluent que le PCFP ne disparaît jamais, quelle que soit la taille du corpus.
Ils proposent que des pressions entre prédiction (PCFP) et discrimination des formes donne
lieu à une dynamique qu’ils synthétisent comme suit :
L  
a. Les systèmes morphologiques présentent des régularités car, en raison de la
structure zipfienne des données, les locuteurs ne rencontrent jamais toutes les
formes d’une langue et doivent prédire les formes nouvelles à partir d’échan-
tillons incomplets.
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b. Les formes irrégulières persistent car elles ont deux fonctions communica-
tives. En tant qu’expressions individuelles, elles sont bien discriminantes. En
tant qu’items exceptionnels au sein d’un plus grand ensemble d’éléments,
elles mettent en évidence des contrastes moins marqués dans les patrons ré-
guliers.
c. Les voisinages de formes similaires compensent la pauvreté des échantillons.
Tandis que les formes des items individuels ne sont pas toutes attestées, les
patrons flexionnels qu’ils suivent sont attestés de façon robuste au sein des
voisinages 3.
Le présent chapitre contribue à l’évaluation quantitative de la dernière de ces affirmations :
à quel point est-il facile de prédire les patrons flexionnels appropriés au sein d’ensembles de
formes similaires ? Cette difficulté varie-t-elle à travers des langues typologiquement variées ?
Sur quoi se fondent de telles prédictions ?
3.2 La structure implicative des paradigmes
Wurzel (1989) avance que les paradigmes flexionnels présentent ce qu’il nomme structure
implicative :
Les paradigmes flexionnels sont, à proprement parler, maintenus ensemble par des
implications. Il n’y a pas de paradigmes (si ce n’est des cas de supplétion extrêmes)
qui ne soient pas fondés sur des implications valides au-delà d’un mot unique, si
3. [En anglais dans le texte] « The prediction-discrimination dynamic
a. Morphological systems exhibit regularities because, given the Zipfian structure of the input, speakers never en-
counter all the forms of a language and must be able to predict new forms from partial samples.
b. Irregular formations are persistent because they serve two communicative functions. As individual expressions,
they are well discriminated. As exceptional members of larger sets of alternating elements, they emphasize con-
trasts that are less saliently marked in regular patterns.
c. Lexical neighbourhoods compensate for input sparsity. Although the forms of individual items are partially
attested, the inflectional patterns that they follow are robustly attested within their form neighbourhoods »
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bien que nous pouvons dire à juste titre que les paradigmes flexionnels ont gé-
néralement une structure implicative, en ignorant les déviations de quelque cas
particuliers 4. Wurzel (1989, p. 114)
On peut décrire ces implications sous la forme de déclarations conditionnelles dans les-
quelles l’antécédent mentionne des caractéristiques phonologiques de cases de paradigme, et
le conséquent mentionne des caractéristiques phonologiques d’une unique case de paradigme
distincte. Nous donnons en (38) quelques exemples pour la conjugaison de l’anglais :
(38) a. Si X est la forme de base d’un verbe, alors son participe présent est Xɪŋ.
b. Si X est la forme de base d’un verbe, alors sa forme de passé est Xd.
c. Si la forme de passé d’un verbe est Xd, alors sa forme de participe passé est Xd.
d. Si la forme de base d’un verbe est Xɪŋ et sa forme de passé Xæŋ, alors sa forme de
participe passé est Xʌŋ.
e. Si la forme de base d’un verbe est Xɪŋ et sa forme de participe passé est Xʌŋ, alors
sa forme de passé est Xæŋ.
Dans le cas unaire, ces implications sont très similaires à ce que Matthews (1991) nomme
« transformations morphologiques » (voir chapitre 1) et elles peuvent s’exprimer sous la forme
de patrons d’alternance unidirectionnels comme en (39) :
(39) a. base → participe présent : ϵ→_ɪŋ/X
b. base → passé : ϵ→_d/X
c. passé → participe passé : ϵ→ ϵ/Xd
La fonction de ces implications est de fournir des stratégies pour pallier au PCFP : c’est
pour contrer le caractère lacunaire des connaissances des locuteurs que les paradigmes ont
besoin d’être « maintenus ensemble ». Ackerman, Blevins et Malouf (2009) proposent d’évaluer
4. [En anglais dans le texte] « The inflectional paradigms are, as it were, kept together by implications. There are no
paradigms (except highly extreme cases of suppletion) that are not based on implications valid beyond the individual
word, so that we are quite justified in saying that inflectional paradigms generally have an implicative structure,
regardless of deviations in the individual cases ».
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la cohésion d’un paradigme en quantifiant la robustesse des implications qui lui donnent sa
cohésion.
3.2.1 Entropie des paradigmes
Ackerman, Blevins et Malouf (2009) et Ackerman et Malouf (2013) proposent une mesure
informationnelle pour quantifier, au sein des paradigmes entiers, la certitude avec laquelle il
est possible de prédire une forme fléchie à partir d’une autre forme fléchie. Nous illustrons
la façon dont ils calculent l’entropie paradigmatique sur un petit paradigme partiel des noms
russes présenté dans le tableau 3.2. Les exemples sont choisis comme représentatifs de trois
classes flexionnelles majeures du russe, ainsi que de la classe des indéclinables.
. .
 /zakón/ /zakóni/
 /kárta/ /kárti/
 /bolóto/ /bolóta/
 /apáʨi/ /apáʨi/
. .
 — /-i/
 /-a/ /-i/
 /-o/ /-a/
 — —
T 3.2 – Paradigmes partiels et analyse affixale de quelques noms du russe.
Les nominatifs singuliers sont séparés en trois groupes, selon qu’ils présentent un affixe
zéro, qu’ils finissent en /-a/ ou /-o/. Les nominatifs pluriels sont également partagés en trois
groupes, selon qu’ils prennent un affixe zéro, /-a/ ou /-i/. Il existe un lien entre les affixes du
nominatif singulier et du nominatif pluriel : si le singulier est en /-a/ ou /-o/, le pluriel est res-
pectivement en /-i/ ou en /-a/. Si le singulier présente un affixe zéro, le pluriel peut soit être
identique, soit prendre un affixe /-i/. Si l’on suppose que chaque classe a une fréquence iden-
tique, cela signifie que si l’on connaît une forme de nominatif singulier, il existe au pire deux
possibilités pour former le pluriel, chacune de probabilité 12 .
La notion d’entropie conditionnelle permet de quantifier formellement l’incertitude d’un
locuteur face à cette prédiction. Rappelons que l’entropie d’une variable aléatoire X se définit
comme suit :
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H(X) = −
∑
x∈X
P (x) log
2
P (x)
Supposons que l’on tire aléatoirement une forme de nominatif singulier russe parmi l’en-
semble des noms du tableau 3.2. On peut définir une variable aléatoire qui associe aux formes
l’exposant correspondant. Il est possible également de faire de même pour le tirage d’une forme
de nominatif pluriel. Nous présentons dans le tableau 3.3 ces variables aléatoires, ainsi que leur
probabilités.
. P(.)
/-a/ 14
/-o/ 14
— 12
. P(.)
/-i/ 12
/-a/ 14
— 14
T 3.3 – Variables aléatoires pour les exposants du tableau 3.2.
On peut calculer pour chaque distribution son entropie de la façon suivante :
H(.) = −

P (. = /-a/) log
2
(P (. = /-a/))
+P (. = /-o/) log
2
(P (. = /-o/))
+P (. = —) log
2
(P (. = —))

= −
(
1
4
log
2
1
4
+
1
4
log
2
1
4
+
1
2
log
2
1
2
)
= −
(
1
4
×−2 + 1
4
×−2 + 1
2
×−1
)
= −1.5
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H(.) = −

P (. = —) log
2
(P (. = —))
+P (. = /-a/) log
2
(P (. = /-a/))
+P (. = /-i/) log
2
(P (. = /-i/))

= −
(
1
4
log
2
1
4
+
1
4
log
2
1
4
+
1
2
log
2
1
2
)
= −1.5
L’entropie H(.) vaut 1.5, de même que H(.), car il existe trois affixes pour
chaque, avec les mêmes distributions. Ces entropies mesurent la difficulté à deviner dans l’ab-
solu la terminaison d’une forme de nominatif singulier ou de génitif singulier.
Ce type de tirage revient à deviner une forme sans aucune information préalable, ce qui ne
constitue pas un modèle utile du PCFP. En effet, les locuteurs peuvent toujours s’appuyer sur
leur connaissance d’une forme de paradigme connue pour informer leur prédiction. Ackerman,
Blevins et Malouf (2009) ont donc plutôt recours à l’entropie conditionnelle, qui vise à évaluer
l’incertitude restante concernant la valeur d’une variable aléatoire Y lorsque la valeur d’une
autre variable X est connue :
H(Y | X) = −
∑
x∈X
P (x)
∑
y∈Y
P (y | x) log
2
P (y | x)
Nous pouvons à présent utiliser l’entropie conditionnelle pour évaluer la difficulté à devi-
ner la forme de . d’un lexème lorsque l’on connaît sa forme de .. Si le nominatif
présente un affixe /-a/ et /-o/, il n’y a chaque fois qu’une possibilité pour le .. S’il présente
un affixe zéro, il y a deux possibilités. L’entropie est donc de 0.5 :
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H(. | .)
=−

1
2
 P (. = /-i/ | . = —) log2(P (. = /-i/ | . = —))
+P (. = — | . = —) log
2
(P (. = — | . = —))

+14
(
P (. = /-a/ | . = /-o/) log
2
(P (. = /-a/ | . = /-o/))
)
+14
(
P (. = /-i/ | . = /-a/) log
2
(P (. = /-i/ | . = /-a/))
)

=−
(
1
2
(
1
2
log
2
1
2
+
1
2
log
2
1
2
)
+
1
4
(
1 log
2
1
)
+
1
4
(
1 log
2
1
))
=−
(
1
2
log
2
1
2
)
=0.5
Nous obtenons exactement le même résultat pour la prédiction du pluriel vers le singulier.
En effet, il existe également une seule possibilité si le singulier est /-a/ ou —, et deux possibilités
équiprobables si le singulier est /-i/ :
H(. | .)
=−

1
2
 P (. = — | . = /-i/) log2(P (. = — | . = /-i/))
+P (. = — | . = —) log
2
(P (. = — | . = —))

+14
(
P (. = /-o/ | . = /-a/) log
2
(P (. = /-o/ | . = /-a/))
)
+14
(
P (. = /-a/ | . = /-i/) log
2
(P (. = /-a/ | . = /-i/))
)

=−
(
1
2
(
1
2
log
2
1
2
+
1
2
log
2
1
2
)
+
1
4
(
1 log
2
1
)
+
1
4
(
1 log
2
1
))
=−
(
1
2
log
2
1
2
)
=0.5
Ce petit exemple illustre la façon dont l’entropie conditionnelle peut permettre de mesurer
la difficulté à prédire une forme de paradigme à partir d’une autre. Ackerman et Malouf (2013)
définissent l’  d’un système flexionnel comme la moyenne des en-
tropies conditionnelles à travers toutes les paires de cases de paradigme. Cette mesure permet
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d’évaluer la difficulté générale, dans un système, à prédire une case sélectionnée aléatoirement
depuis une autre case sélectionnée aléatoirement.
Ackerman et Malouf (2013) trouvent, sur un ensemble varié de langues et de systèmes, que
l’entropie paradigmatique est beaucoup plus basse que ce qui pourrait être attendu au vu de
la diversité des réalisations flexionnelles pour chaque classe. Ils proposent en conséquence la
   , selon laquelle « les paradigmes flexionnels semblent organi-
sés de telle façon que leur entropie conditionnelle moyenne soit relativement basse 5 ». Ces
résultats rejoignent l’intuition de Wurzel (1989) selon laquelle les implications « maintiennent
ensemble » les paradigmes, mais également l’observation de Carstairs (1987) selon laquelle le
nombre de classes flexionnelles est beaucoup plus bas que ce que la combinatoire des réa-
lisations disponibles dans chaque case de paradigme autoriserait. Ackerman et Malouf (2015)
montrent également que le No Blur Principle de Carstairs (1987) discuté au chapitre 1 constitue
une façon parmi d’autres de maintenir une entropie paradigmatique basse.
3.2.2 Limitations et améliorations
Le modèle de Ackerman, Blevins et Malouf (2009) et Ackerman et Malouf (2013) présente
des limitations qui tiennent principalement au fait qu’il s’appuie sur des grammaires descrip-
tives pour calculer l’entropie paradigmatique d’un système. Or ces grammaires fournissent
généralement des descriptions simplifiées, dans lesquelles certaines opacités ainsi que certains
patrons rares sont omis, ce qui mène à sous-estimer la difficulté du PCFP. Par ailleurs, l’ab-
sence d’information de fréquence sur chaque classe est également problématique. Ackerman
et Malouf (2013) sont conscients de ces limitations :
nos calculs d’entropie sont fondés sur des descriptions de systèmes flexionnels tirés
de grammaires écrites. Ces descriptions omettent souvent des détails cruciaux, et,
de façon plus importante pour déterminer les véritables complexités intégratives
des systèmes flexionnels, elles ne reflètent pas les fréquences de type ou de token
5. [En anglais dans le texte] « inflectional paradigms appear to be organized in such a way that their average
conditional entropies are relatively low ».
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associées avec les classes flexionnelles. 6 Ackerman et Malouf (2013, p. 17)
De plus, Bonami (2014) et Bonami et Boyé (2014) montrent que les segmentations de ces
grammaires sont informées par l’ensemble du système, et intègrent des informations qui ne
sont pas disponibles aux locuteurs lorsqu’ils doivent résoudre le PCFP. Nous présentons dans le
tableau 3.4 un petit sous-paradigme des verbes du français. Dans l’analyse affixale du français,
les formes infinitives /finiʁ/ et /diʁ/ prennent un affixe /-ʁ/, tandis que /vəniʁ/ prend un affixe
/-iʁ/. Cette segmentation est choisie précisément parce qu’elle permet de réduire l’incertitude
dans les paradigmes : tandis que les verbes à l’infinitif en /-iʁ/ forment par exemple leur .1
en /-ɔ̃/, les verbes en /-ʁ/ présentent un .1 avec une amplification du radical en /-sɔ̃/ ou
/-zɔ̃/.
 .1
Lexème Mot forme Affixe Mot forme Affixe
 /vəniʁ/ /-iʁ/ /vənɔ̃/ /-ɔ̃/
 /finiʁ/ /-ʁ/ /finisɔ̃/ /-sɔ̃/
 /diʁ/ /-ʁ/ /dizɔ̃/ /-zɔ̃/
T 3.4 – Extraits de paradigmes verbaux français.
Or, face à l’infinitif d’un verbe inconnu se terminant en /-iʁ/, les locuteurs n’ont pas de
moyen de savoir s’ils sont face à un affixe /-iʁ/ ou /-ʁ/. En conséquence, calculer l’entropie
paradigmatique sur des affixes résultant d’une optimisation à l’échelle du paradigme entier
mène à sous-estimer la complexité du PCFP.
Enfin, s’appuyer sur des grammaires descriptives pose également problème d’un point de
vue typologique. D’une part, il n’est pas garanti que les choix descriptifs faits par les spécialistes
de chaque langue étudiée mènent à des descriptions comparables. D’autre part, il n’est alors
6. [En anglais dans le texte] « our entropy calculations are based on the descriptions of morphological systems
culled from written grammars. These descriptions often omit crucial details, and, more importantly for determining the
veridical I-complexities of inflectional systems, they do not convey the relative type or token frequencies associated with
inflectional classes ».
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pas possible d’étudier la structure paradigmatique de langues peu documentées, pour lesquelles
une telle grammaire n’est pas disponible.
En nous appuyant au contraire sur des patrons d’alternance inférés automatiquement à par-
tir de grands jeux de données, nous pouvons fournir une amélioration sur chacun de ces points.
Calculés sur un grand nombre de lexèmes, les patrons d’alternance n’omettent aucune opacité
à laquelle un locuteur pourraît être confronté. Ils fournissent des informations de fréquence
de type pour toutes les microclasses. Ils n’encodent que de l’information locale à chaque paire
de cases, rendant compte fidèlement de l’incertitude au sein d’une alternance, sans intégrer
d’information provenant du reste du paradigme. Les descriptions qu’ils fournissent sont stric-
tement comparables d’une langue à l’autre s’ils ont été inférés par un procédé identique qui ne
présume pas de biais distinct en fonction de la langue (chapitre 2). Enfin, ils sont applicables à
n’importe quel lexique disponible au format d’entrée : nous pouvons ainsi calculer la difficulté
à résoudre le PCFP pour les verbes du navajo ou du chatino de Yaitepec pour lesquels il n’existe
pas de grammaire descriptive complète dans une forme exploitable selon la méthodologie de
Ackerman et Malouf (2013).
3.2.3 Entropie implicative
Bonami et Boyé (2014) ont proposé un amendement à la méthodologie de Ackerman, Ble-
vins et Malouf (2009) et Ackerman et Malouf (2013) permettant de mesurer l’entropie moyenne
au sein des paradigmes en se fondant sur des patrons d’alternance plutôt que sur des descrip-
tions affixales. Nous présentons ici leur méthodologie sur l’exemple du russe introduit dans le
tableau 3.2, et en nous fondant sur la formulation améliorée de Bonami et Beniamine (2016).
Tout d’abord, pour toute paire de cases de paradigme (A,B), définissons une variable aléa-
toire « A ⇌ B » qui classe chaque lexème selon le patron d’alternance qu’il instancie pour
ces cases. Rappelons que puisque les patrons sont bidirectionnels, « A ⇌ B » et « B ⇌ A »
sont strictement équivalents. Étant donnée une forme de paradigme de la caseA, seul un sous-
ensemble des patrons de « A⇌ B » lui est applicable. Nous rappelons ci-dessous la définition
de l’ d’un patron à une forme (chapitre 2) :
(40) Un patron décrivant une alternance entre les cases A et B est considéré comme 
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 à une forme de la case A si et seulement si la forme remplit la 
 de ce patron pour la case A, c’est-à-dire la combinaison de son contexte
et du membre A de son alternance.
Afin de caractériser les propriétés morphophonologiques des formes de la case A, nous
classons chaque lexème en fonction des patrons qui sont applicables à sa formeA. Nous notons
la variable aléatoire correspondante « AA⇌B ». Celle-ci fournit, pour chaque forme de la case
A, l’ensemble des patrons parmi lesquels il est possible de choisir pour produire une forme de la
caseB. Contrairement à la variable aléatoire précédente, notons que «AA⇌B », qui caractérise
les formes de la case A, n’est pas équivalent à « BA⇌B », qui caractérise les formes de la case
B.
Le tableau 3.5 illustre ces deux variables aléatoires sur l’extrait de paradigme nominal russe
déjà présenté. Les patrons présentés sont des simplifications inférées manuellement.
Lexème . . . ⇌ . ..⇌.
(i)  /zakón/ /zakóni/ _ϵ⇌ _i / XC_ {_ϵ⇌ _i / XC_}
(ii)  /kárta/ /kárti/ _a ⇌ _i / XC_ {_a ⇌ _i / XC_ }
(iii)  /bolóto/ /bolóta/ _o ⇌ _a / XC_ {_o ⇌ _a / XC_}
(iv)  /apáʨi/ /apáʨi/ ϵ⇌ ϵ / XCi {ϵ⇌ ϵ / XCi}
T 3.5 – Variables aléatoires pour la prédiction . ⇒ . dans les noms du ta-
bleau 3.2.
Remarquons qu’il n’existe plus d’ambiguïté entre les classes (i) et (iv), dont les nomina-
tifs étaient précédemment analysés identiquement (affixe zéro). En effet, le nominatif conso-
nantique de /zakón/ est discriminé du nominatif en /-i/ de /apáʨi/ par la variable aléatoire
..⇌., et ce même si ces terminaisons ne sont pas morphémiques. Puisque chaque
ensemble de ..⇌. ne comporte qu’un unique patron applicable, qui est toujours
le patron instancié, il est facile de voir qu’il n’existe aucune incertitude pour inférer le nominatif
pluriel à partir du singulier.
Bonami et Boyé (2014) formulent le problème de la prédiction d’une case de paradigmeB à
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partir d’une caseA comme le choix d’un patron deA⇌ B, étant donnée la connaissance de la
classe de patron applicable à la caseA. En conséquence, ils mesurent la difficulté du PCFP en se
fondant sur l’entropie conditionnelle suivante, qu’ils nomment   
 A  B :
H(A⇒ B) = H(A⇌ B | AA⇌B)
Dans le cas présent, nous obtenons une entropie implicative de 0, tandis que la méthode
de Ackerman, Blevins et Malouf (2009) menait à une entropie de 0.5, car l’analyse affixale ne
fournissait pas toute l’information disponible aux locuteurs.
H(. ⇒ .) = −
(
1
4
log
2
1 +
1
4
log
2
1 +
1
4
log
2
1 +
1
4
log
2
1
)
= 0
Lexème . . . ⇌ . ..⇌.
(i)  /zakón/ /zakóni/ _ϵ⇌ _i / XC_ {_ϵ⇌ _i / XC_, _a ⇌ _i / XC, ϵ⇌ ϵ / XCi}
(ii)  /kárta/ /kárti/ _a ⇌ _i / XC_ {_ϵ⇌ _i / XC_, _a ⇌ _i / XC, ϵ⇌ ϵ / XCi}
(iii)  /bolóto/ /bolóta/ _o ⇌ _a / XC_ {_o ⇌ _a / XC_}
(iv)  /apáʨi/ /apáʨi/ ϵ⇌ ϵ / XCi {_ϵ⇌ _i / XC_, _a ⇌ _i / XC, ϵ⇌ ϵ / XCi}
T 3.6 – Variables aléatoires pour prédire le . depuis le . pour les noms du
tableau 3.2.
Considérons à présent la prédiction dans l’autre directio. Les variables aléatoires corres-
pondantes sont présentées dans le tableau 3.6. Lorsque l’on classe les formes de . selon
les alternances qu’elles pourraient potentiellement instancier, les trois classes (i), (ii) et (iv),
qui présentent un nominatif pluriel en /-i/, sont chacune susceptible d’instancier les patrons
{_ϵ⇌ _i / XC_, _a ⇌ _i / XC, ϵ⇌ ϵ / XCi}. La classe (iii) se distingue de ces trois classes, car il
n’existe qu’une possibilité si le nominatif pluriel est en /-a/. Nous avons donc à présent deux
classes de taille différente, l’une déterminant entièrement le choix du patron, l’autre permettant
trois patrons :
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H(. ⇒ .) = −
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≈ 1.18
Dans cet exemple spécifique, on trouve une entropie implicative de 1.18, supérieure à celle
que l’ on obtenait par la méthode de Ackerman, Blevins et Malouf (2009), et qui valait 0.5. Ici
l’analyse affixale menait à sous-estimer la difficulté de prédire depuis le nominatif pluriel. Face
à un nominatif pluriel en /-i/, en l’absence de connaissances supplémentaires, un locuteur ne
peut pas déterminer si la forme connue appartient aux classes (i), (ii) ou (iv). Sur cet exemple,
nos résultats dièrent donc de ceux obtenus par la méthode Ackerman, Blevins et Malouf (2009)
pour la prédiction dans les deux directions.
3.3 Implications unaires : résultats empiriques
Nous appliquons la méthodologie décrite ci-dessus à l’ensemble des systèmes étudiés dans
cette thèse, de façon à déterminer l’entropie implicative pour prédire chaque case de paradigme
à partir de chacune des autres cases.
Le tableau 3.7 présente les entropies implicatives unaires au sein des paradigmes étudiés.
Les valeurs obtenues confirment la conjecture d’entropie faible. Sagot (2013) remarque que cette
mesure tend à être plus haute dans les petits paradigmes, ce qu’il considère comme contre-
intuitif. Cette tendance se confirme dans nos données (la valeur la plus haute étant celle du
chatino de Zenzontepec). Quoique peu intuitive, nous pensons qu’il s’agit bien d’une propriété
du PCFP dans les petits systèmes. Il est possible que dans ces systèmes, le PCFP se pose plus
rarement, soit que les paradigmes soient mieux remplis en moyenne 7, soit que les locuteurs
puissent en mémoriser une plus grande proportion. Il n’en est pas moins qu’en moyenne, lors-
qu’il se pose, le PCFP peut être plus difficile que dans des paradigmes qui présentent de nom-
7. Cependant, ce n’est pas ce que trouvent Blevins, Milin et Ramscar (2017) pour l’allemand.
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breuses occasions de syncrétismes ou d’interprédictibilité 8.
Langues Entropie implicative moyenne
Anglais 0.1785
Arabe 0.3165
Chatino Y. 0.6847
Chatino Z. 0.7030
Français 0.1843
Navajo 0.3862
Portugais 0.1670
Russe 0.6367
T 3.7 – Entropies implicatives unaires moyennes au sein des paradigmes.
Afin d’observer l’ensemble des distributions d’entropies pour toutes les paires de cases des
paradigmes, nous présentons dans la figure 3.2 la silhouette lissée de chaque distribution (les
lignes en pointillés représentent la médiane et les quartiles de chaque distribution). Ici égale-
ment, les systèmes se distinguent selon leur taille. Ceux comportant peu de cases, à l’exception
de l’anglais 9, présentent des distributions longilignes. Les distributions des paradigmes plus
grands sont plus étalés vers le bas, indiquant un grand nombre de cases très interprédictibles,
et ce même lorsque la pointe de la distribution est assez haute (arabe, navajo). La silhouette des
verbes français, avec trois élargissements, est conforme aux observations de Bonami (2014).
Nous avançons l’hypothèse que dans les paradigmes de grande taille, le « danger » posé
par le PCFP est plus grand, et qu’en conséquence, une plus grande prédictibilité est nécessaire
8. Idéalement, on souhaiterait pondérer la moyenne par la fréquence des tokens de chaque case. Il est malheu-
reusement très difficile, même dans les langues bien documentées, d’obtenir des données de fréquence fiables par
case. Cela est dû d’une part à une différence entre les fréquences de tokens par case à l’oral et à l’écrit (en particulier
dans le texte journalistique qui constitue l’essentiel des corpus richement annotés), et d’autre part aux fréquents
syncrétismes orthographiques qui rendent difficile l’usage de données non annotées manuellement
9. Le cas de l’anglais produit une entropie basse due aux grandes zones d’interprédictibilité créées par la sur-
différenciation du verbe « to be », à cause duquel nous comptons huit cases de paradigme plutôt que cinq. Cette
surestimation serait compensée si la moyenne était pondérée par la fréquence de type des cases.
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F 3.2 – Distributions des entropies implicatives pour chaque système flexionnel étudié.
afin de maintenir ensemble les paradigmes.
3.3.1 Zones d'interprédictibilité
Bonami (2014) s’appuie sur les entropies implicatives unaires afin de calculer des zones
d’interprédictibilité totales entre cases de paradigme : il s’agit d’une partition des cases du
paradigmes en zones. Une zone est un sous-ensemble de cases au sein de laquelle chaque paire
de cases a une entropie implicative de 0 dans les deux sens. La figure 3.3 présente les zones que
nous obtenons pour les verbes du français. Dans cette figure, chaque zone est identifiée par un
entier et une couleur. Par exemple, la zone 7, en vert clair, réunit l’ensemble des personnes du
conditionnel et du futur.
En français, nous trouvons quatorze zones, soient deux de moins que Bonami (2014). En ef-
fet, l’algorithme de Bonami (2014) inère des patrons ayant des contextes phonologiques d’ap-
plication légèrement différents, ce qui a des conséquences sur la prédictibilité absolue. Les
verbes ,  et , quoique formés similairement, dièrent par leur seconde per-
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F 3.3 – Zones d’interprédictibilité dans les paradigmes du français.
sonne pluriel de présent (et d’impératif qui lui est syncrétique), respectivemnt /dit/, /ʁədit/ et
/dedize/. Bonami (2014) obtient des patrons Xzɔ̃ ⇌ Xt et Xɔ̃ ⇌ Xe concurrents, impossibles à
départager. De même, il existe des verbes comme  qui suivent le patron Xɔ̃ ⇌ Xe (/pøzɔ̃/,
/pøze/), tandis que  suit un patron Xøzɔ̃ ⇌ Xɛt (/føzɔ̃/, /fɛt/). Ces deux patrons sont à nou-
veau applicables aux deux verbes. Pour Bonami (2014), ces patrons sont également impossibles
à prédire avec une certitude entière. Notre algorithme produit cependant des patrons dont le
contexte est plus précis, présentés dans les exemples 41, 42 et 43).
(41) zɔ̃ ⇌ t / [EOalØʁ]*di_
(42) ɔ̃ ⇌ E / X+_
(43) Øzɔ̃ ⇌ Et / X*f_
Les contextes de ces patrons suffisent à discriminer entre  et les verbes du type ,
ainsi qu’entre  et les autres composés de . Nous obtenons donc que ces cases sont
entièrement interprédictibles.
Ces variations dues à des subtilités de l’algorithme d’inférence des patrons nous laissent
penser qu’une partition catégorique est trop sensible aux variations dans l’inférence des pa-
trons d’alternance. Il semble raisonnable de penser que deux cases sont interprédictibles en
pratique dès lors que l’entropie est extrêmement basse, et que les locuteurs s’accommodent de
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mémoriser quelques exceptions qui ne concernent que quelques lexèmes très fréquents. Sui-
vant cette intuition, nous calculons les zones pour lesquelles toutes les paires de cases sont
prédictibles avec une entropie inférieure à 0.005. En français, cet ajustement produit des zones
identiques à celles de la figure 3.3.
La figure 3.4 présente les treize zones obtenues pour les paradigmes du portugais 10. L’in-
terprédictibilité y définit de grandes zones de paradigme, à travers les temps et les personnes.
En arabe (figure 3.5), on trouve 35 zones, ce qui constitue une réduction importante à partir
des 117 cases de paradigme initiales. On observe en particulier de grandes zones d’interprédicti-
bilité au passif, ainsi qu’entre le jussif et le subjonctif actif. En navajo, les 75 cases de paradigme
donnent lieu à 65 zones (figure 3.6). Les interprédictibilités semblent opérer principalement au
sein de chaque mode.
En anglais, les zones trouvées réunissent simplement les cases sur-différenciées pour le
verbe « to be », c’est à dire d’une part les présents première personne, autres personnes, et
l’infinitif, et d’autre part les deux cases du passé. En russe, seuls le datif et le locatif pluriel sont
entièrement interprédictibles, et l’instrumental pluriel s’y ajoute si l’on augmente la tolérance
à 0.005. Dans les deux paradigmes du chatino, aucune zone d’interprédictibilité n’apparaît.
Le fait que l’interprédictibilité soit beaucoup plus présente dans les paradigmes présentant
un grand nombre de cases va dans le sens de l’hypothèse que nous formulions plus haut, selon
laquelle les implications paradigmatiques doivent nécessairement être plus fortes au sein de
ceux-ci.
En français et en portugais les interprédictibilité réduisent le nombre élevé de cases de pa-
radigmes à quelques très grandes zones qui sont relativement cohérentes d’un point de vue
des traits morphosyntaxiques (temps, personnes). Ce sont les seuls systèmes pour lesquels on
10. Nous obtenons une zone de plus que Bonami (2014), selon la partition présentée en figure 3.4. Cette différence
est due à l’implémentation de l’alignement des contextes qui produit un alignement suboptimal pour les patrons
identité de faible couverture. Par coïncidence, la différence tient à nouveau à la seconde personne du pluriel au
présent de l’indicatif et à l’impératif, que Bonami (2014) tient pour interprédictibles, tandis que ce n’est pas le cas
dans nos calculs à cause des deux lexèmes  et  qui sont identiques pour ces cases, respectivement
/rəkəɾɐiʃ/ et /kəɾɐiʃ/. Un alignement plus subtil est implémenté dans les versions plus récentes du script d’inférence
des patrons.
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F 3.4 – Zones d’interprédictibilité dans les paradigmes du portugais (H ≤ 0.005).
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trouve ce type d’organisation. Ce type de situation est celui qui donne sa plausibilité à des
analyses fondées sur des « espaces thématiques » (Aronoff 1994 ; Bonami et Boyé 2003a). L’or-
ganisation des zones d’interprédictibilité est très différente pour les autres langues observées,
ce qui met en doute la pertinence d’une analyse en « espaces thématiques » pour celles-ci.
3.3.2 Détail des entropies implicatives
Les figures 3.7 à 3.14 présentent les entropies implicatives pour les huit systèmes étudiés.
Pour rendre les figures plus lisibles, nous nous concentrons sur ce que Stump et Finkel (2013)
appellent une  du paradigme, c’est à dire à un ensemble de cases dont chacune
est représentative d’une zone d’interprédictibilité. Les cases indiquées en ligne sont les pré-
dicteurs (formes connues), et les cases indiquées en colonne sont les cases prédites (formes
inconnues). Les colonnes et les lignes portent donc les mêmes étiquettes, dans le même ordre.
Leur affichage est partiel lorsque la place n’est pas suffisante. La couleur indique l’entropie,
et va du bleu clair (entropies les plus basses) au violet foncé (entropies les plus élevées). Le
premier constat est l’omniprésence du bleu clair dans ces cartes thermiques. Les cases d’en-
tropie haute s’organisent principalement en ligne, c’est à dire qu’elles distinguent des mauvais
prédicteurs au sein des paradigmes. En général, les cases concernées ont tendance à être plus
prédictibles que prédictrices : c’est le cas par exemple du progressif en chatino de Zenzontepec,
dont la colonne est nettement plus claire que la ligne, du .1 du français, du PI1
du portugais, du datif en russe, des passifs en arabe, et des formes de futur en navajo.
Afin de mieux observer cette relation, nous calculons pour chaque case deux moyennes :
nous appelons  d’une case l’entropie moyenne pour prédire chaque autre case à
partir de celle-ci, et  de cette case l’entropie moyenne pour la prédire à partir de
chacune autre case. Ces mesures correspondent respectivement aux moyennes en ligne et en
colonne dans les cartes thermiques. La figure 3.15 dessine la relation entre prédictivité et pré-
dictibilité pour chaque langue : chaque point représente une case de paradigme, sa position en
abscisse correspond à sa prédictivité, et sa position en ordonnée à sa prédictibilité. On observe
que dans la plupart des langues, certaines cases sont de beaucoup moins bons prédicteurs que
d’autres, et ces cases peu informatives sont systématiquement facile à prédire. Cette relation
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F 3.7 – Entropies implicatives au sein des paradigmes de l’anglais.
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F 3.10 – Entropies implicatives au sein des paradigmes du français.
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F 3.13 – Entropies implicatives au sein des paradigmes de l’arabe.
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F 3.14 – Entropies implicatives au sein des paradigmes du navajo.
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ne tient pas pour le portugais, dont l’entropie implicative moyenne est particulièrement basse.
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F 3.15 – Relations entre entropies des cases prédites et prédictrices.
3.3.3 Le cas des systèmes bipartites
Au chapitre 2, avons défini certains des systèmes que nous étudions (verbes du navajo et
du chatino, noms du russe) comme bipartites, c’est à dire constitué de deux systèmes distincts.
Dans ces systèmes, la prédiction doit se faire conjointement sur les deux systèmes. Prédire une
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forme de la case B à partir d’une forme de la case A revient donc à prédire chacune des deux
alternancesA1 ⇒ B1 etA2 ⇒ B2. Dans les résultats présentés ci-dessus, nous avons employé
l’entropie implicative jointe des deux systèmes :
Dans un système bipartite,
H(A⇒ B) = H(A1 ⇒ B1, A2 ⇒ B2)
= H(A1 ⇌ B1, A2 ⇌ B2 | AA1⇌B1, AA2⇌B2)
Un locuteur du russe observant un nom au nominatif singulier et voulant prédire un génitif
singulier doit prédire à la fois les changements affixaux et le patron accentuel. Pour ce faire, il
dispose de façon concomitante d’informations sur chaque dimension de la forme connue.
Afin d’estimer à quel point chaque système est informatif sur l’autre, nous définissons éga-
lement l’entropie de chaque sous-système. Lorsqu’un locuteur doit prédire la forme de l’un des
sous-systèmes il a toujours à disposition également les informations concernant l’autre sous-
système pour la forme connue. Par exemple, un locuteur du chatino de Zenzontepec devant
prédire la forme segmentale de l’optatif à partir d’une autre forme connaît nécessairement les
propriétés tonales et segmentales de cette forme connue. En conséquence, nous définissons :
Dans un système bipartite,
H(A⇒ B1) = H(A1 ⇌ B1 | AA1⇌B1, AA2⇌B2)
H(A⇒ B2) = H(A2 ⇌ B2 | AA1⇌B1, AA2⇌B2)
L’entropie du système entier définie plus haut est l’entropie jointe de ces deux distributions.
Nous pouvons évaluer le point auquel chaque système nous informe sur l’autre au moyen de
l’information mutuelle I(A ⇒ B1, A ⇒ B2). L’information mutuelle peut se déduire des
entropies de chaque distribution et de l’entropie jointe :
I(X,Y ) = H(X) +H(Y )−H(X,Y )
Dans les systèmes bipartites, nous avons définiH(A⇒ B) par les entropies jointesH(A⇒
B1, A⇒ B2). On a donc :
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I(A⇒ B1, A⇒ B2) = H(A1 ⇒ B1) +H(A2 ⇒ B2)−H(A⇒ B)
Cette information mutuelle vaut 0 au minimum, si les systèmes sont indépendants. Suivant
Fred et Jain (2003) et Wagner et Wagner (2007), nous normalisons cette mesure de façon à
ce qu’elle s’échelonne entre 0 et 1. Nous définissons l’information mutuelle normalisée NMI
comme suit :
NMI(A1 ⇒ B1, A2 ⇒ B2) =
2I(A1 ⇒ B1, A2 ⇒ B2)
H(A1 ⇒ B1) +H(A2 ⇒ B2)
Cette mesure nous permet de comparer, d’un système à l’autre, l’informativité de chaque
sous-système sur l’autre. Le tableau 3.8 compare les valeurs d’entropie implicatives des sys-
tèmes bipartites aux entropies implicatives de chaque sous-système. Les valeurs d’information
mutuelle indiquent que dans les quatre cas, les sous-systèmes ne sont pas indépendants. En
chatino de Zenzontepec et en russe, l’information mutuelle entre les distributions des deux
systèmes est particulièrement marquée.
Langue H(A1 ⇒ B1) H(A2 ⇒ B2) H(A⇒ B) I NMI
Chatino tons segments
de Yaitepec 0.2561 0.5141 0.6847 0.0858 0.2264
de Zenzontepec 0.4209 0.4370 0.7030 0.1546 0.3681
Russe accents segments
0.4843 0.3017 0.6367 0.1495 0.3200
Navajo base1 base2
0.2056 0.2179 0.3862 0.0372 0.1361
T 3.8 – Entropies des sous-systèmes dans les paradigmes bipartites.
En conséquence, dans les systèmes bipartites, quoique l’analyse nécessite une forme de
ségrégation des données (segmentation dans le cas du navajo, séparation de dimensions seg-
mentales et suprasegmentales en russe et en chatino), la prédiction du PCFP est toujours plus
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aisée lorsqu’elle se fait sur les deux systèmes conjointement, c’est à dire sur les mots entiers,
que sur chaque sous-système indépendamment.
3.4 Implications n-aires
Nous avons étudié la force des implications unaires au sein des paradigmes. Les implications
discutées en introduction comprenaient également des déclarations dont l’antécédent se fonde
sur plus d’une forme, comme celles en (38d-38e) que nous répétons en (44a-44b)
(44) a. Si la forme de base d’un verbe est Xɪŋ et sa forme de passé Xæŋ, alors sa forme de
participe passé est Xʌŋ.
b. Si la forme de base d’un verbe est Xɪŋ et sa forme de participe passé est Xʌŋ, alors
sa forme de passé est Xæŋ.
Dans Bonami et Beniamine (2016), nous avons proposé d’étendre la méthodologie de Bo-
nami et Boyé (2014) afin d’évaluer également les implicationsn-aires. Cette étude nous a permis
d’appliquer la méthodologie de Ackerman, Blevins et Malouf (2009) à des questions posées par
les travaux de Stump et Finkel (2013).
Nous commençons par justifier le cas des prédictions n-aires dans le cadre du PCFP, puis
nous présentons une stratégie permettant d’évaluer l’entropie implicative n-aire sur la base de
patrons d’alternances binaires. Enfin, nous appliquons cette stratégie aux huit systèmes étudiés
dans cette thèse.
3.4.1 Motivations
Dans cette section, nous motivons la pertinence, pour les locuteurs, de résoudre le PCFP en
se fondant sur plus d’une case de paradigme connue. Dans le corpus FrWaC, nous avons observé
qu’au fil du corpus les paradigmes se remplissent lentement, sans jamais atteindre saturation.
Nous en avons conclu que les locuteurs sont continuellement amenés à produire des formes
qu’ils n’ont pas encore rencontrées. Nous souhaitons à présent savoir combien de formes d’un
même lexème les locuteurs disposent pour faire une telle prédiction.
3.4. Implications n-aires 163
La figure 3.16 montre la proportion de lexèmes trouvés pour au moins k formes en fonction
de la taille du corpus. Le nombre de lexèmes pour lesquels on trouve au moins deux formes
atteint une valeur maximale supérieure à 90% dès 100 millions d’occurences, puis demeure
constante.
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F 3.16 – Proportion des lexèmes attestés dans au moins k formes en fonction de la taille
du corpus dans FrWaC, pour diverses valeurs de k.
Cette observation indique que les locuteurs sont massivement exposés à plusieurs formes
de la plupart des lexèmes : leur expérience linguistique leur donne les moyens de fonder des
inférences sur au moins deux formes d’un même lexème. La même observation tient pour un
nombre de formes plus élevées. Cependant, plus on augmente le nombre de formes, plus la
croissance et la valeur maximale de la courbe baissent.
Le fait que les locuteurs aient accès à plusieurs formes de lexèmes dont ils ne connaissent
pas le paradigme entier ne prouve pas l’utilité de cette information. Il se pourrait que la connais-
sance d’une seconde forme de lexème n’améliore pas la prédictibilité. Afin d’illustrer la façon
dont cette information peut contribuer à une meilleure prédiction, nous nous appuyons sur
un petit sous paradigme du français présenté dans le tableau 3.9. Ces données illustrent les
alternances principales entre l’infinitif, le présent de l’indicatif et le participe passé des verbes
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français.
Classe Taille Exemple  .3 .3 .
(i) 4108  ‘deliver’ /livʁe/ /livʁ/ /livʁ/ /livʁe/
(ii) 210  ‘link’ /ʁəlje/ /ʁəli/ /ʁəli/ /ʁəlje/
(iii) 22  ‘rake’ /ʁatise/ /ʁatis/ /ʁatis/ /ʁatise/
(iv) 327  ‘build’ /batiʁ/ /bati/ /batis/ /bati/
(v) 37  ‘hold’ /təniʁ/ /tjɛ̃/ /tjɛn/ /təny/
(vi) 8  ‘open’ /uvʁiʁ/ /uvʁ/ /uvʁ/ /uvɛʁ/
(vii) 1  ‘die’ /muʁiʁ/ /mœʁ/ /mœʁ/ /mɔʁ/
T 3.9 – Sous-paradigmes exemplaires de verbes français.
Comme illustré dans ce tableau, le participe passé peut être prédit catégoriquement à partir
de l’infinitif pour les verbes dont l’infinitif se termine en /-e/. Cependant, pour les verbes dont
l’infinitif est en /-iʁ/, la prédiction est plus difficile. Il existe un patron majoritaire correspon-
dant à la classe (iv), c’est à dire la seconde conjugaison dans la description traditionnelle, mais
également une minorité de patrons suivant (v), (vi) et (vii). L’implication en (45) n’est exacte
que dans 90% des cas :
(45) Si l’infinitif d’un verbe est /X iʁ/, alors son participe passé est /X i/.
Aucune case de paradigme seule ne suffit à fournir une prédiction parfaite du participe
passé de ces verbes. Au présent troisième personne, la principale difficulté provient des formes
qui se terminent en /-i/ et pourraient appartenir soit à la classe (ii), avec un participe passé
en /-je/, soit à la classe (iv), avec un participe passé en /-i/. Au présent troisième personne du
pluriel, les formes qui se terminent en /-is/ alternent soit avec une forme de participe passé en
/-ise/ (iii), soit en /-i/ (iv). Aucune des autres cases de paradigme présentées dans cette table n’est
un prédicteur catégorique du participe passé.
La situation est différente si l’on considère des combinaisons de cases. Supposons qu’un
locuteur ait une connaissance jointe de l’infinitif et d’une forme de présent singulier d’un verbe.
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Si l’infinitif se termine en /-e/, le participe passé est identique. Sinon, le présent désambiguïse
entre les classes (iv), (v), (vi) et (vii). Spécifiquement, l’implication en (46) qui identifie les verbes
de la classe (iv) est catégorique.
(46) Si l’infinitif d’un verbe est /X iʁ/ et son présent 3 est /X i/, alors son participe passé
est /X i/.
Cet exemple montre qu’il existe parfois des prédictions n-aires utiles dans les systèmes
flexionnels. Le besoin de telles prédictions peut même être systématique, comme le montrent
Bonami et Luıś (2014) et Bonami et Beniamine (2016) pour le portugais européen.
Nous ne connaissons pas d’étude psycholinguistique discutant de l’usage d’implications
binaires par les locuteurs. En l’absence d’études expérimentales, Bonami et Beniamine (2016)
s’appuient sur l’observation des erreurs de conjugaison des locuteurs afin d’appuyer l’existence
de prédiction n-aires dans le comportement des locuteurs. Les erreurs de régularisation sont
fréquentes lors de l’acquisition d’une langue native, d’une langue seconde, et elles sont pré-
sentes dans une moindre mesure dans la parole des locuteurs natifs adultes. Elles fournissent
des indices de l’application de patrons productifs par les locuteurs (par opposition à une mémo-
risation des formes). Le tableau 3.10 fournit quelques exemples de régularisations fréquentes
dans la conjugaison du français, choisis dans la liste établie par Kilani-Schoch et Dressler (2005).
Lexème Case de paradigme Forme correcte Régularisation
(i)  .2 /dit/ /dize/
(ii)  .2 /fɛt/ /fəze/
(iii)  . /pʁevy/ /pʁevwaje/
(iv)  . /uvɛʁ/ /uvʁi/
(v)  . /pʁi/ /pʁɑ̃dy/
(vi)  . /pɛ̃/ /pɛ̃dy/
(vii)  . /mɔʁ/ /muʁy/
T 3.10 – Erreurs de régularisations fréquentes dans la conjugaison du français.
Les exemples de  et  mettent en évidence le fonctionnement de la régularisation.
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Ces verbes sont les 3e et 4e plus fréquents d’après Lexique (New, Brysbaert et al. 2007), et les
seuls verbes à l’exception du verbe être à avoir un .2 en /-t/ plutôt que /-e/. Il n’existe pas de
cas documenté de généralisation erronée du /-t/ final aux formes en /-e/. En conséquence, c’est
la fréquence de type, et non la fréquence de token, qui détermine les erreurs de régularisation.
Les locuteurs régularisent les patrons utilisés par de nombreux lexèmes, non les patrons utilisés
par les lexèmes fréquents.
Observons à présent les erreurs de régularisation qui concernent le participe passé. La plu-
part d’entre elles peuvent être attribuées à des patrons unaires. L’exemple (iii) aligne 
avec les verbes de la première conjugaison qui présentent une alternance -wa ⇌ -waje entre
présent et participe passé, plutôt que le véritable patron -wa⇌-y, instancié par très peu de
verbes. L’exemple (iv) aligne  avec les verbes de la seconde conjugaison qui présentent
une alternance -iʁ⇌-i entre infinitif et participe passé, plutôt qu’avec la petite classe de verbes
qui suivent un patron -iʁ⇌-ɛʁ. Les exemples (v) et (vi) alignent  et  sur le
patron fréquent -Cʁ⇌-Cy entre infinitif et participe (voir tableau 3.9).
Dans l’exemple (vii),  présente un très rare participe passé en /-ɔʁ/, en faisant un très
bon candidat à la régularisation. Mais la régularisation attendue de cette forme serait /muʁi/ 11,
/muʁe/ ou /mœʁe/, selon la case employée pour fonder l’analogie. Les seules cases pouvant don-
ner lieu à une forme /muʁy/ sont le passé simple et le subjonctif passé, mais celles-ci sont trop
peu fréquentes pour que cette hypothèse soit défendable. Cependant, il existe une implication
binaire très fiable dans le reste du paradigme : la très vaste majorité de verbes dont l’infinitif est
en /-iʁ/ et qui ont un présent sans /-i/ final ont un participe passé en /-y/, comme pour ,
.1 /kuʁ/, . /kuʁy/.
3.4.2 Extension de l'entropie implicative au cas à prédicteurs multiples
Afin d’évaluer quantitativement l’utilité des implications n-aires, Bonami et Beniamine
(2016) définissent une mesure d’entropie fondée sur les patrons binaires mais évaluant la pré-
11. Kilani-Schoch et Dressler (2005) écrivent que des sources anciennes document une régularisation en /muʁi/.
Nous n’en trouvons aucune trace. Dans le corpus FrWac, nous trouvons 115 occurrences de mouru (/muʁy/), mais
aucune de mouri (/muʁi/).
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diction à partir de plusieurs formes. Ils proposent que l’entropie implicative à partir de cases
A et B vers une case C soit :
H(A,B ⇒ C) = H(A⇌ C,B ⇌ C | AA⇌C , BB⇌C , A⇌ B)
L’intuition qui motive cette définition est la suivante : nous voulons estimer à quel point
il est difficile de prédire C à partir de la connaissance de A et B. Nous connaissons donc la
forme de A et de B, et donc la valeur des variables aléatoires AA⇌C et BB⇌C . Puisque ces
deux formes sont connues, le patron qui les lie est également connu. Celui-ci est indiqué par
la valeur de la variable aléatoire A⇌ B. Enfin, il nous faut prédire la variable aléatoire jointe
« A⇌ C,B ⇌ C », étant donné la connaissance de la classification jointe des cases A et B.
Nous illustrons la définition de l’entropie implicative jointe par un exemple concret de
prédiction au sein des données du tableau 3.9. Le tableau 3.11 présente les variables aléatoires
nécessaires à la prédiction du participe passé à partir de la connaissance jointe de l’infinitif et
du présent 3, c’est à dire :
— Variables dont la valeur est prédite :
—  ⇌ , qui classe l’alternance entre infinitif et participe passé
— 3 ⇌ , qui classe l’alternance entre présent 3 et participe passé
— Variables dont la valeur est connue :
— ⇌, qui classe les formes d’infinitif
— 33⇌, qui classe les formes de présent 3
—  ⇌ 3, qui classe l’alternance entre infinitif et présent 3
Il est apparent dans le tableau 3.11 qu’à chaque combinaison des valeurs de variables connues
correspond une unique combinaison de valeurs de variables à prédire. En conséquence, la dis-
tribution jointe des formes d’infinitif et de présent 3 détermine entièrement la forme de par-
ticipe passé. L’entropie est de 0 12.
12. Dans cet exemple spécifique, la variable aléatoire  ⇌ 3 ne semble pas nécessaire, car on a :
H(A ⇌ C,B ⇌ C | AA⇌C , BB⇌C , A ⇌ B) = H(A ⇌ C,B ⇌ C | AA⇌C , BB⇌C)
Cela n’est pas le cas en général. Dans une situation où A est un prédicteur parfait de C , mais non B, on a :
H(A ⇌ C,B ⇌ C | AA⇌C , BB⇌C , A ⇌ B) = 0
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Cette situation contraste avec la prédiction depuis une case unique : si l’on prédit de-
puis l’infinitif seul, la variable aléatoire qui classe les formes d’infinitif regroupe ensemble
les classes (iv) et (v) qui instancient pourtant des patrons différents, menant à une entropie
implicative unaire non nulle, H( ⇒ ) ≈ 0.0064. De même, lorsque l’on prédit de-
puis le 3, la variable aléatoire classant les formes de 3 groupe ensemble les classes (iii) et
(iv) qui instancient des patrons distincts, menant à une entropie implicative unaire non nulle
H(3 ⇒ ) ≈ 0.0251.
Cette définition de l’entropie implicative n-aire permet donc bien de rendre compte de la
situation que nous observions sur les données du français. Ici, l’entropie implicative binaire
tombe à 0 tandis que chaque entropie unaire est strictement positive. En général, la propriété
suivante est une conséquence triviale de la définition de Bonami et Beniamine (2016) :
H(A,B ⇒ C) ≤ min {H(A⇒ C),H(B ⇒ C)}
En effet, la connaissance de deux formes d’un lexème ne peut en aucun cas être moins
prédictive que la connaissance de l’une seule des formes. Il n’est pas cependant nécessaire que
la connaissance d’une case supplémentaire soit plus prédictive (il se peut que la prédictibilité
soit égale). La comparaison de l’entropie implicative binaire aux entropies implicatives unaires
permet donc d’évaluer si, empiriquement, la connaissance jointe est utile dans la prédiction
dans les paradigmes flexionnels.
La définition de l’entropie implicative jointe s’étend aisément au cas général de la prédiction
depuis n cases. Soient n cases de paradigme, A1, . . . , An, nous notons [A1 ⇌ · · · ⇌ An] la
variable aléatoire jointe de tous les Ai ⇌ Aj pour i, j ∈ {1,…, n}. Nous définissons alors
l’entropie implicative n-aire comme suit 13. :
mais :
H(A ⇌ C,B ⇌ C | AA⇌C , BB⇌C) = H(B ⇌ C | BB⇌C) > 0.
13. Les définitions proposées dans cette section se généralisent également au cas des prédictions dans les sys-
tèmes bipartites en substituant à toutes les prédictions A ⇒ B leur décomposition en variables aléatoires jointes
A1 ⇒ B1, A2 ⇒ B2 exposées précédemment.
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H(A1, . . . , An ⇒ B) =
H
(
A1 ⇌ B, . . . , An ⇌ B | A1A1⇌B, . . . , AnAn⇌B, [A1 ⇌ · · · ⇌ An]
)
(3.1)
3.5 Implications n-aires : résultats empiriques
Nous appliquons cette méthodologie à l’ensemble des systèmes étudiés. En principe, nous
voudrions calculer l’entropie implicative moyenne n-aire pour chaque système flexionnel et
toutes les valeurs possibles de n. En pratique, le nombre de combinaisons de n prédicteurs
pour prédire 1 case de paradigme croît extrêmement vite 14, ce qui rend le calcul trop complexe
pour des valeurs élevées de n. Nous nous arrêtons à n = 2 pour l’arabe et le navajo, n = 3 pour
le portugais, français et chatino de Zenzontepec (qui n’a que 4 cases) et n = 4 pour les autres
systèmes. Le tableau 3.12 indique les entropies implicatives brutes en fonction du nombre de
prédicteurs 15, et la figure 3.17 en propose une comparaison visuelle.
Il apparaît clairement qu’en moyenne, dans chaque langue, la prédiction à partir de deux
formes est considérablement plus facile qu’à partir d’une forme, et l’ajout de cases de para-
digme supplémentaires continue à réduire drastiquement la difficulté du PCFP. Ces résultats
établissent avec certitude l’utilité de la prédiction jointe dans le cadre du PCFP. Ce résultat
observé sur les moyennes se reflète nettement dans les distributions entières : les figures 3.2,
3.18, 3.19 et 3.20 montrent un écrasement progressif des distributions vers les entropies nulles.
Ces résultats confirment ceux de Bonami et Beniamine (2016), et fournissent un argument
supplémentaire en faveur de la conjecture d’entropie basse (Ackerman, Blevins et Malouf 2009) :
non seulement les entropies implicatives moyennes à partir d’un prédicteur unique sont gé-
14. En général, pourn cases de paradigme et k prédicteurs, il y a n!
k!(n−k−1)! combinaisons. Avec trois prédicteurs,
il y a 999, 600 entropies à considérer pour les 51 cases du français, 3, 458, 004 pour les 69 cases du portugais,
3, 667, 580 pour les 70 du navajo, et 22, 253, 004 pour les 109 cases de paradigme des verbes arabe. Pour chacun
de ces calculs, il faut itérer sur l’ensemble du lexique, qui est pour ces langues de l’ordre de quelques milliers de
lexèmes.
15. Puisque le chatino de Zenzontepec ne comporte que quatre cases de paradigmes, il est impossible de calculer
une prédiction à quatre prédicteurs. La case correspondante est grisée dans les tableaux 3.12, 3.13 et 3.14
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n = 1 n = 2 n = 3 n = 4
Anglais 0.1786 0.0999 0.0544 0.0314
Arabe 0.3165 0.1097 — —
Chatino Y. 0.6848 0.1631 0.0546 0.0253
Chatino Z. 0.7030 0.2574 0.1105
Français 0.1844 0.0582 0.0224 0.0095
Navajo 0.3862 0.0999 0.0423 —
Portugais 0.1671 0.0606 0.0375 —
Russe 0.6367 0.2630 0.1276 0.0688
T 3.12 – Entropie implicative n-aire moyenne pour diverses valeurs de n.
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F 3.17 – Évolution des entropie implicatire n-aire en fonction de n.
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anglais arabe chatino Y. chatino Z. français navajo portugais russe
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F 3.18 – Distributions des entropies implicatives binaires pour chaque système flexionnel
étudié.
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F 3.19 – Distributions des entropies implicatives ternaires calculées.
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F 3.20 – Distributions des entropies implicatives à quatre prédicteurs calculées.
néralement basses à travers des systèmes variés, mais elles décroissent très fortement avec
l’augmentation du nombre de prédicteurs. La prédiction jointe est donc généralement utile aux
locuteurs pour résoudre le PCFP.
3.6 Des implications n-aires aux parties principales
Dans la perspective constructive au sens de Blevins (2006), le PCFP soulève la question de
la quantité d’information minimale à partir de laquelle il est possible de générer l’ensemble des
formes d’un paradigme. Dans cet esprit, Raphael Finkel et Greg Stump ont formalisé et déployé
la notion de     (Finkel et Stump 2007, 2009 ; Stump et Finkel 2013).
Les systèmes de parties principales sont une notion héritée des grammaires pédagogiques. En
termes classiques, il s’agit d’un ensemble de cases de paradigme suffisant à prédire toutes les
autres cases de paradigme pour tous les lexèmes. Opérer cette prédiction revient alors à sélec-
tionner la classe flexionnelle appropriée, puis à en appliquer les règles de construction pour
générer toutes les autres formes. Les parties principales sont donc des ensembles de cases de
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paradigme qui permettent d’identifier avec certitude la classe flexionnelle de n’importe quel
lexème. Il existe une relation entre parties principales et implications paradigmatiques : pour
tout système flexionnel ayant les cases S = {c1, . . . cn}, il existe un système de parties prin-
cipales C ⊂ S si et seulement si il existe une collection d’implications catégoriques dont les
antécédents portent sur toutes les cases de C et aucune autre, et dont les conséquents déter-
minent l’ensemble des cases de S \C . D’après Stump et Finkel, dans une visée pédagogique, les
systèmes de parties principales doivent être de cardinalité minimale et fournir une prédiction
catégorique. Ainsi elles peuvent fournir à l’apprenant le minimum d’information à mémoriser
afin de fléchir avec certitude toutes les formes des lexèmes.
Les entropies implicatives n-aires permettent d’étudier ces systèmes de parties principales
(Hockett 1967 ; Matthews 1972 ; Finkel et Stump 2007 ; Stump et Finkel 2013). En effet, tout en-
semble de cases de paradigme fournissant une prédiction catégorique sur le reste du paradigme
constitue un ensemble de parties principales.
Bonami et Beniamine (2016) nomment   la moyenne des entropies pour
un ensemble de prédicteurs donné :
Étant donné un système flexionnel ayant un ensemble de cases de paradigme C,
nous définissons l’  d’un ensemble A = {A1, . . . , An} ⊂ C
comme la moyenne de tous les H(A1, . . . , An ⇒ B) pour B ∈ C \ A 16.
Les ensembles de parties principales peuvent donc être déduits de l’entropie implicative
n-aire : tous les ensembles de prédicteurs ayant une entropie résiduelle nulle forment des sys-
tèmes de parties principales. Le tableau 3.13 indique le nombre de systèmes de parties princi-
pales de cardinalité n trouvés dans chaque langue.
Globalement, on trouve assez peu de systèmes de parties principales à ces cardinalités 17.
Ces ensembles de parties principales permettent une prédiction des autres formes avec une cer-
titude absolue. Cependant, les locuteurs ne se préoccupent vraisemblablement pas de prédiction
16. [En anglais dans le texte] « Given an inflectional system with paradigm cells C, we define the residual uncer-
tainty of any subset A = {A1, . . . , An} of C as the average of all H(A1, . . . , An ⇒ B) for B ∈ C \ A ».
17. Dans le cas du portugais, le problème relevé plus haut concernant les patrons identité de petite couverture
mène à sous-estimer les parties principales catégoriques. Là où nous trouvons 25 ensembles de parties principales,
Bonami et Beniamine (2016) en indiquent 184 en raison d’une erreur de frappe. Ils en trouvent en fait 177.
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n = 1 n = 2 n = 3 n = 4
Anglais 0 0 0 6
Arabe 0 0 — —
Chatino Y. 0 0 0 0
Chatino Z. 0 0 1
Français 0 0 0 12 000
Navajo 0 0 7 —
Portugais 0 25 1 148 —
Russe 0 0 0 0
T 3.13 – Nombre de parties principales catégoriques de cardinalité n.
catégorique. D’un point de vue psycholinguistique, il est clair que les locuteurs ne manifestent
pas une connaissance parfaite des systèmes, puisque même les locuteurs natifs compétents font
occasionnellement des erreurs de flexion, et que celles-ci sont du même type que les erreurs
des apprenants L1 et L2. Cela suggère qu’ils s’appuient sur des implications fiables mais non
nécessairement catégoriques pour inférer les formes inconnues. En conséquence, y compris
dans une perspective pédagogique, il n’est pas utile de se restreindre aux parties principales
fournissant des prédictions catégoriques. Nous proposons d’examiner les parties principales
permettant de produire des inférences très fiables, mais non nécessairement parfaites.
Le tableau 3.14 indique les systèmes de parties principales menant à une entropie résiduelle
(moyenne par prédicteur) inférieure ou égale à 0.005 18.
Dans tous les systèmes présentant un grand nombre de cases de paradigme, on trouve de
nombreux systèmes de presque parties principales binaires. En anglais et en chatino de Zenzon-
tepec, il n’y en a qu’à partir de trois prédicteurs. Dans tous les cas, quatre prédicteurs sont suf-
18. Une entropie de 0.005 correspond à la certitude d’un événement de probabilité 0.99 dans une situation de
prédiction binaire. Suite à une erreur de calcul, Bonami et Beniamine (2016) indiquent les ensembles de cases qui
prédisent chaque autre cases de paradigme avec au moins une entropie de 0.005, plutôt que tous les ensembles de
cases qui prédisent en moyenne avec une entropie maximale de 0.005. Cette erreur explique la différence entre nos
résultats.
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n = 1 n = 2 n = 3 n = 4
Anglais 0 0 11 30
Arabe 0 57 — —
Chatino Y. 0 0 0 36
Chatino Z. 0 0 2
Français 0 221 10 411 181 372
Navajo 0 16 10 520 —
Portugais 0 552 21 528 —
Russe 0 0 0 72
T 3.14 – Nombre de presque parties principales de cardinalité n.
fisants pour tirer des inférences très fiables. Ces résultats vont dans le sens de notre hypothèse
selon laquelle les systèmes présentant plus de cases de paradigme présentent généralement des
structures implicatives plus fortement liées.
3.7 Conclusion
Nous avons employé les patrons d’alternances inférés automatiquement sur huit systèmes
flexionnels afin d’y calculer la difficulté moyenne à résoudre le PCFP. Nous utilisons la formu-
lation de l’entropie implicative selon Bonami et Boyé (2014) et son extension à la prédiction au
sein des systèmes bipartites (Bonami et Beniamine 2016). Nous avons montré que la conjecture
de basse entropie formulée par Ackerman, Blevins et Malouf (2009) se confirme sur ces sys-
tèmes, y compris ceux que nous analysons comme bipartites. Dans ces systèmes, nous avons
montré que les deux sous-systèmes ne sont jamais indépendants, et que la prédiction du PCFP
doit se faire conjointement sur chaque sous-système. Les résultats de la méthodologie de Bo-
nami et Beniamine (2016) appliquée à l’ensemble de nos données confirment que le leur que
dans le cadre du PCFP, la prédiction jointe est extrêmement utile au PCFP.
Nous avons remarqué une tendance générale selon laquelle les systèmes flexionnels pré-
sentant plus de cases de paradigme tendent à présenter une prédictibilité implicative plus forte.
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Ces systèmes ont généralement des entropies plus basses, et présentent de grands groupes de
prédicteurs d’entropie basse. On y trouve systématiquement des presque parties principales
de cardinalité 2, ce qui n’est pas le cas dans les systèmes présentant moins de cases de para-
digme. La figure 3.21 présente la relation linéaire observée entre la taille des paradigmes et
les entropies implicatives dans chaque langue, de 1 à 3 prédicteurs. Chaque point y représente
une mesure d’entropie implicative moyenne. Avec un prédicteur, on observe clairement une
corrélation négative entre taille du paradigme et entropie implicative moyenne. La tendance
observée s’affaiblit avec le nombre de prédicteurs, car les entropies s’homogénéisent alors vers
le bas.
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F 3.21 – Relation entre taille du paradigme et entropie implicative moyenne.
D’où provient cette relation entre taille de paradigme et entropie implicative ? Les tailles
de paradigmes dépendent de choix de modélisation : en général, les morphologues choisissent
de distinguer deux cases lorsqu’il existe deux contextes syntaxiques pour lesquels au moins
certains lexèmes présentent un contraste formel. Ainsi, en anglais, nous distinguons l’infinitif
de la première personne du présent en raison du verbe , qui présente un contraste entre I am
et to be. Que l’on choisisse ou non de distinguer des cases de paradigme, il existe en anglais des
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contextes d’emploi portant une valeur d’infinitif et des contextes d’emploi portant une valeur de
présent. Les paradigmes ne forment donc qu’une partition des contextes d’emploi des lexèmes.
Le PCFP, en raisonnant sur des cases de paradigme et non sur des contextes syntaxiques, ne
capte donc pas exactement la tâche de prédiction que doit résoudre le locuteur. Le problème
d’un locuteur du français ayant entendu la phrase (47) et voulant produire la phrase (48) est le
même que celui d’un locuteur de l’anglais ayant entendu la phrase (49) et voulant produire la
phrase (50).
(47) Elles mangent des falafels.
(48) Nous mangeons des falafels.
(49) They eat falafels.
(50) We eat falafels.
Lorsque nous évaluons le PCFP, nous quantifions bien la difficulté de ce problème en fran-
çais, mais en anglais, nous ne prenons pas en compte la difficulté (nulle) à produire (50) à partir
de (50). Ce problème, comme nous l’avons noté précédemment, pourrait être pallié en pon-
dérant la moyenne des entropies par les fréquences de type des cases prédictrices et prédites.
L’absence de données fiables ne nous a pas permis de le faire dans le cadre de cette thèse.
Cependant, l’observation de la relation entre taille de paradigme et entropie implicative nous
mène à formuler la     ’  : si nous considérions
non pas les cases de paradigmes mais les contextes d’emplois syntaxiques, l’entropie implica-
tive moyenne pondérée à travers les langues devrait être relativement stable. Cette conjecture
expliquerait l’observation ci-dessus en suggérant que dans les petits systèmes, l’entropie haute
n’est que le reflet de l’omission des prédictions syncrétiques. Pour confirmer cette conjecture, il
nous faudrait d’une part un échantillon de langues beaucoup plus grand, permettant de confir-
mer la relation esquissée en figure 3.21, et d’autre part des données concernant les fréquences
de cases de paradigmes dans chaque langue.
Deuxième partie
La structure de similarité des systèmes
flexionnels

Chapitre 4
Classification des lexèmes en microclasses
Ce chapitre propose une classification flexionnelle en microclasses au sein desquelles tous
les paradigmes sont caractérisés par des patrons identiques. Les microclasses peuvent se dé-
duire à partir des patrons d’alternance. Elles sont fondées sur l’identité du comportement
flexionnel : chaque microclasse est caractérisée par un vecteur de patrons, où chaque coor-
donnée du vecteur indique le patron instancié pour cette microclasse pour une paire de cases
de paradigme. La classification des paradigmes en microclasses constitue le point de départ des
entreprises de classification plus ambitieuses présentées dans les chapitres 5 et 6. Les systèmes
de microclasses méritent cependant d’être étudiés en tant que tels, ne serait-ce que parce que
les critères permettant de les inférer sont relativement simples et consensuels.
Nous décrivons tout d’abord dans la section 4.1 les distributions des fréquences de types de
microclasse. Dans la section 4.2, nous décrivons les réseaux de similarités entre microclasses
en suivant la méthodologie de Sims et Parker (2016). Enfin la section 4.3 explore l’utilité de
l’inférence de structure hiérarchiques arborescentes pour observer les relations de distances et
de similarité entre microclasses.
4.1 Distributions des microclasses
Comme nous l’avons discuté au chapitre 1, section 1.3.3, les microclasses forment une clas-
sification très fine, distinguant la moindre variation dans le comportement flexionnel. Pour
cette raison, le nombre de microclasses trouvées est généralement considérablement plus haut
que le nombre de macroclasses présentées dans les grammaires descriptives. Le tableau 4.1
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indique le nombre de microclasses obtenu, pour chaque système flexionnel étudié dans cette
thèse, à l’issue du chapitre 2. Nous comparons le nombre de microclasses au nombre de pa-
radigmes de surface pour chaque lexique. Dans le cas du français, de l’anglais, du portugais
européen et de l’arabe, le nombre de paradigmes coïncide avec le nombre de lexème. Dans les
systèmes bipartites, c’est à dire en russe, en chatino et en navajo, nous comptons le nombre de
paradigmes distincts pour chaque dimension. Par exemple, en navajo, notre lexique comporte
2157 lexèmes, qui s’analysent en 805 paradigmes de base1 et 1497 paradigmes de base2.
On distingue trois situations concernant la proportion de paradigmes par microclasses :
en anglais, français, portugais les classes sont peu nombreuses comparé au nombre de para-
digmes, résultant en des microclasses comportant en moyenne quelques dizaines de formes.
Cette situation correspond à l’intuition selon laquelle les microclasses constituent des sous-
généralisations plus précises que des macroclasses. Le système segmental du russe, le système
tonal du chatino de Zenzontepec et le système verbal de l’arabe présentent des ratios intermé-
diaires, manifestant une généralisation moins forte des paradigmes aux microclasses.
Paradigmes Microclasses Proportion
Français 5249 97 54.11
Anglais 6064 118 51.39
Portugais 1996 60 33.27
Arabe 1018 367 2.77
Russe (segments) 1530 159 9.62
Russe (accents) 159 87 1.83
Chatino de Zenzontepec (segments) 370 55 6.73
Chatino de Zenzontepec (tons) 75 52 1.44
Chatino de Yaitepec (segments) 284 203 1.40
Chatino de Yaitepec (tons) 130 129 1.01
Navajo (base1) 805 805 1.00
Navajo (base2) 1497 1268 1.18
T 4.1 – Taille des microclasses.
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En navajo, nous trouvons autant de microclasses de bases1 que de bases1 distinctes en sur-
face, et presque autant de microclasses de base2 que de base2 distinctes en surface. On trouve
un ratio autour de 1 également pour le système accentuel du russe, le chatino de Yaitepec, et le
système segmental du chatino de Zenzontepec. Ces ratios sont très bas, soulignant le fait qu’une
partition de microclasses constitue un mauvais modèle de la structure de ces systèmes flexion-
nels. S’il existe dans ces systèmes des similarités et des relations implicatives entre formes,
comme nous l’avons vu dans le chapitre 3, elles ne s’organisent pas en microclasses. Autrement
dit, les relations d’interprédictibilité locales à certaines paires de formes ne se combinent pas en
faisceaux de relations parallèles. Notons que les systèmes du chatino et le système accentuel du
russe présentent seulement un petit nombre de paradigmes de surface uniques. Pour le chatino,
il se peut que nos données présentent principalement des paradigmes exemplaires de micro-
classes, et qu’en conséquence, les fréquences de type des microclasses ne constituent pas un
échantillon réaliste. En chatino comme pour le système accentuel du russe, il y a suffisamment
peu de formes distinctes pour qu’il soit imaginable qu’un locuteur puisse les mémoriser.
La proportion de paradigmes par microclasse nous renseigne cependant très peu sur les
distributions de leur taille. Les deux figures 4.1 présentent les distributions de fréquence de
type de microclasses par rang pour chaque système. Nous pourrions nous attendre à ce que les
systèmes présentant un très faible nombre de paradigmes par microclasse en moyenne suivent
une distribution distincte. Pour cette raison, nous produisons deux figures distinctes selon que
le ratio est supérieur ou inférieur à 5 paradigmes par microclasses. Dans les deux cas, les dis-
tributions des fréquences de type des microclasses suivent une loi de puissance (les deux axes
des figures sont présentés à l’échelle logarithmique). Il existe toujours peu de microclasses très
fréquentes, et beaucoup plus de microclasses très rares (1 lexème). Cette observation rejoint
celles de Blevins, Milin et Ramscar (2017) discutées au chapitre 3 concernant l’organisation
zipfienne du lexique.
Comme nous l’avons dit, les microclasses constituent une classification très fine, où la
moindre propriété non partagée donne lieu à une classe distincte. Dès lors, nous pouvons nous
demander quelles relations entretiennent les microclasses au sein de chaque système. Nous
proposons d’explorer la structure de similarité des systèmes de microclasses en fonction des
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F 4.1 – Fréquence de type des microclasses.
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patrons d’alternance qu’elles ont en commun.
186 Chapitre 4. Classification des lexèmes en microclasses
4.2 Structure des réseaux de microclasses
Sims et Parker (2016) proposent de représenter la similarité entre systèmes de classes flexion-
nelles comme des graphes dans lesquels « [l]es nœuds sont des classes flexionnelles, leur taille
reflétant le logarithme de la fréquence de type de la classe. Un arc entre deux classes indique
que les classes partagent des exposants. Les arcs noirs relient des classes qui partagent au moins
la moitié de leurs exposants […]. Les arcs gris relient les classes qui partagent un exposant de
moins que la moitié de leurs exposants […] 1 ». Les autres arcs ne sont pas représentés. Ils ob-
tiennent ainsi des représentations du système du français, de l’islandais, du grec, du russe, du
kadiweu, du chinantec, du seri, du voro et du nuer fondés sur le partage d’exposants. Ils dis-
tinguent trois types de graphes : ceux du français, de l’islandais et du grec apparaissent très
peu connectés. Ceux du russe, du kadiweu et du chinantec ressemblent à des réseaux en petits
mondes, avec des sous-réseaux très connectés et quelques liens entre ceux-ci. Enfin, les trois
systèmes du seri, du voro et du nuer présentent énormément d’arcs et sont proches de graphes
aléatoires.
Nous pouvons caractériser ces trois types de graphes comme trois niveaux de distinctivité
entre les classes au sens du principe 1 de Corbett (2009) déjà discuté au chapitre 1, et que nous
rappelons ci-dessous :
(principe I) Les classes sont distinctives
(critère 1) à travers les classes, elles présentent des paradigmes concrets distincts.
Nous proposons de mener la même analyse sur nos données en nous fondant non plus sur
les exposants, mais sur les patrons. Il existe beaucoup plus de patrons d’alternance que de cases
de paradigmes pour chaque système, si bien que les coupes à la moitié des traits et à la moitié
moins un sont beaucoup moins utiles. Nous proposons de ne pas couper d’arcs, mais de les
représenter sur une échelle de gris proportionnelle à la quantité de patrons partagés.
Ce faisant, nous retrouvons une classification assez similaire à celle de Sims et Parker (2016).
1. [En anglais dans le texte] « The nodes are inflection classes, with the size of the node reflecting log type frequency
of the class. An edge connecting two classes indicates that the classes share exponents. Black edges connect class nodes
that share at least half of their exponents […]. Gray edges are classes that share half-minus-one cells […] ».
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Zenzontepec (segments) Zenzontepec (tons)
F 4.2 – Réseaux de microclasses de type peu connecté.
La catégorie des systèmes peu connectés est moins fournie, puisque les patrons captent plus de
points de similarité que les exposants. On y trouve seulement les deux systèmes des verbes du
chatino de Zenzontepec (figure 4.2).
Plutôt que des systèmes ressemblant à de petits mondes, notre catégorie intermédiaire re-
groupe les systèmes dans lesquels la représentation en réseau laisse deviner des sous-réseaux
bien connectés. Ces systèmes, présentés dans la figure 4.3, pourraient se prêter particulière-
ment bien à une description en termes de macroclasses. Le système flexionnel des verbes de
l’arabe semble présenter une partition majeure en deux sous-réseaux, chacun peut-être à nou-
veau divisible en voisinages étroits. Par ailleurs, un grand nombre de classes à la périphérie
ne sont pas connectées avec ces ensembles. Le système du portugais présente trois classes très
nettes, de tailles équilibrées, ainsi également qu’un ensemble de classes moins connectées. Les
segments du russe semblent s’organiser en macroclasses également, mais il est difficile de dé-
terminer combien exactement, et la limite de leurs voisinages. Nous comptons également dans
cette catégorie les accents du russe, qui se rapprochent également de la catégorie suivante. On
peut cependant distinguer une séparation verticale au sein du réseau. Enfin, les tons du cha-
tino de Yaitepec semblent également présenter des sous-réseaux plus denses, quoique ceux-ci
soient moins faciles à discerner.
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Arabe Portugais
Segments du russe Accents du russe
Tons du chatino de Yaitepec
F 4.3 – Réseaux de microclasses de type « macroclasses ».
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Enfin, les systèmes de l’anglais, du français, et du navajo (figure 4.4) présentent des connexions
denses qui ne semblent pas, dans ces graphes, structurer l’espace en sous-classes.
Ces représentations, quoique calculées sur des unités différentes, confirment les conclu-
sions de Sims et Parker (2016) : les systèmes de classes flexionnelles varient non seulement
par la connectivité de leur graphe (la quantité de partage entre microclasses), mais aussi par la
structure même du réseau.
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Anglais Français
Navajo base1 Navajo base2
Segments du chatino de Yaitepec
F 4.4 – Réseaux de microclasses de type dense.
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4.3 Hiérarchiser les microclasses
De nombreux travaux, de la morphologie naturelle (Dressler, Mayerthaler et al. 1987 ; Dress-
ler et Thornton 1996 ; Kilani-Schoch et Dressler 2005 ; Dressler, Kilani-Schoch et al. 2008 ; Dress-
ler 2012) à la morphologie en réseau (Brown et Hippisley 2012), organisent les classes flexion-
nelles en structures hiérarchiques. Dans les deux cas, ces hiérarchies sont conçues selon un
principe d’héritage par défaut. Kilani-Schoch et Dressler (2005) proposent par exemple que
« les classes flexionnelles sont représentées sous la forme d’une structure hiérar-
chique en arbres et nœuds. Les nœuds les plus bas représentent les microclasses. La
cime représente la macroclasse. Et ensuite, dans un ordre hiérarchique descendant,
se succèdent les classes, les sous-classes, et si nécessaire les sous-sous-classes, etc.,
jusqu’aux microclasses. Dans cette hiérarchie arborescente, le principe de l’héri-
tage du défaut (Corbett & Fraser 1993) […] signifie qu’un nœud peut être caractérisé
par une propriété obligatoire ou par une propriété par défaut, et que cette propriété
est héritée par les nœuds immédiatement dépendants de ce nœud supérieur. Les
propriétés par défaut peuvent […] être annulées. »
Par ailleurs, les grammaires descriptives présentent souvent les classes flexionnelles sous la
forme de classes et de sous-classes, employant ainsi implicitement une structure arborescente.
C’est le cas de Campbell (2011) lorsqu’il décrit les classes flexionnelles du chatino de Zenzon-
tepec. Il en va de même pour la grammaire Bescherelle des verbes français (Arrivé 2012), qui
présente des classes, des sous-classes formant chacune des pages indépendantes, et en notes de
bas de page des sous-sous classes. La figure 4.5 représente sous la forme d’un arbre la classifi-
cation implicite du Bescherelle.
Cette section propose deux façons d’inférer des arbres flexionnels reflétant la distribution
des patrons dans les microclasses. Nous présentons tout d’abord un algorithme simple permet-
tant d’inférer un arbre par défaut. Nous proposons ensuite, suivant Bonami (2014), d’employer
une méthode de clustering ascendant pour inférer des hiérarchies de similarité entre classes.
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(8900)
1er g (8000)
aimer
peser
céder
jeter
créer
payer
placer
manger
broyer
modeler
envoyer
assiéger
apprécier
2e g (500)
haïr
finir
être
avoir
3e g (400)
voir
prévoir
taire
plaire
vivre
survivre
dormir
endormir
valoir
prévaloir
résoudre
absoudre
mouvoir
promouvoir
inclure
conclure
croître
accroître
rendre
rompre
dire
maudire
contredire
confire
suffire
circoncire
mentir
sentir
départir
(53 autres verbes du 3e groupe)
F 4.5 – Hiérarchie implicite de la grammaire Bescherelle (Arrivé 2012).
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4.3.1 Structures hiérarchiques par défaut
Dans une grammaire constructive au sens de Blevins (2006), les défauts offrent une éco-
nomie descriptive. Étant donnée une hiérarchie de classes flexionnelles dont les nœuds intro-
duisent des règles ou des propriétés morphologiques, et dont les feuilles correspondent à des
items lexicaux, Brown et Hippisley (2012) fournissent un critère afin de s’assurer qu’il n’existe
pas de nœud inutile. Ils proposent que dans une telle hiérarchie, un nœud unaire (ayant un
seul enfant) peut toujours être réduit en le fusionnant avec son enfant. En conséquence, un
nœud n’est utile dans une hiérarchie de classes que s’il indique des valeurs partagées entre au
moins deux sous-classes. Afin de déterminer les règles qui constituent des défauts, Brown et
Hippisley (2012) proposent la règle de défaut de la majorité présentée en (51) :
(51) « Heuristique : Défaut de la majorité : La règle […] qui est partagée par le plus de classes
flexionnelles est traitée comme le défaut 2 ».
Brown et Hippisley (2012) identifient quatre principales classes flexionnelles nominales en
russe, que nous présentons dans le tableau 4.2. Dans ce tableau, nous marquons en ligne par
des cases grisées les partages entre classes que Brown et Hippisley (2012) identifient comme
importants.
Ils proposent pour rendre compte de cette structure la description arborescente en (52).
Dans celle-ci, les feuilles N_I à N_IV représentent chaque classe flexionnelle. Un premier nœud
, qui recouvre les adjectifs (que nous ignorons ici) et les noms, définit les propriétés
communes aux noms et adjectifs, ainsi que deux valeurs par défaut, une pour le nominatif
singulier (exposant zéro) et une pour le nominatif pluriel en -i. Par ailleurs, le terme evaluation
qui remplace parfois un exposant dénote une fonction de réalisation qui prend en entrée les
traits morphologiques et peut attribuer des valeurs distinctes à des lexèmes d’une même classe.
Le nœud  spécifie une voyelle thématique propre aux noms (pour trois cas du pluriel), un
prépositionnel singulier par défaut en -e, et un syncrétisme par défaut entre le datif singulier
et prépositionnel singulier. Il existe un nœud intermédiaire, _, qui manifeste les propriétés
2. [En anglais dans le texte] « Heuristic : Majority default: The rule […] which is shared by most inflectional
classes is treated as the default ».
194 Chapitre 4. Classification des lexèmes en microclasses
I II III IV
. zakon kart-a rukop’is’ bolot-o
. zakon kart-u rukop’is’ bolot-o
. zakon-a kart-i rukop’is’-i bolot-a
. zakon-u kart-e rukop’is’-i bolot-u
. zakon-om kart-oj rukop’is’-ju bolot-om
. zakon-e kart-e rukop’is’-i bolot-e
. zakon-i kart-i rukop’is’-i bolot-a
. zakon-i kart-i rukop’is’-i bolot-a
. zakon-ov kart rukop’is’-ej bolot
. zakon-am kart-am rukop’is’-am bolot-am
. zakon-ami kart-ami rukop’is’-ami bolot-ami
. zakon-ax kart-ax rukop’is’-ax bolot-ax
T 4.2 – Principales classes flexionnelles du russe selon Brown et Hippisley (2012, p. 48).
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partagées entre les classes I et IV. Ce nœud est sous-spécifié pour les autres propriétés. Enfin,
certains points communs entre classes ne se déduisent pas de la hiérarchie des classes, mais
sont manifestés par des références directes entre les cases de classes. Nous notons ces références
par des arcs en pointillés. Par exemple, le génitif pluriel de la classe IV se forme en utilisant la
fonction d’évaluation du génitif pluriel de la classe II. Il existe donc deux mécanismes d’héritage
d’exposants dans cette structure : par référence directe entre les propriétés, ou par la structure
hiérarchique.
(52)

. —
. évaluation
. -i
. évaluation
. -m
. -mi
. x

voyelle thématique -a-
. -e
. = .
_III
.
. -ju
. = .
_II
. -a
. -u
. -i
. -oj(u)
. évaluation
_
. -a
. -u
. -om
_IV
. -o
. -a
.
_I
. -ov
Adjectifs
…
Dans cette organisation, le choix de nœuds intermédiaires permet des définitions plus suc-
cinctes des caractéristiques associés à chaque classe. Si l’on admet le principe de l’héritage par
défaut, et que l’on s’interdit tout autre mécanisme d’héritage, on peut mener plus loin l’argu-
ment de l’économie descriptive. Si un nœud intermédiaire a n enfants, qui héritent de façon
monotone de l’ensemble des propriétés qu’il définit, il est toujours économique de faire remon-
ter les valeurs de l’un des enfants. Si certaines de ses propriétés ne sont pas partagées par les
autres enfants, ils pourront les traiter comme des défauts et les réécrire. On peut donc faire
remonter l’un de ses enfants sur le nœud _O pour obtenir une structure par défaut plus com-
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pacte. Si l’on considère que plus une classe est grande, plus il est coûteux de lui faire réécrire un
défaut, il nous faut faire dépendre le choix de l’enfant à promouvoir de sa fréquence de type. De
cette façon, un minimum de lexèmes appartient à des classes qui redéfinissent un défaut. Dans
nos données, 577 lexèmes se terminent en /-ov/ au génitif pluriel, terminaison caractéristique
de la classe I, tandis que seuls 100 lexèmes présentent un /-o/ au nominatif singulier comme les
lexèmes de la classe IV. Nous en déduisons la hiérarchie en (53), qui est plus économique que
celle en (52) 3.
(53)

. —
. évaluation
. = .
. -e
. -i
. évaluation
. -am
. -ami
. ax
_III
.
. -ju
. = .
_II
. -a
. -u
. -i
. -oj(u)
. évaluation
_I
. -a
. -u
. -om
. -ov
_IV
. -o
. -a
.
L’argument peut-être poussé plus loin : dans une hiérarchie de classes flexionnelles avec
héritage par défaut, si l’on souhaite que la structure arborescente mène à la description la
plus économique, alors tous les nœuds internes de la hiérarchie doivent correspondre à des
microclasses. De plus, si l’on considère que plus la classe est grosse, plus il est coûteux de
réécrire un défaut, alors la hauteur d’une microclasse dans l’arbre doit refléter sa fréquence de
type. Enfin, afin de ne réécrire que le nombre minimal de défauts, toute classe doit avoir pour
parent la classe plus fréquente à laquelle elle est la plus similaire.
Nous proposons un algorithme très simple permettant de produire une telle hiérarchie à
3. Nous fusionnons ici les niveaux  et , car nous ne nous occupons que des noms. Le même rai-
sonnement tiendrait pour une structure qui inclurait les adjectifs, quoi que le résultat puisse être différent.
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partir des microclasses définies sur les patrons d’alternances.
1. Calculer la distance entre chaque paire de microclasses.
2. Initialiser l’arbre avec la microclasse la plus fréquente pour racine.
3. Pour chaque autre microclasse par fréquence décroissante, la rattacher dans l’arbre à la
microclasse dont elle est la plus proche.
En cas d’égalité, préférer le nœud le plus haut.
Cet algorithme repose sur une notion de distance entre classes. Nous proposons de mesu-
rer la proximité entre microclasses par la distance de Hamming sur les vecteurs de patrons : la
distance entre deux classes est le nombre de paires de cases pour lesquelles ces classes instan-
cient des patrons distincts. Par ailleurs, cet algorithme n’est pas déterministe (il est possible de
rencontrer des classes de fréquences identiques, ainsi que des classes également équidistantes
de plusieurs autres classes). En conséquence, il existe non pas un unique arbre mais une famille
d’arbre par défaut qui répondent à ces critères.
Nous appliquons cette procédure aux noms du russe (segments seuls). Nous ignorons les
microclasses de taille 1 afin de faciliter la lisibilité de l’arbre, mais elles pourraient être ratta-
chées aux microclasses les plus proches selon le même algorithme. La figure 4.6 présente la
hiérarchie obtenue.
Comparons ces classes avec celles des structures (52) et (53). Dans cette hiérarchie, la
classe la plus fréquente, qui constitue la racine et qui est exemplifiée par le nom  corres-
pond aux lexèmes de la classe I qui présentent une alternance palatale de la consonne finale.
Ils instancient par exemple le patron C ⇌ Cʲe / X*[-labi]_ entre le nominatif singulier et le pré-
positionnel singulier. Au deuxième niveau,  correspond à ceux des noms de la classe II
qui présentent également la palatalisation, et instancient par exemple le patron Ca ⇌ Cʲe / X+_
entre nominatif et datif singuliers. Le nœud ’ correspond à une variante en /e/ de la
classe IV, et instancie par exemple le patron em ⇌ a / X+[-tri -lat][jɕːʨlʲdʲxʲgʲkʲrʲsʲzʲtʲ]_ entre l’ins-
trumental singulier et le nominatif pluriel. Le nœud  correspond aux lexèmes de la classe
I qui ne présentent pas de palatalisation. Le patron qu’ils instancient entre le nominatif sin-
gulier et le prépositionnel singulier est ⇌ e / X+[-nas -labi -lat][-syl -lab -rou -labi]_. Le nœud
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U (281)
R (2)
U (2)
T (25) B (10)
C (63)
K (4)
B (30)
D (14) B (2) K (2)
B’ (103)
G (7)
I’ (4)
L (3)
M (2) M’ (2)
D (52)
B (39)
D (5)
G’ (3)
O (7)
B (6)
K (4)
N (19)
M’ (3)
G’ (17)
C’ (4)
G (4)
I’ (11)
M (8)
U’ (2)
K’ (4)
J’ (2)
M’ (195)
M’ (2)
Z (3)
D (57)
S’ (3)
K (2)
P (4) S (2)
K’ (3) L’ (2)
L (5)
X (4)
B (3)
K (5) M (3)
C’ (4) L (4)
B (161)
B (11)
V’ (2)
S’ (2) T’2 (2)
B’ (79)
K’ (3)
P’ (2)
D (19)
P’ (5)
S (2)
B (49)
D (3)
N (32) M (4)
L (10)
K (7)
K (6) C’ (4)
F 4.6 – Hiérarchie des classes flexionnelles nominales du russe par défaut (microclasses
de plus d’un membre).
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 correspond à des lexèmes de la classe I qui présentent à la fois la palatalisation de la
consonne finale et qui présentent un accusatif en /-a/. Ils partagent le même patron que les
lexèmes de la microclasse  pour l’alternance entre nominatif singulier et prépositionnel sin-
gulier, mais dièrent par exemple par le patron qui relie le nominatif et l’accusatif singulier :
⇌ a / X+[-labi][-syl -rou -labi]_. Le nœud ’ correspond aux lexèmes de la classe III. Entre le
nominatif et le génitif singulier, ils instancient le patron ϵ ⇌ i / X*[-lat][-nas -lat]C_.
Il serait trop long de poursuivre cette analyse pour chaque nœud, mais il apparaît clairement
que dans une telle hiérarchie, les nœuds qui sont sœurs peuvent avoir des relations de nature
variées avec leur mère. Ainsi  et  partagent la plupart de leurs patrons d’alternance,
tandis que  et ’ en partagent beaucoup moins. Cette hiérarchie, quoiqu’elle soit compacte,
ne reflète pas très fidèlement la structure de similarité des classes. Elle ne correspond pas à
l’intention de la structure en (52), dans laquelle le nœud intermédiaire _O met en avant un
ensemble de similarités saillantes entre deux classes. Quoique les hiérarchies de la Morphologie
en Réseau fonctionnent sur le principe de l’héritage par défaut, cet héritage concerne non pas
directement les classes flexionnelles, mais l’ordonnancement des règles constructives à travers
les classes. Nous souhaitons au contraire produire une organisation arborescente des classes
qui explicite leur similarités. La section qui suit explore l’inférence de telles hiérarchies.
4.3.2 Structures hiérarchiques monotones
Bonami (2014) propose de modéliser la structure de similarité entre microclasses en utili-
sant l’algorithme de classification hiérarchique UPGMA (Sokal et Michener 1958). L’algorithme
UPGMA, pour Unweighted Pair GroupMethod with Arithmetic Mean, procède à partir d’une ma-
trice de distances entre les éléments classifiés. Les feuilles de l’arbre représentent les éléments
à classer (en l’occurrence, les microclasses). L’algorithme procède par fusions successives de
deux nœuds existants, formant un nouveau nœud. La distance entre deux nœuds A et B de
tailles respectives |A| et |B| est la moyenne des distances d(x, y) pour toutes les paires d’ob-
jets (x, y) tel que x ∈ A et y ∈ B :
200 Chapitre 4. Classification des lexèmes en microclasses
1
|A| · |B|
∑
x∈A
∑
y∈B
d(x, y)
Le choix d’une fonction de distance est libre. Bonami (2014) utilise l’algorithme UPGMA
pour comparer une classification des microclasses du français fondée sur des exposants (ceux-
ci sont trouvés par maximisation des radicaux, sans allomorphie radicale) et une classification
fondée sur des patrons d’alternance strictement non préfixaux. Il constate que la seconde clas-
sification ressemble de près à la classification traditionnelle du français, tandis que la première
produit une classification sans grande ressemblance avec la partition en trois classes décrite
par les grammaires descriptives.
La figure 4.7 présente la classification résultante pour les microclasses du français de nos
données. Nous ignorons les classes de verbes défectifs, car celles-ci sont très clairement sé-
parées des données en raison des nombreuses alternances pour lesquelles elles sont sous-
spécifiées.
Dans cette figure, comme dans les suivantes, les distances entre chaque microclasse et l’en-
semble des autres classes sont présentées sous la forme d’une carte thermique fondée sur la
matrice des distances. Chaque case de coordonnées i, j de la matrice de distance, représenté
par un pixel coloré, indique la distance entre les lexèmes i et j. Puisque d(i, j) = d(j, i), la
carte thermique présente une symétrie diagonale. Les pixels les plus clairs indiquent des dis-
tances faibles entre lexèmes. La diagonale est blanche car d(i, i) = 0. Les pixels les plus foncés
indiquent des distances élevées entre lexèmes. Nous indiquons en marge gauche et haute les
classifications traditionnelles des lexèmes au moyen de labels colorés dont la signification est
spécifiée en légende. La hiérarchie inférée par l’algorithme UPGMA est indiqué en marge haute
et gauche de la matrice (les deux arbres dessinés sont l’image miroir l’un de l’autre). L’ordre
des lexèmes en ligne et en colonne est identique, et déterminé par l’arbre inféré. Puisque cet
ordre minimise les distances entre lexèmes contigus, on peut lire les similarités privilégiées
par l’algorithme UPGMA sous la forme de rectangles de couleur claire autour de la diagonale.
Enfin, pour des raisons de place, les légendes à droite et en bas n’indiquent pas la totalité des
lexèmes exemplaires de microclasses, mais toutes les microclasses sont bien représentés par
une cellule colorée.
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F 4.7 – Classification hiérarchique des verbes du français par l’algorithme UPGMA.
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Comparons la structure obtenue avec la classification traditionnelle des verbes du fran-
çais. Quoiqu’il soit usuellement considéré comme irrégulier, le verbe  est classé avec les
verbes du premier groupe. À cette exception près, tous les verbes du premier groupes sont
réunis dans un sous-arbre commun. De même, les verbes du deuxième groupe sont conservés
ensemble par la classification. Les verbes du troisième groupe, au comportement très hétéro-
gène, n’apparaissent pas plus proches entre eux que des autres classes dans la classification,
mais présentent des similarités plus locales. Dans le tableau, les carrés de couleur claire autour
de la diagonale permettent de distinguer des groupes de verbes au sein desquels la distance est
basse, par exemple ,  et . On distingue par ailleurs les verbes les moins régu-
liers par des lignes et colonnes très foncées dans la matrice. C’est le cas de  et , et
dans une moindre mesure de  et  (similaires entre eux, mais peu similaires aux
autres verbes).
D’une langue à l’autre, la structure de similarité entre les classes se traduit par des cartes
thermiques très différentes. La figure 4.8 présente la classification obtenue pour les verbes du
portugais. La classification traditionnelle, indiquée en marge gauche et haute par des labels
colorés, distingue, du plus foncé au plus clair, les verbes dont l’infinitif se termine en -ar (pre-
mière classe), -er (deuxième classe) et en -ir (troisième classe). Dans l’ensemble, la classification
obtenue automatiquement est concordante. Nous avions vu dans la section 4.2 que le réseau
des classes du portugais présentait trois clusters très distincts. La matrice de distance révèle ce
contraste très fort. On remarque que certains verbes des trois classes traditionnelles, en majorité
correspondant à la deuxième classe, se caractérisent par une similarité faible avec l’ensemble
des autres verbes. Ces verbes sont groupés ensemble par l’analyse UPGMA, et se rattachent
ensuite aux autres verbes de la seconde classe.
Contrastons ce résultat avec celui que l’on obtient sur le chatino de Zenzontepec, que nous
avions classé parmi les réseaux peu connectés (figure 4.9). En marge de la matrice, nous indi-
quons les macroclasses assignées par Campbell (2011), nommées classes A, B et C. Notons que
tandis que les systèmes verbaux du français et du portugais permettaient des distances entre
0 et 1000 ou 2000, les quatre cases de paradigme du chatino de Zenzontepec ne donnent lieu
qu’à 6 patrons d’alternance. Cette propriété explique l’aspect pixellisé de la matrice de simi-
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F 4.8 – Classification hiérarchique des verbes du portugais par l’algorithme UPGMA.
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larité du chatino de Zenzontepec. La hiérarchie ne semble pas refléter les classes de Campbell
(2011) : la classe C est divisée en deux, les classes A et B sont dispersées dans divers sous-
arbres. Par ailleurs, l’observation de la diagonale ne distingue que deux ensembles de lexèmes
très cohésifs, le sous-ensemble de la classe C situé en haut à gauche de la hiérarchie et un sous-
ensemble de verbes de la classe A situé vers le centre de la matrice. L’orthogonalité du système
tonal apparaît clairement dans la hiérarchie de la figure 4.10 : celle-ci est sans relation directe
avec celle des exposants segmentaux.
En russe non plus (figure 4.11), la classification obtenue par l’algorithme UPGMA ne corres-
pond pas étroitement aux classes attendues (nous comparons ici aux classes de Corbett (1982),
plus précises que celles de Brown (1998)). On observe cependant de nombreux carrés de clarté
variable organisés autour de la diagonale. La classe de  (classe II de Brown (1998)), située
en haut à gauche de la matrice est remarquablement homogène, de même que celle de ’
(au centre). Les autres classes sont divisées et plus dispersées. La figure 4.12 compare la classi-
fication des propriétés accentuelles des noms du russe avec la classification de Corbett (1982)
fondée sur les exposants affixaux. Il apparaît, comme pour le chatino du Zenzontepec, que les
deux classifications sont orthogonales. La classification accentuelle semble se diviser plus ou
moins en trois grands groupes.
Nous n’avons commenté ici que les systèmes pour lesquels nous disposons d’une classifi-
cation traditionnelle à laquelle comparer la hiérarchie obtenue. Nous présentons en annexe B
l’ensemble des autres classifications hiérarchiques (anglais, arabe, navajo, chatino du Yaitepec).
L’observation des labels colorés en marge des matrices de distances permet de comparer les
hiérarchies obtenues avec les classifications communément admises pour ces systèmes. Il est
cependant impossible d’interpréter le dendrogramme produit par UPGMA comme une parti-
tion en macroclasses. En français, on remarque par exemple des sous-arbres au sein desquels la
distance est basse. On pourrait vouloir distinguer une macroclasse englobant {, ,
, , }, ainsi qu’une macroclasse {, , , , 
, , }. Tous ces verbes sont également très proches, et classés sous un même
nœud que {, , , , }. De la même façon, en russe, tous les
lexèmes de la classe  sont groupés ensemble (dans le coin haut gauche de la matrice).
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F 4.9 – Classification hiérarchique des verbes du chatino de Zenzontepec par l’algorithme
UPGMA (segments).
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F 4.10 – Classification hiérarchique des verbes du chatino de Zenzontepec par l’algo-
rithme UPGMA (tons).
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F 4.11 – Classification hiérarchique des noms du russe par l’algorithme UPGMA (seg-
ments).
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F 4.12 – Classification hiérarchique des noms du russe par l’algorithme UPGMA (accents).
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Cependant, il n’est pas possible de décider s’ils doivent former une unique classe ou deux ou
trois classes correspondant aux sous-arbres distincts. L’algorithme UPGMA assigne une dis-
tance moyenne à chaque nœud du dendrogramme, mais ne permet pas de décider de nœuds
privilégiés que l’on pourrait considérer comme des macroclasses. En effet, la partition qui mi-
nimise ces distances est la partition en microclasses. Il nous faudrait un autre critère afin de
décider d’une partition en macroclasses.
4.4 Conclusion
Nous avons défini les microclasses comme des ensembles de paradigmes qui sont carac-
térisés par des vecteurs de patrons identiques. Nous avons vu que les microclasses sont bien
plus nombreuses que les classes flexionnelles décrites par les grammaires descriptives. En ef-
fet, la moindre variation de surface donne lieu à une microclasse séparée. Nous avons proposé
trois façons d’explorer les similarités entre microclasses. Suivant Sims et Parker (2016), elles
peuvent être représentées comme des graphes où les nœuds sont des microclasses et où les
arcs expriment des similarités entre classes. Trois types de systèmes s’en dégagent : des sys-
tèmes peu connectés (chatino de Zenzontepec), des systèmes où apparaissent clairement des
sous-graphes mieux connectés (arabe, portugais, russe, tons du chatino de Yaitepec), et des sys-
tèmes très connectés, mais qui ne laissent pas deviner de structuration nette (anglais, français,
navajo, segments du chatino de Yaitepec).
Nous avons proposé un algorithme permettant de construire des arbres de classes flexion-
nelles avec héritage par défaut, de façon à minimiser d’une part la taille de l’arbre, et d’autre
part le nombre de lexèmes appartenant à des classes qui réécrivent les défauts. Ces arbres per-
mettent de lire, de la racine aux feuilles, un gradient de régularité (au sens de la fréquence de
type des microclasses), tout en exposant des relations de similarité saillantes. Cependant, ils
ne manifestent pas très précisément les similarités entre classes. Enfin, la distance entre deux
microclasses peut être exprimée par la distance de Hamming sur leurs vecteurs de patrons.
Nous avons utilisé un algorithme de classification hiérarchique (UPGMA), qui, en combinaison
avec l’affichage de la matrice de distances, permet d’offrir une vue détaillée des structures de
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similarité des microclasses.
Nous avons vu qu’en français et en portugais, les hiérarchies obtenues correspondent d’as-
sez près aux classes décrites par les grammaires traditionnelles, ce qui n’est pas le cas en chatino
de Zenzontepec et en russe. Par ailleurs, il apparaît clairement que les accents et les segments
du russe répondent à une classification distincte. Les hiérarchies obtenues ne permettent ce-
pendant pas de distinguer une partition en macroclasses, ce qui limite les comparaisons avec
les descriptions usuelles de ces systèmes. Le chapitre qui suit poursuit l’analyse des systèmes
flexionnels en cherchant la meilleure façon de regrouper les microclasses en macroclasses.
Chapitre 5
Classification des lexèmes en macroclasses
Les grammaires descriptives présentent généralement les classes flexionnelles sous la forme
de macroclasses au sein desquelles les lexèmes sont apparentés par la similarité, plutôt que
l’identité, de leur comportement flexionnel. Nous avons vu que les  définies par
l’identité des patrons d’alternance sont liées entre elles par des réseaux de similarité, qui peuvent
être organisés en hiérarchies. Cependant celles-ci ne peuvent pas être utilisées pour déduire
directement des partitions de macroclasses. Ce chapitre présente une méthode pour inférer une
partition en macroclasses à partir d’une partition de microclasses définies par des vecteurs de
patrons d’alternance 1.
En cherchant automatiquement ces macroclasses, nous souhaitons d’une part évaluer à
quel point une telle partition constitue un bon modèle des classes flexionnelles, et d’autre part
comparer les classifications obtenues avec les classifications habituellement admises pour les
mêmes langues. Peut-on déterminer, sur la seule base des patrons d’alternance, un niveau in-
termédiaire entre les microclasses et l’ensemble du système, qui présente les propriétés des
macroclasses traditionnelles ? Ou ces macroclasses sont-elles un outil de description commode
mais simplificateur ? Peuvent elles se déduire de l’observation des propriétés formelles des pa-
radigmes ? Et si l’on peut déterminer une telle partition, quel est son pouvoir descriptif ?
La similarité entre les microclasses étant une propriété graduelle, il nous faut, pour éta-
blir une classification catégorique sur cette base nous reposer sur un autre critère. Nous nous
1. Ce chapitre se fonde sur un travail publié dans le Journal of Language modelling (Beniamine, Bonami et Sagot
2017). Nous élaborons d’une part en étendant l’analyse à d’autres langues en nous appuyant sur les patrons inférés
au chapitre 2, et d’autre part en proposant une évaluation quantitative des macroclasses obtenues.
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appuyons ici à cet effet sur la longueur de description, qui implémente le principe du rasoir
d’Occam. Intuitivement, le modèle qui optimise au mieux la longueur de description du sys-
tème flexionnel est par le même biais le modèle qui généralise le mieux sur ces données.
Dans la section 5.1, nous discutons de quelques travaux existants qui se penchent sur l’infé-
rence automatique de classes flexionnelles, et dont nous nous inspirons. Nous décrivons dans
la section 5.2 un modèle probabiliste permettant d’évaluer la longueur de description d’une
partition en macroclasses. La section suivante (5.3) présente l’algorithme de recherche ascen-
dant que nous employons pour trouver une partition en macroclasse optimale du point de vue
de la longueur de description. Dans la section 5.4, nous décrivons les partitions obtenues pour
les verbes du français, les verbes du portugais, les noms du russe (segments uniquement), et
les verbes du chatino de Zenzontepec. Enfin la section 5.5 présente une évaluation quantitative
des macroclasses inférées, comparées aux classes traditionnelles.
5.1 L'Inférence de classes flexionnelles
La tâche d’inférer automatiquement des classes flexionnelles a récemment connu un intérêt
croissant.
Une première tentative en ce sens par Goldsmith et O’Brien (2006) utilisait un réseau
de neurones pour prédire des exposants à partir de traits. L’espoir des auteurs était que la
couche cachée du réseau s’organise en classes flexionnelles. Cependant, les expériences me-
nées sur l’espagnol et l’allemand n’ont pas produit un tel résultat. Beaucoup plus récemment,
Malouf (2017) a développé un usage plus prometteur des réseaux de neurones pour modéliser
le comportement flexionnel. Les résultats obtenus ne s’interprètent pas non plus directement
en termes d’une partition en macroclasses.
Brown et Evans (2012) proposent d’inférer des macroclasses pour le système des noms du
russe. Ils évaluent la redondance à travers les paradigmes au moyen d’une distance de compres-
sion. Ils opèrent une classification automatique 2 sur cette base en utilisant l’outil CompLearn
2. La tâche computationnelle consistant à inférer des classifications non supervées, soit sous une forme ar-
borescente, soit sous la forme d’une partition, s’appelle « clustering » en anglais. En l’absence d’une traduction
satisfaisante, nous emprunterons par la suite ce terme à l’anglais.
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(Cilibrasi et Vitanyi 2005). Le résultat de CompLearn est un arbre binaire sans racine. Puisque
cet arbre est difficilement interprétable comme une partition en macroclasses, Brown et Evans
utilisent une série d’heuristiques pour sélectionner un ensemble de nœuds préférés dans l’arbre.
Leur but est de valider les hypothèses proposées par Brown (1998), Brown et Hippisley (2012),
entre autre le fait que « [l]es noms du russe se répartissent en quatre classes générales 3 ». Leur
expériences valident cette hypothèse. Leur approche mesure cependant la similarité entre les
formes entières, et non entre les comportements flexionnels à proprement parler. En effet, les
distances de compression étant fondées sur les formes, elles captent autant, sinon plus, de la
similarité entre les radicaux qu’entre exposants. Il est donc incertain que l’arbre résultant, ou
les partitions qui en sont déduites, encode strictement de la structure flexionnelle.
Bonami (2014) propose d’élaborer la stratégie de Brown et Evans (2012) en inférant les réali-
sations séparément de l’inférence des classes. Il produit des classifications flexionnelles fondées
d’une part sur une segmentation affixale des verbes français, d’autre part sur des patrons d’al-
ternance. Il construit des dendrogrammes suivant la méthodologie UPGMA (Sokal et Michener
1958) que nous décrivons au chapitre 4. Notre généralisation de l’algorithme d’inférence des
patrons nous a permis d’utiliser cette méthodologie pour un plus grand ensemble de langues.
Cependant les distances évaluent la qualité d’une classe, et non d’une partition. Ce faisant, elles
ne se prêtent pas directement au choix d’une partition en macroclasses dans l’arbre.
Une autre approche s’appuie sur l’idée que, en théorie, l’ensemble de macroclasses optimal
doit fournir la description la plus économique du système flexionnel entier. Cette idée a été ex-
plorée par Sagot et Walther (Sagot et Walther 2011 ; Walther et Sagot 2011 ; Walther 2013 ; Sa-
got et Walther 2013 ; Walther 2016), qui comparent automatiquement des descriptions conçues
manuellement. Leurs descriptions sont de type constructives et formées d’une grammaire et
d’un lexique morphologique, écrites dans le formalisme Alexinaparsli. Elles sont comparées
au moyen d’une mesure quantitative de leur économie descriptive, fondée sur la notion de
théorie de l’information de    (Rissanen 1978). Cette approche leur
permet de comparer des descriptions concurrentes du français, du maltais, du khaling et du la-
tin. Ils nomment « patrons flexionnels » les différentes macroclasses supposées par les analyses
3. [En anglais dans le texte] « Russian nouns fall broadly into four paradigm classes ».
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qu’ils évaluent. Par exemple, Sagot et Walther (2011) comparent la longueur de description de
quatre descriptions du système flexionnel verbal du français qui contrastent par leur nombre de
macroclasses (entre une et 139). Leur travail est une inspiration importante pour notre modèle
d’inférence des macroclasses. Cependant, nous voyons deux principales limitations à leur tra-
vail. D’une part, le formalisme spécifique sur lequel ils s’appuient pour décrire les différentes
théories impose de ne comparer que des grammaires constructives des données, et ne se prête
pas à la comparaison d’analyses abstractives. D’autre part, et de façon plus fondamentale, ils ne
comparent chaque fois qu’une poignée de grammaires conçues manuellement, et ne peuvent
donc explorer qu’une petite fraction de l’ensemble des descriptions possibles.
Notre approche s’inspire également de celle de Lee et Goldsmith (2013). Ces auteurs partent
d’une représentation des paradigmes et définissent un algorithme de clustering glouton qui
utilise le principe de longueur de description minimale (Rissanen 1978) afin de décider quels
paradigmes grouper ensemble. L’usage de la longueur de description minimale comme critère
pour la tâche de clustering constitue une amélioration par rapport aux travaux de Sagot et Wal-
ther (2011), Walther et Sagot (2011) et Walther (2013), qui dépend de l’écriture manuelle des
descriptions. Cependant, l’approche de Lee et Goldsmith (2013) est marquée par un choix de
représentations des paradigmes que nous pensons malencontreux. Ils représentent les formes
de paradigme comme des « sacs de lettres », c’est à dire des ensembles de caractère orthogra-
phiques. Par exemple, les mots delay et delayed sont chacun représentés par le même ensemble :
{a, d, e, l, y}, ignorant l’existence d’une alternance entre ces formes. Ces représentations ne
rendent donc pas toujours compte des variations de surface et ne constituent pas des modèles
plausibles des connaissances des locuteurs. Ils présentent également le même problème que la
stratégie de Brown et Evans (2012) concernant la distinction entre matériel flexionnel et maté-
riel lexical. Par exemple, l’ensemble de caractères pour le mot daring ({a, d, g, i, n, r}) est plus
proche de celui de denigrate ({a, d, e, g, i, n, r, t}) que de la forme du même lexème dare ({a, d, e,
r}).
L’approche que nous présentons ci-dessous combine les idées de Bonami concernant l’uti-
lisation de patrons d’alternance pour caractériser le comportement flexionnel des lexèmes, et
de Sagot, Walther, Lee et Goldsmith concernant l’usage du critère de longueur de description
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minimale pour la décision des clusters.
5.2 Évaluer les macroclasses avec la longueur de description
Notre but est d’inférer une partition en macroclasses directement à partir des microclasses.
Nous proposons la définition suivante des macroclasses (54) :
(54) Un système de  est un système optimal d’ensembles de microclasses mu-
tuellement exclusifs.
Cette définition requiert, pour être opérationnalisée, un critère d’évaluation des partitions
de microclasses en macroclasses. Nous souhaitons trouver le système de macroclasses qui rend
compte au mieux des régularités dans les données. Le processus de classification en macro-
classes procède de bas en haut : nous commençons par postuler un système de microclasses,
et envisageons à chaque étape de fusionner deux classes existantes. Dans le système initial,
chaque microclasse doit être décrite séparément comme ayant un ensemble de patrons. Chaque
fusion permet une économie pour tous les patrons que les classes ont en communs, car nous
n’avons plus besoin de les spécifier qu’une fois au lieu de deux. Cependant, chaque fois que
deux classes à fusionner présentent des patrons distincts, il nous faudra désambiguïser quelles
microclasses choisissent quel patron. Suivant le rasoir d’Occam, fusionner des classes peut
donc être vu comme bénéfique à la concision tant que le gain obtenu par les patrons communs
dépasse la perte due à la désambiguïsationn.
Nous proposons donc qu’une partition d’un ensemble de lexèmes en macroclasses est pré-
férable à une autre si elle mène à une description plus concise du système entier. La raison pour
laquelle nous choisissons une description concise n’est pas que la concision est une qualité en
elle-même, mais plutôt qu’elle reflète la capacité de la description à capter les régularités dans
les données.
Dans les deux sections qui suivent, nous présentons le modèle probabiliste qui nous permet
de déterminer la longueur de description, puis l’algorithme de recherche glouton qui utilise ce
critère pour trouver le meilleur ensemble de macroclasses pour un ensemble de microclasses
donné.
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5.2.1 Le principe de longueur de description minimale
La longueur de description minimale (LDM) est un principe permettant de sélectionner
un modèle d’un ensemble de données étant donné un espace de modèles déterminé (Rissa-
nen 1984 ; Grünwald 2007). Lorsqu’un ensemble de donnée présente de la structure, celle-ci
peut être utilisée pour fournir une description plus concise des données. Différents modèles
peuvent capter cette structure avec plus ou moins de succès. La qualité du modèle peut donc
être déterminée en regardant la longueur de description des données à l’aise du modèle. Celle-
ci comprend d’une part la longueur requise pour décrire le modèle lui-même, et d’autre part
la longueur de la description des données par le modèle. Le principe de LDM affirme que le
meilleur modèle est celui qui mène à la plus petite description. Il permet de comparer des mo-
dèles strictement commensurables et écrits dans le même formalisme (et non n’importe quels
modèles arbitraires).
Contrairement à Walther et Sagot (2011), notre perspective n’est pas constructive : nous
ne cherchons pas la plus courte grammaire qui génère les données. Nous comparons des des-
criptions hautement redondantes (chaque case de paradigme figure dans autant de paires qu’il
y a d’autres cases de paradigme). Ces descriptions nous sont utiles car elles exhibent tous les
comportements flexionnels sur la base desquelles deux lexèmes peuvent être jugés comme ap-
partenant ou non à la même macroclasse. Les descriptions que nous mesurons sont distinctes
des modèles que nous jugeons, qui sont simplement des partitions de macroclasses, c’est à dire
des ensembles d’ensembles de lexèmes. Cette utilisation de la longueur de description, quoique
peut-être moins intuitive, est en fait typique de son usage en inférence statistique, où les des-
criptions sont construites pour la comparaison des modèles mais n’y sont pas identiques, ni
n’ont de valeur inhérente en tant que telles.
5.2.2 Spécification des descriptions
Il nous faut donc définir une description des systèmes de macroclasses en termes de patrons
d’alternance, ainsi qu’une façon de déterminer la longueur de ces descriptions. Les données
sont constituées d’un ensemble de lexèmes chacun situé dans un espace de traits formé d’un
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vecteur de patrons (indexé par paire de cases). La description d’un système de macroclasses
flexionnelles doit contenir les quatre composants suivants :
1. Une spécification M qui assigne les lexèmes à des microclasses.
2. Une spécification C qui assigne les microclasses clusters, qui sont candidats à constituer
des macroclasses.
3. Une spécification P qui assigne, pour chaque paire de cases, les patrons instanciés dans
chaque macroclasse. Pour chaque macroclasse comptant plus d’une microclasse, il exis-
tera au moins une paire de cases pour laquelle la macroclasse présente plusieurs patrons.
4. Une spécification de l’information résiduelle R qui ne peut être déduite de l’assignation
des microclasses aux macroclasses. Cela revient à spécifier, chaque fois que plusieurs
patrons concurrents sont disponibles dans une même macroclasse, quelle microclasse
instancie quel patron.
Les deux sous-sections suivantes présentent tout d’abord un exemple détaillé de ces des-
criptions et de leur longueur, puis une définition formelle du modèle.
5.2.2.1 Idée générale
Afin de mieux comprendre comment ces descriptions peuvent être utilisées pour compa-
rer des systèmes de macroclasse concurrents, nous proposons de considérer un système jouet
comprenant les trois verbes français ,  et  au présent de l’indicatif pluriel. Le
tableau 5.1 indique tout à la fois les formes et les patrons qui en sont déduits. Nous omettons
les contextes des patrons pour faciliter la lecture.
Chacun de ces trois verbes appartiennent à des microclasses différentes, puisqu’ils ne par-
tagent pas tous les mêmes patrons. Considérons maintenant trois façons de les grouper en
macroclasses. Le tableau 5.2 présente une spécification informelle mais détaillée des quatre
composants de la description pour trois classifications de ces trois verbes. Dans chaque cas,
deux des trois verbes sont groupés en une macroclasse, et le troisième verbe forme seul une
macroclasse.
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Formes Patrons (alternances seules)
1 2 3 1⇌2 1⇌3 2⇌3
 /amənɔ̃/ /aməne/ /amɛn/ ɔ̃ ⇌ e (p1) ə_ɔ̃ ⇌ ɛ_ (p3) ə_e ⇌ ɛ_ (p6)
 /byvɔ̃/ /byve/ /bwav/ ɔ̃ ⇌ e (p1) y_ɔ̃ ⇌ wa_ (p4) y_e ⇌ wa_ (p7)
 /dizɔ̃/ /dit/ /diz/ zɔ̃ ⇌ t (p2) ɔ̃ ⇌ ϵ (p5) t ⇌ z (p8)
T 5.1 – Sous paradigmes et patrons pour trois verbes français au pluriel du présent de
l’indicatif.
Le tableau met en évidence le fait que la description M , qui assigne les lexèmes aux micro-
classes, ne varie jamais d’une partition en macroclasse à l’autre. Par ailleurs, dans ce cas précis,
l’assignation des microclasses aux macroclasses (C) ne varie pas non plus en longueur d’une
partition à l’autre. Cependant, les trois partitions envisagées dièrent en termes d’assignation
des patrons aux macroclasses et en termes d’information résiduelle. La seconde classification
groupe ensemble deux microclasses qui partagent un patron, l’assignation des patrons aux ma-
croclasses y est donc plus brève (le patron p1 y est mentionné une fois plutôt que deux). De
même, l’information résiduelle est plus courte, car le cluster fournit une information non am-
biguë concernant l’alternance 1 ∼ 2, contrairement aux deux autres clusters qui doivent
désambiguïser entre p1 et p2. Ainsi, la seconde classification semble à vue d’œil présenter une
description plus courte, préférable aux deux autres.
Il existe deux autres partitions de macroclasses possibles pour ces données : l’une ne com-
porte qu’une macroclasse unique, et l’autre coïncide avec la classification en microclasses. Ces
deux classifications sont illustrées par le tableau 5.3. Dans le premier cas, toute la désambiguï-
sation est faite dans le résidu, tandis que P est très court. Dans le second cas, toute la désa-
mbiguïsation se fait dans l’assignation des patrons, et aucune dans le résidu. La quantité de
caractères écrits dans le tableau donne l’impression que la seconde description est plus courte.
Cependant, la première description capte en fait une généralisation que la première ignore. En
termes de théorie de l’information, elle est en fait plus courte.
Afin de mesurer précisément la longueur de ces descriptions, il nous faut un schème ex-
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Partition {{}, {, }} {{, }, {}} {{, }, {}}
M  7→ m1  7→ m1  7→ m1
 7→ m2  7→ m2  7→ m2
 7→ m3  7→ m3  7→ m3
C m1 7→ c1 m1 7→ c1 m1 7→ c1
m2 7→ c2 m2 7→ c1 m2 7→ c2
m3 7→ c2 m3 7→ c2 m2 7→ c1
P c1 : 1 ∼ 2 : {p1}
1 ∼ 3 : {p3}
2 ∼ 3 : {p6}
c2 : 1 ∼ 2 : {p1, p2}
1 ∼ 3 : {p4, p5}
2 ∼ 3 : {p7, p8}
c1 : 1 ∼ 2 : {p1}
1 ∼ 3 : {p3, p4}
2 ∼ 3 : {p6, p7}
c2 : 1 ∼ 2 : {p2}
1 ∼ 3 : {p5}
2 ∼ 3 : {p8}
c1 : 1 ∼ 2 : {p1, p2}
1 ∼ 3 : {p3, p5}
2 ∼ 3 : {p6, p8}
c2 : 1 ∼ 2 : {p1}
1 ∼ 3 : {p4}
2 ∼ 3 : {p7}
R m2 : p1
m3 : p2
m2 : p4
m3 : p5
m2 : p7
m3 : p8
m1 : p3
m2 : p4
m1 : p6
m2 : p7
m1 : p1
m3 : p2
m1 : p3
m3 : p5
m1 : p6
m3 : p8
T 5.2 – Description détaillée de trois classifications des paradigmes du tableau 5.1.
220 Chapitre 5. Classification des lexèmes en macroclasses
Partition {{, , }} {{}, {}, {}}
M  7→ m1  7→ m1
 7→ m2  7→ m2
 7→ m3  7→ m3
C m1 7→ c1 m1 7→ c1
m2 7→ c1 m2 7→ c2
m3 7→ c1 m3 7→ c3
P c1 : 1 ∼ 2 : {p1, p2}
1 ∼ 3 : {p3, p4, p5}
2 ∼ 3 : {p6, p7, p8}
c1 : 1 ∼ 2 : {p1}
1 ∼ 3 : {p3}
2 ∼ 3 : {p6}
c2 : 1 ∼ 2 : {p1}
1 ∼ 3 : {p4}
2 ∼ 3 : {p7}
c3 : 1 ∼ 2 : {p2}
1 ∼ 3 : {p5}
2 ∼ 3 : {p8}
R m1 : p1
m2 : p1
m3 : p2
m1 : p3
m2 : p4
m3 : p5
m1 : p6
m2 : p7
m3 : p8
T 5.3 – Description détaillée de deux classifications opposées pour les paradigmes du
tableau 5.1.
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plicite pour la description de M , C , P et R comme des séquences de symboles. Tout message
qui prend la forme d’une séquence de symboles présente une distribution de la probabilité de
ces symboles via leur fréquence relative dans le message. La théorie de l’information (Shannon
1948) fournit une façon de déterminer la taille en bits du plus court encodage de ce message.
Intuitivement, cet encodage dépend de la longueur du message (toutes choses égales par
ailleurs, les messages plus longs sont plus longs à encoder), et de la fréquence des symboles
dans le message (les symboles répétés sont moins surprenants et coûtent donc moins cher). Plus
précisément, la longueur de la plus courte description possible d’un message m est le produit
entre la longueur de ce message et l’entropie de la distribution des symboles S du message.
DL(m) = |m| ·H(m)
= −|m| ·
∑
x ∈S
P (x) · log
2
P (x)
= −
∑
x ∈S
count(x) · log
2
count(x)
|m|
La section qui suit présente en détails le schème utilisé pour encoder chaque composante
du modèle.
5.2.2.2 Description formelle
Nous détaillons ici la classe de modèles proposés pour modéliser les macroclasses, ainsi que
le calcul de leur longueur de description. Comme mentionné précédemment, nous ne cherchons
pas à trouver la description qui soit la plus courte possible, mais plutôt à trouver le partition-
nement des microclasses en macroclasses qui produise la plus grande réduction de la longueur
de description. En conséquence, il nous suffit de mesurer les composants de la description qui
sont susceptibles de changer d’un système de macroclasses à un autre.
La description des microclasses est constante à travers toutes les partitions des microclasses
en macroclasses pour un système donné. Il n’est donc pas nécessaire de l’inclure, mais nous
l’avons fait pour permettre des comparaisons entre des analyses fondées sur des patrons de
nature différentes (Beniamine, Bonami et Sagot 2017). Par ailleurs, la longueur de description
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définie ci-dessous ne prend pas en compte le nombre de bits nécessaires pour déclarer chaque
patron, chaque lexème, le nom des cases et de leurs paires, la description de la procédure pour
décoder les données. En effet, aucune de ces informations ne varie d’une partition en macro-
classe à l’autre, donc aucune n’est utile pour sélectionner une partition.
À la suite de Sagot et Walther (2011), nous décomposons la longueur de description en
plusieurs termes, chacun encodant une partie de la description. Nous définissons la longueur
d’une description D d’un système flexionnel comme la somme des longueurs de descriptions
des trois composants définis ci-dessous : microclasses, clusters, patrons et résidu.
DL(D) = DLM (D) + DLC(D) + DLP (D) + DLR(D).
Nous fondons nos exemples sur le système présenté dans les tableaux 5.1, 5.2 et 5.3. Les
diagrammes et descriptions explicites, sauf indication contraire, correspondent au partitionne-
ment {{, }, {}}.
Des lexèmes aux microclasses Nous définissons DLM (D) comme le nombre de bits mini-
mum nécessaire pour décrire la correspondance entre l’ensemble de lexèmes et l’ensemble des
macroclasses dans la description D. Si nous supposons que l’ensemble des lexèmes L est or-
donné d’une façon pré-définie, la correspondance peut être exprimée simplement par la liste
d’identifiants de microclasses parallèles à une liste ordonnée des lexèmes de L.
Nommons M l’ensemble des identifiants de macroclasses. Si nous définissions occ(m)
comme le nombre d’occurrences d’un identifiant de microclasse m ∈ M, alors la longueur
de description DLM (D) peut être définie comme suit :
DLM (D) = −|L| ·
∑
m∈M
occ(m)
|L|
· log
2
occ(m)
|L|
= −
∑
m∈M
occ(m) · log
2
occ(m)
|L|
.
Si l’on applique cette définition à notre exemple, qui contient trois microclasses apparais-
sant chacune une fois, nous obtenons :
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DLM
(
D{{, }, {}}
)
= −3 log
2
1
3
≈ 4.75
Des microclasses aux macroclasses Nous pouvons considérer de la même façon que l’en-
semble des microclasses M est associé à un ordre pré-défini. Nous pouvons également expri-
mer la correspondance entre microclasses et macroclasses en listant des identifiants de macro-
classes de telle façon à ce que le ie identifiant de cluster indique le cluster auquel appartient la
ie microclasse. Parallèlement, pour un ensemble de clusters C, nous pouvons écrire :
DLC (D) = −
∑
c∈C
occ(c) · log
2
occ(c)
|M|
.
Le nombre d’occurrences occ(c) d’un cluster c ∈ C dans cette partie de la description
correspond à sa taille, c’est à dire au nombre de microclasses qu’il contient.
Appliquer cette définition à notre exemple, dans lequel un cluster couvre deux microclasses
et le second une seule microclasse, mène à la longueur de description suivante :
DLC
(
D{{, }, {}}
)
= −2 log
2
2
3
− log
2
1
3
≈ 2.75
Comme mentionné précédemment, cette mesure est identique pour les deux autres parti-
tions du tableau 5.2, car elles présentent la même distribution de clusters :
DLC
(
D{{}, {, }}
)
= DLC
(
D{{, }, {}}
)
= DLC
(
D{{, }, {}}
)
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La longueur de description DLC est plus petite dans les descriptions qui présentent des
clusters grands et peu nombreux, car moins d’informations est nécessaire pour sélectionner le
bon cluster pour chaque microclasse. Le cas extrême est la présence d’un unique cluster. En ce
cas, la probabilité de ce cluster est 1 et la valeur correspondante pour DLC est 0. Inversement,
DLC est plus haute lorsqu’il y a de nombreux petits clusters. Ci-dessous, nous fournissons le
calcul de DLC pour les partitions du tableau 5.3 :
DLC
(
D{{, , }}
)
= −3 log
2
3
3
= 0
DLC
(
D{{}, {}, {}}
)
= −3 log
2
1
3
≈ 4.75
Assignation des patrons aux macroclasses Pour chaque paire de cases dans le paradigme,
la description associe les clusters (macroclasses potentielles) aux patrons d’alternance utilisés
par les lexèmes de ce cluster. Cette relation n’est pas une fonction : plusieurs patrons peuvent
être utilisés par différents lexèmes appartenant au même cluster, et plusieurs clusters peuvent
présenter un patron identique.
SoitK l’ensemble des cases de paradigme.K2 est alors l’ensemble desn paires de cases, dont
nous pouvons considérer qu’elles sont associées avec un ordre pré-défini k1 ≺ k2 ≺ . . . ≺ kn.
Nous référerons à l’ensemble des identifiants de patrons d’alternances par P . La relation entre
patrons et clusters peut donc être encodée sous la forme d’une séquence de paires de la forme
(c, p), où c ∈ C est un identifiant de cluster et p ∈ P est un identifiant de patron d’alternance.
Plus précisément, puisque C est aussi associé avec un ordre total, la relation entre patrons et
clusters peut être fournie comme suit : tout d’abord, chaque paire (c, p) pour la première paire
de cases k1 peut être fournie, ordonnée selon le cluster ; puis, chaque paire pour k2 peut être
fournie à la suite. Le passage des paires de k1 à k2 est visible par le passage du dernier cluster
de C au premier. On peut ainsi fournir à la suite les paires d’identifiants correspondant à toutes
les paires de cases.
Décomposons DLP (D) en deux éléments : la contribution DLPc (D) des identifiants de
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clusters, et la contribution DLPp (D) des identifiants de patrons. Appelons occk(c) (resp. occk(p))
le nombre d’occurrences d’un cluster donné c (resp. d’un patron donné p) dans les paires de la
forme (c, p) associées avec une paire de cases k ∈ K. Soit N le nombre total de paires de la
forme (c, p), i.e. N =
∑
c′∈C occk(c
′) =
∑
p′∈P .occk(p
′). La probabilité de l’occurrence d’un
cluster donné c ∈ C est donc :
P (c) =
∑
k∈K2
occk(c)∑
c′∈C occk(c
′)
=
1
N
∑
k∈K2
occk(c).
En conséquence :
DLPc (D) = −N
∑
c∈C
P (c) · log
2
P (c)
= −
∑
c∈C
∑
k∈K2
occk(c) · log2
occk(c)
N
De même, la probabilité de l’occurrence d’un identifiant de patron p ∈ P est :
P (p) =
∑
k∈K2
occk(p)∑
p′∈P occk(p
′)
=
1
N
∑
k∈K2
occk(p).
En conséquence :
DLPp (D) = −N
∑
p∈P
P (p) · log
2
P (p)
= −
∑
p∈P
∑
k∈K2
occk(p) · log2
occk(p)
N
La longueur de description DLP (D) = DLPc(D) + DLPp(D) de la section « patrons »
de la description peut donc être calculée comme suit :
DLP (D) = −
∑
k∈K2
∑
c∈C
occk(c) · log2
occk(c)
N
+
∑
p∈P
occk(p) · log2
occk(p)
N

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Si l’on applique cette définition à notre exemple, nous obtenons :
DLP
(
D{{, }, {}}
)
= − 2 log
2
1
2
− 2 log
2
1
2
− 3 log
2
1
3
− log
2
1
3
− 2 log
2
2
3
− 3 log
2
1
3
− log
2
1
3
− 2 log
2
2
3
≈ 14.26
De la même façon, nous avons :
DLP
(
D{{}, {, }}
)
= DLP
(
D{{, }, {}}
)
= − 10 log
2
1
3
− 8 log
2
2
3
≈ 20.52
DLP
(
D{{, , }}
)
= − 2 log
2
1
2
− 6 log
2
1
3
≈ 11.5
DLP
(
D{{}, {}, {}}
)
= − 16 log
2
1
3
− 2 log
2
2
3
≈ 26.52
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Comme attendu, la façon la plus efficace d’assigner les patrons à des clusters est de n’avoir
qu’un seul cluster, et la pire façon est d’avoir autant de clusters que de microclasses.
Ambiguïté résiduelle Puisqu’un cluster peut être associé avec plusieurs patrons pour une
même paire de cases, la réunion de microclasses en clusters peut produire de l’ambiguïté. Une
description complète doit rendre compte de l’information nécessaire pour les désambiguïser.
L’information nécessaire est distribuée à la fois par paire de cases et par cluster.
Soit un identifiant de cluster c ∈ C et une paire de cases k ∈ K2, l’information résiduelle
correspondante est fournie sous la forme d’un ensemble de paires de la forme (m, p), où m ∈
M. Une telle paire signifie que la microclasse m suit le patron p pour la paire de cases k. Bien
sûr, seules les microclasses qui appartiennent au cluster identifié par c peuvent, et doivent, être
incluses. Puisque cette liste est une information déjà donnée, et puisque les microclasses sont
ordonnées, l’information résiduelle pour un cluster c et une paire k ∈ K2 donnée peut être
formulée comme une liste de patrons, un pour chaque microclasse de c, dans l’ordre approprié.
Dans cette liste, chaque patron p adviendra avec une probabilité occck(p)/occ(c), où occ
c
k(p)
est le nombre de microclasses dans c qui utilisent le patron p pour la paire de cases k. Nous
appelons Pk(c) l’ensemble des patrons qui sont utilisés par au moins une microclasse dans un
cluster c pour la paire k. Nous appelons DLR(D) la longueur de description de l’ambiguïté
résiduelle d’une description D.
DLR(D) =
∑
c∈C
∑
k∈K2
∑
p∈Pk(c)
occck(p) · log2
occck(p)
occ(c)
.
Dans notre exemple, pour {{, }, {}} (5.2), dans le cluster c1, pour chaque
paire de cases présentant des ambiguïtés (1 ∼ 3 et 2 ∼ 3), chacun des deux patrons
correspond à une microclasse, résultant en quatre patrons à désambiguïser, de fréquence iden-
tique (p3, p4, p6, p7). On a donc :
DLR(D{{, }, {}}) = − 4 log2
1
2
= 4
Nous avons également :
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DLR(D{{}, {, }}) = DLR(D{{, }, {}})
= − 6 log
2
1
2
= 6
DLR(D{{, , }}) = − 2 log2
2
3
− 7 log
2
1
3
≈ 12.26
DLR(D{{}, {}, {}}) = 0
De façon attendue à nouveau, tandis que le regroupement de microclasses tend à faire
diminuer DLP , il tend à augmenter l’ambiguïté, et donc DLR, tandis que de plus petits clus-
ters mènent à moins d’ambiguïté, et donc une plus petite DLR. En minimisant la longueur de
description totale, nous cherchons un équilibre entre ces mesures. Ainsi, on veut grouper les
microclasses autant que possible lorsque le gain lié au regroupement de patrons identiques est
préférable à la perte liée à l’ambiguïté produite.
Partition D DLM (D) DLC(D) DLP(D) DLR(D) Total DL(D)
{{}, {, }} 4.75 2.75 20.52 6 34.01
{{, }, {}} 4.75 2.75 14.26 4 25.75
{{, }, {}} 4.75 2.75 20.52 6 34.01
{{, , }} 4.75 0 11.50 12.26 28.5
{{}, {}, {}} 4.75 4.75 26.52 0 36.01
T 5.4 – Longueurs de description pour toutes les classifications en macroclasses du
tableau 5.1.
Nous regroupons maintenant toutes les longueurs de description partielles pour les sys-
tèmes concurrents du tableau 5.1 dans le tableau 5.4 afin de les comparer. Il apparaît que la
partition {{, }, {}} minimise la longueur de description du système.
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5.3 Algorithme de recherche
Notre critère pour l’évaluation de la qualité d’une partition en macroclasses d’un système
flexionnel est donc DL(D). Afin de trouver la partition optimale selon ce critère, il nous faut
explorer l’espace des macroclasses possibles. Évaluer l’ensemble des partitions possibles n’est
pas une stratégie réaliste en pratique. Pour un système de 15 microclasses, il existe plus d’un
million de partitions différentes à considérer. Pour un système tel que celui du français, où nous
trouvons 97 microclasses, le nombre de partitions à considérer approche le nombre d’atomes
dans l’univers (1080) 4. La taille de l’espace de recherche rend donc impossible une exploration
complète de l’ensemble des possibilités. Ici, nous employons une recherche gloutonne ascen-
dante, qui cherche des macroclasses à partir des microclasses en fusionnant incrémentalement
deux clusters. L’algorithme est le suivant :
Algorithm 1 Recherche gloutonne des macroclasses.
1. Commencer avec une partition de clusters D contenant chacun exactement une micro-
classe.
2. Pour chaque paire de clusters c1, c2 ∈ D2
— soit D′ = (D \ {c1, c2})∪{c1 ∪ c2} la partition de clusters où c1 et c2 sont fusionnés
— évaluer la longueur de description DL(D′)
3. Fusionner les deux clusters c1, c2 ∈ D2 qui produisent la DL(D′) la plus basse.
4. Répéter les étapes 2-3 jusqu’à ce qu’aucune fusion binaire ne permette de diminuer la
longueur de description.
Nous exemplifions la recherche avec un système imaginaire de cinq macroclasses nommées
de A à E. La figure 5.1 illustre la façon dont l’algorithme procède. Les nombres utilisés comme
longueur de description ici sont arbitraires et ne servent qu’à illustrer l’algorithme.
4. Le nombre de partitions possibles pour un ensemble de cardinalité n est le nime nombre de Bell, noté Bn,
où B0 = 1 et
Bn+1 =
n∑
k=0
(
n
k
)
Bn.
Le nombre de Bell a une croissante extrêmement rapide, bien plus rapide, par exemple, que la fonction exponentielle.
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(1) A B C D E 6.0
(2) AB C D E 4.7
AC B D E 5.8
AD B C E 4.9
AE B C D 5.2
A BC D E 4.9
A BD C E 4.2
A BE C D 5.6
A B CD E 4.7
A B CE D 5.5
A B C DE 4.0
(3) AB C DE 3.5
AC B DE 3.5
ADE B C 4.5
A BC DE 3.7
A BDE C 3.8
A B CDE 4.0
(4) ABC DE 3.0
ACDE B 3.5
AC BDE 3.2
(5) ABCDE 3.8 stop
F 5.1 – Exemple d’une exécution de l’algorithme de recherche.
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L’étape (1) correspond à l’état initial, où chaque microclasse forme son propre cluster. Nous
supposons arbitrairement que la longueur de description associée est de 6 bits. Dans l’étape (2),
nous sélectionnons la paire de microclasse qui produit la plus petite longueur de description,
en examinant les dix modèles qui peuvent être obtenus par fusion d’une paire de clusters. La
partition correspondante est indiquée en gris dans le tableau. En l’occurrence, la paire dont la
fusion produit la plus petite longueur de description est DE (DL = 4). L’étape (3) consiste à
déterminer la prochaine fusion optimale. Il existe cette fois deux fusions optimales possibles,
soit AB, soit BC, les deux menant à un système dont la longueur de description est de 3.5.
Dans ce type de situations, nous choisissons aléatoirement l’une des deux solutions, ici AC.
L’étape (4) réitère encore ce processus, et trouve une seule fusion optimale, avec une longueur
de description de 3. Enfin, l’étape (5) envisage la fusion en un unique cluster, mais la longueur
de description obtenue serait de 3.8, ce qui est supérieur à celle du système obtenu à l’étape
(4). En conséquence, il n’est plus bénéfique de fusionner des clusters, et nous concluons que la
partition {A ∪B ∪ C,D ∪ E} est optimale.
Remarquons qu’il n’existe aucune garantie a priori qu’il existera plusieurs macroclasses. Il
est possible que la longueur de description continue de diminuer, et que nous obtenions un
cluster unique. En conséquence, cet algorithme nous permet d’évaluer empiriquement si un
système présente des macroclasses non triviales. Par ailleurs, cet algorithme n’est pas détermi-
niste : à l’étape (3) ci-dessus, nous avons fait un choix aléatoire, ce qui implique qu’un choix
différent aurait pû mener à un résultat différent. Nous avons testé empiriquement (Beniamine,
Bonami et Sagot 2017) si la variation introduite de cette façon conduit à des variations dans les
ensembles de macroclasses. Nous avons établi qu’en français comme en portugais, les varia-
tions se réduisent aux fusions initiales et n’ont pas d’impact sur l’ensemble de macroclasses que
l’algorithme détermine comme optimal. Par ailleurs, comme pour la plupart des algorithmes
gloutons, nous ne pouvons qu’espérer que l’optimum local trouvé par l’algorithme correspond
effectivement à un optimum global, et que les macroclasses trouvées sont les meilleures pos-
sibles. Nous ne connaissons malheureusement pas de moyen de garantir la découverte de l’op-
timum global sans examiner l’ensemble des partitions possibles, et nous pensons que l’algo-
rithme présenté ici procède à une exploration raisonnable de cet ensemble.
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5.4 Résultats empiriques
Cette section présente le résultat de l’application de l’algorithme décrit dans la section 5.2
aux systèmes pour lesquels il est usuel de reconnaître des macroclasses : les verbes du français,
les verbes du portugais, les noms du russe (segments uniquement), et les verbes du chatino
de Zenzontepec. L’algorithme employé n’impose pas de trouver des macroclasses non triviales
(c’est à dire distinctes des microclasses ou d’un unique cluster), il permet donc de tester si la des-
cription en macroclasses est intéressante du point de vue de la longueur de description. Notons
que l’algorithme des macroclasses fonctionne exclusivement sur des paradigmes complets : en
conséquence, tous les lexèmes défectifs ou surabondants sont ignorés.
La figure 5.4 décrit l’historique des fusions binaires qui ont permis d’inférer les macroclasses
des verbes du portugais. les arcs noirs représentent les fusions qui font décroître la longueur de
description. Les arcs gris représentent les fusions qui ne l’ont pas fait décroître. En conséquence,
les macroclasses sont les nœuds qui dominent les arcs noirs, et au-dessus desquels les arcs sont
gris. Ces nœuds sont étiquetés avec le nombre de lexèmes compris dans la macroclasse. Il est
important de se souvenir que cet arbre ne peut pas se lire comme les dendrogrammes inférés au
chapitre 4 au moyen de l’algorithme UPGMA. D’une part, les nœuds intermédiaires ne repré-
sentent pas des sous-classes mais des étapes intermédiaires dans la recherche d’une partition
optimale. D’autre part, l’algorithme utilisé n’est pas déterministe, puisqu’il choisit au hasard
lorsque deux fusions équivalentes sont possibles. En conséquence, plusieurs exécutions pour-
raient, en théorie, mener à des résultats différents. Dans Beniamine, Bonami et Sagot (2017),
nous avons testé la stabilité des résultats sur 100 itérations pour les verbes du français et du
portugais. Dans les deux cas, l’ordre des fusions variait, mais les variations se limitaient aux
premières fusions (le bas de l’arbre de l’historique), et les macroclasses étaient stables.
Nous avons vu dans le chapitre 4 que les verbes du portugais semblent naturellement parti-
tionnés en trois grandes classes, avec quelques verbes marginaux. Nous présentons les macro-
classes inférées pour ces verbes dans le tableau 5.5. Pour chaque macroclasse, nous donnons
le nombre de lexèmes concernés, et listons l’ensemble des microclasses qu’elle contient par
fréquence de type décroissante. Nous indiquons également la macroclasse traditionnelle pour
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F 5.2 – Historique des fusions lors de la recherche des macroclasses en portugais.
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chaque microclasse. Après chaque lexème exemplaire de microclasse, nous indiquons la taille
de la microclasse entre parenthèses. Nous nommons chaque macroclasse par un numéro ainsi
que le lexème exemplaire de la plus fréquente de ses microclasses. L’ordre dans lequel les ma-
croclasses sont numérotées est arbitraire.
Dans le tableau 5.5, les trois premières macroclasses (, , ) correspondent
chacune à une classe traditionnelle. Les deux dernières,  et , plus petites, ne sont sont
pas homogènes du point de vue des voyelles thématiques. La quatrième macroclasse ()
groupe ensemble des verbes au comportement très varié, qui ont principalement en commun
de ne pas présenter beaucoup de similarités avec le reste des lexèmes. La macroclasse cinq ()
réunit des verbes qui présentent une alternance radicale en /-ɲ/ à l’indicatif passé imperfectif,
au subjonctif, et au présent indicatif 1. Cette propriété mène à un ensemble d’alternances
spécifiques qui les distingue des autres macroclasses, et a un plus grand effet sur la classification
que les voyelles thématiques, qui peuvent être dans cette classe /-o/, /-e/ ou /-i/. L’accord entre la
classification obtenue automatiquement et la classification usuelle est remarquable (elles sont
identiques pour 98% des verbes).
5.4. Résultats empiriques 235
Macroclasses Taille Trad. Taille Lexèmes
1 :  229 3e conj. 229  (90),  (28),  (22), 
 (15),  (11),  (11), 
 (9),  (9),  (6), 
 (5),  (4),  (4), 
(3),  (3),  (3),  (2),
 (2),  (1),  (1)
2 :  1516 1e conj. 1516  (911),  (305),  (177),
 (53),  (17),  (15), 
 (12),  (12),  (7), 
 (4),  (1),  (1),
 (1)
3 :  201 2e conj. 201  (78),  (42),  (30),
 (12),  (9),  (8),
 (6),  (3),  (2),
 (2),  (2),  (2),
 (2),  (2),  (1)
4 :  19 2e conj. 18  (5),  (5),  (2), 
 (2),  (1),  (1),  (1),
 (1)
1e conj.  1  (1)
5 :  31 2e conj. 26  (17),  (9)
3e conj.  5  (4),  (1)
T 5.5 – Macroclasses inférées pour les verbes du portugais, comparées à la classification
traditionnelle.
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Toujours au chapitre 4, nous avions vu que les microclasses des verbes du français formaient
un réseau plus étroitement lié. Nous présentons les macroclasses inférées en les comparant
également à la classification usuelle dans le tableau 5.6. La macroclasse 2 () correspond
étroitement au premier groupe des verbes français. Cependant, elle inclue également le verbe
. Les verbes traditionnellement considérés comme appartenant à la seconde conjugaison,
au nombre de 343, appartiennent tous à la même microclasse , à l’exception de la variante
2 (qui présente les formes de présent singulier en /-e/ au lieu de /-ai/). Celles-ci sont bien
classées ensemble dans la macroclasse 5 (), qui regroupe également des verbes du troisième
groupe. Cette classe n’est pas fondamentalement surprenante, voir Plénat (1987) pour une pro-
position similaire. Enfin, il n’est pas surprenant que le troisième groupe soit réparti dans toutes
les macroclasses, puisque son hétérogénéité est connue. Ce résultat est donc également assez
conforme à la classification traditionnelle.
En ce qui concerne le russe, le tableau 5.7 compare nos résultats à la classification de Cor-
bett (1982). Les classifications sont également similaires. La Macroclasse 1 (B) comprend les
verbes du type  dont l’instrumental singulier est en /-oj/ et contraste avec la macroclasse
3 (B’), présentant les verbes du même type dont l’instrumental singulier est en /-ej/. Les
macroclasses 2 (G’) et 4 (U) correspondent toutes deux au type . La ma-
croclasse 2 distingue les lexèmes de ce type qui présentent une alternance de la base entre le
singulier et le pluriel, comme dans les exemples (55) à (57).
(55) B’ : barʲin (.) ⇌ barʲe (.)
(56) D : drug (.) ⇌ druzja (.)
(57) S : sin (.) ⇌ sinovja (.)
La macroclasse 5 (B’) regroupe les noms indéclinables, ainsi que ceux des classes ’ et
’, qui s’en rapprochent en présentant de nombreux patrons identité. Les noms de la classe
 se répartissent entre les macroclasses 6 (S), 7 (M’) et 8 (S’). Enfin, la très
petite macroclasse 9 (I’) correspond aux lexèmes du type .
Nous présentons dans le tableau 5.8 les macroclasses obtenues pour les alternances segmen-
tales des verbes du chatino de Zenzontepec. Nous les comparons à la classification de Campbell
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Macroclasses Taille Trad. Taille Lexèmes
1 :  75 3e groupe 75  (26),  (11),  (8), 
 (7),  (5),  (3), 
 (3),  (3),  (2), 
(2),  (1),  (1),  (1),
 (1),  (1)
2 :  4547 1e groupe 4546  (3587),  (243),  (220),
 (197),  (98),  (88), 
(80),  (30),  (2),  (1)
3e groupe  1  (1)
3 :  11 3e groupe 11  (3),  (2),  (2),  (1),
 (1),  (1),  (1)
4 :  3 3e groupe 3  (1),  (1),  (1)
5 :  526 2e groupe 344  (343), 2 (1)
3e groupe  182  (45),  (18),  (15),
 (12),  (11),  (11),
 (11),  (9),  (8), 
(4),  (4),  (3),  (3),
 (3),  (3),  (3), 
(3),  (2),  (2), 
(2),  (2),  (2),  (2), 
(2),  (2)
6 :  48 3e groupe 48  (20),  (7),  (6),  (4),
 (4),  (2),  (2),  (2),
 (1)
T 5.6 – Macroclasses inférées pour les verbes du français, comparées à la classification
traditionnelle.
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Macroclasses Taille Corbett (1982) Taille Lexèmes
1 : B 300 skola 300 B (161), B (49), N (32), B (11), L (10),
K (7), K (6), C’ (4), M (4), D (3), S
’ (2), T’2 (2), V’ (2), K (1), M’ (1), S’
 (1), S’ (1), S’ (1), S (1), V’ (1)
2 : G’ 9 zakon 9 G’ (3), B’ (1), B’ (1), D (1), G
’ (1), S (1), X’ (1)
3 : B’ 119 skola 119 B’ (79), D (19), P’ (5), K’ (3), P’ (2),
S (2), B’ (1), D’’ (1), D’ (1), J (1),
K’ (1), S’ (1), S’ (1), S’ (1), T’’ (1)
4 : U 647 zakon 647 U (281), C (63), D (52), B (39), B (30), T (25),
N (19), G’ (17), D (14), I’ (11), B (10), M (8),
O (7), B (6), D (5), C’ (4), G (4), K’
(4), K (4), K (4), M’ (3), B (2), J’ (2), K
(2), R (2), U’ (2), U (2), C’’ (1), D’ (1), G
(1), K’ (1), K’ (1), K’ (1), L’ (1), L (1),
O’ (1), P’ (1), P’ (1), P’ (1), R (1), R
 (1), S (1), S’ (1), S (1), S (1), S
(1), S (1), U’’ (1), U’ (1), U (1), U
(1), V (1)
5 : B’ 119 kost 111 B’ (103), L (3), M’ (2), M (2), L’ (1)
invar  7 G (7)
put  1 P’ (1)
6 : S 14 zakon 8 S (2), B (1), C’ (1), C’ (1), M (1),
R’ (1), S (1)
vino  6 P (4), K (1), U (1)
7 : M’ 274 zakon 202 M’ (195), Z (3), M’ (2), N’’ (1),
P (1)
vino  72 D (57), K’ (3), K (2), L’ (2), J (1), J
(1), O (1), O (1), O (1), P’ (1), P’’
(1), S (1)
8 : S’ 9 vino 9 S’ (3), D (1), N (1), S’ (1), S (1), V’
(1), Z’ (1)
9 : I’ 6 vremja 6 I’ (4), S’ (1), Z’ (1)
T 5.7 – Macroclasses inférées pour les noms du russe, comparées à la classification
de Corbett (1982).
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(2011). Notre algorithme produit deux macroclasses. La première (¹²) comporte les classes
C de Campbell (2011), ainsi qu’un irrégulier qui appartient selon lui à la classe By. Les classes
A et B sont classées ensemble dans la macroclasse 2 (⁰⁰). Ce dessin semble plus proche de
ce que décrit Campbell (2011) que ce que laissait présager la classification hiérarchique fondée
sur les distances au chapitre 4.
Pour chacun des systèmes flexionnels étudiés, on trouve donc des macroclasses non tri-
viales. En portugais, en français, en russe et en chatino du Zenzontepec, celles-ci suivent de
près les classes décrites dans la littérature.
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Macroclasses Taille Campbell (2011) Taille Lexèmes
1 : ¹² 50 C 49 ¹² (13), ⁰⁰ (7), ¹² (5), ⁰⁰
(5), ⁰¹ (2), ⁰⁰ (2), ²¹ (2),
¹²ʔ (1), ¹² (1), ⁰⁰ (1), ⁰⁰ʔ
(1), ⁰⁰ (1), ⁰ʔ¹ (1), ⁰⁰ʔ (1),
⁰¹ (1), ⁰ʔ¹ (1), ⁰ʔǫ¹ (1), ¹² (1),
⁰ʔ⁰ (1), ⁰ʔ⁰ (1)
B  1 ⁰⁰ (1)
2 : ⁰⁰ 341 A 193 ⁰⁰ (85), ¹ (44), ¹ų² (16), ǫ²
(14), ²¹ (9), ⁰⁰ (2), ⁰⁰¹ (2),
⁰⁰ʔ (2), ²⁰ (2), ⁰¹ų² (2),
⁰⁰ (1), ⁰¹ʔ (1), ⁰ʔ⁰ (1), ⁰¹
(1), ⁰⁰ (1), ⁰¹² (1), ⁰⁰⁰ (1),
⁰ʔ⁰ (1), ⁰⁰ (1), ¹² (1), ⁰⁰
(1), ¹ʔ² (1), ⁰¹²ʔ (1), ⁰⁰ (1),
ʔ⁰ (1)
B  148 ¹ (70), ²¹ (27), ⁰ǫ⁰ (22), ¹²
(21), ¹² (4), ⁰ʔ⁰ (2), ⁰ʔ⁰
(1), ⁰⁰ʔ (1)
T 5.8 – Macroclasses inférées pour le chatino du Zenzontepec, comparées à la classifi-
cation de Campbell (2011).
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5.5 Évaluation
Cette section se propose d’évaluer les résultats des classifications obtenues dans la section
précédente, et de comparer plus formellement les différentes classifications disponibles pour
décrire les systèmes de classe étudiés. Notre but n’était pas de reproduire les classifications
connues pour ces systèmes, mais de découvrir des classifications qui reflètent les régularités
des données. Il n’est donc pas possible, comme c’est parfois le cas dans les tâches de clustering,
d’évaluer les macroclasses obtenues en les comparant à une classification de référence idéale.
Notre évaluation doit répondre aux questions suivantes, qui portent tant sur les classes inférées
automatiquement que sur les classifications proposées dans la littérature :
1. À quel point l’ensemble du système reflète-t-il les distances entre microclasses que nous
avons observées au chapitre 4 ?
2. Est-il raisonnable de penser que l’optimum local de longueur de description découvert
par la stratégie de recherche est proche de l’optimum global ?
3. À quel point chaque classe est-elle cohérente et distincte des autres classes ?
4. À quel point les classifications obtenues dièrent-elles des classifications traditionnelles ?
5. À quel point les macroclasses nous informent-elles sur les microclasses ?
5.5.1 Distances et macroclasses
Tout d’abord, nous pensons qu’un bon système de macroclasses devrait refléter la struc-
ture de similarité des microclasses. Afin de visualiser les microclasses, nous appliquons une
méthode de positionnement multidimensionnel (MDS), qui nous permet de projeter la matrice
de distances entre les microclasses sur un espace à deux dimensions. Pour chaque langue, les
figure 5.3 à 5.6 représentent chaque microclasse par un point dont la taille est proportionnelle
au nombre de lexèmes qu’elle contient. Les macroclasses sont indiquées par la coloration des
points.
Comme dans les visualisations présentées au chapitre 4, les verbes du portugais appa-
raissent très nettement partagés en trois principales classes. La visualisation montre que ces
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Verbes du portugais (DL)
ceder
fazer
pôr
unir
usar
défectifs
F 5.3 – Visualisation des classes inférées en portugais.
Noms du russe (DL)
Baza
Bol'
Bur'a
Grazhdan'in
Im'a
Mnen'ijo
Pero
S'olo
Um
défectifs
F 5.4 – Visualisation des classes inférées en russe.
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Verbes du français (DL)
avoir
axer
cuire
haïr
tenir
voir
défectifs
F 5.5 – Visualisation des classes inférées en français.
Verbes du chatino de Zenzontepec (DL)
u¹na²
u⁰su⁰
défectifs
F 5.6 – Visualisation des classes inférées en chatino de Zenzontepec.
244 Chapitre 5. Classification des lexèmes en macroclasses
classes sont bien captées par la classification au moyen des longueurs de description. Nous
trouvons également deux classes formées de points plus dispersés. En russe et en français, la
classification en macroclasses obtenue avec la longueur de description fait bien apparaître en-
semble des microclasses voisines, mais l’espace est moins clairement divisé en macroclasses.
En russe et en français, l’ensemble des points défectifs, non classés par l’algorithme, apparaît
très homogène, et semble former une classe à part. En effet, la défectivité d’un lexème pour
une case de paradigme se répercute sur l’ensemble des alternances à laquelle cette case appar-
tient, ce qui mène à de nombreux points de similarité entre lexèmes défectifs dans la mesure
où les cases défectives tendent à être les mêmes d’un lexème à l’autre (Boyé 2000). En chatino
de Zenzontepec, les classes apparaissent réparties de façon homogène dans l’espace, et la clas-
sification automatique a opéré une coupe presque linéaire dans le plan. Rappelons nous que
la projection des distances sur un espace à deux dimensions ne peut pas faire ressortir toutes
les relations multidimensionnelles entre les classes. En conséquence, la dispersion de certaines
macroclasses n’indique pas nécessairement qu’elles soient mal conçues.
5.5.2 Cohésion et distinctivité des macroclasses
Afin d’observer plus précisément l’adéquation des macroclasses inférées dans ce chapitre,
nous évaluons celles-ci au moyen des scores de silhouette (Rousseeuw 1987 ; Kaufman et Rous-
seeuw 1990). Le score de silhouette pour une microclassem attribuée à une macroclasse M dé-
pend de sa distance moyenne a(m) aux autres microclasses de M 5, et de sa distance moyenne
b(m) aux observations de la classe M′ dont m est le plus proche :
sil(i) =
b(m)− a(m)
max({b(m)− a(m)})
Dans tous les cas, −1 ≤ sil(m) ≤ 1. Le score sil(m) évalue l’adéquation de l’observation
m à sa classe M. Un score bas indique une microclasse mal classée, et un score haut indique
une microclasse bien classée. La largeur de silhouette d’une macroclasse M est la moyenne des
scores de silhouette des microclasses qui la composent. De même, le score de silhouette d’une
partition entière est la moyenne des largeurs de silhouettes de ses macroclasses.
5. Si A = {m}, alors a(m) est défini à 0.
5.5. Évaluation 245
Cette mesure est intéressante car elle permet de quantifier les principes d’homogénéité
interne et d’hétérogénéité externe des classes proposés par Corbett (2009), déjà évoqués au
chapitre 1 et que nous rappelons ci-dessous :
(principe I) [Les classes] sont distinctives, c’est à dire qu’elles présentent
(critère 1) à travers les classes, des paradigmes concrets distincts,
(critère 3) à l’intérieur d’une classe, des paradigmes concrets identiques.
Des macroclasses canoniques suivant ces critères auraient un score de silhouette de 1.
En effet, dans un système canonique, en vertu du critère 3, pour toute microclasse m, on a
a(m) = 0. Le score de silhouette de chaque macroclasse canonique est donc b(m)−0max({b(m)−0}) =
b(m)
max({b(m)}) = 1. Cette propriété est vraie également des microclasses. Le score de silhouette
pénalise donc une microclasse qui est plus proche d’une autre macroclasse que de sa propre
macroclasse : d’un point de vue des distances, on peut alors penser que cette microclasse est
assignée à la mauvaise macroclasse. Le score de silhouette ne pénalise pas en revanche la vio-
lation du critère (1) dans un système de microclasses.
Les figures 5.7 à 5.10 comparent les silhouettes des systèmes de macroclasses inférés dans ce
chapitre aux systèmes de macroclasses établis par des linguistes ou aux systèmes traditionnels
pour les mêmes langues. Dans ces figures, chaque macroclasse est représentée dans une couleur
distincte et étiquetée par un lexème exemplaire. Une ligne rouge indique le score de silhouette
moyen pour l’ensemble du système. En russe (5.7), la classification proposée par Corbett (1982)
ignore les noms indéclinables, ainsi qu’un petit nombre de lexèmes qui ne suivent aucune des
déclinaisons décrites. Nous associons ces lexèmes respectivement aux macroclasses « irreg » et
« invar ». Le système inféré automatiquement présente des silhouettes plus satisfaisantes que
les types décrits par Corbett (1982), et le score moyen est supérieur. Cependant, les silhouettes
sont imparfaites, les classes de B et B comprenant chacune des microclasses aux scores
négatifs.
En portugais (5.8), la seconde conjugaison de la classification traditionnelle comporte des
microclasses mal classées. La classification en macroclasses obtenue automatiquement est net-
tement plus adaptée aux données. Cependant la classe de  présente des lexèmes hétéro-
gènes.
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F 5.7 – Comparaison des scores de silhouette pour les macroclasses des noms du russe.
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F 5.8 – Comparaison des scores de silhouette pour les macroclasses des verbes du portu-
gais.
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En français, la seconde conjugaison de la classification traditionnelle est tellement homo-
gène qu’elle n’est constituée que de deux microclasses. Son score de silhouette est très haut.
La première conjugaison présente un profil moins bon, et la troisième, formée de verbes de
types très variables, présente un profil presque entièrement négatif. La conséquence en est un
score négatif pour cette classification. Par contraste, la classification obtenue automatiquement
présente des profils beaucoup plus équilibrés.
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F 5.9 – Comparaison des scores de silhouette pour les macroclasses des verbes du français.
En chatino de Zenzontepec, nous comparons la classification obtenue aux deux niveaux de
la classification de Campbell (2011). La classification des super-classes présente un meilleur pro-
fil que celle des sous-classes, mais également que la bipartition obtenue par notre algorithme.
Cependant, dans les trois cas, la qualité des classes est assez basse.
Le tableau 5.9 présente les scores de silhouette pour chaque système de macroclasses. Pour
les systèmes concurrents, les meilleurs évaluations sont indiquées en gris. Du point de vue des
scores de silhouette, les systèmes obtenus en minimisant les longueurs de descriptions sont
meilleurs, sauf pour le cas du chatino de Zenzontepec.
Les scores de silhouette sont parfois utilisés pour sélectionner un nombre de classes pour
les algorithmes de classification qui dépendent d’un tel paramètre, ou pour sélectionner une
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F 5.10 – Comparaison des scores de silhouette pour les macroclasses des noms du chatino
de Zenzontepec.
C sil(C)
Noms du russe (Corbett 1982) 0.138
Noms du russe (DL) 0.307
Verbes du Zenzontepec (Campbell 2011, sous-classes) 0.070
Verbes du Zenzontepec (Campbell 2011, superclasses) 0.092
Verbes du chatino de Zenzontepec (DL) 0.065
Verbes du français (traditionnel) -0.025
Verbes du français (DL) 0.287
Verbes du portugais (traditionnel) 0.391
Verbes du portugais (DL) 0.459
T 5.9 – Scores de silhouette pour les systèmes de macroclasses.
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partition dans la hiérarchie obtenue par un algorithme de classification hiérarchique. Nous
avons évalué l’évolution du score de silhouette au fur et à mesure des fusions binaires opérées
dans les dendrogrammes obtenus avec la méthode UPGMA (Sokal et Michener 1958) au cha-
pitre 4. La figure 5.11 montre comment ces scores évoluent en fonction du nombre de classes. Il
apparaît clairement que ces scores augmentent presque linéairement avec le nombre de classes,
si bien que les systèmes optimaux sont des systèmes qui ne fournissent pas ou peu de géné-
ralisation sur les microclasses. Les scores de silhouette ne sont donc pas adaptés à la sélection
d’un nombre spécifique de macroclasses. Il nous faudrait pour ce faire une mesure qui pénalise
un score b(m) bas (c’est à dire la ressemblance entre deux macroclasses).
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Verbes du chatino de Zenzontepec (DL)
F 5.11 – Scores de silhouette pour toutes les partitions contenues dans les dendrogrammes
du chapitre 4.
Cette première évaluation nous apprend donc que l’algorithme présenté dans ce chapitre
permet d’inférer des classes généralement plus cohésives et distinctes que les classifications
connues. Cependant, il apparaît clairement au vu de la figure 5.11 qu’il n’existe pas de systèmes
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de macroclasses de petite cardinalité idéales de ce point de vue. Même dans le cas du portugais,
pour lequel il existe des optimums locaux autour de 5 et 15 classes, la qualité des silhouettes
du système augmente avec le nombre de macroclasses postulées.
Notons ici que le critère de minimisation des distances de l’algorithme UPGMA, le critère de
longueur de description, et les scores de silhouette répondent chacun à une logique différente :
le premier évalue la qualité de chaque classe par sa cohérence interne, le second évalue à quel
point chaque microclasse est conforme à sa macroclasse, enfin, le dernier évalue l’économie
descriptive générale du système.
5.5.3 Qualité de la recherche
En comparant la longueur de description des macroclasses inférées automatiquement avec
celles des classifications connues, nous pouvons évaluer la qualité de l’algorithme de recherche
ascendante gloutonne : en effet, s’il se perdait dans un mauvais optimum local, il se pourrait
que les classifications obtenues présentent une longueur de description moins brève que les
classifications connues. Le tableau 5.10 présente la longueur de description de chaque système
de macroclasses (arrondie à l’unité).
C DL(C)
Noms du russe (Corbett 1982) 80767
Noms du russe (DL) 74997
Verbes du Zenzontepec (Campbell 2011, sous-classes) 6061
Verbes du Zenzontepec (Campbell 2011, superclasses) 5646
Verbes du chatino de Zenzontepec (DL) 5534
Verbes du français (traditionnel) 922722
Verbes du français (DL) 877323
Verbes du portugais (traditionnel) 978657
Verbes du portugais (DL) 930383
T 5.10 – Longueurs de description des systèmes de macroclasses.
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On observe que pour chaque système, les macroclasses inférées automatiquement pré-
sentent bien une plus petite longueur de description. La figure 5.12 compare pour notre al-
gorithme et pour l’algorithme UPGMA l’évolution de la longueur de description en fonction
du nombre de classes inférées au cours de la recherche ascendante. Pour les besoins de la com-
paraison, nous ignorons les entrées défectives pour la classification hiérarchique.
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F 5.12 – Évolution de la longueur de description en fonction du nombre de classes.
Au fil des itérations, tant pour l’algorithme UPGMA que pour l’algorithme présenté à la
section 5.2, le nombre de macroclasse décroît. Comme il est attendu, l’algorithme fondé sur la
longueur de description (lignes pointillées dans la figure 5.12) conduit à une longueur de des-
cription décroissante au fil de la réduction du nombre de classes. En effet, deux classes ne sont
fusionnées que si cela autorise une réduction de la longueur de description. En revanche, l’al-
gorithme UPGMA produit des classes qui n’ont pas cette caractéristique, l’optimum en termes
de longueurs de description se situant en milieu de courbe 6., et toujours beaucoup plus haut
6. Contrairement à notre algorithme, l’algorithme UPGMA poursuit les fusions jusqu’à obtenir une unique
classe.
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que l’optimum atteint par notre algorithme.
Nous en concluons que l’algorithme de recherche présenté à la section 5.2 est raisonna-
blement efficace, puisqu’il trouve systématiquement une longueur de description plus basse
d’une part que les systèmes de macroclasses connus pour chaque langue, et d’autre part que
l’ensemble des partitions envisagées par l’algorithme UPGMA.
5.5.4 Similarité entre les classifications
Lorsque nous avons présenté les systèmes de macroclasses inféré automatiquement, nous
avons dit qu’ils suivaient de près les classes décrites dans la littérature. Cette proximité peut
elle-même être évaluée quantitativement. Nous proposons d’employer une mesure de théorie
de l’information afin de mesurer la similarité entre les classes inférées avec la longueur de
description et les classifications connues des mêmes systèmes.
Pour ce faire, il nous faut tout d’abord déterminer une distribution de probabilité sur les
classes d’une partition. Soit un ensemble de classes C , constitué de k classes {C1, ..., Ck},
chaque classe Ci contenant |Ci| lexèmes, nous pouvons définir la probabilité d’une classe par
sa fréquence de type relative (Wagner et Wagner 2007) :
PC(i) =
|Ci|
k∑
m=1
|Cm|
Soient deux partitions C et C ′ comprenant respectivement k et l classes, et classant toutes
deux le même ensemble de n lexèmes, la probabilité jointe P (i, j) d’appartenir à la fois à la
classe i ∈ C et à la classe j ∈ C ′ se définit :
PC,C′(i, j) =
|Ci ∩ C ′j |
k∑
m=1
|Cm|
Nous pouvons évaluer à quel point chaque classification nous informe sur l’autre au moyen
de l’information mutuelle I(C,C ′) définie comme suit :
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C NMI(CDL, C)
Verbes du portugais 0.93
Verbes du français 0.87
Noms du russe (Corbett 1982) 0.75
chatino de Zenzontepec (Campbell 2011, sous-classes) 0.54
chatino de Zenzontepec (Campbell 2011, superclasses) 0.32
T 5.11 – Information mutuelle normalisée entre systèmes de macroclasses.
I(C,C ′) =
k∑
i=1
l∑
j=1
PC,C′(i, j) log 2
PC,C′(i, j)
PC(i)PC′(j)
Suivant Fred et Jain (2003) et Wagner et Wagner (2007), et comme précédemment (cha-
pitre 3), nous normalisons cette mesure de façon à ce qu’elle s’échelonne entre 0 et 1.
NMI(C,C ′) =
2I(C,C ′)
H(C) +H(C ′)
Le tableau 5.11 présente cette mesure pour chaque système. Les partitions présentent un
accord fort en portugais, français et en russe, mais non en chatino de Zenzontepec.
5.5.5 Informativité des macroclasses
Les systèmes de classes flexionnelles traditionnels peuvent être vus comme des simplifi-
cations des systèmes de microclasses. La classification moins fine mène nécessairement à la
perte d’information, mais le plus petit nombre de classes peut la rendre plus facile à mémo-
riser, et fournir une vue d’ensemble des systèmes. Ces propriétés sont également utiles dans
une perspective didactique. Les microclasses ont au contraire l’avantage de classer exactement
le comportement de chaque lexème (connaître la microclasse d’un lexème, c’est savoir exacte-
ment comment le fléchir), mais leur nombre les rend difficiles à interpréter intuitivement. En
conséquence, un bon système de macroclasses devrait être aussi informatif que possible sur les
microclasses.
254 Chapitre 5. Classification des lexèmes en macroclasses
Afin de mesurer combien les différents systèmes de macroclasses envisagés (inférés au-
tomatiquement ou non) sont porteurs d’information sur les microclasses, nous employons à
nouveau l’information mutuelle. Nous calculons cette fois l’information mutuelle entre chaque
partition en macroclassesC et les partitions de microclassesM correspondantes. Celle-ci nous
dit combien d’information les systèmes de macroclasses apportent sur les systèmes de micro-
classes dont ils sont une approximation (et réciproquement). Elle permet donc d’évaluer la
qualité de cette approximation.
C NMI(C;M)
Noms du russe (Corbett 1982) 0.502
Noms du russe (DL) 0.687
Verbes du Zenzontepec (Campbell 2011, sous-classes) 0.816
Verbes du Zenzontepec (Campbell 2011, superclasses) 0.517
Verbes du chatino de Zenzontepec (DL) 0.250
Verbes du français (traditionnel) 0.481
Verbes du français (DL) 0.531
Verbes du portugais (traditionnel) 0.491
Verbes du portugais (DL) 0.531
T 5.12 – Information mutuelle normalisée entre systèmes de macroclasses et systèmes
de microclasses.
Le tableau 5.12 indique l’information mutuelle normalisée entre chaque système de macro-
classes et le système de microclasse correspondant. En russe, en français et en portugais, la
classification inférée automatiquement est plus informative sur les microclasses que les autres
classifications évaluées. En Zenzontepec, cependant, ce sont les classes les plus précises de
Campbell (2011) qui sont les plus informatives.
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5.6 Conclusion
Dans ce chapitre, nous avons présenté un algorithme de classification des microclasses en
macroclasses fondé sur le principe du rasoir d’Occam (Beniamine, Bonami et Sagot 2017). Celui-
ci procède de bas en haut. Il est initialisé avec une partition en microclasses et fusionne deux
classes à chaque étape. Le choix des fusions minimise la longueur de description du système de
classes flexionnelles. Celle-ci est définie de façon formelle en termes probabilistes. L’algorithme
cesse de fusionner les classes lorsque la longueur de description du système ne décroît plus. Les
classes restantes sont alors les macroclasses. Si la longueur de description pouvait toujours être
améliorée par une fusion, alors l’algorithme pourrait choisir de représenter le système par une
unique macroclasse. De même, s’il n’y avait aucun bénéfice à fusionner deux microclasses, il
pourrait arrêter son choix sur le système de microclasses entier. L’algorithme est donc à même
d’évaluer si l’une de ces solutions triviales est préférable à un système de macroclasses.
Empiriquement, sur les systèmes des noms du russe, des verbes du français, du portugais, et
du chatino du Zenzontepec, le système produit chaque fois une classification de macroclasses
non triviale. Ces classes captent bien, dans une certaine mesure, des relations de distances entre
les microclasses. En portugais, en français et en russe, ces macroclasses sont meilleures que
les classifications traditionnelles du point de vue des longueurs de description, du respect des
relations de distances (et en particulier, de l’équilibre entre cohésion interne et distinctivité),
et du point de vue de l’information qu’elles apportent sur les microclasses. Ces macroclasses
sont également très similaires aux classes traditionnelles. En chatino du Zenzontepec, notre
classification, qui ne comporte que deux classes, est préférable du point de vue des longueurs de
description, mais les superclasses de Campbell (2011) présentent un meilleur score de silhouette
moyen, et ses sous-classes une meilleure informativité sur les microclasses. Cependant, les
scores de silhouette sont particulièrement bas pour les trois partitions envisagées, et la longueur
de description décroît très peu par rapport au système de microclasses. On peut se demander
si les macroclasses sont véritablement intéressantes pour cette langue. Cela est peut-être dû à
la petite taille des paradigmes. En portugais, les graphes de silhouette montrent que les trois
classes les plus grandes sont très cohérentes et distinctives. Dans les autres langues, aucun des
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systèmes, ni inférés, ni connus, ne sont très bons de ce point de vue. Nous pensons que les
macroclasses ne sont pas, en général, un très bon modèle de ces systèmes : d’une part, elles
sont moins précises que des microclasses, et d’autre part, elles n’expriment que de façon très
grossières leurs relations de similarité. Les résultats de nos évaluations constituent un argument
fort en faveur de la position de Brown et Hippisley (2012) :
[N]ous soutenons ici que la notion traditionnelle de classes flexionnelles comme
entités monolithiques est trompeuse. Elles devraient plutôt être perçues comme des
entités partielles qui peuvent être modélisées en termes d’une hiérarchie spécifique
à la morphologie flexionnelle 7.
Le chapitre 6 propose de développer un modèle plus fidèle des classes flexionnelles sous la
forme d’une hiérarchie à héritage multiples.
7. [En anglais dans le texte] « [W]e argue here that the traditional notion of inflectional classes as monolithic
entities is misleading. Instead, they should be perceived as partial entities which can be modelled in terms of a specific
hierarchy for inflectional morphology ».
Chapitre 6
Classification des lexèmes en hiérarchies à
héritages multiples
En nous fondant sur les patrons d’alternance, nous avons défini deux types de partitions de
classes flexionnelles : les microclasses regroupent les lexèmes ayant exactement le même com-
portement flexionnel ; les macroclasses regroupent des lexèmes au comportement similaire, et
correspondent aux classes généralement distinguées par les grammaires descriptives. La mo-
délisation d’un système flexionnel par des microclasses ne rend compte que d’un petit sous
ensemble des nombreux points de similarité entre ces microclasses. Sa modélisation en macro-
classes met en avant certaines de ces similarités, mais en ignore nécessairement d’autres. Ce
chapitre propose que tout point de similarité entre microclasses peut être considéré comme
une classe flexionnelle en soi. En conséquence, nous représentons les classes flexionnelles sous
la forme d’une hiérarchie où l’héritage peut être multiple (une classe peut avoir plusieurs su-
perclasses non ordonnées entre elles), et qui rend compte très exactement de tous les points
communs entre microclasses.
Dans une première section (6.1), nous discutons les propriétés des classes flexionnelles qui
nécessitent une modélisation par une hiérarchie à héritage multiple. Nous présentons dans la
section 6.2 le formalisme mathématique nommé    , que nous
utilisons pour produire la hiérarchie à partir des vecteurs de patrons. Dans la section 6.3, nous
employons ce formalisme pour analyser quantitativement la canonicité des treillis de classes
flexionnelles. Les hiérarchies obtenues directement à partir des patrons sont difficiles à inter-
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préter, en raison de la grande redondance des patrons. La section 6.4 décrit une méthode pour
obtenir des hiérarchies lisibles fondées sur une sélection de classes et de patrons d’alternances,
et présente quelques exemples.
6.1 Canonicité et structure des classes
Revenons encore aux critères de canonicité proposés par Corbett (2009) pour les classes
flexionnelles. Le principe I concerne la distinctivité des classes d’un système flexionnel, qui
présentent :
(critère 1) à travers les classes, des paradigmes concrets distincts ;
(critère 2) mais des paradigmes abstraits identiques ;
(critère 3) à l’intérieur d’une classe, des paradigmes concrets identiques ;
(critère 4) une structure implicative plate, où aucune case n’est plus prédictive qu’une
autre.
Il suit de ces critères qu’il n’existe, dans un système canonique, aucun point commun entre
deux microclasses. En effet, si deux microclasses A et B partagent un exposant ou un patron
d’alternance, elles violent le critère 1. De plus, la case concernée par ce partage est alors moins
prédictive que les autres (A et B ne peuvent être distingués à partir de celle-ci), violant le cri-
tère 4. Par ailleurs, en vertu du critère 2, un système de classes canonique ne peut présenter
aucune entrée défective ou surabondante. Enfin, le critère 3 est vrai par définition de tout sys-
tème de microclasses. Mais dans un système où chaque microclasse est entièrement distincte
des autres, il n’existe pas de système de macroclasses non trivial et distinct des microclasses.
En somme, un système flexionnel canonique prend la forme d’une partition de classes flexion-
nelles à un seul niveau, conformément à la description traditionnelle des classes flexionnelles.
Décrire un système non canonique au moyen d’une partition en classes revient donc à masquer
sa non canonicité dans la classification.
Reprenons l’exemple des classes flexionnelles du russe, décrites par Brown (1998) et Brown
et Hippisley (2012), déjà discutées dans la section 4.2 du chapitre 4. L’exemple (58) présente ces
classes, définies à partir d’affixes, sous la forme d’une partition.
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(58)
_III
. —
. —
. -i
. -i
. -ju
. -i
. -i
. -i
. -ej
. -am
. -ami
. -ax
_II
. -a
. -u
. -i
. -e
. -oj
. -e
. -i
. -i
. —
. -am
. -ami
. -ax
_IV
. -o
. -o
. -a
. -u
. -om
. -e
. -a
. -a
. —
. -am
. -ami
. -ax
_I
. —
. —
. -a
. -u
. -om
. -e
. -i
. -i
. -ov
. -am
. -ami
. -ax
Nous rappelons également, exemple (59), la structure proposée par Brown (1998). Nous
avons vu que dans cette analyse, il existe deux façons différentes d’hériter d’un trait (par une
règle de renvoi, ou par la hiérarchie des classes).
(59)

. —
. évaluation
. -i
. évaluation
. -m
. -mi
. x

voyelle thématique -a-
. -e
. = .
_III
.
. -ju
. = .
_II
. -a
. -u
. -i
. -oj(u)
. évaluation
_
. -a
. -u
. -om
_IV
. -o
. -a
.
_I
. -ov
Adjectifs
…
En (60), nous proposons une analyse qui rend compte de l’ensemble des points de similarité
(entre les noms exclusivement) entre ces quatre classes. Cette analyse ne se permet pas d’autres
moyens d’assigner une propriété à une classe que la hiérarchie elle-même : en conséquence,
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elle ne comporte ni règles de renvoi entre cases, ni fonctions à évaluer 1. L’information y est
organisée entièrement et uniquement via la hiérarchisation des classes.
Ce type de hiérarchie monotone à héritage multiple forme un treillis. Il s’agit du même
type de structure que la hiérarchie des types en HPSG (Flickinger 1987 ; Pollard et Sag 1994 ;
Ginzburg et Sag 2000), ou que les hiérarchies de traits phonologiques (Chomsky et Halle 1968 ;
Frisch 1997).
(60)
. -am
. -ami
. -ax
. -e
. —
IV
. -o
. -o
. -a
. -a
. -a
. -u
. -om
. -i
. -i
. -i
II
. -a
. -u
. -e
. -oj
. —
. —
III
. -i
. -ju
. -i
. -ej
I
. -e
. -ov
⊥
Dans la hiérarchie proposée en (60), chaque nœud intermédiaire existe en vertu d’un point
de similarité entre classes, et toutes les similarités entre classes sont ainsi exprimées. On peut
lire l’ensemble des informations pertinentes pour une classe en lisant l’ensemble de ses an-
cêtres. Les informations spécifiées sur les feuilles sont entièrement distinctives (elles sont propres
à chaque classe seule). À l’opposé, les valeurs indiquées à la racine sont communes à toutes les
classes. Dans la hiérarchie, les nœuds les plus hauts sont plus généraux que les nœuds les plus
bas : ils sont moins spécifiés en termes d’information, mais concernent plus de classes. Les
1. Pour cet exemple, nous considérons les classes I à IV comme des microclasses, ce qui exclue de nombreux
lexèmes dont la hiérarchie de Brown (1998) rend compte via les fonctions . Cela n’est absolument pas
un problème de principe : le type de classification proposé vise à être étendu à toutes les microclasses d’un système.
Rien n’empêcherait en principe non plus d’intégrer également les adjectifs à ce type d’analyse.
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nœuds y sont donc ordonnés par généralité croissante.
Étant donnés deux nœuds de la hiérarchie qui définissent certaines propriétés, on peut
savoir quelles classes ces deux ensembles de propriétés ont en commun en cherchant leur borne
inférieure, c’est à dire leur plus grand enfant commun. Par exemple, le nœud {. -i, .
-i} et le nœud {. -e, . -} ont pour borne inférieure la classe II. Mais la classe II et
la classe IV ont pour borne inférieure le symbole ⊥, qui symbolise l’absence de classes : ils
n’ont aucune sous-classe en commun. Symétriquement, on peut se demander de n’importe
quelle paire de nœuds, et donc des classes qu’ils recouvrent, quelles informations elles ont en
commun, en cherchant leur borne supérieure, c’est à dire leur plus petit ancêtre commun.
La hiérarchie de l’exemple (60) exhibe précisément ce qui distingue ces classes de la situa-
tion canonique : tandis que la situation canonique ne présente aucun nœud intermédiaire, ces
quelques classes du russe en présentent cinq. Tandis que dans la situation canonique, la hiérar-
chie n’a qu’une hauteur de un, cette hiérarchie a une hauteur maximale de trois (le chemin de
la racine à la classe I emprunte trois arcs). Enfin, tandis que la situation canonique ne présente
que de l’héritage simple, c’est à dire que mis à part la racine, on trouve un seul parent par nœud,
dans cette hiérarchie, les nœuds inférieurs à la racine ont en moyenne 1.4 parents.
Les exemples (58) à (60) illustrent successivement trois modèles de classification d’expres-
sivité croissante : une partition, un arbre, un treillis. Une organisation en partition fait la pré-
diction que les similarités entre microclasses sont inexistantes (c’est-à-dire qu’elles sont cano-
niques), ou tellement exceptionnelles qu’elles sont négligeables. Nous savons que cela est faux
de tous les systèmes que nous avons observés.
Une organisation en arbre fait la prédiction qu’il existe du partage de propriétés entre mi-
croclasses, mais qu’il est rare ou exceptionnel qu’une classe partage des traits avec (au moins)
deux classes qui n’ont pas ces traits en commun. Corbett (2009) définit comme suit la notion
d’ :
un petit nombre d’items [lexèmes] présentant des combinaisons de formes spéci-
fiques à d’aures classes peuvent être traitées comme hétéroclites 2.
2. [En anglais dans le texte] « a small number of items showing combinations of forms from other classes can be
treated as heteroclites ».
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Dans nos termes, une microclasse hétéroclite serait une microclasse de petite taille héritant
de plusieurs classes plus grandes qui ne sont elles-mêmes pas en relation d’ascendance hiérar-
chique. Il est difficile cependant d’estimer quantitativement quelles classes doivent être consi-
dérées comme petites ou grandes. Par ailleurs, comme on peut le voir dans l’exemple (60), l’hé-
ritage multiple peut apparaître entre n’importe quelles classes, quelles que soient leurs tailles
relative.
Les phénomènes de partage de propriétés et d’héritages multiples ne sont pas exclusive-
ment le propre des systèmes flexionnels dont l’organisation en classes est réputée complexe.
Observons par exemple un petit sous ensemble des microclasses de l’anglais dites irrégulières,
listées de (61) à (64). Le lexème en gras est celui que nous utilisons comme étiquette de micro-
classe.
(61) , 
(62) , 
(63) , , , , , , , -
(64) , , 
Les quatre microclasses envisagées sont petites, et la plus grande, (62) comporte plusieurs
composés. Nous présentons dans la figure 6.1 la structure de similarité entre ces classes sous
la forme de patrons d’alternance. Par souci de brièveté, nous ne présentons pas les contextes
d’application. Puisque cet ensemble ne comporte pas le verbe  , nous ne mentionnons dans
cet exemple que les cases de paradigme ., .3, ,  et .
Cette hiérarchie met en évidence le fait que, y compris au sein de petites classes, et dans un
système flexionnel réputé peu complexe, il existe des partages qui donnent lieu à de l’héritage
multiple. Nous appellerons ce type de partage  .
Nous nous proposons d’inférer automatiquement ces hiérarchies à héritage multiple à par-
tir des patrons d’alternance, puis d’en étudier la canonicité.
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6.2 Analyse formelle de concepts
Afin de produire la classification à partir des vecteurs de patrons assignés à chaque lexème,
nous employons le formalisme mathématique nommé     (Ganter
et Wille 1998). Ce formalisme permet d’étudier l’ensemble des relations pertinentes entre des
objets (dans notre cas, des lexèmes ou des microclasses), et des propriétés qu’ils instancient
(dans notre cas, des propriétés flexionnelles), sous la forme de classes nommées  et
ordonnées entre elles en une hiérarchie conceptuelle.
Dans cette section, nous prenons pour exemple le même petit sous-ensemble des lexèmes
de l’anglais, déjà discuté et présenté dans le tableau 6.1. Nous suivons principalement les défi-
nitions de Bělohlávek (2009), mais également celles de Ganter et Wille (1998).
lexème  . 
 /drəˑʊv/ /drɪvn̩/ /draˑɪv/
 /rəʊd/ /rɪdn̩/ /raˑɪd/
 /bɪt/ /bɪtn̩/ /baˑɪt/
 /fəɡɒt/ /fəɡɒtn̩/ /fəɡɛt/
T 6.1 – Quelques sous-paradigmes des verbes de l’anglais.
Jusqu’ici, nous avons considéré que le comportement flexionnel d’un lexème peut être re-
présenté par un vecteur de patrons d’alternances. La relation entre les lexèmes et les patrons
peut également être représentée par une table d’incidence, comme dans le tableau 6.2, où les
objets (lexèmes) sont indiqués en ligne, les propriétés (patrons) en colonne, et où une croix
dans une case indique que l’objet de cette ligne instancie la propriété de cette colonne. Une
telle table d’incidence représente un  .
Un   est un triplet ⟨X,Y, I⟩, où X et Y sont des ensembles non vides,
et I est une relation binaire d’incidence entre X (les objets, en ligne) et Y (les propriétés, en
colonne) : I ⊆ X × Y . Pour tout x ∈ X et y ∈ Y :
— ⟨x, y⟩ ∈ I indique que l’objet x a la propriété y,
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.⇌  ⇌  . ⇌ 
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 × × ×
 × × ×
 × × ×
 × × ×
T 6.2 – Contexte formel pour notre petit sous-paradigme de l’anglais, sous la forme
d’une table d’incidence.
— ⟨x, y⟩ /∈ I indique que x n’a pas y.
Dans la table d’incidence représentant un contexte ⟨X,Y, I⟩, on trouve une croix dans la
case indiciée par i et j si et seulement si ⟨xi, yi⟩ ∈ I . Ganter et Wille (1998) proposent de noter
⟨x, y⟩ ∈ I par xIy.
Pour tout sous-ensemble d’objets A ⊂ X , nous nous intéressons aux propriétés qu’ils ont
en commun, et pour tout sous-ensemble de propriétésB ⊂ Y , nous nous intéressons aux objets
qui les partagent tous. Nous définissons deux opérateurs « ↑ » et « ↓ », tels que 3 :
— ↑: 2X → 2Y
— A ↑= {y ∈ Y | pour chaque x ∈ A : xIy}
— ↓: 2Y → 2X
— B ↓= {x ∈ X| pour chaque y ∈ B : ⟨xIy}
Si les objets A n’ont aucune propriété en commun, alors A ↑= ∅. De même, si aucun objet
ne partage toutes les propriétés de B, alors B ↓= ∅. En conséquence, ∅ ↑= Y et ∅ ↓= X .
Dans notre exemple, on a :
(65) {, }↑ = {ɪ_n̩ ⇌ aˑɪ_, aˑɪ ⇌ əˑʊ, ɪ_n̩ ⇌ əˑʊ_}
3. Cette notation est celle de Bělohlávek (2009), tandis que Ganter et Wille (1998) notent les deux opérateurs ′,
et les ensembles A ↑ et B ↓ respectivement A′ et B′.
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(66) {ɪ_n̩ ⇌ aˑɪ_, aˑɪ ⇌ əˑʊ, ɪ_n̩ ⇌ əˑʊ_}↓ = {, }
(67) {ɪ_n̩ ⇌ aˑɪ_}↓ = {, }
(68) {aˑɪ ⇌ ɪ, ɛ ⇌ ɒ}↓ = ∅
Ces égalités peuvent se lire dans le tableau 6.2. Les lexèmes  et  partagent toutes
leur propriétés (65). Les trois patrons qu’ils partagent ne sont partagés que par eux (66). Le
patron ɪ_n̩ ⇌ aˑɪ_ n’est lui aussi partagé que par ces deux lexèmes (67). Enfin, l’opérateur ↓
appliqué à des patrons concurrents pour la même alternance produit généralement un ensemble
vide (68), sauf s’il existe des lexèmes surabondants présentant alternativement les deux patrons.
Ces opérateurs nous permettent de définir un  . Un concept formel dans
⟨X,Y, I⟩ est une paire ⟨A,B⟩ formée d’un ensemble d’objets A ⊆ X appelé l’ du
concept, et un ensemble de propriétésB ⊆ Y appelé l’ du concept, tels queA ↑= B
et B ↓= A. En somme, A est l’ensemble de tous les objets qui ont toutes les propriétés de B,
et B est l’ensemble de toutes les propriétés communes à tous les objets de A.
Par exemple, ⟨{,}, {ɪ_n̩ ⇌ aˑɪ_, aˑɪ ⇌ əˑʊ, ɪ_n̩ ⇌ əˑʊ_ }⟩ est un concept formel, en
raison de (65) et (66), mais ⟨{,}, {ɪ_n̩ ⇌ aˑɪ_ }⟩ n’en est pas un, car malgré (67), l’inverse
n’est pas vrai (65).
Il est possible, à partir de la table d’incidence, de produire la liste de tous les concepts corres-
pondants. Les exemples (69) à (75) fournissent la liste des concepts présents dans le tableau 6.2 :
(69) ⟨∅, {ɒ_n̩ ⇌ ɛ_ , ɪ_n̩ ⇌ əˑʊ_ , ɪ_n̩ ⇌ aˑɪ_ , aˑɪ ⇌ ɪ , n̩ ⇌ ϵ }⟩
(70) ⟨{}, {ɪ_n̩ ⇌ aˑɪ_ , aˑɪ ⇌ ɪ , n̩ ⇌ ϵ }⟩
(71) ⟨{}, {ɒ_n̩ ⇌ ɛ_ , n̩ ⇌ ϵ, ɛ ⇌ ɒ }⟩
(72) ⟨{, }, {n̩ ⇌ ϵ }⟩
(73) ⟨{, }, {ɪ_n̩ ⇌ əˑʊ_ , ɪ_n̩ ⇌ aˑɪ_, aˑɪ ⇌ əˑʊ }⟩
(74) ⟨{, , }, {ɪ_n̩ ⇌ aˑɪ_ }⟩
(75) ⟨{, , , }, ∅⟩
Nous avions remarqué au sujet de la hiérarchie des classes nominales du russe (60) que les
classes pouvaient être comparés en termes de spécificité. Les concepts peuvent de même être
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ordonnés entre eux par leur spécificité. Étant donnés deux concepts ⟨A1, B1⟩ et ⟨A2, B2⟩ dans
⟨X,Y, I⟩, ⟨A1, B1⟩ est plus spécifique que ⟨A2, B2⟩ si et seulement siA1 est un sous-ensemble
de A2, ce qui implique également que B1 est un super-ensemble de B2. On a donc : Nous
avions remarqué au sujet de la hiérarchie des classes nominales du russe (60) que les classes
pouvaient être comparés en termes de spécificité. Les concepts peuvent de même être ordonnés
entre eux par leur spécificité. Étant donnés deux concepts ⟨A1, B1⟩ et ⟨A2, B2⟩ dans ⟨X,Y, I⟩,
⟨A1, B1⟩ est plus spécifique que ⟨A2, B2⟩ si et seulement si A1 est un sous-ensemble de A2, ce
qui implique également que B1 est un super-ensemble de B2. On a donc :
⟨A1, B1⟩ ≤ ⟨A2, B2⟩ ⇐⇒ A1 ⊆ A2
⇐⇒ B2 ⊆ B1
On peut dire que ⟨A1, B1⟩ est un sous-concept de ⟨A1, B1⟩. Par ailleurs, si ⟨A1, B1⟩ ≤
⟨A2, B2⟩ et qu’il n’existe aucun concept ⟨Ai, Bi⟩ dans ⟨X,Y, I⟩ tel que ⟨A1, B1⟩ ≤ ⟨Ai, Bi⟩ ≤
⟨A2, B2⟩, alors ⟨A1, B1⟩ est un voisin inférieur immédiat de ⟨A2, B2⟩, et on note : ⟨A1, B1⟩ ≺
⟨A2, B2⟩.
La collection des concepts formels d’un contexte ⟨X,Y, I⟩, associée à la relation d’ordre ≤,
forme le    de ⟨X,Y, I⟩, noté B⟨X,Y, I⟩ . Un ensemble ordonné par une
relation d’ordre peut êre représenté par un diagramme de Hasse dans lequel chaque élément de
l’ensemble forme un nœud d’une structure hiérarchique, si un élément est inférieur à un autre,
il est représenté plus bas dans le diagramme. Les voisins immédiats sont reliés par un arc. De
cette façon, pour toute paire de concepts c1, c2 dans ⟨X,Y, I⟩, on a c1 ≤ c2 si on peut atteindre
c2 à partir de c1 par un chemin ascendant.
L’exemple (76) présente le diagramme de Hasse pour le treillis du contexte du tableau 6.2.
Chaque nœud est annoté par son concept.
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(76)
⟨ {, , , ride}, ∅ ⟩
⟨ {, , }, {ɪ_n̩ ⇌ aˑɪ_ } ⟩
⟨ {, },
{ɪ_n̩ ⇌ əˑʊ_ , ɪ_n̩ ⇌ aˑɪ_, aˑɪ ⇌ əˑʊ } ⟩
⟨ {, }, {n̩ ⇌ ϵ} ⟩
⟨ {},
{ɪ_n̩ ⇌ aˑɪ_ , aˑɪ ⇌ ɪ , n̩ ⇌ ϵ} ⟩
⟨ {},
{ɒ_n̩ ⇌ ɛ_ , n̩ ⇌ ϵ, ɛ ⇌ ɒ} ⟩
⟨ ∅, {ɒ_n̩ ⇌ ɛ_ , ɪ_n̩ ⇌ əˑʊ_ , ɪ_n̩ ⇌ aˑɪ_ , aˑɪ ⇌ ɪ , n̩ ⇌ ϵ, ɛ ⇌ ɒ, aˑɪ ⇌ əˑʊ} ⟩
Cette notation est redondante : il n’est en fait pas nécessaire de répéter plus haut les objets
qui ont déjà été rencontrés plus bas, car ils peuvent se déduire de la structure hiérarchique.
Inversement, il n’est pas nécessaire de répéter plus bas les patrons d’alternance qui ont déjà été
rencontrés plus haut. L’affichage dit réduit consiste à ne noter les objets et les propriétés sur la
structure hiérarchique qu’au niveau des concepts qui les définissent. L’exemple (77) présente
le même treillis que l’exemple (76), en affichage réduit.
(77)
⊤
ɪ_n̩ ⇌ aˑɪ_
, ,
ɪ_n̩ ⇌ əˑʊ_, aˑɪ ⇌ əˑʊ
n̩ ⇌
,
aˑɪ ⇌ ɪ
,
ɒ_n̩ ⇌ ɛ_, ɛ ⇌ ɒ
⊥
Les treillis de concepts en affichage réduit peuvent se lire comme des hiérarchies monotones
à héritage multiple. La hiérarchie en (6.1), produite sur un ensemble d’objets et de propriétés
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légèrement plus grands, est également un treillis de concepts. Le concept inférieur, ou infimum,
y a été omis, car il n’est pas intéressant pour nous : Il comporte toujours l’ensemble de toutes
les propriétés pour intension, et l’ensemble vide pour extension.
6.3 Treillis de patrons d'alternance
Afin d’appliquer cette analyse aux systèmes flexionnels que nous étudions, nous prenons
pour propriétés tous les couples d’une paire de cases et d’un patron d’alternance, et pour objets,
toutes les microclasses. Un lexème défectif sera noté comme n’ayant aucun patron pour toutes
les paires concernant une case où il est défectif. Un lexème surabondant sera noté comme ayant
tous les patrons qu’il est susceptible d’instancier. Nous nous appuyons sur la librairie python
concepts (Bank 2016) afin de générer les concepts et le treillis.
Les treillis obtenus sont de grande taille. Par exemple, la figure 6.2 dessine la structure
générale des treillis de l’anglais et du français. Seuls les objets sont étiquetés, en affichage réduit,
car les patrons d’alternance sont beaucoup trop nombreux. Ces exemples sont typiques de la
situation pour l’ensemble des langues observées, c’est à dire qu’ils sont trop grands et trop
fournis pour être explorés manuellement.
Ce fait à lui seul invalide l’hypothèse selon laquelle les systèmes réels se rapprocheraient du
canon de Corbett : les systèmes flexionnels étudiés dans cette thèse sont très loin de s’organiser
en partitions. Lorsque nous discutions de la structure des classes du russe, dans la première
section du présent chapitre, nous avons proposé de mesurer la canonicité d’une hiérarchie de
classe multiple au moyen de 3 mesures, que nous pouvons maintenant opérationnaliser.
— Nombre de concepts : dans la situation canonique, si un treillis a une base de b feuilles, il
existe au total b+1 concepts (en ignorant l’infimum), c’est à dire que les feuilles ne sont
reliées que par la racine. Plus le nombre de concepts est haut, plus le système enfreint
le critère 1 (distinctivité).
— Hauteur de la hiérarie : dans la situation canonique, le plus long chemin reliant la
racine à une feuille n’emprunte qu’un seul arc. En fait, c’est le cas de tous les chemins
entre la racine et une feuille. Mesurer la hauteur de la hiérarchie nous donne une infor-
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F 6.2 – Treillis des patrons pour l’anglais et le français, avec affichage réduit des objets
uniquement.
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mation sur le type de partage entre les microclasses. Une hiérarchie haute est organisée
en classes et sous-classes successives, et présente de nombreuses implications entre les
concepts (tout concept implique ses parents). Une hiérarchie peu haute présente moins
de structure implicative entre les concepts, et pourrait présenter une série de classifi-
cations orthogonales, ou moins liées entre elles. En conséquence, une hiérarchie haute
viole le critère 4 (structure implicative plate).
— Degré moyen : une structure hiérarchique arborescente, c’est à dire où chaque concept
ne peut hériter que d’un parent, est plus canonique qu’une hiérarchie à héritage mul-
tiple. Nous mesurons le nombre moyen d’arcs entrant sur les concepts (en ignorant la
racine), afin d’estimer à quel point ces structures s’éloignent d’un arbre. Un arbre pré-
sente un degré moyen de 1. Plus le degré est haut, et plus la structure viole le critère 1
(distinctivité) par des partages hétéroclite.
Le tableau 6.3 présente ces mesures pour chaque système, à l’exception de celui du navajo 4.
Pour chaque système, la taille de la base est assez proche du nombre de microclasses. Celle-
ci ne peut en différer qu’en vertu de lexèmes surabondants ou défectifs. La prévalence de ces
phénomènes est très dépendant de la constitution des données : par exemple les données 
de l’anglais présentent beaucoup de surabondance due à des variantes de l’anglais, tandis que
les données du portugais présentent des paradigmes sans défectivité ni surabondance parce
que la variation n’a pas été prise en compte par les auteurs de la ressource. Les variations de la
taille de la base relativement au nombre de microclasses ne sont donc pas interprétables comme
des distinctions typologiques.
Les degrés entrants dans chaque treillis sont toujours supérieurs à 2, sauf pour l’anglais où
le degré est de 1.9, ce qui indique que l’héritage multiple y est la norme. Les systèmes de classes
des langues étudiées sont donc tous très loin d’être des arbres.
Afin de pouvoir comparer les valeurs de hauteur et le nombre de concepts, nous calculons
une hauteur relative et un nombre de concepts relatif (ou densité) dans les treillis.
4. Pour les systèmes bipartites, nous formons les contextes en accolant les contextes des patrons formés sur
chaque sous-paradigme. En navajo, le nombre de propriétés est trop élevé pour pouvoir calculer le treillis en un
temps raisonnable.
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Microclasses Base Hauteur Degré Concepts
Anglais 118 88 11 1.91 244
Chatino de Zenzontepec 99 98 8 2.65 524
Portugais 60 60 21 2.79 677
Arabe 367 302 33 3.65 10 125
Français 97 77 27 3.96 4 845
Chatino de Yaitepec 293 290 23 4.45 33 199
Russe 226 208 26 5.19 53 858
T 6.3 – Mesures de canonicité sur les treillis de patrons d’alternance.
Étant donné un treillis comportant une base de b atomes et présentant une hauteur h, nous
normalisons cette hauteur par la hauteur maximale possible sur b atomes, à savoir b − 1 (en
ignorant les arcs en direction de l’infimum) :
NH(B⟨X,Y, I⟩ ) = h
b− 1
(6.1)
Cette hauteur maximale correspond au cas le moins canonique, où le treillis constitue l’en-
semble des parties de l’ensemble des b atomes. On compte alors au total n = 2b− 1 concepts 5.
Nous normalisons donc le nombre de concepts d’un treillis par cette valeur maximale, et appe-
lons cette mesure . Soit n le nombre de concepts d’un treillis B⟨X,Y, I⟩ et b le nombre
de ses atomes, la densité de ce treillis est :
densité(B⟨X,Y, I⟩ ) = n
2b − 1
(6.2)
La figure 6.3 présente ces valeurs pour chaque système. La croissance de 2b est telle que
relativement au maximum concevable, nos treillis sont très peu fournis en nœuds, et ce même
s’ils semblent très denses à l’œil nu (toutes les valeurs de densité sont inférieures à 10−10).
La hauteur relative, elle, varie d’un système à l’autre. D’une part les systèmes du chatino, de
5. Il faut à nouveau soustraire 1 pour ignorer l’infimum, c’est à dire l’ensemble vide pour l’extension. Notons
que la taille de ce treillis maximale croît très rapidement en fonction de b.
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F 6.3 – Canonicité des treillis de patrons d’alternance.
l’arabe, du russe et de l’anglais présentent une hauteur inférieure à 0.15, tandis que les deux
autres systèmes présentent une hauteur relative autour de 0.35, indicative d’un plus grand
nombre de classes intermédiaires.
Dans l’ensemble, ces résultats montrent que les classifications obtenues sont très complexes
à vue d’œil, et manifestement non canoniques. Elles permettent donc de rejeter sans hésitation
l’hypothèse de la canonicité, selon laquelle des partitions seraient un modèle approprié des
classes flexionnelles. Cependant, ces systèmes sont également beaucoup moins complexes que
le maximum théoriquement possible.
6.4 Lisibilité des treillis de classes flexionnelles
Les classifications fondées sur des concepts reliant microclasses et patrons d’alternances
contiennent trop de concepts pour être lisibles par un humain. Cela limite considérablement
leur utilité pratique pour l’exploration qualitative des propriétés des systèmes flexionnels. Or
elles sont redondantes de deux façons distinctes : d’une part, un grand nombre de concepts
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vole oiseau insecte ailé aquatique rapace parle
papillon × × ×
perroquet × × × ×
pingouin × × ×
aigle × × × ×
T 6.4 – Contexte de quelques animaux ailés.
n’introduit ni objets (microclasses), ni propriétés (patrons), et leur sémantique est celle d’une
conjonction. D’autre part, nous avons dit que les patrons d’alternance calculés sur l’ensemble
des paires de cases fournissent des caractérisations intentionnellement redondantes, permet-
tant de capter l’ensemble des points de similarités possibles entre microclasses. Cette section
propose une méthode permettant d’inférer des hiérarchies plus lisibles en opérant une simpli-
fication du système.
6.4.1 Hiérarchies des concepts objets et attributs
Dans un treillis de concepts, nous avons vu que l’affichage réduit permet de n’indiquer les
objets et les propriétés que sur les concepts qui les définissent. Un concept introduisant un
objet est un   (object concept en anglais) et un concept introduisant une propriété
est un   (attribute concept en anglais). Certains concepts n’introduisent ni
objets, ni propriétés. Ainsi, dans un treillis de concepts représenté en affichage réduit, certains
concepts n’ont aucune étiquette.
Le tableau 6.4 illustre la situation pertinente pour un contexte non-linguistique. Le treillis
en (78) est le treillis des concepts de ce contexte. Le concept indiqué dans le treillis par un cercle
gris, et dans le tableau par des cases grisées, est ⟨ {perroquet, aigle}, {oiseau, vole} ⟩. Ce concept
ne définit pas l’ensemble des animaux ailés qui volent, car le papillon en fait également partie.
Il ne définit pas non plus l’ensemble des oiseaux, car le pingouin en est un. Ce n’est donc pas un
concept propriété. De même, il ne définit pas l’ensemble des perroquets, car les perroquets ont
également la propriété de parler. Il ne définit pas plus l’ensemble des aigles, car les aigles ont la
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propriété d’être des rapaces. Ce concept a pour sémantique une conjonction : les perroquets et
les aigles ont en commun d’appartenir à la fois au concept objet des animaux ailés qui volent
et au concept objet des animaux ailés qui sont des oiseaux.
(78)
ailé
oiseau
aquatique
pingouin
rapace
aigle
parle
perroquet
vole
insecte
papillon
⊥
Petersen (2001) nomme AOC, ou attribute object concept partial ordered set l’ensemble
des concepts objets et des concepts propriété d’un contexte, ordonnés par inclusion. Il s’agit
d’un sous-ensemble des concepts du treillis. L’exemple (79) présente la hiérarchie résultant de
cet ensemble. Elle se distingue de (78) par l’absence du concept ⟨ {perroquet, aigle}, {oiseau, vole}
⟩. À la place, des arcs supplémentaires ont été introduits. La hiérarchie obtenue peut se lire de
la même façon que le treillis des concepts, mais il ne s’agit pas d’un treillis. En effet, en (78),
toute paire de concepts avait une unique borne supérieure et une unique borne inférieure.
En particulier, la borne haute pour ⟨ {perroquet}, {oiseau, vole, parle} ⟩ et ⟨ {aigle}, {oiseau,
vole, rapace} ⟩ était le concept représenté en gris ⟨ {perroquet, aigle}, {oiseau, vole} ⟩. Dans la
hiérarchie (79), il existe deux bornes hautes concurrentes pour ces concepts : ⟨ {perroquet, aigle,
papillon}, {vole} ⟩ et ⟨ {perroquet, aigle, pingouin}, {oiseau} ⟩.
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(79)
ailé
oiseau
aquatique
pingouin
rapace
aigle
vole
parle
perroquet
insecte
papillon
⊥
Selon Osswald et Petersen (2003), « Les AOC-posets fournissent une méthode très simple
pour induire des hiérarchies d’héritages sans redondance à partir d’immenses bases de don-
nées 6 ». La taille de ces hiérarchies est bornée par la somme du nombre d’objets et du nombre
d’attributs, ce qui les rend beaucoup plus compactes que les treillis de concepts. La perte des
propriétés d’un treillis n’est pas un problème pour nos besoins, et nous pensons donc qu’il est
utile de restreindre nos hiérarchies à ces sous-ensembles. Osswald et Petersen (2002) utilisent
justement ces structures pour inférer des classifications linguistiques.
6.4.2 Choix d'un sous-ensemble de patrons
Un second type de redondance est à l’œuvre dans nos treillis de concepts fondés sur les
patrons d’alternance : les patrons d’alternance permettent de prédire n’importe quelle forme à
partir de n’importe quelle autre. Cette redondance est nécessaire afin de rendre compte de l’en-
semble des points de similarités possibles entre les lexèmes. Face à de très grands paradigmes, il
peut cependant être souhaitable de renoncer à certaines relations de similarité afin de pouvoir
explorer manuellement les hiérarchies produites.
Albright (2002) propose une solution intuitivement satisfaisante à ce problème :
Si nous disions simplement qu’une grammaire contient les règles qui relient les
formes du paradigme entre elles, et n’ajoutions rien de plus (comme par exemple
le font Bochner 1993, Barr 1994, et Neuvel et Singh 2001), nous nous retrouve-
rions à devoir inclure dans la grammaire un nombre énorme de relations binaires.
6. [En anglais dans le texte] « AOC-posets provide a very simple method to induce redundancy-free inheritance
hierarchies from huge databases ».
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Intuitivement, la réponse à ce problème est que les locuteurs n’apprennent proba-
blement pas les règles pour toutes les relations binaires dans le paradigme, mais
plutôt pour un sous ensemble des relations possibles 7.
Albright (2002, p.8)
Il propose donc de restreindre les règles (nos patrons), de façon à ce qu’elles incluent tou-
jours certaines cases de paradigmes, dites bases. La façon la plus radicale de réduire ainsi
les alternances, qui est employée explicitement ou implicitement dans de nombreuses gram-
maires, est de s’appuyer sur une base unique. Albright (2002) nomme «    
 8 » l’hypothèse selon laquelle en général, les formes d’un paradigmes sont toutes for-
mées sur une unique forme. La figure 6.4 présente l’ensemble des relations qui seraient conser-
vées pour les verbes du français si l’on considère l’infinitif comme case de base.
Cependant, ce choix réduit énormément le nombre d’alternances considérées, et perd tel-
lement d’information que la structure hiérarchique résultante est très peu informative.
Une autre possibilité pour se concentrer sur certaines relations d’interprédictibilité entre
cases consiste à suivre l’idée de Boyé (2000) et Bonami et Boyé (2003a), qui organisent les cases
de paradigmes en arbres de dépendance implicative. Sagot (2013) propose une manière d’opé-
rationnaliser cette idée. Il utilise l’entropie conditionnelle pour sélectionner un arbre couvrant
d’entropie conditionnelle minimale dans le graphe de toutes les alternances possibles entre
cases de paradigme.
Sagot (2013) représente les combinaisons entre patrons par un graphe orienté, dans lequel
l’arc entre une case c1 et une case c2 porte pour poids l’entropie H(c1 ⇒ c2). Afin de trou-
ver l’arbre couvrant dans ce graphe, il emploie l’algorithme de Chu-Liu-Edmonds, qui requiert
le choix d’une racine a priori. En français, il choisit l’infinitif. Il obtient donc un arbre enra-
ciné dans lequel toutes les formes peuvent être déduites à partir de la racine, ou à partir d’un
7. [En anglais dans le texte] « If we were to say simply that a grammar contains rules relating forms in the
paradigm to one another and leave it at that (as, for example, Bochner 1993, Barr 1994, and Neuvel and Singh 2001 do),
we would be left with an enormous number of pairwise relations to include in the grammar. Intuitively, the answer to
this problem is that speakers probably do not learn rules for every pairwise relation in the paradigm, but rather for only
a subset of the possible relations ».
8. [En anglais dans le texte] « single base hypothesis ».
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F 6.4 – Alternances impliquant l’infinitif au sein des paradigmes de verbes français.
de leur ancêtre. Nous présentons en figure 6.5 l’arbre qu’il obtient pour les verbes du fran-
çais. Cet arbre représente une structure de paradigme optimale, c’est à dire qu’il présente pour
chaque case ses meilleurs prédicteurs. Lorsque deux cases sont entièrement interprédictibles,
elles sont indiquées sur un même nœud de l’arbre. À nouveau, cette solution produit une coupe
trop importante dans le graphe pour fonder une classification hiérarchique des comportements
flexionnels.
Nous proposons, plutôt que de regarder les alternances les plus prédictibles, de nous concen-
trer au contraire sur les alternances les moins prédictibles. Pour ce faire, nous réduisons notre
attention aux alternances au sein des distillations de paradigmes produites au chapitre 3 sur la
base de zones de prédictibilités quasi-catégoriques. Le procédé est simple : pour chaque zone
d’interprédictibilité, on ne conserve qu’une case de paradigme. Cette stratégie a un avantage
majeur : elle produit, comme nous l’avons vu au chapitre 3, une plus grande réduction du
nombre de cases dans les grands paradigmes (de 51 à 9 en français) que dans les petits para-
digmes (aucune réduction en chatino de Zenzontepec). La figure 6.6 indique les alternances
considérées pour les verbes du français.
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F 6.5 – Alternances dans l’arbre couvrant de prédictibilité maximale (français).
cond.1pl
imp.1pl
imp.2sg
inf
ipfv.1pl
prs.3pl
pst.1pl
pst.ptcp.f.pl
pst.ptcp.m.pl
F 6.6 – Alternances à travers les zones d’interprédictibilité (français).
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F 6.7 – Comparaison de la taille des classifications exhaustives et simplifiées (échelle
logarithmique).
6.4.3 Bilan
Le résultat de ces deux simplicifications (hiérarchies AOC, sélection de cases en fonction
des zones d’interprédictibilité) produit bien entendu une vue partielle du treillis. Cependant,
la perte d’information est minimale, et les simplifications rendent possible une exploration
manuelle des hiérarchies produites, ouvrant la possibilité d’en faire usage pour des analyses
fines.
La méthode que nous avons présentée permet d’inférer des hiérarchies de taille beaucoup
plus modeste que les treillis entiers calculés sur ces mêmes systèmes. La figure 6.7 et le ta-
bleau 6.5 comparent le nombre de concepts dans les treillis exhaustifs et les hiérarchies flexion-
nelles simplifiées. En russe, où la réduction est la plus dramatique, la hiérarchie obtenue com-
porte 0.9% des concepts de la hiérarchie complète. En anglais, à l’opposé, elle comporte 70% des
concepts d’origine.
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Langue Treillis entier Hiérarchie simplifiée Proportion du treillis entier
Russe 53858 538 0.01
Chatino Y. 33199 922 0.03
Français 4845 201 0.04
Arabe 10125 775 0.08
Portugais 677 127 0.19
Chatino Z. 524 152 0.29
Anglais 244 164 0.67
T 6.5 – Comparaison du nombre de concepts des classifications exhaustives et simpli-
fiées.
6.4.4 Quelques exemples
Il n’est pas possible dans le cadre de cette thèse d’explorer systématiquement les hiérarchies
obtenues pour les 8 systèmes étudiés. Dans cette section, nous nous contentons de commen-
ter succinctement quelques-unes des hiérarchies simplifiées. Il n’est pas possible de discuter
l’ensemble des concepts de ces hiérarchies. Afin de pouvoir explorer les hiérarchie, nous avons
conçu une interface en HTML et javascript 9. Celle-ci permet de se déplacer dans la hiérarchie,
de zoomer sur des nœuds choisis par l’utilisateur. Le survol d’un nœud indique la taille de son
extension, un exemple de lexème dans son extension, ainsi que l’ensemble des propriétés qu’il
définit. Un clic sur un nœud active ou désactive sa visibilité, ainsi que celle de l’ensemble de
ses enfants. Les captures d’écran de la figure 6.8 donnent un aperçu de ces fonctionnalités.
En ce qui concerne l’anglais, nous conservons les quatre cases de paradigme , 13,
, 3 et , correspondant aux quatre zones d’interprédictibilité trouvées au
chapitre 3. La figure 6.9 présente la hiérarchie résultante, qui comporte seulement 164 concepts,
dont 117 coïncident avec une microclasse.
Le concept au sommet de la hiérarchie a l’ensemble vide pour intension, et l’ensemble des
microclasses pour extension : il n’y a donc aucune propriété partagée par absolument tous les
9. Celle-ci s’appuie sur la librairie python mpld3 : http://mpld3.github.io/.
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F 6.8 – Interface HTML d’exploration des hiérarchies.
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verbes. Il a quatre enfants, que nous listons par taille décroissante de leur extension :
(i) 5950 lexèmes
— ⇌13 :ϵ ⇌ ϵ/ X+
(ii) 5319 lexèmes (introduit )
— ⇌ :ɪŋ ⇌ ϵ/ X+_
(iii) 2909 lexèmes
— 3⇌ :z ⇌ ϵ/ X+_
(iv) 7 lexèmes (introduit )
— 3⇌ :ϵ ⇌ ϵ/ X+[dlnrstzðθ]*
Le concept (iv) concerne les modaux, dont seul  partage quoique ce soit avec d’autres
verbes, ceux du concept (ii). Le concept (i) concerne l’écrasante majorité des lexèmes, qui ont un
participe passé identique à leur passé. Le concept (ii) a également une très grande extension. Il
exclut 539 lexèmes du type  et  dans lesquels les /r/ disparaissent en finale à l’infinitif.
Ces verbes suivent donc un patron ⇌ :rɪŋ ⇌ ϵ. Il exclut également les modaux ,
, ,  qui n’ont pas de participe présent, ainsi que 199 verbes comme  qui
instancient un patron [lmnŋ]ɪŋ ⇌ [m̩ŋ̩ln̩̩], où les liquides finales deviennent syllabiques. Enfin
le concept (iii) réunit les lexèmes qui forment leur troisième personne de présent en /-z/. Il
s’oppose à des sous-concepts de (ii).
En ce qui concerne le français, nous obtenons la hiérarchie présentée dans la figure 6.10.
Les alternances conservées concernent les cases de paradigme .1, .1, .2, ,
.1, .3, .1, ..., et .... Quoique cette hiérarchie semble tou-
jours assez complexe, elle est beaucoup plus simple que la hiérarchie entière présentée en fi-
gure 6.2.
Une autre façon d’étudier les hiérarchies flexionnelles produites de cette façon consiste à
les comparer à celles qui sont décrites par des linguistes. Pour le français, Kilani-Schoch et
Dressler (2005) proposent une hiérarchie arborescente détaillée de l’organisation des verbes du
français. Celle-ci s’organise en deux macroclasses, selon une division fondée sur la producti-
vité des comportements flexionnels : la macroclasse I comporte les classes productives, et la
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macroclasse II comporte l’ensemble des classes non productives. Chacune est subdivisée à leur
son tour en sous-classes, sous-sous classes, etc, jusqu’aux microclasses. Ces subdivisions sont
cette fois fondées sur des propriétés d’exponence. Nous présentons succinctement la structure
de la hiérarchie résultante dans la figure 6.11.
Dans leur description, Kilani-Schoch et Dressler (2005) proposent des implications par dé-
faut, ou « conditions de structure paradigmatique 10 », pour chaque classe de la hiérarchie.
Nous rappelons dans les exemples (80) à (82) quelques unes de ces implications présentées au
chapitre 1.
(80)  Macroclasse I : Infinitif /X+e/ ⇒

Participe passé = /X+e/
Passé simple première personne du singuliers = /X+e/
Présent singulier = /X/
Présent indicatif troisième personne du pluriel = /X/
Subjonctif présent = /X/
(81) Classe I.1 : Imparfait parl+ɛ, futur parl+ər+e.
(82) Classe II.2 : Infinitif /Xwar/ ⇒

Participe passé en /y/
Passé simple en /y/
par défaut, /wa/ fait partie de l’infinitif
Afin de comparer cette hiérarchie à celle que nous produisons automatiquement, nous aug-
mentons notre hiérarchie avec de l’information provenant de celle de Kilani-Schoch et Dressler
(2005). Plus précisément, nous créons une propriété pour chaque nœud (classe, sous-classe, etc)
de leur hiérarchie, en excluant les microclasses pour simplifier la comparaison. Nous attribuons
ces propriétés aux objets de notre classification (les 2549 verbes du français). Nous accolons ce
contexte à celui des patrons (après sélection), et nous produisons une nouvelle hiérarchie. Dans
celle-ci, que nous présentons en figure 6.12, les concepts peuvent introduire des patrons d’alter-
nance (ils sont dessinés en vert clair dans la figure) ou des classes de Kilani-Schoch et Dressler
(2005) (ils sont dessinés en violet foncé dans la figure). La hiérarchie comprend 208 concepts,
dont 20 concepts appartenant à la classification de Kilani-Schoch et Dressler (2005). Quoique
10. [En anglais dans le texte] « Paradigm Structure Conditions (PSCs) ».
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ce soit théoriquement possible, nous ne trouvons aucun concept qui présente les deux types de
propriétés.
Rappelons qu’il est possible de lire des implications dans les hiérarchies de concepts, car
tout concept implique l’ensemble de ses ancêtres. Dans la hiérarchie comparée de la figure 6.12,
l’intension de la racine est vide : il n’existe pas de propriétés communes à l’ensemble des
lexèmes. Les deux macroclasses de Kilani-Schoch et Dressler (2005) sont les enfants de la racine.
En conséquence, il n’y a pas d’implications catégoriques possibles à partir des macroclasses :
appartenir à l’une ou l’autre macroclasse ne nous informe pas avec certitude sur les patrons
instanciés. On peut en conclure que les macroclasses de Kilani et Dressler ne caractérisent pas
des comportements morphophonologiques au sein des alternances retenues.
Cependant les implications qui constituent les conditions de structure paradigmatique sont
des défauts, et non des règles catégoriques. Observons donc les principaux concepts qui im-
pliquent d’appartenir à la macroclasse I. Nous listons les patrons définis par ces concepts en
tableau 6.6. Pour chacun, nous indiquons la proportion des lexèmes de la macroclasse qui sont
concernés par l’antécédent. Il existe d’autres implications valides, mais elles concernent au plus
12% des lexèmes de la macroclasse I. Pratiquement tous les lexèmes de la macroclasse I (99.93%)
présentent un patron identité entre le participe passé et l’infinitif. De façon peu surprenante,
puisque cette macroclasse est fondée sur un exposant affixal /-e/ à l’infinitif, les autres implica-
tions portent principalement sur des patrons qui concernent l’infinitif ou le participe passé en
/-e/. Ces implications constituent de bons candidats à être des conditions de structure paradig-
matique par défaut.
Nous présentons dans le tableau 6.7 tous les patrons des concepts qui impliquent la macro-
classe II et concernent plus de 50% de ses lexèmes. L’hétérogénéité de la classe apparaît tout
d’abord à travers l’absence d’implication quasi-catégoriques : le concept qui implique la macro-
classe II avec le plus de fiabilité concerne seulement 70% de ses lexèmes. Par ailleurs, les patrons
concernés sont de nature beaucoup plus variables que ceux qui impliquent la macroclasse 1.
L’observation des implications fiables dans la hiérarchie peut permettre de constituer des
ensembles de conditions de structure paradigmatique obtenues automatiquement et dont la qua-
lité est quantifiable (voir section 1.3.4). Nous laissons cette entreprise à de futurs travaux.
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Patrons Proportion de la macroclasse I
⇌... :ϵ ⇌ ϵ,
⇌... :ϵ ⇌ ϵ
99.93 %
.1⇌ :ɔ̃ ⇌ E ,
.1⇌... :ɔ̃ ⇌ E ,
.1⇌... :ɔ̃ ⇌ E ,
.1⇌.1 :am ⇌ ɔ̃ ,
.1⇌ :am ⇌ E ,
.1⇌... :am ⇌ E ,
.1⇌... :am ⇌ E
99.89 %
.2⇌ :ϵ ⇌ E ,
.2⇌... :ϵ ⇌ E ,
.2⇌... :ϵ ⇌ E ,
.3⇌ :ϵ ⇌ E ,
.3⇌.1 :ϵ ⇌ am ,
.3⇌... :ϵ ⇌ E ,
.3⇌... :ϵ ⇌ E ,
.1⇌.2 :am ⇌ ϵ
89.65 %
.1⇌ :Øʁjɔ̃ ⇌ E ,
.1⇌.1 :Øʁjɔ̃ ⇌ am ,
.1⇌... :Øʁjɔ̃ ⇌ E
88.97 %
.1⇌ :jɔ̃ ⇌ E ,
.1⇌.1 :jɔ̃ ⇌ am
81.63 %
T 6.6 – Patrons définis par les principaux concepts qui impliquent l’appartenance à la
macroclasse I.
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Patrons Proportion de la macroclasse I
.1⇌... :m ⇌ ϵ 70.59 %
.1⇌ :jɔ̃ ⇌ ϵ 66.28 %
.1⇌... :m ⇌ ϵ 63.99 %
⇌... :ʁ ⇌ ϵ 63.85 %
.2⇌... :ϵ ⇌ ϵ 63.13 %
.1⇌... :ʁjɔ̃ ⇌ ϵ 62.12 %
.2⇌ :ϵ ⇌ ʁ 61.55 %
.1⇌ :m ⇌ ʁ 57.82 %
.1⇌.1 :ʁjɔ̃ ⇌ m 57.39 %
⇌... :ʁ ⇌ ϵ 54.81 %
.1⇌... :ʁjɔ̃ ⇌ ϵ 54.38 %
.1⇌.2 :m ⇌ ϵ 52.08 %
.2⇌.1 :ϵ ⇌ sɔ̃ ,
.1⇌.2 :sjɔ̃ ⇌ ϵ,
.3⇌.2 :s ⇌ ϵ
51.94 %
.2⇌... :ϵ ⇌ ϵ 51.08 %
T 6.7 – Patrons définis par les principaux concepts qui impliquent l’appartenance à la
macroclasse I.
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Passons maintenant au système du chatino de Zenzontepec. La figure 6.13 présente la hié-
rarchie simplifiées pour ce système. Puisqu’il n’y a pas de zones d’interprédictibilité, nous
conservons les quatre cases de paradigme, et la simplification consiste seulement à ignorer
les nœuds disjonctifs. La hiérarchie combine les patrons tonaux, dont les concepts sont indi-
qués en violet foncé, et les patrons segmentaux, dont les concepts sont indiqués en vert clair.
Aucun concept ne présente à la fois des patrons tonaux et segmentaux. Cette observation té-
moigne de l’orthogonalité des deux systèmes. Outre quatre concepts introduisant des patrons
identité tonaux qui dominent la hiérarchie, la hiérarchie est assez plate, indiquant qu’il existe
peu de relations implicatives dans ce système, et en particulier, peu de relations implicatives
entre le système tonal et le système segmental.
La figure 6.14 compare la hiérarchie des patrons segmentaux du chatino de Zenzontepec
(nœuds vert clair) avec celle proposée par Campbell (2014, nœuds prune annotés). .
Nous listons ci-dessous les implications au sein de cette hiérarchie qui mettent en jeu une
classe de Campbell (2014) et concernent au moins 20% des lexèmes du concept impliqué :
(i) Bc =⇒ ⇌ :i ⇌ e (53.38%)
(ii) Bc =⇒ ⇌ :ku ⇌ te (72.45%)
(iii) Bc =⇒ ⇌ :ku ⇌ ti (89.87%)
(iv) Bt =⇒ ⇌ :ϵ ⇌ n (30.86%)
(v) At =⇒ ⇌ :kat ⇌ ty , ⇌ :nkat ⇌ ty (50.0%)
(vi) ⇌ :ky ⇌ tey , ⇌ :ch ⇌ ntey =⇒ By (57.14%)
(vii) ⇌ :ch ⇌ tey =⇒ By (55.1%)
(viii) ⇌ :u ⇌ e =⇒ A (53.89%)
(ix) ⇌ :ka ⇌ tu =⇒ A (52.33%)
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(x) ⇌ :ku ⇌ nte =⇒ A (46.11%)
(xi) ⇌ :n_a ⇌ _u =⇒ A (44.56%)
(xii) ⇌ :n_u ⇌ _a , ⇌ :ku ⇌ cha =⇒ Ca (38.89%)
(xiii) ⇌ :ϵ ⇌ ncha =⇒ Ca (33.33%)
(xiv) ⇌ :ϵ ⇌ ka =⇒ Ca (33.33%)
(xv) ⇌ :ya ⇌ nti =⇒ C2 (20.69%)
Parmi les classes de premier niveau, seule la classe A apparaît dans ces implications. Toutes
les sous-classes sauf Au et Ac y figurent. Nous pouvons donc en conclure qu’il n’existe pas de
coïncidence exacte entre les concepts calculés sur la base des patrons et les classes de Campbell
(2014), et les implications qui relient ces deux types de concepts ne sont jamais fondées sur une
très grande proportion du concept cible, sauf pour Bc en (ii) et (iii). Ceci s’explique par le fait
que Campbell (2011, 2014) fonde son système de classes sur celui de Kaufman (1989) pour le
zapotec. Sa typologie est donc en grande partie historique. Nous ne trouvons pas de justification
synchronique à cette classification dans la hiérarchie.
6.5 Conclusion
Dans cette section, nous avons montré qu’un modèle de classification flexionnelle fidèle
aux données doit permettre l’évaluation de structures non-canoniques, ce qui n’est le cas ni
des arbres ni des partitions de macroclasses. Nous avons proposé d’employer l’analyse for-
melle de concepts afin d’inférer une hiérarchie à héritage multiple dont chaque nœud consti-
tue une classe flexionnelle. Les structures obtenues sont extrêmement fournies, et très éloi-
gnées du point canonique que constitue une partition de macroclasses. Cette propriété confirme
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l’observation qu’une structure de macroclasses ne donne qu’une image extrêmement gros-
sière d’un système flexionnel. Cependant les treillis obtenus sont également systématiquement
beaucoup plus proche du canon que du maximum de non-canonicité imaginable. Cette obser-
vation, qui repose sur des mesures quantitatives, rejoint les observations de Carstairs (1987),
Carstairs-McCarthy (1994) et Ackerman et Malouf (2015) : même dans les systèmes flexionnels
qui semblent a priori très complexes, cette complexité est toujours très inférieure au maximum
concevable. Enfin, nous avons décrit deux façons de simplifier les treillis de classes flexion-
nelles en hiérarchies de classes à héritage multiple, de façon à pouvoir les utiliser comme le
point de départ d’analyses de morphologie fines. Ces analyses peuvent se fonder sur les impli-
cations fournies par la hiérarchie pour constituer de façon quantitative des hiérarchies comme
celle que Kilani-Schoch et Dressler (2005) fournissent pour le français, ou comparer différentes
propositions de classifications.
Conclusion
Tableau des résultats
Première partie : Alternances flexionnelles
La première partie de cette thèse a étudié les relations entre mots au sein des paradigmes de
flexion. Nous avons représentés ces relations par des patrons d’alternances, qui rendent compte
des contrastes formels entre les mots. Ce faisant, nous avons renoncé à une segmentation af-
fixale, qui opère globalement sur l’ensemble du paradigme, en faveur de segmentations locales
à chaque paire de cases. Ce changement d’échelle nous a permis de rendre compte de très
nombreux points de similarité entre les comportements flexionnels des lexèmes, qui seraient
ignorés par une analyse du type radical et exposant.
Le apitre 2 présente un algorithme permettant d’inférer les patrons d’alternance effica-
cement sur de larges lexiques, sans préjuger du type d’exponence qu’ils présentent. Nous avons
appliqué cet algorithme aux huit lexiques étudiés dans cette thèse. Suivant Albright et Hayes
(1999, 2002), Albright et Hayes (2003) et Albright et Hayes (2006), les patrons se décomposent
en deux séquences alternantes et un contexte d’application, et s’écrivent à la façon des règles
phonologiques de Chomsky et Halle (1968). Le patron (83) présente une alternance fréquente
entre le présent et le passé en anglais.
(83) ϵ ⇌ ɪd / X+

+dental
+anterior
-nasal
-continuant
_
Le Minimal Generalization Learner de Albright et Hayes (1999) inère des patrons unidi-
rectionnels. Il s’appuie sur une heuristique qui recherche un changement unique préférentiel-
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lement suffixal, sinon préfixal, sinon interne. Il retient l’ensemble des généralisations inter-
médiaires. Ces propriétés posent problème pour nos besoins : en effet l’implémentation d’un
biais d’alignement ne suffit pas à rendre compte de la plupart des alternances flexionnelles, qui
peuvent présenter de l’alternance affixale et des alternances de base (russe, français, portugais),
ou des alternances discontinues (arabe). L’usage d’une telle heuristique nuirait par ailleurs aux
comparaisons typologiques. De plus, dans chaque lexique, nous nous sommes intéressés à l’en-
semble des contrastes morphologiques présentés par chaque lexème. Nous avons calculé donc
un ensemble de patrons d’alternances pour chaque paire de case au sein du paradigme, c’est
à dire entre 6 (pour les 4 cases de paradigme du chatino de Zenzontepec) et 5886 (pour les
109 cases de paradigmes de l’arabe). Il est beaucoup trop coûteux en mémoire de conserver
l’ensemble des généralisations intermédiaires dans ce contexte.
Nous avons proposé un algorithme qui n’est pas typologiquement biaisé en faveur des sys-
tèmes suffixaux, qui peut identifier des alternances de nature variées, et qui permet de calculer
efficacement le très grand nombre de patrons d’alternance requis. Cet algorithme procède en
trois étapes, répétées indépendamment pour chaque paire de case de paradigme :
(i) Aligner localement chaque paire de formes en minimisant une distance d’édition, et en
déduire un patron d’alternance spécifique à cette paire de forme. Lorsqu’il existe plusieurs
alignement optimaux, conserver l’ensemble de tous les patrons qui en découlent.
(ii) Fusionner tous les patrons qui partagent une même alternance structurelle, en exprimant
leur contexte par une généralisation phonologique.
(iii) Scorer l’ensemble des patrons par le nombre de paires de formes qu’ils dérivent correcte-
ment. Pour chaque paire de forme, choisir parmi les patrons qui les dérivent correctement
celui dont le score est le plus haut.
Cette procédure permet de maximiser les points de similarités entre lexèmes. L’étape de gé-
néralisation permet également d’identifier des alternances qui coïncident avec des opérations
phonologiques régulières, comme une palatalisation ou un allongement. Nous avons présenté
deux types de distances d’éditions susceptibles d’être employées en (i) : d’une part les distances
de Levenshtein, d’autre par des distances pondérées par la similarité phonologique. Nous avons
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évalué la qualité des généralisations trouvées au moyen d’une tâche de prédiction, en compa-
rant l’alignement par distances d’édition aux alignement fixes à droite (changement préfixal)
et à gauche (changement suffixal), ainsi qu’à la stratégie de Albright et Hayes (2002). L’éva-
luation montre que notre stratégie d’alignement produit les meilleurs résultats dans la plupart
des langues, et des résultats très proche des meilleurs pour les autres langues. Nous n’avons
pas trouvé différence de performance forte entre les deux stratégies d’alignement automatique.
Nous avons conclu que notre algorithme produit en général de bonnes généralisation à travers
des langues présentant des alternances variées.
L’évaluation produit des exactitudes inférieures à 80% pour le russe, le chatino et le navajo.
Nous avons remarqué que ces trois systèmes flexionnels sont généralement décrits comme la
conjonction de deux systèmes flexionnels : en russe, le système accentuel est distinct du sys-
tème segmental, en chatino le système tonal se distingue du système segmental, et en navajo,
le noyau verbal est formé de deux bases qui varient chacune de façon distincte. Nous avons
proposé de rendre compte de chacun de ces lexiques flexionnels par deux représentation paral-
lèles mais séparées, chacune représentative d’un des deux sous-systèmes. L’évaluation montre
que cette manipulation améliore fortement l’évaluation sur chaque sous-système isolé, et que
la prédiction jointe sur les paires de sous-systèmes améliore encore la prédiction.
Le apitre 3 porte sur l’évaluation des relations implicatives au sein des paradigmes. Al-
bright et Hayes (2002) emploient les patrons d’alternance pour simuler la prédiction d’un lo-
cuteur qui, connaissant une forme de paradigme, tente d’en prédire une autre. Cette tâche est
cruciale pour les locuteurs, qui ne sont jamais exposés à l’ensemble des formes d’un lexème.
(Ackerman, Blevins et Malouf 2009) nomment le problème résultant Problème de remplissage
des cases de paradigme (Paradigm Cell Filling Problem).
Ackerman, Blevins et Malouf (2009) proposent de quantifier la difficulté du PCFP dans les
paradigmes en se fondant sur une mesure de théorie de l’information. Ils emploient pour cela
une entropie conditionnelle : connaissant la distribution d’affixes pour une case, quelle incerti-
tude demeure pour deviner les affixes d’une autre case ? Ils nomment entropie paradigmatique
la moyenne de ces entropies à travers l’ensemble du paradigme. La principale faiblesse de leur
méthodologie est qu’elle se repose sur des segmentation affixales fournies par des grammaires
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descriptives. Ces descriptions ne fournissent pas d’information de fréquence de type, sous-
estiment à la fois la tâche des locuteurs, en masquant certaines opacités, et les informations
disponibles, en ignorant toute une partie des mots (Bonami 2014 ; Bonami et Boyé 2014). Bo-
nami et Boyé (2014) et Bonami et Luıś (2014) proposent une mesure plus exacte du PCFP qui
s’appuie sur les patrons d’alternance, et qu’ils nomment entropie implicative. Bonami et Benia-
mine (2016) étendent la formulation de l’entropie implicative aux prédictions depuis plusieurs
formes, car il est rare que les locuteurs n’aient qu’une unique forme à leur disposition pour
résoudre le PCFP. Dans le chapitre 3, nous avons également montré comment calculer l’entro-
pie implicative des systèmes bipartites. En nous appuyant sur les résultats du chapitre 2, nous
avons appliqué ces méthodologies à l’ensemble des huit lexiques étudiés dans cette thèse.
La principale conclusion de Ackerman, Blevins et Malouf (2009) est la conjecture d’entropie
basse : à travers l’ensemble des systèmes dont ils évaluent l’entropie paradigmatique, l’entropie
est uniformément basse. L’évaluation de l’entropie implicative sur les lexiques verbaux du fran-
çais, du portugais, du chatino, de l’arabe, du navajo et le lexique nominal du russe confirment
cette conjecture. Qui plus est, conformément aux résultats de Bonami et Beniamine (2016), l’en-
tropie diminue de façon importante avec l’ajout de prédicteurs. La prédiction jointe est donc
très utile dans le cadre du PCFP.
Nous avons observé que les entropies hautes s’organisent par case : dans tous les systèmes,
nous avons trouvé des cases qui sont de mauvais prédicteurs. De façon intéressantes, ces cases
sont en général facile à prédire. On peut penser qu’il s’agit des cases peu fréquentes, que les
locuteurs sont parfois amenés à prédire, mais sur lesquelles ils ne fondent pas souvent leurs
prédictions.
Nous avons remarqué que les entropies implicatives sont plus basses dans les systèmes pré-
sentant un plus grand nombre de cases de paradigme, et plus haute dans les petits systèmes.
L’anglais, pour lequel nous avons surdifférencié les cases de paradigmes en raison du verbe 
, fait seul exception à cette tendance. Cette relation entre taille de paradigme et prédictibi-
lité nous a mené à formuler une conjecture de stabilité de l’entropie implicative. Les cases de
paradigmes sont un partitionnement construit des contextes syntaxiques en fonction des varia-
tions formelles. Un système présentant moins de cases ne présente pas moins de contextes syn-
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taxiques, mais seulement moins de contrastes formels à travers ces contextes. En conséquence,
en n’évaluant le PCFP qu’à travers les cases de paradigmes, nous ignorons toutes les prédictions
syncrétiques, lorsqu’un locuteur connaissant la forme dans un contexte syntaxique emploie une
forme identique dans un contexte syntaxique distinct. Si nous considérions non pas les cases
de paradigmes mais les contextes d’emplois syntaxiques, l’entropie implicative moyenne pon-
dérée à travers les langues devrait être relativement stable. Pour confirmer cette conjecture, il
nous faudrait d’une part un échantillon de lexiques beaucoup plus grand,permettant de confir-
mer la relation, et d’autre part des données concernant les fréquences de cases de paradigmes
dans chaque langue.
Deuxième partie : La structure de similarité des systèmes flexionnels
La deuxième partie de cette thèse a étudié la structure de similarité des systèmes flexionnels,
et les modèles de classifications susceptibles d’en rendre compte. Nous avons caractérisé chaque
lexème par l’ensemble des patrons d’alternances qu’il instancie. Chaque patron d’alternance
représente donc potentiellement un point de similarité entre lexèmes.
Le apitre 4 étudie les microclasses, c’est à dire les classes de lexèmes qui partagent exac-
tement les mêmes patrons d’alternances. Les microclasses sont entièrement déterminées par
l’inventaire de patrons. Empiriquement, nous avons montré qu’elles sont toujours nombreuses
(de 52 en chatino du Zenzontepec à 367 en arabe). La distribution de leur fréquence de type
(nombre de lexème par microclasse) suit une loi de puissance : on trouve quelques très grosses
classes, et de nombreuses très petites classes. Nous avons vu qu’en arabe, en russe, en chatino
de Yaitepec, pour les tons du chatino de Zenzontepec, pour les accents du russe, et en navajo,
on trouve moins de cinq lexèmes par classes en moyenne, indiquant le faible pouvoir descriptif
d’une classification en microclasses. En chatino, il se peut que cela soit lié à la petite taille des
lexiques, qui comportent peut-être principalement des formes exemplaires. En général, à tra-
vers tous les lexiques étudiés, les microclasses sont trop nombreuses, et reflètent des variations
trop petites, pour constituer une base intéressante pour un usage pédagogique, contrairement
à la notion traditionnelle de classe flexionnelle. Nous avons proposé trois explorations de la
structure de similarité des microclasses : le dessin de graphes de similarités saillantes, suivant
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Sims et Parker (2016), l’inférence d’arbres d’héritage par défaut, et enfin le la classification
ascendante hiérarchique fondée sur les distances entre classes.
Sims et Parker (2016) représentent les systèmes de classes flexionnelles par des graphes
au sein desquelles chaque classe est un sommet, et les arcs représentent des partages de traits
entre classes. Nous avons produit des graphes similaires fondés sur nos microclasses, et où la
similarité représente les patrons communs entre microclasses. Nous avons trouvé trois types
de réseaux : les verbes du zenzontepec forment un réseau très peu connecté, aussi bien du
point de vue des alternances segmentales que tonales. Nous avons regroupé dans une seconde
catégorie les systèmes dans lesquels la représentation en réseau laisse deviner des sous-réseaux
bien connectés : il s’agit de l’arabe, du portugais, des segments du russe, et des tons du chatino
de Yaitepec. Ces systèmes devraient constituer de bons candidats à l’analyse en macroclasses,
puisqu’ils semblent bien présenter des groupements de microclasses distincts les uns des autres.
Enfin, les systèmes de l’anglais, du français, et du navajo présentent des connections denses qui
ne semblent pas se structurer en sous-classes.
Nous avons discuté de l’opportunité de former des arbres d’héritage par défaut pour repré-
senter la parenté entre les classes. Les arbres d’héritage par défaut sont attirants principalement
en vertu de deux propriétés : ils rendent compte intuitivement d’une notion de régularité (les
classes les plus hautes dans la hiérarchie sont plus régulières), et ils fournissent une représen-
tation très compacte d’un inventaire de microclasses. Nous avons proposé un algorithme qui
permet de générer un arbre de microclasses par défaut, en privilégiant les microclasses les plus
grandes, et en reliant les classes de façon à minimiser les distances. Nous avons défini la dis-
tance entre deux microclasses par le nombre de paires de paradigmes pour lesquelles ces classes
instancient des patrons distincts. Nous avons illustré cet algorithme sur les noms du russe, et
montré que la compacité de cette structure l’empêche de refléter les réseaux de similarité de
façon intéressante dans une perspective abstractive.
Nous nous sommes alors tournés vers l’inférence d’un arbre binaire sous la forme d’un
dendrogramme au moyen de la méthode UPGMA. L’algorithme ascendant réunit itérativement
deux à deux les classes les plus similaires. Chaque fusion produit un niveau dans l’arborescence.
L’arbre obtenu fournit un ordre sur les feuilles (les microclasses), ce qui facilite la visualisation
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des cartes thermiques qui représentent les matrices de distances entre microclasses. Nous pou-
vons ainsi observer à l’œil nu l’organisation de similarité entre les microclasses, d’une façon
plus subtile que l’image fournie par les graphes de microclasses. L’analyse des microclasses
en arbre elle-même a cependant deux propriétés peu satisfaisantes : d’une part, elle opère des
coupes drastiques dans le réseau de similarité (toutes les branches sont binaires, aucun héritage
multiple n’est possible), et d’autre part, ces arbres ne peuvent être comparés aux analyses en
macroclasses fournies par les linguistes ou la tradition grammaticale.
Le apitre 5 décrit un algorithme permettant de choisir une partition de macroclasses en
s’appuyant sur les vecteurs de patrons d’alternance. Nous nous sommes appuyé sur la longueur
de description pour choisir une partition qui reflète au mieux les régularités des les données.
Nous avons proposé une description probabiliste d’une partition de classes flexionnelles, qui
rend compte de l’assignation des lexèmes à chaque classe, de la distribution des patrons dans
chaque classe, et de la désambiguïsation nécessaire au sein des classes, lorsqu’il existe plusieurs
patrons concurrents. Nous pouvons alors définir la longueur de description d’une partition de
classes flexionnelles, et chercher une partition de longueur de description minimale. L’algo-
rithme de recherche procède de façon ascendante. Il commence par un inventaire de micro-
classes, puis fusionne itérativement la paire de classes qui fournit la plus grande réduction en
longueur de description, tant qu’il existe une telle paire. Cet algorithme n’est pas forcé de trou-
ver une généralisation intermédiaires entre les microclasses et le système entier : il est tout
à fait concevable qu’un système de microclasses, ou qu’un système formé d’une seule classe
constituent des descriptions optimales d’un point de vue de la longueur de description. Nous
avons appliqué cet algorithme aux systèmes pour lesquels nous disposions de descriptions en
macroclasses provenant de la littérature linguistique ou des grammaires traditionnelles : le
français, le portugais, les segments du russe et du chatino de Zenzontepec. Dans les quatre
cas, nous avons bien trouvé des macroclasses distinctes des microclasses et de l’ensemble du
système. En chatino de Zenzontepec, nous n’en avons trouvé que deux, en portugais, cinq, en
français, six, en russe, neuf. Ces classes fournissent donc une généralisation importante sur les
microclasses, beaucoup plus nombreuses. L’observation qualitative des classes obtenues révèle
leur proximité avec les classes proposées dans la littérature. L’analyse automatisée fait ressor-
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tir des régularités au sein des groupes moins fréquents et des similarités qui sont usuellement
ignorées. L’évaluation quantitative confirme que les classifications obtenues sont très simi-
laires aux classifications traditionnelles. Elles présentent toujours une longueur de description
plus basse. À l’exception du chatino de Zenzontepec, elles sont meilleures en termes de scores
de silhouette, et sont plus informatives sur les microclasses. Cependant, dans l’ensemble, les
macroclasses ont toujours des scores de silhouette peu satisfaisants, et ne sont que très partiel-
lement informatives. Nous en avons conclu que la stratégie proposée est efficace pour choisir
une partition en macroclasse qui soit aussi bonne que possible, mais qu’en soi, une partition
de macroclasse est généralement un modèle très imprécis de la structure des systèmes flexion-
nels, et ce y compris dans les systèmes comme le portugais qui se prêtent le mieux à ce type
d’analyse.
Dans leapitre 6, nous avons proposé de considérer comme classe flexionnelle tout groupe
de lexème partageant maximalement un ensemble de patrons. Nous avons employé à cette fin
l’analyse formelle de concepts. Celle-ci définit un concept formel comme une paire formée d’un
ensemble de propriétés (nos patrons) et d’un ensemble d’objets (nos lexèmes), tels que tous les
objets ont en commun toutes ces propriétés, mais aucune autre, et tels que ces propriétés sont
partagées par exactement ces lexèmes, et aucun autre. Nous avons proposé que tout concept re-
liant des lexèmes et des patrons d’alternance constitue un point de similarité susceptible d’être
remarqué ou utilisé par un locuteur. Chaque concept représente donc une classe flexionnelle,
qui peut être d’une granularité variable. Les concepts peuvent être ordonnés entre eux par in-
clusion : un concept est supérieur à un autre si l’ensemble de ses objets contient l’ensemble
des objets de l’autre. En raison de la définition des concepts, cela signifie également que l’en-
semble des propriétés d’un concept supérieur à un autre est un sous-ensemble des propriétés
de cet autre concept. En somme, cet ordre repose sur la généralité : les concepts les plus gé-
néraux (les plus grands) concernent beaucoup de lexèmes mais peu de propriétés, tandis que
les concepts les plus spécifiques concernent plus de propriétés mais moins de lexèmes. L’en-
semble des classes ordonnées par généralité forme un treillis au sens mathématique, qui peut
se lire comme une hiérarchie à héritage multiple monotone. Cette représentation des système
de classes nous a permis d’évaluer la distance entre les systèmes observés et les systèmes cano-
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niques au sens de Corbett (2009). L’observation quantitative des treillis montre que l’héritage
multiple, ignoré par une modélisation en macroclasses ou en arbres, constitue en fait le cas
général. Nous avons montré que sur les systèmes étudiés, les treillis obtenus sont immenses,
et très éloignés de l’idéal canonique d’une partition (Corbett 2009). Ils sont cependant encore
beaucoup plus éloignés du maximum théorique de non-canonicité que du point de canoni-
cité parfaite. Les treillis peuvent également être employés pour une exploration qualitative
manuelle, à condition d’observer un sous-ensemble des concepts. Nous avons proposé deux
façons complémentaires de filtrer les concepts, et avons présenté quelques exemples d’obser-
vations qualitatives possible sur ces structures qui illustrent leur utilisé pour la description des
systèmes flexionnels.
Bilan général
Deux questions sous-tendent le travail mené dans cette thèse : d’une part, peut-on inférer
des exposants automatiquement ? D’autre part, qu’est-ce qu’une classe flexionnelle ? Dans cette
section, nous faisons le bilan de ce que nous avons appris quant à ces deux questions.
Les patrons d’alternance nous ont fourni un moyen opérationnel pour caractériser le com-
portement flexionnel formel des lexèmes sans avoir à nous prononcer sur les épineuses ques-
tions de segmentation en exposants et radicaux. Parce que le nombre de cases envisagées est
très important, et parce qu’ils fournissent des informations très locales, les patrons d’alternance
demeurent moins intuitifs qu’une segmentation affixale des données. Tandis qu’une segmenta-
tion en exposants et radicaux fournit une analyse plus courte que les données, la combinatoire
du nombre de cases fait que les descriptions en patrons d’alternance sont plus grandes que les
lexiques sur lesquels ils se fondent. Nous avons souvent été tenté de chercher des moyens de re-
venir à une segmentation globale du paradigme, fournissant une analyse compacte et intuitive
des données. Nous avons envisagé dans ce but de nombreux algorithmes, fondés ou non sur les
patrons, leurs contextes phonologiques, sur des alignements phonologiquement motivés entre
les formes d’une case de paradigme, etc. Il existe de nombreuses façons d’obtenir une segmen-
tation des formes qui respecte un certain principe ou une certaine mesure. Cependant, il existe
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de nombreuses telles segmentations, et il reste difficile de les évaluer d’une façon satisfaisante.
En général, même lorsqu’un algorithme fournit un résultat intuitif pour une langue donnée,
ce n’est pas le cas pour les autres. Rien n’indique qu’il existe une bonne solution unique dans
chaque lexique, ni qu’une bonne solution puisse être trouvée par une unique méthode dans
n’importe quel système flexionnel. Par ailleurs, comme nous l’avons montré aux chapitres 1
et 3, les segmentations en radicaux et exposants fournissent des descriptions plus pauvres que
les patrons d’alternances. Enfin il ne fait aucun doute que les locuteurs peuvent fonder leurs
inférences sur les formes entières, y compris le matériel phonétique qui pourrait être attribué
aux radicaux. Les impasses rencontrées à répétition dans la quête d’une segmentation idéale
des données nous amène à conjecturer que celle-ci n’existe pas, et que les patrons constituent
bien une meilleure représentation des contrastes flexionnels.
La définition des microclasses, fondées sur l’identité, est séduisante, car elle fournit une
façon très simple de partitionner les lexèmes lorsque l’on connaît les patrons d’alternance. Ce-
pendant, en pratique, les microclasses sont beaucoup trop petites et nombreuses pour fournir
le type d’intuitions qui ressortent généralement des descriptions en classes flexionnelles. Quoi
qu’il soit possible d’inférer automatiquement des macroclasses, celles-ci ne fournissent qu’une
vue extrêmement pauvre des relations de proximité entre les microclasses, et sont beaucoup
moins informatives que les microclasses. Si l’on prend au sérieux l’entreprise de représenter
l’ensemble des points de similarités intéressants au sein des paradigmes, on obtient les treillis
de classes flexionnelles extrêmement fournis construits au chapitre 6. En somme, il est pos-
sible d’observer précisément la structuration des microclasses, mais les structures obtenues
ne coïncident jamais avec des macroclasses, et elles sont plus complexe que l’inventaire des
microclasses seul. En général, à travers les langues étudiées, nous ne trouvons pas de sous-
classification spécifique qui mérite d’être mise en avant au détriment d’autres relations de si-
milarité au sein des systèmes flexionnels. Nous en concluons que toute classification plus am-
bitieuse que le treillis complet des relations de similarité est une construction théorique, et non
un objet pouvant être découvert. Il est possible de concevoir des classifications flexionnelles
qui rendent compte de divers aspects des systèmes, mais il n’existe pas les classes flexionnelles
d’un système spécifique. En particulier, nos résultats remettent en cause l’idée selon laquelle
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l’observation des classes flexionnelles au sein d’un système flexionnel peut fournir une vue
économique et intuitive de ce système.
Directions de recherche
À l’issue de cette thèse, nous discernons plusieurs directions de recherche : employer les
outils développés dans le cadre de cette thèse pour une étude typologie fondée sur un éventail de
langues représentatif ; explorer la notion d’exponence de façon non supervisée en se fondant
sur des tâches réalistes pour les locuteurs ; envisager de partir de données qui n’ont pas été
discrétisées.
L’étude menée dans cette thèse s’est fondée sur huit lexiques. L’échantillon est petit, et
n’est pas représentatif d’une grande variété de familles de langues. Maintenant que les outils
computationnels sont prêts, il serait intéressant de mener une étude similaire sur un échan-
tillon de systèmes flexionnels appartenant à des langues choisies pour leur représentativité. Il
existe deux obstacles à cette entreprise : d’une part, puisque nous avons besoin, en entrée, de
grands lexiques informatisés, il existe un biais en faveur des langues écrites bien documentées.
L’obtention de données utilisables par nos programmes pour les langues qui n’ont pas de tradi-
tion écrite ou qui sont peu documentées requerrait de constituer les lexiques nous-même à cet
effet. D’autre part, nous avons constaté qu’il est impossible de se passer de l’évaluation qua-
litative des données par un expert de la langue. Celle-ci est d’autant plus nécessaire pour une
étude approfondie de chaque système flexionnel. En conséquence, une telle étude typologique
constitue un projet de plus grande envergure, qu’il n’est pas imaginable de mener dans le cadre
d’une thèse.
Nous avons vu qu’il est vain de tenter de résoudre la question de l’exponence par une
segmentation catégorique des formes en deux sous chaînes, le radical et l’exposant. La ques-
tion demeure cependant de savoir sur quel matériel phonétique les locuteurs fondent leurs
inférences flexionnelles, et quelles parties des mots formes sont plus ou moins informatives
pour les locuteurs. Nous pensons que la reconnaissance de l’exponence est utile aux locuteurs
pour résoudre deux problèmes : d’une part le PCFP, étudié dans cette thèse, et d’autre part
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un problème symmétrique que nous nommerons PCRP, ou Paradigm Cell Recognition Problem
(problème de reconnaissance des cases de paradigme) : Étant donné un mot-forme, qu’est-ce
qui, dans sa forme, permet aux locuteurs d’identifier ses propriétés morpho-syntaxiques ? Bien
évidemment, le contexte syntaxique joue toujours un rôle important dans la désambiguïsation
des valeurs flexionnelles d’un mot forme. Cependant, les mots étant marqués d’un point de
vue flexionnel, ils fournissent également des informations au locuteur. Dans un article récent,
Malouf (2017) a entraîné un réseau de neurones récurrent à résoudre le PCFP. Il obtient des
performances extrêmement bonnes (meilleures que celle d’un locuteur nati). L’avancement
récent des méthodes permettant de comprendre l’organisation des réseaux de neurones pour-
rait permettre d’éclairer la façon dont un tel réseau de neurones regarde les mots-formes qu’il
reçoit en entrée. Nous préparons un article qui propose de faire précisément cela pour le PCRP
(Beniamine & Coavoux, en préparation). L’idée est d’entraîner un réseau de neurone récurrent
à deviner la case de paradigme d’un mot forme, sans autre information que le lexème concerné
et les phonèmes qui constituent le mot-forme. Nous utilisons un mécanisme d’attention (Bah-
danau, Cho et Bengio 2014) pour observer les caractères (phonèmes) qui sont les plus utiles
au réseau de neurones dans sa prédiction. Par ailleurs, signe que la question de l’exponence et
celle des classes flexionnelles sont intimement liées, il est possible d’observer si ces systèmes
organisent les lexèmes en classes flexionnelles. Qu’ils soient entraînés à simuler le PCFP ou le
PCRP, ces réseaux de neurones prennent en entrée un identifiant de lexème. Le réseau de neu-
rone est alors libre d’organiser des représentations vectorielles (embeddings) correspondant à
ces lexèmes de façon à résoudre la tâche au mieux. L’étude de la structure de ces représentations
peut fonder une étude non supervisée des classes flexionnelles. Il serait par exemple intéres-
sant de savoir comment se distribuent les lexèmes dans l’espace vectoriel, et si la résolution du
PCFP et du PCRP mènent à des organisations similaires.
Enfin, les méthodes employées dans cette thèse se fondent sur des données doublement
discrétisées : les mots formes en notation phonétique constituent bien sur une simplification
importante par rapport aux signaux auditifs que traitent véritablement les locuteurs. De plus,
l’organisation de ces mots formes en paradigmes répond à des arbitrages donc nous avons
discuté au chapitre 3. Il serait intéressant d’explorer soit des analyses fondées sur des don-
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nées moins discrétisées, soit des discrétisations opérées automatiquement. Se débarasser de la
phonémisation semble encore difficile au vu des capacités techniques actuelles, et requerrait
une quantité d’enregistrements audio annotés manuellement qui n’existe probablement pour
aucune langue. Il semble cependant déjà réaliste d’envisager de renoncer aux paradigmes pré-
structurés. Lee et Goldsmith (2013) ont ainsi tenté d’inférer des classes flexionnelles à partir
d’ensembles de formes non structurés en paradigmes. Leur tentative échoue en partie en raison
de problèmes de modélisation, et en partie parce qu’ils espéraient retrouver une structure de
paradigme en se fondant exclusivement sur les propriétés formelles des mots fléchis. Nous pen-
sons que l’inférence automatique de paradigme est possible, sous la forme d’une classification
automatique (non supervisée) en corpus des contextes syntaxiques associés à des contrastes de
formes.

Annexe

Annexe A
Les données
Cette thèse est consacrée à l’étude quantitative et automatisée de systèmes flexionnels.
Pour chaque système étudié, nous prenons en entrée un lexique en notation phonémique ac-
compagné d’une spécification des traits distinctifs caractérisant les phonèmes utilisés. Pour
certains systèmes, nous utilisons les lexiques tels qu’ils sont distribués, avec très peu de post-
traitements. Pour d’autres, un important travail de sélection, formatage, phonétisation, et or-
ganisation ont été nécessaires. Cette annexe documente la source de chaque lexique, ainsi que
les choix opérés dans leur adaptation et leur phonétisation. Le tableau A.1 synthétise la taille
de chaque paradigme, et le tableau A.2 présente la source du lexique, et la principale source
pour la constitution de la spécification phonologique. Les traits employés s’inspirent toujours
au moins en partie de la description distribuée par Hayes (2012).
Langue Lexèmes Cases de paradigme
Français 5249 51
Anglais 6064 8
Chatino de Zenzontepec 392 4
Chatino de Yaitepec 324 12
Portuguais européen 1996 69
Arabe 1018 109
Russe 1539 13
Navajo 2157 70
T A.1 – Taille des lexiques flexionnels étudiés.
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Langue Lexique Traits distinctifs
Français Bonami, Caron et Plancq (2014) Dell (1973)
Anglais Baayen, Piepenbrock et Gulikers (1995) Halle et Clements (1983)
Chatino de Zenzontepec Feist et Palancar (2015) Campbell (2014)
Chatino de Yaitepec Feist et Palancar (2015) Rasch (2002),Hayes (2012)
Portuguais Européen Veiga, Candeias et Perdigão (2013) Bonami et Luıś (2014)
Arabe  Kirov et al. (2016) Hayes (2012)
Russe Brown (1998) Hayes (2012)
Navajo Young et Morgan (1987) McDonough (2003), Hayes (2012)
T A.2 – Sources pour les lexiques flexionnels étudiés.
A.1 Verbes du français
Notre lexique du français est constitué des verbes de Flexique (Bonami, Caron et Plancq
2014), qui est lui-même fondé sur Lexique (New, Pallier et al. 2001). Dans Flexique, les trans-
criptions phonétiques ont été corrigées manuellement et les paradigmes incomplets de Lexique
ont été remplis semi-automatiquement. L’étude de la structure flexionnelles des paradigmes qui
y figure nous a permis de contribuer au lexique Flexique en corrigeant des erreurs. Ces correc-
tifs ont été intégrés à la ressource.
Le lexique est organisé en table de paradigmes, comme illustré sur un petit extrait dans le
tableau A.3. Les lexèmes figurent en ligne et sont identifiés par une forme de citation. Les cases
de paradigme sont indiquées en titres de colonnes. Les cases sont remplies avec les formes
correspondant au lexème et à la case concernés. Certains lexèmes sont défectifs : la case porte
alors la mention #DEF#.
Les cases de paradigmes sont au nombre de 51 et s’organisent en sept temps finis ayant
chacun six personnes, ainsi que l’impératif qui présente seulement trois personnes et six cases
non finies, comme indiqué dans le tableau A.4.
La définition des phonèmes se fonde sur Dell (1973). En raison de variations régionales, les
données comportent une annotation inconsistante des voyelles moyennes. Nous neutralisons
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.3 .1 .1 .1 . . .
lexème . . .
dorloter dɔʁlɔt dɔʁlOtE dɔʁlɔt dɔʁlOtjɔ̃ . . .
déférer dEfɛʁ dEfEʁE dEfɛʁ dEfEʁjɔ̃ . . .
retraverser ʁətʁavɛʁs ʁətʁavɛʁsE ʁətʁavɛʁs ʁətʁavɛʁsjɔ̃ . . .
rabrouer ʁabʁu ʁabʁuE ʁabʁu ʁabʁujɔ̃ . . .
retrouver ʁətʁuv ʁətʁuvE ʁətʁuv ʁətʁuvjɔ̃ . . .
clore kloz #DEF# klo #DEF# . . .
choir #DEF# ʃy ʃwa #DEF# . . .
. . . . . . . . . . . . . . . . . .
T A.3 – Extrait de sept lexèmes et quatre cases de paradigmes issus du lexique du fran-
çais.
présent passé simple imparfait futur conditionnel subjonctif présent subjonctif passé impératif
1 .1 .1 .1 .1 .1 .1 ..1 —
2 .2 .2 .2 .2 .2 .2 ..2 .2
3 .3 .3 .3 .3 .3 .3 ..3 —
1 .1 .1 .1 .1 .1 .1 ..1 .1
2 .2 .2 .2 .2 .2 .2 ..2 .2
3 .3 .3 .3 .3 .3 .3 ..3 —
infinitif participe présent participe passé
 . ..., ..., ..., ...
T A.4 – Organisation des cases de paradigmes le lexique du français.
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donc les oppositions entre /e/ et /ɛ/, /ø/ et /œ/, /o/ et /ɔ/, que nous notons respectivement par les
symboles /E/, /Ø/ et /O/. Nous ajoutons à l’inventaire de Dell (1973) la voyelle moyenne inférieure
antérieure arrondie nasalisée /œ̃/, le schwa /ə/ ainsi qu’un trait [±antérieur] qui concerne les
voyelles. Nous représentons le schwa comme une voyelle non arrière, non antérieure et non
arrondie. Les tableaux A.5 et A.5 présentent la décomposition en traits obtenue. Les cases vides
indiquent qu’un trait n’est pas pertinent pour un phonème donné.
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p - - + - - - - + - - -
b - - + - - - - + - + -
t - - + - - - - + + - -
d - - + - - - - + + + -
k - - + - - + + - - - -
g - - + - - + + - - + -
f - - + + - - - + - - +
v - - + + - - - + - + +
s - - + + - - - + + - +
z - - + + - - - + + + +
ʃ - - + + - + - - + - +
ʒ - - + + - + - - + + +
m + - + + + - - + - + -
n + - + + + - - + + + -
ɲ + - + + + + - - - + -
ŋ + - + + + + + - - + -
ʁ + - + + - - + - - + +
l + - + + - - - + + + +
T A.5 – Traits distinctifs employés pour le français (consonnes).
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j + - - + - + - - - - - + +
w + - - + - + - + + - - + +
ɥ + - - + - + - - + - - + +
i + + - + - + - - - + +
y + + - + - + - - + + +
u + + - + - + - + + + +
E + + - + - - - - + +
e + + - + - - - - + +
ɛ + + - + - - - - + +
Ø + + - + - - - + + +
ə + + - + - - - + + +
ø + + - + - - - + + +
œ + + - + - - - + + +
O + + - + - - + + + +
o + + - + - - + + + +
ɔ + + - + - - + + + +
a + + - + - - + + - + +
ɛ̃ + + - + + - + - - + +
œ̃ + + - + + - + - + + +
ɑ̃ + + - + + - + + - + +
ɔ̃ + + - + + - + + + + +
T A.6 – Traits distinctifs employés pour le français (voyelles et glides).
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A.2 Verbes du Portuguais (Portugal)
Le lexique verbal du portugais européen que nous utilisons se fonde sur le dictionnaire de
prononciation de Veiga, Candeias et Perdigão (2013) 1. La définition des traits distinctifs, pro-
viennent de Bonami et Luıś (2014). Le lexique de Veiga, Candeias et Perdigão (2013) présente
exactement une forme par case de paradigme : aucun phénomène de surabondance (plus d’une
forme par case) ni de défectivité (absence de forme dans une case) n’est pris en compte. Le
tableau A.7 présente un petit extrait de quatre verbes et quatres cases de paradigmes sélection-
nés aléatoirement. Le lexique que nous utilisons est le même que celui que nous avons employé
dans dans Bonami et Beniamine (2016). Il comporte les 2000 verbes les plus fréquents du cor-
pus journalistique CETEMPúblico (Santos et Rocha 2001). Après filtrage de verbes dupliqués,
le lexique comporte 1996 entrées verbales.
FutImpIndic3 PretMqpfIndic3 PresIndic4 PretPerfIndic4 . . .
 rətɾɐtɐɾa rətɾɐtaɾɐ rətɾɐtɐmuʃ rətɾɐtamuʃ . . .
 rəkuɐlifikɐɾa rəkuɐlifikaɾɐ rəkuɐlifikɐmuʃ rəkuɐlifikamuʃ . . .
 pẽdəɾa pẽdeɾɐ pẽdemuʃ pẽdemuʃ . . .
 kuɾpuɾizɐɾa kuɾpuɾizaɾɐ kuɾpuɾizɐmuʃ kuɾpuɾizamuʃ . . .
. . . . . . . . . . . . . . . . . .
T A.7 – Extrait de quatre lexèmes et quatre cases de paradigmes issus du lexique du
portugais.
Les 69 cases de paradigme s’organisent en 14 combinaisons de modes et temps, dont 11 ont
chacun six personnes. Le tableau A.8 synthétise cette organisation, ainsi que le nom de chaque
case dans nos données.
La transcription des phonèmes est standardisée, et « correspond à une réalisation possible
en contexte formel avec un débit relativement lent, ce qui maximise la quantité de voyelles
réalisées » (Bonami et Luıś 2014, p. 10). La décomposition des phonèmes en traits distinctifs
1. Des ressources plus récentes sont accessibles à l’addresse http://lsi.co.it.pt/spl/resources.html
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Indicatif
Futur Présent Imparfait Plus que parfait Parfait
1 FII1 PI1 PII1 PMI1 PPI1
2 FII2 PI2 PII2 PMI2 PPI2
3 FII3 PI3 PII3 PMI3 PPI3
4 FII4 PI4 PII4 PMI4 PPI4
5 FII5 PI5 PII5 PMI5 PPI5
6 FII6 PI6 PII6 PMI6 PPI6
subjunctif
Futur Présent Imparfait
1 FC1 PC1 PIC1
2 FC2 PC2 PIC2
3 FC3 PC3 PIC3
4 FC4 PC4 PIC4
5 FC5 PC5 PIC5
6 FC6 PC6 PIC6
Conditionnel Impératif Infinitif personnel
1 C1 I1 IP1
2 C2 I2 IP2
3 C3 I3 IP3
4 C4 I4 IP4
5 C5 I5 IP5
6 C6 I6 IP6
Participe passé Gérondif Infinitif
PP G I
T A.8 – Organisation des cases de paradigmes le lexique du portugais.
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provient également de Bonami et Luıś (2014), qui se sont fondés sur l’analyse de Mateus et
d’Andrade (2000). La transcription utilisée dière de la description de Mateus et d’Andrade
(2000) en trois points : les semi-voyelles sont notées par les voyelles hautes correspondantes,
dont elles ne sont donc pas distinguées ; la voyelle centrale non basse est transcrite /ə/ plutôt
que /ɨ/ ; enfin nos données ignorent l’accent. Les traits employés sont présentés dans les ta-
bleaux A.10 et A.9. Notons que dans ce fichier, tous les traits distinctifs ne sont pas binaires :
les valeurs de certains traits s’échelonnes sur trois niveaux. Nous notons ici ”-”, ”+” et ”++”.
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i + + - - - - + - - + - - + + -
ɨ + + - - - + + - - + - - + + -
e + + - - - - - - - + - - + + -
ɛ + + - - - - - - - - - - + + -
a + + - - - - - + - - - - + + -
ə + + - - - + - - - - - - + + -
ɐ + + - - - + - + - - - - + + -
o + + - - - ++ - - + + - - + + -
ɔ + + - - - ++ - - + - - - + + -
u + + - - - ++ + - + + - - + + -
ĩ + + - - - - + - - + + - + + -
ɐ̃ + + - - - + - + - - + - + + -
ẽ + + - - - - - - - + + - + + -
õ + + - - - ++ - - + + + - + + -
ũ + + - - - ++ + - + + + - + + -
T A.9 – Traits distinctifs employés pour le portugais (voyelles et glides).
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p - - + + - + - - - - - - - - -
t - - + + + - - - - - - - - - -
k - - + - - ++ + - - - - - - - -
b - - + + - + - - - - - - - + -
d - - + + + - - - - - - - - + -
g - - + - - ++ + - - - - - - + -
f - - + + - + - - - - - - + - +
s - - + + + - - - - - - - + - +
ʃ - - + - + + + - - - - - + - +
v - - + + - + - - - - - - + + +
z - - + + + - - - - - - - + + +
ʒ - - + - + + + - - - - - + + +
m + - + + - + - - - - + - - + -
n + - + + + - - - - - + - - + -
ɲ + - + - + - - - - - + - - + -
l + - + + + - - - - - - + - + +
ʎ + - + - + - - - - - - + - + +
l ̴ + - + + + + - - - - - + - + +
r + - + - - ++ - - - - - - + + +
ɾ + - + - - ++ - - - - - - - + +
T A.10 – Traits distinctifs employés pour le portugais (consonnes).
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A.3 Verbes du Chatino
Les deux lexiques du chatino proviennent tous deux de la base de donnée flexionnelle oto-
mangue (Oto-Manguean Inflectional Database) de Feist et Palancar (2015). Les fichiers utilisés
nous ont été fournis par Enrique L. Palancar.
A.3.1 Verbes du chatino de Yaitepec
Les données du chatino de Yaitepec de la base de donnée flexionnelle de Feist et Palancar
(2015) proviennent de Rasch (2002). La thèse de Rasch (2002) constitue la principale documen-
tation existante sur le chatino de Yaitepec. Les verbes du chatino de Yaitepec se fléchissent pour
quatre valeurs d’aspect et de mode : le complétif, le potentiel, l’habituel et le progressif, chacun
comportant trois personnes. Le tableau A.11 présente les première personnes de quatre verbes
sélectionnés aléatoirement.
1POT 1HAB 1PROG Opt 1CPL . . .
ʔ ʃʎɔ̃ʔⁿ˨ ṇʃʎɔ̃ʔⁿ˨ ṇsʎɔ̃ʔⁿ˨ ṃsʎɔ̃ʔⁿ˨ . . .
 ʃkɔ̃n˨ ṇʃkɔ̃n˨ ṇʃkɔ̃n˨ ṃʃkɔ̃n˨ . . .
ʔ kⁱʧũʔⁿ˨ ṇʧũʔⁿ˨ ṇʧũʔⁿ˨ ṃʧũʔⁿ˥ . . .
ʔ ckʷĩʔⁿ˦ ṇɟkʷĩʔⁿ˦ ṇɟkʷĩʔⁿ˥ jkʷĩʔⁿ˥ . . .
. . . . . . . . . . . . . . . . . .
T A.11 – Extrait de quatre lexèmes issus du lexique du chatino de Yaitepec.
Les données de Rasch (2002) sont orthographiques. Nous avons élaboré des règles de phoné-
misation en collaboration avec Enrique Palancar, en nous fondant en grande partie sur les sug-
gestions proposées par Rasch (2002). Nous résumons les règles employées pour les consommes
dans le tableau A.12. Nous indiquons pour chaque phonème la notation de Rasch (2002), la
transcription suggérée dans sa description, la transcription que nous employons, et les pro-
priétés du phonème.
Les mots du chatino de Yaitepec sont tous monosyllabiques, et peuvent comporter une
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x ʃ ʃ fricative postalvéolaire non voisée
ch ʧ ʧ affriquée postalvéolaire non voisée
j h h fricative glottale non voisée
tz ʦ ʦ affriquée alvéolaire non voisée
g ɡ ɡ occlusive vélaire voisée
d ð ð fricative dental voisée
nw — m nasale bilabiale
y — j semi voyelle
jy — hʲ fricative glottale non voisée, palatalisée
7y — ʔʲ occlusive glottale, palatalisée
ny ñ,nʸ ɲ nasale palatale voisée
ly lʸ ʎ palatale laterale voisée
7w — ʔʷ occlusive glottale, labialisée
7n — ʔⁿ glottale occlusive, vélarisée
jw — hʷ fricative glottale non voisée, labialisée
gw gw ɡʷ occlusive vélaire voisée, labialisée
t, (m/n)tt t t occlusive alvéolaire non voisée
(m/n)t ? d occlusive alvéolaire voisée
k, (m/n)kk k k occlusive vélaire non voisée
(m/n)k, g g ɡ occlusive vélaire voisée
ty, (m/n)tty c c occlusive palatale non voisée
(m/n)ty ɟ ɟ occlusive palatale voisée
kw, (m/n)kkw kʷ kʷ occlusive vélaire non voisée, labialisée
(m/n)kw, gw gw ɡʷ occlusive vélaire voisée, labialisée
(C)m ṃ ṃ nasale bilabiale, syllabique
(C)n ṇ ṇ nasale alvéolaire, syllabique
kuw — kw cluster consonantique
tij — tj cluster consonantique
T A.12 – Résumé des règles de phonémisation employées pour les consonnes
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Non nasalisé Nasalisé
i ĩ
e ɛ̃
u ũ
o ũ
a ɔ̃
T A.13 – Nasalisation des voyelles en chatino de Yaitepec
voyelle initiale réduite. Rasch (2002, p. 24-25) décrit ainsi la structure syllabique d’un mot :
(84) (n/m) (C (V[reduced])) C V (ʔ)(n)
Les deux voyelles réduites sont /i/ et une forme de schwa. Nos données ne marquent que
la première, que nous transcrivons /ⁱ/ comme le fait Rasch (2002). Par ailleurs, en position non
réduite, les voyelles sont nasalisées après /n/, /ɲ/, et /ʔⁿ/ et avant /n/ ou /ʔⁿ/. La nasalisation peut
changer la qualité de la voyelle, comme indiqué dans le tableau A.13.
Enfin, les tons, qui peuvent apparaître en combinaison, sont notés 1, 2, 3, et 4 dans nos
données. Nous les notons respectivement ˥, ˦, ˧ et ˨. Afin de décomposer les tons en traits
distinctifs, nous leur assignons une valeur négative pour tous les traits segmentaux, et nous
créons trois traits TS, MS et BS. Les tons 1 et 2 sont [+TS], les 2 et
3 sont [+MS] et les tons 3 et 4 sont [+BS]. Nous indiquons dans les tableaux A.14
et A.15 les décompositions en traits des voyelles et des consonnes, qui sont principalement
fondées sur Hayes (2012).
A.3.2 Verbes du chatino de Zenzontepec
Les données du chatino de Zenzontepec de la base de donnée flexionnelle de Feist et Pa-
lancar (2015) proviennent des données d’Eric Campbell. Le système flexionnel du chatino de
Zenzontepec est documenté principalement dans Campbell (2011, 2014, 2016). Les verbes du
chatino de Zenzontepec se fléchissent pour quatre valeurs d’aspect et de mode : le complétif, le
potentiel, l’habituel et le progressif. Ils ne sont pas marqués pour la personne, il n’y a donc que
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n + - - - + + - - + + - - - - + + - - - - - - - -
ʔ + - - - + - - - - - - - + - - - - - - - - -
ʔʷ + - - - + - - - - - - - + - + - - - - - - -
ʔː + - - + + - - - - - - - + - - - - - - - - -
ʔʲ + - - - + - - - - - - - + - - - - - + - + -
ʔⁿ + - - - + - - - - + + - + - - - - - - - - -
d + - - - + - - - - - + - - - - + + - - - - - - - -
ɲ + - - - + + - - + + - - - - + - + - - + + - + -
ɟ + - - - + - - - - - + - - - - + - + - - + + - + -
ɡ + - - - + - - - - - + - - - - - - + + - - -
ɡʷ + - - - + - - - - - + - - - + - - + + - - -
ʦ + - - - + - - + - - - - - - - + + - + - - - - - -
t + - - - + - - - - - - - - - - + + - - - - - - - -
c + - - - + - - - - - - - - - - + - + - - + + - + -
ʧ + - - - + - - + - - - - - - - + - + + - - - - - -
k + - - - + - - - - - - - - - - - - + + - - -
kʷ + - - - + - - - - - - - - - + - - + + - - -
l + - - - + + + + - + - - - - + + - - + - - - - -
z + - - - + - + + - - + - - - - + + - + - - - - - -
ð + - - - + - + + - - + - - - - + + + - - - - - - -
ʎ + - - - + + + + - + - - - - + - + - + + + - + -
s + - - - + - + + - - - - - - - + + - + - - - - - -
ʃ + - - - + - + + - - - - - - - + - + + - - - - - -
j + - - - - + + + - + - - - - - - + + - + - +
h + - - - - - + + - - - + - - - - - - - - - -
hʷ + - - - - - + + - - - + - - + - - - - - - -
hʲ + - - - - - + + - - - + - - - - - - + - + -
w + - - - - + + + - + - - + + - - + + - - + +
ṇː + + - + + + - - + + - - - - + + - - - - - - - -
ṃ + + - - + + - - + + - - + - - - - - - - -
ṇ + + - - + + - - + + - - - - + + - - - - - - - -
T A.14 – Traits distinctifs employés pour le chatino de Yaitepec (consonnes).
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u + + + - - + + + - + - - + + - - + + - - + +
uː + + + + - + + + - + - - + + - - + + - - + +
ũ + + + - - + + + + + - - + + - - + + - - + +
ũː + + + + - + + + + + - - + + - - + + - - + +
o + + + - - + + + - + - - + + - - + - - - + +
oː + + + + - + + + - + - - + + - - + - - - + +
e + + + - - + + + - + - - - - - - + - - + - +
eː + + + + - + + + - + - - - - - - + - - + - +
ĩ + + + - - + + + + + - - - - - - + + - + - +
a + + + - - + + + - + - - - - - - + - + - -
aː + + + + - + + + - + - - - - - - + - + - -
ɔ̃ + + + - - + + + + + - - + + - - + - - - + -
ɔ̃ː + + + + - + + + + + - - + + - - + - - - + -
ɛ̃ + + + - - + + + + + - - - - - - + - - + - -
ɛ̃ː + + + + - + + + + + - - - - - - + - - + - -
i + + + - - + + + - + - - - - - - + + - + - +
ⁱ + + - - - + + + - - - - - - - + + - + - +
T A.15 – Traits distinctifs employés pour le chatino de Yaitepec (voyelles).
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quatre cases de paradigme. Le tableau A.16 présente les formes de quatre verbes sélectionnés
aléatoirement.
cpl pot hab prog
¹² nku⁰tu¹kwa² tyu¹kwa² ntyu¹kwa² nte⁰tu¹kwa²
⁰⁰⁰ nka⁰tye²le¹ ku⁰tye⁰le⁰ ntu⁰tye⁰le⁰ nte⁰tye²le¹
⁰¹ʔ² nka⁰ta¹ʔą² ku⁰ta¹ʔą² ntu⁰ta¹ʔą² nte⁰ta¹ʔą²
⁰¹² nka⁰sa¹na² ku⁰sa⁰na¹ ntu⁰sa⁰na¹ nte⁰sa¹na²
. . . . . . . . . . . . . . .
T A.16 – Extrait de quatre lexèmes issus du lexique du chatino de Zenzontepec.
La transcription employée pour les segments est celle d’origine. Nous marquons par /⁰/
toutes les syllabes qui portent un ton bas, non explicitement marqué dans le lexique d’origine,
afin de pouvoir observer les alternances tonales. Afin de décomposer les tons en traits distinc-
tifs, nous leur assignons une valeur négative pour tous les traits segmentaux, nous les laissons
sous-spécifiés pour tous les trait segmentaux, les notons [-] et ajoutons un trait 
qui prend respectivement les valeurs 0, 1 et 2 pour les tons /⁰/, /¹/ et /²/. Nous présentons dans
le tableau A.17 la décomposition en traits des consonnes et des voyelles.
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p + - - - + - - - - - - - - - - + - - - - -
b + - - - + - + + - - - - + - - + - - - - -
m + - - - + + - - - - + + - - + - - - - -
t + - - - + - - - - - - - - - - - - - + + - - - -
tz + - - - + - - + - - - - - - - - - - + + - + - -
s + - - - + - + + - - - - - - - - - - + + - + - -
l + - - - + + + + - - - + - - - - - + + - - + -
n + - - - + + - - - - + + - - - - - + + - - - -
r + - - - + + + + + - - + - - - - - + + - - - -
ty + - - - + - - - - - - - - - - - - - + + - - - + + - + -
ch + - - - + - - + - - - - - - - - - - + - + + - -
x + - - - + - + + - - - - - - - - - - + - + + - -
ly + - - - + + + + - - - + - - - - - + + - - + + + - + -
ny + - - - + + - - - - + + - - - - - + + - - - + + - + -
y + - - - - + + + - - - + - - - - - - - + + - + - +
ky + - - - + - - - - - - - - - - - - - - - + + - + -
k + - - - + - - - - - - - - - - - - - - - + + - - -
kw + - - - + - - - - - - - - - - + + - - - + + - - -
w + - - - - + + + - - - + - - + + - - - + + - - + +
ʔ + - - - + - - - - - - - - - + - - - - - -
h + - - - - - + + - - - - - + - - - - - - -
a + + - - - + + + - - - + - - - - - - - + - + - -
o + + - - - + + + - - - + - - + + - - - + - - - + +
e + + - - - + + + - - - + - - - - - - - + - - + - +
u + + - - - + + + - - - + - - + + - - - + + - - + +
i + + - - - + + + - - - + - - - - - - - + + - + - +
ą + + - - - + + + - - + + - - - - - - - + - + - -
ǫ + + - - - + + + - - + + - - + + - - - + - - - + +
ę + + - - - + + + - - + + - - - - - - - + - - + - +
ų + + - - - + + + - - + + - - + + - - - + + - - + +
į + + - - - + + + - - + + - - - - - - - + + - + - +
T A.17 – Traits distinctifs employés pour le chatino de Zenzontepec.
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A.4 Verbes de l'arabe
Le lexique verbal de l’arabe a été extrait et normalisé à partir du wiktionnaire par Kirov
et al. (2016) dans le cadre du projet unimorph 2. Le tableau A.18 présente les formes de quatre
lexèmes et quatre cases de paradigmes sélectionnées aléatoirement. Nos données comportent
1018 lexèmes.
.../.2. .../.1. ....3. ...2. . . .
ʾā turajaː raʔajnaː tarajaːni raw . . .
ṯṯ tumaθθalaː maθθalnaː tumaθθilaːni maθθiluː . . .
ṭʿ #DEF# inqatˤaʕnaː tanqatˤiʕaːni inqatˤiʕuː . . .
ā ; ā turaːdadaː ; turaːddaː raːdadnaː #DEF# raːdduː ; raːdiduː . . .
. . . . . . . . . . . . . . . . . .
T A.18 – Extrait de quatre lexèmes issus du lexique de l’arabe.
Les verbes de l’arabe présentent 109 combinaisons possibles de mode, temps, voix, genre,
personne et nombre. Nous synthétisons cette organisation dans le tableau A.19.
Dans les données de Kirov et al. (2016), les formes verbales de l’arabe sont transcrites au
moyen d’une romanisation phonologique propre au Wiktionnaire. Nous avons traduit celle-ci
automatiquement en API en nous fondant principalement sur la description de la romanisation
du wiktionnaire 3. Le tableau A.20 présente la correspondance entre caractères romanisés, or-
thographiques, et la transcription que nous avons adoptée. La transcription en API a été validée
manuellement par une locutrice native sur 300 items. Les traits distinctifs utilisés sont fondés
sur Hayes (2012), et sont synthétisés dans le tableau A.21.
2. Les données sont disponibles en ligne à l’adresse https://unimorph.github.io/.
3. Cette description peut être consultée à l’adresse https://en.wiktionary.org/wiki/Wiktionary:About_Arabic,
section « Comparative table of romanizations preferred and dispreferred by the English Wiktionary ».
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indicatif
actif passif
présent (imperfecti) passé (perfecti) présent (imperfecti) passé (perfecti)
/.1. .../.1. .../.1. .../.1. .../.1.
.2. ....2. ....2. ....2. ....2.
.2. ....2. ....2. ....2. ....2.
.3. ....3. ....3. ....3. ....3.
.3. ....3. ....3. ....3. ....3.
/.2. .../.2. .../.2. .../.2. .../.2.
.3. ....3. ....3. ....3. ....3.
.3. ....3. ....3. ....3. ....3.
/.1. .../.1. .../.1. .../.1. .../.1.
.2. ....2. ....2. ....2. ....2.
.2. ....2. ....2. ....2. ....2.
.3. ....3. ....3. ....3. ....3.
.3. ....3. ....3. ....3. ....3.
jussif subjonctif impératif
actif passif actif passif actif
/.1. ../.1. ../.1. .../.1. .../.1.
.2. ...2. ...2. ....2. ....2. ...2.
.2. ...2. ...2. ....2. ....2. ...2.
.3. ...3. ...3. ....3. ....3.
.3. ...3. ...3. ....3. ....3.
/.2. ../.2. ../.2. .../.2. .../.2. ../.2.
.3. ...3. ...3. ....3. ....3.
.3. ...3. ...3. ....3. ....3.
/.1. ../.1. ../.1. .../.1. .../.1.
.2. ...2. ...2. ....2. ....2. ...2.
.2. ...2. ...2. ....2. ....2. ...2.
.3. ...3. ...3. ....3. ....3.
.3. ...3. ...3. ....3. ....3.
T A.19 – Organisation des cases de paradigmes le lexique de l’arabe.
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Rom. Orth. API
ā ا  aː
ʾa ʾu ʾ أ  ʔa ʔu ʔ
ʾi إ  ʔi
ʾā آ  ʔaː
b ب  b
t ت  t
ṯ ث  θ
j ج  ʤ
ḥ ح  ħ
ḵ خ  x
d د  d
ḏ ذ  ð
r ر  r
z ز  z
s س  s
š ش  ʃ
ṣ ص  sˤ
ḍ ض  dˤ
ṭ ط  tˤ
ẓ ظ  ðˤ
ʿ ع  ʕ
ḡ غ  ɣ
f ف  f
q ق  q
Rom. Orth. API
k ك  k
l ل  l
m م  m
n ن  n
h ه  h
w ū o ō و  w uː o oː
ʾ ؤ  ʔ
y ī e ē ي  j iː e eː
ā ى  aː
ʾ ئ  ʔ
ʾ ء  ʔ
a at ة  a at
āh āt اة  aːh aːt
a َـ a
u ُـ u
i ِـ i
an ًـا ; ًـى an
un ٌـ un
in ٍـ in
aw َـو aw
ū ُـو uː
ay َـي aj
ī ِـي iː
ā ٰـ aː
T A.20 – Résumé des règles de phonémisation employées pour l’arabe
A.4. Verbes de l'arabe 333
sy
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ox
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t
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na
sa
l
vo
ic
e
sp
re
ad
gl
co
ns
tr
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la
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ro
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d
la
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od
en
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l
co
ro
na
l
an
te
ri
or
di
st
ri
bu
te
d
st
ri
de
nt
la
te
ra
l
do
rs
al
hi
gh
lo
w
fr
on
t
ba
ck
te
ns
e
h - - - - + + - - - - + - - - - - - - - - -
j - - - + + + - - + - - - - - - - + + - + - +
w - - - + + + - - + - - + + - - - + + - - + +
b - - + - - - - - - + - - + - - - - - - - -
d - - + - - - - - - + - - - - - + + - - - - - - -
dˤ - - + - - - - - - + - - - - - + + - - - - - + - +
f - - + - + + - - - - - - + - + - - - - - -
k - - + - - - - - - - - - - - - - - + + - -
l - - + + + + - - + - - - - - + + - - + - - - -
m - - + + - - - + + - - + - - - - - - - -
n - - + + - - - + + - - - - - + + - - - - - - -
q - - + - - - - - - - - - - - - - - + - - - +
r - - + + + + + - + - - - - - + + - - - - - - -
s - - + - + + - - - - - - - - - + + - + - - - - -
sˤ - - + - + + - - - - - - - - - + + - + - - - + - +
t - - + - - - - - - - - - - - - + + - - - - - - -
tˤ - - + - - - - - - - - - - - - + + - - - - - + - +
x - - + - + + - - - - - - - - - - - + + - -
z - - + - + + - - - + - - - - - + + - + - - - - -
ð - - + - + + - - - + - - - - - + + + - - - - - -
ðˤ - - + - + + - - - + - - - - - + + + - - - - + - +
ħ - - + - + + - - - - - - - - - - - + - + - +
ɣ - - + - + + - - - + - - - - - - - + + - -
ʃ - - + - + + - - - - - - - - - + - + + - - - - -
ʔ - - + - - - - - - - - + - - - - - - - - -
ʕ - - + - + - - - - + - - - - - - - + - + - +
ʤ - - + - - + - - - + - - - - - + - + + - - - - -
θ - - + - + + - - - - - - - - - + + + - - - - - -
a + - - + + + - - + - - - - - - - + - + - -
aː + + - + + + - - + - - - - - - - + - + - -
i + - - + + + - - + - - - - - - - + + - + - +
iː + + - + + + - - + - - - - - - - + + - + - +
u + - - + + + - - + - - + + - - - + + - - + +
uː + + - + + + - - + - - + + - - - + + - - + +
T A.21 – Traits distinctifs employés pour l’arabe.
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A.5 Verbes du navajo
Notre lexique du Navajo s’appuie sur des tables verbales extraites de Young et Morgan
(1987), en collaboration avec Joyce McDonough. Le fichier des bases2 a été fourni par Joyce
McDonough, et les bases1 ont été saisies manuellement par Benjamin Goehring. Un important
travail de filtrage et de normalisation a été effectué sur ces fichiers, qui comportaient des er-
reurs de frappe (certaines provenant du dictionnaire), de reconnaissance optique de caractères
et d’encodage. À plusieurs étapes de ce travail, nous avons validé quelques centaines de formes
manuellement, conjointement avec Joyce McDonough afin d’ajuster les manipulations automa-
tisées du lexique. 231 formes erronées dans le fichier des bases1 ont été corrigées manuellement
à la suite de ces validations. Nous avons également mené une évaluation semi-automatique en
cherchant les n-grammes de caractères rares dans les formes, tant sur la notation orthogra-
phique qu’après phonémisation. Les verbes du navajo se conjuguent en mode (futur, imperfec-
tif, optatif, perfectif et répétiti) et en personne, comme indiqué dans le tableau A.22.
Le dictionnaire spécifie, pour chaque entrée verbale, cinq parties principales, qui corres-
pondent à la première personne pour chacun des modes (base1 et base2 combinées). La base2
ne varie pas en personne, contrairement à la base1. Des tableaux synthétisent les variations
de la base1 à travers tous les modes et les personnes. La génération des formes entières pour
tous les modes et personnes a donc nécessité de segmenter les parties principales, et de ré-
assembler les bases correspondantes pour chaque case de paradigme. Il existe des phénomènes
de phonologie réguliers à l’interface entre ces bases, en particulier l’harmonie consonantique
et vocalique (McDonough 2003), que nous avons implémentés sous forme de règles. Le résultat
de ces règles a été vérifié manuellement. Nous excluons 904 verbes pour lesquels la conjugaison
de la base2 est irrégulière et ne figure pas dans les tables. L’inclusion de ces verbes nécessite-
rait un travail de saisie beaucoup plus important. Nous présentons dans le tableau A.23 quatre
verbes et quatre cases de paradigmes, sélectionnés aléatoirement dans les données. Le lexique
comporte des formes défectives ainsi que des formes surabondantes.
Nous avons implémenté une transcription automatique des formes orthographiques en no-
tation phonémique, en suivant un guide de transcription établi par Joyce McDonough (et révisé
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optatif itératif futur parfait imparfait
1 OPT.1 ITER.1 FUT.1 PFV.1 IPFV.1
2 OPT.2 ITER.2 FUT.2 PFV.2 IPFV.2
3 OPT.3 ITER.3 FUT.3 PFV.3 IPFV.3
3 OPT.3 ITER.3 FUT.3 PFV.3 IPFV.3
3 OPT.3 ITER.3 FUT.3 PFV.3 IPFV.3
3 OPT.3 ITER.3 FUT.3 PFV.3 IPFV.3
3 OPT.3 ITER.3 FUT.3 PFV.3 IPFV.3
1 OPT.1 ITER.1 FUT.1 PFV.1 IPFV.1
2 OPT.2 ITER.2 FUT.2 PFV.2 IPFV.2
1 OPT.1 ITER.1 FUT.1 PFV.1 IPFV.1
2 OPT.2 ITER.2 FUT.2 PFV.2 IPFV.2
3 OPT.3 ITER.3 FUT.3 PFV.3 IPFV.3
3 OPT.3 ITER.3 FUT.3 PFV.3 IPFV.3
3 OPT.3 ITER.3 FUT.3 PFV.3 IPFV.3
T A.22 – Organisation des cases de paradigmes le lexique du navajo.
FUT.3o PFV.1dl FUT.1 FUT.3 . . .
’ #DEF# ʔatiniːk͡xai #DEF# #DEF# . . .
’’ jitíʔnóoʔah piʔniːʔah pitíʔnéeʃʔah pitíʔnóoʔah . . .
’’ ʔiːtoːʔáːɬ ʔiːʔą́ ʔateːʃʔáːɬ ʔatoːʔáːɬ . . .
’ jáːjíiztoːʦ’ ́ː ɬ jáːpíʦiːɬʦ’in jáːpíizteːsʦ’ ́ː ɬ #DEF# . . .
. . . . . . . . . . . . . . . . . .
T A.23 – Extrait de quatre lexèmes issus du lexique du navajo.
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Ortho IPA
shx ʃh
sh ʃ
zh ʒ
t t͡x
k k͡x
dz ʦ
dl t͡ɬ
j ʧ
ch’ ʧ’
ch ʧʰ
tł t͡ɬ
tł t͡ɬʰ
ts’ ʦ’
Ortho IPA
ts ʦʰ
gh ɣ
aa aː
ą ą
ąą ąː
ą́ą́ ąː
áá áː
ee eː
ęę ęː
ę́ę́ ę́ː
éé éː
oo oː
ǫǫ ǫː
Ortho IPA
ǫ́ǫ́ ǫ́ː
óó óː
ii iː
įį įː
́ ́ ́ː
íí íː
d t
t’ ť
g k
b p
ł ɬ
y j
’ ʔ
T A.24 – Résumé des règles de phonémisation employées pour le navajo
selon les validations manuelles). Nous synthétisons la correspondance entre caractères ortho-
graphiques et phonologiques dans le tableau A.24. Les traits distinctifs utilisés sont fondés sur
Hayes (2012), et sont synthétisés dans les tableaux A.25 et A.26.
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al
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na
l
an
te
ri
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st
ri
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nt
la
te
ra
l
do
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al
hi
gh
lo
w
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t
ba
ck
ɣ - - + - + + - - + - - - - - + +
k - - + - - - - - - - - - - - + +
k’ - - + - - - - - - - + - - - + +
k͡x - - + - - + - - - - - - - - + +
l - - + + + + - + - - - + + - + -
ɬ - - + - + + - - - - - - + + - + -
m - - + + - - + + - - + - - -
n - - - + + - - + + - - - + + - - -
ń - + - + + - - + + - - - + + - - -
p - - + - - - - - - - - + - - -
s - - + - + + - - - - - - + + + - -
ʃ - - + - + + - - - - - - + - + - -
t - - + - - - - - - - - - + + - - -
ť - - + - - - - - - - + - + + - - -
t͡ɬ - - + - - + - - - - - - + + - + -
t͡ɬ’ - - + - - + - - - - + - + + - + -
t͡ɬʰ - - + - - + - - - + - - + + - + -
ʦ - - + - - + - - - - - - + + + - -
ʦ’ - - + - - + - - - - + - + + + - -
ʦʰ - - + - - + - - - + - - + + + - -
ʧ - - + - - + - - - - - - + - + - -
ʧ’ - - + - - + - - - - + - + - + - -
ʧʰ - - + - - + - - - + - - + - + - -
t͡x - - + - - + - - - - - - - - + +
z - - + - + + - - + - - - + + + - -
ʒ - - + - + + - - + - - - + - + - -
ʔ - - + - - - - - - - + - - - -
x - - + - + + - - - - - - - - + +
h - - - - + + - - - + - - - -
j - - - + + + - + - - - - + + - + -
w - - - + + + - + - + - - + + - - +
T A.25 – Traits distinctifs employés pour le navajo (consonnes).
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L
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N
A
L
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a + - - - + + + - + - - - + - + - -
á + + - - + + + - + - - - + - + - -
ą + - - - + + + + + - - - + - + - -
ą́ + + - - + + + + + - - - + - + - -
aː + - + - + + + - + - - - + - + - -
áː + + + - + + + - + - - - + - + - -
ąː + - + - + + + + + - - - + - + - -
ą́ː + + + - + + + + + - - - + - + - -
e + - - - + + + - + - - - + - - + -
é + + - - + + + - + - - - + - - + -
ę + - - - + + + + + - - - + - - + -
ę́ + + - - + + + + + - - - + - - + -
eː + - + - + + + - + - - - + - - + -
éː + + + - + + + - + - - - + - - + -
ęː + - + - + + + + + - - - + - - + -
ę́ː + + + - + + + + + - - - + - - + -
i + - - - + + + - + - - - + + - + -
í + + - - + + + - + - - - + + - + -
į + - - - + + + + + - - - + + - + -
į́ + + - - + + + + + - - - + + - + -
iː + - + - + + + - + - - - + + - + -
íː + + + - + + + - + - - - + + - + -
įː + - + - + + + + + - - - + + - + -
į́ː + + + - + + + + + - - - + + - + -
o + - - - + + + - + + - - + - - - +
ó + + - - + + + - + + - - + - - - +
ǫ + - - - + + + + + + - - + - - - +
ǫ́ + + - - + + + + + + - - + - - - +
oː + - + - + + + - + + - - + - - - +
óː + + + - + + + - + + - - + - - - +
ǫː + - + - + + + + + + - - + - - - +
ǫ́ː + + + - + + + + + + - - + - - - +
T A.26 – Traits distinctifs employés pour le navajo.
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A.6 Noms du russe
Notre lexique du russe provient de données générées et fournies par Dunstan Brown, dans
une romanisation orthographique. La transcription des formes en notation phonémique a été
faite selon les indications de Dunstan Brown, comme synthétisé dans le tableau A.27. Des vé-
rifications manuelles ont permis de corriger des erreurs dans les données d’entrée.
Le paradigme nominal du russe comporte six cas et deux nombres. Nos données distinguent
également un locatif singulier alternatif. Le tableau A.28 synthétise les 13 cases de paradigme
obtenues. Nous présentons dans le tableau A.29 les formes qui apparaissent dans le lexique pour
quatre lexèmes et quatre cases de paradigmes sélectionnés aléatoirement. Le lexique comporte
au total 1539 lexèmes. La décomposition en traits est fondée sur Hayes (2012) et est synthétisée
dans les tableaux A.30 et A.31.
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Transcription IPA
(u) (effacement, instrumental archaïque)
^ (effacement, symbole de concaténation)
_ (effacement)
@” ˈ
-& ˈ
ch’ ʨ
ch ʨ
shch’ ou shch ɕː
e e, (i)
i i
o o, e
’ ou @’ ʲ
c ʦ
sh ʃ
zh ʒ
k k
Transcription IPA
s s
x x
g g
f f
j j
l l
m m
d d
n n
p p
r r
t t
u u
v v
z z
a a
b b
T A.27 – Résumé des règles de phonémisation employées pour le russe
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singulier puriel
nominatif . .
accusatif . .
génitif . .
datif . .
instrumental . .
locatif . .
locatif 2 .2
T A.28 – Organisation des cases de paradigmes le lexique du russe.
. . . . . . .
X’ xozʲájkoj xozʲájkʲi xozʲájka xozʲájkax . . .
P’’ prʲepʲátstvʲijem prʲepʲátstvʲija prʲepʲátstvʲije prʲepʲátstvʲijax . . .
S stranój straní straná stránax . . .
O’ opʲeráʦijej opʲeráʦiji opʲeráʦija opʲeráʦijax . . .
. . . . . . . . . . . . . . . . . .
T A.29 – Extrait de quatre lexèmes issus du lexique du russe.
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j - - - - + + - + - - + - - - - - + + +
k - - - + - - - - - - - - - - - - + -
kʲ - - - + - - - - - - - - - - - - + +
t - - - + - - - - - - - - - - + + - - - - -
tʲ - - - + - - - - - - - - - - + + - - - - +
p - - - + - - - - - - - + - - - - - -
pʲ - - - + - - - - - - - + - - - - - +
g - - - + - - - - - - + - - - - - + -
gʲ - - - + - - - - - - + - - - - - + +
d - - - + - - - - - - + - - - + + - - - - -
dʲ - - - + - - - - - - + - - - + + - - - - +
b - - - + - - - - - - + + - - - - - -
bʲ - - - + - - - - - - + + - - - - - +
ʦ - - - + - - + - - - - - - - + + - + - - -
ʨ - - - + - - + - - - - - - - + + + + - + +
x - - - + - + + - - - - - - - - - + -
xʲ - - - + - + + - - - - - - - - - + +
ʃ - - - + - + + - - - - - - - + - + + - - -
s - - - + - + + - - - - - - - + + - + - - -
sʲ - - - + - + + - - - - - - - + + - + - - +
f - - - + - + + - - - - + - + - - - -
fʲ - - - + - + + - - - - + - + - - - +
ʒ - - - + - + + - - - + - - - + - + + - - -
z - - - + - + + - - - + - - - + + - + - - -
zʲ - - - + - + + - - - + - - - + + - + - - +
v - - - + - + + - - - + + - + - - - -
vʲ - - - + - + + - - - + + - + - - - +
n - - - + + - - - + + - - - + + - - - - -
nʲ - - - + + - - - + + - - - + + - - - - +
m - - - + + - - - + + + - - - - - -
mʲ - - - + + - - - + + + - - - - - +
l - - - + + + + - - + - - - + + - - + - -
lʲ - - - + + + + - - + - - - + + - - + - +
r - - - + + + + + - + - - - + + - - - - -
rʲ - - - + + + + + - + - - - + + - - - - +
ɕː - - + + - + + - - - - - - - + + + + - + +
T A.30 – Traits distinctifs employés pour le russe (consonnes).
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e + - - - + + + - - + - - - - - + - - + - +
a + - - - + + + - - + - - - - - + - + - -
i + - - - + + + - - + - - - - - + + - + - +
o + - - - + + + - - + + + - - - + - - - + +
u + - - - + + + - - + + + - - - + + - - + +
é + + - - + + + - - + - - - - - + - - + - +
á + + - - + + + - - + - - - - - + - + - -
í + + - - + + + - - + - - - - - + + - + - +
ó + + - - + + + - - + + + - - - + - - - + +
ú + + - - + + + - - + + + - - - + + - - + +
T A.31 – Traits distinctifs employés pour le russe (voyelles).
A.7 Verbes de l'anglais
Le lexique de l’anglais est constitué des formes verbales de CELEX2 (Baayen, Piepenbrock
et Gulikers 1995). Les notations SAMPA ont été transcrites automatiquement en IPA. Quelques
formes manquantes ont été ajoutées manuellement. Ces données présentent beaucoup de sur-
abondance, souvent due à des variantes dialectales. Lorsque la surabondance est sytématique à
travers le paradigme d’un lexème en raison de deux bases concurrentes, nous dédoublons l’en-
trée, par exemple pour  sur la base /sɪkɒnd/ ou sur la base /sɛkənd/. Les verbes concernés
sont , , , , , , et . Nous supprimons les /ɹ/ finaux
qui sont sujets à variation dialectales et sont notés /(ɹ)/ dans les données CELEX2. Nous fusion-
nons les verbes dont l’ensemble des formes sont homonymes, comme par exemple , 
et  (111 verbes sont concernés, et ramenés à 54 après fusion). Les entrées verbales de CE-
LEX2 comprennent un grand nombre de verbes prépositionnels. Nous ignorons 2144 entrées
qui sont des variantes prépositionnelles de 883 bases déjà présentes dans le lexique. Pour 279
autres verbes prépositionnels, nous retirons les prépositions de la transcription phonologique
et fusionnons si nécessaire les lignes identiques. Nous obtenons 6064 lexèmes distincts au to-
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tal. Le tableau A.32 présente quatre verbes sélectionnés aléatoirement pour quatre cases de
paradigme.
  3 13 . . .
 tʃɪp tʃɪp tʃɪps tʃɪpt . . .
 dɪsɛmbl ̩ dɪsɛmbl ̩ dɪsɛmblz̩ dɪsɛmbld̩ . . .
 keˑɪdʒ keˑɪdʒ keˑɪdʒɪz keˑɪdʒd . . .
 klɔː klɔː klɔːz klɔːd . . .
. . . . . . . . . . . . . . . . . .
T A.32 – Extrait de quatre lexèmes issus du lexique de l’anglais.
La plupart des verbes de l’anglais ne présentent que cinq cases de paradigme (le présent
troisième personne, l’infinitif/autres formes du présent, le participe passé, le participe présent,
le passé). Cependant le verbe   distingue le présent première personne de l’infinitif et des
autres formes du présent, ainsi que le passé première et troisième personne des autres formes
du passé. Afin d’obtenir une grille de paradigme homogène, nous comptons donc huit cases de
paradigme : participe passé, infinitif, présent première personne, présent troisième personne,
autres cases du présent, participe présent, passé première et troisième personne, autres cases
du passé.
La décomposition des phonèmes en traits distinctifs se fonde principalement sur la descrip-
tion de Halle et Clements (1983), avec quelques ajustements. Pour noter le contraste entre /s/ et
/θ/, /z/ et /ð/, nous adoptons le trait [±strident] proposé par Chomsky et Halle (1968). Halle et
Clements (1983) proposent une représentation non segmentale pour noter les affriquées /ʧ/ et
/ʤ/. Comme nous avons besoin de faire cette distinction en termes de traits, nous optons pour
la solution de Chomsky et Halle (1968) qui les notent comme les occlusives /t/ et /d/, mais avec le
trait [+strident]. Nos données comportent des voyelles longues, que nous notons [+tense]. Elles
contiennent également les diphtongues /æ/, /aɪ/, /aʊ/, /eɪ/, /əʊ/, /ɛə/, /ɪə/, /ɔɪ/, /ʊə/. Nous ajou-
tons des traits [±diphtong j], [±diphtong ə] et [±diphtong w]. Pour chaque diphtongue, nous
l’encodons comme sa voyelle initiale, avec le trait [+tense] ainsi que le trait de diphtongaison
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correspondant à la seconde voyelle. Par exemple, /aɪ/ est encodé comme un /a/ avec [+tense]
et [+diphtong j]. La syllabicité des consonnes /m/, /n/, /ŋ/ et /l/ est également notée dans les
données, nous ajoutons donc un trait [± syllabic]. Enfin, nous notons le schwa /ə/ comme une
voyelle non haute, non b asse, non arrière, non labiale, non tendue et non nasale. Le système
résultant est synthétisé dans les tableaux A.33 et A.34.
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ə
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p - - - + + - - + -
b - - - + + - - + +
f + - - + + + - + -
v + - - + + + - + +
t - - - + - - + + -
d - - - + - - + + +
θ - - - + - + + + -
ð - - - + - + + + +
s + - - + - + + + -
z + - - + - + + + +
ʃ + - - + - + + - -
ʧ + - - + - - + - -
ʒ + - - + - + + - +
ʤ + - - + - - + - +
k - - - + + - + - - - - -
ɡ - - - + + - + - - - - +
x - - - + + - + - + - - -
m - - + + + + - - - + -
m̩ - + + + + + - - - + -
n - - + + - + - + - + -
n̩ - + + + - + - + - + -
ŋ - - + + + + - + - - - - -
ŋ̩ - + + + + + - + - - - - -
l - - + + - - - + + + -
l ̩ - + + + - - - + + + -
r - - + + - - + + - + -
j - + - + - - - + + - - -
w - + - + + + - + - - - -
h - - + - - + - +
T A.33 – Traits distinctifs employés pour l’anglais (consonnes).
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w
ɛ + + - - - - - - - - - -
ə + + - - - - - - - - - -
əˑʊ + + - - - - - - - - - +
ɛˑə + + - - - - - + - - + -
eˑɪ + + - - - - - + - + - -
æ + + - - + - - - - - - -
a + + - - + - - + - - - -
ʌ + + - - - + - - - - - -
ɜː + + - - - + - + - - - -
ɑː + + - - + + - + - - - -
aˑʊ + + - - + + - + - - - +
aˑɪ + + - - + + - + - + - -
ɪ + + - + - - - - - - - -
ɪˑə + + - + - - - - - - + -
iː + + - + - - - + - - - -
ɔː + + - - - + + - - - - -
ɔˑɪ + + - - - + + + - + - -
ɒ + + - - + + + - - - - -
ʊ + + - + - + + - - - - -
ʊˑə + + - + - + + - - - + -
uː + + - + - + + + - - - -
æ̃ + + - - + - - - + - - -
æ̃ː + + - - + - - + + - - -
ɑ̃ː + + - - + + - + + - - -
ɔ̃ː + + - - - + + + + - - -
T A.34 – Traits distinctifs employés pour l’anglais (voyelles).

Annexe B
Classifications hiérarchiques desmicroclasses
(UPGMA)
Dans la section 4.3.2 du chapitre 4, nous avons montré comment il est possible de mesurer
des distances entre microclasses en se fondant sur les patrons d’alternance, et comment l’al-
gorithme UPGMA peut être employé pour produire des classifications arborescentes fondées
sur ces distances. Nous avons observé les matrices de distances et les arbres résultants pour
le français, le portugais européen, le russe et le chatino de Zenzontepec. Cette annexe pré-
sente les figures correspondantes pour les verbes de l’arabe (figure B.1), du chatino de Yaitepec
(figures B.2 et B.3), de l’anglais (figure B.4) et du navajo (figure B.5 et B.6).
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F B.1 – Classification hiérarchique des verbes de l’arabe par l’algorithme UPGMA.
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F B.2 – Classification hiérarchique des verbes du chatino de Yaitepec par l’algorithme
UPGMA (tons).
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F B.3 – Classification hiérarchique des verbes du chatino de Yaitepec par l’algorithme
UPGMA (tons).
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F B.4 – Classification hiérarchique des verbes de l’anglais par l’algorithme UPGMA.
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F B.5 – Classification hiérarchique des verbes du navajo par l’algorithme UPGMA
(bases1).
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