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Egyptian Fractions deal with the expression of any 
rational number a/N, where a <N, in terms of the sum of 
distinct unit fractions, i. e. a/N = 1/x1 + l/x2 + · · · ·+ 1/xn. 
Both the length of the expansion and the magnitude 
of the largest denominator are variable. For example 
3/4 1/2 + 1/4, but also 
3/4 1/3 + 1/4 + 1/6. 
When more complicated rational numbers are encountered, it is 
obvious that the expansion utilizing the least· number of terms 
and the least possible maximum demonimator is most expedient. 
The problem then is to develop an algorithm which will 
express any rational number in terms of distinct unit fractions 
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I. INTRODUCTION 
As the name Egyptian Fractions implies, the problem 
dates to antiquity. The Rhind Papyrus was discovered by 
Henry Rhind in 1858. T he Rhind Papyrus was f ound to be a 
mathematical treatise (at least in part) when it was trans-






+ • • • • • + 
where n. are positive integers. 
1. 
n < n < 1 2 
Some of the earliest signif icant work on the topic 
was late in the 19th century, notably Sylvester's algorithm 
of 1880. But in the 20th century it was f ound that Fibonacci 
had f irst dealt with the problem, subsequent to the Egyptians, 
in 1202, in a f ashion similar to Sylvester. 
In the modern era, Erdos [4] developed an algorithm in 
1950. That algorithm stated for any a, N positive integers 










N ·n! ' 
where n is chosen so that (n-1)! < N � n!, and s < n!. 
Let a/N be a reduced f raction with 0 < a < N. Denote 
by L(a,N) the length of the shortest expansion of a/N. Denote 
by L(N) the maximum value of L(a,N) as a runs through f rom 
1 to N-1. Denote by D(a, N) the minimum value of the largest 
denominators in all expansions of a/N. Denote by D(N) the 
maximum value of D(a, N) as a runs through f rom l to N-1. 
1 
In this algorithm Erdos showed that 
2 L(N) < 8logN/log log N and D(N) � 4N logN/log log N. 
In 1968, Bleicher [1]. developed an algorithm which 
used the Farey series. The Farey series is def ined as 
Fn {a/b: 0 < a < b < n} - for example 
F5 {Q' _!_, _!_, _!_, _.?_, _!_, ·1_, _.?_, _l, 1} 5 5 4 3 5 2 5 3 4 
In the ordered Farey's sequence the dif f erence between 
consecutive terms is 1/x. Then to express a/N as an Egyptian 
fraction one takes the sum of the next smallest element in the 
sequence anq the unit f raction dif f erence, f or example 
Then one re-expresses the one addend which is not a unit 
f raction in a similar manner, for example 
The procedure continues iteratively until all addends are 
unit fractions, e. g. 
5_ 1  1 1 1 + _!_ .  7- 2 + 14 + Ts + 21 35 
This algorithm had limits of k < a  and D(N) � N(N-1) . 
In 1976 Erdos and Bleicher [2] ref ined Erdas's algorithm 
of 1950 hy using the Cauchy-Davenport Theorem [3] 
2 
k 
a· II Pi 
a i=l 
N- k 
N· II Pi 
i=l 
Ns + r 
k 
N· II p. 
i=l l. 
k 
where II p. 
i=l l 
is the prbduct of all primes less than N,and r 
k k 
is selected so II p.(l- 2//Pk)< r < 2• IT p .. 
i=l l i=l l 
Using the same example 
5 5·2·3·5 
7 = 7•2·3·5 
150 
7•20 + 10 
7·2·3·5 
20 +! 10 
2·3·5 7 2·3·5 
15 5 1 1 
2•3•5 + 2·3·5 + 7 3 
1 1 1 
= - + - + --2 6 21 . 
This algorithm established that D(N) � AN(log N)2 where A�l 
as N-+00. 
In 1985 Yokota [6] established that 
L(N) < 4logN .(1 + log log log N ) and - loglogN log log N 
D(N) < AN(log N)2 where 
2 .3/2 2 1/2 + 1 A = (1 +log log N ) [ (1 +log log N) (log N)l/2 ] � 1 
as N � oo 
3 
II. BEST BOUNDS 
In this chapter, we show that there is no algorithm f or 
p a prime such that both L(P) � clogp/loglogp and D(P) � 
( 1 ) 1 + 1 I c+ E , E > 0 . p ogp 
Lemma II .1. Let M be large. If 
1 1 +-t < (logM) c+t: , 
E > 0, then ( t ) + ( t ) + .. .. . . ·+ ( 0 1 
t 
clogM ) < [ loglogM] 
M. 
Proof . Since 2t = (1 + 1)
t 
= ( �) + ( �) + ···+ ( � ), 
we assume that t > log2M , else t < log2M yielding 2
t < M 
t t t 
4 
and ( ) + ( ) + + ( ) 2t M is trivial. ... .. < < 0 1 clogM [ loglogM] 
( t ) 
t t+l i and 1 Note that > Z(i-1) when 3 > c:logM i [ loglogM] 
1 loglogM Then > clogM clogM 
loglogM 
1 
> [ ( loglogM ) ] ! clogM clogM [loglogM ] ! 
and clogM [loglogM] t Zt
[clogM/loglogM] 
l: ( i ) < [clogM/loglogM 1! 1 
Using Stirling's f ormula, 
clogM [loglogM] t tloglogM clogM l: ( ) (. ) loglogM i < clogH 1 
Since t < )1 + _
1_ ( logM c-+f;: 
[clogM/loglogM] 




( ( (logM) 




£ loglogM) clogM/loglogM 
1 
Now log ( (logM) c+ c 
£ loglogM rlogM/ loglogM 
··-IogM ·( c + logloglogM c+ € loglogM 
clogc l 
_l_o_g_l ..... o-gM-- · 
Thus for M large and € > 0 ,  
[ clogH/loglog}1] 
l: ( � ) < M. 
i=l 
Theorem II. l. Let P be a large prime. Then there is 
no algorithm which yields both L(P) < clogp/loglogp 
D(P) 1 + 1/c+ t: and < P(logP) .for £ > 0. 
Proof. This result is known (see [ 6 ] ) • However, for 
the sake of completeness, we give a proof. A proof done by 
contradiction. Suppose there is an algorithm such that for 
5 
any a =  1,2,3, • • . ,p-1, with the maximum length k < clogp/loglogp 
and largest denominator term 1+1/c+ E: nk 2_ p(logp) � Since 
P is prime, some n. are divisible by P, while perhaps some are � 
not. Let be all those integers 
6 
divisible by P which occur .in this expansion for a = 1, 2,  . . . .  ,P-1. 







P i x. 1k 
p ) I= 
1 + _1_ + 
X. 12 
1 + 0 .  0 .  0 .  + 
and P � Yk· Define X� by X� 1 1 
1' X� for P t  some t. Since 1 
Therefore there is no algorithm such that 







+ · 0 • •  0 0 0 ·+ 
1 
' X. 13 
+ 0 • • • + 
1 + 
p X. 1 
X. 1 
_1_ + 0 0 ·+ 
Y1 
Then for 
P x� ' X. 1 1 
2 
p t. 
D(p) .s. P (logp)
l + 1/c+ € . 
1 







- + · 0 0 ·+-
Yl Yg__ 
+ • • • • •  + 
where * ' I xi 1 , • . . . . .  , xij is the symmetric sum of j-1 terms from 
{X� , • • • • • • • , 11 
a 
ax' • . .. . x' i1 ij 
X. } • 1j 
* ' 
Then 
I X. ' • •  0 • • •  X� 11 1. 
--��--------�] 
X ' • • • • • • • •  X t i1 i. J 
* ' Ex. , . • . • . x� 11 1. J 
+ P (  1 + · · · · · + y1 
l ) 
Yg__ 
• 0 0 • . 1 + - ) (x� · · · · x� ) , y 
£ 11 1j 
where ( 1 + y1 
Then 
Therefore 
1 .. . . .  +- ) ( 
' ax. 11 
ax� · · · · 11 
YQ. 





' ) . . . . . X . is an integer, say r 1· J 
* 
X� X� E ' . ... . , P r  . 11 1. J 
* 
E X' ' • • • •  i1 
x' i. 
J 
( modP ) .  
Since k < clogP /loglogP for each a, there is an associated 
subset {x. , ..... , x.} of {x., ..... . x} . 1} 1. 1. t Suppose for 
J 
we have the same subset {x. , .... x. } . 11 
l.j Then 
Pj Yi for some i which is impossible. Therefore for each a 
we get a different subset with l {x� , •••. x� }j 11 1j 
< clogP /loglogP. 
But there are at most ( t ) + ( t ) +· . . . .  + ( 1 2 
t ) clogP [loglogP] 
subsets, thus ( t ) + ( t ) + ······· + (  1 2 
t 
clogP ) > 
This is 
Also, 
and x' t 
impossible for t 
xl< x2< 
> t. 
x3 <·  . . • .  < 
Therefore 






(logP ) 1 +
-1-





x'< 1 x'< 2 X'< • • • • • 3 
Thus, 
1 + 1 P (logP )  · c+ E: . 
P-1. 
Lemma 




III. NEW ALGORITHM 
We start by considering a sequence of positive integers 
of the form 2
i 
p , where p is a prime and i > 0. Let S be the 
2i increasing sequence of positive integers of the form p Let 
s. be the ith element of S. l 
Lemma III.1. 
1) Tis. E: .  are all distinct, = 0 1 l ci , l 
2) for integer a, 1 � a <sk 
E: ·  every , a = Tis. l, l 
E:. 0 1. 1 
P roof. {1 2 < 22 3 <2n } .  Then all Let T < < 2 < • • • •  
t. E: T are distinct, all sums t. + t. + . .. . + t. are l ll l2 l.Q, 
distinct. Also every integer b > 0, b - L:t . E: i , E: .  = 0 , . 1. l l 
Since 2x_i Tis. E: . Tip L:t.
E: i Thus n . e:: . are all s. p l � s. l l � l 
distinct, E: . = 0 , 1. Now suppose that 1 < a < sk . Then l 
Tipbi Tip L:t·
E:i n e::i for a = l s. some E: . l l 
k-1 k Lemma III.2. If Tis. < N < Tis., then sk � logN (1 + · � �- 1 l 
2/loglogN ) and k < logN/loglogN (1 + loglogloglogN ) iogloglogN 
for large N. 
P roof. Let e (x) L logp, p a prime. 
p < X 
e�x) 
00 
2i e (x1/2�) L: i=O 
Then e�sk) e C sk) + 2 ( 
1/2) e sk + 4 e(s�14) + . . . . 
8 
But 
where q, prime 
k 




log ITs. 1 l 
= 
' 
log ( 2•3•4•5·7·9·11·13·16· • • • S ) k 
log ( 2·3·5···q) + log(4·9·16···n) , 
and n, square term < sk. Then 
8 (sk) + 2log(2·3·5····) + 4log(2·3 
·5· ... ·.) + . ... . 
k 
Since N < ITs., 1 l logN < 
k 
log ITs. 1 l then k is the 
* 
least integer such that 8 (sk) � logN. It has been shown by 
[ 5] that e (X) > X ( 1 - 1 I 210 gx) . 
* 
Thus for x0= logN(1 + 
1/loglogN) , we have 8 (x0 ) > logN. Let s0 be the smallest 




- 0 + x�/3, for large enough x0 • Since 
sk .:::_ logN(1 + 
1 ) + loglogN 
logN(1 + 1 loglogN) + 
logN( 1 + 1 + loglogN 
(logN(1 + 1 2/3 loglogN) )  · 
(logN) 213(1 + 1 ) 2/3 loglogN 
(1 + 1 ) 2/3 loglogN ) 
(logN) 1 13 
' 




< logN(1 + + loglogN 
< logN(1 + 2 ) . 
. loglogN 
1 ) loglogN 







rrs. < N < II s. and (n-1) ! < N < n! 
1 1- 1 1 
that k < n. Let l/J (n) = log n!. Define log1P( 
log(logj_1N) . Then for no 
= (logN/log2N) (1 + 
and Stirling's formula, that is 
log n! = n(log n - 1) + (log2rrn)/2 + r , n 
1 I 1'2 (n+1) < r < n 1/12(n-l) , we have 
n0( log n0 - 1) + (log2nn ) /2 + r no 
) 1 + 2logN 
log4N + log ( 1 + ) + log2rr log3N 





. log4N log4Nlog( 
1 log4N + 
logN ( ( 1 + + log3N log3N log2Nlog3N 
log ( 1 + 
log4N ) log3N log3N 1 + log2N 
(log2N 
+ log2N 
log4N + log ( 1 + ) + log2 7f + 2r ) ) log
3
N n 
log4N log2N . 
> logN(l + + log3N 2logN 
log4N(log3
N + 1) log3N 
log2Nlog3N 2logN 
> logN for N large. 
) 
) 
Thus there is an integer n less than the given bound which 
would also satisfy �(n) > logN. Since k � n, we have 
k < n < n - - 0 
logN ( 1 + lo·glogloglogN loglogN logloglogN ) . 
11 
Lemma III. 3. If 1 < r < 









r = Ld. , where 
1 ]_ 
m < k. 
Proof. We use induction on k. For k = 1 ,  it is clearly 
true. Thus assume that the lemma is true for all values 
k-' 1 
1 < �' < �- If 1 < r < ITs. , then we ar� done as the induction 
1. ]_ 
hypothesis is satisfied. 
k- 1 k 
Assume · ITs. < r < ITs .. 
1 1- 1 1  
r = sk r1.+ r 2 
k- 1  
Then 
where 0 < r < ITs. and 0 < r2 < sk. By the induction 1 1 ]_ 
hypothesis, 
* 
. IDl * r1 = L. d. , 1 ]_ 
where d. are distinct divisors of ]_ 
k- 1  
Tis. 
1 ]_ 
and ·m < k - 1. 1-
Since 0 < ·-::' < sk, by Lemma III. 1, - 2 
ml * 
k
iT £i s. Hence 1 ]_ 
r E skd. + 1 ]_ 
k £ . 
ITs. 1 
1 ]_ 
By Lemma III. 1, IT £
. 
and s. l. ]_ 
m 
r -L d., 1 ]_ 
are distinct. Thus 
k 
where d. are distinct divisors of ITs. and m = m1+ 1 < k. •]_ 1 ]_ 
Lemma III. 4. 




i i i+l 2p , • • • . •  , (p�1) p } (modp ) .  Then 
i+1 
p A + B is a complete residue system modulo 
Proof. Since i A is a complete residue system modulo p , 
12 
no two elements are congruent modulo 
where 
A 
i a. _ j (mod p ) . J 
A + B = { a 1, 
i+1 
Then 
a·2 , • • •  , a i p -1 , 
i+l p Let 
a· 
a i 1 } (mod p
i+1) , p -
i + p 
- ·  
, • ,,et ·i 1+(p-.l)_p p ..... . . 
i -1 }. 
lA + Bl p Thus to show that A + B is a complete residue 
i+1 .. syst�m modulo p , 1t suffices to show no two elements are 
i+1 congruent modulo p • Suppose that 
kpi + a. 
J 
Then (k - m) p i 
Thus a s 




i i+ 1  mp + a (mod.p ) . s 





i+l) p • 
i+1) p . 
pi+1) implies s - j (mod pi+1) 
which is impossible. Thus A + B is a complete residue system 
i+1 modulo p 
Lemma III. S. 
there are distinct 
(1 -
Proof. 
� ) 2  < /2 -
distinct d. = l 
We use 
r < 2·2 
1, 2 
2 If (1 - -) lsk 
d. such that l 
induction on 
implies that 
such that r = 
k k 
ITs. < r < 2 ITs., then 
1 l - 1 11 k k-
d. jiTs., l 1 l 
d. l > ITs ./sk and - 1 l 
k. When k = 1: 
0 < r < 4. There are 
L d. , l where m < 2. 
( 1  2 When k = 2: - --;3 )2·3 < r < 2·2·3 implies that 0 < r 
438852 
n 0 A TAl 
< 12. 
13 
There are distinct d = 1,2,3, 6 i such that 
m 
r = L:d., where 
1 l 
m < 3 .  Clearly then the lemma is true for k = 1,2. Assume 
the lemma is true for 2 < k '  < k . 
k 2 (1 - -) ITs. < /sk 
The proof shall consider 
2£ 
2) . sk 
= p. 




Let r be such that 
k 








pj - p + 1 _< d � pJ- 1, d l ITs. } 1 l 
and 
for j 
£ 1,2, 3, . . . ,2 Since (pj- 1) - (pj- p + 1) = p - 2, 







ITt.� , 1. 
k-1 
ITs. 












d. £ D.} U {0} . J J 
for all i, 
1 j- 1  





l { --­d p
j - p + 1 < d < pj - 1} 
(mod p) .  Thus 
* 
k- 1 
Sinc.e ITs. 1 .l 
p j
- 1 ITt. l 
d 






d. d. £ D .  } U{O} J J 
j- 1 j-1} - {O,p ', • .  , (p-l) p 
J 
(mod pj) . Hence by Lemma III. 4, 
14 
* * * * * 
D D1 + D2 + D3 + . . . . . .  + D2.Q. 
29
, * 
is a complete residue system modulo p Then for d. c D. , l l 
* * * * 
r - d1 + d2 + d3 + . . .
. . . + d 
2
.Q, (mod sk ) . 
* 



























> 1 1 �
-�l<-1 
.Q, .Q, ) + -n-)t. !Js. 2 2 -j+l 2�- 1 
. l 1 
p -p p 
2.Q, ( 1 2 1 _1_( ( l: - �- sk • 2.Q, 2 
1 ·k-1 
-j+1 ) + p)) �8i 1 - p p 
2 1 2 £ j-1 k-1 (1 - ,- - -- · �(( E .P1 ) + p)) Tis. vsk sk 2� 2 PJ - - 1 1 1. p 
2.Q, j-1 





p + 2�2.Q,-.ll. � 2p2 for 
15 









Q/_1) ITs. 2 1 1 p 
2 k-1 
lis ) ITs k 1 i 
Define f(x) = � -1/2 x on ( sk_1 , sk ) . By the mean 
value theorem, 





) . We note that 
sk-1 < 2 since 
I sk - sk_111 f ':(A) I� for some 
for sk > 4 there is no sk 
that would require that sk 
be prime . Thus for sk > 4, l sk- sk-1 II f








1 > 1 - /sk sk/sk 
2 k-1 (1 - /sk-1 
) ITs. 1 1 
s = p. k Define 
{d < d < 
1· 
> sk �. 
Hence 
k-I 












But since sk 
is .impossible. 
I D I 
k-1 
ITs. 
{ � d E D } u { 0} d 
modulo sk . For if not, 
k-1 
ITs. 
l l (mod -
d sk 
rn 



























d1 + d2 (mod sk ) , 
* 







ITs . ( 1 - -2- ) 
1 � 
-.. Is k 




Since (1  
k 
4 ITs. 
2 l Sk ·-1 
theorem, we have 
Then each element in 
then 
d m 
for some j and m. 
(mod sk ) which 
* sk + 3 and I D I= 2 
2 �k k 
---1 ) ITs. < r < 2 ITs., sk 1 l - 1 l 
Using the mean value 
17 
l Thus 1 1 /sk- i /sk 
> 2sklsk 
We note that 
sk 
2 1 > 4sk/sk for sk > 1 6. ;_ 
Therefore for sk > 16, 
* k-1 2 
r > (1  - /sk-1 
) ITs. · • 










(1 - /sk-1 
* 











Hence in ·either case, ·we have 
2 k-1 
(1 ) ITs. < r sk-1 1 l 
Thus by the induction hypothesis, 
k-1 
distinct divisors of ITs. , d. 1 l l 
* * 
sk r + L d. l 
























ITs. I sk i 1 l -
sk p 
sk p 
where d. l 
. Now 
2£ 




where d. ' l 
Since d. > � 
d 
* * 
1 ' d > 2 
k-2 
rrs./sk 1 1 l -
m 
k-1 
Ils. / sk 1 � 
' sk 
* * * 
for d. ' d d # 0. l 1 2 
k-2 k�1 
d. > sk �si/sk-1 > rrs. /sk. � 1 l 
k 
Hence r L d., where l d. are distinct divisors of ITs., � 1 � 
k-:-:1 
d. > IIs. /sk • � 1 l 
If sk is a 
* 
prime, then we have two d 's. If is of the form 
2.Q_ p , . 
* Q. > 1, then we have at most d 's . . Thus 
m 2IT (sk) + 






















Now we are ready to prove the main theorem. 
2Q_ < 
logsk 
[ logp ] 
1 9  
Theorem III.1 .  For N large, there is an algorithm which 
yields both 
L(N) < 31ogN ( 1 + loglogN 
2 D(N) < AN(logN) , 
where li. + 1 ,  as N + oo 
2loglogloglogN 
) logloglogN 
Proof. Let k be the integer satisfying 
k-1 k 
ITs. < N < ITs. . 
1 1. 
- 1 1. 
k 
and 
k E: ·  
If N I ITs. ,  then N ITs. 1., where E: • 
1 1. 1 1. 1. 
0, 1.  Thus if 











a. ITs. � 
I J 1. 
1 .  Then by Lemma III. 3, 
k 
m 
L: d. , 
1 � 
where d. are distinct divisors ot ITs. and m < k. Thus 









1 e. 1. 
and m < k. 
Hence by Lemma III. 2, 
L(N) < k < logN ( 1 + loglogloglogN loglogN logloglogN 




D(N) < ITs. sk ITs. NlogN( 1 + -1 1. 1 � loglogN 
k 











a· ITs. 1 l 
N. fis. . 
1 l 
k 
< lis. , we have 
1 l 
Ns '+ r , 
k k 
where r can be chosen so that 
2 .< 1 - 1 s ) lis . < r < 2 Ils . and 
k 









By Lemma III. S, 
r 















V · k 1 1 1 1 
1 r 
N( � ) . Tis. 
1 ]_ 
m1 1 l: --. with m < k. 
1 e. 1 
l 
1 ( 
m21 l:- ) 
N· ffs. N· lis. .N 1 fi 
1 l 1 l 
with m2 < 2rr(sk) 




a 1 . 1 l: + ( l:- ) ' N 1 e. N 1 f. 
l 1 
where e. and Nf. are distinct. Hence by Lemma III.2, 3,5, 
l l 
L(N) < m + - 1 
lsk < k + 2k + 0( 1 · logsk ) ogsk 




for some constant c. 
Thus L(N) < 
D(N) < Ns2 k < 
>.. ( 1  + 2 where loglogN 
This completes the proof. 
3k + 0( lsk ) 
3logN (l + loglogloglogN) + O(/logN) loglogN logloglogN 
22 
3logN 1 + loglogloglogN + cloglogN) loglogN( logloglogN llogN ' 
3logN 
(1 loglogN 










2 ) --+ 1 as N -+ 00 • 
) . 
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