In this paper an algorithm is developed for the exact Fisher information matrix of a Gaussian vector ARMAX or VARMAX process. The algorithm proposed in this paper is composed by Chandrasekhar recursion equations at a vector-matrix level, and some of these recursions consist of derivatives based on appropriate differential rules applied to a state space model for a vector process. The chosen representation is such that the recursions extracted from the state space model are given in terms of expectations of derivatives of innovations, and not the process and observation disturbances. The algorithm will be illustrated by an example. On that example, a comparison is made with results from E4, a toolbox for Matlab, and with the asymptotic information matrix.
where y t , u t and w t are, respectively, the observed output, the r-dimensional observed input, and the unobserved errors, and where α j ∈ R m×m , γ 0 ∈ R m×1 , γ j ∈ R m×r , and β j ∈ R m×m are the associated parameter matrices. We additionally assume α 0 ≡ β 0 ≡ I m , the m×m identity matrix. The error {w t , t ∈ Z} is a collection of Gaussian independent zero mean m-dimensional random variables with a positive definite covariance matrix Σ. In the following, we denote transposition by ⊤ and the mathematical expectation by E. We assume either that u t is non stochastic or that u t is stochastic. In the latter case, we assume
E{u t w ⊤ t ′ } = 0, for all t, t ′ , and that statistical inference is performed conditionally on the values taken by u t . Note that observations for u t should be available
We use z to denote the backward shift operator, for example z u t = u t−1 .
Then (1) can be written as
where α(z) = ∑ p j=0 α j z j , γ(z) = ∑ e j=1 γ j z j , β(z) = ∑ s j=0 β j z j are the associated polynomial matrices, where z ∈ C (with a duplicate use of z as an operator and as a complex variable which is usual in the signal and time series literature, e.g. [2] , [8] ). The assumptions det(α(z)) ̸ = 0 and det(β(z)) ̸ = 0 will be imposed so that the eigenvalues of the matrix polynomials α(z) and β(z) will be outside the unit circle.
Estimation of the matrices α 1 , α 2 , ..., α p , β 1 , β 2 , ..., β s , γ 0 , γ 1 , γ 2 , ..., γ e , and Σ has received considerable attention in the time series and filtering theory literature [2] , [8] , [25] and [32] . Let us store the coefficients in an (ℓ × , see e.g. [23] . In [9] , the authors study the asymptotic properties of the maximum likelihood estimator of the coefficients of a VARMAX process based on N observations,θ N or more simplyθ.
For that purpose, we need the Fisher information matrix. In time series models, we can distinguish the asymptotic Fisher information matrix and the exact Fisher information matrix. Most of the literature is devoted to the former but the exact Fisher information matrix is worth to be considered. On the one hand, using (2) for all t ∈ Z to determine the residual w t (θ), and assuming that u t is stochastic and that (y t , u t ) is a Gaussian stationary process, the asymptotic Fisher information matrix F(θ) is defined by the following (ℓ × ℓ) matrix which does not depend on t
where ∂ θ (·) denotes the (υ ×ℓ) matrix ∂(·)/∂θ ⊤ for any (υ ×1) column vector (·).
See [22] for more details and Appendix B for examples. On the other hand, the exact Fisher information matrix J N (θ) is based on the exact Gaussian likelihood L(θ), more precisely on
{ m 2 log(2π) + 1 2 log det(B t ) + 1 2 y
where y t , the sample innovation, is defined below by (8) and B t = E[ y t y ⊤ t ] is its covariance matrix. The exact information matrix is given by J N (θ) =
. It is shown in [21] , where a formal proof is given at the matrix level that the following holds true
A proof for the scalar version of (4) is given in [31] . Note that, strictly speaking, the Fisher information matrix I(θ) is defined as a limit for N → ∞ and is such
where N is the normal distribution. This is true under suitable regularity assumptions. Here we are interested in the case of finite N , either F(θ) or J N (θ), and more specifically the latter.
In standard statistical theory (e.g. [24, Chapters 2 and 6]), assuming that the estimator is unbiased, the inverse of I(θ) yields the Cramér-Rao bound and, provided that the estimators are asymptotically efficient, the asymptotic covariance matrix. For most purposes, the Fisher information matrix should be evaluated at the unknown true value θ but, more practically, at the maximum likelihood estimate θ, obtained for the series of observations, generally using an optimization algorithm. Then, tests on coefficients can be derived but the reverse problem can also be solved: how long should the series be in order to obtain a given statistical significance, see [6] . In [19] , the authors considered the asymptotic Fisher information matrix of a VARMA process. They show that the Fisher information matrix is singular if and only if the matrix polynomials α(z) and β(z) have at least one common root. Let us now present algorithms for computing the asymptotic and then the exact Fisher information matrices.
In [28] , an algorithm for the asymptotic Fisher information matrix of a VARMA process is developed at the scalar-level. It is based on a frequency domain representation of the Fisher information matrix, known as Whittle's formula, see [39] . That approach can be generalized to VARMAX processes and put in matrix-level form, see [22] . The procedures used to evaluate the asymptotic information matrix rely on evaluating integrals of a rational function over the unit circle. These integrals can be computed by recurrences with respect to the degrees of the polynomials (e.g. [30] ). However, the most efficient method consists in transforming the problem to the evaluation of the autocovariances of an ARMA model, see e.g. [14] . In [15] , the authors have been mainly concerned with the single input single output (SISO) model but have also indicated that their method can be used for the VARMA model. For recent references about the asymptotic information matrix, see [35] .
More recently, the exact information matrix has been studied. In [31] Porat and Friedlander have described an algorithm for a univariate ARMA model with a deterministic additive component. The method is both complex and also computationally intensive since the number of scalar operations is of order N 2 .
Independently, in [40] , [41] and [36] the respective authors have given a much more efficient algorithm based on the Kalman filter. This has been applied to the VARMA model in [40] and [41] , and to the general state space form by [36] . The latter general case has also been treated by [33] and [34] but in an approximate way. Although the algorithms in [40] , [41] , [42] , and [36] need a number of operations which is proportional to N , these algorithms are not very efficient because the number of operations at each time is roughly proportional to the square of the size of the model. That number is generally smaller than N but not so much, so that the improvement with respect to the Porat and
Friedlander method [31] can only be apparent. Generalizing [26] , Terceiro in [36] has described the whole estimation procedure using the more computationally efficient Chandrasekhar equations instead of the better known Kalman filter recursions but he has not mentioned at all that the Chandrasekhar equations can also be used to derive the information matrix. This was done in [20] with an application to VARMA models. Working with the prediction error of the state vector made it difficult to handle correctly the initial conditions (see also [16] ) and impossible to generalize the approach to VARMAX models.
Meanwhile a software called E4 [37] has been developed on the basis of [36] but also of more recent contributions (see the references in [11] except the last one which refers to [4] ).
In this paper, we consider the exact Fisher information matrix J N (θ) of VARMAX processes, as a generalization with some improvements of the method proposed in [26] and [20] . used. This is a confirmation of the high quality of this relatively little known package. It may be that the relations used are similar to ours but this cannot be confirmed since they are not documented.
The article is organized as follows. In Section 2, we present the model as well as a closed form expression for the Kalman and the Chandrasekhar recursions needed to evaluate the information matrix at a matrix level and not componentwise. In Section 3, we examine the special case of the VARMAX model. In Section 4, we compare the exact information obtained by our method with the results given by E4. This is done by using a specific model and some data, and we confront the exact information with the asymptotic information.
2. State space model and exact information
The state space model
As will be seen in Section 3, our vector linear times series model can be put under a more general state space form. Let x t ∈ R n be the vector of the state variables, and ϕ, Γ, F , γ 0 , H be matrices of dimensions, respectively, n × n,
The state space structure is:
The Kalman equations
There are several ways to compute the exact likelihood (3) of a VARMAX time series. Except for the closed form expression of a normal multivariate density, a simple representation is based on the Kalman filter equations, due to [12] and [13] . We use the traditional notation e.g. y t|t−1 to define the linear prediction of y t conditionally on the information at time t − 1. It is given by
where x t|t−1 is the one-step-ahead prediction of the state vector, yielding the residual
Now x t|t−1 is based on the recurrence
where the Kalman filter gain K t is given below and the initial condition is discussed at the end of Section 3.
The Kalman filter consists of a collection of recursions, one of them giving P t+1|t , the covariance matrix of the prediction error of the state vector
Recall that
Note that the same noise is used in (5) and (6) . Hence the standard recursions (e.g. [1, Chapter 5] ) are slightly simplified under the form of
giving, respectively, the covariance matrix B t needed in (4), the Kalman filter gain K t used in (11) and the so-called Riccati equation. The initial condition for the latter is provided in the present stationary case by the linear system of
For other approaches on the Kalman filter in time series, see [7] and [10] .
The Chandrasekhar equations
Given time-invariance of the state space model, an alternative to the Kalman filter equations is provided by the so-called Chandrasekhar recursion equations [27] , see also [1, Chapter 6] and [2] . These equations are the most computationally efficient, even with respect to the Kalman filter.
In our context the Chandrasekhar equations make use of matrices X t and Y t with respective dimensions m × m, n × m. Besides (7-9), the recurrences are
The initial conditions are:
1 . Note that the operation count is reduced because the n × n matrix P t+1|t does not need to be computed, except a part of it, P 1|0 H ⊤ , for t = 0.
The exact Fisher Information Matrix
In this subsection, we use the differential rules of [20] recalled in Appendix A in order to compute the exact Fisher information matrix at the vector-matrix level. The technique for evaluating the necessary derivatives of the recursion equations is equivalent to [20] , where the authors have used the prediction error of the state vector (10) . In this paper recursions are expressed in terms of expectations of derivatives of the x t|t−1 and this leads to an explicit or implementable algorithm at the general state space level. This implies that the VARMA or VARMAX version can be obtained by substituting the appropriate parameters of the corresponding state space form. We shall only illustrate the main recursion for the general case but a complete set of recursions is provided in Section 3 for the VARMAX process. The derived algorithm is then implementable. The suggested differential rules are displayed using the notations recalled in Appendix A.
Taking into account the property ∂ θ y t = 0 and ∂ θ u t = 0 (justified because the realization does not depend on the parameters α, β, and γ) and dΣ = 0, (9)
application of Rule 7 in Appendix A to (9) gives
We can now formulate the appropriate derivative ofx t+1|t with respect to θ by applying the approach described in [20] , and recalled in Appendix A, to obtain
Similarly for the derivative of y t , we obtain from (8)
For computing the first term of (4) 
Equations (13) and (14) allow the right-hand side of (15) to be written in an appropriate way. This is fully done for the VARMAX case in Section 3.
3. An algorithm for the vector ARMAX model
An appropriate choice for a parametrization of (5) and (6) is given by
and
and h = max(p, s, e), 0 m is the m × m zero matrix,
, and consequently n = hm. More precisely the i-th m × 1 block,
Note that ∂ θ vecH = 0. Hence (14) simplifies to ∂ θ y t = −∂ θ γ 0 − H∂ θxt|t−1 and we obtain a main recurrence equation analogous to (32) of [20] :
but much shorter. Of course it is necessary to update the expectations in the right hand side of (19) by using, from (13) , with the notation for commutation matrices M m,r given in Appendix A,
Indeed sample innovations y t are zero mean uncorrelated random variables.
Also E(x t|t−1 ⊗ y t ) = 0 becausex t|t−1 is in the space spanned by the observations till time t − 1 included, whereas y t is orthogonal to that space. The explanation is similar for ∂ θxt|t−1 and ∂ θ y t . Note that there are several ways to write terms in (20) . We have made sure to reduce computations for large n and ℓ. Note
) .
For the implementation of the fundamental recurrence equation (20), we need four additional recursions as follows:
2. E (
3.
4.
This set of recursions is nevertheless much lighter than equations (52) to (65) in [20] . Of course the derivatives of the Chandrasekhar equations, equations (46) to (49) in [20] , recalled in Appendix A, are also needed.
To be complete we also need to state P 1|0 H ⊤ and its derivatives. This was done in [20, Section 5, pp. 225-228] and doesn't need to be repeated here to save space. Note that the already complex initializations for
with x 1 defined by (10) and other expressions (most of p. 229) were wrong and replaced by a still more complex initialization procedure described in [16] .
Fortunately, things are much simpler here. Besides
and their derivatives with respect to θ, the following initial values are needed.
Because of (18) for t = 1, after projection in the initial state space we have for each subvector of dimension m
for i = 1, ..., h, if e > 0 and 0, otherwise, hence
for i, g = 1, ..., h, also if e > 0 and 0 otherwise. Note that i and g are block indices and that the elements of ((∂ θ vecγ 1 ), ..., (∂ θ vecγ e )) ⊤ are related to ∂ θ vecΓ through a commutation matrix
A numerical example and a comparison with the E4 Toolbox
In this section some numerical results are displayed for an example. Furthermore, the results are compared to those of E4, a toolbox for Matlab ( [37] , [11] ), which can be used to evaluate the exact information matrix of general state space models. Our implementation is available at location http:\\homepages.ulb.ac.be\˜gmelard\rech\km12prog.zip. It is heavily based on [29] and [17] , which were developed for VARMA models without exogenous variables.
The example
The results obtained through the algorithm described in this paper will be compared with the values of the entries of the asymptotic Fisher information matrix of a VARMAX process. First the asymptotic case is handled on the basis of [22] . The VARMAX process considered in this example is such that m = 2, r = 3 and p = q = s = e = 1. We further assume,
where Ω denotes the instantaneous covariance matrix of the white noise process used to generate u, assumed to be independent from w. The parameter vector configuration is given by θ = vec(α 1 , β 1 , γ 1 , γ 2 ), where
For the numerical illustration, like in [22] , we assume
and specific entries of the matrix polynomial β(z) with 
The asymptotic Fisher information matrix
A partitioned form of the asymptotic Fisher information matrix is considered in Appendix B. It is partially based on the theory in [21] and on the example limited there to the case of the γ's. As a by-product of the present paper, it appears that the formulas for the mixed blocks involving α and β are wrong.
Corrected versions of these blocks are displayed in Appendix B.
The results for the exact information matrix at θ = (α 1 , β 1 , γ 1 , γ 2 ) are close to those of the asymptotic information matrix. Note that the results are dependent on the simulated values for u, since our exact information matrix is conditional on u. More precisely, the blocks for γ would not be the same for another set of simulations whereas those for α and β would be the same. Of course, in practice, the Fisher information matrix is evaluated not at the unknown true value θ but rather at the maximum likelihood estimate θ. In that case, different blocks for α and β will be obtained for another series.
For N = 1000000, the results for J N (θ) are given in Appendix C. That suggests the conjecture of convergence of the exact Fisher information matrix to the asymptotic Fisher information matrix. That property is established by [18] for VARMA models and should be extended to VARMAX models, at least under some assumptions. Note also that the asymptotic information matrix considered here is not conditional, which means that an alternative conditional definition should be used.
Comparison with the E4 Toolbox
We have mentioned in the introduction E4, a toolbox for Matlab ( [37] , [11] ) which can evaluate the exact information matrix of general state space models, and can be specialized to VARMAX models. Note that E4 can be used to estimate the parameters of the models by themselves or in composite formulation, unconstrained or subject to linear and/or nonlinear constraints on the parameters, under standard conditions or in an extended framework that allows for observation errors, missing data or vector GARCH errors.
For a comparison with E4, we have used the same simulated series as in the previous subsection but with N = 100. We have then derived the exact information by using E4 with the several options for econd (ml or maximum likelihood, iu or exogenous first value, au or exogenous mean, or zero) and vcond (idejong or based on [4] , lyapunov or zero). It appears that for our model (and perhaps because of the particular configuration of the coefficients), the econd = auto option is identical to econd = ml, the maximum likelihood estimation of the initial state vector, and that the results for vcond = idejong and vcond = lyapunov are identical.
We have first examined the blocks (α, γ) and (β, γ) of the exact information matrix which were exactly 0. For some combinations of the options of E4, these blocks are not exactly 0. This is the case for econd = ml or the maximum likelihood estimation of the initial state vector. Note however that when econd = ml but vcond = zero (zero initial covariance matrix of the state vector), the block (β, γ) is exactly 0 but not the block (α, γ). E4 can also provide an approximation of the information matrix, the Watson and Engle approximation [38] .
We have looked further in Table 1 at the other option combinations of E4
for which the blocks (α, γ) and (β, γ) are exactly zero, by comparing the E4 estimated standard errors (i.e. the square roots of the diagonal elements of
N (θ)/N ) for the 20 parameters to those obtained by our exact method. To save space, Table 1 contains only the results for a subset of parameters, i.e. α These results lead to the suggestion that, at least when e > 1, which is the case here, none of the E4 state vector initializations corresponds to (24) . In order to illustrate the differences between the E4 options in a case where they are more sensitive than in the previous example, we have changed the generation of the exogenous variables so that the first value is more different from zero and also from the mean value, in order to increase the difference between the initial state vector options. As a matter a fact, we have generated the three variables u by a VAR process with a mean vector different from 0. To emphasize the differences, we have also reduced the length of the series from 100 to 50. For the reasons mentioned above, only vcond = lyapunov was considered. As shown in Table 2 , the results are different for the γ's. None of the three options is uniformly better for the 12 parameters γ but econd = iu has the smallest standard deviation than econd = au or econd = zero. A closer look at the E4 Toolbox manual [37] and at [3] reveals that they refer to [5] for the deterministic case whereas [3] treats stochastic but uncorrelated exogenous variables. Apparently an equation like (24) is not mentioned. Nevertheless, our analysis is largely confirmed by the E4 results, and, likewise, the power of E4, which can handle a larger variety of state space models (including the case of nonstationary roots) is also emphasized. , γ) and (β, γ) , and for the standard errors of the parameters α 11 1 , β 11 1 , and γ 23 2 . These results were obtained for simulated time series of 100 observations. Underlined E4 standard errors are identical to our KM results. 
Method

Conclusion
This paper has established recursions at the matrix level for the exact Fisher information matrix of a VARMAX stochastic process, conditionally with respect to exogenous (deterministic or stochastic) variables. It can be seen as a generalization of [20] which was restricted to VARMA processes but the approach is more useful and also simpler. We could compare our results with E4, a Matlab Toolbox, which is aimed at estimation of a more general state space model, including the evaluation of the gradient and the exact information matrix. Note that, although the general principle stated by [36] is the same, the expressions there are not given at the matrix level but at the scalar level, and we could not find the detailed expressions in the literature, e.g. the papers cited in [11] . Our results are close to those obtained using E4 but not identical. We have pointed out the cause of discrepancy, more specifically that (24), the exact initialization when e > 1, is not supported by E4. For long series we have compared our results with the asymptotic information matrix, as proposed and illustrated by [22] . That comparison leads to the suggestion of a conjecture generalizing [18] from VARMA to VARMAX models. A first investigation of that conjecture
indicates that it will not be true without additional assumptions.
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A. Appendix
First let us recall the notations for the derivatives with respect to vectors and the needed related rules also used in [20] . in partial derivative form with X ij being the element (i, j) of X. Then the
We further recall the rules also used in [20] .
and D ∈ R q×l . Before formulating the next rule, we consider the random vectors x ∈ R n and
Rule 2. (A + B) ⊗ (C +
D) = A ⊗ C + A ⊗ D + B ⊗ C + B ⊗ D. Rule 3. (A ⊗ B) ⊤ = A ⊤ ⊗ B ⊤ .
Rule 4. (A ⊗ B)
We add
Computationally, the recursions of the paper are written in the less demanding form. Several times Rules 1 and 5 have been used to put random variables next to each other to set forth expectations whereas Rule 1 has been avoided when possible because otherwise the number of operations is increased without necessity. Indeed, the left hand side of Rule 1 requires mpnq + nqkl + mpnqkl multiplications, generally bigger than what is required by the right hand side mnk + pql + mkpl multiplications.
The equation for the general state space, which is a generalization of (19), is of the form:
where the commutation matrix M a,b is defined in Rule 5.
Finally, the derivatives of the Chandrasekhar equations are considered, using the rule dA
We derive the asymptotic information matrix for the example of Section 4.1.
The appropriate matrix polynomials are Let us consider the partitioned form of the asymptotic information matrix
Taking into consideration that the input u t and the white noise w t are orthogonal processes leads to the property
3)
The numerical example displayed in [22] is such that the authors focus on some entries of the submatrix F γγ (θ), considering the crucial role of the γ parameters in VARMAX processes. The computations are extended here in order to compute the whole asymptotic information matrix. The partitioned form of F γγ (θ) is considered, to obtain
The parametrization of input coefficient matrix γ
Like in the numerical illustrations proposed in [22] , we assume the specific values given by (26) and (27) . The basic assumption that the eigenvalues of the matrix polynomial β(z)
lie outside the unit circle is fulfilled since the eigenvalues are (5/23)
with modulus equal to 1.47442. This assumption is fundamental for evaluating the appropriate integrals displayed in this paper and in [22] , so that the Peterka and Vidinčev [30] algorithm can be implemented. According to [22] , with E ij as defined in Appendix A, Rule 5, the elements of (B.4) can be written Cauchy integral is counterclockwise, X * is the complex conjugate transpose of complex matrix X and X − * is its inverse. The spectral density R u (z) of the input process u t is an r × r Hermitian matrix. For a definition, see e.g. [2] and in [22] it is given by the equations (17) and (18) page 679. Given (25) , R u (z) = I 3 , and we obtain in the example
(50 + 50z + 23z 2 ) (23 + 50z + 50z 2 ) dz z = 7.82242.
We proceed accordingly for the remaining γ parameters. It yields the following submatrices of (B.4) rounded to 3 decimal places 
It can be seen that the submatrices of F γγ (θ) are block Toeplitz matrices.
The parametrization for the submatrix β is vecβ 1 = (β We have according to [22] (
where c, s = 0, 1, . . . , q − 1 and i, j, l, f = 1, . . . , m and when applied to the case Σ = I 2 , and taking c, s = 1, it yields
where the m × m matrix E ij = e are computed according to [22] , to obtain 
giving after computation for i, j, l, f = 1, 2 
The submatrix associated with αβ is now considered. The entries of the We have generated 1000 observations of u t and w t , using Gaussian deviates with mean 0 and variance 1 and then obtained y t using (1) 
