New tomographic Adaptive Optics (AO) concepts require a good knowledge of the system geometry and characteristics. These parameters are used to feed the tomographic reconstructors. In this paper we present a method to precisely identify the parameters required to construct an accurate synthetic set of models such as inuence functions, mis-registrations, directions of analysis or altitude of the DMs. The method is based on a multiparameter t of the interaction matrix. This identication method nds also its application in high contrast AO systems, such as SPHERE : in that case it is used as a diagnostic tool in order to precisely realign the system. The method has been tested and successfully implemented on HOMER, SPHERE and GeMS. Experimental results for these three systems are presented.
INTRODUCTION
Until recently, almost all the Adaptive Optics (AO) systems were classical AO systems, using a single Deformable Mirror (DM) and a single wave-front sensor (WFS), and working on-axis. In such conguration, the relation between the phase introduced by the DM and the WFSs can be measured directly, through an interaction matrix (noted iMat in the following). Measured iMat are convenient as they include all the actual system characteristics and idiosyncrasies, such as WFS response and gain, DM actuator gains, optical misalignment, etc... So even if an AO system is not perfectly aligned, or well characterized, these eects are taken into account when one measures the iMat. Looking at the problem from the other side, this measured iMat could be used as a tool to evidence optical mis-alignments and monitor system stability. This, however, requires tools to interpret the iMat and retrieve such information.
New generation of AO systems including extremely high-order systems or wide eld systems are bringing new constraints. In the case of high order system like SPHERE 1 or GPI 2 maintaining a good registration between the DM actuators and the WFS sub-apertures is critical, as performance loss and loop instabilities will start to appear for mis-registration as small as 10% of an actuator pitch. Measuring an iMat may not be convenient for systems with a large number of actuators as it is time consuming. New methods based on the Hadamard approach have been developed to speed up the iMat measurement. 3, 4 Analyzing these iMat in order to monitor mis-registration and calibration drifts is then very important. In the case of wide eld system (e.g. GeMS 5 or ATLAS 6 ) the situation is more complex, as the tomographic reconstructor requires an iMat for many directions. On top of mis-registration, the direction of analysis and correction of the turbulence should be known for an accurate tomographic reconstruction.
What are the parameters that should be determined ? A tomographic reconstructor (let's call it W ) can usually be divided in two contributors: 7 • A tomographic reconstructor W tomo corresponding to a step of phase reconstruction into a volume. This operator only depends on the GS and WFS geometry.
• A projector P opt of the estimated volume reconstruction on the DMs. This operator only depends on the altitude conjugation of the DMs and the direction of optimizations.
Let's use the following notations: Figure 1 . Illustration of system geometry and notations used.
The measurement is performed with several WFSs, each WFS looking at one Guide Star. The GS positions are given by α = α i . The correction is performed by N DM DMs, optically conjugated to altitudes h DM n . The FoV of interest, where the correction has to be optimized, is discretized into N ang angles β = β j . Neglecting the time aspect, the measurement done by the WFSs φ mes , can be described by the following equation:
where M is a model of the WF sensing operation, P L α projects the L turbulent phases seen in the α directions in the pupil, P N α projects the n correction phases produced by the DMs in the same α directions, N is a model of the DMs inuence functions, u are the voltages sent to the DMs, and b is the WFS noise.
Assuming an MMSE like reconstruction, we can detail the two matrices dened in equation 1:
Hence, the parameter that one must know to be able to construct a tomographic reconstructor are the following:
• N: the DMs inuence functions
• M: the WF sensing model (including e.g. mis-registrations)
• P α : the projection in the direction of analysis
• P β : the projection in the direction of optimization
the altitude of the DMs
The relative geometry between the various components is also of signicant interest.
What is the sensibility of the tomography to these parameters ?
The exact sensitivity of the system performance to misalignment and calibration errors aecting all these parameters will of course depend on the system itself, the control law, and requires an extensive study. Still, some well known rule of thumbs have been validated in various systems analysis and lead to the following rst tolerances:
• relative translation between DM and WFS is acceptable up to 1/10 of a sub-aperture,
• relative rotation between DM and WFS is acceptable up to 1/10 of an edge sub-aperture,
• relative position of pupil footprint in the DM meta-pupil (for MCAO systems for instance) follows the same sensitivity.
How can we determine all the matrices required for the tomography ?
Following the same formalism as above, and assuming a multi-DMs, multi-WFS systems, an interaction matrix would be described by:
where θ are the directions in which one can measure the iMat. For practical reasons, iMat is only measured in specic directions which may be dierent from the ones required to build the tomographic reconstructor. In general, iMat is measured with calibration sources installed on the AO bench, and usually θ == α. However, this might not be always the case, especially in systems using NGS, the constellation will be dierent for every targets, and measuring the iMat for all the conguration is not possible. In that case, a rst solution proposed by Kolb et al. 8 was to interpolate the iMat, based on a reference iMat measured in specic directions. Another possibility is to measure the interaction matrix on-sky for each target, even though it consumes valuable telescope time. Another approach is building a numerical model of the AO components, and working with synthetic matrices. 9 The main advantage of these synthetic matrices are that they are noiseless, and for systems with a large number of degrees of freedom, the stability and accuracy of the inversion process critically depends on the signal-to-noise of the input matrices. Synthetic matrices can be readily pre-computed, which is very relevant if the geometry is dependent on operational parameters. Synthetic matrices however can not be generated without any precautions, and a necessary set of conditions are that:
• DM actuator gains and, if necessary, WFS sub-aperture gains (centroid gains, if using quad-cells) have to be calibrated).
• The DMs inuence functions have to be adjusted to match the actual ones.
• Mis-registration and system geometries (GS directions, DM altitudes) has to be factored in.
Moreover, having a way to calibrate these models with the real hardware, and with the real bench environment then becomes primordial. In this paper, we present a method for the parameter identication process, based on a minimization algorithm using the interaction matrix as input data. This method gives a way to calibrate the numerical models, and build the set of necessary matrices. Two remarks are important to emphasize at that point:
• the models that can be identied from the analysis of the iMat do not include anything related to the turbulence itself. Some matrices required to build the tomographic reconstructors include some knowledge of the turbulence altitude and strength. From numerical models, it has been shown in previous studies 10, 11 that the tomographic reconstruction is very sensitive to model errors in altitude and number of layers used in the volume estimation. The information on the turbulence prole can be acquired by other methods ( 1214 ) ;
• in this paper, we are not addressing any dynamical changes of the registration. In a real system, the misregistration may change with exures, local pupil distortion or even motor (encoder) malfunctions. 15 Many AO systems include some kind of eld selection, or zoom mechanism to compensate for the LGS range variations and dierential exures between the DM(s) and WFS(s). These mechanisms can not behave perfectly, and induce mis-registrations. Addressing dynamical registration errors is out of the scope of this paper. It can be done by more sophisticated methods, like Bechet et al. 16 The paper is organized as follow: in section 2 we introduce the method and we validate it with some simulations, in section 3 we introduce the three systems on which we tried it and section 4 shows the experimental results.
IDENTIFICATION METHOD 2.1 Description of the method
Let params be the parameters to be identied from an experimental interaction matrix iMat exp (params, noise). Since any system mis-calibration has an eect on this matrix, parameters will be identied thanks to an iterative comparison between the experimental matrix and the estimated one. The latter is recalculated at each iteration with parameters which are adjusted to minimize the Froebenius norm between the two matrices. This criterion can be written:
where W is a weight function and m [i, j] represents the term set at the ith row and the jth column of M.
A multi-variable minimization algorithm is used to perform the estimation. We use a Levenberg-Marquardt type algorithm. 17 Based on this minimization, we have developed two approaches depending on the kind of calibration needed.
In the rst approach, the free parameters are the positions and Inuence Functions (IF) of each actuator. For each actuator, we extract the corresponding line of the experimental iMat, and we adjust its mis-registration and shape to nd the right measurement. For instance, for GeMS we consider IF with the following analytical form :
where a and b are left free during the optimization procedure. This is done for each actuator of the dierent DMs, and for each WFS. To speed-up the process, only the rst subapertures around the actuators of interest are used in the t thanks to a binary weight map. The result of this t is a map of mis-registration and IF for each couple WFS/DM. The registration maps are projected on an orthogonal basis formed by a two direction translation (Tip / Tilt), a magnication (Focus) and a Rotation for each WFS on each DM. For a multi-WFS conguration, anything which is common to all WFS in terms of translation can be compensated by shifting the DM, so can be interpreted as a DM mis-alignment. Once we subtract this common part, we are left with dierential mis-registration between the WFS. To understand the origin of this dierential mis-registration, we project it on 2 terms: a rotation and a magnication. The global rotation is due to a rotation of the DM, and can be subtracted. Everything left would likely be due to errors in the analysis directions, however, the projection of this dierential mis-registration on a magnication term could also be interpreted as an error on the DM altitude. Let's illustrate this on a simple example. If we take the case of a DM in altitude, and 2
qiq' DM footprint directions of analysis, a shift in altitude of the DM will create a mis-registration in +X for the WFS on the left, and -X for the one on the right. Shifting both direction of analysis by the same amount would produce an exact same iMat, and we have no ways to disentangle them. Let's consider a realistic case with sub-apertures of 0.5m, a DM in altitude conjugated at 10km, and a constellation angle of 1arcmin. If the DM is 200m o, that would produce a mis-registration of 0.06subaperture, which could also be interpreted as an angle of 0.6arcsec. This is an intrinsic limitation of the method. Obviously, the more DMs used to measure the iMat, the more constraints are added to disentangle both eects. It is also important to note that this degeneracy is solved for systems working with sources which are not at innity (e.g. LGS), or for AO systems working with non-collimated beams (e.g. HOMER) as a DM altitude error will produce an additional magnication error term, common for all the WFSs.
Once all the eects due to the DM and direction of analysis have been subtracted on the mis-registration maps, we are left with the lenslet defaults which is a good indicator of their optical quality. This gives us an information on the intrinsic lenslet local alignment issues, which can not be adjusted by any alignments. But this residual map can be introduced in the synthetic models when they are generated, and it also provides a way to monitor the aging of this optical element.
In the second approach, we x the IF and location of each actuator, and the free parameters are now the DM position (Tip/Tilt and altitude) and the WFS pointing directions. The WFS directions are dened by their polar coordinates (ρ,Ψ), where ρ is the polar radius, and Ψ the polar angle as dened in gure 2. When the IF are not required, this second approach provides much faster results.
Validation on simulation
We have tested the method with dierent simulations cases. Simulations results have been presented in a previous paper. 18 We recall here the main results. The identication process converges well. The criterion is plotted on gure 3.1, with respect to the translation value, for a non-weighted criterion and for a weighted criterion. Two noise conditions are presented : a very poor one SNR=4, and a good one SNR=100. Note that SNR is dened by :
where σ noise is the noise standard deviation. In all cases the criterion is convex and the global minimum corresponds to the introduced translation. The convexity of the criterion has also been checked with respect to rotation and to magnication. In a Wide Field AO (WFAO) system, like Multi-conjugate AO (MCAO), one or several DMs are conjugated in altitude. We recall that the parameters to identify then correspond to the area analyzed by the WFS, dened by the polar coordinates ρ, Ψ and h, the DM altitude. The three parameters ρ, Ψ, h are simultaneously adjusted by the minimization algorithm. Figure 4 shows the performance of the algorithm to retrieve these three parameters on a simulation case, for Ψ = 45 degrees, ρ=11.7 and h=5000 m. The estimation of the altitude is quite the same for all considered values of Ψ and ρ: the altitude is an independent parameter. On the contrary, ρ and Ψ are coupled. The larger ρ is, the larger the standard deviation of the error on ρ is and the lower the standard deviation of the error on Ψ is. The impact of a rotation Ψ is indeed higher when the distance to the centre is larger.
The very good precision on parameters estimation obtained even in bad SNR conditions validates the identication process and is very encouraging for the implementation of this process on a bench.
HOMER, GEMS AND SAXO
In this paper we have tested and used the method on 3 dierent AO benches, respectively HOMER, GeMS and SAXO. We give some background informations about these systems in the following: The source module is made up with 7x9 unresolved sources in the visible wavelengths (λ =635 ±5 nm) dispatched over a recongurable cartesian grid. This leads to a eld of view of 427λ/D * 484λ/D. The source module is associated with a collimator to simulate Natural Guide Stars. Then light comes through three Kolmogorov type turbulent layers on a rotating stage. A wide eld WaveFront Sensor analyses GS.s light. It has 7x7 sub-apertures, each one has 142x142 pixels. A wide eld imaging camera is used for performance computation. Correction is performed with two deformable mirrors. Both are magnetic membrane mirrors: a continuous membrane is deformed by the magnets placed in front of solenoids.
The rst deformable mirror DM1 is conjugated with the pupil of the system: this DM1 has 52 eective actuators, with a coupling factor of 40%. The second deformable mirror DM2 is placed in a diverging beam, it can be conjugated either to the pupil plane or to altitude thanks to a translation rail (0 km to 16500 km in a VLT-equivalent case). It has 88 eective actuators with a coupling factor of 65%.
GeMS
GeMS is the Gemini Multi-conjugated adaptive optics System. It is a facility instrument that delivers a uniform, diraction-limited corrected near-infrared image over a eld of view of 2armcin. A detailed description of each sub-system can be found in previous papers. 5, 20 In short, a 50W laser is split in 5x10W beacons to produce the 5 laser guide stars (LGS) placed on the sky at the corner and center of a 60 arcsec square. These ve LGS are seen by ve, 16x16 subapertures, Shack-Hartmann wavefront sensors. The 2040 slope measurements are used to compute the MCAO high-order correction, correction provided at 800Hz by three deformable mirrors conjugated to 0, 4.5 and 9km and totaling 917 actuators. Besides that, up to three either visible or NIR natural guide stars (NGS) provide the measurements for the compensation of the tip-tilt and anisoplanatic modes. 21 is an European instrument which will equip one of the four 8-m telescopes of the European Southern Observatory Very Large Telescope at Paranal (Chile). Its main scientic objective is direct detection of exoplanets and their spectral characterization. Such a challenging goal requires a relatively complex high-contrast instrument whose the core is the extreme AO system: SAXO (SPHERE Adaptive optics for eXoplanet Observation). Requierements and a detailed description of the system can be found in previous articles. 1, 22, 23 We just highlight here the main features, gathered together in table 2.
SAXO SPHERE (Spectro-Polarimetry High-contrast Exoplanet Research)
Wavefront analysis is performed thanks to a 40x40 visible Spatially ltered Shack-Hartmann (VIS-WFS) 24, 25 with EMCCD 240x240 pixels working at 1200 Hz and a read out noise smaller than 1 e-. Correction is provided through a high spatial frequencies (41x41 actuators) and high bandwidth deformable mirror manufactured by Relative alignment specications between the DM and the WFS are 1/10 sub-aperture in translation and 1/10 edge sub-aperture in rotation.
APPLICATION OF THE METHOD 4.1 HOMER: Identication of DM/WFS mis-registration
Considering the HOMER test-bench, we can introduce a known mismatch between the WFS and the DM by translating and/or rotating the micro-lens matrix of the WFS, (but not the camera itself), in order to test the method performance. The translation / rotation introduced are precisely calibrated thanks to the WFS slopes registered at high SNR. For each position WFS slopes are recorded and translation and rotation is computed by the dierence between the two sets of slopes. In these low noise conditions slopes variance is 5.10 −4 pixel 2 . Dening the error slopes computation by 3σ slopes where σ slopes is the slopes standard deviation, the precision on micro-lens matrix displacement estimation is √ 2 * 3σ slopes , equal to 0.1 pixel that is to say a precision better than 1/1000 sub-aperture since each subaperture has 142x142 pixels. For each position, 10 matrices are computed in dierent SNR conditions. A joint estimation of the relative translation, the relative rotation and the magnication is then performed using the method.
Results are shown in gure 5. They present the performance achieved by the algorithm for the translation and the rotation estimation, for 3 SNR conditions representative of noise conditions on HOMER : a high SNR (200), a medium SNR (40) and a very poor SNR (4). The plotted error bars correspond to ±σ where σ is the standard deviation of the values estimated by our algorithm based on a 10 matrix population. The function y = x is plotted in dashed line, it goes through all the data points. Identication process is thus linear. For translations lower than 0.5 sub-aperture, the precision is better than 1/100 subaperture, and even for poor SNR condition, it is better than 1/20 subaperture, which is beyond requirements. Performance achieved for rotation estimation is similar. The identied magnication is uniform and equal to 0.988 ±0.002. It is worth noting that performance is similar for a mis-registration composed of a X-Y translation plus a rotation, and that all the dierent modes are well decoupled.
Relative translation identication
5.2 Relative rotation identication Figure 5 . Experimental results of estimation of the relative translation and rotation between the WFS and the DM in the pupil on Homer bench. Three SNR cases are tested. Error bars represent ± the standard deviation of the estimated value for a population of 10 iMat.
SPHERE
The same algorithm has been implemented and validated on the AO bench of SPHERE: Saxo. The procedure is the same as the one applied on the HOMER bench: a known translation is introduced thanks to the WFS that is latter retreived by our method. The precision of the translation induced on the WFS is the one achieved by the translation plate: ±2 microns (±0.015 subaperture) because translation is applied to the whole WFS (micro-lens matrix and camera) and not just to the micro-lens matrix as on HOMER. Five iMat based on the classical Hadamard technique are computed at each position, for good SNR conditions.
Identication process uses a binary weight map dened by a threshold of 25% of the maximum value of slopes for each actuator. The identied translation versus the introduced translation is plotted on gure 6.1. The standard deviation calculated on the 5 iMat = 0.002 subaperture (better than the precision on the introduced translation). The function y = x + b is plotted in red dashed line, it shows the good linearity of the process, and nding the parameter b leads the identication of the optimal position, here identied to a translation of -0.04 sub-aperture with respect to the actual position.
In order to verify this result, performance in closed-loop is also computed for each relative translation value so we can compare the zero-position given by the algorithm with the position where the performance is the highest. On gure 6.2 the relative loss of performance compared to the initial performance is plotted with respect to the relative translation. A second order t is computed (red dashed line), whose minimum is found for a relative translation of -0.02 sub-aperture. Taking into account the error bars, it conrms the optimal position computed by the algorithm. The developed method leads to a precise identication of the mismatch WFS/MD pupil which meets the needs on SAXO: relative translation is identied with a 1/50 sub-aperture precision compared to a requierement of 1/10 sub-aperture.
GeMS: inuence functions, mis-registration and DM altitudes
The same method has been applied for GeMS. In that case we are not introducing fake mis-alignments, but we want to characterize them. In GeMS, the registration between the 5LGSWFS and DM0 is adjusted by the LGSWFS zoom mechanisms. We use a set of two zoom lenses and 5 pupil adjustment mechanisms to minimize the registration on each WFS. The procedure is the following: . adjust pupil mechanism to null translation and magnication 7. Do it iteratively on all the WFS, and while the total magnication is greater than a threshold (usually set to 0.5%)
This procedure allows to center almost perfectly the 5WFS on DM0, however results are not exactly zero as the zoom mechanisms provide 8 degree of freedom, for the 10 (5WFSx2 axis) adjustments to be done. This procedure is ran before grabbing any iMat. iMats are saved based on the classical Hadamard technique, and we also save iMats for dierent LGS ranges, from 90km to 160km. We then apply the full optimization method on these iMat, trying to identify all the free parameters: IF shape, mis-registration, direction of analysis and DM altitudes. Dierent analytical forms has been tried for the IF, and we have found that a shape like:
where a and b are left free during the optimization procedure, gives the best results. Black is the experimental iMat and red is the t result
In Fig. 8 we show the registration map for a WFS with respect to DM0, and the same map once the contribution of the DM has been removed, i.e., when we remove the common Translation/rotation to all WFS. Note that all the bad actuators (i.e. stuck actuators) are removed before doing the projection onto the modes. On Fig.8 right, the residual mis-registration has an rms of 0.3% of an subaperture and a peak value of 1.3%. This is the limitation imposed by the lenslet optical quality, and can not be compensated for. For the registration of the 5 WFS with respect to DM0, we nd that the global translation is of the order of 2% of a subaperture, which is the result of the limitation of the registration procedure described at the beginning of this section. The average magnication has been optimized by the same procedure, and we check that its value is below the asked threshold of 0.5% (100% magnication is such as the spot falls in the next sub-pupil). Finally, the rotation (and dierential rotation) are very small, of the order of 0.03degree. For DM0, the method has been been cross-checked with an independent method based on a wae pattern used by J.-P. Veran for Altair. 26 Using the same iMat, but this wae method, results are very similar. Fig.9 shows the correspondence between both methods for the 20 parameters (20 = 4 modes x 5 WFS). No obvious bias are seen.
For the DMs in altitude, we have tried to estimate the altitude and direction errors from the individual misregistration maps. As GeMS is working with LGS, the altitude error can be identied by a global magnication error. For instance, for the DM conjugated at 9km, and error of +200m in its altitude (if the DM is at 9.2km instead of 9km) would produce a magnication of -0.2% of the total pupil (pupil stretched by 0.2%), which would be 3% of a subaperture. The associated registration error would be 0.03m in X and Y, which is around 6% of a subaperture.
Results for DM0 and DM9 shows almost no individual magnication error: -0.3% for the DM at 4.5 km and -0.5% for the DM at 9km. The global magnication error (i.e. the one derived from the global mis-registration of each WFS) is also indicating a very small error in altitude: 20m for the DM at 4.5km and 40m for the DM at 9km. This is consistent with the WFS individual magnication. For illustration purpose, we can x the altitude in the tting process, and use a theoretical iMat that would have been computed with a wrong altitude. For instance, if we use a an altitude of 8.5km for the DM that is conjugated at 9km, we retrieve an oset of 0.06m in X and Y for each WFS which would be equivalent to an error in altitude of ∼450m. We also measure an individual magnication of ∼1%, which is consistent with the articial altitude shift induced. Still for illustration purpose, we can use a theoretical iMat that would have been computed for a dierent LGS range. For instance we use a range of 104.3km (equivalent to a telescope elevation of 60degree). This produces a magnication on each WFS of about 1.4%, but no changes in their individual registration is measured.
As stated in sect.2, once we have removed all the DM part, the residual shift per WFS are due to pointing errors. For GeMS the remaining pointing errors for DM4.5 and DM9 are illustrated in Fig. 10 . Red is the pointing determined from the registration on DM4.5 and blue is from DM9.
Results are consistent for both DMs, even though they are not exactly the same. We believe that this is due the fact that the DM9 has only a small number of actuators which reduce the sensitivity of the method.
In conclusion, we have been able to identify the IF, the lenslet quality, the altitude of the DMs and the WFS pointing directions. All these parameters are used to build the synthetic interaction matrix.
CONCLUSION
We have presented a method used for the identication and calibration of the interaction matrix parameters for AO and MCAO systems. The method allows to precisely determine parameters like the inuence functions, lenslet optical quality, mis-registration and in the case of MCAO systems: DM altitude and WFS pointing directions. The method has been validated in simulations and on three dierent AO bench, namely: HOMER, GeMS and SPHERE.
