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ABSTRACT
In iterative supervised learning algorithms it is common to reach
a point in the search where no further induction seems to be pos-
sible with the available data. If the search is continued beyond
this point, the risk of overing increases signicantly. Following
the recent developments in inductive semantic stochastic meth-
ods, this paper studies the feasibility of using information gathered
from the semantic neighborhood to decide when to stop the search.
Two semantic stopping criteria are proposed and experimentally
assessed in Geometric Semantic Genetic Programming (GSGP) and
in the Semantic Learning Machine (SLM) algorithm (the equivalent
algorithm for neural networks). e experiments are performed
on real-world high-dimensional regression datasets. e results
show that the proposed semantic stopping criteria are able to de-
tect stopping points that result in a competitive generalization for
both GSGP and SLM. is approach also yields computationally
ecient algorithms as it allows the evolution of neural networks
in less than 3 seconds on average, and of GP trees in at most 10
seconds. e usage of the proposed semantic stopping criteria in
conjunction with the computation of optimal mutation/learning
steps also results in small trees and neural networks.
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1 INTRODUCTION
Supervised learning refers to the task of inducing a general paern
from a provided set of examples. A common issue in supervised
learning is the possibility that the resulting models could be simply
learning the provided set of examples, instead of learning the un-
derlying paern. A model that is incurring in such a behavior is
commonly said to be overing. Genetic Programming (GP) [10]
has been extensively applied in supervised learning tasks. Despite
this, it was uncommon in the early years of GP to nd approaches
aimed at improving the generalization of the resulting models.
Kushchu [11] mentioned that at that point, the issue of generaliza-
tion in GP had not received the aention it deserved. In fact, it was
even uncommon to measure the performance in a set of unseen
data. Notably, in Koza [10] most of the problems presented did
not use separate training and unseen data, so performance was
never evaluated on unseen cases [11]. Eiben and Jelasity [2] also
mentioned that at that point, it was uncommon to report unseen
data results in the larger evolutionary computation area.
e interest in studying generalization and overing in GP has
been recently increasing [1, 3, 4, 6–9]. Geometric Semantic Genetic
Programming (GSGP) [13] has also contributed to this rising inter-
est by dening a set of variation operators that have been shown
to perform more eectively than the corresponding Standard GP
operators [4, 13]. ese variation operators are known as geometric
semantic operators. e reasoning behind these geometric seman-
tic operators can be used to create equivalent operators for other
representations or computational models. is was the case of
feedforward neural networks, where Gonc¸alves et al. [5] derived
the original GSGP mutation operator to be applicable to neural
networks. is operator was then incorporated in a neural net-
work construction algorithm named Semantic Learning Machine
(SLM). e SLM algorithm shares similar properties with GSGP.
Within the context of these geometric semantic methods, this pa-
per explores the feasibility of using information gathered with the
geometric semantic operators to decide when to stop the search
process. e selection of a suitable stopping point can potentially
avoid the overing issue.
e paper is organized as follows. Section 2 contextualizes GSGP
and the SLM. Section 3 presents the proposed semantic stopping
criteria. Section 4 describes the experimental methodology. Section
5 presents and discusses the results, and section 6 concludes.
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2 GEOMETRIC SEMANTIC METHODS
2.1 Geometric Semantic Genetic Programming
e GSGP formulations are valid under two assumptions. e rst
assumption is that the task at hand is a supervised learning task,
i.e., given a set of data with known targets, the goal is to build an
individual (or model) that learns the underlying paerns in the data.
e second assumption is that the error of an individual is com-
puted as a distance to the known targets. GSGP derives its name
from the fact that its operators follow some particular geometric
properties [12] over the semantic space. In this context, the seman-
tics of an individual are dened as the outputs of that individual
over a set of data instances. In GSGP, each individual is seen as a
point in the semantic space. e most interesting property of the
semantic space is that the associated tness landscape is always
unimodal for any supervised learning problem. is implies that
there are no local optima, i.e., with the exception of the global opti-
mum, every point in the search space has at least one neighbor with
beer tness, and that neighbor is reachable through the applica-
tion of the variation operators. As this type of landscape eliminates
the local optima issue, it is potentially much more favorable in
terms of search eectiveness and eciency. Moraglio et al. [13]
specied geometric semantic operators for three domains: boolean,
arithmetic, and conditional rules. Since this paper is based on real-
valued semantics, the geometric semantic operators presented here
are the ones from the arithmetic domain.
Denition 2.1. Geometric Semantic Crossover: Given two
parent functionsT1,T2 : Rn → R, the geometric semantic crossover
returns the real functionTXO = (T1 ·TR )+ ((1−TR ) ·T2), whereTR
is a random real function whose output values range in the interval
[0, 1].
Denition 2.2. Geometric SemanticMutation: Given a parent
function T : Rn → R, the geometric semantic mutation with
mutation stepms returns the real functionTM = T +ms · (TR1−TR2),
where TR1 and TR2 are random real functions.
An important consideration is that the geometric semantic mu-
tation can reach any point in the semantic space, starting from
any other point. On the other hand, in order for the geometric se-
mantic crossover to produce an ospring which is beer than both
parents, the target semantics must be (at least partially) between
the semantics of both parents. eoretically, this means that the
mutation operator should be more robust. is was conrmed in
practice [4, 13]. In the same works it was also empirically conrmed
that a hill climbing strategy is indeed more ecient than a standard
population-based strategy. Since there are no local optima, the
search can be focused around the best individual without any con-
ceivable disadvantage. Moraglio et al. [13] named this hill climbing
strategy as Semantic Stochastic Hill Climber (SSHC). As a common
hill climber, SSHC keeps only the best individual, and it uses only
the geometric semantic mutation to advance the search process. At
each generation a sample of osprings is produced, and the new
best is selected from the current best and the osprings to survive
to the next generation. SSHC is the GSGP variant used in this paper
as it is more ecient than the standard population-based strategy.
An important question raised from the original GSGP work, was
the issue of generalization. Moraglio et al. [13] did not measure
the performance of the individuals in unseen data. erefore, the
generalization ability of the individuals produced by GSGP was
unknown. Gonc¸alves et al. [4] showed that the resulting GSGP
generalization is greatly dependent on a particular detail of the
geometric semantic mutation. If the mutation operator generates
TR1 and TR2 without any particular concern on the structure of the
trees, the result is considerable overing. To dierentiate, this
mutation version was named unbounded mutation. On the other
hand, if TR1 andTR2 are generated with a bounding function at the
root node, the outcome is a competitive generalization. is muta-
tion version was named bounded mutation. Applying a bounding
function to TR1 and TR2 results in bounding the semantic variation
also on unseen data. If a logistic function (f (x) = 11+e−x ) is used
as a bounding function, then the output of each random subtree
ranges in the interval [0, 1] and, consequently, the output result-
ing from subtracting these random subtrees ranges in the interval
[−1, 1]. Aer applying the mutation step, the semantic variation
(or perturbation) added to the parent always ranges in the interval
[−ms,ms]. By itself, this does not guarantee a competitive general-
ization. For a detailed discussion on this issue the reader is referred
to [4]. Since the bounded mutation yields beer generalizations, it
is the one used in this paper.
2.2 Semantic Learning Machine
e SLM [5] is formulated under the same assumptions of GSGP. It
also follows the same hill climbing strategy as SSHC. Similarly to
the case of the GSGP mutation, the equivalent geometric seman-
tic mutation for neural networks (NNs) is also a relatively simple
combination of NNs. To simplify the description, the SLM muta-
tion operator is referred to as GSM-NN, from Geometric Semantic
Mutation - Neural Networks. is operator was originally specied
for NNs with a single hidden layer [5], but it was subsequently
extended to be applicable to any number of hidden layers [7]. is
paper only assesses the SLM in the single hidden layer variant. As
such, the following GSM-NN description only applies to the single
hidden layer case.
From an already existing NN (a parent NN), GSM-NN generates a
random NN, and joins both in the same resulting NN. e rst step
of GSM-NN is to create the random NN. In this case, the random NN
created is the simplest possible, i.e., it is a NN with a single hidden
neuron. e weights from the input layer to the hidden neuron are
randomly generated between -1.0 and 1.0 with uniform probability.
e weight from the hidden neuron to the output neuron is the
learning step (ls). is learning step is equivalent to the mutation
step in the GSGP mutation. It inuences the amount of semantic
variation for each application of the operator. e second step of
GSM-NN is to join the parent NN with the random NN. In this case
of a single hidden layer NN, this join operation is rather simple
since the parent NN and the random NN do not inuence each
other directly. eir semantics are simply combined at the output
neuron to produce the nal semantics resulting from the GSM-
NN application. Because of this, GSM-NN can always perform
an incremental evaluation at each mutation application. In other
words, regardless of the size of a NN, the evaluation only needs to
occur in the new part of the NN (the random NN). e contribution
of the rest of the NN (the parent NN) is already computed, and
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therefore does not need to be reevaluated. is makes the SLM
algorithm very ecient in practice.
In order to guarantee an equivalent comparison between the
SLM and SSHC, all hidden neurons added in the application of GSM-
NN have the hyperbolic tangent as their activation function. is
guarantees that, for each application of the operator, the semantic
variation always ranges in the interval [−ls, ls], where ls represents
the learning step. is results from the fact that the outputs of the
hyperbolic tangent range in the interval [−1, 1]. Similarly, in the
SSHC variant considered here the semantic variation always ranges
in the interval [−ms,ms], wherems represents the mutation step. It
is important to remark that the GSM-NN operator excludes the need
to use backpropagation to adjust the weights of the network. e
GSM-NN operator allows the SLM algorithm to eectively explore
the space of NNs. For further details the reader is referred to [5]
and [7].
3 SEMANTIC STOPPING CRITERIA
e two semantic stopping criteria proposed here are intended
to assess the feasibility of using the semantic neighborhood as a
source of information to detect suitable stopping points in semantic
supervised learning methods. A suitable stopping point is a point
within the search where no further induction is possible with the
available data. A common outcome of continuing the search beyond
this point is overing the training data. In the best case scenario,
the search enters generalization plateau in which the generalization
achieved stabilizes. In either case, the best decision is to stop the
search. Within this context, the term semantic neighborhood is
used to dene the set of models (neighbors) that are reachable from
a given reference model when a given semantic mutation operator
is applied. e reference model considered here is always the best
model in terms of training data performance. A sampling of the
semantic neighborhood is performed at each iteration/generation,
and the decision of when to stop is based on the information of
each semantic sample. Since the semantic methods considered in
this paper follow a hill climbing strategy, a semantic sampling is
already performed at each iteration/generation in order to advance
the search. erefore, the semantic stopping criteria studied here
do not require any additional sampling. e underlying idea of
these stopping criteria is to assess what the trend within the search
is, and based on that decide a suitable stopping point that can avoid
overing and/or reduce the computational time of the search
method.
3.1 Error Deviation Variation
e Error Deviation Variation (EDV) criterion is based on the vari-
ation of the error deviation within the semantic neighborhood. In
this context, the term error deviation is used to refer to the sample
standard deviation of the absolute errors of a given model over
the training instances. is criterion is only concerned with the
models that improve over the current best model in a given iter-
ation/generation. From these models, the criterion measures the
percentage of models that reduce the error deviation in compar-
ison with the error deviation of the current best model. In other
words, from the neighbors that are beer than the current best,
the criterion measures the percentage of those that have a lower
error deviation. is information allows to determine when the
training error reduction starts to be conducted less uniformly across
training instances. is may indicate that overing is starting
to occur. e search is stopped when the criterion measure drops
below a given stopping threshold (parameter). Since this criterion
is based on the error deviation, it does not prevent the algorithm
from nding models with a large semantic (output) deviation, as
this may actually be desired given the target semantics. e cri-
terion also does not prevent the next best model to have a larger
error deviation than the previous best, as this exibility could be
important in the learning process. e search is only stopped if
a considerable majority of the models are improving the training
performance at the expense of larger error deviations.
3.2 Training Improvement Eectiveness
e Training Improvement Eectiveness (TIE) criterion is based on
measuring the eectiveness of the semantic variation operator used
to perform the sampling. In this context, the eectiveness of the
operator is dened as the percentage of times that the operator is
able to produce a neighbor that is superior to the current best model.
During each iteration/generation, the eectiveness is measured
with respect to the sample considered. As in the EDV criterion,
the search is stopped when the eectiveness of the operator drops
below a given stopping threshold. e reasoning underlying this
criterion is that, if training error improvements are harder to nd,
then possibly these improvements are being forced at the expense
of the resulting generalization.
4 EXPERIMENTAL METHODOLOGY
e experimental methodology is based on Gonc¸alves et al. [4],
since this work has recently provided results for SSHC in two
out of three datasets used in this paper. ese datasets are the
bioavailability (Bio), the plasma protein binding (PPB), and the
median lethal dose (LD50). ey have respectively: 359 instances
and 241 features; 131 instances and 626 features; and 234 instances
and 626 features. ese real-world high-dimensional regression
datasets describe relationships between pharmaceutical drugs and
pharmacokinetics parameters.
Table 1 provides the experimental parameters. Furthermore, er-
rors are computed as the Root Mean Squared Error (RMSE) between
the outputs of a model and the targets of the dataset. e error on
unseen data is referred to as generalization error. For each run a
randomly selected data partition is performed. Each method uses
the same data partition in equivalent runs. Notice that sample size
refers to the number of models generated in the initialization and
at each iteration/generation in SLM and SSHC. e term step is
used as a simplication to refer to the learning step in SLM and the
mutation step in SSHC. Two dierent step strategies are studied
with the proposed stopping criteria: the Fixed Step (FS), and the
Optimal Step (OS). As the name implies, FS variants (SLM-FS and
SSHC-FS) use the same xed step throughout the runs, while OS
variants (SLM-OS and SSHC-OS) compute the optimal step for each
application of the mutation operator by using the Moore-Penrose
inverse. e computation of optimal steps under the SLM algo-
rithm is explored for the rst time in this paper. Gonc¸alves et
al. [5] only assessed the SLM algorithm under xed steps. SLM-FS
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Table 1: Parameters used in the experiments
Parameter Value
Data partition Training 70% - Unseen 30%
Runs 30
Sample size 100
SSHC initialization Ramped Half-and-Half,
maximum depth 6
SSHC function set +, -, *, and / (protected)
SSHC terminal set Input variables, no constants
and SSHC-FS use a step of 1 for the Bio and PPB datasets (as in
Gonc¸alves et al. [4]), and a step of 100 for the LD50 dataset. e
higher step used in the LD50 dataset is explained by the higher
order of magnitude of the errors. Claims of statistical signicance
are based on Mann-Whitney U tests, with Bonferroni correction,
and considering a signicance level of α = 0.05. A non-parametric
test is used because the data are not guaranteed to follow a normal
distribution. All evolution plots presented in the next section are
based on the median values over the 30 runs of some particular
measure. e median is preferred over the average as it is more
robust to outliers. Training error evolution plots are based on the
training error of the best model at each generation. Generalization
error evolution plots are based on the generalization error of the
best model selected according to the training error.
5 EXPERIMENTAL STUDY
To help the description the following simplications are used: SLM-
FS EDV describes SLM-FS using the EDV criterion; SLM-FS TIE
describes SLM-FS using the TIE criterion; SLM-OS EDV describes
SLM-OS using the EDV criterion; SSHC-FS EDV describes SSHC-FS
using the EDV criterion; SSHC-FS TIE describes SSHC-FS using the
TIE criterion; SSHC-OS EDV describes SSHC-OS using the EDV
criterion. e TIE criterion is not applicable to the OS variants
as the eectiveness of the mutation operator in this case can be
empirically conrmed to be almost always 100%. is means that
no stopping occurs for OS variants (SLM-OS and SSHC-OS) under
the TIE criterion for reasonable stopping thresholds.
5.1 Semantic Learning Machine
As an initial assessment, gure 1 presents the evolution of the
measures used in the stopping criteria, and their complementary
measures in SLM-FS. ese plots show the medians of each value
throughout the runs when the semantic stopping criteria are not
applied. e rst row presents the measures related with the EDV
criterion, and the second row presents the measures related with
the TIE criterion. e blue solid lines represent the measures that
are directly used in the criteria to determine the stopping point.
e red dashed lines are the respective complementary measures.
Starting with the EDV criterion (rst row) in the Bio and PPB
datasets, in the beginning of the runs the algorithm is very eective
in generating models that are superior to the current best and, at the
same time, reduce the error deviation (ED). is is shown by the line
labeled as ED decrease. Until around iteration 50, the values of this
measure are usually over 90% in both datasets. Between iterations
50 and 100, a quick decrease of this measure occurs, as well as the
consequent increase of the complementary measure (labeled as ED
increase). e ED decrease measure drops below 20%, while the
ED increase measure increases to over 80%. is indicates that the
algorithm is mostly nding models that are superior to the current
best at the expense of increasing the error deviation. It will be clear
ahead that the area where this quick disruption occurs does indeed
signal that no further induction seems to reliably possible. In the
LD50 dataset, the ED decrease measure also starts at very high
values. However, a similar quick disruption is not as apparent from
the median values presented. It will be clear ahead that a quick
disruption also occurs in each run of the LD50 dataset. e fact
that this disruption happens at considerably dierent iterations in
dierent runs, makes the median values misleading.
In the TIE criterion (second row), a clear paern occurs across
all datasets. Initially, the eectiveness of the variation operator
(labeled as error decrease) is around 50%. In other words, generating
a model which is superior to the current best is approximately as
likely as generating a model which is inferior to the current best.
is should be expected in the xed step version of the mutation
operator, as approximately 50% of the models are generated in the
direction of the target semantics, and the other 50% are generated
in the opposite direction. Similarly to what occurs in the EDV
criterion, a disruption of this scenario happens between iterations
50 and 100 in the Bio and PPB datasets, and before iteration 30
in the LD50 dataset. Particularly noticeable in the Bio and PPB
datasets, is the fact that this disruption in the TIE criterion occurs a
few iterations later than in the EDV criterion. Aer this disruption
the eectiveness of the variation operator drops below 25% across
all datasets. e evolution of the measures used in the stopping
criteria for the other variants tested (SLM-OS, SSHC-FS, and SSHC-
OS) presents a similar behavior. ese remaining results are not
shown given the space restrictions.
e next step is to assess the robustness of the stopping criteria
with respect to the associated threshold. Intuitively, middle val-
ues (such as 25%) should be more robust to sampling variations,
while extreme stopping thresholds (5% or 45%) should lead to larger
outcome variations. is paper considers 25% to be the default stop-
ping threshold for both criteria, while also experimentally assessing
the outcomes for 15% and 35%. Table 2 presents the generalization
errors, number of iterations, and training errors, resulting from
the application of the stopping criteria to SLM-FS and SLM-OS
with dierent stopping thresholds. Each performance outcome is
presented with the median, average, and standard deviation (SD).
ese results show that the dierent stopping thresholds result
in remarkably similar outcomes under each corresponding SLM
variant. ese results reect very similar stopping points. is is
a desirable outcome as no tuning of the stopping threshold seems
to be required. erefore, these stopping criteria are not simply
shiing the burden of deciding when to stop, to a separate search
over dierent threshold values. e remaining analysis considers
the results with the default stopping threshold for both criteria
(25%).
All variants avoid overing and result in competitive general-
izations even though the OS and FS variants result in considerably
dierent stopping points. As expected, the computation of optimal
steps results in a considerably faster training error reduction. is
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Figure 1: Evolution of the measures related to the EDV (rst row) and the TIE (second row) criteria for SLM-FS
Table 2: Median, average, and standard deviation (SD) results for generalization error, number of iterations, and training error,
resulting from the application of the stopping criteria to SLM-FS and SLM-OS with dierent stopping thresholds
Dataset SLM variant reshold Generalization error Iterations Training errorMedian Average SD Median Average SD Median Average SD
Bio
FS EDV
15% 31.0 30.9 1.0 61.5 60.8 2.3 30.0 30.1 0.9
25% 31.0 30.9 1.0 61.0 60.6 2.1 30.1 30.1 0.8
35% 31.0 30.9 1.0 61.0 60.6 2.1 30.1 30.1 0.8
FS TIE
15% 29.6 29.7 1.3 72.5 72.4 1.8 28.5 28.4 0.6
25% 29.6 29.7 1.3 72.0 72.3 1.7 28.5 28.4 0.6
35% 29.8 29.9 1.4 72.0 71.5 4.1 28.5 28.6 1.1
OS EDV
15% 30.1 30.2 1.6 3.0 3.4 1.2 29.2 29.2 0.6
25% 30.1 30.3 1.6 3.0 3.2 1.1 29.3 29.2 0.6
35% 30.1 30.3 1.6 3.0 3.1 1.1 29.3 29.3 0.7
PPB
FS EDV
15% 31.1 31.1 1.7 66.5 66.0 2.9 28.2 28.1 1.2
25% 31.7 31.6 1.6 65.0 64.3 2.2 28.6 28.7 0.9
35% 31.7 31.9 1.8 65.0 63.4 2.8 28.8 29.1 1.2
FS TIE
15% 29.4 29.0 1.9 94.5 95.0 9.5 23.2 23.1 1.2
25% 29.1 28.9 1.8 85.0 86.2 4.5 23.9 23.9 1.0
35% 29.3 30.0 4.4 83.0 80.7 11.7 24.0 25.4 4.7
OS EDV
15% 31.8 32.6 5.1 7.5 9.6 6.9 25.0 24.6 2.5
25% 31.7 32.7 5.0 5.0 6.9 5.6 25.8 25.6 2.5
35% 32.0 32.7 4.9 4.5 6.7 5.7 25.8 25.8 2.7
LD50
FS EDV
15% 2032.6 2058.0 187.8 27.5 30.5 9.3 1907.7 1907.8 109.8
25% 2028.6 2049.8 186.9 25.5 27.6 7.6 1940.0 1926.4 101.9
35% 2025.2 2049.3 187.3 25.0 26.7 7.1 1949.3 1932.0 99.4
FS TIE
15% 2051.3 2067.3 198.7 33.5 33.4 8.7 1908.7 1887.0 93.0
25% 2025.2 2036.8 189.8 22.0 22.2 2.4 1954.8 1962.0 79.9
35% 2016.5 2037.8 204.9 19.0 18.2 3.4 1995.2 2002.2 84.3
OS EDV
15% 2043.8 2067.1 201.4 5.0 6.0 3.8 1951.4 1940.2 90.3
25% 2013.8 2052.1 188.8 3.0 3.9 2.6 1980.4 1973.1 80.5
35% 1994.4 2014.7 203.3 1.0 2.2 2.2 2012.3 2006.5 82.3
then results in earlier stopping points across all datasets. SLM-OS
EDV stops signicantly faster than SLM-FS EDV (p-values: Bio
1.269 × 10−11, PPB 2.367 × 10−11, and LD50 2.506 × 10−11) and
SLM-FS TIE (p-values: Bio 1.389 × 10−11, PPB 2.611 × 10−11, and
LD50 2.396×10−11). In terms of generalization, the only case where
a variant is signicantly superior to the other two variants is in
the PPB dataset, where SLM-FS TIE generalizes beer than SLM-FS
EDV (p-value 9.899×10−7) and SLM-OS EDV (p-value 3.274×10−4).
Within the FS variants, SLM-FS TIE also generalizes beer than
SLM-FS EDV in the Bio dataset (p-value 3.878 × 10−4). No other
statistically signicant dierences are found in terms of generaliza-
tion in the remaining comparisons. Overall, SLM-FS TIE is the most
robust variant in terms of generalization. Interestingly, it almost
always stops aer the other variants. e only case where this does
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not happen is in the LD50 dataset, where it stops at a similar point
as SLM-FS EDV.
5.2 Semantic Stochastic Hill Climber
Similarly to table 2, table 3 presents the generalization errors, num-
ber of generations, and training errors, resulting from the appli-
cation of the stopping criteria to SSHC-FS and SSHC-OS with the
dierent stopping thresholds. e results are relatively consistent
in avoiding overing, although they present a slightly bigger vari-
ation in comparison with the SLM results. Some negative outliers
exist in terms of generalization, particularly in SSHC-OS EDV. For
instance, in the LD50 dataset, the average and standard deviation
are considerably inuenced by a single run where the generalization
error is over 70000. Without this outlier, the average generaliza-
tion error for the 25% threshold would be 2135.7, and the standard
deviation would be 357.5. is behavior might be related with
the semantic distributions generated by the random tree initial-
izations. As empirically shown by Gonc¸alves et al. [5], even for
otherwise equivalent algorithms, the random initializations used
within the geometric semantic mutation operator can signicantly
inuence the outcomes. is was also discussed by Moraglio et
al. [13]. A further investigation on the inuence of dierent random
tree initializations within GSGP/SSHC might clarify this issue. e
remaining analysis considers the results with the default stopping
threshold for both criteria (25%).
As in the case of SLM, the computation of optimal steps in SSHC
also results in earlier stopping points across all datasets. SSHC-OS
EDV stops signicantly faster than SSHC-FS EDV (p-values: Bio
4.272× 10−8, PPB 3.442× 10−10, and LD50 4.486× 10−10) and SSHC-
FS TIE (p-values: Bio 2.836 × 10−11, PPB 2.638 × 10−11, and LD50
2.235 × 10−11). In the Bio and PPB datasets, SSHC-FS TIE achieves
signicantly superior generalizations than SSHC-FS EDV (p-values:
Bio 5.445 × 10−3, and PPB 3.585 × 10−3) and SSHC-OS EDV (p-
values: Bio 7.476 × 10−6, and PPB 6.728 × 10−4). No statistically
signicant dierences are found in terms of generalization in the
LD50 dataset. Across all datasets, the best SSHC variant always
achieves a competitive generalization. As in the SLM case, the TIE
criterion applied in conjunction with a xed step yields the most
robust generalizations. ese generalizations also result from later
stops as in the SLM case.
5.3 Additional Considerations
With respect to the direct comparisons between equivalent SLM
and SSHC variants when using the same stopping criterion, SLM-
FS EDV generalizes beer than SSHC-FS EDV in the Bio (p-value
2.211 × 10−3) and PPB (p-value 5.715 × 10−4) datasets. SLM-FS TIE
generalizes beer than SSHC-FS TIE in the PPB dataset (p-value
2.759 × 10−4), and SLM-OS EDV generalizes beer than SSHC-OS
EDV in the Bio (p-value 1.256×10−8) and PPB (p-value 1.723×10−3)
datasets. No other statistically signicant dierences are found in
terms of generalization in the remaining equivalent comparisons.
In general, these results show that the SLM variants are more robust
than the equivalent SSHC variants. As previously mentioned, this
might be related with the possibly less smooth semantic distribu-
tions generated by the GP random tree initializations.
In order to assess if the proposed stopping criteria do not stop
too early, each variant is extended for more iterations/generations
to determine if no further induction is indeed possible. Figure 2
presents the evolution plots with the generalization (rst row) and
training (second row) errors when no stopping is applied. e
vertical lines represent the median stopping point for each vari-
ant. When both stopping criteria apply, the rst stopping point
represents the EDV stop, with the single exception occurring in
the LD50 dataset where SLM-FS TIE stops earlier than SLM-FS
EDV. e clear trend across all datasets and variants is that, aer
at least the best stopping point, the corresponding variant either
starts to overt or it simply stabilizes the generalization error. is
hints that no further induction improvement is possible with the
available data. Even if the generalization error stabilizes across
the iterations/generations, there is no advantage in continuing the
search as this would only increase model size and computational
time. Notice also that aer the stopping points, each corresponding
variant is still able to eectively decrease the training error. is
is particularly important to consider in the xed step variants that
use the TIE criterion, as this means that the step is not simply too
high for the search to be eective. erefore, the FS TIE variants
are indeed detecting risky overing regions.
Table 4 presents the number of hidden neurons of the result-
ing Neural Networks for each SLM variant. Notice that since one
hidden neuron is added at each successful iteration, the total num-
ber of hidden neurons is the number of iterations plus the initial
random node. e resulting Neural Networks are relatively small,
particularly for SLM-OS EDV with at most 8 hidden neurons on
average. e results for the number of tree nodes of each SSHC
variant are presented in table 5. e same reasoning applies here
with SSHC-OS EDV producing small trees, in particular in the PPB
and LD50 datasets. Notice that despite the considerable size of the
trees produced by SSHC-FS TIE, this variant is able to surpass the
other SSHC variants in terms of generalization in two out of the
three datasets.
A nal note on the computational time of the variants tested.
Tables 6 and 7 present the computational time in seconds of each
run. e usage of the proposed semantic stopping criteria and the
application of incremental evaluation at each mutation operator
results in demonstrably ecient search procedures. e computa-
tional times presented are computed without any form of implicit
or explicit parallelization. ese results show that it is possible to
evolve Neural Networks with competitive generalizations in less
than 3 seconds on average. e GP variants can take at most around
10 seconds to compute. is eciency can be particularly impor-
tant in turning GP into a more widely used supervised learning
method, given that GP is sometimes perceived as being relatively
slow.
6 CONCLUSIONS
is paper showed that it is feasible to use information gathered
from the semantic neighborhood to determine search stopping
points that result in competitive generalizations. e semantic
stopping criteria proposed are directly applicable to GSGP and to the
SLM algorithm. Besides achieving competitive generalizations, the
proposed approach also yields computationally ecient algorithms
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Table 3: Median, average, and standard deviation (SD) results for generalization error, number of generations, and training
error, resulting from the application of the stopping criteria to SSHC-FS and SSHC-OS with dierent stopping thresholds
Dataset SSHC variant reshold Generalization error Generations Training errorMedian Average SD Median Average SD Median Average SD
Bio
FS EDV
15% 30.7 34.6 19.9 1029.5 1137.6 441.2 18.2 18.8 2.2
25% 33.7 37.5 19.6 378.5 344.5 281.4 25.0 29.0 7.7
35% 38.0 41.3 18.0 37.0 55.5 67.8 38.2 37.5 3.9
FS TIE
15% 30.7 34.6 19.9 1364.0 1358.7 133.7 17.6 17.6 0.8
25% 30.5 34.4 19.3 519.0 512.8 98.4 23.2 23.6 1.6
35% 35.4 40.1 19.1 99.5 97.7 54.2 33.6 35.6 7.2
OS EDV
15% 44.7 7.9e+07 4.1e+08 369.0 313.5 197.2 9.8 13.6 6.9
25% 33.6 231.6 1031.8 15.5 24.4 33.8 27.7 28.2 5.9
35% 34.9 38.5 20.2 2.0 3.2 2.2 33.7 33.5 3.5
PPB
FS EDV
15% 32.0 32.5 4.0 218.5 228.5 165.1 20.9 21.4 7.9
25% 34.7 35.4 4.4 37.5 65.1 67.8 32.1 31.6 4.3
35% 36.8 37.2 5.3 18.5 29.7 29.8 33.9 35.0 3.7
FS TIE
15% 31.5 31.6 3.4 522.0 505.0 71.9 8.3 8.8 2.4
25% 31.6 32.1 3.7 240.5 244.6 73.4 18.4 19.5 3.0
35% 35.1 36.4 5.8 41.0 45.0 26.1 33.3 33.1 4.4
OS EDV
15% 35.1 62.0 147.6 5.0 9.0 11.3 28.4 27.0 5.9
25% 35.4 36.0 4.3 2.0 2.2 1.7 31.3 32.8 5.2
35% 36.7 37.4 5.4 1.0 1.1 1.2 33.6 35.7 6.3
LD50
FS EDV
15% 2070.4 2106.5 165.4 143.0 148.0 66.2 1585.9 1570.9 204.4
25% 2041.5 2064.3 169.8 68.5 67.5 28.1 1814.6 1829.7 179.3
35% 2053.1 2063.1 193.9 33.0 34.8 15.8 1933.7 1971.1 158.6
FS TIE
15% 2183.3 2189.0 169.6 261.5 270.9 66.3 1268.5 1249.6 136.2
25% 2017.9 2059.9 168.1 81.0 82.5 31.5 1761.1 1768.5 87.8
35% 2044.3 2057.8 204.3 23.0 20.8 7.0 2025.7 2043.8 138.2
OS EDV
15% 2120.8 5463.5 13499.0 5.5 9.4 10.4 1875.1 1836.4 194.7
25% 2065.3 4402.9 12423.1 2.0 3.7 3.7 1972.9 1957.5 173.1
35% 2065.3 4332.3 12433.3 2.0 2.2 1.4 1989.7 2004.9 158.7
Bio PPB LD50
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Figure 2: Generalization (rst row) and training (second row) errors evolution plots with the median stopping points repre-
sented as vertical lines for each corresponding variant. When both stopping criteria apply, the rst stopping point represents
the EDV stop, with the single exception occurring in the LD50 dataset where SLM-FS TIE stops earlier than SLM-FS EDV
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Table 4: Median, average, and standard deviation (SD) out-
comes for the number of hidden neurons of each SLM vari-
ant
Dataset SLM variant Number of hidden neuronsMedian Average SD
Bio
FS EDV 62.0 61.6 2.1
FS TIE 73.0 73.3 1.7
OS EDV 4.0 4.2 1.1
PPB
FS EDV 66.0 65.3 2.2
FS TIE 86.0 87.2 4.5
OS EDV 6.0 7.9 5.6
LD50
FS EDV 26.5 28.6 7.6
FS TIE 23.0 23.2 2.4
OS EDV 4.0 4.9 2.6
Table 5: Median, average, and standard deviation (SD) out-
comes for the number of tree nodes of each SSHC variant
Dataset SSHC variant Number of tree nodesMedian Average SD
Bio
FS EDV 10170.0 9884.7 8257.3
FS TIE 14822.0 14613.1 3003.2
OS EDV 327.0 593.6 903.3
PPB
FS EDV 1134.0 1979.2 2052.6
FS TIE 7815.0 7740.2 2357.8
OS EDV 39.0 56.5 48.6
LD50
FS EDV 2131.0 2109.5 929.5
FS TIE 2509.0 2614.5 1080.7
OS EDV 57.0 90.9 86.4
Table 6: Median, average, and standard deviation (SD) out-
comes for the computational time (in seconds) of each SLM
variant run
Dataset SLM variant Computational time in secondsMedian Average SD
Bio
FS EDV 1.6 1.6 0.1
FS TIE 1.9 1.9 0.1
OS EDV 0.3 0.4 0.4
PPB
FS EDV 1.7 1.7 0.1
FS TIE 2.2 2.2 0.2
OS EDV 0.3 0.4 0.5
LD50
FS EDV 2.8 2.9 0.7
FS TIE 2.6 2.7 0.7
OS EDV 0.2 0.3 0.4
Table 7: Median, average, and standard deviation (SD) out-
comes for the computational time (in seconds) of each SSHC
variant run
Dataset SSHC variant Computational time in secondsMedian Average SD
Bio
FS EDV 7.8 7.1 5.9
FS TIE 10.0 10.3 2.5
OS EDV 0.9 1.3 1.7
PPB
FS EDV 0.3 0.6 0.6
FS TIE 2.1 2.1 0.8
OS EDV 0.1 0.1 0.2
LD50
FS EDV 1.1 1.1 0.5
FS TIE 1.2 1.3 0.5
OS EDV 0.2 0.3 0.4
as it allows the evolution of neural networks in less than 3 seconds
on average, and of GP trees in at most 10 seconds. is paper also
explored for the rst time the computation of optimal learning steps
under the SLM algorithm. is results in the successful evolution
of neural networks in just a few iterations. e resulting networks
also have a small number of hidden neurons. In GSGP, the usage
of the proposed semantic stopping criteria in conjunction with the
computation of optimal mutation steps also results in small trees.
As future work, an extended experimental study will help to
assess the general applicability of the proposed stopping criteria.
is extended experimental assessment should include other regres-
sion datasets, as well as classication datasets, and it should also
include comparisons with other well-established non-evolutionary
supervised learning methods.
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