A new m e th o d for th e estim a tio n o f th e p a ra m e te rs in th e allom etric eq u a tio n is described w hereby b o th th e estim ates a n d th e ir s ta n d a rd errors are d eterm in ed in a sim ple m an n er. T he fittin g o f curves to biological d a ta is discussed, arid th e lack o f equivalence betw een a form co n tain in g ex p o n en tial p a ra m e te rs a n d its lo g arith m ic tra n fo rm a tio n show n. T he classical m e th o d is ex ten d e d to a p p ly to th is situ a tio n .
Biologists have become increasingly aware that, while the qualitative description of phenomena is a necessary step in anatomy and physiology, the attem pt must be made to discuss these sciences quantitatively and, moreover, to use a mathematical approach to their problems. We are no longer satisfied with saying th a t the bodily proportions of a newly-born primate differ from those of the adult in certain respects, but we attem pt to make precise quantitative statements about the changes and strive to account for them (Medawar 1944) . Whenever an experiment is performed, the results are plotted and a search is made to find precise relationships between the variables. Unfortunately, unless great care is taken, the result may be of little value.
If we state the problem a little differently, we may perhaps say th at we try to find a formula which will not only describe the relationships found in the experi ments but will predict possible relationships which are as yet unknown or will a t least lead to the design of useful experiments. There are two ways of procedure. We may formulate a hypothesis which can be expressed in mathematical terms, probably as a differential equation, and then, perhaps, investigate the equation and find 'a formula'. An experiment is designed and the formula fitted to the results. Statistical methods enable us to test whether the results of the experiment differ significantly from those expected by the hypothesis. If the results do so differ, the hypothesis must be rejected; on the other hand, .if the experiment does not cause us to reject the hypothesis, we may continue to examine its implications. Alternatively, we may merely take our experimental results and fit some empirical formula to them. In this case it must be remembered th at there is no unique formula (the 'tru e ' formula) which can be fitted to a set of points-we may fit polynomials, trigonometric series, functions of exponentials, etc., and the best we can hope for is th a t one of these formulae may suggest a theoretical approach which may be tested in the manner first described. I t will be remembered th a t ft is quite easy to calculate a polynomial the graph of which will pass exactly through all the points plotted from an experiment; but it is unlikely th a t such a polynomial will serve any useful function as a description of the mechanism underlying our experimental results, since we shall have to find a biological interpretation inductively for each parameter which occurs.
I t is obvious th a t since all experimental results are subject to error, statistical methods m ust be used for fitting the appropriate formulae, and these methods will enable adequate estimates of the param eters and of their standard errors to be made. Unless such a process is used, the resulting formulae will be useless; if, on theoretical grounds, we make a statem ent about the value of some param eter in the formulae, no am ount of experimentation or plotting will enable us to test the tru th of this hypothesis unless correct statistical methods are used.
Again, the assumption is often made th a t if we have reasons for considering several hypotheses, each symbolized by a formula, then the 'tru e ' formula will be th a t which fits the data best. The falsity of such an assumption has been discussed m any times, and Feller (1939) illustrates the m atter very clearly by examining Gause's experiments on species of Paramecium. These experiments were designed to verify the well-known Volterra equations for the growth of populations, and Gause considers th a t his work provides this verification. Feller easily finds a 'random ' formula which will fit the data more closely than the Volterra equation, and he points out th a t the experiments no more prove the adequacy of Volterra's theory than th a t of his random function.
T h e r e l a t i o n s h i p b e t w e e n b r a i n w e i g h t a n d b o d y w e i g h t For many centuries the organization and function of the brain have provided fascinating problems for investigation, and the problem of finding some simple relationship between the brain weight of animals and the positions of those animals on the phylogenetic scale has always been a ttra ctiv e ; m any attem pts have been made to find a solution which would commend itself to scientists. One theory has met with wide acceptance and has its origin in the work of Snell (1891). This investigator suggested th a t if an animal weighed x units and its brain y units, then the relationship between x and y could be expressed in the form
where b and a are real numbers.
Relationships of this form have become very familiar through the work of Huxley (1932), and its application to certain types of d ata has been fully discussed by Reeve (1940) . This author was fully aware of the assumptions involved and his work does not enter into our discussion. The present paper is concerned with the manner in which the relationship (1) has been used in connexion with certain data. The | problem was also further discussed by Richards & Kavanagh (1945) and Reeve & ! Huxley (1945) . We shall not be concerned with the general theory but only with a l specific application of it which has been widely accepted.
Towards the end of the last century Dubois (1897) and Lapicque (1898) simul taneously developed a theory based on the values of a and 6 in (1). A large number of papers was produced by these and other authors (Dubois 1914; Lapicque i 9°7 > Lapicque & Girard 1905; Hrdlicka 1905) culminating in those of Brummelkamp (1939) , while the problem is also discussed by Sutter (1943) . Very adequate summaries of this work have been given by Kappers (1929 ), de Beer (1940 and a concise account is to be found in Huxley's book (1945) on evolution.
B ut the most recent exposition seems to be th a t of Count (1947) , whose paper contains an extensive bibliography. This author examines these theories a t some length b u t from a somewhat different point of view from th a t adopted here; he also produces a new formula which will be discussed later.
The theory proposed by Dubois and his successors may be briefly summarized under three headings: * (1) The parameter a is constant for groups of adult animals of different species within a genus or family and has the value f; this param eter is known as the phylo genetic constant.
(2) For adult animals of the same species but of different sizes, the value of a is constant and equal to 0-26 and for such intraspecific groups is known as the onto genetic constant.
(3) The parameter b is known as the cephalization coefficient, and according to Brummelkamp b is an integral power o f f 2 .
Dubois transformed (1) into the form log y = log 4-a log x,
and writing
he then selected £ suitable' pairs of values, say k (k< n), calculated for each pair the ocq (q = 1 ,2 ,..., k )an d finally put j k a = t S <*a.
& q= l
He found th a t the value of a was approximately 0*56, bu t he did notice th a t for his own measurements on bats the value of a was much higher. This method was ultimately used for many groups of animals, and it was concluded th a t the true value of a was f = 0*56. This value was then treated as a kind of universal constant and used for calculating 6 for any given pair of values of y and x. Various hypotheses as to the magnitude and relationships of the cephalization coefficients were then elaborated, gud the theory seems to have reached its climax with Brummelkamp s developments.
I
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Here, for example, for ungulates, the logarithms of a number of brain and body weights are plotted and a set of parallel straight lines of slope § are drawn, cutting the y axis a t points , 1,^/2, 2,..., and since a number of the plotted points lies near v 2 one or other of these lines, it is considered th a t it is legitimate to conclude th at the logarithms of the cephalization coefficients differ by integral multiples of ^/2. It m ust be noted th a t in Brummelkamp's treatm ent the points falling about one of these lines are treated as forming a 'n a tu ra l' group; such grouping of animals does not give rise to a classification comparable with th a t accepted by most taxonomists.
Leaving aside these speculations of Brummelkamp, let us consider the earlier work. Even if it be granted th a t there are adequate reasons for justifying the fitting of a relationship of the form (1) to the data, it is obvious th a t two major criticisms may be levelled against the methods which have been used. In the first place, the arbitrary choice of ' suitable ' values or ' suitable ' groups for the determination of the parameters m ust vitiate any general theory and, as von Bonin (1937) has pointed out, begs the whole question of the cephalization coefficient being some kind of measure of mental development. Secondly, even if we accept the restriction on the data to be used, the method used for estimating the values of the parameters from th a t data is utterly faulty. I t is true th a t modern statistical methods were not available fifty years ago but the work of Gauss, for example, would have provided a guide. Moreover, apart from the inefficient method of estimation, no kind of significance test could be derived and consequently it would be impossible to make any comparisons between different estimates of the parameters.
I have made a brief criticism of this work elsewhere (Sholl 1947 ) and propose to examine it here in more detail. Previously I made attem pts to adapt the data to make allowance for values which were known to be the means of an unspecified number of observations; in this paper I shall first consider the actual data given by Brummelkamp-Dubois as forming the foundation of their work. I t is difficult always to know why only a portion of the d ata for normal animals published by Hrdlicka (1905) and Spitzka (1903) is used. However, it seemed advisable to use the figures these authors publish, but I have later augmented their data in order to establish more general conclusions. I t will be noted th a t some of the 'groups' contain few animals-so few th a t one might hestitate to generalize from the results. I t should be remembered th a t I am not concerned w ith substantiating any new theory, but, assuming th a t it is legitimate to fit the data by the equation (1), I shall investigate whether the interpretation which has been placed on the parameters is justified by the data. C u r v e p i t t i n g i n g e n e r a l If we propose to fit any curve to data it is essential th a t the process should be systematic and yield estimates of the parameters which are statistically satisfactory together with efficient estimates of their standard errors. Although the question has been widely discussed, m any investigators still fail to appreciate th a t it is quite impossible to give exact values for the parameters. The 'tru e ' values of the p ara meters are 'population' values which have to be estim ated from samples; conse quently the values which are found from a sample m ust be subject to error-the estim ate of this error is known as the standard error of the estimate. I t is impossible to find the 'tru e ' value, which, of course, would have a standard error of zero.
Before translating the method into m athem atical notation we may discuss it briefly in general terms. W hen we fit a curve to points we m ust first decide on the kind of curve which we consider useful for our purpose, since no method will tell us which is the 'rig h t' curve. In fact, if we take the most obvious type of curve we should be led to some kind of polynomial, i.e. something of the form
for if there are n observations, i.e. n points on the graph, then a polynomial of degree (n -1) can be found which will pass through all the points exactly. For example, given two points, we can find values for a and b so th a t y = a + bx will pass through the points. Similarly, given three points, we can find values (i.e. estimates) of a, b and c such th a t
y = a + bx + cx2
will pass through all these points, and so on. As a rough generalization, we may say th a t ap art from the linear form y = a + bx, polynomials are of limited value for this type of scientific inquiry. Usually, we have some reason for thinking th a t an equation of some particular form is applicable to our data; in other words, we have some theory as to the m anner in which the observations are related. In the present case we are assuming th a t there are adequate grounds for considering the form y = bxa to be suitable. We have, then, to use a method which will enable us to estimate the best values to take for b and a. There are various ways by which this could be done, bu t the m ethod of maximum likelihood has advantages which make it especi ally valuable. I f we apply this method to our problem it leads us to the conclusion th a t we shall obtain the best estimates for b and a by minimizing
where the summation is taken over all the observations. In fact, this solution is often known as the least squares solution. When we have found our estimates for b and a we could take our observed values of x and using the formula y = bxx calculate for each of these x values a corresponding value, say . Then for each x we should have an observed y and a calculated , and, likewise for each x, we can find the value of (y -y ' ) ; this number would then be squared to ensure th a t always have positive quantities. We find the values of these squares for all the cc's and add them up, i.e. sum over all the observations. It* is obvious th a t the closer our line fits the points, the smaller will be this sum of squares. Our method is to estimate b and a so th a t this sum is as small as possible, i.e. by minimizinĝ
This method will also enable us to find the standard errors of b and a, but it must be remembered-and this is the point which is often overlooked-we are assuming th a t for a given value of x, the values of are normally distributed about a mean.
In the case where we minimize S(log y -log 6 -a log (4) the assumption is th a t the logarithms of y are normally distributed, and it is not the case th a t if y is normally distributed log y has the same distribution. We shall see th a t the estimates for b and a found under these two assumptions are different. Actually (3) leads us into difficulties of a practical nature, and while it is false to assume th a t (4) is an equivalent form, it is shown in the appendix th a t 5h/2(log?/ -log 6 -a log a?)2
may be taken as equivalent, i.e. we m ay take logarithms if we use y2 as a weighting factor. I t m ust not be assumed th a t we are saying th a t it is 'wrong' to fit (4); we are only maintaining th a t the assumptions which are made in th a t case are quite different from those made in fitting (3) or (5). In the following section the m atter is discussed somewhat more technically and the solutions for the estimates are stated.
T e c h n i c a l m e t h o d s I have used the method of maximum likelihood which, as is well known, leads to the solutions obtained by the method of least squares. In the case of the curve y = bx01, the method amounts to finding those values of the param eters which make (3) a minimum, the summation being made over all the observed values. Similarly, if
We ^ log y = log the param eter estimates will be found by minimizing (4). I t is not the case th a t (3) and (4) are equivalent. Estim ations by means of the form (3), where one or more param eters occur non-linearly cannot be dealt with by classical regression methods and demand the location of a root of the eliminant in the equations found by partial differentiation, and if there are more than a dozen observations the location of this root leads to calculations which are almost prohibitive. Moreover, the only estimates of the variance of the parameters which can be found are minimum variances.
The relationship y = bxa is of considerable importance in many branches of natural science, and it seemed worth while to spend time in trying to find a method whereby not only would the very real difficulties of com putation be overcome, buf also a means found for calculating the standard errors of the estimates of the parameters. Such a method has been found, and its m athem atical justification will be found in the appendix. The method to be adopted consists in minimizing (5) and since the function with which we are now concerned is linear in the parameters, there is no further difficulty in estimating the param eters or finding their standard errors. I t m ust be emphasized th a t the results found from the minimization of (5) are quite different from those found by minimizing (4).
Alternatively, we may say th a t (3) assumes a normal distribution of y and we are considering the regression of y on x, while (4) assumes th a t logy is normally dis tributed and we are considering the regression of logy on logx. We shall not con sider which, if either, of these assumptions is justified, but we shall examine the consequences of both assumptions. The form (4) will be referred to as 'the standard logarithmic m ethod' ( s .l .m .) and the form (5) For convenience we shall write log = Y, logo; = log6 = B and assume th a t we have n observations. Summations are to be taken over all observations.
Standard logarithmic fitting
The normal equations are
W ith the usual notation for the variance-covariance m atrix
The residual sum of squares 
The standard errors will be found as shown above for the s .l .m .
Data. The tables given by Brummelkamp (1939), pp. 189, 265-266, 270) for rodents, ungulates, fish, Amphibia, the table of Dubois for birds.
Additional data for Macaca spp., Sciuridae, from Hrdlicka (1905) and Spitzka (1903) -
The data may be considered in three sets: Set I. The groups considered by the Dubois school (rodents, ungulates, etc.). Set II. Two groups of genera: Macaca, Sciuridae. Set III. Adult animals w ithin the same species. Six-figure logarithms were used and the figures were only rounded off in the final tables. The differences of the estim ated values of the parametersdrom a given value were tested by dividing this difference by the estim ated standard error of the param eter. I t is well known th a t this quantity is distributed as 'Student's ' t; the 5 % level was taken as significant.
R e s u l t s
These are summarized in tables 1, 2 and 3, and by way of illustration, two sets of graphs have been drawn for the Macaca spp. Figure 1 shows the data plotted on a double logarithmic grid, i.e. the diagram is a plot of logarithms of the observations, while figure 2 shows a plot of the actual observations. Three lines are shown fitted to the points in each figure; one fitted bjT the w .l .m ., the second by the s .l .m . and the third th a t demanded by the Dubois-Brummelkamp theory. The latter calls for little comment, and which of the other two is to be preferred depends merely on the hypothesis favoured by the investigator. Reeve (1940) working on the snouts of ant-eaters chose the s .l .m . and gave clear reasons for this choice. I t should be remembered th a t if there were a greater range in the values of the brain weights these lines would be even more dissimilar. If, for example, the lines for the ungulates were drawn, the line fitted by the w .l .m . would have a slope of 0-9, while th a t found by the s .l .m . would have a slope of 0*5. ------------------------------------------------------------------------------------------------------------------------------------------------------ 
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Hypothesis I
The only group of data which does not reject the hypothesis by either method is th a t for fish. Here there were only seven observations with high variance, i.e. the scatter of the points is so great and the data is so rough th a t they would conform to a wide range of hypotheses. The hypothesis is not rejected by the s.l .m. applied to ungulates and birds.
However, in general, the hypothesis m ust be rejected, no m atter which method of fitting is used, for the hypothesis with which we are concerned is stated to be true for all the sets, and the rejection of it by even one set would mean th a t the hypothesis could not be maintained.
Hypothesis I I
Here, again, the hypothesis m ust be rejected although the data, such as they are, from some species do not reject it-the relatively high standard errors are again noticeable.
Hypothesis IM
During the course of this work it occurred to me th a t it might be reasonable to suppose th a t the brain weight of an adult animal might have a constant value within a species, i.e. independent of the body weight. Now, if a = 0, then xx would be unity and our equation would reduce to
If we test th a t a = 0, we find th a t it is rejected by all these species if the s.l .m. fitting is used and by one if the w .l.m . is used. We cannot accept this hypothesis on the d ata presented; nevertheless some points of interest arise and show th a t it is most necessary to decide whether we consider y or log y to be normally distributed. If we follow Reeve (1940) and assume th a t logy is normally distributed, then we should conclude th a t we have examples of the allometric growth of the brain in the few species considered here. On the other hand, the assumption th a t y is normally distributed would lead to the conclusion th a t only in . rhesus does the brain grow allometrically and th a t in the other three species there is a limit to the size of the brain and this is independent of the body weight. I t would be very rash to draw definite conclusions from such data, but it is clear th a t the assumptions made in fitting affect these conclusions profoundly. These results may be compared with those obtained in a different connexion by Zuckerman & Fisher (1937) .
Hypothesis I V
This hypothesis is somewhat different from the others since it does not lend itself to statistical treatm ent in its original form. I t depends on an arbitrary grouping and, in fact, Brummelkamp merely says th a t if you plot the lines he suggests, the data group themselves about these lines. Count (1947) has discussed this point fully. In any case, this hypothesis assumes the tru th of hypothesis I, and since th a t has been rejected this m ust also be rejected.
The results show th a t no m atter which assumption is made as to the distribution of the variables, i.e. the variables themselves have a normal distribution or their logarithms are normally distributed, the data do not support the views pu t forward by the Dubois-Lapicque-Brummelkamp school. This does not imply th a t the allom etry concept cannot be applied to the brain, but it does imply th a t the param eters do not have the specific values which have been maintained, i.e. the evidence is against the hypotheses th a t the value of a = f for the interspecific groups or a = 0-26 for animals of the same species. Count (1947) in his criticism of this theory fails to notice th a t the param eter estimates should be made by some recognized statistical method. Moreover, he proposes a relationship of the form
A further point arises here. I t will be noticed th a t (6) has three parameters, a, b, c. No m atter how remote the m athem atical model may be from the biological facts, the more param eters which are put into a formula the closer th a t formula will tend to fit the data, but we should still have to find a biological meaning for those p ara meters. Moreover, apart from this difficulty, it would have to be shown th a t the formula w ith the additional param eters does actually fit the d ata more closely, i.e. th a t it does represent the relationship between the observations more exactly. There are methods by which this could be tested, bu t Count does not appear to have availed himself of them, and no reasons are adduced for believing this formula to be ' better ' than any other.
No theoretical justification is given for this formula and no m atter w hat criticisms may be levelled against the m anner in which the allometry formula has been used, it is possible to provide some such basis for it. The value of fitting empirical formulae to d ata has often been discussed and the failure to realize th a t a satisfactory fit of the formula to the d ata is no criterion for judging the 'tr u th ' of the formula is still prevalent. Feller (1939) has made this very clear. Count states th a t 'other curves were unsatisfactory' b u t he makes no examination of the closeness of fit of these curves, nor does he show th at, in fact, his curve fits the d ata any better than the simple allometric form. Again, Count considers th a t the fitting of his curve is pre cisely the same as fitting logy = loga-f& log# -c(logx)2, and consequently the main criticism of this paper would also apply, i.e. it is necessary to consider whether the variables or their logarithms are normally distributed, since the estimates of the param eters will vary with such assumptions.
Brummelkamp has extended his argum ent to embrace taxonomic problems. Reduced to its simplest form this would seem to mean th a t since, by hypothesis, the value of a is known, we can determine the value of 6 for any given species and if we then wish to decide the ' evolutionary stage ' of an unknown animal we need only to determine the value of b for it and then, since we have the 6's of other animals for comparison and we have the relationship between the 6's we can place our un known animal in its position in the evolutionary scale. In the case of human beings, Brummelkamp transforms from brain and body weights to skull capacities and body lengths, but his argument rests on the constancy of the 'phylogenetic constant', etc., and we have shown th a t these hypotheses are untenable. If one could establish th a t the intraspecific value of a was always zero-and this would seem to be a commonsense point of view-then it might be possible to develop a method for taxonomic decisions. In any case, I am of the opinion th a t there would be a large possibility of error, and if it is desirable to make taxonomic decisions on brain and body-weight measurements, it would be much more profitable to use Fisher's method of dis criminant analysis (Fisher 1936 (Fisher , 1938 (Fisher , 1941 , which enables us to find a function of observations on related species which will make the assignment of an animal to its correct species possible.
Finally, while it may be possible to show th a t the allometric equation gives a satisfactory formulation of the brain/body relationship from the point of view of tissue masses, it would seem th a t it is futile to expect th a t one or both of the para meters will give any measure of intellectual development. The same criticism would apply to Count's formula or to some other formula which might relate body weight to some function of the weights of parts of the brain. Any development of this kind fails to take into account the fact th a t it is not how much brain an animal has, but w hat kind of brain it is th a t is of importance. When the homologies of the parts of the brain are better understood it may be possible to make progress along these lines.
C o n c l u s i o n s 1. If it is considered th a t x and y are connected by the relationship y = bxa, the estimates of the param eters 6 and a found by the method of maximum likelihood will be different from those found by the same method if the relationship log y -log 6 + a log x is used as the basis of estimation.
2. The fitting of the relationship y = bx* to data involves prohibitive calculation if more than a dozen observations are considered and even then only estimates of minimum variance can be found. I t is shown th a t this relationship is equivalent to m in im izin g Xy2(log y -log b -c nl og x)2, and th at, since this fo param eters their estimates and their standard errors can be found quickly.
3. The method has been applied to the data published by Brummelkamp and also to other published data and it is shown th a t no m atter whether the form y = bxx or log y = log log x, is assumed to apply to the figures, the hypothesis, th a t the inter-specific value of a is f and the intra-specific value is 0-26 m ust be rejected. A fortiori the hypothesis th a t log b is an integral multiple of ^2 cannot be accepted.
4. In certain species it is shown th a t the size of the adult brain may be independent of the body weight.
5. The concept of ' cephalization ' is not well defined and a more profound quanti tative study of the embryology and comparative anatom y of the brain is necessary before an adequate quantitative theory of the development and evolution of the brain can be formulated. This will be the case if (C) and provided the expansion remains valid
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In our case cf>(y) = log ya nd so = This is the origin of the factor y2 in equation (5) of t Iteration of the com putation may improve the accuracy of the estimates.
My first demonstration of this approximation was clumsy, and I am very much indebted to Mr W. Rudoe for the elegance of the demonstration given here and for much discussion on the mathem atical points involved.
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