Boltzmann machines and energy-based models by Osogami, Takayuki
Boltzmann machines and energy-based models
Takayuki Osogami
IBM Research - Tokyo
osogami@jp.ibm.com
Abstract
We review Boltzmann machines and energy-based models. A Boltzmann machine defines a
probability distribution over binary-valued patterns. One can learn parameters of a Boltzmann
machine via gradient based approaches in a way that log likelihood of data is increased. The gradi-
ent and Hessian of a Boltzmann machine admit beautiful mathematical representations, although
computing them is in general intractable. This intractability motivates approximate methods, in-
cluding Gibbs sampler and contrastive divergence, and tractable alternatives, namely energy-based
models.
1 Introduction
The Boltzmann machine has received considerable attention particularly after the publication of the
seminal paper by Hinton and Salakhutdinov on autoencoder with stacked restricted Boltzmann ma-
chines [21], which leads to today’s success of and expectation to deep learning [54, 13] as well as a wide
range of applications of Boltzmann machines such as collaborative filtering [1], classification of images
and documents [33], and human choice [45, 47]. The Boltzmann machine is a stochastic (generative)
model that can represent a probability distribution over binary patterns and others (see Section 2).
The stochastic or generative capability of the Boltzmann machine has not been fully exploited in to-
day’s deep learning. For further advancement of the field, it is important to understand basics of the
Boltzmann machine particularly from probabilistic perspectives. In this paper, we review fundamental
properties of the Boltzmann machines with particular emphasis on probabilistic representations that
allow intuitive interpretations in terms of probabilities.
A core of this paper is in the learning rules based on gradients or stochastic gradients for Boltzmann
machines (Section 3-Section 4). These learning rules maximize the log likelihood of given dataset or
minimize the Kullback-Leibler (KL) divergence to a target distribution. In particular, Boltzmann
machines admit concise mathematical representations for its gradients and Hessians. For example,
Hessians can be represented with covariance matrices.
The exact learning rules, however, turn out to be computationally intractable for general Boltzmann
machines. We then review approximate learning methods such as Gibbs sampler and contrastive
divergence in Section 5.
We also review other models that are related to the Boltzmann machine in Section 6. For example,
the Markov random field is a generalization of the Boltzmann machine. We also discuss how to deal
with real valued distributions by modifying the Boltzmann machine.
The intractability of exact learning of the Boltzmann machine motivates tractable energy-based
learning. Some of the approximate learning methods for the Boltzmann machine may be considered
as a form of energy-based learning. As a practical example, we review an energy-based model for face
detection in Section 7.
This survey paper is based on a personal note prepared for the first of the four parts of a tu-
torial given at the 26th International Joint Conference on Artificial Intelligence (IJCAI-17) held in
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Figure 1: A Boltzmann machine.
Melbourne, Australia on August 21, 2017. See a tutorial webpage1 for information about the tutorial.
A survey corresponding to the third part of the tutorial (Boltzmann machines for time-series) can be
found in [43].
2 The Boltzmann machine
A Boltzmann machine is a network of units that are connected to each other (see Figure 1). Let N
be the number of units. Each unit takes a binary value (0 or 1). Let Xi be the random variable
representing the value of the i-th unit for i ∈ [1, N ]. We use a column vector X to denote the random
values of the N units. The Boltzmann machine has two types of parameters: bias and weight. Let bi
be the bias for the i-th unit for i ∈ [1, N ], and let wi,j be the weight between unit i and unit j for
(i, j) ∈ [1, N − 1]× [i+ 1, N ]. We use a column vector b to denote the bias for all units and a matrix
W to denote the weight for all pairs of units. Namely, the (i, j)-the element of W is wi,j . We let
wi,j = 0 for i ≥ j and for the pair of units (i, j) that are disconnected each other. The parameters are
collectively denoted by
θ ≡ (b1, . . . , bN , w1,2, . . . , wN−1,N ), (1)
which we also denote as θ = (b,W).
The energy of the Boltzmann machine is defined by
Eθ(x) = −
N∑
i=1
bi xi −
N−1∑
i=1
N∑
j=i+1
wi,j xi xj (2)
= −b>x− x>Wx. (3)
From the energy, the Boltzmann machine defines the probability distribution over binary patterns as
follows:
Pθ(x) =
exp (−Eθ(x))∑
x˜
exp (−Eθ(x˜))
(4)
where the summation with respect to x˜ is over all of the possible N bit binary values. Namely, the
higher the energy of a pattern x, the less likely that the x is generated. For a moment, we do not
1https://researcher.watson.ibm.com/researcher/view group.php?id =7834
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Figure 2: Boltzmann machines with hidden units, input, and output
address the computational aspect of the denominator, which involves a summation of 2N terms. This
denominator is also known as a partition function:
Z ≡
∑
x˜
exp (−Eθ(x)) . (5)
A Boltzmann machine can be used to model the probability distribution, Ptarget(·), of target pat-
terns. Namely, by optimally setting the values of θ, we approximate Ptarget(·) with Pθ(·). Here, some
of the units of the Boltzmann machine are allowed to be hidden, which means that those units do
not directly correspond to the target patterns (see Figure 2b). The units that directly correspond to
the target patterns are called visible. The primary purpose of the hidden units is to allow particular
dependency between visible units, which cannot be represented solely with visible units. The visible
units may be divided into input and output (see Figure 2c). Then the Boltzmann machine can be used
to model the conditional distribution of the output patterns given an input pattern.
3 Learning a generative model
Now we consider the problem of optimally setting the values of θ in a way that Pθ(·) best approximates
a given Ptarget(·). Specifically, we seek to minimize the Kullback-Leibler (KL) divergence from Pθ to
Ptarget [2]:
KL(Ptarget ||Pθ) ≡
∑
x˜
Ptarget(x˜) log
Ptarget(x˜)
Pθ(x˜)
(6)
=
∑
x˜
Ptarget(x˜) logPtarget(x˜)−
∑
x˜
Ptarget(x˜) logPθ(x˜). (7)
The first term of (7) is independent of θ. It thus suffices to maximize the negation of the second term:
f(θ) ≡
∑
x˜
Ptarget(x˜) logPθ(x˜). (8)
A special case of Ptarget is the empirical distribution of the patterns in a given training dataset:
D = {x(d)}Dd=1, (9)
where D is the number of the patterns in D, Then the objective function (8) becomes
f(θ) =
1
D
∑
x∈D
logPθ(x) (10)
=
1
D
log
∏
x∈D
Pθ(x), (11)
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which is the log-likelihood of D with respect to Pθ when multiplied by D. By defining
Pθ(D) ≡
∏
x∈D
Pθ(x), (12)
we can represent f(θ) as follows:
f(θ) =
1
D
logPθ(D). (13)
To find the optimal values of θ, we take the gradient of f(θ) with respect to θ:
∇f(θ) =
∑
x˜
Ptarget(x˜)∇ logPθ(x˜). (14)
3.1 All of the units are visible
We start with the simplest case where all of the units are visible (see Figure 2a). Then the energy of
the Boltzmann machine is simply given by (3), and the probability distribution is given by (4).
3.1.1 Gradient
We will derive a specific representation of ∇ logPθ(x) to examine the form of ∇f(θ) in this case:
∇ logPθ(x) = ∇ log exp (−Eθ(x))∑
xˆ
exp (−Eθ(xˆ))
(15)
= −∇Eθ(x)−∇ log
∑
xˆ
exp (−Eθ(xˆ)) (16)
= −∇Eθ(x) +
∑
xˆ
exp (−Eθ(xˆ)) ∇Eθ(xˆ)∑
x˜
exp (−Eθ(x˜))
(17)
= −∇Eθ(x) +
∑
xˆ
Pθ(xˆ)∇Eθ(xˆ), (18)
where the summation with respect to xˆ is over all of the possible binary patterns, similar to the
summation with respect to x˜. Here, (18) follows from (4) and (17).
Plugging the last expression into (14), we obtain
∇f(θ) = −
∑
x˜
Ptarget(x˜)∇Eθ(x˜) +
∑
x˜
Ptarget(x˜)
∑
xˆ
Pθ(xˆ)∇Eθ(xˆ) (19)
= −
∑
x˜
Ptarget(x˜)∇Eθ(x˜) +
∑
xˆ
Pθ(xˆ)∇Eθ(xˆ) (20)
= −
∑
x˜
(Ptarget(x˜)− Pθ(x˜))∇Eθ(x˜). (21)
The last expression allows intuitive interpretation of a gradient-based method for increasing the
value of f(θ):
θ ← θ + η∇f(θ), (22)
where η is the learning rate (or the step size). Namely, for each pattern x˜, we compare Pθ(x˜) against
Ptarget(x˜). If Pθ(x˜) is greater than Ptarget(x˜), we update θ in a way that it increases the energy Eθ(x˜)
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so that the x˜ becomes less likely to be generated with Pθ. If Pθ(x˜) is smaller than Ptarget(x˜), we
update θ in a way that Eθ(x˜) decreases.
We will also write (20) as follows:
∇f(θ) = −Etarget [∇Eθ(X)] + Eθ [∇Eθ(X)] , (23)
where Etarget[·] is the expectation with respect to Ptarget, Eθ[·] is the expectation with respect to Pθ,
andX is the vector of random variables denoting the values of the N units. Note that the expression of
the gradient in (23) holds for any form of energy, as long as the energy is used to define the probability
as in (4).
Now we take into account the specific form of the energy given by (3). Taking the derivative with
respect to each parameter, we obtain
∂
∂bi
Eθ(x) = −xi (24)
∂
∂wi,j
Eθ(x) = −xi xj (25)
for i ∈ [1, N ] and (i, j) ∈ [1, N − 1]× [i+ 1, N ]. From (23), we then find
∂
∂bi
f(θ) = Etarget[Xi]− Eθ[Xi] (26)
∂
∂wi,j
f(θ) = Etarget[XiXj ]− Eθ[XiXj ], (27)
where Xi is the random variable denoting the value of the i-th unit for each i ∈ [1, N ]. Notice that
the expected value of Xi is the same as the probability of Xi = 1, because Xi is binary. In general,
exact evaluation of Eθ[Xi] or Eθ[XiXj ] is computationally intractable, but we will not be concerned
with this computational aspect until Section 5.
A gradient ascent method is thus to iteratively update the parameters as follows:
bi ← bi + η (Etarget[Xi]− Eθ[Xi]) (28)
wi,j ← wi,j + η (Etarget[XiXj ]− Eθ[XiXj ]) (29)
for i ∈ [1, N ] and (i, j) ∈ [1, N − 1] × [i + 1, N ]. Intuitively, bi controls how likely that the i-th unit
takes the value 1, and wi,j controls how likely that the i-th unit and the j-th unit simultaneously take
the value 1. For example, when Eθ[XiXj ] is smaller than Etarget[XiXj ], we increase wi,j to increase
Eθ[XiXj ]. This form of learning rule appears frequently in the context of Boltzmann machines.
Namely, we compare our prediction Eθ[·] against the target Etarget[·] and update θ in a way that Eθ[·]
gets closer to Etarget[·].
3.1.2 Stochastic gradient
We now rewrite (20) as follows:
∇f(θ) =
∑
x˜
Ptarget(x˜) (−∇Eθ(x˜) + Eθ [∇Eθ(X)]) . (30)
Namely, ∇f(θ) is given by the expected value of −∇Eθ(X) + Eθ [∇Eθ(X)], where the first X is
distributed with respect to Ptarget. Recall that the second term is an expectation with respect to Pθ.
This suggests stochastic gradient methods [3, 28, 9, 61, 50]. At each step, we sample a pattern X(ω)
according to Ptarget and update θ according to the stochastic gradient:
θ ← θ + η gθ(ω), (31)
5
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where
gθ(ω) ≡ −∇Eθ(X(ω)) + Eθ [∇Eθ(X)] . (32)
When the target distribution is the empirical distribution given by the training data D, we only need
to take a sample X(ω) from D uniformly at random.
The stochastic gradient method based on (31)-(32) allows intuitive interpretation. At each step,
we sample a pattern according to the target distribution (or from the training data) and update θ in a
way that the energy of the sampled pattern is reduced. At the same time, the energy of every pattern
is increased, where the amount of the increase is proportional to the probability for the Boltzmann
machine with the latest parameter θ to generate that pattern (see Figure 3).
Taking into account the specific form of the energy given by (3), we can derive the specific form of
the stochastic gradient:
∂
∂bi
Eθ(x)(ω) = Xi(ω)− Eθ[Xi] (33)
∂
∂wi,j
Eθ(x)(ω) = Xi(ω)Xj(ω)− Eθ[XiXj ], (34)
which suggests a stochastic gradient method of iteratively sampling a pattern X(ω) according to the
target probability distribution and updating the parameters as follows:
bi ← bi + η (Xi(ω)− Eθ[Xi]) (35)
wi,j ← wi,j + η (Xi(ω)Xj(ω)− Eθ[XiXj ]) (36)
for i ∈ [1, N ] and (i, j) ∈ [1, N − 1]× [i+ 1, N ].
3.1.3 Giving theoretical foundation for Hebb’s rule
The learning rule of (36) has a paramount importance of providing a theoretical foundation for Hebb’s
rule of learning in biological neural networks [16]:
When an axon of cell A is near enough to excite a cell B and repeatedly or persistently
takes part in firing it, some growth process or metabolic change takes place in one or both
cells such that A’s efficiency, as one of the cells firing B, is increased.
In short, “neurons wire together if they fire together” [37].
A unit of a Boltzmann machine corresponds to a neuron, and Xi = 1 means that the i-th neuron
fires. When two neurons, i and j, fire (Xi(ω)Xj(ω) = 1), the wiring weight wi,j between the two
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neurons gets stronger according to (36). Here, notice that we have 0 < Eθ[XiXj ] < 1 as long as the
values of θ are finite.
The learning rule of the Boltzmann machine also involves a mechanism beyond what is suggested
by Hebb’s rule. Namely, the amount of the change in wi,j when the two neurons (i and j) fire depends
on how likely those two neurons fire according to Pθ at that time. More specifically, it the two neurons
are already expected to fire together (i.e., Eθ[XiXj ] ≈ 1), we increase wi,j only by a small amount
(i.e., η (1− Eθ[XiXj ])) even if the two neurons fire together (i.e., Xi(ω)Xj(ω) = 1).
Without this additional term (−Eθ[Xi] or −Eθ[XiXj ]) in (36), all of the parameters monotonically
increases. If Xi = 1 with nonzero probability in Ptarget, then bi diverges to∞ almost surely. Otherwise,
bi stays unchanged from the initial value. Likewise, if XiXj = 1 with nonzero probability in Ptarget,
then wi,j diverges to ∞ almost surely. Otherwise, wi,j stays unchanged.
What is important is that this additional term is formally derived instead of being introduced in
an ad hoc manner. Specifically, the learning rule is derived from a stochastic model (i.e., a Boltzmann
machine) and an objective function (i.e., minimizing the KL divergence to the target distribution or
maximizing the log-likelihood of training data) by taking the gradient with respect to the parameters.
3.1.4 Hessian
We now derive the Hessian of f(θ) to examine its landscape. Starting from the expression in (27), we
obtain
∂
∂wk,`
∂
∂wi,j
f(θ) = − ∂
∂wk,`
Eθ[XiXj ] (37)
= −
∑
x˜
x˜i x˜j
∂
∂wk,`
Pθ(x˜) (38)
= −
∑
x˜
x˜i x˜j Pθ(x˜)
∂
∂wk,`
logPθ(x˜) (39)
=
(∑
x˜
Pθ(x˜) x˜i x˜j
)(∑
x˜
Pθ(x˜) x˜k x˜`
)
−
∑
x˜
Pθ(x˜) x˜i x˜j x˜k x˜`, (40)
where the last expression is obtained from (18) and (25). The last expression consists of expectations
with respect to Pθ and can be represented conveniently as follows:
∂
∂wk,`
∂
∂wi,j
f(θ) = Eθ[XiXj ]Eθ[XkX`]− Eθ[XiXj XkX`] (41)
= −COVθ[XiXj , XkX`], (42)
where COVθ[A,B] denotes the covariance between random variables A and B with respect to Pθ.
Likewise, we have
∂
∂bk
∂
∂wi,j
f(θ) = −COVθ[XiXj , Xk] (43)
∂
∂bj
∂
∂bi
f(θ) = −COVθ[Xi, Xj ]. (44)
Therefore, the Hessian of f(θ) is a covariance matrix:
∇2f(θ) = −COVθ[X1, . . . , XN , X1X2, . . . , XN−1XN ], (45)
where we use COVθ to denote a covariance matrix with respect to Pθ. When θ is finite, this covari-
ance matrix is positive semidefinite, and f(θ) is concave. This justifies (stochastic) gradient based
approaches to optimizing θ. This concavity has been known [19], but I am not aware of the literature
that explicitly represent the Hessian with a covariance matrix.
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3.1.5 Summary
Consider a Boltzmann machine with parameters θ = (b,W). When all of the N units of the Boltzmann
machine are visible, the Boltzmann machine defines a probability distribution Pθ of N -bit binary
patterns by
Pθ(x) =
exp (−Eθ(x))∑
x˜
exp (−Eθ(x˜))
, (46)
where the energy is
Eθ(x) ≡ −b>x− x>Wx. (47)
The KL divergence from Pθ to Ptarget can be minimized (or the log-likelihood of the target data
having the empirical distribution Ptarget can be maximized) by maximizing
f(θ) ≡ Etarget [logPθ(X)] . (48)
The gradient and the Hessian of f(θ) is given by
∇f(θ) = Etarget[S]− Eθ[S] (49)
∇2f(θ) = −COVθ(S), (50)
where S denotes the vector of the random variables representing the value of a unit or the product of
the values of a pair of units:
S = (X1, . . . , XN , X1X2, . . . , XN−1XN ). (51)
3.2 Some of the units are hidden
In this section, we consider Boltzmann machines that have both visible units and hidden units. Let N
be the number of visible units and M be the number of hidden units.
3.2.1 Necessity of hidden units
We first study the necessity of hidden units [2]. The Boltzmann machine with N units have
N +
1
2
N (N − 1) = 1
2
N (N + 1) (52)
parameters. This Boltzmann machine is used to model N -bit binary patterns. There are 2N possible
N -bit binary patterns, and the general distribution of N -bit patterns assigns probabilities to those 2N
patterns. We need
2N − 1 (53)
parameters to characterize this general distribution.
The number of parameters of the Boltzmann machine is smaller than the number of parameters
needed to characterize the general distribution as long as N > 2. This suggests that the probability
distribution that can be represented by the Boltzmann machine is limited. One way to extend the
flexibility of the Boltzmann machine is the use of hidden units.
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3.2.2 Free energy
Let x denote the visible values (i.e., the values of visible units), h denote the hidden values, and (x,h)
denote the values of all units. We write the marginal probability distribution of the visible values as
follows:
Pθ(x) =
∑
h˜
Pθ(x, h˜), (54)
where the summation is over all of the possible binary patterns of the hidden values, and
Pθ(x,h) =
exp (−Eθ(x,h))∑
x˜,h˜
exp
(
−Eθ(x˜, h˜)
) . (55)
Here, we write energy as follows:
Eθ(x,h) = −b>
(
x
h
)
− (x>,h>)W(x
h
)
(56)
= −(bV)> x− (bH)> h− x>WVV x− x>WVH h− h>WHH h. (57)
Now, we define free energy as follows:
Fθ(x) ≡ − log
∑
h˜
exp
(
−Eθ(x, h˜)
)
. (58)
We can then represent Pθ(x) in a way similar to the case where all of the units are visible, replacing
energy with free energy:
Pθ(x) =
∑
h˜
Pθ(x, h˜) (59)
=
∑
h˜
exp
(
−Eθ(x, h˜)
)
∑
x˜,h˜
exp
(
−Eθ(x˜, h˜)
) (60)
=
exp (−Fθ(x))∑
x˜
exp (−Fθ(x˜))
. (61)
3.2.3 Gradient
In (20), we simply replace energy with free energy to obtain the gradient of our objective function
when some of the units are hidden:
∇f(θ) = −
∑
x˜
Ptarget(x˜)∇Fθ(x˜) +
∑
x˜
Pθ(x˜)∇Fθ(x˜) (62)
= −Etarget [∇Fθ(X)] + Eθ [∇Fθ(X)] (63)
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What we then need is the gradient of free energy:
∇Fθ(x) = −∇ log
∑
h˜
exp
(
−Eθ(x, h˜)
)
(64)
=
∑
h˜
exp
(
−Eθ(x, h˜)
)
∇Eθ(x, h˜)∑
h˜
exp
(
−Eθ(x, h˜)
) (65)
=
∑
h˜
Pθ(h˜ |x)∇Eθ(x, h˜), (66)
where Pθ(h |x) is the conditional probability that the hidden values are h given that the visible values
are x:
Pθ(h |x) ≡ exp (−Eθ(x,h))∑
h˜
exp
(
−Eθ(x, h˜)
) (67)
=
exp (−Eθ(x,h))∑
x˜,h˜
exp
(
−Eθ(x, h˜)
)
∑
x˜,h˜
exp
(
−Eθ(x, h˜)
)
∑
h˜
exp
(
−Eθ(x, h˜)
) (68)
=
Pθ(x,h)∑
h˜
Pθ(x, h˜)
(69)
=
Pθ(x,h)
Pθ(x)
. (70)
Observe in (66) that the gradient of free energy is expected gradient of energy, where the expectation
is with respect to the conditional distribution of hidden values given the visible values.
We thus obtain
∇f(θ) = −
∑
x˜
Ptarget(x˜)
∑
h˜
Pθ(h˜ | x˜)∇Eθ(x˜, h˜) +
∑
x˜
Pθ(x˜)
∑
h˜
Pθ(h˜ | x˜)∇Eθ(x˜, h˜) (71)
= −
∑
x˜,h˜
Ptarget(x˜)Pθ(h˜ | x˜)∇Eθ(x˜, h˜) +
∑
x˜,h˜
Pθ(x˜, h˜)∇Eθ(x˜, h˜). (72)
The first term in the last expression (except the minus sign) is the expected value of the gradi-
ent of energy, where the expectation is with respect to the distribution defined with Ptarget and Pθ.
Specifically, the visible values follow Ptarget, and given the visible values, x, the hidden values follow
Pθ(· |x). We will write this expectation with Etarget [Eθ[· |X]]. The second term is expectation with
respect to Pθ, which we denote with Eθ[·]. Because the energy (56) has the form equivalent to (47),
∇f(θ) can then be represented analogously to (49):
∇f(θ) = −Etarget [Eθ [∇Eθ(X,H) |X]] + Eθ [∇Eθ(X,H)] (73)
= Etarget [Eθ[S |X]]− Eθ[S], (74)
where X is the vector of random values of the visible units, H is the vector of Hi for i ∈ [1, N ], and
S is defined analogously to (51) for all of the (visible or hidden) units:
S = (U1, . . . , UN+M , U1 U2, . . . , UN+M−1 UN+M ), (75)
where Ui ≡ Xi for i ∈ [1, N ], and UN+i ≡ Hi for i ∈ [1,M ], where Hi is the random variable denoting
the i-th hidden value.
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3.2.4 Stochastic gradient
The expression with (72) suggests stochastic gradient analogous to (31)-(32). Observe that ∇f(θ) can
be represented as
∇f(θ) =
∑
x˜
Ptarget(x˜) (Eθ [∇Eθ(X,H)]− Eθ [∇Eθ(x˜,H) | x˜]) , (76)
where Eθ [∇Eθ(X,H)] is the expected value of the gradient of the energy when both visible values
and hidden values follow Pθ, and Eθ [∇Eθ(x˜,H) | x˜] is the corresponding conditional expectation when
the hidden values follow Pθ(· | x˜) given the visible values x˜.
A stochastic gradient method is then to sample visible values, X(ω), according to Ptarget and
update θ according to the stochastic gradient:
gθ(ω) = Eθ [∇Eθ(X,H)]− Eθ [∇Eθ(X(ω),H) |X(ω)] . (77)
By taking into account the specific form of the energy, we find the following specific update rule:
bi ← bi + η (Eθ[Ui |X(ω)]− Eθ[Ui]) (78)
wi,j ← wi,j + η (Eθ[Ui Uj |X(ω)]− Eθ[Ui Uj ]) , (79)
where each unit (i or j) may be either visible or hidden. Specifically, let M be the number of hidden
units and N be the number of visible units. Then (i, j) ∈ [1, N + M − 1] × [i + 1, N + M ]. Here, Ui
denotes the value of the i-th unit, which may be visible or hidden. When the i-th unit is visible, its
expected value is simply Eθ[Ui |X(ω)] = Xi(ω), and Eθ[Ui Uj |X(ω)] = Xi(ω)Eθ[Uj |X(ω)]. When
both i and j are visible, we have Eθ[Ui Uj |X(ω)] = Xi(ω)Xj(ω).
Namely, we have
bi ← bi + η (Xi(ω)− Eθ[Xi]) (80)
for a visible unit i ∈ [1, N ],
bi ← bi + η (Eθ[Hi |X(ω)]− Eθ[Hi]) (81)
for a hidden unit i ∈ [N + 1, N +M ],
wi,j ← wi,j + η (Xi(ω)Xj(ω)− Eθ[XiXj ]) (82)
for a pair of visible units (i, j) ∈ [1, N − 1]× [i+ 1, N ],
wi,j ← wi,j + η (Xi(ω)Eθ[Hj |X(ω)]− Eθ[XiHj ]) (83)
for a pair of a visible unit and a hidden unit (i, j) ∈ [1, N ]× [N + 1, N +M ], and
wi,j ← wi,j + η (Eθ[HiHj |X(ω)]− Eθ[HiHj ]) (84)
for a pair of hidden units (i, j) ∈ [N + 1, N +M − 1]× [i+ 1, N +M ].
3.2.5 Hessian
We now derive the Hessian of f(θ) when some of the units are hidden. From the gradient of f(θ) in
(72), we can write the partial derivatives as follows:
∂
∂wi,j
f(θ) =
∑
x˜
Ptarget(x˜)
∑
h˜
Pθ(h˜ | x˜)u˜i u˜j −
∑
u˜
Pθ(u˜) u˜i u˜j (85)
∂
∂wk,`
∂
∂wi,j
f(θ) =
∑
x˜
Ptarget(x˜)
∑
h˜
∂
∂wk,`
Pθ(h˜ | x˜)u˜i u˜j −
∑
u˜
∂
∂wk,`
Pθ(u˜) u˜i u˜j , (86)
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where recall that ui ≡ xi for i ∈ [1, N ] and uN+i ≡ hi for i ∈ [1,M ].
When all of the units are visible, the first term in (27) is the expectation with respect to the target
distribution and is independent of θ. Now that some of the units are hidden, the corresponding first
term in (85) depends on θ. Here, the first term is expectation, where the visible units follow the target
distribution, and the hidden units follow the conditional distribution with respect to the Boltzmann
machine with parameters θ given the visible values.
Notice that the second term in the right-hand side of (86) has the form equivalent to (38). Hence,
we have ∑
u˜
∂
∂wk,`
Pθ(u˜) u˜i u˜j = COVθ[Ui Uj , Uk U`]. (87)
The first term in the right-hand side of (86) has a from similar to (38) with two differences. The
first difference is that it is an expectation with respect to Ptarget. The second difference is that the
probability Pθ is conditional probability given the visible values. We now show that there exists a
Boltzmann distribution that has Pθ(· |x) as its probability distribution (see also Figure 4).
Lemma 1. Consider a Boltzmann machine having visible units and hidden units whose energy is
given by (57). The conditional probability distribution of the hidden units given the visible values x is
given by the probability distribution of a Boltzmann machine with bias b(x) and weight W(x) that are
defined as follows:
b(x) ≡ bH + (WVH)>x (88)
W(x) ≡WHH. (89)
Proof. Recall the expression of the conditional probability distribution in (67):
Pθ(h |x) = exp (−Eθ(x,h))∑
h˜
exp (−Eθ(x,h))
, (90)
where we rewrite the energy in (57) as follows:
Eθ(x,h) = −
(
(bV)>x+ x>WVVx
)− ((bH)> + x>WVH)h− h>WHH h. (91)
The first term in the right-hand side of the last expression is independent of h and canceled out
between the numerator and the denominator in (90). We thus consider the Boltzmann machine with
parameters θ(x) ≡ (b(x),W(x)) as defined in (88)-(89). Then we have
Pθ(h |x) =
exp
(−Eθ(x)(h))∑
h˜
exp
(
−Eθ(x)(h˜)
) (92)
= Pθ(x)(h), (93)
which completes the proof of the lemma.
By (86) and Lemma 1, we can represent the second partial derivative as follows:
∂
∂wk,`
∂
∂wi,j
f(θ) = Etarget [COVθ[Ui Uj , Uk U` |X]]− COVθ[Ui Uj , Uk U`], (94)
where COVθ[·, · |X] denotes the conditional covariance with respect to Pθ(X)(·) ≡ Pθ(· |X) given the
visible values X.
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Figure 4: The conditional distribution of h given x in (a) is equal to the distribution of h in (b),
illustrating Lemma 1.
Therefore, the Hessian of f(θ) is
∇2f(θ) = Etarget [COVθ[S |X]]− COVθ[S], (95)
where we define S as in (75), and COVθ[·, · |X] denotes the conditional covariance matrix with respect
to Pθ(X) given the visible values X. In general, the Hessian is not positive semidefinite, and f(θ) is
not concave. Hence, (stochastic) gradient based approaches do not necessarily find globally optimal
parameters.
3.2.6 Summary
Consider a Boltzmann machine with parameters θ ≡ (b,W), where at least one of the units are hidden.
The Boltzmann machine defines a probability distribution Pθ of the visible values x and the hidden
values h by
Pθ(x,h) =
exp (−Eθ(x,h))∑
x˜,h˜
exp
(
−Eθ(x˜, h˜)
) , (96)
where energy is given by
Eθ(x,h) = −b>
(
x
h
)
− (x>,h>)W(x
h
)
. (97)
The marginal probability distribution of the visible values is
Pθ(x) =
∑
h˜
Pθ(x, h˜) (98)
=
exp (−Fθ(x))∑
x˜
exp (−Fθ(x˜))
, (99)
where free energy is defined as follows:
Fθ(x) ≡ − log
∑
h˜
exp
(
−Eθ(x, h˜)
)
. (100)
The KL divergence from Pθ to Ptarget can be minimized (or the log-likelihood of the target data
having the empirical distribution Ptarget can be maximized) by maximizing
f(θ) ≡ Etarget [logPθ(X)] . (101)
13
The gradient and the Hessian of f(θ) are given by
∇f(θ) = Etarget [Eθ[S |X]]− Eθ[S] (102)
∇2f(θ) = Etarget [COVθ[S |X]]− COVθ[S], (103)
where S denotes the vector of the random variables representing the value of a unit (Ui = Xi for
i ∈ [1, N ] and UN+i = Hi for i ∈ [1,M ]) or the product of the values of a pair of units:
S ≡ (U1, . . . , UN+M , U1 U2, . . . , UN+M−1 UN+M ). (104)
4 Learning a discriminative model
In this section, we study the Boltzmann machine whose visible units are divided into input units and
output units (see Figure 2c). Such a Boltzmann machine is sometimes called a conditional Boltzmann
machine [20]. LetNin be the number of input units, Nout be the number of output units, N = Nin+Nout
be the number of visible units, and M be the number of hidden units.
Such a Boltzmann machine can be used to model a conditional probability distribution of the
output values y given the input values x. Let Pθ(y |x) denote the conditional probability of y given
x. When the Boltzmann machine has hidden units, we also write
Pθ(y |x) =
∑
h˜
Pθ(y, h˜ |x) (105)
=
∑
h˜
Pθ(x,y, h˜)∑
y˜,h˜
Pθ(x,y, h˜)
. (106)
4.1 Objective function
A training dataset for a discriminative model is a set of the pairs of input and output:
D = {(x(d),y(d))}Dd=1. (107)
When this training dataset is given, a natural objective function corresponding to the log-likelihood
(10) for the generative model is
f(θ) =
1
D
∑
(x,y)∈D
logPθ(y |x) (108)
=
1
D
log
∏
(x,y)∈D
Pθ(y |x). (109)
This objective function may also be related to a KL divergence. Let Ptarget(· | ·) be the target
conditional distribution, which we seek to model with Pθ(· | ·). Consider the following expected KL
divergence from Pθ(· |X) to Ptarget(· |X), where X is the random variable denoting the input values
that are distributed according to Ptarget:
Etarget [KL(Ptarget(· |X) ||Pθ(· |X))]
=
∑
x˜
Ptarget(x˜)
∑
y˜
Ptarget(y˜ | x˜) log Ptarget(y˜ | x˜)Pθ(y˜ | x˜) (110)
=
∑
x˜,y˜
Ptarget(x˜, y˜) logPtarget(y˜ | x˜)−
∑
x˜,y˜
Ptarget(x˜, y˜) logPθ(y˜ | x˜). (111)
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The first term of the last expression is independent of θ. To minimize the expected KL divergence,
it thus suffices to maximize the negation of the second term:
f(θ) =
∑
x˜,y˜
Ptarget(x˜, y˜) logPθ(y˜ | x˜) (112)
=
∑
x˜,y˜
Ptarget(x˜, y˜) log
Pθ(x˜, y˜)
Pθ(x˜)
(113)
=
∑
x˜,y˜
Ptarget(x˜, y˜) logPθ(x˜, y˜)−
∑
x˜
Ptarget(x˜) logPθ(x˜) (114)
= Etarget [logPθ(X,Y)]− Etarget [logPθ(X)] (115)
When Ptarget is the empirical distribution of the pairs of input and output in the training dataset,
(112) is reduced to (108).
4.2 Gradient, stochastic gradient, Hessian
Observe that the first term of (115) is equivalent to the objective function of the generative model
where both of input and output are visible (i.e., input and output in (115) should be regarded as
visible in (102)). The second term is analogous to the first term, but now only the input should be
regarded as visible (i.e., output and hidden in (115) should be regarded as hidden in (102)).
The gradient thus follows from (102):
∇f(θ) = Etarget [Eθ[S |X,Y]]− Eθ[S]− (Etarget [Eθ[S |X]]− Eθ[S]) (116)
= Etarget [Eθ[S |X,Y]− Eθ[S |X]] , (117)
where S denotes the vector of random variables representing the value of a unit or the product of the
values of a pair of units:
S ≡ (U1, . . . , UN+M , U1 U2, . . . , UN+M−1 UN+M ), (118)
where Ui ≡ Xi for i ∈ [1, Nin], UNin+i ≡ Yi for i ∈ [1, Nout], and UN+i ≡ Hi for i ∈ [1,M ].
Because (117) is expressed as an expectation with respect to Ptarget, it directly gives the following
stochastic gradient:
gθ(ω) = Eθ[S |X(ω),Y(ω)]− Eθ[S |X(ω)], (119)
where (X(ω),Y(ω)) is sampled according to Ptarget.
Specifically, we have the following learning rule of a stochastic gradient method:
bi ← bi + η (Yi(ω)− Eθ[Yi |X(ω)]) (120)
for an output unit i ∈ [Nin + 1, N ],
bi ← bi + η (Eθ[Hi |X(ω),Y(ω)]− Eθ[Hi |X(ω)]) (121)
for a hidden unit i ∈ [N + 1, N +M ],
wi,j ← wi,j + η (Xi(ω)Yj(ω)−Xi(ω)Eθ[Yj |X(ω)]) (122)
for a pair of an input unit and an output unit (i, j) ∈ [1, Nin]× [Nin + 1, N ],
wi,j ← wi,j + η (Xi(ω)Eθ [Hj |X(ω),Y(ω)]−Xi(ω)Eθ[Hj |X(ω)]) (123)
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for a pair of an input unit and a hidden unit (i, j) ∈ [1, Nin]× [N + 1, N +M ],
wi,j ← wi,j + η (Yi(ω)Yj(ω)− Eθ[Yi Yj |X(ω)]) (124)
for a pair of output units (i, j) ∈ [Nin + 1, N − 1]× [i+ 1, N ],
wi,j ← wi,j + η (Yi(ω)Eθ [Hj |X(ω),Y(ω)]− Eθ[YiHj |X(ω)]) (125)
for a pair of an output unit and a hidden unit (i, j) ∈ [Nin + 1, N ]× [N + 1, N +M ], and
wi,j ← wi,j + η (Eθ [HiHj |X(ω),Y(ω)]− Eθ[HiHj |X(ω)]) (126)
for a pair of hidden units (i, j) ∈ [N + 1, N +M − 1]× [i+ 1, N +M ].
We also obtain trivial learning rules:
bi ← bi (127)
for an input unit i ∈ [1, Nin] and
wi,j ← wi,j (128)
for a pair of input units (i, j) ∈ [1, Nin − 1]× [i+ 1, Nin]. One can easily see that these parameters are
redundant and do not play any role in Pθ(y |x).
The Hessian of the objective of discriminative learning follows from (103) and (115):
∇2f(θ) = Etarget [COVθ[S |X,Y]]− COVθ[S]− (Etarget [COVθ[S |X]]− COVθ[S]) (129)
= Etarget [COVθ[S |X,Y]− COVθ[S |X]] , (130)
where COVθ[· |X,Y] denotes the conditional covariance matrix with respect to the conditional distribu-
tion of the hidden values Pθ(· |X,Y) given (X,Y), and COVθ[· |X] denotes the conditional covariance
matrix with respect to the conditional distribution of the output and hidden values Pθ(· |X) given X.
4.2.1 Summary
Consider a Boltzmann machine with parameters θ = (b,W), where the units can be classified into
input, output, and hidden. The Boltzmann machine defines a conditional probability distribution of
the output values y given the input values x:
Pθ(y |x) =
∑
h˜
Pθ(x,y, h˜)∑
y˜,h˜
Pθ(x, y˜, h˜)
, (131)
where Pθ(x,y,h) is the probability distribution of the Boltzmann machine where (x,y) is visible, and
h is hidden.
The expected KL divergence from Pθ(· |X) to Ptarget(· |X), where the expectation is with respect
to the target distribution of the input values X, can be minimized (or the sum of the conditional log-
likelihood of the output values given the input values, where the input and output follow the empirical
distribution Ptarget, can be maximized) by maximizing
f(θ) ≡ Etarget [logPθ(X,Y)]− Etarget [logPθ(X)] . (132)
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Figure 5: A discriminative model with a Boltzmann machine with no hidden units and no weight
between output units.
The gradient and the Hessian of f(θ) are given by
∇f(θ) = Etarget [Eθ[S |X,Y]]− Etarget[Eθ[S |X]] (133)
∇2f(θ) = Etarget [COVθ[S |X,Y]]− Etarget [COVθ[S |X]] , (134)
where S denotes the vector of the random variables representing the value of a unit (Ui = Xi for
i ∈ [1, Nin], UNin+i = Yi for i ∈ [1, Nout], and UN+i = Hi for i ∈ [1,M ]) or the product of the values
of a pair of units:
S ≡ (U1, . . . , UN+M , U1 U2, . . . , UN+M−1 UN+M ). (135)
4.3 Simplest case with relation to logistic regression
Here, we study the simplest but non-trivial case of a discriminative model of a Boltzmann machine.
Specifically, we assume that the Boltzmann machine has no hidden units, and there are no weight
between output units. As we have discussed in Section 4, the bias associated with the input unit
and the weight between input units are redundant and do not play any role. Therefore, it suffices to
consider the bias for output units and the weight between input units and output units (see Figure 5).
Let bO be the bias associated with output units and WIO be the weight matrix where the (i, j) element
denotes the weight between the i-th input unit and the j-th output unit.
4.3.1 Conditional probability
We first apply Lemma 1, where the input units correspond to the visible units in the lemma, and
the output units correspond to the hidden units in the lemma. Then we can see that the probability
distribution of output values given input values x is given by a Boltzmann machine with the following
bias and no weight:
b(x) ≡ bO + (WIO)>x. (136)
The conditional probability of output values y given input values x is thus given by
Pθ(y |x) =
exp
(
(b(x))>y
)∑
y˜
exp
(
(b(x))>y˜
) . (137)
In this case, the partition function, which consists of 2Nout terms, can be computed in O(Nout)
time:
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Lemma 2. The partition function (the denominator) in the right-hand side of (137) can be written
as follows:
∑
y˜
exp
(
(b(x))>y˜
)
=
Nout∏
i=1
(1 + exp(bi(x))) , (138)
where the summation with respect to y˜ is over all of the possible binary patterns of length Nout.
Proof.
∑
y˜
exp
(
(b(x))>y˜
)
=
∑
y˜
exp
(
Nout∑
i=1
bi(x) y˜i
)
(139)
=
∑
y˜
Nout∏
i=1
exp (bi(x) y˜i) (140)
=
Nout∏
i=1
(1 + exp(bi(x))) . (141)
Now, it can be easily shown that the output values are conditionally independent of each other
given the input values:
Corollary 1. The conditional probability of output values (137) can be written as the product of the
conditional probabilities of each output value:
Pθ(y |x) =
Nout∏
i=1
Pθ(yi |x), (142)
where
Pθ(yi |x) = exp (bi(x) yi)
1 + exp (bi(x))
. (143)
Proof. By Lemma 2, we have
Pθ(y |x) =
exp
(
Nout∑
i=1
bi(x) yi
)
Nout∏
i=1
(1 + exp(bi(x)))
(144)
=
Nout∏
i=1
Pθ(yi |x). (145)
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Algorithm 1 A Gibbs sampler for a Boltzmann machine with N units.
1: Input Parameters of the Boltzmann machine and K
2: x(0) ← Initialize the values of the N units
3: for k = 1, . . . ,K do
4: for i = 1, . . . , N do
5: Choose x
(k)
i according to its conditional distribution given x
(k−1)
j for j 6= i
6: end for
7: end for
8: Return K samples: x(k) for k = 1, . . . ,K.
4.3.2 Relation to logistic regression
By (143), the probability that the i-th output unit takes the value 1 is
Pθ(Yi = 1 |x) = 1
1 + exp (−bi(x)) (146)
=
1
1 + exp
(−(bOi +w>i x)) , (147)
where wi is the i-th column of W
IO. The last expression has the form of logistic regression, where the
explanatory variables x are binary.
Due to the conditional independence shown in Corollary 1, we can say that the Boltzmann ma-
chine shown in Figure 5 consists of N independent models of logistic regression that have common
explanatory variables.
5 Evaluating expectation with respect to a model distribution
When we train a Boltzmann machine with a stochastic gradient method, we need to evaluate expected
values with respect to the distribution defined by the Boltzmann machine. Such expected values appear
for example as Eθ[S] in (49) and (102) or as Eθ[S |X] in (133). In general, exact expressions for these
expectations are unavailable in closed forms.
5.1 Gibbs sampler
A practical approach that can be used to estimate those expectations is Markov Chain Monte Carlo
in general and Glauber dynamics [36] or Gibbs samplers [5] in particular. For example, we can sample
K patterns according to the distribution given by a Boltzmann machine via a Gibbs sampler shown in
Algorithm 1. The expected values can then be estimated using the K samples. In practice, we often
ignore initial samples and consider only every nth sample for a sufficiently large n.
In Step 5 of Algorithm 1, the conditional distribution of x
(k)
i given x
(k−1)
j for j 6= i is defined by
Pθ(x
(k)
i | x(k−1)) =
exp
(− Eθ(x(k)i | x(k−1)))∑
x˜
(k)
i ∈{0,1}
exp
(− Eθ(x˜(k)i | x(k−1))) , (148)
for x
(k)
i ∈ {0, 1}, where
Eθ(x
(k)
i | x(k−1)) ≡ −bi x(k)i −
∑
j 6=i
x
(k)
i wi,j x
(k−1)
j . (149)
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5.2 Contrastive divergence
Another approach to deal with the computational intractability of evaluation the expectations is to
avoid it. Namely, we modify our objective function.
Recall, from (7) and (10), that our objective function has been the KL divergence from Pθ to Ptarget
(or equivalently the log likelihood of data with respect to Pθ). The gradient of the KL divergence with
respect to θ involves the computationally intractable term of expectation with respect to Pθ.
Here, we study an alternative objective function of Contrastive divergence [18, 4]. Consider a Gibbs
sampler (Algorithm 1) that initializes the values by sampling from Ptarget (or uniformly at random
from the dataset D). Because this is the distribution at the beginning of the Gibbs sampler, we write
P0 ≡ Ptarget. The distribution of the patterns sampled by the Gibbs sampler at step k is referred to
as Pθk. Because P
θ
k → Pθ as k →∞, we also write Pθ∞ ≡ Pθ.
The KL divergence in (7) can now be written as
KL(P0 ||Pθ∞) =
∑
x˜
P0(x˜) logP0(x˜)−
∑
x˜
P0(x˜) logP
θ
∞(x˜), (150)
where
Pθ∞(x) =
exp(−Eθ(x))∑
x˜
exp(−Eθ(x˜))
(151)
and its gradient (recall (18)) as
∇θKL(P0 ||Pθ∞) =
∑
x˜
P0(x˜)∇θEθ(x˜)−
∑
x˜
Pθ∞(x˜)∇θEθ(xˆ). (152)
The first term of the right-hand side of (152) is the expectation with respect to the target distribution
P0, which is readily computable. The second term is the expectation with respect to the model (with
parameter θ), which is in general computationally intractable for a Boltzmann machine.
To cancel out this computationally intractable second term, consider the following contrastive
divergence:
CD1(θ) ≡ KL(P0 ||Pθ∞)−KL(Pθ1 ||Pθ∞). (153)
Here, we quote an intuitive motivation of the contrastive divergence from [18], using our notations
(shown within [·]):
The intuitive motivation for using this “contrastive divergence” is that we would like the
Markov chain that is implemented by Gibbs sampling to leave the initial distribution [P0 ]
over the visible variables unaltered. Instead of running the chain to equilibrium and com-
paring the initial and final derivatives we can simply run the chain for one full step and
then update the parameters to reduce the tendency of the chain to wander away from the
initial distribution on the first step. Because [Pθ1 ] is one step closer to the equilibrium dis-
tribution than [P0 ], we are guaranteed that [ KL(P0 ||Pθ∞) ] exceeds [ KL(Pθ1 ||Pθ∞) ] unless
[P0 ] equals [Pθ1 ], so the contrastive divergence can never be negative. Also, for Markov
chains in which all transitions have non-zero probability, [P0 = Pθ1 ] implies [P0 = P
θ
1 ] so
the contrastive divergence can only be zero if the model is perfect.
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The gradient of the second term of (153) can be derived as follows:
KL(Pθ1 ||Pθ∞) =
∑
x˜
Pθ1(x˜) log
Pθ1(x˜)
Pθ∞(x˜)
(154)
∇θKL(Pθ1 ||Pθ∞) =
∑
x˜
∇θPθ1(x˜) log
Pθ1(x˜)
Pθ∞(x˜)
+
∑
x˜
Pθ1(x˜)∇θ logPθ1(x˜)−
∑
x˜
Pθ1(x˜)∇θ logPθ∞(x˜) (155)
=
∑
x˜
∇θPθ1(x˜) log
Pθ1(x˜)
Pθ∞(x˜)
+
∑
x˜
∇θPθ1(x˜)−
∑
x˜
Pθ1(x˜)∇θ logPθ∞(x˜) (156)
=
∑
x˜
∇θPθ1(x˜)
(
1 + log
Pθ1(x˜)
Pθ∞(x˜)
)
+
∑
x˜
Pθ1(x˜)∇θEθ(x˜)−
∑
x˜
Pθ∞(x˜)∇θEθ(x˜), (157)
where the last equality follows analogously to (18).
From (152)-(153) and (157), we obtain
∇θCD1(θ) =
∑
x˜
P0(x˜)∇θEθ(x˜)−
∑
x˜
Pθ1(x˜)∇θEθ(x˜)− ε(θ), (158)
where
ε(θ) ≡
∑
x˜
∇θPθ1(x˜)
(
1 + log
Pθ1(x˜)
Pθ∞(x˜)
)
. (159)
Hinton has empirically shown that ε(θ) is small and recommended the approximation of ε(θ) ≈ 0 in
[18]. The first term of the right-hand side of (158) is an expectation with respect to P0 and can be
readily evaluated. The second term is an expectation with respect to Pθ1 and can be estimated with
the samples from the Gibbs sampler in one step.
In [18], ε(θ) is represented in the following equivalent form:
ε(θ) =
∑
x˜
∇θPθ1(x˜)
∂
∂P1(x˜)
KL(P1 ||Pθ∞). (160)
5.2.1 Score matching (Fisher divergence)
A particularly interesting objective function for energy-based models is score matching [22], which
has been subsequently used for example in [66, 29, 24, 30, 60, 62]. Similar to contrastive divergence,
score matching is an objective function, which we can avoid computationally intractable evaluation of
expectation with.
Specifically, Hyva¨rinen [22] defines score matching as
FD(Ptarget ||Pθ) =
∫
x
Ptarget(x) |∇x logPtarget(x)−∇x logPθ(x)|2 dx, (161)
which is also referred to as Fisher divergence [38]. Note that the gradient is with respect to x and not
θ. Hyva¨rinen shows that
θ? ≡ argmin
θ
FD(Ptarget ||Pθ) (162)
is a consistent estimator [22].
A key property of score matching is that there is no need for calculating the partition function. In
particular,
∇x logPθ(x) = −∇xEθ(x)−∇x log
∫
x˜
exp(−Eθ(x˜)) dx˜ (163)
= −∇xEθ(x). (164)
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Also, although ∇x˜ logPtarget(x) might appear to be intractable, it has been shown in [22] that
1
D
∑
x∈D
N∑
i=1
(
∂ logPθ(x)2
∂x2i
+
1
2
(
∂ logPθ(x)
∂xi
)2)
+ const (165)
is asymptotically equivalent to FD(Ptarget ||Pθ) as D ≡ |D| → ∞, where D is the set of data (samples
from Ptarget), N is the dimension of x ∈ D, and const is the term independent of θ.
A limitation of the estimator in (165) is that it assumes among others that the variables x are
continuous and and Pθ(·) is differentiable. There has been prior work for relaxing these assumptions.
For example, Hyva¨rinen studies an extension for binary or non-negative data [23], and Kingma and
LaCun study an approach of adding Gaussian noise to data samples for smoothness condition [29].
5.3 A separate generator
The learning rule that follows from maximization of loglikelihood (minimization of KL divergence) via
a gradient ascent method may be considered as decreasing the energy of “positive” or “real” samples
that are generated according to a target distribution Ptarget and increasing the energy of “negative”
or “fake” samples that are generated according to the current model (recall (18)):
∇θf(θ) = −
∑
x˜
Ptarget(x˜)∇θEθ(x˜) +
∑
x˜
Pθ(x˜)∇θEθ(xˆ). (166)
With this learning rule, one can let the model to be able to better “discriminate between the positive
examples from the original data and the negative examples generated by sampling from the current
density estimate” [65].
Then an energy-based model may be considered as taking both the role of a generator and the role of
a discriminator in a generative adversarial network (GAN) [53, 14]. There is a line of work [15, 8, 67, 26]
that prepares a separate generator with an energy-based model. If the separate generator allows more
efficient sampling than the energy-based model, the expectation with respect to the distribution of the
current generator (i.e.,
∑
x˜ Pθ(x˜)∇θEθ(xˆ) in (166)) can be more efficiently evaluated [26, 15].
5.4 Mean-field Boltzmann machines
There are also approaches that avoid computationally expensive evaluation of expectation. An example
is a mean-field Boltzmann machine [49], which can be used to approximate a Boltzmann machine. A
mean-field Boltzmann machine ignores connections between units and chooses the real value mi for
each unit i in a way that the distribution defined through
Qm(x) ≡
∏
i
mxii (1−mi)1−xi (167)
well approximates the distribution Pθ(x) of a Boltzmann machine in the sense of the KL divergence
[63].
6 Other energy-based models
Here we review stochastic models that are related to the Boltzmann machine.
6.1 Markov random fields
A Boltzmann machine is a Markov random field [27] having a particular structure. A Markov random
field consists of a finite set of units similar to a Boltzmann machine. Each unit of a Markov random
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field takes a value in a finite set. The probability distribution of the values (configurations) of the
Markov random field can be represented as
P(x) =
exp(−E(x))∑
x˜
exp(−E(x˜))
, (168)
where the summation with respect to x˜ is over all of the possible configurations of the values in the
finite set, for which the Markov random field is defined. The energy of a configuration is defined as
follows:
E(x) = w> φ(x), (169)
where φ(x) is a feature vector of x. A Markov random field is also called an undirected graphical
model.
6.1.1 Boltzmann machine and Ising model
A Markov random field is reduced to a Boltzmann machine when it has the following two properties.
First, φ(x) is a vector of monomials of degrees up to 2. Second, each unit takes a binary value.
An Ising model [25] is essentially equivalent to a Boltzmann machine but the binary variable takes
values in {−1,+1}.
6.1.2 Higher-order Boltzmann machine
A higher-order Boltzmann machine extends a Boltzmann machine by allowing φ(x) to include mono-
mials of degree greater than 2 [55]. Each unit of a higher-order Boltzmann machine takes a binary
value.
6.2 Determinantal point process
A determinantal point process (DPP) defines a probability distribution over the subsets of a given
ground set [39, 32, 56, 57]. In our context, the ground set Y can be considered as the set of all units:
Y = {1, 2, . . . , N}. (170)
A subset X can be considered as a set of units that take the value 1:
X = {i | xi = 1, i ∈ Y}. (171)
A DPP can be characterized by a kernel L, which is an N ×N positive semi-definite matrix. The
probability that the subset X is selected (i.e., the units in X take the value 1) is then given by
P(X ) = det(LX )
det(L+ I)
, (172)
where LX denotes the principal submatrix of L indexed by X , and I is the N ×N identity matrix. A
DPP can be seen as an energy-based model, whose energy is given by E(X ) = − log det(LX ).
In general, the kernel L can be represented as
L = B>B (173)
by the use of a K ×N matrix B, where K is the rank of L. For i ∈ [1, N ], let bi be the i-th column of
B, which may be understood as a feature vector of the i-th item (unit). One can further decompose
bi into bi = qi φi, where ||φi|| = 1 and qi ≥ 0. Then we can write the (i, j)-th element of L as follows:
`i,j = (bi)
> bj = qi (φi)> φj qj . (174)
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In particular,
P({i}) ∼ det(L{i}) = `i,i = q2i , (175)
so that qi can be understood as the ”quality” of the i-th item. Specifically, given that exactly one item
is selected, the conditional probability that the i-th item is selected is proportional to q2i . Likewise,
P({i, j}) ∼ det(L{i,j}) = det
(
qi (φi)
> φi qi qi (φi)> φj qj
qj (φj)
> φi qi qj (φj)> φj qj
)
= q2i q
2
j (1− S2i,j), (176)
where
Si,j ≡ (φi)> φj (177)
may be understood as the similarity between item i and item j. Equation (176) implies that the similar
items are unlikely to be selected together. In general, a DPP tends to give high probability to diverse
subsets of items having high quality.
Finally, we discuss a computational aspect of a DPP. Let’s compare the denominator of the right-
hand side of (172) against the corresponding denominator (partition function) of the Boltzmann ma-
chine in (4). The partition function of the Boltzmann machine is a summation over 2N terms, which
suggest that we need O(2N ) time to evaluate it. On the other hand, the determinant of an N × N
matrix can be computed in O(N3) time.
When L has a low rank (K < N), one can further reduce the computational complexity. Let
C = BB> (178)
be the K ×K positive semi-definite matrix, defined from (173). Because the eigenvalues {λ1, . . . , λK}
of L are eigenvalues of C and vice versa, we have
det(L+ I) =
K∏
k=1
(λk + 1) = det(C+ I), (179)
where the first identity matrix I is N×N , and the second is K×K. Therefore, (172) can be represented
as follows:
P(X ) = det(LX )
det(C+ I)
. (180)
The denominator of this dual representation of a DPP can be evaluated in O(K3) time.
The DPP has been receiving increasing attention in machine learning, and various learning algo-
rithms have been proposed in the literature [12, 11, 40, 46].
6.3 Gaussian Boltzmann machines
Here we review energy based models that deal with real values with a particular focus on those models
that are extended from Boltzmann machines. A standard approach to extend the Boltzmann machine
to deal with real values is the use of a Gaussian unit [41, 64, 31].
6.3.1 Gaussian Bernoulli restricted Boltzmann machines
For real values x ∈ RN and binary values h ∈ {0, 1}M , Krizhevsky studies the following energy [31]:
Eθ(x,h) =
N∑
i=1
(xi − bVi )2
2σ2i
−
M∑
j=1
bHj hj −
N∑
i=1
M∑
j=1
xi
wi,j
σi
hj , (181)
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where θ ≡ (bV,bH,W,σ) is the set of parameters.
Krizhevsky shows that the conditional probability of x given h has a normal distribution, and the
conditional probability of h given x has a Bernoulli distribution [31]. Here, we re-derive them with
our notations and in a simpler manner.
Theorem 1. Consider the energy given by (181). Then the elements of x are conditionally independent
of each other given h, and the elements of h are conditionally independent of each other given x. Also,
the conditional probability density of xi given h is given by
p
(i)
θ (xi | h) =
1√
2pi σ2i
exp
(
−
(
xi −
(
bVi + σi
∑M
j=1 wi,j hj
))2
2σ2i
)
(182)
for xi ∈ R, and the conditional mass probability of hj for hj ∈ {0, 1} given x is given by
p
(j)
θ (hj | x) =
exp
((
bHj +
∑N
i=1 xi
wi,j
σi
)
hj
)
1 + exp
(
bHj +
∑N
i=1 xi
wi,j
σi
) . (183)
Proof. First observe that
exp(−Eθ(x,h)) = exp((bH)>h)
N∏
i=1
exp(−E(i)θ (xi,h)), (184)
where
E
(i)
θ (xi,h) =
(xi − bVi )2
2σ2i
−
M∑
j=1
xi
wi,j
σi
hj . (185)
This means that the elements of x are conditionally independent of each other given h. The conditional
independence of the elements of h given x can be shown analogously.
Then we have
pθ(x | h) =
N∏
i=1
p
(i)
θ (xi | h) (186)
pθ(h | x) =
M∏
j=1
p
(j)
θ (hj | x), (187)
where
p
(i)
θ (xi | h) ∼ exp
(− E(i)θ (xi,h)) (188)
= exp
(
−
x2i − 2
(
bVi + σi
∑M
j=1 wi,j hj + (b
V
i )
2
)
2σ2i
)
(189)
∼ exp
(
−
(
xi −
(
bVi + σi
∑M
j=1 wi,j hj
))2
2σ2i
)
(190)
p
(j)
θ (hj | x) ∼ exp
((
bHj +
N∑
i=1
xi
wi,j
σi
)
hj
)
(191)
for xi ∈ R and hj ∈ {0, 1}. By taking into account the normalization for the total probability to
become 1, we obtain (182) and (183).
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One might wonder why the product σi wi,j appears in (182), and the quotient wi,j/σi appears in
(183). We can shed light on these expressions by studying natural parameters as in [64]. The natural
parameters of the normal distribution with mean µ and standard deviation σ are µ/σ2 and −1/(2σ2).
Hence, the natural parameters in (182) are
bVi
σ2i
+
M∑
j=1
wi,j
σi
hj and − 1
2σ2i
. (192)
Likewise, the natural parameter in (183) is
bHj +
N∑
i=1
xi
wi,j
σi
. (193)
Therefore, only the quotient wi,j/σi appears in natural parameters.
6.3.2 Spike and slab restricted Boltzmann machines
Courville et al. study a class of particularly structured higher-order Boltzmann machines with Gaussian
units, which they refer to as spike and slab RBMs [6, 7]. For example, the energy may be represented
as follows:
Eθ(x,h,S) =
N∑
i=1
λi
2
x2i +
M∑
j=1
K∑
k=1
αj,k
2
s2j,k −
N∑
j=1
bj hj −
N∑
i=1
M∑
j=1
K∑
k=1
wi,j,k xi hj sj,k, (194)
where x denotes real-valued visible values, h denotes binary hidden values (“spikes”), S denotes real-
valued “slabs,” and θ ≡ (λ,α,W,b) denotes the parameters. The term wi,j,k xi hj sj,k represents a
three way interactions.
Similar to Theorem 1, one can show that the elements of x are conditionally independent of each
other and have normal distributions given h and S:
p(xi | h,S) ∼ exp
(
− λi
2
(
xi − 1
λi
M∑
j=1
K∑
k=1
wi,j,k hj sj,k
)2)
(195)
for xi ∈ R. Likewise, the elements of S are conditionally independent of each other and have normal
distributions given x and h:
p(sj,k | x,h) ∼ exp
(
− αj,k
2
(
sj,k − 1
αi
N∑
i=1
wi,j,k xi hj
)2)
(196)
for sj,k ∈ R. Given x and S, the elements of h are conditionally independent of each other and have
Bernoulli distributions:
p(hj | x,S) ∼ exp
((
bj +
N∑
i=1
K∑
k=1
wi,j,k xi sj,k
)
hj
)
(197)
for hj ∈ {0, 1}.
It has been argued and experimentally confirmed that spike and slab RBMs can generate images
with sharper boundaries than those generated by models with binary hidden units [6, 7].
6.4 Using expected values to represent real values
Here, we discuss the approach of using expected values given by the probability distribution defined
by a Boltzmann machine. Because a unit of a Boltzmann machine takes a binary value, 0 or 1, the
expected value is in [0, 1]. With appropriate scaling, any closed interval can be mapped to [0, 1].
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6.4.1 Expected values in visible units
Recall, from Section 3, that a Boltzmann machine with parameter θ ≡ (b,W) defines a probability
distribution over binary values:
Pθ(x) =
exp (−Eθ(x))∑
x˜
exp (−Eθ(x˜))
, (198)
where
Eθ(x) ≡ −b>x− x>Wx (199)
for x ∈ {0, 1}N . The expected values can then be given as
Eθ[X] =
∑
x˜
xPθ(x), (200)
which take values in [0, 1]N .
A question is whether the values given by the expectation are suitable for a particular purpose. In
other words, how should we set θ so that the expectation gives suitable values for the purpose under
consideration?
Here, we discuss a particular learning rule of simply using the values in [0, 1]N in the learning rules
for binary values. In particular, a gradient ascent method for generative learning without hidden units
is given by (28) and (29). A stochastic gradient method with mini-batches is then given by
bi ← bi + η
(
1
K
K∑
k=1
Xi(ωk)− Eθ[Xi]
)
(201)
wi,j ← wi,j + η
(
1
K
K∑
k=1
Xi(ωk)Xj(ωk)− Eθ[XiXj ]
)
, (202)
where we take K samples, X(ω1), . . . ,X(ωK), at each step of the mini-batch stochastic gradient
method. As K → ∞, these learning rules converge to the gradient ascent method given by (28) and
(29). If the real values under consideration are actually expectation of some binary random variables,
we can justify a stochastic gradient method of updating bi based on a sampled real value Ri(ω)
according to
bi ← bi + η (Ri(ω)− Eθ[Xi]) . (203)
However, the corresponding update of wi,j cannot be justified, because Eθ[XiXj ] cannot be represented
solely by Eθ[Xi] and Eθ[Xj ] unless Xi and Xj are independent. If Xi and Xj are independent, we
should have wi,j = 0.
In general, the use of expected values can be justified only for the special case where the corre-
sponding random variables are conditionally independent of each other given input values. The simple
discriminative model in Figure 5 is an example of such a special case. In this case, one can apply a
stochastic gradient method of updating the parameters as follows:
bj ← bj + η (Rj(ω)− Eθ[Yj |X(ω)]) (204)
wi,j ← bi,j + η (Xi(ω)Rj(ω)−Xi(ω)Eθ[Yj |X(ω)]) (205)
for a sampled pair (Xi(ω), Rj(ω)), where Xi(ω) is an input binary value for i ∈ [1, Nin], and Rj(ω) is
an output real value in [0, 1] for j ∈ [1, Nout].
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Figure 6: A restricted Boltzmann machine
6.4.2 Expected values in hidden units
Expected values are more often used for hidden units [58, 59, 10, 44] than for visible units.
Consider a Boltzmann machine with visible units and hidden units, which have no connections
between visible units or between hidden units (namely, a restricted Boltzmann machine or RBM; see
Figure 6). Let bH be the bias associated with hidden units, bV be the bias associated with visible
units, and W be the weight between visible units and hidden units. Then, given the visible values x,
the hidden values h are conditionally independent of each other, and we can represent the conditional
expected value of the j-th hidden unit as follows:
mj(x) =
1
1 + exp
(− bj(x)) , (206)
where
bj(x) ≡ bHj + x>W:,j . (207)
Because the energy is a linear function of h, we can represent the expected energy, where the
expectation is with respect to the conditional distribution of the hidden values H given the visible
values x, using the conditional expected values of hidden units:
E[Eθ(x,H)] = −(bV)>x− x>Wm− (bH)>m (208)
= −(bV)>x− b(x)>m(x). (209)
Notice that the distribution of visible values is then given by
Pθ(x) =
1
1 + exp
(
− E[Eθ(x,H)]) . (210)
This expected energy may be compared against the corresponding free energy:
Fθ(x) = − log
∑
h˜
exp(−Eθ(x, h˜)), (211)
where
Eθ(x, h˜) = −(bV)>x− (bH)>h˜− x>Wh˜. (212)
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The free energy can be represented as follows:
Fθ(x) = − log exp
(
(bV)>x
)∑
h˜
exp
(
b(x)>h˜
)
(213)
= −(bV)>x− log
M∏
j=1
(
1 + exp(bj(x))
)
(214)
= −(bV)>x−
M∑
j=1
log
(
1 + exp(bj(x))
)
. (215)
Theorem 2.
Eθ[Eθ(x,H)] = Fθ(x)− Eθ[logPθ(H | x)], (216)
where −Eθ[logPθ(H | x)] is the entropy of the conditional distribution of hidden values H given visible
values x.
Proof. By Corollary 1, hidden values are conditionally independent of each other given visible values:
logPθ(H | x) =
M∑
j=1
logPθ(Hj | x). (217)
Then, using the notation in (206), we obtain
Eθ[logPθ(H | x)] =
M∑
j=1
(
mj(x) logmj(x) + (1−mj(x)) log(1−mj(x))
)
(218)
=
M∑
j=1
(
mj log
exp(bj(x))
1 + exp(bj(x))
+ (1−mj) log 1
1 + exp(bj(x))
)
(219)
= b(x)>m(x)−
M∑
j=1
log(1 + exp(bj(x))). (220)
The theorem now follows by adding (209) and (220), comparing it against (215).
Figure 7 compares expected energy and free energy. Specifically, the blue curve shows the value of
bHj + x
>W:,j
1 + exp
(− bHj − x>W:,j) , (221)
which appears in the expression of expected energy (209), and the green curve shows the value of
log
(
1 + exp(bHj + x
>W:,j)
)
, (222)
which appears in the expression of free energy (215). The difference between the two curves is largest
(log 2 ≈ 0.30) when bHj + x>W:,j = 0. The two curves are essentially indistinguishable when |bHj +
x>W:,j | is sufficiently large. This suggests that the Boltzmann machine with expected energy is
different from the corresponding Boltzmann machine (with free energy), but the two models have
some similarity.
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Figure 7: Comparison between expected energy (209) and free energy (215) associated with the j-th
hidden unit of a restricted Boltzmann machine.
7 Non-probabilistic energy-based models
So far, we have studied probabilistic models. A difficulty that we often face with probabilistic models
is in high computational complexity for evaluating the partition function, or the normalization for the
total probability to become 1. The probabilistic models that we have studied can be turned into (non-
probabilistic) energy-based models. Such energy-based models do not require normalization, which
is attractive from computational point of view. A difficulty in energy-based models is in designing
appropriate objective functions. In this section, we will study (non-probabilistic) energy-based models
through an example [42]. For more details, see a tutorial by LeCun [34].
7.1 Objective functions for energy-based models
In learning an energy-based model, one needs to carefully design an objective (loss) function [34, 35]
in a way that minimizing the objective function leads to desired results. We can then optimize the
parameters θ of the energy-based model by minimizing the objective function. The energy-based
model with the optimized parameters θ should give low energy to desirable values of the variables of
the energy-based model and high energy to other values.
Here, we consider energy-based models with input and output. Let Eθ(x, y) be the energy for a
pair of an input x and an output y. An energy-based model with parameter θ gives
y? = argmin
y
Eθ(x, y) (223)
as the output for input x. A desirable pair of input and output should give lower energy than unde-
sirable ones.
When we optimize an energy-based model, minimizing the energy of a given data is usually inap-
propriate. In particular, such an objective function may be unbounded. It may not distinguish two
patterns, one is good and the other is very good, as both of the two patterns have the minimum energy.
An objective function of an energy-based model should have a contrastive term, which naturally
appear in the objective function of a probabilistic model (i.e., the KL divergence or the log likelihood).
For example, recall from (4) that the average negative log likelihood of a set of patterns D with respect
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Figure 4: Architecture of the Minimum Energy Machine.
a maximum conditional likelihood estimation of Y and Z. This probabilistic interpretation assumes
that the integral in the denominator (the partition function) converges. It is easy to design such
an energy function for our case. However, a proper probabilistic formulation would require us to
use the negative log-likelihood of the training samples as our loss function for training. This will
require us to compute the derivative of the denominator with respect to the trainable parameters W .
This is unnecessary complication which can be alleviated by adopting the energy-based formulation.
Removing the necessity for normalization gives us complete freedom in the choice of the internal
architecture and parameterization of EW (Y,Z,X), as well as considerable flexibility in the choice of
the loss function for training.
Our energy function for a face EW (1,Z,X) is defined as the distance between the point produced
by the network GW (X) and the point with pose Z on the manifold F(Z):
EW (1,Z,X) = ‖GW (X)−F(Z)‖.
The energy function for a non-face EW (0,Z,X) is equal to a constant T that we can interpret as a
threshold (it is independent of Z and X). The complete energy function is:
EW (Y,Z,X) = Y‖GW (X)−F(Z)‖+(1−Y )T.
The architecture of the machine is depicted in Figure 4. Operating this machine (finding the output
label and pose with the smallest energy) comes down to first finding: Z = argminZ∈{Z}||GW (X)−F(Z)||,
and then comparing this minimum distance, ‖GW (X)−F(Z)‖, to the threshold T . If it’s smaller
than T , then X is classified as a face, otherwise X is classified as a non-face. This decision is
implemented in the architecture as a switch, that depends upon the binary variable Y .
For simplicity we fix T to be a constant. Although it is also possible to make T a function of
pose Z.
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Figure 8: An architecture of the energy (225): Figur 4 from [42], where W is used to denote parameters
θ.
to a Boltzmann machine is given by
− 1|D|
∑
x∈D
logPθ(x) =
1
|D|
∑
x∈D
Eθ(x)− log
∑
x˜
exp(−Eθ(x˜)). (224)
The second term of the right-hand side of (224) is a contrastive term. In particular, to minimize this
objective function, we should not only reduce the energy of the patterns in D but also increase the
energy of the patterns not in D. Recall also Figure 3. However, the contrastive term involves the
summation over exponentially many (2N ) patterns, and is the source of computational intractability.
In designing an objective function for an energy-based model, we want to design a contrastive term
that can be more efficiently evaluated. We will see an example in the following.
7.2 An example of face detection with pose estimation
Osadchy et al. study an energy-based approach for classifying images into “face” or “non-face” and
estimating the facial pose at the same time [42]. Let x be a vector representing an image, y be a
variable indicating “face” or “non-face,” and z be a vector representing a facial pose. They consider
an energy functio of he following form:
Eθ(y, z,x) = y ||Gθ(x)− F (z)||+ (1− y)T, (225)
where Gθ(·) is a convolutional neural network (CNN), having parameter θ, that maps an x into a lower
dimensional vector, F (·) is an arbitrarily defined function that maps a z on to a manifold embedded
in the low dimensional space of the output of the CNN, and T is a constant (see Figure 8).
An image x is classified as “face” (y = 1) if
min
z˜
Eθ(1, z˜,x) < min
z˜
Eθ(0, z˜,x), (226)
which is equivalent to
min
z˜
||Gθ(x)− F (z˜)|| < T. (227)
We want to learn the parameters θ from a given training dataset. A training dataset D consists
of two subsets. The first subset D1 includes facial images with their facial poses (z,x). The second
subset D2 includes non-facial images x.
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It would be computationally intractable to maximize the log-likelihood of the training dataset with
respect to the probability distribution that could be defined with the energy (225) through
Pθ(y, z,x) ∼ exp(−Eθ(y, z,x)). (228)
Osadchy et al. instead minimizes the following objective function [42]:
Lθ(D) = 1|D1|
∑
(z,x)∈D1
Eθ(1, z,x)
2 +
κ
D2|
∑
x∈D2
exp
(
−min
z˜
Eθ(1, z˜,x)
)
, (229)
where κ is a positive constant (hyper-parameter). The first term of the right-hand side of (229) is
the average squared energy of the “face” samples. Hence, minimizing the energy of “face” samples
leads to minimizing the objective function. The second (contrastive) term involves the energy of “non-
face” samples when they are classified as “face” (y = 1), where the face pose is set optimally so that
the energy is minimized. By minimizing the second term, one can expect to make the energy of those
“non-face” samples with the face label (y = 1) greater than the corresponding energy with the non-face
label (y = 0).
8 Conclusion
We have reviewed basic properties of Boltzmann machines with a particular focus on those that are
relevant for gradient-based approaches to learning their parameters. As it turns out that exact learning
is in general intractable, we have discussed general approaches to approximation as well as tractable
alternative, namely energy-based models.
This paper has covered limited perspectives of Boltzmann machines and energy-based models.
For example, we have only briefly discussed restricted Boltzmann machines (RBMs), which deserves
intensive review in its own. In fact, RBMs and deep Boltzmann machines [51] are the topics that are
covered in the second part of an IJCAI-17 tutorial2. This paper does not cover Boltzmann machines
for time-series, which are reviewed in a companion paper [43].
The use of energy is also restrictive in this paper and in line with the tutorial by LeCun [34]. Our
perspective on energy-based learning in the tutorial is, however, broader than what is suggested by
LeCun. We may use energy for other purposes. An example is the use of free energy [52, 17, 48]
or expected energy [10] to approximate the Q-function in reinforcement learning. This energy-based
reinforcement learning is the topic covered in the fourth part of the IJCAI-17 tutorial. A key aspect of
energy-based reinforcement learning is that the energy used to approximate the Q-function naturally
defines a probability distribution, which is used for exploration. Thus, energy-based models that allow
efficient sampling have the advantage in sampling the actions to explore in reinforcement learning.
There is recent work on the use of deep neural networks to approximate the Q-function in the framework
of energy-based reinforcement learning [15], where they use a separate sampling network for efficiency.
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