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FIXED POINT COMPOSITION AND TOEPLITZ-COMPOSITION
C*-ALGEBRAS
KATIE S. QUERTERMOUS
Abstract. Let ϕ be a linear-fractional, non-automorphism self-map of D that
fixes ζ ∈ T and satisfies ϕ′(ζ) 6= 1 and consider the composition operator Cϕ
acting on the Hardy space H2(D). We determine which linear-fractionally-
induced composition operators are contained in the unital C∗-algebra gener-
ated by Cϕ and the ideal K of compact operators. We apply these results to
show that C∗(Cϕ,K) and C∗(Fζ ), the unital C
∗-algebra generated by all com-
position operators induced by linear-fractional, non-automorphism self-maps
of D that fix ζ, are each isomorphic, modulo the ideal of compact operators,
to a unitization of a crossed product of C0([0, 1]). We compute the K-theory
of C∗(Cϕ,K) and calculate the essential spectra of a class of operators in this
C∗-algebra. We also obtain a full description of the structures, modulo the
ideal of compact operators, of the C∗-algebras generated by the unilateral shift
Tz and a single linear-fractionally-induced composition operator.
1. Introduction
For any analytic self-map ϕ of the unit disk D, one can define the composition
operator Cϕ : f 7→ f ◦ ϕ, which is a bounded operator on the Hardy space H
2(D).
In recent work, several authors have investigated unital C∗-algebras generated by
linear-fractionally-induced composition operators and either the unilateral shift Tz
on H2(D) or the ideal K of compact operators on H2(D) [15, 16, 22–24]. The key
goals of this line of research are to describe the structures of these C∗-algebras,
modulo the ideal of compact operators, and to use the structure results to determine
spectral information for algebraic combinations of composition operators. This
approach to studying composition operators is motivated, in part, by the well-
known results for the shift algebra C∗(Tz) that use a similar approach to determine
spectral properties of Toeplitz operators with continuous symbols [9, 10].
If ϕ is a linear-fractional map, then Cϕ is a compact operator on H
2(D) if and
only if ||ϕ||∞ := sup{|ϕ(z)| : z ∈ D} < 1. If ϕ is an automorphism of D, then, by
the work of Jury, C∗(Tz, Cϕ)/K is isomorphic to a crossed product C
∗-algebra of
the form C(T) ⋊α Z, if ϕ is of infinite order, or the form C(T) ⋊α Z/qZ, if ϕ is of
finite order q [16]. Here T denotes the unit circle, and the action α comes from the
map ϕ. Moreover, if G is a discrete, abelian group of automorphisms of D, then
C∗(Tz, {Cϕ : ϕ ∈ G})/K is isomorphic to a crossed product of C(T) by G [15].
If ||ϕ||∞ = 1 but ϕ is not an automorphism of D, then the structure of the unital
C∗-algebra generated by Cϕ and either Tz or K depends on the configuration of the
fixed points of ϕ. There are three possibilities [7, 29]:
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(1) ϕ fixes a point ζ ∈ T and has no other fixed points, i.e. ϕ is a parabolic
map.
(2) ϕ fixes a point ζ ∈ T and has an additional fixed point in C ∪ {∞}.
(3) ϕ has no fixed point in T. In this case, there exist distinct points ζ, η ∈ T
with ϕ(ζ) = η.
One can distinguish between the first two cases by the value of ϕ′(ζ). In both cases,
ϕ′(ζ) > 0, but ϕ is parabolic if and only if ϕ′(ζ) = 1. Kriete, MacCluer, and
Moorhouse have studied C∗-algebras related to non-automorphisms of the first and
third types. If ϕ is a parabolic, non-automorphism self-map of D, then K ⊂ C∗(Cϕ),
and C∗(Cϕ)/K is isomorphic to C([0, 1]) [24]. For a non-automorphism ϕ of the
third type, C∗(Tz , Cϕ)/K is isomorphic to a C
∗-subalgebra of C(T)⊕M2(C([0, 1]))
[22]. A related description for C∗(Tz, Cϕ1 , . . . , Cϕn)/K under certain conditions on
the boundary points ζ1, . . . , ζn and η1, . . . , ηn was obtained in [23]. We note that,
in general, the work on the non-automorphism cases has used different techniques
than those employed in the automorphism setting.
In this paper, we consider the second non-automorphism case. More specifi-
cally, we investigate the unital C∗-algebras C∗(Cϕ,K) and C
∗(Cϕ1 , . . . , Cϕn ,K),
where ϕ, ϕ1, . . . , ϕn are linear-fractional, non-automorphism self-maps of D that
fix ζ ∈ T and have a first derivative at ζ that is not equal to 1. We also study
the C∗-algebra C∗(Fζ), where Fζ is the collection of all composition operators in-
duced by linear-fractional, non-automorphism self-maps of D that fix the point ζ.
Our arguments make extensive use of known results about various types of linear-
fractionally-induced composition operators, including automorphism-induced com-
position operators. We include a collection of these results, along with basic facts
about crossed product C∗-algebras, in Section 2.
In Section 3, we determine which linear-fractionally-induced composition opera-
tors are contained in C∗(Cϕ,K). As a part of this work, we show that, for all ζ ∈ T,
C∗(Fζ) is equal to the unital C
∗-algebra generated by K and the collection of all
composition operators induced by linear-fractional, non-automorphism self maps of
D that fix ζ and are not parabolic.
We then apply these results in Section 4 to identify C∗(Fζ), C
∗(Cϕ,K), and
C∗(Cϕ1 , . . . , Cϕn ,K) as subalgebras of C
∗-algebras generated by composition oper-
ators induced by parabolic, non-automorphism self-maps of D and unitary operators
induced by automorphisms of D. We prove that these larger C∗-algebras are iso-
morphic, modulo the ideal of compact operators, to crossed products of C([0, 1])
by discrete groups. By studying the images of C∗(Fζ)/K and C
∗(Cϕ,K)/K un-
der these isomorphisms, we obtain our main structure results, which demonstrate
that these C∗-algebras are each isomorphic to a unitization of a crossed product of
C0([0, 1]) by an appropriate discrete group. Here, C0([0, 1]) denotes the collection
of all continuous functions on [0, 1] that vanish at 0. We also obtain a similar the-
orem for C∗(Cϕ1 , . . . , Cϕn ,K)/K under a reasonable assumption on the values of
ϕ′1(ζ), . . . , ϕ
′
n(ζ).
In Section 5, we use the crossed product structure of C∗(Cϕ,K)/K to determine
the K-theory of C∗(Cϕ,K) and show that the Fredholm index of every Fredholm
operator in C∗(Cϕ,K) is zero. We also calculate the essential spectra of operators
in this C∗-algebra having a specific form.
Finally, in Section 6, we determine the structure of C∗(Tz, Cϕ)/K, where ϕ is a
linear-fractional self-map of D that fixes a point ζ ∈ T. We combine these results
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with the work of Jury [16] and Kriete, MacCluer, and Moorhouse [22,24] to obtain
a full description of the structure of C∗(Tz, Cϕ)/K for any linear-fractional self-map
ϕ of D.
2. Preliminaries
2.1. Operators on H2(D) and Relations Between Them. The Hardy space
of the disk, H2(D), is the space of all analytic functions f on D whose power series
f(z) =
∑∞
n=0 anz
n satisfy
||f ||2H2(D) :=
∞∑
n=0
|an|
2 <∞.
All operators in this paper will act on H2(D). If A is a bounded linear operator
on H2(D), we will denote the coset of A in the Calkin algebra B(H2(D))/K by [A].
For more information on the Hardy space, see [11] and [14].
If the linear-fractional map ϕ(z) = (az + b)/(cz + d) takes the unit disk into
itself, then the Krein adjoint of ϕ, which is defined by
σ(z) = σϕ(z) =
az − c
−bz + d
,
is also a self-map of D. If ϕ is not an automorphism of D and ϕ(ζ) = η for some
ζ, η ∈ T, then σ(η) = ζ, |σ′(η)| = |ϕ′(ζ)|−1, and σ is not an automorphism of D.
Moreover, if ϕ is a linear-fractional, non-automorphism self-map of D that maps
ζ ∈ T to a point in T, then, by [22, Theorem 3.1], there exists a compact operator
K such that
C∗ϕ = |ϕ
′(ζ)|−1Cσ +K.(2.1)
Although our work in motivated by an interest in maps that are not parabolic,
we will make extensive use of parabolic-induced composition operators. Every
parabolic, linear-fractional self-map of D that fixes the point ζ ∈ T has the form
ρζ,a(z) =
(2 − a)z + aζ
−aζz + (2 + a)
for some a ∈ C with Re a ≥ 0. The map ρζ,a is an automorphism of D if and
only if Rea = 0. The number a is called the translation number of ρζ,a since
ρζ,a is conjugate to translation by a on Υ := {z ∈ C : Re z > 0} via the map
z 7→ (ζ + z)/(ζ − z). For ζ ∈ T, we let Pζ := {Cρζ,a : a ∈ Υ} denote the set of
all composition operators induced by parabolic, non-automorphism self-maps of D
that fix ζ. The structure of the unital C∗-algebra generated by Pζ , modulo the
ideal of compact operators, is described by the following theorem:
Theorem 2.1. [24, Theorem 3] Let ζ ∈ T. Then K ⊆ C∗(Pζ), and there is a
unique ∗-isomorphism Γζ : C([0, 1])→ C
∗(Pζ)/K such that Γζ(x
a) = [Cρζ,a ] for all
a ∈ Υ. Moreover, if ρ is any parabolic, non-automorphism self-map of D that fixes
ζ, then C∗(Cρ) = C
∗(Pζ).
The next theorem explains two important relationships between the parabolic,
non-automorphism self-maps of D and the linear-fractional self-maps ϕ of D that
satisfy ||ϕ||∞ = 1.
Theorem 2.2. [23, Proposition 1] Suppose ϕ is a linear-fractional self-map of D
that satisfies ϕ(ζ) = η for some ζ, η ∈ T, and let σ be its Krein adjoint.
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(1) If ϕ is not an automorphism of D, then there exist unique, positive numbers
b and c such that ρη,b(D) = ϕ(D) and ρζ,c(D) = σ(D). Moreover, ϕ ◦ σ =
ρη,2b and σ ◦ ϕ = ρζ,2c.
(2) If a ∈ Υ or a = 0, then
CϕCρη,a = Cρζ,|ϕ′(ζ)|aCϕ.
If ϕ is an analytic self-map of D, we denote by Uϕ the partial isometry that
appears in the polar decomposition of Cϕ. If ϕ is a linear-fractional map, then Uϕ
is a unitary operator.
For every function f ∈ H2(D), the radial limit f(eiθ) := limr→0 f(re
iθ) exists
almost everywhere on T, and one can view H2(D) as a subspace of L2(T). Let
P denote the orthogonal projection of L2(T) onto H2(D). If g ∈ L∞(T), the
Toeplitz operator Tg is defined on H
2(D) by Tgf = Pgf for all f ∈ H
2(D). It
is a well-known result that C∗(Tz) = C
∗({Tf : f ∈ C(T)}) and C
∗(Tz)/K is
isomorphic to C(T) [9, 10]. There exists a vast literature on Toeplitz operators
(see, for example, [6, 12, 13]), and we refer the reader to those sources for more
information.
We will use Toeplitz operators and unitary operators Uϕ induced by automor-
phisms to write the cosets of composition operators induced by non-automorphisms
in forms that reveal the underlying structures of the C∗-algebras under considera-
tion. The following two results will be especially important in our investigations.
Theorem 2.3. [22] Suppose ϕ is a linear-fractional, non-automorphism self-map
of D that satisfies ϕ(ζ) = ζ for some ζ ∈ T. If w ∈ C(T), then there exists compact
operators K1 and K2 such that
CϕTw = TwCϕ +K1 = w(ζ)Cϕ +K2.
Theorem 2.4. [8, 15] Suppose γ is an automorphism of D.
(1) There exists a compact operator K such that
Uγ = TwγCγ +K,
where wγ(z) =
√
1− |γ−1(0)|2/|1− γ−1(0)z| for all z ∈ T.
(2) If γ1 is also an automorphism of D, then there exists a compact operator
K ′ such that
UγUγ1 = Uγ1◦γ +K
′.
2.2. Crossed Product C*-algebras. We recall here the definition of a crossed
product C∗-algebra. We restrict our attention to the case of a discrete group G.
For the general case, we refer the reader to [31].
If A is a C∗-algebra, let Aut(A) be the group of all ∗-automorphisms of A. If a
map α : G → Aut(A), acting by s 7→ αs, is a group homomorphism, then we say
that α is an action of G on A, and the triple (A, G, α) is called a C∗-dynamical
system.
To build a crossed product from the C∗-dynamical system, we consider Cc(G,A),
the collection of all finitely-supported functions from G to A. Each function f in
Cc(G,A) can be written as f =
∑
s∈GAsχs, where As ∈ A for all s ∈ G, As = 0
for all but a finite number of values of s, and χs is the characteristic function of
{s}. Addition on Cc(G,A) is defined pointwise, and the product and involution are
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given by the formulas(∑
t∈G
Atχt
)(∑
s∈G
Bsχs
)
=
∑
s∈G
(∑
r∈G
Arαr(Br−1s)
)
χs
and (∑
t∈G
Atχt
)∗
=
∑
t∈G
αt (A
∗
t−1)χt.
Under these operations, Cc(G,A) is a ∗-algebra.
A covariant representation of (A, G, α) is a pair (π,W ) consisting of a represen-
tation π : A → B(H) and a unitary representation W : G → B(H), s 7→ Ws, that
satisfy
(2.2) π(αs(A)) = Wsπ(A)W
∗
s
for all s ∈ G and A ∈ A. Given a covariant representation (π,W ), the integrated
form π ⋊W of (π,W ), which is defined on Cc(G,A) by
(π ⋊W )
(∑
s∈G
Asχs
)
=
∑
s∈G
π(As)Ws,
is a representation of Cc(G,A) on H. The universal norm on Cc(G,A) is then
defined by
||f || := sup{||(π ⋊W )(f)|| : (π,W ) is a covariant representation of (A, G, α)}
for all f ∈ Cc(G,A). The completion of Cc(G,A) in the universal norm is the
crossed product C∗-algebra A⋊α G.
In this paper, we will consider C∗-algebras of the form C∗(A, {Ws : s ∈ G}),
where A is a unital C∗-subalgebra of B(H) for some Hilbert spaceH, G is a discrete,
amenable group, and s 7→Ws ∈ B(H) is a unitary representation of G on the same
Hilbert space that satisfies
(2.3) WsAW
∗
s = A
for all s ∈ G. Given such a C∗-algebra, we can obtain a C∗-dynamical system
(A, G, Wˆ ) by defining the action Wˆ of G on A by
(2.4) Wˆs(A) = WsAW
∗
s
for all s ∈ G and A ∈ A. While the existence of a ∗-homomorphism from A⋊Wˆ G
onto C∗(A, {Ws : s ∈ G}) is guaranteed (see, for example, [26, Theorem 7.6.6]),
the two C∗-algebras need not be isomorphic. Several authors have determined
conditions under which an isomorphism exists [1, 17, 18]. Although the approaches
of these authors differ slightly for noncommutative C∗-algebras, they coincide in
the commutative case. In the following, we restrict our attention to the setting of
a commutative C∗-algebra A.
Let M(A) be the collection of all non-trivial multiplicative linear functionals on
A. The group G is said to act topologically freely on A by the automorphisms Wˆs
if, for every finite set G0 ⊂ G and every nonempty, open set V ⊂ M(A), there
exists π ∈ V such that π ◦ Wˆs−1 6= π for all s ∈ G0 \ {e}, where e is the identity
element of G. We are using the weak-∗ topology on M(A), but it is possible to use
a weaker topology in this definition.
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We can now state the following theorem that is the commutative version of
Theorem 1 in [17] and Corollary 12.16 in [1].
Theorem 2.5. Let A be a commutative, unital C ∗-algebra in B(H). Let G be
a discrete, amenable group with a unitary representation s 7→ Ws ∈ B(H) that
satisfies (2.3). Define the action Wˆ of G on A by (2.4).
If G acts topologically freely on A via the automorphisms Wˆs, then C
∗(A, {Ws :
s ∈ G}) is isometrically ∗-isomorphic to A⋊Wˆ G. The isomorphism Λ : A⋊Wˆ G→
C∗(A, {Ws : s ∈ G}) is defined on Cc(G,A) by
(2.5) Λ
(∑
s∈G
Asχs
)
=
∑
s∈G
AsWs.
If A and G satisfy the conditions above and A is a separable C∗-algebra, then
the invertibility of operators in C∗(A, {Wg : g ∈ G}) is often investigated using a
method called the trajectorial approach. For each multiplicative linear functional
π ∈M(A), define a representation τπ of C
∗(A, {Ws : s ∈ G}) on ℓ
2(G) by
(2.6) (τπ(A)h)(s) = π(Wˆs(A))h(s) (τπ(Ws0)h)(s) = h(ss0).
The invertibility of B ∈ C∗(A, {Ws : s ∈ G}) is then determined by the invertibility
of its images under these representations in the following way:
Theorem 2.6. [1, Theorem 21.2] Let A, G, and Wˆ be defined as in Theorem
2.5 and suppose that A is separable and G acts topologically freely on A via the
automorphisms Wˆs. Then an element B ∈ C
∗(A, {Ws : s ∈ G}) is invertible if and
only if τπ(B) is an invertible operator on ℓ
2(G) for all π ∈M(A).
3. Linear-fractionally-induced Composition Operators in C∗(Cϕ,K)
To begin our investigation of the unital C∗-algebras generated by the compact op-
erators and composition operators induced by linear-fractional, non-automorphism
self-maps ϕ of D that fix a point ζ ∈ T, we determine which linear-fractionally-
induced composition operators are contained in C∗(Cϕ,K). Our arguments utilize
two known lower bounds on the essential norm of a linear combination of compo-
sition operators on H2(D).
If ϕ is an analytic self-map of D, we set J(ϕ) := {α ∈ T : |ϕ(α)| = 1} and define
F (ϕ) to be the set of all points α ∈ T at which ϕ has a finite angular derivative. If
ϕ is a linear-fractional map, then F (ϕ) = J(ϕ), and the finite angular derivative of
ϕ at α ∈ F (ϕ) is simply ϕ′(α). Using this notation, we recall the following bounds.
The first bound is a version of a result of Berkson [3] and Shapiro and Sundberg [30]
that appears in [11] as Exercise 9.3.2. The second bound is Theorem 5.2 in [21].
Theorem 3.1. Let ϕ1, . . . , ϕn be distinct analytic self-maps of D and c1, . . ., cn ∈
C. Then
(3.1) ||c1Cϕ1 + . . .+ cnCϕn ||
2
e ≥
1
2π
n∑
j=1
|cj |
2|J(ϕj)|,
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where |J(ϕj)| denotes the Lebesgue measure of J(ϕj). In addition,
(3.2) ||c1Cϕ1 + . . .+ cnCϕn ||
2
e ≥
∑
(d0,d1)∈D1(ζ)
∣∣∣∣∣∣∣∣∣
∑
ζ∈F (ϕj)
(ϕj(ζ),ϕ
′
j(ζ))=(d0,d1)
cj
∣∣∣∣∣∣∣∣∣
2
1
|d1|
,
for all ζ ∈ T, where D1(ζ) := {(ϕj(ζ), ϕ
′
j(ζ)) : 1 ≤ j ≤ n, ζ ∈ F (ϕj)}.
We now apply these bounds to determine the form of all composition operators
contained in C∗(Cϕ,K). The following lemma, and its proof, are modeled after
Theorem 2 in [24].
Lemma 3.2. Let ϕ be a linear-fractional, non-automorphism self-map of D with
ϕ(ζ) = ζ for some ζ ∈ T. Suppose ψ : D → D is analytic, Cψ ∈ C
∗(Cϕ,K), and
F (ψ) is non-empty. Then either ψ(z) = z for all z ∈ D or F (ψ) = {ζ}, ψ(ζ) = ζ,
and ψ′(ζ) = (ϕ′(ζ))
n
for some n ∈ Z.
Proof. Let Lϕ be the collection of all maps ℓ that can be formed by composing
copies of ϕ and σϕ. All maps ℓ ∈ Lϕ are non-automorphism self-maps of D that
satisfy ℓ(ζ) = ζ, J(ℓ) = F (ℓ) = {ζ}, and ℓ′(ζ) = ϕ′(ζ)n for some n ∈ Z. By (2.1),
Cℓ ∈ C
∗(Cϕ,K) for all ℓ ∈ Lϕ, and every word in Cϕ and C
∗
ϕ can be written as the
sum of a compact operator and a constant multiple of a composition operator of
this form.
Suppose ψ is not the identity map and ψ /∈ Lϕ. Let ε > 0 be given. Since
Cψ ∈ C
∗(Cϕ,K), we can find a constant cε ∈ C and a linear combination Aε of
composition operators induced by maps from Lϕ such that
||Cψ −Aε − cεCz ||e < ε.
Here, Cz denotes the composition operator induced by the identity map on C, which
is the identity operator on H2(D). Then, by (3.1),
ε2 > ||Cψ −Aε − cεCz||
2
e ≥
|J(ψ)|
2π
+ |cε|
2.
Thus, |cε| < ε, and |J(ψ)| = 0 since ε was arbitrary. Hence
(3.3) ||Cψ −Aε||e ≤ ||Cψ −Aε − cεCz||e + ||cεCz ||e < 2ε.
Suppose λ ∈ F (ψ) with λ 6= ζ. Then, for all ε > 0,
||Cψ −Aε||
2
e ≥ |ψ
′(λ)|−1
by (3.2), which contradicts (3.3) for sufficiently small ε. Since F (ψ) is assumed to
be non-empty, F (ψ) = {ζ}.
Similarly, if ψ′(ζ) 6= ϕ′(ζ)n for all n ∈ Z or ψ(ζ) 6= ϕ(ζ), then, for all ε > 0,
(3.4) ||Cψ −Aε||
2
e ≥ |ψ
′(ζ)|−1
by (3.2) since (ψ(ζ), ψ′(ζ)) 6= (ℓ(ζ), ℓ′(ζ)) for all ℓ ∈ Lϕ. For sufficiently small ε,
(3.4) contradicts (3.3), which proves that ψ(ζ) = ϕ(ζ) and ψ′(ζ) = ϕ′(ζ)n for some
n ∈ Z. 
We now restrict our attention to composition operators Cψ that are induced
by linear-fractional maps. We first consider the parabolic-induced composition
operators.
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Lemma 3.3. If ϕ is a linear-fractional, non-automorphism self-map of D with
ϕ(ζ) = ζ for some ζ ∈ T, then C∗(Pζ) ⊆ C
∗(Cϕ,K).
Proof. As noted in Theorem 2.2, σ◦ρ is a parabolic, non-automorphism self-map of
D. By (2.1), there exists a compact operatorK such that CϕC
∗
ϕ = (ϕ
′(ζ))−1CϕCσ+
K. Hence Cσ◦ϕ ∈ C
∗(Cϕ,K), and thus C
∗(Pζ) ⊂ C
∗(Cϕ,K) by Theorem 2.1. 
Note that this lemma implies that, for all ζ ∈ T, C∗(Fζ) equals C
∗((Fζ \Pζ),K),
the unital C∗-algebra generated by K and the collection of all composition operators
induced by linear-fractional, non-automorphism self-maps ϕ of D that fix ζ and have
ϕ′(ζ) 6= 1.
We now fully characterize the non-compact, linear-fractionally-induced compo-
sition operators that are contained in C∗(Cϕ,K). The proof follows the outline of
the discussion preceding Theorem 7 in [24].
Theorem 3.4. Let ϕ be a linear-fractional, non-automorphism self-map of D that
fixes a point ζ ∈ T, and suppose ψ is a linear-fractional self-map of D that satisfies
||ψ||∞ = 1 and Cψ 6= I. Then Cψ ∈ C
∗(Cϕ,K) if and only if ψ(ζ) = ζ, ψ
′(ζ) =
(ϕ′(ζ))
n
for some n ∈ Z, and ψ is not an automorphism of D.
Proof. The forward direction is an immediate corollary of Lemma 3.2. For the
reverse direction, suppose ψ is a linear-fractional, non-automorphism self-map of
D that fixes ζ and satisfies ψ′(ζ) = ϕ′(ζ)n for some n ∈ Z. If n = 0, then Cψ ∈
C∗(Cϕ,K) by Lemma 3.3.
If n ∈ N, consider the map ϕn, the nth iterate of ϕ. If ψ(D) ( ϕn(D), then we
define ρ := ψ◦ϕ−1n , which is a parabolic, non-automorphism self-map of D that fixes
ζ. Thus, there exists a ∈ C with Re a > 0 such that ρ = ρζ,a. Then ψ = ρζ,a ◦ ϕn,
and Cψ = C
n
ϕCρζ,a ∈ C
∗(Cϕ,K). If ϕn(D) ⊆ ψ(D), define ρ := ϕn ◦ ψ
−1. The map
ρ is again a parabolic self-map of D, but, in this case, it can be an automorphism.
Thus, ρ = ρζ,aˆ for some aˆ ∈ C with Re aˆ ≥ 0, and ψ = ρ
−1
ζ,aˆ ◦ ϕn = ρζ,−aˆ ◦ ϕn.
Since ψ is a non-automorphism self-map of D, Re aˆ < bn, where bn is the unique
positive number satisfying ρζ,bn(D) = ϕn(D). The existence of bn is guaranteed by
Theorem 2.2. Thus, regardless of the relationship between ψ(D) and ϕn(D), we can
write ψ = ρζ,c ◦ ϕn for some c ∈ C with Re c > −bn.
If Re a > 0, then, by applying (2.1), Theorem 2.2, and the properties of ∗-
homomorphisms, we obtain that
[(C∗ϕnCϕn)
a] = [C∗ϕnCϕn ]
a = (1/(ϕ′(ζ))n)
a
[Cρζ,2bn ]
a = (1/(ϕ′(ζ))na)[Cρζ,2bna ].
By using the polar decomposition of Cϕn and relabeling 2bna as c, we find that, for
Re c > 0,
[
Cρζ,c◦ϕn
]
=
[
CϕnCρζ,c
]
=
[
Uϕn(C
∗
ϕnCϕn)
1/2Cρζ,c
]
=
[
(ϕ′(ζ))nc/(2bn)Uϕn(C
∗
ϕnCϕn)
1/2+c/(2bn)
]
.(3.5)
By the discussion in [22, Section 4.2], (ϕ′(ζ))nc/(2bn)Uϕn(C
∗
ϕnCϕn)
1/2+c/(2bn) ∈
C∗(Cϕn ,K) for all c ∈ C with Re c > −bn. Applying the arguments used in [24],
one can easily show that
[
(ϕ′(ζ))nc/(2bn)Uϕn(C
∗
ϕnCϕn)
1/2+c/(2bn)
]
and [Cρζ,c◦ϕn ]
are both holomorphic functions of c on {c ∈ C : Re c > −bn}. Thus, (3.5) holds for
all c ∈ C with Re c > −bn, which proves that Cψ ∈ C
∗(Cϕ,K).
The proof for n < 0 is similar with σ taking the place of ϕ in the arguments. 
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4. The Structures of C∗(Fζ), C
∗(Cϕ,K), and C
∗(Cϕ1 , . . . , Cϕn ,K) Modulo
the Ideal of Compact Operators
For ζ ∈ T and t > 0, we define the automorphism Ψζ,t of D by
(4.1) Ψζ,t(z) =
(t+ 1)z + (1− t)ζ
(1 − t)ζz + (1 + t)
.
Note that Ψζ,t(ζ) = ζ, Ψ
′
ζ,t(ζ) = t, Ψ
′′
ζ,t(ζ) = (t
2−t)ζ, and Ψ−1ζ,t (0) = ζ(t−1)/(t+1).
Straightforward calculations show that, for all ζ ∈ T and t1, t2 > 0,
(4.2) Ψζ,t1 ◦Ψζ,t2 = Ψζ,t1t2 ,
so {Ψζ,t : t > 0} is an abelian group of automorphisms. The relationship between
the composition operators induced by these automorphisms and the composition
operators in Fζ is described by the following lemma and its proof.
Lemma 4.1. Let ζ ∈ T. Then Fζ = {Cρζ,aCΨζ,t : a ∈ Υ, t > 0}.
Proof. If a ∈ Υ and t > 0, then Ψζ,t ◦ ρζ,a is a linear-fractional, non-automorphism
self-map of D that fixes ζ. Thus, Cρζ,aCΨζ,t ∈ Fζ for all a ∈ Υ and t > 0. Note
that (Ψζ,t ◦ ρζ,a)
′(ζ) = t.
If ϕ is a linear-fractional, non-automorphism self-map of D that fixes ζ, then
ϕ′(ζ) > 0 and aϕ := (ϕ
′′(ζ)ζ − ϕ′(ζ)2 + ϕ′(ζ))/ϕ′(ζ) has positive real part. This
statement is clear for affine maps. For non-affine maps, it follows from the fact
that every non-affine, linear-fractional self-map of D that fixes ζ and is not an
automorphism of D has the form
ϕ(z) =
(1 + ϕ′(ζ) + ϕ′(ζ)d)z + (d− ϕ′(ζ) − ϕ′(ζ)d)ζ
ζz + d
for some d ∈ C with Re [(d− 1)/(d+ 1)] > ϕ′(ζ) [2]. It is easy to show that
ϕ and Ψζ,ϕ′(ζ) ◦ ρζ,aϕ have the same first and second derivatives at ζ. Since a
linear-fractional map ψ is fully determined by the values of ψ(z0), ψ
′(z0), and
ψ′′(z0) for any z0 ∈ C with ψ(z0) 6= ∞, we obtain that ϕ = Ψζ,ϕ′(ζ) ◦ ρζ,aϕ and
Cϕ ∈ {Cρζ,aCΨζ,ϕ′(ζ)n : a ∈ Υ, n ∈ Z} ⊆ {Cρζ,aCΨζ,t : a ∈ Υ, t > 0}. 
If a ∈ Υ and t > 0, then, by Theorems 2.3 and 2.4, there exist compact operators
K1 and K2 such that
Cρζ,aCΨζ,t = Cρζ,aT |(t+1)−ζ(t−1)z|
2
√
t
UΨζ,t +K1 = t
−1/2Cρζ,aUΨζ,t +K2.(4.3)
Thus, for all ζ ∈ T,
C∗ (Fζ) = C
∗
({
Cρζ,aUΨζ,t : a ∈ Υ, t > 0
})
.(4.4)
If ϕ is a linear-fractional, non-automorphism self-map of D that fixes ζ ∈ T, then
by Theorem 3.4 and the proof of Lemma 4.1,
C∗ (Cϕ,K) = C
∗
({
Cρζ,aUΨζ,ϕ′(ζ)n : a ∈ Υ, n ∈ Z
})
.(4.5)
Similarly, if n ∈ N and ϕ1, . . . , ϕn are linear-fractional, non-automorphism self-
maps of D that fix a given point ζ ∈ T, then
C∗(Cϕ1 , . . . , Cϕn ,K)(4.6)
= C∗
({
Cρζ,aUΨζ,ϕ′
1
(ζ)m1 ...ϕ′n(ζ)mn
: a ∈ Υ, (m1, . . . ,mn) ∈ Z
n
})
.
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The C∗-algebras on the right-hand sides of (4.4), (4.5), and (4.6) are subalgebras
of C∗-algebras of the form C∗(Pζ , {Uγ : γ ∈ G}), where G is an abelian group of
automorphisms of D that fix the point ζ. In (4.4), G = {Ψζ,t : t > 0}, which is
isomorphic to R+, the multiplicative group of positive real numbers. In the setting
of (4.5), G = {Ψζ,ϕ′(ζ)n : n ∈ Z}, which is isomorphic to Z if ϕ
′(ζ) 6= 1. For (4.6),
G = {Ψζ,ϕ′1(ζ)m1 ...ϕ′n(ζ)mn : (m1, . . . ,mn) ∈ Z
n}. This group is isomorphic to Zn if
ln(ϕ′1(ζ)), . . . , ln(ϕ
′
n(ζ)) are linearly independent over Z.
4.1. The Structure of C∗(Pζ , {Uγ : γ ∈ G})/K. Motivated by the preceding
discussion, we will determine the structure, modulo the ideal of compact operators,
of the unital C∗-algebra generated by Pζ and {Uγ : γ ∈ G}, where G is an abelian
group of automorphisms of D that satisfy γ(ζ) = ζ for a given ζ ∈ T. We will
show that this C∗-algebra satisfies the hypotheses of Theorem 2.5 and is therefore
a crossed product C∗-algebra. The strategy employed in our arguments is similar to
the one used by Jury in his investigation of the structure of C∗(Tz, {Uγ : γ ∈ G})
[15]. The main difference is that the unit circle is replaced by the closed unit
interval. The automorphisms in G are not, in general, self-maps of the unit interval,
so G does not act on C([0, 1]) via composition. Hence the action of G that appears
in the crossed product is more complicated in this setting.
In the following, id denotes the identity map on C, and Gd is the group G with
the discrete topology.
Theorem 4.2. Let ζ ∈ T, and let G be a collection of automorphisms of D that fix
ζ. Suppose that G is an abelian group under composition and that γ′(ζ) 6= 1 for all
γ ∈ G \ {id}. Define the action β : Gd → Aut(C([0, 1])) by βγ(f)(x) := f
(
xγ
′(ζ)
)
for all γ ∈ G, f ∈ C([0, 1]), and x ∈ [0, 1]. Then there exists a ∗-homomorphism
ω : C∗(Pζ , {Uγ : γ ∈ G})→ C([0, 1])⋊β Gd such that
0→ K →֒ C∗(Pζ , {Uγ : γ ∈ G})
ω
→ C([0, 1])⋊β Gd → 0
is a short exact sequence.
Proof. We first note that C∗(Pζ , {Uγ : γ ∈ G})/K is the C
∗-algebra generated by
C∗(Pζ)/K and {[Uγ ] : γ ∈ Gd}. The map γ 7→ [Uγ ] is a group homomorphism of
Gd onto a group of unitary elements by Theorem 2.4 and the assumption that Gd
is abelian. We want to apply Theorem 2.5 to this C∗-algebra, so we need to show
that
(4.7) [Uγ ] (C
∗(Pζ)/K) [U
∗
γ ] = C
∗(Pζ)/K
for all γ ∈ Gd.
For each γ ∈ Gd, the map βγ is a ∗-automorphism of C([0, 1]) since γ
′(ζ) > 0.
It is straightforward to verify that β is an action of Gd on C([0, 1]). Let Γζ :
C([0, 1])→ C∗(Pζ)/K be the ∗-isomorphism from Theorem 2.1. We want to show
that
[Uγ ]Γζ(f)[U
∗
γ ] = Γζ(βγ(f))(4.8)
for all γ ∈ Gd and f ∈ C([0, 1]). Since βγ is a ∗-automorphism of C([0, 1]) and Γζ
is a ∗-isomorphism, this will prove that (4.7) holds for all γ ∈ Gd. Moreover, (4.8)
implies that, if we define the action Wˆ of Gd on C
∗(Pζ)/K by Wˆγ(A) = [Uγ ]A[U
∗
γ ]
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for all γ ∈ Gd and A ∈ C
∗(Pζ)/K, then
Wˆγ ◦ Γζ = Γζ ◦ βγ(4.9)
for all γ ∈ Gd.
We begin by considering functions of the form xa for a ∈ Υ∪{0}. For all γ ∈ Gd,
[Uγ ]Γζ (x
a) [U∗γ ] =
[
UγCρζ,aU
∗
γ
]
=
[
TwγCγCρζ,aU
∗
γ
]
=
[
TwγCρζ,γ′(ζ)aCγU
∗
γ
]
=
[
Cρζ,γ′(ζ)aTwγCγU
∗
γ
]
= Γζ
(
xaγ
′(ζ)
)
[UγU
∗
γ ] = Γζ
(
βGγ (x
a)
)
.
The second and fifth equalities follow from Theorem 2.4. The third equality is by
Theorem 2.2, and the fourth equality is a consequence of Theorem 2.3. Extending
by linearity, we see that (4.8) holds for all γ ∈ Gd and a dense collection of functions
f in C([0, 1]). Therefore, the relationship is true for all f ∈ C([0, 1]).
Every non-trivial multiplicative linear functional on C∗(Pζ)/K has the form evx◦
Γ−1ζ for some x ∈ [0, 1], where evx denotes the linear functional on C([0, 1]) of
evaluation at x. If γ ∈ Gd and x ∈ [0, 1], then, by (4.9),
(evx ◦ Γ
−1
ζ ) ◦ Wˆγ−1 = evx ◦ βγ−1 ◦ Γ
−1
ζ = evx(γ′(ζ))−1 ◦ Γ
−1
ζ .
If x ∈ (0, 1) and γ ∈ Gd \ {id}, then x
γ′(ζ)−1 6= x and (evx ◦ Γ
−1
ζ ) ◦ Wˆγ−1 6=
evx ◦ Γ
−1
ζ since γ
′(ζ) 6= 1. Thus, Gd acts topologically freely on C
∗(Pζ)/K by
the automorphisms Wˆγ . Hence, by Theorem 2.5, C
∗(C∗(Pζ)/K, {[Uγ ] : γ ∈ Gd})
is isometrically ∗-isomorphic to C∗(Pζ)/K ⋊Wˆ Gd. Since Γζ is a ∗-isomorphism
between C([0, 1]) and C∗(Pζ)/K and Γζ , Wˆ , and β satisfy (4.9), C
∗(Pζ)/K⋊Wˆ Gd
is isometrically ∗-isomorphic to C([0, 1])⋊β Gd by Lemma 2.65 in [31]. 
If γ is an automorphism of D that fixes ζ ∈ T, let γn denote the nth iterate of
γ if n > 0, the |n|th iterate of γ−1 if n < 0, and the identity map if n = 0. Then
C∗(Pζ , Uγ)/K = C
∗(Pζ , {Uγn : n ∈ Z})/K and γ
′
n(ζ) = (γ
′(ζ))n for all n ∈ Z. Thus,
the following corollary is an immediate consequence of the preceding theorem.
Corollary 4.3. Suppose γ is an automorphism of D that fixes a point ζ ∈ T and
satisfies γ′(ζ) 6= 1. Define the action βγ : Z → Aut(C([0, 1])) by βγn(f)(x) :=
f
(
xγ
′(ζ)n
)
for all n ∈ Z, f ∈ C([0, 1]), and x ∈ [0, 1]. Then there exists a ∗-
homomorphism ωγ : C∗(Pζ , Uγ)→ C([0, 1])⋊βγ Z such that
0→ K →֒ C∗(Pζ , Uγ)
ωγ
→ C([0, 1])⋊βγ Z→ 0
is a short exact sequence.
We now consider C∗-subalgebras of C∗(Pζ , {Uγ : γ ∈ G}) of the form described
in (4.4)–(4.6).
Theorem 4.4. Let ζ ∈ T, and let G be a collection of automorphisms of D that
fix ζ. Suppose G is an abelian group under composition and that γ′(ζ) 6= 1 for all
γ ∈ G \ {id}. Then the C ∗-algebra C∗({[Cρζ,aUγ ] : a ∈ Υ, γ ∈ G}) is isometrically
∗-isomorphic to the unitization of C0([0, 1]) ⋊β Gd, where the action β : Gd →
Aut(C0([0, 1])) is defined by βγ(f)(x) := f
(
xγ
′(ζ)
)
for all γ ∈ Gd, f ∈ C0([0, 1]),
and x ∈ [0, 1].
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Proof. The action β from Theorem 4.2 satisfies βγ(C0([0, 1])) = C0([0, 1]) for all
γ ∈ G. Since C0([0, 1]) is an ideal in C([0, 1]), each βγ restricts to an automorphism
of C0([0, 1]), which is again called βγ , and β is an action on C0([0, 1]).
Let NG := {Γζ(f)[Uγ ] : f ∈ C0([0, 1]), γ ∈ G}. For all a ∈ Υ and γ ∈ G,
Γζ(x
a)[Uγ ] = [Cρζ,aUγ ] ∈ C
∗({[Cρζ,aUγ ] : a ∈ Υ, γ ∈ G}). Since finite linear
combinations of the functions {xa : a ∈ Υ} are dense in C0([0, 1]), C
∗(NG) =
C∗({[Cρζ,aUγ ] : a ∈ Υ, γ ∈ G}).
We want to show that the set NG is closed under adjoints and products. Suppose
f1, f2 ∈ C0([0, 1]) and γ1, γ2 ∈ G. Then, by (4.8) and Theorem 2.4,
(Γζ(f1) [Uγ1 ])
∗
=
[
Uγ−11
]
Γζ
(
f1
)
= Γζ
(
βγ−11
(
f1
)) [
Uγ−11
]
∈ NG
and
Γζ(f1) [Uγ1 ] Γζ(f2) [Uγ2 ] = Γζ(f1)Γζ (βγ1(f2)) [Uγ1 ] [Uγ2 ]
= Γζ (f1βγ1(f2)) [Uγ2◦γ1 ] ∈ NG.
Thus, if we define N ′G to be the set of all finite linear combinations of cosets in NG,
then N ′G is a ∗-subalgebra of C
∗(Pγ , {Uγ : γ ∈ G})/K, and C[I] +N
′
G is dense in
C∗(NG).
Let Λ be the ∗-isomorphism from C([0, 1])⋊β Gd onto C
∗(Pγ , {Uγ : γ ∈ G})/K
of form (2.5) that was obtained in the proof of Theorem 4.2. For c ∈ C and∑
γ∈G0
Γζ(fγ)[Uγ ] ∈ N
′
G,
(Λ)
−1

c[I] + ∑
γ∈G0
Γζ(fγ)[Uγ ]

 = cχid + ∑
γ∈G0
fγχγ .
Thus, (Λ)−1 maps C[I] + N ′G onto Cχid + Cc(Gd, C0([0, 1])). Hence C
∗(NG) is
isomorphic to the closure of Cχid + Cc(Gd, C0([0, 1])) in C([0, 1])⋊β Gd.
By [31, Lemma 3.17], the closure of Cc(Gd, C0([0, 1])) in C([0, 1]) ⋊β Gd is ∗-
isomorphic to C0([0, 1])⋊β Gd, which is a non-unital C
∗-algebra since C0([0, 1]) is
non-unital (see [5, II.10.3.9]). Therefore, the closure of Cχid +Cc(Gd, C0([0, 1])) is
isometrically ∗-isomorphic to the unitization of C0([0, 1])⋊β Gd. 
4.2. Structure Results for C∗(Fζ), C
∗(Cϕ,K), and C
∗(Cϕ1 , . . . , Cϕn ,K). We
now apply Theorem 4.4 to determine the structures of C∗(Fζ), C
∗(Cϕ,K), and
C∗(Cϕ1 , . . . , Cϕn ,K), modulo the ideal of compact operators, for all ζ ∈ T and
Cϕ, Cϕ1 , . . . , Cϕn ∈ Fζ . The following results are immediate consequences of The-
orem 4.4 and the discussion preceding Theorem 4.2.
Theorem 4.5. Let ζ ∈ T. Define the action β : R+d → Aut(C0([0, 1])) by
βt(f)(x) := f (x
t) for all f ∈ C0([0, 1]), t ∈ R
+
d , and x ∈ [0, 1]. Then the C
∗-algebra
C∗(Fζ)/K is isometrically ∗-isomorphic to the unitization of C0([0, 1])⋊β R
+
d .
Theorem 4.6. Let ζ ∈ T, and suppose ϕ is a linear-fractional, non-automorphism
self-map of D that satisfies ϕ(ζ) = ζ and ϕ′(ζ) 6= 1. Define the action βϕ : Z →
Aut(C0([0, 1])) by β
ϕ
n (f)(x) := f
(
xϕ
′(ζ)n
)
for all f ∈ C0([0, 1]), n ∈ Z, and
x ∈ [0, 1]. Then the C ∗-algebra C∗(Cϕ,K)/K is isometrically ∗-isomorphic to the
unitization of C0([0, 1])⋊βϕ Z.
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Theorem 4.7. Let ζ ∈ T and n ∈ N. Suppose ϕ1, . . . , ϕn are linear-fractional, non-
automorphism self-maps of D that fix ζ. Define the action β′ : Zn → Aut(C0([0, 1]))
by β′(m1,...,mn)(f)(x) := f
(
xϕ
′
1(ζ)
m1 ...ϕ′n(ζ)
mn
)
for all f ∈ C0([0, 1]), (m1, . . . ,mn) ∈
Zn, and x ∈ [0, 1]. If ln(ϕ′1(ζ)), . . . , ln(ϕ
′
n(ζ)) are linearly independent over Z,
then the C ∗-algebra C∗(Cϕ1 , . . . , Cϕn ,K)/K is isometrically ∗-isomorphic to the
unitization of C0([0, 1])⋊β′ Z
n.
Although Theorem 4.6 is a special case of Theorem 4.7, we list it separately due
to the importance of the single operator case.
5. K-theory and Spectral Results
In this section, we determine the K-theory of C∗(Cϕ,K) and investigate the
essential spectra of operators in this C∗-algebra. These two parts are connected
because the K-theory results determine the possible values of the Fredholm index
for Fredholm operators in C∗(Cϕ,K).
5.1. K-theory. To compute the K-groups of C∗(Cϕ,K), we apply two cyclic, six-
term exact sequences: the standard six-term exact sequence of K-groups that corre-
sponds to any given short exact sequence of C∗-algebras (see, for example, [28, The-
orem 12.1.2]) and the Pimsner-Voiculescu exact sequence for crossed products by
Z [27]. For more information about K-theory, we direct the reader to [4, 28].
Theorem 5.1. Let ζ ∈ T, and let ϕ be a linear-fractional, non-automorphism self-
map of D that satisfies ϕ(ζ) = ζ and ϕ′(ζ) 6= 1. Then K0(C
∗(Cϕ,K)) ∼= Z⊕ Z and
K1(C
∗(Cϕ,K)) ∼= 0. Moreover, K0(C
∗(Cϕ,K)) is generated by [I]0 and [F ]0, where
F is an arbitrary one-dimensional projection in K.
Proof. Let βϕ : Z → Aut(C0([0, 1])) be the action defined in Theorem 4.6. Since
K0(C0([0, 1])) ∼= K1(C0([0, 1])) ∼= 0, the Pimsner-Voiculescu exact sequence for the
crossed product C0([0, 1])⋊βϕ Z has the form
0 // 0 // K0(C0([0, 1])⋊βϕ Z)

K1(C0([0, 1])⋊βϕ Z)
OO
0oo 0oo
.
Thus, K0(C0([0, 1])⋊βϕ Z) ∼= K1(C0([0, 1])⋊βϕ Z) ∼= 0.
Let C denote the unitization of C0([0, 1])⋊βϕZ. By [28, Example 4.3.5 and Propo-
sition 8.1.6], K0(C) ∼= K0(C0([0, 1])⋊βϕ Z)⊕Z ∼= Z and K1(C) ∼= K1(C0([0, 1])⋊βϕ
Z) ∼= 0. Straightforward calculations show that K0(C) is generated by [IC ]0. By
Theorem 4.6, there exists a short exact sequence
0 −→ K −→ C∗(Cϕ,K)
ω
−→ C −→ 0.
Since K0(K) ∼= Z and K1(K) ∼= 0, the six-term exact sequence corresponding to
this short exact sequence is
Z // K0(C∗(Cϕ,K)) // Z

0
OO
K1(C
∗(Cϕ,K))oo 0oo
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All K-groups are abelian, and Z is a free abelian group. Hence, K0(C
∗(Cϕ,K)) ∼=
Z⊕Z, and K1(C
∗(Cϕ,K)) ∼= 0 (see, for example, [25, Corollary 1.3.38]). The proof
of Theorem 4.6 shows that ω(I) = IC . Since [IC ]0 generates K0(C) and K0(K) is
generated by [F ]0, for any one-dimensional projection F in K, the generators of
K0(C
∗(Cϕ,K)) are [I]0 and [F ]0. 
By combining the fact that K1(C
∗(Cϕ,K)/K) ∼= 0 with the connection between
the Fredholm index and the K-theory index map [28, Proposition 9.4.2], we obtain
the following result about the index of Fredholm operators in C∗(Cϕ,K).
Corollary 5.2. Let ζ ∈ T, and let ϕ be a linear-fractional, non-automorphism
self-map of D that satisfies ϕ(ζ) = ζ and ϕ′(ζ) 6= 1. Then the Fredholm index of
every Fredholm operator in C∗(Cϕ,K) is 0.
5.2. Spectral Results for Operators in C∗(Pζ , Uγ). Recall that if ϕ is a linear-
fractional, non-automorphism self-map of D that fixes ζ ∈ T and satisfies ϕ′(ζ) 6= 1,
then C∗(Cϕ,K)/K is a subalgebra of a C
∗-algebra of the form C∗(Pζ , Uγ)/K, where
γ is an automorphism of D such that γ(ζ) = ζ and γ′(ζ) 6= 1. The C∗-algebra
C∗(Pζ , Uγ)/K satisfies the hypotheses of Theorem 2.6 by the proof of Theorem 4.2,
the discussion preceding Corollary 4.4, and the fact that C∗(Pζ)/K ∼= C([0, 1]) is
separable. Thus, we can apply the trajectorial approach to determine the invertibil-
ity of elements in this C∗-algebra. More specifically, b ∈ C∗(Pζ , Uγ)/K is invertible
if and only if τx(b) is an invertible operator on ℓ
2(Z) for all x ∈ [0, 1], where
τx := τevx◦Γ−1ζ
is the representation of C∗(Pζ , Uγ)/K on ℓ
2(Z) defined according to
(2.6). By (4.9), the representations τx have the form
(τx(Γζ(f))h) (m) = f
(
xγ
′(ζ)m
)
h(m)(5.1)
(τx([Uγn ])h) (m) = h(m+ n)
for all n,m ∈ Z, h ∈ ℓ2(Z), f ∈ C([0, 1]), and x ∈ [0, 1].
Let {ξj}j∈Z be the orthonormal basis of ℓ
2(Z) that is defined by ξj(m) = δjm
for all j,m ∈ Z. Applying (5.1), we see that if f ∈ C([0, 1]), j, n ∈ Z, and x ∈ [0, 1],
then
τx (Γζ(f)[Uγn ]) ξj = f
(
xγ
′(ζ)j−n
)
ξj−n.
Hence, if
b =
N∑
n=M
Γζ(fn)[Uγn ] ∈ C
∗(Pζ , Uγ)/K,(5.2)
where M,N ∈ Z and fn ∈ C([0, 1]) for all M ≤ n ≤ N , then, for all x ∈ [0, 1], the
entries of the matrix of τx(b) with respect to the orthonormal basis {ξj}j∈Z are
τx(b)i,j = 〈τx(b)ξj , ξi〉 =
{
fj−i
(
xγ
′(ζ)i
)
, M ≤ j − i ≤ N
0, otherwise
.(5.3)
We will denote this matrix by [τx(b)].
For all x ∈ [0, 1], [τx(b)] is a bi-infinite, finite diagonal matrix for which the
limits limi→±∞ τx(b)i,i+n exist for all n ∈ Z. Such operators are called discrete
operators and have been studied by Karlovich and Kravchenko in their work on
singular integral operators with a shift [19]. As Kravchenko and Litvinchuk have
noted, one cannot expect to find efficient conditions for the invertibility of a general
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discrete operator but instead must expect only algorithms for checking invertibility
conditions that vary in effectiveness depending on the form of the operator [20, p.
236]. Here, we present the algorithm from [19] in the context of the operators τx(b).
If b is of form (5.2), we define two functions
pb,0(z) =
N∑
n=M
fn(0)z
n and pb,1(z) =
N∑
n=M
fn(1)z
n.(5.4)
If γ′(ζ) > 1, set λ+ := 0 and λ− := 1. If γ
′(ζ) < 1, then set λ+ := 1 and λ− := 0.
Since (λ±)
γ′(ζ)n = λ± for all n ∈ Z, [τλ±(b)] is a Toeplitz matrix, and τλ±(b) is
unitarily equivalent to multiplication by pb,λ± on L
2(T) via the unitary operator
that sends ξj to the basis vector e
−ijθ ∈ L2(T). Hence τλ±(b) is invertible if and
only if pb,λ± does not vanish on T.
If x ∈ (0, 1), then, in general, [τx(b)] is not a Toeplitz matrix, so we need the full
theory of discrete operators. If pb,λ± does not vanish on T, then we define κb,λ± to
be the winding number of pb,λ± , as a function on T, around 0. If κb,λ+ = κb,λ− = κ,
we define, for x ∈ (0, 1) and ν, µ ∈ N with ν > µ, the operators
τx(b)
ν = [τx(b)i,j+κ]
ν
i,j=−ν and τx(b)
ν
µ = [τx(b)i,j+κ]i,j∈Jν,µ
where Jν,µ = {−ν, . . . ,−µ, µ, . . . , ν}. Notice that the entries on the mth superdiag-
onal of τx(b)
ν are values of fm+κ.
We can now state the main invertibility theorem for discrete operators from [19]
in the language of our setting.
Theorem 5.3. [19, Theorem 5.2] Suppose that γ is an automorphism of D that
fixes ζ ∈ T and satisfies γ′(ζ) 6= 1 and that b ∈ C∗(Pζ , Uγ)/K has form (5.2).
Define the polynomials pb,λ± by (5.4). Fix x ∈ (0, 1). If τx(b) is invertible, then
pb,λ±(z) 6= 0 for all z ∈ T(5.5)
and
κb,λ+ = κb,λ− .(5.6)
If (5.5) and (5.6) hold, then τx(b) is invertible if and only if there exists µ0 > 0
such that, for all µ > µ0,
ωx,µ(b) := lim
ν→∞
det τx(b)
ν
det τx(b)νµ
6= 0.(5.7)
Note that, if (5.5) and (5.6) hold, then the existence of the finite limits ωx,µ(b)
is guaranteed for sufficiently large µ.
As we expected, condition (5.7) is, in general, difficult to check. Moreover,
to apply it to determine whether an element b ∈ C∗(Pζ , Uγ)/K of form (5.2) is
invertible, we would need to verify (5.7) for infinitely many values of x. While
we cannot fully determine the spectrum of such an element b, we obtain a partial
spectral result as a corollary of the preceding theorem.
Corollary 5.4. Suppose that γ is an automorphism of D that fixes ζ ∈ T and sat-
isfies γ′(ζ) 6= 1 and that b ∈ C∗(Pζ , Uγ)/K has form (5.2). Define the polynomials
pb,λ± by (5.4). Let Wb be the set of all points z0 ∈ C such that pb,λ±(z) 6= z0 for
all z ∈ T and pb,λ+ and pb,λ− have different winding numbers around z0. Then
pb,+(T) ∪ pb,−(T) ∪Wb ⊂ σ(b).
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5.3. Spectral Results for Operators in C∗(Cϕ,K). Let ϕ be a linear-fractional,
non-automorphism self-map of D that fixes a point ζ ∈ T and satisfies ϕ′(ζ) 6= 1. By
(2.1) and Theorem 3.4, the coset of any finite product of linear-fractionally-induced
composition operators in C∗(Cϕ,K) and their adjoints is either the coset of the
identity operator or has the form [αCθ ], where α ∈ C and θ is a linear-fractional,
non-automorphism self-map of D that satisfies θ(ζ) = ζ and θ′(ζ) = ϕ′(ζ)n for some
n ∈ Z. Thus, by (4.3) and the proof of Lemma 4.1, the coset of every finite linear
combination of these products can be written in the form
(5.8)
N∑
n=M
Γζ(fn)
[
UΨζ,tn
]
,
where M,N ∈ Z, t ∈ (0, 1) ∪ (1,∞), f0 ∈ C([0, 1]), and fn ∈ C0([0, 1]) for n 6= 0.
Recall that Ψζ,tn = (Ψζ,t)n for all t > 0 and n ∈ Z.
If A ∈ B(H2(D)) such that [A] has form (5.8), then p[A],0 ≡ f0(0) since fn(0) = 0
for n 6= 0. If f0(0) 6= 0, then κ[A],0 = 0. Thus, by Corollary 5.4, the essential
spectrum of A contains f0(0), p[A],1(T), and the set of all complex numbers z0 such
that winding number of p[A],1 around z0 is defined and non-zero.
The limit calculations required to fully determine the essential spectrum of A
are, in general, still very complicated. For the remainder of this section, we restrict
our attention to the case where M = 0. In this setting, the calculations simplify,
and we can determine the essential spectrum of A.
Theorem 5.5. Suppose A is a bounded linear operator on H2(D) that satisfies
[A] =
∑N
n=0 Γζ(fn)
[
UΨζ,tn
]
for some ζ ∈ T, t ∈ (0, 1) ∪ (1,∞), N ∈ N ∪ {0},
f0 ∈ C([0, 1]), and f1, . . . , fn ∈ C0([0, 1]). Define the polynomial p[A],1(z) :=∑N
n=0 fn(1)z
n. Then A is Fredholm if and only if f0 does not vanish on [0, 1] and
p[A],1 has no zeros in D. Moreover,
σe(A) = f0([0, 1]) ∪ p[A],1(D).
Proof. By Theorem 2.6, A is Fredholm if and only if τx([A]) is invertible for all
x ∈ [0, 1]. Thus, by Theorem 5.3 and the discussion preceding it, A is Fredholm if
and only p[A],0 ≡ f0(0) and p[A],1 do not vanish on T, κ[A],1 = κ[A],0 = 0, and, for
all x ∈ (0, 1), there exists µ0,x > 0 such that ωx,µ([A]) 6= 0 for all µ > µ0,x. Since
p[A],1 is a polynomial, the conditions that p[A],1 does not vanish on T and κ[A],1 = 0
are equivalent to the single condition that p[A],1 has no zeros in D.
Let x ∈ (0, 1) and ν, µ ∈ N with ν > µ. If κ[A],1 = 0, then τx([A])
ν is a
(2ν+1)×(2ν+1) upper triangular matrix having the entries f0
(
xt
−ν
)
, f0
(
xt
−ν+1
)
,
. . ., f0
(
xt
ν )
along its main diagonal. Similarly, τx([A])
ν
µ is a 2(ν−µ+1)×2(ν−µ+1)
upper triangular matrix with the entries f0
(
xt
−ν
)
, f0
(
xt
−ν+1
)
, . . ., f0
(
xt
−µ
)
,
f0
(
xt
µ)
, f0
(
xt
µ+1
)
, . . . f0
(
xt
ν )
along the main diagonal. Hence, for all x ∈ (0, 1)
and µ ∈ N,
ωx,µ([A]) = lim
ν→∞
∏ν
j=−ν f0
(
xt
j
)
∏
j=Jν,µ
f0
(
xtj
) = µ−1∏
j=−µ+1
f0
(
xt
j
)
.
Thus, there exists µ0,x > 0 such that ωx,µ 6= 0 for all µ > µ0,x if and only if f0 does
not vanish on
{
xt
j
: j ∈ Z
}
.
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Therefore, A is Fredholm if and only if f0(0) 6= 0, p[A],1 has no zeros in D, and f0
does not vanish on (0, 1). Since p[A],1(0) = f0(1), we obtain the stated result. 
We conclude this section with a few examples of operators whose essential spectra
can be calculated by applying Theorem 5.5.
Example 5.6. Let n ∈ N and suppose that ϕ1, . . . , ϕn are linear-fractional, non-
automorphism self-maps of D that fix a point ζ ∈ T and satisfy ϕ′1(ζ) = . . . =
ϕ′n(ζ) = s 6= 1. By (4.3) and Lemma 4.1, there exist a1, . . . , an ∈ Υ such that
[Cϕj ] = Γζ
(
s−1/2xaj
) [
UΨζ,s
]
for all 1 ≤ j ≤ n.
If c1, . . . , cn ∈ C, set A :=
n∑
j=1
cjCϕj . Then
[A] = Γζ(0)
[
UΨ
ζ,s0
]
+ Γζ

s−1/2 n∑
j=1
cjx
aj

[UΨ
ζ,s1
]
,
so f0 ≡ 0 and p[A],1(z) =

s−1/2 n∑
j=1
cj

 z. Therefore, by Theorem 5.5,
σe

 n∑
j=1
cjCϕj

 =

λ ∈ C : |λ| ≤ s−1/2
∣∣∣∣∣∣
n∑
j=1
cj
∣∣∣∣∣∣

 .
Note that the essential spectral radius of A is equal to the lower bound (3.2) on
the essential norm of A from [21]. As a special case of this example, we see that
σe(Cϕ1) =
{
λ ∈ C : |λ| ≤ (ϕ′1(ζ))
−1/2
}
.
Example 5.7. Let ζ ∈ T, a ∈ Υ, and c1, c2 ∈ C. Suppose that ϕ is a linear-
fractional, non-automorphism self-map of D that fixes ζ and satisfies ϕ′(ζ) 6= 1.
Then, by (4.3) and Lemma 4.1, there exist b ∈ Υ such that
[c1Cρζ,a + c2Cϕ] = Γζ(c1x
a)
[
UΨ
ζ,ϕ′(ζ)0
]
+ Γζ
(
c2(ϕ
′(ζ))−1/2xb
) [
UΨ
ζ,ϕ′(ζ)1
]
.
Thus, f0(x) = c1x
a and p[c1Cρζ,a+c2Cϕ],1(z) = c1 +
(
c2(ϕ
′(ζ))−1/2
)
z. Hence, by
Theorem 5.5,
σe(c1Cρζ,a + c2Cϕ) = {c1x
a : x ∈ [0, 1]} ∪
{
λ ∈ C : |λ− c1| ≤ |c2|(ϕ
′(ζ))−1/2
}
,
the union of a spiral and a closed disk.
6. The Structure of C∗(Tz, Cϕ)/K
As we noted in Section 1, much of the previous work on C∗-algebras generated
by composition operators has considered C∗-algebras that include the unilateral
shift Tz as a generator. The following two theorems are important results of this
type. The inclusion of the unilateral shift as an element of the C∗-algebra plays an
important role in the proofs of both theorems.
Theorem 6.1. [16, Theorem 2.1] Suppose ϕ is an automorphism of D.
(1) If ϕ has finite order q, i.e. ϕq(z) ≡ z for a positive integer q and q is the
smallest positive integer with this property, then C∗(Tz, Cϕ)/K is isometri-
cally ∗-isomorphic to C(T)⋊αϕ Z/qZ.
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(2) Otherwise, C∗(Tz, Cϕ)/K is isometrically ∗-isomorphic to C(T) ⋊αϕ Z.
The action αϕ of Z/qZ, respectively Z, on C(T) is defined by αϕn(f) = f ◦ ϕn for
all f ∈ C(T).
Theorem 6.2. [22, Theorem 4.12] Suppose ϕ is a linear-fractional self-map of D
that is not an automorphism of D and satisfies ϕ(ζ) = η for distinct points ζ, η ∈ T.
Let D be the C ∗-subalgebra of C(T) ⊕M2(C([0, 1])) defined by
D =
{
(w, V ) ∈ C(T)⊕M2(C([0, 1])) : V (0) =
[
w(ζ) 0
0 w(η)
]}
.
Then C∗(Tz , Cϕ)/K is isometrically ∗-isomorphic to D.
In the setting of this paper, we did not need to include the unilateral shift to
determine the structures of the C∗-algebras generated by compact operators and
composition operators. The exclusion of the unilateral shift allows us to focus on
the roles of the composition operators in determining the structures of the result-
ing C∗-algebras, but it obscures the connections between the results in the pre-
ceding sections and those in Theorems 6.1 and 6.2. To clarify these relationships,
we now include the unilateral shift as a generator and determine the structure of
C∗(Tz, Cϕ)/K, where ϕ is a linear-fractional, non-automorphism self-map of D that
fixes a point ζ ∈ T. When combined with Theorems 6.1 and 6.2, these results
provide a full characterization of the structures, modulo the ideal of compact op-
erators, of the C∗-algebras generated by Tz and a single linear-fractionally-induced
composition operator. Our methods in this section are similar to those used by
Kriete, MacCluer, and Moorhouse in [22] and [23].
For t > 0 and ζ ∈ T, we set
Nζ,t =
{
Γζ(g)
[
UΨζ,tn
]
: g ∈ C0([0, 1]), n ∈ Z
}
.
Let Aζ,t be the non-unital C
∗-algebra generated by Nζ,t. By Theorems 2.1 and 4.4,
Aζ,1 ∼= C0([0, 1]) and Aζ,t ∼= C0([0, 1])⋊ Z for t 6= 1.
If ϕ is a linear-fractional, non-automorphism self-map of D that fixes ζ, then
C∗(Tz, Cϕ)/K = C
∗([Tz ], Nζ,ϕ′(ζ)) = C
∗({[Tf ] : f ∈ C(T)},Aζ,ϕ′(ζ))(6.1)
by (4.5) and the proof of Theorem 4.4. For t > 0, we define
Cζ,t = {[Tf ] + [a] : f ∈ C(T), a ∈ Aζ,t} .
It is straightforward to show that Cζ,t is closed under addition and adjoints. By
(6.1), we have that C∗(Tz, Cϕ)/K = C
∗
(
Cζ,ϕ′(ζ)
)
. We want to show that Cζ,ϕ′(ζ)
is a C∗-algebra, which would imply that C∗(Tz, Cϕ)/K = Cζ,ϕ′(ζ). As a first step
toward this goal, we consider the relations between elements of Aζ,t and Toeplitz
operators with continuous symbols.
Lemma 6.3. If ζ ∈ T, t > 0, f ∈ C(T), and [a] ∈ Aζ,t, then
[Tf ][a] = f(ζ)[a] = [a][Tf ].(6.2)
Moreover, if [Tf ] + [a] = [0], then f ≡ 0 and [a] = 0.
Proof. Let f ∈ C(T). By the proof of Theorem 4.4, the finite linear combinations
of elements of Nζ,t form a dense set in Aζ,t, so it suffices to show that
[Tf ]Γζ(g)[UΨζ,tn ] = f(ζ)Γζ(g)[UΨζ,tn ] = Γζ(g)[UΨζ,tn ][Tf ](6.3)
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for all g ∈ C0([0, 1]) and n ∈ Z. By Theorem 2.3 and the definition of Γζ , we see
that
[Tf ]Γζ(g) = f(ζ)Γζ(g) = Γζ(g)[Tf ](6.4)
for all functions g ∈ C0([0, 1]) of the form g(x) =
∑m
i=1 cix
ai . Since functions of
this form are dense in C0([0, 1]), (6.4) and the first equality in (6.3) hold for all
g ∈ C0([0, 1]).
In [15], Jury proved that, for all automorphisms γ of D, [Uγ ][Tf ] = [Tf◦γ ][Uγ ].
Hence
Γζ(g)[UΨζ,tn ][Tf ] = Γζ(g)[Tf◦Ψζ,tn ][UΨζ,tn ]
= f(Ψζ,tn(ζ))Γζ(g)[UΨζ,tn ] = f(ζ)Γζ(g)[UΨζ,tn ]
by (6.4) and the fact that Ψζ,tn fixes ζ. Thus, the second equality in (6.3) holds,
which proves the first part of the lemma.
Now suppose that [Tf ] + [a] = 0. Then, by (6.2) and the properties of Toeplitz
operators with continuous symbols,
[0] = [Tf ]([Tf ] + [a]) = [Tf2 ] + f(ζ)[a] = [Tf2 ]− f(ζ)[Tf ] = [Tf(f−f(ζ))].
Since Tf(f−f(ζ)) is compact, f(f − f(ζ)) ≡ 0. Hence, for all z ∈ T, f(z) = 0 or
f(z) = f(ζ). Since f is continuous on T and ζ ∈ T, f(z) = f(ζ) for all z ∈ T.
So [Tf ] + [a] = [f(ζ)I] + [a], which is an element of the unitization of Aζ,t. Since
[a] ∈ Aζ,t, ||[f(ζ)I] + [a]|| ≥ |f(ζ)|. Therefore, f(ζ) = 0, so f ≡ 0 and [a] = 0. 
As an immediate consequence of Lemma 6.3, we see that Cζ,ϕ′(ζ) is closed under
multiplication and is thus a dense ∗-subalgebra of C∗(Tz, Cϕ)/K. To show that
Cζ,ϕ′(ζ) is a C
∗-algebra, we set Cζ(T) = {f ∈ C(T) : f(ζ) = 0} and let Bϕ denote
the unitization of Cζ(T) ⊕Aζ,ϕ′(ζ).
Theorem 6.4. If ϕ is a linear-fractional, non-automorphism self-map of D that
fixes ζ ∈ T, then Cζ,ϕ′(ζ) is a C
∗-algebra. Moreover, C∗(Tz, Cϕ)/K = Cζ,ϕ′(ζ), and
the map Θϕ : Cζ,ϕ′(ζ) → Bϕ, which is defined by
Θϕ ([Tf ] + [a]) = (f − f(ζ), [a]) + f(ζ)I(6.5)
for all f ∈ C(T) and [a] ∈ Aζ,ϕ′(ζ), is a ∗-isomorphism.
Proof. The map Θϕ is well-defined by Lemma 6.3. Straight-forward calculations
show that Θϕ is an injective ∗-homomorphism and that the image of Cζ,ϕ′(ζ) under
Θϕ is Bϕ, which is a C
∗-algebra. Hence Θ−1ϕ is an injective ∗-homomorphism
of Bϕ into C
∗(Tz , Cϕ)/K. Thus Θ
−1
ϕ is isometric, and its range Cζ,ϕ′(ζ) is closed.
Therefore, Cζ,ϕ′(ζ) is a C
∗-algebra, and the other statements follow immediately. 
Corollary 6.5. If ρ is a parabolic, non-automorphism self-map of D that fixes the
point ζ ∈ T, then C∗(Tz, Cρ)/K is isometrically ∗-isomorphic to the unitization of
Cζ(T)⊕ C0([0, 1]).
Corollary 6.6. If ϕ is linear-fractional, non-automorphism self-map of D that
fixes the point ζ ∈ T and satisfies ϕ′(ζ) 6= 1, then C∗(Tz, Cϕ)/K is isometrically
∗-isomorphic to the unitization of Cζ(T) ⊕ (C0([0, 1])⋊βϕ Z), where the action β
ϕ
is defined as in Theorem 4.6.
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We note that the unitization of Cζ(T) ⊕ C0([0, 1]) is isometrically ∗-isomorphic
to the C∗-subalgebra D˜ϕ of C(T) ⊕ C([0, 1]) defined by D˜ϕ = {(w, v) ∈ C(T) ⊕
C([0, 1]) : w(ζ) = v(0)}. The details of the proof are straight-forward and are left
to the reader. Similarly, the C∗-algebra in Corollary 6.6 is isomorphic to a C∗-
subalgebra of the direct sum of C(T) and the unitzation of C0([0, 1]) ⋊βϕ Z, but
we omit the details as they do not add significantly to our understanding of the
structure of the C∗-algebra.
We summarize the results of this section in Table 1. Note that the first result in
the table follows from the fact that Cϕ is compact if ||ϕ||∞ < 1.
Table 1. The Structure of C∗(Tz, Cϕ)/K for a Linear-Fractional
Self-map ϕ of D
Conditions on ϕ C∗(Tz , Cϕ)/K is isometrically ∗-isomorphic to
||ϕ||∞ < 1 C(T)
automorphism of D of finite
order q
C(T) ⋊αϕ Z/qZ
automorphism of D of infinite
order
C(T) ⋊αϕ Z
non-automorphism, ϕ(ζ) = ζ the unitization of Cζ(T)⊕ C0([0, 1]))
for some ζ ∈ T, ϕ′(ζ) = 1 ∼= {(w, v) ∈ C(T) ⊕ C([0, 1]) : w(ζ) = v(0)}
non-automorphism, ϕ(ζ) = ζ
for some ζ ∈ T, ϕ′(ζ) 6= 1
the unitization of Cζ(T)⊕ (C0([0, 1])⋊βϕ Z)
non-automorphism, ϕ(ζ) = η
for some ζ, η ∈ T with ζ 6= η


(w, V ) ∈ C(T)⊕M2(C([0, 1])) :
V (0) =
(
w(ζ) 0
0 w(η)
) 
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