The techniques developed by Butscher in [4] for constructing constant mean curvature (CMC) hypersurfaces in S n+1 by gluing together spherical building blocks are generalized to handle less symmetric initial configurations. The outcome is that the approximately CMC hypersurface obtained by gluing the initial configuration together can be perturbed into an exactly CMC hypersurface only when certain global geometric conditions are met. These balancing conditions are analogous to those that must be satisfied in the 'classical' context of gluing constructions of CMC hypersurfaces in Euclidean space, although they are more restrictive in the S n+1 case. An example of an initial configuration is given which demonstrates this fact; and another example of an initial configuration is given which possesses no symmetries at all.
Introduction
Gluing constructions of constant mean curvature hypersurfaces. A constant mean curvature (CMC) hypersurface Λ contained in an ambient Riemannian manifold M of dimension n + 1 has the property that its mean curvature with respect to the induced metric is constant. This property ensures that n-dimensional area of Λ is a critical value of the area functional for hypersurfaces of M subject to an enclosed-volume constraint. Constant mean curvature hypersurfaces have been objects of great interest since the beginnings of modern differential geometry. One very important method for constructing CMC hypersurfaces is the gluing technique in which a more complex CMC hypersurface is built up from simple CMC building blocks. This technique was pioneered by Kapouleas in the context of CMC hypersurfaces in R 3 [6, 7, 8] . The idea is that a very good approximation of a CMC hypersurface can be constructed by forming the connected sum of an initial configuration of simple CMC building blocks, which can then be perturbed to an exactly CMC hypersurface if certain global geometric conditions, called balancing conditions, are satisfied by the initial configuration.
The gluing technique has been a very successful method for constructing CMC hypersurfaces in R 3 , with the proviso that the resulting hypersurfaces are always small perturbations of the simple building blocks from which they are constructed, namely spheres and nearly singular truncated Delaunay surfaces. This is because the quality of the approximate solution that one can construct improves as the approximate solution more and more closely resembles a union of mutually tangent 1 spheres. Although it is easy to imagine how to use the gluing technique in ambient manifolds other than R 3 , provided one has enough simple building blocks, it is not clear that the gluing technique will be quite a successful, in particular when the ambient manifold is compact. In Butscher's and Butscher-Pacard's work [2, 3, 4] , the gluing technique for constructing CMC hypersurfaces has been successfully adapted to work in the compact ambient manifold S n+1 . In these papers, the CMC building blocks of the sphere -namely the hyperspheres obtained by intersecting S n+1 with hyperplanes and the product spheres of the form S p (cos(α)) × S q (sin(α)) for α ∈ (0, π/2) called the generalized Clifford tori -are configured in a variety of different ways, glued together using small embedded catenoidal necks, and perturbed into CMC hypersurfaces. One should imagine that the hypersurfaces constructed in these papers are analogues of the 'classical' constructions that are possible in Euclidean space. As before, there are obstructions for solving the CMC equation on an arbitrary initial configuration; and when certain global geometric conditions are met, the obstructions disappear. These geometric conditions are indeed close analogues of the balancing conditions identified by Kapouleas; but the conditions seem to be stronger in the S n+1 case than in the Euclidean case. This is to be expected since S n+1 is compact and the additional requirement that the initial configurations must close should have ramifications in the analysis of the CMC equation.
The balancing condition is best explained in the more general context found in Korevaar-KusnerSolomon's work [9] . First, suppose that Λ is a hypersurface with constant mean curvature h in an 
where ν is the unit normal vector field of ∂U in Λ and η is the unit normal vector field of C in M . This formula can now applied to the approximate solution of the CMC perturbation problem, having mean curvature approximately equal to h, in the following way. Choose the open set U as one of the building blocks of the approximate solution. Then ∂U consists of a disjoint union of small (n − 1)-spheres at the centres of the necks attaching U to its neighbours, and C is the disjoint union of the small disks that cap these spheres off. The left hand side of (1) now encodes information about the width and location of the neck regions of U. If the left hand side of (1) is sufficiently close to zero, then one says that U is in balanced position. The idea is now that in order to be able to overcome the obstructions to the solvability of the constant mean curvature equations, the approximate solution must be constructed in such a way that all its building blocks are in balanced position.
The balancing condition amounts to a form of local symmetry satisfied by each building block with respect to its nearest neighbours in the initial configuration that is to be glued together.
This is similar to what happens in Euclidean space. However, force balancing in itself is not the end of the story -a balanced approximate solution can not necessarily be perturbed to an exactly CMC hypersurface. It is in addition necessary to be able to re-position the various building blocks with respect to each other so as to maintain the force balancing condition even under small perturbations. Technically speaking, this amounts to the requirement that the mapping taking a re-positioned approximate solution to a set of small real numbers via the integrals on the left hand side of (1) be surjective. This requirement also exists in the Euclidean case, but is more restrictive in the case of S n+1 . In fact, only by imposing a high degree of symmetry on their initial configurations are Butscher and Butscher-Pacard able to satisfy both types of obstruction to the solvability of the CMC equation.
One impression that the reader might have, after studying the implementation of the gluing technique in S n+1 presented in Butscher and Butscher-Pacard's papers, is that it might not possible to construct CMC hypersurfaces in S n+1 that are not very symmetric. Indeed, the totality of local symmetry conditions imposed by force balancing and the fact that CMC hypersurfaces in S n+1 must close seems to force a degree of global symmetry on the initial configuration; and the methods developed in [4] do not seem to apply perfectly to initial configurations with small symmetry groups.
This situation, if it were true, would be in contrast to the Euclidean case.
However, the impression outlined above is false. The purpose of this present paper is twofold:
to show that the balancing technique applied to spherical building blocks, as presented in [4] , can be generalized to handle initial configurations with lesser symmetry; and that there exist initial configurations of hyperspheres to which this technique can be applied. Nevertheless, it remains the case that the conditions guaranteeing the existence of CMC hypersurfaces constructed from spherical building blocks are more restrictive than in the Euclidean case, and constructions which are possible in Euclidean space are impossible to achieve using the gluing technique in S n+1 .
Examples will be presented in Section 5 to demonstrate both of these facts.
Statement of results.
The theorem that will be proved in this paper can be explained as follows. Let Γ := {γ 1 , . . . , γ L } be a set of oriented geodesic segments with the property that the one-dimensional variety s γ s has no boundary. Without loss of generality: the points of contact between any two segments are always amongst the endpoints of the geodesics; and two segments are never parallel whenever they meet. Thus the endpoints of each geodesic segment γ s make contact with at least two other segments. Let {p 1 , . . . , p M } be the set of all endpoints of the geodesic segments and for each p s let T 1,s , . . . , T Ns,s ∈ T ps S n+1 be the unit tangent vectors of the geodesics emanating from p s . Now position hyperspheres of radius cos(α) separated by a distance τ s along each of the geodesics, perhaps winding multiple times around S n+1 . Note that there is a transcendental relationship between the τ s and the number of windings around γ s that must be satisfied for this to be possible. Denote this initial configuration of hyperspheres by Λ # Γ,τ . In Section 2 a procedure will be developed for gluing the hyperspheres in Λ for each point p s , where ε j,s is a parameter related to the separation parameter τ j,s along the geodesic whose tangent vector is T j,s . (Actually, ε j,s is the width of the neck connecting the hypersphere at p s to its neighbour in the direction of T j,s . The relation with τ j,s will be established during the description of the gluing process).
Main Theorem 1. Let Λ # Γ,τ be the initial configuration of hyperspheres described above. Suppose that balancing condition (2) holds and also that the mapping between finite-dimensional vector spaces which takes small displacements of the geodesics forming Λ # Γ,τ to the quantity given by the left hand side of (2) has full rank. If τ is sufficiently small, thenΛ Γ,τ can be perturbed into an exactly CMC hypersurface Λ Γ,τ . This hypersurface can be described as a normal graph overΛ Γ,τ where the graphing function has small C 2,β -norm. In particular, Λ Γ,τ is embedded if and only if
The proof of this theorem will follow broadly the same lines as Main Theorem 2 in Butscher's paper [4] . That is, it will be shown that the partial differential equation for the graphing function whose solution gives a CMC perturbation ofΛ Γ,τ can be solved up to a error term belonging to a finite dimensional obstruction space spanned by the approximate Jacobi fields ofΛ Γ,τ (as explained more fully in [4] and in the proof below). Then it will be shown that the balancing conditions given in the theorem above are sufficient to eliminate the error term.
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2 Construction of the Approximate Solution
The Initial Configuration of Hyperspheres
Write R n+2 as R × R n+1 and give it the coordinates (x 0 , x 1 , . . . , x n+1 ). Consider the hypersphere
This hypersphere has constant mean curvature H α . An arbitrary configuration of rotated copies of S α positioned along geodesic segments can be defined concretely as follows.
First let Γ := {γ 1 , . . . , γ L } be a set of oriented geodesic segments with the property that the one-dimensional variety s γ s has no boundary. Without loss of generality: the points of contact between any two segments are always amongst the endpoints of the geodesics; and two segments are 4 never parallel whenever they meet. Thus the endpoints of each geodesic segment γ s make contact with at least two other segments. Let |γ s | be the length of γ s and use γ s (t) to denote the point on γ s lying a distance t from its starting point. Hence t −→ γ s (t) is the arc length parametrization of γ s . Suppose that there is one fixed α ∈ (0, π/2) along with positive integers N s and m s and small separation parameters τ s > 0 so that |γ s | + 2πm s = N s (2α + τ s ) for each s = 1, . . . , L.
Define the pointsp sk := γ s (k(2α + τ s )) as well as the hyperspheresS sk α := ∂B α (p sk ). Thus the S sk α for k = 0, . . . , N s are a collection of N s hyperspheres of the same mean curvature winding around the geodesic γ s a number m s times and separated from each other by a distance τ s . The proof of the Main Theorem will in addition require small displacements of the hyperspheres above from these 'equilibrium' positions. To this end, introduce the small displacement parameters σ sk ∈ Tp sk S n+1 . Now define the points p sk := expp sk ( σ sk ) as well as the hyperspheres S sk α [ σ sk ] := ∂B α (p sk ). To avoid ambiguity, the displacement parameter for any hypersphere corresponding to an endpoint of a geodesics must be unique; this is achieved by setting the appropriate σ s0 and σ s ′ N s ′ equal. One can now define the initial configuration as follows.
Definition 1.
The initial configuration of hyperspheres of mean curvature H α positioned along the collection of geodesics Γ having separation parameters τ := {τ 1 , . . . , τ L } and displacement
The initial configuration is symmetric with respect to the group G Γ . Note that there is redundancy in the labeling above due to the intersections amongst the geodesics at their endpoints.
Each constituent hypersphere S sk α in the Λ # [α, Γ, τ, σ] has at least two nearest neighbours. If k = 0, N s then S sk α is situated near an interior point of the geodesic γ s and thus has exactly two nearest neighbours S s,k−1 α and S s,k+1 α along this geodesic. If k = 0 or N s then S sk α is situated near an endpoint of the geodesic γ s and has strictly greater than two nearest neighbours corresponding to hyperspheres of the form S s ′ k ′ α where s ′ ∈ {0, . . . , L} \ {s} and k ′ = 1 or N s ′ − 1.
Finally, one can choose once and for all an SO(n + 2)-rotation R sk [ σ sk ] taking S sk α [ σ sk ] to S α as follows. First fix a particular R sk ∈ SO(n + 2) takeS sk α to S α (here, the choice does not matter so long as it is fixed a priori). Then let W σ sk be the distance-one rotation in the one-parameter family of rotations generated by the (n + 2) × (n + 2) anti-symmetric linear transformation given by W σ sk (X) := σ sk , X p sk − p sk , X σ sk for X ∈ R n+2 . This is the unique SO(n + 2)-rotation that coincides with expp sk ( σ sk ) atp sk . Now define
A consequence is that the dependence of R sk [ σ sk ] on σ sk is smooth.
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Symmetries
Let G Γ be the largest subgroup of O(n + 2) preserving the collection of geodesics Γ. The idea is that G Γ should become the group of symmetries of the CMC hypersurface constructed in the proof of the Main Theorem. Therefore in all steps leading up to the proof of the Main Theorem, it will be necessary to ensure that invariance with respect to G Γ is preserved.
The initial configuration Λ # [α, Γ, τ, 0] is clearly invariant with respect to G Γ but once non-zero displacement parameters are introduced, this may no longer be so. To preserve G Γ -invariance, it will be necessary to choose only special values of the displacement parameters. Let N := L s=1 (N s + 1) be the total number of hyperspheres in Λ # [α, Γ, τ, 0] so that here are a total of N displacement parameters, each of which belongs to R n . Define the set
Henceforth the condition σ ∈ D Γ on the displacement parameters will be assumed.
Preliminary Perturbation of the Initial Configuration
Let Θ : S n → R n+1 be a parametrization of the unit sphere in R n+1 . Then one can parametrize the hypersphere S α via Θ −→ (cos(α), sin(α)Θ). Furthermore, the displacement by a distance σ along the geodesic normal to a point on S α is found using the exponential map and is given by
where N α is the unit outward normal of S α . Suppose now that G : S n → R is a function on S n .
Then one can parametrize the normal graph over S α corresponding to G via
where Θ ranges over S n . . Introduce a small radius parameter r to be determined later and definẽ
where G sk : S α \ {p 1 , . . . , p K } → R is the function determined by the following procedure.
Write p j := (cos(α), sin(α)P j ) where P j are points on S n ⊆ R n+1 . Let L S n := ∆ S n + n be the linearized mean curvature operator of S α . Recall that the smooth kernel of L S n consists of the linear span of the restrictions of the coordinate functions q t := x t S n for t = 1, . . . , n. Let δ(p j ) be the Dirac δ-mass centered at the point p j . Then for each a sk := (a 1 , . . . a K ) ∈ R K , one can find a unique solution G sk :
that is L 2 -orthogonal to the smooth kernel of L S n . Here χ is a cut-off function vanishing in a neighbourhood of each of the p j that will be defined precisely later, and the λ t j ∈ R are coefficients designed to ensure that the right hand side of (6) is L 2 -orthogonal to all the q t , thereby guaranteeing the existence of the solution. One can also show that the following asymptotic expansion is valid:
in a sufficiently small neighbourhood of p j . Here c 0 is a constant. Refer to a sk as the asymptotic parameters of the perturbed hypersphereS sk α [ a sk , σ sk ].
Canonical Coordinates for a Pair of Hyperspheres
Let S = ∂B α (p) and S ′ = ∂B α (p ′ ) be any pair of neighbouring hyperspheres in Λ # [α, Γ, τ, σ] and suppose that the separation between them is given by a distance τ . Let γ be the geodesic connecting p to p ′ and choose an SO(n + 2)-rotation R that takes γ to the {x 0 , x 1 }-equator and the points p and p ′ to (cos(τ /2), − sin(τ /2), 0, . . . , 0) and (cos(τ /2), sin(τ /2), 0, . . . , 0) respectively.
Canonical coordinates adapted to the hyperspheres S and S ′ can be defined as follows. Let p ♭ be the midpoint of γ, so that R takes p ♭ to the point (1, 0, . . . , 0). Next, let K : S n+1 \{(−1, 0, . . . , 0)} → R n+1 denote the stereographic projection centered at (1, 0, . . . , 0) defined by
Then define the desired coordinates by transplanting this stereographic projection to p ♭ by composing with R. That is, the desired coordinate mapping is the inverse of K • R :
Give the target R n+1 the coordinates y 1 , . . . , y n+1 and setŷ := (y 2 , . . . , y n+1 ).
Recall that stereographic projection sends non-equatorial k-spheres in S n+1 to k-spheres in R n+1 and sends equatorial k-spheres to linear subspaces. One thus expects that the coordinate images of S and S ′ are two hyperspheres symmetrically located on either side of the origin and centered at points on the y 1 -axis. Indeed, one can check that any point (cos(α), sin(α) cos(µ), sin(α) sin(µ)Θ) ∈ S α that is rotated along γ by an angle of τ /2 and then rotated into S sk α [ σ sk ] by R −1 maps to the point (y 1 ,ŷ) in R n+1 given by (8) from which one can check that (y 1 ,ŷ) lies on the locus of points satisfying the equation
where
.
An additional by-product of the stereographic coordinates defined above is that these bring the metric into geodesic normal form: that is, the metric is Euclidean and its derivatives vanish at the centre of the coordinates. This can be seen by the computation of the metric
where g 0 is the Euclidean metric of R n+1 and A(y) =
. The geodesic normal form will have the effect of distorting as little as possible the geometry of objects embedded into the sphere using the stereographic coordinate map, provided one remains near the origin.
Gluing a Pair of Perturbed Hyperspheres Together
Asymptotic expansions. Because of the asymptotic expansion (7), the perturbed hyperspheres S sk α [ a sk , σ sk ] resemble the ends of catenoids near their boundaries. By reparametrizing the images of the perturbed hyperspheres under stereographic projection as graphs over theŷ-hyperplane in a small neighbourhood of the y 1 -axis, one obtains a more precise description of this resemblance.
Let S and S ′ be the pair of neighbouring hyperspheres studied above and suppose R ∈ SO(n+2) carries them into the standard position with respect to the {x 0 , x 1 }-equator. Suppose thatS and S ′ are the corresponding perturbed hyperspheres generated by the functions G and G ′ . Set a := a 1 and a ′ := a ′ 1 in the definition of G and G ′ . Furthermore, suppose that p 1 and p ′ 1 are the points of closest approach between S and S ′ , and that these are separated by a distance τ .
From the formulae for normal graphs over hyperspheres and the properties of the stereographic projection, one finds that the coordinates y(µ, Θ) ∈ R n+1 of a point on the image of the perturbed
Furthermore, the relation between µ and ŷ is given by
By computing the derivative d dµ ŷ , one finds that the relation (12) is invertible in the region where both G(µ) and µ are small, and moreover that µ( ŷ ) = 2 csc(α) cos 2 (τ /4) ŷ + O( ŷ 3 ). Substituting this into (11) yields
One finds also the asymptotic expansion
in the region where both ŷ and G(µ( ŷ )) remain small. Here d = d(α, τ ) and r = r(α, τ ) are the quantities in (10), while
In a similar manner, one finds that the equation satisfied by points on the image of the perturbed
is formally the same function as G( ŷ ) except with a replaced by a ′ .
Finding a matching catenoidal neck. The catenoid in R × R n scaled by a factor ε > 0 is the hypersurface εΣ parametrized by
where φ(s) := (cosh(n − 1)s) 1/(n−1) and ψ(s) := s 0 φ 2−n (σ) dσ, while Θ is parametrizes the unit (n − 1)-sphere. An alternate parametrization for the catenoid is needed here, namely when εΣ is written as the union of two graphs over the R n factor. That is, by inverting the equation
Note that in dimension n = 2 this function is simply F (x) = arccosh(x). Therefore one has the asymptotic expansion
where c n is yet another constant.
In order to find the catenoid which matches optimally with the coordinate images K • R(S)
and K • R(S ′ ), one must compare the asymptotic expansions of type (13) valid for K • R(S) and
with the asymptotic expansion (17) at either end of the catenoid. These asymptotic expansions match if the following conditions hold:
as well as
It is clear that these equations determine a, a ′ and ε completely in terms of the separation τ between the hyperspheres. In fact ε = c −1 n tan(τ /4) in dimension n ≥ 3 and ε satisfies tan(τ /4) = c 2 C
The gluing. The considerations above determine the parameter values for the two perturbed hyperspheres and the re-scaled catenoid needed for optimal matching. The height of the matching catenoid can also be determined by these considerations. That is, once a, a ′ , ε have been found in terms of τ , then the errors |εF ( ŷ /ε) − G( ŷ )| and | − εF ( ŷ /ε) + G ′ ( ŷ )| are smallest whenŷ is chosen to lie in a range where the quantity 
Define the hypersurfacesΣ
Assembling the Approximate Solution
All neighbouring hyperspheres in the initial configuration Λ # [α, Γ, τ, σ] can be perturbed appropriately and glued together repeating the process described in the previous three sections for every hypersphere. That is, the separation between any two hyperspheres in Λ # [α, Γ, τ, σ] determines the parameters of the catenoidal neck that fits between them via the equations (18). The neck scale parameters of all the necks then determine the asymptotic parameters of the perturbed hyperspheres. Finally, each perturbed hypersphere is attached to its neighbouring necks using the method of fusing the graphing functions of the neck with the graphing functions of the perturbed hyperspheres as in equation (19). obtained from the process described above.
Note that by choosing the functions
becomes invariant under G Γ as well. Finally, the hypersurfaceΛ[α, Γ, τ, σ] can be subdivided into regions of three distinct types. • Let N sk be the neck region between the k th and (k + 1) st perturbed hypersphere along the geodesic γ s . Note that N sk carries a scale parameter ε sk depending smoothly on τ s and σ sk and σ s,k+1 . In the canonical stereographic coordinates N sk is the set of points (y 1 ,ŷ) corresponding to ŷ ≤ r ε sk .
• Let T sk,± be the transition regions associated to the neck N sk . In the canonical stereographic coordinates used to define this neck, T sk,+ is the set of points (y 1 ,ŷ) corresponding to r ε sk < ŷ ≤ 2r ε sk and y 1 > 0 whereas T sk,− is the set of points (y 1 ,ŷ) corresponding to r ε sk < ŷ ≤ 2r ε sk and y 1 < 0.
• Let E sk be the spherical region corresponding to the k th neck along the geodesic γ s . This is the set of points inS sk 
This is a quasi-linear, second-order partial differential operator for the function f whose zero gives
The strategy of the proof. 
for all x ∈ X, where C > 0 is a constant. Then if z ∈ Z is such that
there exists a unique x ∈ B R (0) so that Φ(x) = z. Moreover, x ≤ 2C z − E .
As the statement of theorem makes clear, it must be the case that L τ, σ is surjective with a bounded right inverse in order to solve the equation Φ τ, σ (f ) = 0 in a Banach subspace X of at
. It is however a general phenomenon in singular perturbation problems that the linearized operator often has a finite number of small eigenvalues tending to zero as the singular parameter (in this case τ ) tends to zero, making it impossible to achieve the bound (20) with a constant independent of τ . The eigenfunctions associated to these degenerating eigenvalues are the obstructions preventing the deformation to an exactly CMC hypersurface and are called Jacobi fields.
One way out of this difficulty is to project L τ, σ onto a subspace of functions which is transverse to the co-kernel associated to the Jacobi fields, at least in a good enough approximate sense, and to construct a bounded right inverse for the projected linear operator. Since L τ, σ is self-adjoint, an appropriate subspace to choose is the L 2 -orthogonal complement of the span of a collection of functions that closely approximates the Jacobi fields. Let π denote this L 2 projection (to be defined more precisely below) and set 
Function Spaces and Norms
The equation π • Φ τ, σ (f ) = 0 will be solved in a Banach subspace of C 2,β (Λ[α, Γ, τ, σ]) where the norm is designed to properly determine the dependence on the parameter τ of the various estimates needed for the application of the inverse function theorem. The norm in question is a so-called weighted Schauder norm. To define this norm, one must first define a weight function onΛ[α, Γ, τ, σ]. Let P := {p ♭ sk : k = 0, . . . , N s − 1 and s = 1, . . . , L} be the set of all points of S n+1 upon which the necks ofΛ[α, Γ, τ, σ] are centered. Let K sk denote the canonical stereographic projection used to define the neck N sk . Fix some r 0 independent of τ such that the balls of radii 2r 0 centered on any two points of P do not intersect.
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The interpolation is such that ζ τ is smooth and monotone in the region of interpolation, and invariant under the group G Γ . 
where the norms and the distance function that appear are taken with respect to the induced metric ofΛ[α, Γ, τ, σ], while Ξ x,x ′ is the parallel transport operator from x to x ′ . Furthermore, if
Now make the following definition.
The notation for the C 
It is well known that all the 'usual' properties that one would expect from a Schauder norm (multiplicative properties, interpolation inequalities, and so on) are satisfied by the weighted C k,β δ norms. It is thus easy to deduce that
is a well-defined and smooth operator (in the sense of Banach spaces) and that
is bounded in the operator norm by a constant independent of τ . Furthermore Φ τ, σ and L τ, σ can by symmetrized to yield new operators (which will be given the same names) on the symmetrized C k,β δ spaces.
Jacobi Fields
The obstructions preventing the solvability of the CMC deformation problem have a geometric origin. To see this, recall the general fact that any one-parameter family of isometries of the ambient space in which a CMC hypersurface is situated gives rise to an element in the kernel of the linearized mean curvature operator as follows. Proof. Since R t is a family of isometries, then H(R t (Λ)) = H(Λ) for all t and An explicit representation of the Jacobi fields on the building blocks used to construct the approximate solution -the hypersphere and the catenoid -will be now be given. Then an explicit representation of the approximate Jacobi fields that will be used in the proof of Main Theorem 1 will be given at the beginning of the next section where the precise cut-off functions will be defined.
Jacobi fields of the hyperspheres.
The linearized mean curvature operator of S α is easily computed to be
Therefore, the Jacobi fields of L a are simply the eigenfunctions of the n-sphere with eigenvalue n. In the context of Lemma 7, these can be derived by considering all non-trivial rotations of S α , namely the rotations generated by the vector fields
Taking the inner product of V k with N α and restricting the resulting function to S α the coordinate functions x k restricted to S α .
Jacobi fields of the catenoidal necks.
The catenoidal necks ofΛ[α, Γ, τ, σ] are catenoids Σ in R n+1 that have been re-scaled and embedded in S n by the inverse of the canonical stereographic projection. When the scale parameter is sufficiently small, it is enough to consider the Jacobi fields of Σ treated as a hypersurface in R n+1 , where the ambient metric is Euclidean rather than the with the metric induced by stereographic projection, and where the ambient isometries are the rigid motions of R n+1 . The linearized mean curvature operator of Σ with respect to this background is easily computed to be
in the standard parametrization of the catenoid. The isometries generating the relevant Jacobi fields of Σ are as follows. First, the ambient space R n+1 = R × R n possesses n translations along the R n factor and one translation in the R direction, which are generated by the vector fields
Then there are n rotations of R × R n that do not preserve the R-direction, which are generated by the vector fields
Finally, the motion of dilation in R n+1 , though not an isometry, does preserve the mean curvature zero condition and is thus a geometric motion to which Lemma 7 can be applied. Dilation is generated by the vector field
The Jacobi fields of L Σ arising from the three classes of motions above can be found by the procedure of Lemma 7. One obtains the following non-trivial functions:
Note that the functions J k with k = 0 have odd symmetry with respect to the central sphere of Σ,
i.e. with respect to the transformation s → −s; while J 1k and J 0 have even symmetry. Also J 1 is bounded while J 0 has linear growth in dimension n = 2 and is bounded in higher dimensions; J k decays like exp(−(n − 1)|s|) for large |s|; and J 1k grows like exp(|s|) for large |s|.
The Linear Analysis
The most involved step in the application of the Banach space inverse function theorem is the construction of the right inverse of the linear operator projected to a space orthogonal to the approximate co-kernel corresponding to the approximate Jacobi fields. The purpose of this section of the paper is to explicitly define the projected linear operator and to find its right inverse on the and for s ∈ {1, . . . , L} and k ∈ {0, . . . , N s }, define the smooth cut-off functions
in such a way that s,k η sk ext + s,k η sk neck = 1. In addition, one can assume that these cut-off functions are invariant under the group of symmetries G Γ and monotone in the interpolation regions.
Second, set r τ := max s,k {r ε sk } and for s ∈ {1, . . . , L} and k ∈ {0, . . . , N s − 1} introduce the subsets
. This is a slightly enlarged version of the neck N sk and its transition regions. Define the smooth cut-off functions
0 elsewhere and for s ∈ {1, . . . , L} and k ∈ {0, . . . , N s }, define the smooth cut-off functions
0 elsewhere so that once again s,k χ sk ext,r + s,k χ sk neck ,r = 1 and invariance with respect to G Γ as well as the monotonicity in the interpolation regions hold.
Remark:
The cut-off function χ sk ext,r should also be used for defining the graphing function of the perturbed hypersphereS sk α [ a sk , σ sk ] in equation 6.
The cut-off functions above and the considerations of Section 3.3 leads to the definition of the space of approximate Jacobi fields ofΛ[α, Γ, τ, σ] needed to construct the right inverse. Fix r ∈ [r τ , r 0 ] to be small but independent of τ . Let x t be the t th coordinate function for t = 1, . . . , n.
For each s, k recall that R sk [ σ sk ] is the SO(n + 2)-rotation bringing S sk α [ σ sk ] into S αDefinition 8. Define the following objects.
• The approximate Jacobi fields ofΛ[α, Γ, τ, σ] are the functions
SetK := span R q t sk : all s, t, k .
• The set of G Γ -invariant approximate Jacobi fields ofΛ[α, Γ, τ, σ] is
and denote by
The preliminary notation is in place and the key result of this section of the paper can now be stated and proved. The method that will be used to construct the right inverse involves patching together local solutions of the equation L ⊥ τ, σ (u) = f on each of the constituents of the approximate solution. 
where C is a constant independent of τ and σ. If the dimension ofΛ[α, Γ, τ, σ] is n = 2 then one can choose δ ∈ (−1, 0) and find a right inverse satisfying the estimate
where ε := max s,k {ε sk } is the maximum of all the scale parameters of the necks ofΛ[α, Γ, τ, σ] and C is a constant independent of τ and σ.
Proof. The proof of this result follows broadly the same plan as the proof of the analogous result in
Butscher's paper [4] . The significant differences occur in the first two steps, namely the derivation of the local solutions on the neck regions and the spherical regions ofΛ[α, Γ, τ, σ]. The third step which consists of the estimates of the local solutions, is essentially unchanged. Thus only the first two steps will be given here in full detail, and moreover only in the dimension n ≥ 3 case. (Due to the double indicial root of the principal part of L τ, σ , which is the Laplacian, the proof in n = 2 if slightly more complicated in a technical sense. However, the modifications of the n ≥ 3 case needed to prove the n = 2 case are the same as in [4, Prop. 13] and will be left for the reader to carry out.)
will be constructed in three stages: local solutions on the neck regions will be found; then local solutions on the exterior regions will be found; and finally these solutions will be patched together to form an approximate solution which can be perturbed to a solution by iteration. To begin this process, write f = s,k f sk ext + s,k f sk neck where f sk ext := f · χ sk ext,r and f sk neck := f · χ sk neck ,r . Note that this set of functions inherits symmetries from G Γ . That is, for every ρ ∈ G Γ that fixes a spherical region or a neck region, the corresponding function is invariant under ρ; and for every ρ ∈ G Γ permuting two spherical regions or two neck regions (perhaps with a change of orientation) then the corresponding pair of functions are permuted (perhaps with an induced symmetry). In the proof below, the case G Γ = {Id } will actually be presented, since the more general case simply amounts to additional book-keeping.
Step 1. Local solutions on the neck regions. Consider a given neck N := N sk and for the moment, drop the super-and sub-scripted sk notation for convenience. Let K denote the canonical stereographic projection used to define the neck N . The subset K N (r) ⊆ R × R n is the union of two graphs over an annulus in the R n factor, where the graphing functions are y 1 = ±F ε ( ŷ ) as defined in Section 2.5 where ε := ε sk is the scale parameter of N . As such, it is a perturbation of the ε-scaled catenoid εΣ. Consequently, the function f neck := f sk neck and the equation L τ, σ (u) = f neck can be pulled back to εΣ which carries a perturbation of the catenoid metric 4ε 2 g Σ . In this formulation, one can view f neck as a function of compact support on εΣ.
The equation that will be solved in this step is denote the standard weighted C l,β δ norm on εΣ, so that
where the norms and derivatives correspond to the metric on εΣ. A standard separation of variables argument shows that when δ ∈ (2 − n, 0), the kernel of the operator whereQ t,+ andQ t,− are the pull-backs of the functions χ
One can check that |λ
where C is a constant independent of ε. Hence the estimate |u neck | C 2,β
is valid, where C is also independent of ε. Finally, the function u neck can be extended to all ofΛ[α, Γ, τ, σ] by defininḡ u sk neck := χ sk neck,r · u neck . One has the estimate |ū sk
Step 2. Local solutions on the exterior regions. Consider a given spherical region E := E sk and again, drop the super-and sub-scripted sk notation for convenience. Given the local solution u neck constructed in the previous step, choose a small κ ∈ (0, 1) and definef ext :=f sk ext wherê
This function vanishes within an ε := ε sk -independent distance from the union of all the neck regions associated to E. Therefore one can determine without difficulty
for some constant C κ that depends on κ and δ. Here, | · | C 0,β is the un-weighted Schauder norm.
The functionf ext can be viewed as a function of compact support on the perturbed hyperspherẽ 
. . , K, let J j be the linear combination of the Jacobi fields J 0 and J 1 defined on the neck adjoining S α at the point p j that has limit a j on the end of this neck attached to S α and has limit zero on the other end of this neck. Note that J j = a j +J j whereJ j = O(dist(·, p j )) in the part of this neck overlapping with S α . Now definē
The extended functionū ext satisfies the estimate
for some constant C κ depending on κ and δ but not ε.
Step 3 
Each term in (25) can now be shown to have small C 0,β δ−2 norm using the same estimation technique as in [4] . That is: the [L τ, σ , η sk * ] terms are small becausẽ u sk ext andJ j have stronger decay (than u sk ext and J j ) in the support of gradient of η sk * ; while the L τ, σ − L * terms are small because L τ, σ differs very little from both L α and 1 4 L ε sk Σ in the regions upon which the arguments of these operators are supported. The result is that if all κ parameters are sufficiently small to begin with, and then all ε parameters are made as small as needed, then it is possible to achieve
can also be found using the same techniques. The proof of the proposition now follows by a standard iteration argument.
The Non-Linear Estimates
Invoking the Banach space inverse function theorem to solve the equation π • Φ τ, σ (f ) = 0 requires two more estimates in addition to the right inverse and linear estimate from the previous section.
It is necessary to show that π • Φ τ, σ (0) has small C 0,β δ−2 norm; and it is necessary to show that D(π•Φ τ, σ )(f )−L ⊥ τ, σ can be made to have small C 2,β δ -operator norm if f is chosen to have sufficiently small C 2,β δ norm. These two estimates are in most respects identical to those computed in Butscher's paper [4] and will thus only be sketched here.
Proposition 10. The quantity π•Φ τ, σ (0) satisfies the following estimate. If τ and σ are sufficiently small, then there exists a constant C independent of τ and σ so that
where ε := max{ε sk } is the maximum of all the scale parameters of the necks ofΛ[α, Γ, τ, σ] and r ε := ε (3n−3)/(3n−2) .
Proof. The estimate (26) can be computed as in [4] by verifying separately in the spherical regions, in the transition regions, and in the neck regions ofΛ[α, Γ, τ, σ] that the mean curvature is sufficiently close to H α , except with one significant modification in the first of these computations.
To see this, consider one fixed spherical region E sk pulled back to the standard hypersphere S α .
The expression for the mean curvature of a normal graph over S α when the graphing function is G := G sk , as given in [4] , reads
where ∇ and ∆ are the covariant derivative and the Laplacian of the standard metric of S n , and
. By formally expanding this expression in when G is small as in [4] , one finds that the largest term is −(∆ + n)(G). The quantity (∆ + n)(G) equals a term iñ K sym by definition. Moreover, as in [4] the expansion of G given in equation (7) and the estimate there exists a constant C independent of τ and σ so that
for any function u ∈ C Proof. This follows from a scaling argument exactly as in [4] .
The Solution of the Non-Linear Problem up to Finite-Dimensional Error
The linear and non-linear estimates derived in the previous sections can now be combined to solve the equation π • Φ τ, σ (f ) = 0 using the Banach space inverse function theorem up to a finitedimensional error term contained in the kernel of π.
Proposition 12. If τ and σ are sufficiently small, then there exists f τ, σ ∈ C 2,β δ (X) satisfying π • Φ τ, σ (f α,τ, σ ) = 0 and there exists a constant C independent of τ and σ so that
where C(ε) = O(1) in dimension n ≥ 3 and C(ε) = O(ε δ ) in dimension n = 2. Here ε := max{ε sk } is the maximum of all the scale parameters of the necks ofΛ[α, Γ, τ, σ] and r ε := ε (3n−3)/(3n−2) . As
τ, σ and this operator possesses a bounded right inverse by Proposition 9. The Banach space inverse function theorem can thus be applied to the equation π • Φ τ, σ (f ) = 0 provided that the three fundamental estimates (20), (21) and (22) described in Section 3.3 can be established. The construction of the right inverse and its bound in Proposition 9 constitutes the first of these estimates. One has
where C L (ε) = O(ε δ ) in dimension n = 2 and C L (ε) = O(1) in higher dimensions. Now in order to achieve the bound
The inverse function theorem now asserts that a solution f := f τ, σ of the deformation problem can be found ifΛ[α, Γ, τ, σ] satisfies the estimate
But since Proposition 10 asserts that
this is true so long as ε, τ and σ are sufficiently small and δ is chosen properly.
As a further consequence of these estimates, the Banach space inverse function theorem asserts that the solution of the equation π • Φ τ, σ (f a,τ, σ ) = 0 satisfies the estimate
which is much smaller that ε. 4 Solution of the Finite-Dimensional Problem
The Balancing Map
It will now be shown that under the hypotheses of Main Theorem 1 there is a special choice of σ for which Φ τ, σ (f τ, σ ) vanishes completely. Therefore the solution f τ, σ for this choice of σ yields the desired deformation ofΛ[α, Γ, τ, σ] into an exactly CMC hypersurface. In order to show how this special value of σ is found, one must first understand in greater detail the relationship between σ and the quantity (id − π)
where π is the L 2 -projection ontoK ⊥ sym . To analyze this relationship properly,the first step to re-phrase the problem slightly. Let q 1 , . . . ,q N be a basis forK sym constructed from an L 2 -orthonormal basis for the eigenfunctions of ∆ S + n on S α as in Definition 8. Next, define a slightly different set of functionsq ′ 1 , . . . ,q ′ N obtained from theq 1 , . . . ,q N by replacing each χ ext,r appearing in the definition of aq j with χ ext,rε .
As usual, here ε := max{ε sk } and r ε := ε (3n−3)/(3n−2) where ε sk is the scale parameter of the k th neck along the geodesic γ s . Now one can decompose
where B i : D Γ → R are real-valued functions of the displacement parameters defined by
and M ij ( σ) are the coefficients of the inverse of the matrix with coefficients φ f τ, σ (Λ[α,Γ,τ, σ])q i ·q ′ j . One can check that this matrix is a small perturbation of the identity matrix and is indeed invertible.
Also, φ f τ, σ in (29) is the normal deformation corresponding to f τ, σ . In terms of the balancing map, what remains to be done in order to prove Main Theorem 1 is to find a value of σ for which B τ ( σ) = 0.
Approximating the Balancing Map
The balancing map can be better understood by deriving an approximation of the map which is independent of f τ, σ . To see how this is done, note that eachq ′ j is a G Γ -invariant linear combination of the approximate Jacobi fields in Definition 8, each of which is supported on exactly one of the constituent perturbed hyperspheres ofΛ[α, Γ, τ, σ]. Thus it suffices to find a good approximation of the function
ext,rε q t sk and q t sk are the Jacobi fields of this hypersphere as in Definition 8. 24 Suppose
Recall that the infinitesimal generator of rotation associated to q t sk is the vector field
Set Y := n t=1 a t Y t sk and q := n t=1 a t q t . An analysis of the function B reveals the following.
Proposition 14. Letq be as above. Then the function B can be decomposed as
In this decomposition,B : D Γ → R is defined as follows. Suppose that p j := exp p 0 (αT j ) where T j is the unit vector in T p 0 S n+1 tangent to the geodesic connecting p 0 and p j . Then
Furthermore, E : D Γ → R satisfies the estimate
where C is a constant independent of τ and σ.
Proof. The integral defining B is invariant under rotation, so that one can assume that R sk [ σ sk ] is the identity so that B corresponds to the standard punctured hypersphere S α \ {p 1 , . . . , p K }, which 
this integral with a sum of boundary terms. Then the fact that f τ, σ is small gives an approximate expression that pertains solely to the initial configuration of hyperspheres. These calculations are
where ν j is the outward unit normal vector field of c j tangent to N j,− . Note that the D j terms in the Korevaar-Kusner-Solomon and Kapouleas balancing formula have been absorbed into the error term. This is because when ε is small then these quantities are much smaller than the c j terms.
Finally, the calculation of the integrals c j ν j , Y in (32) can be carried out in the stereographic coordinate chart used to define N j . This is very straightforward and yields a quantity proportional to the (n − 1) dimensional area of c j in the form ωε n−1 j γ j (α), Y where γ j is the geodesic from p 0 to p j while ω is a constant independent of ε. But since Y is a Killing field, this quantity remains constant along γ j and can thus be transported to p 0 . The desired formulae follow.
The calculations of the previous proposition show that the balancing map consists of a collection of principal terms like (31), one for each perturbed hypersphere inΛ[α, Γ, τ, σ], plus error terms which are of size O(r n ε ). The principal term corresponding to a given perturbed hypersphere depends on the displacement parameter of this perturbed hypersphere, as well as on the displacement parameters of all neighbouring perturbed hyperspheres. It is important to realize that the principal term depends on no other displacement parameters. As defined in the introduction, an initial configuration of hyperspheres is balanced ifB(0) = 0.
A formula for the derivative of the approximate balancing map at σ = 0 will also be needed in the sequel. To this end, a more explicit formula illustrating the dependence ofB on σ is 
) . The mapB can be related to σ explicitly as follows. First, the relationship between the scale of the neck used to connect two perturbed hyperspheres and their separation, established in equation 
This illustrates completely howB depends only on σ 0 and σ j for j = 1, . . . , K and on no other displacement parameters.
Proposition 15. Let V be a tangent vector at the origin in the space of displacement parameters.
Suppose that V 0 ∈ T p 0 [0] S n+1 is the component of V corresponding to the perturbed hypersphere
where X j and X ⊥ j denote the projections of a vector X parallel and perpendicular to T j [0, 0] while
is the re-scaled orthogonal projection of
Proof. The various terms in the formula (33) forB( σ) must be differentiated at σ = 0. Let σ 0 (t) = tV 0 and σ j (t) = tV j be paths in the displacement parameter space, where V 0 and V j are considered as vectors in
The first term in the formula for DB(0)(V ) involving the parallel parts of V 0 and V j follows from this using the formula for T j [0, 0] as well as
is the tangent vector of the geodesic connecting the point
. A calculation reveals
Together with the definition of W σ j one then finds after some work
The second term in the formula for DB(0)(V ) involving the transverse parts of V 0 and V ♯ j follows from this.
Conclusion of the Proof of Main Theorem 1
The ordinary inverse function theorem for smooth functions will be used to locate a zero of B τ . 
where ν f is the unit outward normal vector field of φ f (Λ[α, Γ, τ, σ]). Therefore one sees that there
where · denotes the Euclidean inner product. Hence the rank of B τ is at most K − d.
The correct interpretation of (35) is to say that the graph { σ, 
A Simple Example
A simple example serves both to develop intuition for the approximate balancing map (31) and its derivative (34), as well as to show that the kernel of the derivative of the approximate balancing map can be quite large in the absence of symmetries. While this feature is also present in the CMC gluing construction in Euclidean space, it is here much more restrictive because the trick of imposing decay conditions at infinity to reduce the size of the kernel of the Euclidean analogue of the approximate balancing map is not available. Therefore one must impose symmetry conditions or else expect to work quite hard to find an initial configuration of hyperspheres that can be glued together and perturbed into an exactly CMC hypersurface using the gluing technique.
Consider exactly one geodesic, without loss of generality the (x 0 , x 1 )-equator γ, and let R 01 θ be the rotation by an angle θ in the (x 0 , x 1 )-plane that translates along γ. Position N hyperspheres of radius cos(α) around γ, separated by a distance of τ from each other, so that (τ + 2α)N = 2πm for some integer m. These hyperspheres are of the form S k α := R 01 τ +2α) k (S α ) which are centered at
Note that this initial configuration is balanced because the vanishing of the approximate balancing map is equivalent to the equal spacing of the hyperspheres along a single geodesic.
The initial configuration Λ # yields the Delaunay-like hyperspheres in Butscher's paper [4] using the gluing technique together with imposing as many symmetries as possible on the deformations. Now, however, no symmetries will be imposed and as a result the approximate balancing map becomes non-trivial. In the absence of any symmetry conditions constraining the displacement parameters of Λ # , there are n displacement parameters for each hypersphere in Λ # . For each hypersphere S k α , these will be decomposed into one displacement parameter corresponding to the displacement of S k α along γ and n − 1 displacement parameters corresponding to the displacement of S k α perpendicular to γ. To parametrize these displacement parameters in a uniform way, note that T p k S n+1 is spanned by T k :=γ((τ + 2α)k) and ∂ ∂x 2 , . . . , ∂ ∂x n . Thus one can set
as the displacement parameter for S k α . Note that σ 0 = σ N by periodicity. It will now be shown that the kernel of the derivative of the approximate balancing map is very large. Note that Main Theorem 1 still applies because each element in the kernel of DB (0) is induced from a rotation of S n+1 . Let
To compute DB(0, . . . , 0)( V 1 , . . . , V N ) one needs formulae for the re-scaled orthonormal projection operators X → X ♯ that appear there. It is easy to deduce
Consequently, the derivative of the approximate balancing map on the k th perturbed hypersphere takes the form
The recursion formulae 2V k
elements in the kernel of DB(0), together with the periodic boundary conditions V 0 j = V N j for all j = 1, . . . , N , are easy to solve and yield
. . , n and k 0 ∈ {0, . . . , N − 1} .
There are either 1 2 N (n−1)+1 or N (n−1)+1 linearly independent solutions of this type, depending on whether N is even or odd. These solutions correspond to the change of displacement parameter induced by the rotation of S n+1 parallel to γ and transverse to γ.
An Unachievable Configuration
The intuition gained from the preceding example can be used to explain why a reasonably simple configuration, possessing an analogue in Euclidean space, cannot be achieved using the gluing technique. The configuration in question consists of positioning hyperspheres around two intersecting geodesics that make an arbitrary to each other at the point of intersection. This is a slightly less symmetric version of the configuration considered in [4] where a CMC hypersurface is created from hyperspheres positioned around two orthogonally intersecting geodesics.
The reason the less symmetric configuration can not be glued together and perturbed into a CMC hypersurface is the following. First, let R 01 θ be the rotation of the (x 0 , x 1 )-plane as before and let R 02 θ be the rotation of the (x 0 , x 2 )-plane. Let γ j be the (x 0 , x j )-equator for j = 1, 2. Choose α, τ ∈ (0, π) and integers m, N so that (τ + 2α)N = 2πm. Also, choose N of the form N = 4N 0 .
The initial configuration in question, which shall be denoted Λ In order to glue together the initial configuration described above and to perturb it into a CMC hypersurface, it would be necessary to apply the balancing arguments to deal with the invariant 30 approximate Jacobi fields. Clearly Λ # θ is balanced for each θ because the separation parameters between all hyperspheres are equal and its geodesic segments meet in parallel pairs. Thus it would remain to check only that the derivative of the approximate balancing map has full rank (which corresponds to being invertible in this case because the imposed symmetries rule out all co-kernel coming from induced rotations of S n+1 ). However, the analysis of the simple example of Section 5.1 shows that the kernel of DB(0) is one-dimensional and consists of the transverse motion V k = sin((τ + 2α)(N 0 + k) ∂ ∂x 1 and extended by symmetry. This approximate Jacobi field is induced by the change of the θ-parameter and not by a rotation of S n+1 . Therefore Main Theorem 1 does not apply to Λ # θ unless θ = π/2, in which case there is an additional symmetry (invariance with respect to the rotation R 01 π/2 ) that eliminates this approximate Jacobi field from consideration.
Remark: The analogue of the example above in Euclidean space consists of two Delaunay surfaces with non-parallel axes meeting at a common spherical region. It is possible to glue this initial configuration together and perturb it into a CMC hypersurface. This is because the decay conditions at infinity that are built into the function space used in the analysis rules out the approximate Jacobi fields corresponding to the change-of-angle parameter and the translation parameter. is invertible and Main Theorem 1 applies to allow Λ # to be glued together and perturbed into a CMC hypersurface.
A Related Achievable Configuration
An Achievable Configuration Without Any Symmetries
The previous example has much less symmetry than the examples constructed in [4] but still possesses a large symmetry group. Further modifications of the ideas of the previous sections leads to examples of initial configurations to which Main Theorem 1 applies with few symmetries or no symmetries at all. These example are naturally quite hard to write down, and in any case the purpose of this final section of the paper is to give the reader the necessary ideas for constructing these examples, so it is sufficient to proceed in the n = 2 case.
The first modification leading to a much less symmetric example is to consider Λ # from Section 5.3, except with the new geodesic tilted into the x 3 -direction by some an angle which is not π/2.
Such an example would still be balanced because its geodesic segments would continue to meet in parallel pairs. Also, such an example would clearly possess no symmetries other than the x → −x reflection sending a point on S 3 to the antipodal point. However, it is not immediately clear that it is possible to tilt the third geodesic so that equally spaced hyperspheres of radius cos(α) along the third geodesic line up exactly with the hyperspheres of the same radius along the first two geodesics where these geodesics meet. But a moment's thought reveals that what is needed for some configuration of equally spaced spheres of some radius winding some perhaps large number of times around S 3 to exist is that all the geodesic segments have lengths which are rational multiples 32 of 2π. This, in turn, can be achieved if the three unit vectors N 1 , N 2 , N 3 orthogonal to the planes containing the three geodesics have N i , N j ∈ 2πQ for all i, j ∈ {1, 2, 3}. This can be achieved.
The details of the balancing arguments that prove that Main Theorem 1 applies are identical to the arguments of Section 5.3 and thus the configuration above can be glued together and perturbed into a CMC hypersurface.
One final modification of these ideas leads to an example without any symmetries at all. The idea is to perform the same trick of adding in a tilted geodesic to a configuration which does not have the x → −x antipodal symmetry. Such a configuration is the following: consider three half-geodesics of the form R 02 2π/3 γ 1 ([0, π]) and choose a fourth geodesic which is tilted into the x 3 -direction. The reader can verify that the fourth geodesic can be chosen in such that equally positioned hyperspheres match appropriately and that the balancing arguments needed to apply Main Theorem 1 hold. Hence this configuration can be glued together and perturbed in a CMC hypersurface as well.
