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Chapter 1
Outline
The concept of self-organized criticality (SOC) was introduced in 1987 by Bak,
Tang, and Wiesenfeld (BTW), as an attempt to describe the widespread oc-
currence of power-laws in nature. The book ”How Nature Works” (Bak, 1996)
gives a non-mathematical description of SOC, making it accessible for a broad
audience.
When driven slowly, many non-equilibrium systems present such power-law dis-
tribution of event sizes. Gutenberg & Richter (1944) found that the distribution
P (s) of earthquake sizes s is power-law: P (s) ∼ s−b, with an exponent b close to
1 (see Fig. 1.1), known as the Gutenberg-Richter law. Contrary to a Gaussian
distribution, the average for a power-law distribution is not defined, there is no
characteristic earthquake size. The probability to have large events decreases
slower than exponential, making the occurrence of large events non-negligible.
The same type of distribution is also observed in other systems, such as snow
avalanches (Birkeland & Landry, 2002), forest fires (Malamud et al., 1998), solar
flares (Dennis, 1985), stock market fluctuations (Mandelbrot, 1963), biological
evolution (Raup, 1986), and rain events (Peters et al., 2002). However, the
power-law distribution of avalanche sizes is only a necessary but not a sufficient
condition for a system to be SOC.
Although there are many numerical models that satisfy the more stringent
criteria of SOC (e.g. finite size scaling), there are surprisingly few experiments
that even fulfill the paradigmatic feature of SOC, the power-law distribution
of avalanche sizes. In Chapter 2, we present the concept of SOC with its two
hallmarks, power-laws and fractals. Then we describe the archetype of SOC,
the BTW sand pile model (Bak et al., 1987, 1988), the Oslo (Christensen et al.,
1996) and the Amaral-Lauritsen (Amaral & Lauritsen, 1996) rice pile models,
and the Bak-Sneppen evolution model (Bak & Sneppen, 1993). In addition we
give a short literature review of a few natural systems, which are thought to
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Figure 1.1: The distribution of earthquake sizes in the New-Madrid zone, in the period
1974-2001. The data was obtained from the Southern California Earthquake Cen-
ter (http://www.data.scec.org). The distribution displays a power-law behavior with
exponent b close to 1.
exhibit SOC behavior.
Although the concept of SOC was introduced about 20 years ago, it still lacks a
clear-cut definition. Paczuski, Maslov and Bak (PMB), in their extensive paper
”Avalanche dynamics in evolution, growth and depinning models” (Paczuski
et al., 1996), propose a set of scaling relations between the critical exponents,
which can be used to test if a system exhibits SOC behavior or not. Most of
these scaling relations cannot be verified in natural systems. In this thesis we
investigate experimentally the behavior of a three-dimensional pile of rice and
are able to test a number of the PMB scaling relations. The rice pile system
was chosen because it was already shown by Frette et al. (1996) that a rice pile
of elongated grains placed between two glass plates that are less than a grain
length apart, shows a power-law distribution of avalanche sizes. In Chapter 3 we
describe our experimental system, the three-dimensional pile of long-grain rice.
First the setup is described in detail, then we give a mathematical description
of the reconstruction method applied to the rice pile. We use the method
of monocular stereoscopy which consists of projecting a pattern, in our case
a set of colored lines, on the surface of the pile and taking an image with a
charge-coupled-device (CCD) camera at a non-zero angle with respect to the
projection direction. In the last section of this Chapter we show, step-by-step,
how these two-dimensional images of the surface of the rice pile are transformed
into three-dimensional height maps.
In this thesis we try to find an answer to the following questions:
1) Are the avalanches power-law distributed in our rice pile? Do we observe fi-
nite size scaling of the avalanche sizes? Are the PMB scaling relations fulfilled?
32) If the sand pile model is the archetype of SOC, why are there quasi-periodic
avalanches observed in most experimental sand piles?
3) Are the avalanches in our rice pile predictable? Is there a temporal correla-
tion between them?
4) Does the driving rate influence the distribution of avalanche sizes? Is there
a signature of fast driving?
In Chapters 4-6 we address the first question. In Chapter 4 we test if there is
evidence for SOC behavior in the three-dimensional rice pile. The size and struc-
ture of the avalanches can be directly determined from the difference between
two consecutive height maps. We study the size distribution of the avalanches,
the finite size scaling of the avalanche sizes, and the connection between the
critical exponents that characterize the avalanches and the exponents describ-
ing the rough surface these avalanches leave behind. In Chapter 5 and 6 we
study the approach of the rice pile to the critical state and investigate the
connection between the critical and the transient exponents. In Chapter 7 we
address the second question. We investigate the behavior of the rice pile with
boundary conditions similar to those used for the sandpile experiments, to find
a possible cause for the quasi-periodic large avalanches. In Chapter 8 we study
the local and global waiting time distributions in the experimental rice pile and
in a simulated pile based on the Oslo model, to see if there is temporal corre-
lation between the avalanches. In Chapter 9 we investigate the effects of fast
driving on the distribution of avalanche sizes in a simulated pile of rice based
on the Oslo model. We chose to investigate this question numerically because
the feeding mechanism of the experimental pile did not allow for driving rates
high enough for our purposes.
It was already suggested by de Gennes (1966) that superconductors behave in a
similar manner as granular piles. Using magneto-optical experiments Aegerter
(1998) observed flux avalanches in a thin film YBa2Cu3O7−δ superconductor
and found that this system exhibits some of the stringent criteria of SOC. In
Chapter 10 we study, using magneto-optics and numerical simulations, the flux
penetration pattern in superconducting thin films, although not from the point
of view of SOC. The samples used are a square with a rectangular hole and
a square with a square hole rotated by 45 degrees. We compare our results
with the flux penetration pattern observed previously by Chandran (1997) in
his simulations on Josephson Junction Arrays.
4 Chapter 1. Outline
Chapter 2
Self-Organized Criticality
The concept of self-organized criticality (SOC) was introduced by Bak, Tang
and Wiesenfeld (BTW) (Bak et al., 1987) in 1987 to explain the widespread
occurrence of temporal and spatial power-law scaling in nature. They observed
that many non-equilibrium systems, composed of a large number of interact-
ing components and driven by an external force, evolve towards a critical state
through interaction of the constituents. In the critical state these systems be-
have in some aspects analogous to equilibrium thermodynamical systems poised
at the phase transition temperature. The response of the system to an external
perturbation is not linear, a small disturbance can lead to avalanches of all
sizes. This is why these system are called critical. Contrary to the thermo-
dynamic systems, there is no external tuning involved, these systems organize
themselves to a critical state, hence the term self-organized. For self-organized
criticality to occur a threshold for motion has to exist. For example in the case
of earthquakes, one of the examples of self-organized criticality, the threshold is
created by the static friction between the tectonic plates. As the plates move,
stress builds up along the interfaces between the plates and the plates stick
together. If the threshold is exceeded, the plates slip releasing energy. The
states when the plates stick together are called metastable, because, although
the system is in a stable state, it is not the lowest energy state. The states
just before a slip event are marginally stable, a small external perturbation can
trigger an event of all sizes (Jensen, 1998). The separation of time scales (slow
driving), another requirement of self-organized criticality, is guaranteed by the
existence of the threshold. Stress needs to build up in order that the plates
can slip, and this happens on a much longer time scale than the lifetime of an
event.
The critical state of the system is approached through a sequence of transient
states. In these transient states the system exhibits uncorrelated behavior, the
5
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effect of an external perturbation is localized, it does not spread through the
system.
In the following section the two hallmarks of SOC: power-laws and fractals are
presented, followed by a description of the prototypical model of self-organized
criticality, the sandpile model, the rice pile models, and the Bak-Sneppen evo-
lution model. In the last section some of the real-world systems are presented,
which are thought to exhibit SOC behavior.
2.1 Power-laws
One of the well known power-laws in nature is the Gutenberg-Richter law
(Gutenberg & Richter, 1944), which describes the distribution of earthquake
sizes. A power-law distribution,
P (s) ∼ s−b (2.1)
is interesting because it is scale invariant.
P (ks) ∼ (ks)−b ∼ k−bP (s) (2.2)
Scaling the size of the earthquake by a constant only multiplies the original
power-law relation by a constant. If the distribution of earthquakes would be
a Gaussian distribution, it would mean that we have a certain characteristic
earthquake size, say of magnitude 5. The probability to have earthquakes with
magnitude smaller or larger than 5 would decay exponentially. A power-law
distribution, means that there are many small earthquakes, and fewer larger
ones; however, the tail of the distribution decays slower than exponential. This
means that the probability to have a very large earthquake is not negligible,
like it would be in the case of a Gaussian distribution.
From eq.2.1 we have:
logP (s) ∼ −b log s (2.3)
Hence, plotted on a double logarithmic scale, a power-law is a straight line,
with a slope equal to the exponent of the power-law, −b.
The distribution of avalanche sizes in a system with a finite size (L), displays
a crossover to an exponential decay,
P (s) ∼ exp(−s/sco), for s > sco (2.4)
where the cutoff scale sco is a function of the system size, sco ∼ LD, D being
the fractal dimension of the avalanche. The average of a power-law distribution
is infinite if the exponent of the distribution b < 2. Hence, in this case, the
average avalanche size diverges with increasing system size L.
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Throughout this thesis we use the noncumulative distribution function P (s),
which gives the number of avalanches P (s)ds with a size in the interval
[s − 12ds, s + 12ds]. In contrast the cumulative distribution function gives the
number of avalanches smaller than size s. The exponent of the noncumulative
distribution function τnc will differ by one compared to the exponent of the
cumulative distribution function τc (τnc = τc + 1).
2.2 Fractals
The Euclidean space dimension is well suited to describe smooth surfaces. A
smooth line has dimension one, a smooth surface dimension two, and a smooth
sphere dimension three, all integer values representing the number of indepen-
dent directions. However, most objects in nature are not smooth and they do
not have a regular shape, as Mandelbrot (1982) said ”clouds are not spheres,
mountains are not cones, coastlines are not circles, and bark is not smooth, nor
does lightning travel in a straight line”.
In his founding paper ”How long is the coast of Britain?” Mandelbrot (1967),
posed a seemingly very simple question, which proved difficult to answer. As
it turns out the length of the coastline depends on the length of the ruler
that we use to measure it. We could take one very large ruler and measure
the distance between the two endpoints of the coastline. While this approach
would work very well with a straight line, it underestimates the length of a
rough coastline, with its seemingly endless number of bays of different length
scales. By decreasing the length of our ruler we can cover more accurately our
coastline, thus giving a better estimate for its length. Mandelbrot was not the
first one to tackle this problem, in fact he extended the work of Richardson
(1961), who studied the length of border lines between countries in conflict. He
approximated the border by a broken line with intervals ², and discovered that
the total length of the border may be described by:
L(²) = C²1−D (2.5)
He found that every border line gives a different exponent D. Although, D is
usually not an integer value, Mandelbrot proposed to interpret it as a dimension,
thus laying the grounds of fractal geometry. The term fractal was coined by
Mandelbrot from the Latin adjective fractus, which suggests a broken, rough
characteristic. The fractal dimension characterizes the roughness of a coastline,
e.g. for South-Africa D ≈ 1, Great-Britain D ≈ 1.24, and Norway D ≈ 1.54.
The larger the fractal dimension, the rougher the coastline is.
The dimension of an object can be measured by calculating the number N of
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Figure 2.1: The initial unit and the first four iterations of the construction of the box
fractal. The iterations are shown from left to right.
balls of dimension ldE needed to cover its V (l) volume:
V (l) = NldE (2.6)
where dE is the embedding dimension, the smallest dimension of an Euclidean
space in which the object can be embedded. The fractal dimension is then given
by:
df = − lim
l→∞
logN(l)
log l
(2.7)
For a fractal object the fractal dimension is always smaller than the embedding
dimension (df < dE).
As an example I describe here how the fractal dimension of the so-called ”box
fractal” can be calculated analytically and using the box counting method. The
initial unit and the first four iteration of the construction of the box fractal
are presented in Fig.2.1. We start with a filled square and divide it into nine
segments. The four center side squares, each having one ninth of the area of the
initial square are removed. In the next iteration we repeat the same steps for
the 5 remaining squares, and so on. At step k the box fractal can be covered
by N(l) = 5k squares of size l = (1/3)k, so df = log 5/ log 3 = 1.46497...,
smaller than the embedding dimension dE = 2. In practice, usually the box
counting method is applied. An evenly spaced grid is placed on the object and
the number of boxes are counted which contain a part of the object. The same
procedure is repeated for different grid-spacings. As an example, the number
of counts versus the linear size of the boxes is plotted on a double logarithmic
plot for the box fractal in Fig.2.2. The slope of the line fitted to the data
points gives the fractal dimension df=1.4645, in very good agreement with the
analytical result.
A fractal object can be either self-similar or self-affine (Baraba´si & Stanley,
1995). Self-similar fractals are invariant under isotropic transformations (see
Fig.2.3a), i.e. if we magnify the fractal it looks exactly the same on each scale.
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Figure 2.2: The results of the box counting method applied for the box fractal. The
straight line is best fit to the data points and its slope gives the fractal dimension
df = 1.4645
For a self-affine fractal we need different values of magnification in each direc-
tion (anisotropic transformation, see Fig.2.3b) to observe the same pattern. We
can also distinguish between deterministic and random fractals. Deterministic
fractals show on each scale exactly the same pattern. In nature, however, we
observe random fractals, which don’t look exactly the same on each scale; how-
ever, their statistical properties are scale invariant. An example of a self-similar,
deterministic fractal is the box fractal presented above, while the random walk
in one dimension is self-affine.
2.3 SOC models
2.3.1 BTW sandpile model
The paradigm of self-organized criticality is the sandpile with its avalanches.
Bak et al. (1987, 1988) constructed a simple cellular automaton model that
exhibits surprisingly complex behavior. For the one-dimensional model consider
a lattice of linear size L (see Fig.2.4). At site i the height of the pile is given by
hi, and the slope is z(i) = h(i)−h(i+1). The system has one closed boundary
next to site i = 1 and one open next to site i = L, where grains can fall off the
pile. The system is driven by adding a grain at a random position on the pile:
h(i)→ h(i)+1. If the slope of the pile exceeds the threshold slope, zi > zc, one
grain topples to the nearest neighbor site i+1, leading to the following changes
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Figure 2.3: The effect of a) isotropic and b) anisotropic scaling on an object (after
Baraba´si & Stanley (1995))
a) b) c)
Figure 2.4: a) The one-dimensional BTW model in a system of size L = 5. The light
squares represent particles, so the height h at each site is given by the number of
particles in the column above that point. b) One particle is added (dark square) at a
random site, in this case at site i = 2. c) As z2 > zc, where zc = 1, the slope is relaxed
by transferring one grain to the neighboring site (dark square). Now all the sites are
stable in the system so the avalanche will stop.
in the slope:
z(i) → z(i)− 2 (2.8)
z(i± 1) → z(i± 1) + 1
In its turn, the slope at site i + 1 can now exceed the threshold slope, and so
on, causing an avalanche that stops only when all the sites in the system have
a slope smaller than or equal to the threshold slope. The size of the avalanche
is defined as the total number of toppled grains during the avalanche. It is easy
to see that after the pile reaches the critical state, the slope at each site of the
pile will be equal to the threshold slope. Each additional deposited grain will
propagate to the edge of the system. On average, the size of the avalanches will
be equal to (L+ 1)/2.
In two dimensions, however, the dynamics of the sandpile model is not trivial
2.3. SOC models 11
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Figure 2.5: a) The two-dimensional BTW model in a system of linear size L = 4. Here
the light cubes represent slope units. The slope z at each site of the lattice is given
by the number of slope units in the column above that site. For clarity the slope in
each point is also indicated in the tables. b) The slope of the site (2,2) is increased by
one (dark cube). c) As z(2, 2) > zc, where zc = 3, the slope is relaxed by transferring
one particle to each of the nearest neighbors (dark cubes). The avalanche will continue
because now z(2, 3) > zc. The avalanche stops when all the sites in the system are
stable.
anymore. In this case we have a lattice of L× L sites. In the two-dimensional
BTW model z can be interpreted either as the local height or as the local slope
of the pile (Bak et al., 1987). Throughout this thesis we consider z as being the
local slope of the pile (see Fig.2.5). The pile is driven by randomly selecting
one site and increasing its slope by one: z(i, j)→ z(i, j) + 1. If the local slope
of the pile then exceeds the critical slope (z(i, j) > zc), we apply the relaxation
mechanism generalized to two dimensions by:
z(i, j) → z(i, j)− 4
z(i± 1, j) → z(i± 1, j) + 1 (2.9)
z(i, j ± 1) → z(i, j ± 1) + 1
During one time step all the sites with a slope higher than the critical slope
(z(i, j) > zc) are identified and updated simultaneously using the relaxation
rules defined above. An avalanche propagates until all sites in the system are
stable, z(i, j) ≤ zc, for i, j ∈ [1, L]. The size of an avalanche is defined, as in
the case of the one-dimensional model, as the total number of topplings during
the avalanche. The lifetime is calculated as the number of simultaneous up-
dates during the evolution of an avalanche. The distribution of avalanche sizes
and avalanche lifetimes is a power-law, which means that the model exhibits
critical behavior. The BTW model was originally introduced to explain the
ubiquitous 1/f noise (called also flicker or pink noise) in nature. However, the
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two-dimensional sandpile model does not exhibit 1/f noise as claimed in the
paper, but 1/f2 noise (Jensen et al., 1989; Kerte´sz & Kiss, 1990). On the other
hand, the edge driven BTW model displays 1/f noise (Jensen et al., 1989). In
this version of the model, the system is driven by random deposition along the
closed boundary of the system.
2.3.2 Rice pile models
The experiments performed by Frette et al. (1996) on a one-dimensional rice
pile show avalanches of all sizes, rather than the trivial behavior expected from
the one-dimensional BTW model. They have determined the avalanche size
distribution for a pile of rice confined between two glass plates that are less
than one grain length apart. For round grains an exponential distribution was
observed, however, for elongated grains they found a power-law distribution.
These experiments led to the introduction of a new one-dimensional SOC model,
called the Oslo rice pile model (Christensen et al., 1996). The name originates
from the city in which these experiments were performed and the model was
developed.
The Oslo model is constructed similarly to the one-dimensional BTW model,
however, in this case, the feeding of the pile does not occur at random sites.
The grains are always added at the top of the pile, next to the closed boundary.
The randomness is in the critical slope of the pile, which can take the values
zc ∈ {1, 2}. These random values describe the different ways an anisotropic
grain can fall. Every time a grain falls a new random value is selected for
the toppled site. The size distribution of the avalanches in this model is a
power-law, just like in the case of the experiments.
A different version of this model was introduced by Amaral & Lauritsen (1996).
In this case we do not have a random critical slope. Instead there are two
threshold values S1 and S2, which are fixed during the simulations. If locally
the slope of the pile exceeds the threshold value S1, one grain is toppled with
probability p. However, if the higher threshold S2 is exceeded, a grain is always
toppled. The second threshold insures us that the slope of the pile cannot
be increased indefinitely. Although very similar to the Oslo model, this model
allows for the increase of the number of possible metastable slopes in the system,
by increasing the difference between the thresholds S2 and S1. The model can
be made even more realistic by using a function rather than a number for the
toppling probability p (Amaral & Lauritsen, 1997). This function is equal to 0
for slopes smaller than S1 and increases monotonically to 1 as the slope of the
pile approaches S2.
In our simulation we did not observe any relevant difference between the be-
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havior of these rice pile models, so we opted for the simpler Oslo model, which
makes the simulations faster, certainly if the model is generalized to two di-
mensions.
2.3.3 Bak-Sneppen evolution model
In our numerical simulations we use the rice pile models. However, there are ref-
erences to the Bak-Sneppen evolution model (Bak & Sneppen, 1993) throughout
this thesis, so we give here a short description of this model.
The Bak-Sneppen model was introduced to describe the biological evolution
of species in a very simplistic manner. The one-dimensional system consists
of species which are arranged on a ring. Each species has a random number
allocated to it, which represents its fitness. These random numbers are chosen
independently from each other from a uniform distribution between 0 and 1.
This system evolves by mutation: in the spirit of the Darwinian evolution
the species with the smallest fitness value is selected and updated with a new
random value drawn from the uniform distribution. However, there is also
interaction between the species, the change in the fitness of one species affects
also its nearest neighbors. This interaction is modelled by updating the fitness
value of the two nearest neighbors by choosing new random values for them.
The system evolves further by mutating the next species with the smallest
fitness value and its two nearest neighbors. After a long transient state the
system reaches a stationary state where nearly all fitness values are above a
critical value and only in a narrow, localized region fitness values below the
critical value are found.
The avalanche sizes in this system can be defined as the number of mutations
while the minimal fitness value in the system is smaller than a certain value.
The distribution of these avalanche sizes is a power-law (see Bak & Sneppen
(1993); Paczuski et al. (1996)). Although very simplistic, this model system
exhibits a behavior similar to real biology, where the evolution also occurs in
burst, described as ”punctuated equilibrium” (Eldredge & Gould, 1972).
2.4 Systems Thought to Exhibit Self-Organized
Criticality
To show that power-laws and fractals are widespread in nature, we discuss now
some of the systems thought to exhibit self-organized criticality. However, the
existence of SOC behavior in most of these natural systems is based only on
the power-law distribution of event sizes. This Section refers to literature only.
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2.4.1 Earthquakes
The outer crust of the Earth, the lithosphere is built up by rigid tectonic plates,
which are moving due to the convective flow in the asthenosphere, the viscous
medium under the lithosphere. This convective flow is a consequence of the
heat generated by fission processes in the Earth’s core (Christensen & Moloney,
2005). The interfaces between the plate boundaries are called fault lines. The
slow driving of the system necessary to obtain SOC dynamics is fulfilled as the
plates are moving only a couple of centimeters each year, while the slip velocity
is of the order of meters/second, which gives a separation of the time-scales.
The existence of a threshold, an other requirement of SOC dynamics is satisfied
by the static friction between the plates. Due to this friction the plates do
not slide with respect to each other but stick together, building up stress on
the fault lines. If the stress exceeds the threshold set by the static friction,
the plates slip, releasing energy. This event is called an earthquake. Charles
Richter introduced a magnitude scale to quantify the size of the earthquakes.
The magnitudeM of an earthquake is related to its size s as given by the energy
released:
M = log10 s (2.10)
The distribution of earthquake sizes is given by a power-law, the well known
Gutenberg-Richter law (Gutenberg & Richter, 1944):
P (M) ∼ 10−Mb ∼ s−b (2.11)
where b ' 1. This means that there are 10 times more earthquakes of magnitude
3 than of magnitude 4, 100 times more earthquakes with magnitude 3 than of
magnitude 5, and so on. However, contrary to a Gaussian distribution, there is a
relatively large probability to have very large earthquakes. In Fig.2.6 we present
the distribution of earthquake sizes in the New-Madrid zone of the U.S.A., in
the period 1974-2001 (data from the Southern California Earthquake Center,
http://www.data.scec.org). The distribution is actually presented on a double
logarithmic plot, because the magnitude is already the logarithm of the size of
the earthquakes. The micro-earthquakes, earthquakes with magnitude smaller
than 2, are barley noticeable, and they are often not registered. This explains
the flat part in the distribution in the small earthquake regime.
Apart from the power-law distribution of the earthquake sizes, the fault lines
display a fractal structure, satisfying the second main characteristic of SOC sys-
tems. If the crust of the Earth is a SOC system, it means that the earthquakes
are inherently not predictable. The first return time (the probability to have
an earthquake at time t0+ t, if there was an earthquake at time t) of the earth-
quakes, was found to be a power-law (Yang et al., 2004), which is inconsistent
with the SOC models. As the events are not correlated in a SOC system, the
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Figure 2.6: The distribution of earthquake sizes in the New-Madrid zone, in the period
1974-2001. The distribution displays a power-law behavior with exponent b close to 1.
waiting times should have an exponential distribution. However, Christensen
& Olami (1992) showed using the spring-block earthquake model that, if only
earthquakes larger than a certain size are considered, the distribution looks like
a power-law. This implies, that ignoring very small earthquakes from the data
artificially produces a power-law distribution of the first return time and thus,
such finding is not in contradiction with the concept of SOC.
2.4.2 Rain
The constant energy input from the Sun causes water to evaporate from the
surface of the Earth. The water vapors are stored in the atmosphere until the
threshold of saturation is reached and the water condensed into droplets is re-
leased in a rain event. All the ingredients needed for SOC behavior are present:
slow driving the evaporation of water takes place on a much longer time scale
than the time scale of an event, and threshold of saturation for condensation.
The size of a rain event can be defined as the amount of water released during
the event. Peters et al. (2002) studied the amount of precipitation on the Baltic
coast over a period of six months. They have found a power-law distribution of
the event sizes (with exponent τ ' 1.4, see Fig.2.7) and event durations (with
exponent τ ' 1.6). In addition they have observed a scale invariance of the
drought times and a temporal fractal structure. In conclusion, according to
these authors, the atmosphere with its rain events is a good example of a SOC
system.
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Figure 2.7: The size distribution of rain events. The distribution is a power-law over
three orders of magnitude with an exponent of τ = 1.36. Reproduced from Peters et al.
(2002)
2.4.3 Solar flares
Not only the Earth’s atmosphere, but also the Sun’s is a SOC system. In
this case the events are the solar flares, which occur on the neutral lines, the
interface between regions of oppositely directed magnetic fields. The magnetic
field lines become sheered and twisted due to the continuous random motion of
the foot-points of the field caused by the photospheric convection (Parker, 1988,
1989). Solar flares are the explosive release of energy, due to the crossing and
reconnecting of these twisted field lines (see http://solarscience.msfc.nasa.gov).
The intensity of the solar flares is calculated by measuring the intensity of
the emitted X-rays. The distribution of solar flare intensities is a power-law
(see Fig.2.8) over more than four orders of magnitude, with an exponent τ '
1.8 (Dennis, 1985). Bofetta et al. (1999) argued that, as the waiting time
distribution of the solar flares is a power-law, it cannot be a self-organized
critical system. However, as shown in the case of earthquakes, the difficulty
of observing small events can turn an exponential distribution to a power-law
one, without changing the underlying SOC dynamics.
2.4.4 Biological Evolution
Eldredge & Gould (1972) introduced the term ”punctuated equilibrium”,
proposing that the evolution of species does not occur at a constant rate as
Darwin thought, but in bursts separated by periods of stasis. Later, Raup
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Figure 2.8: The distribution of solar flare intensities. The data is well fitted with a
power-law over more than three orders of magnitude with an exponent of τ = 1.8
Reproduced from Dennis (1985)
(1986) found palaeontological evidence for this bursts of activity, what he called
”episodic” extinction. There are many theories to explain this bursts of extinc-
tion. Some argue that it is a result of the abiotic environmental stresses (Hoff-
mann & Parsons, 1991) (the species are incapable to adapt fast enough to the
changes in the environment), others say that planet-wide catastrophes, like me-
teor impacts (Alvarez et al., 1980) or large scale volcanic eruptions (Courtillot
et al., 1988; Duncan & Pyle, 1988) are responsible. However, one can also look
at the ecosystem as driven by the co-evolution of the species with extinction
events of different sizes: very large ones like the extinction of the dinosaurs, but
also smaller ones (for models of biological evolution see Kauffman & Johnsen
(1991); Sneppen et al. (1995)). The fact that the distribution of the extinction
events is a power-law (see Fig.2.9) suggests that the ecosystem could exhibit
SOC behavior.
2.4.5 Forest Fires
Malamud et al. (1998) studied the frequency-area distribution of real forest fires
in the United States. Although the four examined data sets are from regions
with different vegetation and climate and cover time intervals from two years
to more than 800 years, they all exhibit the same statistical behavior. The
frequency-area distribution of forest fires per year is a power-law in all cases,
with exponents in the range τ = 1.3 − 1.5 (see Fig.2.10 for the distribution of
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Figure 2.9: The distribution of extinction events follows a power-law. After Raup
(1986)
forest fires in the Alaskan boreal forests in the period 1990-1991). Despite the
fact that a more detailed study is needed (examining the temporal and spatial
structure of the fires) the forest fires seem a good candidate for a SOC system.
2.4.6 Stock markets
Mandelbrot (1963) studied the fluctuations in the price of cotton and steel
stocks already in the 1960’s, well before the introduction of the concept of self-
organized criticality. He analyzed the distribution of monthly variations in the
price of commodities, and found a power-law (see Fig.2.11), one of the hallmarks
of self-organized criticality. Subsequent studies and numerical simulations (e.g.
(Bak et al., 1993)) also support the fact that the stock market is a SOC system.
2.4.7 Snow Avalanches
Birkeland & Landry (2002) studied the size distribution of snow avalanches in
different areas of the United States: natural avalanches in Gothic, Colorado
and mainly human triggered avalanches in a ski area in Wyoming. They found
a power-law distribution of the avalanche sizes irrespective of their nature (nat-
ural or triggered by explosives) with an exponent of τ ∼ 0.7 (see Fig.2.12).
Although the size of the avalanches is measured in U.S. units, which represents
the subjective ”magnitude” of the snow avalanches and not as the mass of the
avalanche, snow avalanches can be a good candidate for a SOC system.
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Figure 2.10: The frequency-area distribution of 164 fires in Alaskan boreal forests
(1990-1991). The data is well fitted with a power-law over more than two orders of
magnitude with an exponent of τ = 1.43 Reproduced from Malamud et al. (1998)
1E-4 1E-3
100
101 τ = 0.84
 
 
N
(v>
V f
)
Vf
Figure 2.11: The distribution of relative monthly variation of cotton prices exceeding
a certain fraction is a power-law with an exponent of τ = 0.84. Reproduced from
Mandelbrot (1963)
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orado (squares) and from triggered ones in a ski area in Wyoming (triangles). The
distribution is a power-law for both areas over the whole range of avalanche sizes, with
an exponent of ∼ 0.7. Note that a size 2 avalanche is 10 times smaller than a size 3
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Chapter 3
Experimental setup and
surface reconstruction
3.1 Experimental setup
The experiments presented throughout this thesis were carried out on a three
dimensional pile of rice. The type of rice used is ’Silvor Surinaamse rijst ’,
which is a long grained rice. The typical size of a rice grain is 2× 2 × 7mm3,
similar to rice A used in the rice pile experiments of Frette et al. (1996), which
were carried out on piles confined between two glass plates that are less than
one grain length apart, and are hence piles with quasi-zero width.
A schematic representation of the setup is shown in Fig.3.1. The rice pile is
grown in a half open box, with three closed and one open sidewall, having
a base area of 1 × 1m2. At the open end the rice grains can leave the pile
unimpeded. One layer of rice grains was glued on the bottom plate of the box.
The pile is grown by adding grains continuously near the edge of the pile that
is opposite to the open end. The rate of driving can be varied from 30 grains/s
to 120 grains/s, by increasing the speed of revolution of a rotating drum at the
base of the storage box. This drum feeds the rice into a pressurized air tube,
which transports the grains into the rice dispenser (funnel) placed on the top
of the distribution board. The rice dispenser was designed in such a way as
to create a spiral flow of the grains in it. This spiral flow and the fact that
there is only a small amount of rice in the rice dispenser at any time, prevents
the arching of grains at the opening of the dispenser. In addition, the spiral
flow reduces the kinetic energy of the grains. The binary distribution board
is used to transform this point source into a 1m wide line source, by splitting
the flow of rice at each nail in two. At the end, at the last level we have 64
uniformly distributed feeding points. A plastic sheet placed at the bottom of
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Figure 3.1: Schematic representation of the experimental setup. The rice is transported
from the storage box using pressurized air. The black arrows indicate the direction of
flow of rice. For explanation see text.
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the distribution board slows the grains down just before they fall on the pile
and makes the source even more uniform. As the pile grows the voltage drop
across the capacitor plates placed at the bottom part of the distribution board
changes. This capacitor is used to measure the distance of the distribution
board from the upper part of the pile. If this distance becomes too small the
board is lifted up by a feedback system.
During the experiments, by slowly adding grains, the slope of the pile increases
until somewhere the local slope exceeds the maximum angle of stability. When
this happens an avalanche occurs, which relaxes the pile, lowering its slope in
the area where the avalanche has passed. To measure these avalanches, images
of the pile are taken in regular intervals. The imaging device used in our experi-
ments is a charged coupled device (CCD) camera (Qimaging Micropublisher 5.0
RTV ) with a resolution of 5 megapixels (2560×1920 pixels). However, from the
two dimensional images taken with the camera we cannot calculate accurately
the size of an avalanche, let alone to characterize the surface of the pile. For
this analysis we need to know in each point of the surface the height of the
pile; we need to transform these two dimensional images into three dimensional
ones.
3.2 Surface reconstruction: geometry
The most common methods to transform two dimensional images into three
dimensional ones are laser scanning and stereoscopy. Laser scanning is not
suitable for our purposes because it is very slow and we want to capture the
real-time dynamics of the pile.
To make our measurements faster we decided to use the method of stereoscopy.
This method has a passive and an active version. In the passive version two
cameras are used, positioned at a given distance from each other, to take an
image of the same object (see Fig.3.2a). From the difference between the two
images (disparity), the depth (the third, missing coordinate) of an image can
be calculated using simple geometry. This is also how humans perceive depth,
that is why this method is called binocular stereoscopy. Our eyes act like the
two cameras, they take a retinal image of an object from different angles. How-
ever, we do not see two separate images because our brain combines them into
one, three-dimensional image. This phenomena is called singleness of vision.
Binocular stereoscopy is, however, not suitable for our purposes. To be able to
calculate the third coordinate, the other two coordinates of each point of the
object have to be identified accurately and matched in the two images. This is
virtually impossible in a rice pile which consists of many identical grains, so we
choose the active method, which is called monocular stereoscopy, because one
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Figure 3.2: The X and Z coordinates of an object P can be determined using a)
binocular or b) monocular stereoscopy. In the first case two cameras take an image of
the same object (P), while in the second case an active light source projects a pattern
on the object and a camera takes the image. f is the focal length of the cameras and
of the projector and b is the distance between the two cameras or between the camera
and the projector. xl and xr are the distances between the image points of the object
and the optical axis of the camera on the CCD chip or the distance between the point
that is projected and the optical axis of the projector.
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of the cameras is replaced by a light source, which projects a specific pattern
on the object (see Fig.3.2b).
A schematic representation of the optical system used in the experiments is
shown in Fig.3.3. In the following we explain in detail the reconstruction ge-
ometry.
Knowing the coordinates y′, z′ of each point in the image, we want to calculate
the x, y, and z coordinates of each point of the surface of the rice pile (object
points) with respect to the frame of the laboratory. These coordinates can
be determined using simple geometry. For the first pair of similar triangles
(OPQ4 ∼ ONM4, see Fig.3.4) we can write:
PQ
MN
=
OQ
ON
(3.1)
Substituting the lengths of the sides of the triangles in Eq.3.1 we have:
x sinα− z cosα
e
=
a+ (−z sinα− x cosα)
b
(3.2)
where x and z are the two coordinates that we want to calculate, a and b are
the distances from the center of the lens of the projector to the origin of the
coordinate system, and to the patterned sheet respectively, e is the distance
between the point of the projected path and the optical axis of the projector,
and α is the angle between the optical axis of the projector and the optical axis
of the camera. From Eq.3.2 we can write z as a function of x:
z =
−x(e cosα+ b sinα) + ae
e sinα− b cosα (3.3)
From the other two similar triangles (SPR4 ∼ SUT4) we have:
PR
TU
=
SR
SU
(3.4)
and hence −z
z′
=
c− x
d
(3.5)
where z′ is the coordinate of the image of the object point on the CCD chip, c
and d are the distances from the center of the lens of the camera to the origin
of the coordinate system and to the CCD chip respectively. Now Eq.3.3 and
Eq.3.5 can be solved for x and z:
x =
z′c(e sinα− b cosα) + aed
z′(e sinα− b cosα) + d(b sinα+ e cosα) (3.6)
z = z′
−c(b sinα+ e cosα) + ae
z′(esinα− b cosα) + d(b sinα+ e cosα) (3.7)
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Figure 3.3: Schematic representation of the optical setup. For explanation see text.
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Figure 3.4: Schematic representation of the optical setup with the triangles indicated
that are used for the determination of the coordinates of the object point P .
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Now the only missing coordinate is y. However, since the (z, y) plane is parallel
to the CCD chip, y′ has to be multiplied with the same factor as z′:
y = y′
−c(b sinα+ e cosα) + ae
z′(e sinα− b cosα) + d(b sinα+ e cosα) (3.8)
The values of the parameters a, b, c and d can be determined by calibration.
The geometry of the calibration setup is shown in Fig.3.5. The focal length f
of the projector lens is known, so we can write the lens formula:
1
a
+
1
b
=
1
f
(3.9)
From the similar triangles IFG4 ∼ IMK4 we have (see Fig.3.6):
FG
KM
=
IG
IK
(3.10)
and hence
e
E
=
b
a
(3.11)
Solving Eq.3.9 and Eq.3.11 for a and b we find:
a = f
(
1 +
E
e
)
(3.12)
b = f
(
1 +
e
E
)
(3.13)
From the other similar triangles (OQR4 ∼ OJN4 and OPQ4 ∼ OML4) we
find
QR
NJ
=
OQ
ON
(3.14)
QP
LM
=
OQ
OL
(3.15)
Substituting the lengths of the sides of the triangles in Eq.3.15 and Eq.3.14 we
have:
A
E cosα
=
d
c− E sinα (3.16)
B
E cosα
=
d
c+ E sinα
(3.17)
Solving Eq.3.16 and Eq.3.17 we can determine c and d:
c =
A+B
A−BE sinα (3.18)
d =
2AB
A−B tanα (3.19)
Now all the parameters needed to determine the coordinates x, y and z of the
surface of the rice pile from Eq.3.6-3.8 are known.
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Figure 3.5: Schematic representation of the calibration setup. For explanation see text.
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Figure 3.6: Schematic representation of the calibration setup with the similar triangles,
that are referred to in the text, indicated.
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Figure 3.7: Gray scale image of the rice pile with the colored lines projected on it. The
black square (indicated by the arrow) is on the optical axis of the projector and it is
used to keep track of the distance of each line from the optical axis.
3.3 Surface reconstruction: the rice pile
The chosen pattern for the experiments is a set of 300 colored lines, which is
projected along the normal to the surface of the pile. The image of the pile is
taken at an angle α = 33◦ with respect to the projection direction. The use
of lines as a pattern was inspired by contour maps used to indicate the heights
of mountains and other landscape features. As we use a color camera the best
option is to use a line pattern with the additive primary colors red, green, and
blue, since an image taken by a digital color camera consists of three layers
with the intensities of these three colors. An image of the pile with the colored
lines projected on it can be seen in Fig.3.7. A small black square marks the
optical axis of the projector. We use this square to match each line projected
on the surface to the lines on the projection sheet and to give them a unique
number (see also Gu¨nther (2002)).
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Figure 3.8: Binary image of the extracted lines from the red layer of the colored image.
For the reconstruction of the surface of the pile we use the MATLAB 6.5 pro-
gramming environment because it is well suited for calculation with large ma-
trices. The raw, color images are split into three layers (red, green and blue).
In each layer the corresponding color has the highest intensity. The images are
cropped, only the part of the image is kept where the pile is and the lines are
extended to the sides of the image. This step does not have any effect on the
reconstruction it only makes the calculations easier. To be able to prevent loss
from the possible non-uniformity of the illumination, the relative values of the
colors are determined by dividing each color with the sum of all colors. Next,
the lines are extracted by thresholding each layer with the mean value of the
layer. An image of the extracted lines is shown in Fig.3.8. The middle of the
lines is identified by skeletonisation: the lines are ’eroded’ until they are only
one pixel wide (see Fig.3.9a). Shadows from the rice grains can cause small
gaps in the lines. These are corrected by interpolating between the edges of the
gaps. The correctness of the method can be verified by overlaying the middle of
the extracted lines on the raw image (see Fig.3.9b). In the following step, the
lines are numbered with respect to the small black square and are ’un-cropped’,
placed back in the original image, in the position where they were cut out. This
is a very important step because the images are usually not cropped in the same
position. Applying the equations Eq.3.6, Eq.3.7 and Eq.3.8, the three coordi-
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Figure 3.9: The one pixel wide lines a) as a binary image and b) plotted in white on
top of the raw image. For clarity only a part of the images is presented.
nates x, y and z of the surface can be calculated. In Fig.3.10 we present an
example of the reconstructed surface of the rice pile.
We have verified the accuracy of the reconstruction procedure using a paper
cone glued on the calibration board, which is placed at 45◦ with respect to the
frame of the laboratory. In Fig.3.11 the reconstructed surface of the cone is
presented, rotated by 45◦. The roughness of the surface is caused by round-off
errors from the rotation, but the fluctuations are typically less than 1 mm. The
deviation of the height and base diameter of the reconstructed cone with respect
to the original object is at most 2 mm (see Table 3.1). The base diameter is
not obtained by a circular average. We have also determined the volume of the
cone. For the original object we have applied the formula: V = 13pir
2h, while
for the reconstructed one we have integrated the height over the area of the
cone and found a deviation of less than 1%. The same holds for the slope of
the cone. We can conclude that the reconstruction procedure determines the
three coordinates of an object with an accuracy of 2 mm.
However, the surface of our pile is not smooth as paper, there are small gaps
between the grains, which results in gaps in the lines. The end points of these
parameter paper cone reconstructed cone
base diameter (cm) 11.5 11.7
height (cm) 6.3 6.2
volume (cm3) 218.12 216.00
slope 47.7◦ 48.2◦
Table 3.1: Comparison between the parameters of the paper cone and the reconstructed
object. The accuracy of the reconstruction is 2 mm while the error in the volume and
the slope of the reconstructed cone is less than 1 %.
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Figure 3.10: The reconstructed surface of the three dimensional pile of rice.
0 20 40 60 80 100
1200
20
40
60
80
100
120
0
10
20
30
40
50
60
70
y (mm)
x (mm)
z 
(m
m)
Figure 3.11: The reconstructed surface of the paper cone.
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gaps are connected in the reconstruction procedure by interpolation. By sub-
tracting two images without adding grains to the pile, we observe a maximum
absolute height difference of 4mm and a root-mean-square height fluctuation
of 0.46mm. This accuracy of the reconstruction of the surface of the rice pile
is sufficiently small for our investigations as it is comparable to the size of the
grains.
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Chapter 4
Evidence for self-organized
criticality in the
three-dimensional pile of rice 1
We show that a three-dimensional pile of long grained rice exhibits self-
organized criticality (SOC). We find a power-law distribution of the avalanche
sizes over more than three orders of magnitude with an exponent of τ = 1.11(2).
Using a box counting method the dimension of the avalanches is determined,
leading to a surface fractal dimension db = 1.80(2) and a volume fractal di-
mension D = 2.42(4). In addition we show that the avalanches exhibit finite
size scaling. The critical exponents used to obtain the data collapse, D = 2.43
and τ = 1.11 are in very good agreement with the ones calculated directly
from the avalanches. The surface left behind by the avalanches is characterized
by a roughness exponent α = 0.61(2) and a growth exponent β = 0.33(2), in
good agreement with the values α = 0.62(4) and β = 0.29(3) obtained from
theoretical scaling relations and the measured avalanche exponents.
1This chapter is an improvement of the paper of C.M. Aegerter, R. Gu¨nther, and R.J. Wijn-
gaarden, Phys. Rev. E 67 (2003) 051306. For the data analysis of this chapter the avalanche
detection procedure is corrected and the finite size scaling procedure is improved. In addi-
tion, the monodispersity of the grains is better preserved, by using pressurized air for the
transportation of the grains and a larger area of the pile is used for the analysis. The author
of this thesis performed the experiments, corrected the surface reconstruction procedure and
analyzed the data.
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4.1 Introduction
There are many natural systems thought to exhibit self-organized criticality (see
Section 2.4), e.g. earthquakes, solar flares, stock market fluctuations, biological
evolution, rain events. These systems are difficult to study quantitatively, and
most of the time only the power-law distribution of the event sizes suggests that
they exhibit SOC behavior. However, the existence of power-law distributed
event sizes is only a necessary, but not a sufficient condition to determine if a
system is SOC or not. Hence, controlled experiments are needed to verify the
theoretical predictions of SOC (Paczuski et al., 1996), such as finite size scaling
and scaling relations between the exponents characterizing the avalanches and
the rough surface they leave behind.
The obvious experimental analogs of the sand pile model are granular piles,
where the dynamics can be directly mapped to the dynamics of the sand pile
model. As a consequence the first experiments in quest of SOC behavior were
performed on real sand piles with different base geometries and sizes (Jaeger
et al., 1989; Held et al., 1990). Contrary to expectations, all of the experiments
(except for the very small conical piles) failed to exhibit power-law distribu-
tion of the avalanche sizes. Another granular pile, however, consisting of glass
beads, on a base that has a random arrangement of beads glued to it, displays
power-law distribution and finite size scaling of the avalanches (Altshuler et al.,
2001). Although the comparison is not trivial at first glance, type II supercon-
ductors behave in the same manner as granular piles. In this case the driving
is the increase of the external magnetic field, and the grains are the vortices,
which contain one flux quantum. The vortices always penetrate from the edges
of the sample, and because they repel each other they move inside the sample
in the form of avalanches. Actually, some experiments on vortices in type II
superconductors show a power-law distribution of the avalanche sizes (Field
et al., 1995; Aegerter, 1998); however, others failed to find this behavior (Zieve
et al., 1996; Nowak et al., 1997). In all of these systems only the off-the-rim
avalanches were measured, by monitoring the amount of ’grains’ that leave the
system. Numerical studies on the sand pile model revealed the importance of
measuring also the avalanches that do not reach the edge of the system. It
was found that, by excluding these internal avalanches the power-law behavior
breaks down. Behnia et al. (2000) studied the dynamics of vortices by means
of Hall probe array measurements, detecting also the internal avalanches, and
found a power-law distribution. Aegerter et al. (2004) investigated the flux pen-
etration in a thin film superconductor (YBa2Cu3O7−δ). They have performed
magneto-optical experiments, which allow for a very accurate determination
of the flux density at each point of the surface of the sample, and found fi-
nite size scaling of the avalanches. Frette et al. (1996) discovered that also
kinetic effects play a role in the behavior of a granular pile. They performed
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experiments on a rice pile confined between two glass plates that are less than
one grain length apart and found a power-law distribution together with finite
size scaling for elongated rice grains and an exponential distribution for round
grains. However, the finite size scaling presented in this article for elongated
grains is not convincing (Christensen & Moloney, 2005), as the distribution
doesn’t have a cutoff. Without a cutoff avalanche size a data collapse is by
definition impossible.
It is evident that although there are many numerical models that exhibit SOC
behavior, there are surprisingly few experiments that show a power-law dis-
tribution of the avalanche sizes, and even fewer that fulfill a more stringent
criterion of SOC, i.e. finite size scaling. In this Chapter we present the results
of the experiments performed on a three-dimensional pile of rice of elongated
grains, similar to those used by Frette et al. (1996). In Section 4.2 the exper-
imental setup is described. In Section 4.3 the distribution of avalanche sizes
is presented along with their finite size scaling. In Section 4.4 we show that
the avalanches are fractal objects, and in Section 4.5 the rough surface left
behind by the avalanches is characterized. In Section 4.6 two of the scaling
relations proposed by Paczuski et al. (1996) are derived from the point of view
of a rice pile and compared with experiment. In the last Section we present our
conclusions.
4.2 Experimental setup
The experiments presented in this Chapter were performed on a three-
dimensional pile of rice with a base area of 1 × 1m2 (see Section 3.1), with
the foot of the pile away from the edge of the box. The pile is driven by feeding
it slowly at a rate of 30 grains/s. Feeding takes place along a line spanning the
whole width of the pile. Images of the pile were taken with a high resolution
camera every 17s. The surface of the pile is reconstructed at each time step
by means of monocular stereoscopy as described in Section 3.2. Fig.4.1 shows
a snapshot of an avalanche. The size of an avalanche can be determined from
the height difference between two consecutive reconstructed surfaces. First a
binary image is obtained by using a threshold of 2 mm for the height difference
(note that 2 mm is the width of a rice grain, so no relevant information is lost
by this procedure). Although the accuracy of the reconstruction is 4 mm, we
are searching for connected areas where the height difference is not zero, so the
level of threshold can be decreased. The area A of the avalanche is determined
using an object identification procedure. The size of the avalanche can then
be calculated from the positive height difference (i.e., where the height was in-
creased due to the deposition of avalanche material) integrated over the area of
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Figure 4.1: A snapshot of an avalanche. The color bar indicates the height difference
between two consecutive images in mm. The size of the avalanche in mm3 is given by
the positive height difference integrated over the area of the avalanche.
the avalanche:
s =
∫
A∆h(x,y)>0
∆h(x, y) dx dy (4.1)
where ∆h(x, y) = h(x, y, t + ∆t) − h(x, y, t). The results presented in the
following Sections are for 11 experiments, with a total length of ∼ 382 hours,
containing 1100 avalanches.
4.3 Avalanche dynamics
The time dependence of avalanche sizes for the 12 experiments shows a punc-
tuated behavior, times of rest are interrupted by avalanches of all sizes (see
Fig.4.2). The avalanche sizes are calculated over an area of observation of length
× width = 880 × 1000 mm2. The distribution P (s) of avalanche sizes s is a
power-law (P (s) ∼ s−τ ) over more than three orders of magnitude (see Fig.4.3),
with an exponent of τ = 1.11(2)2. The deviation from a power-law in the small
avalanche regime is due to the difficulty of identifying small avalanches. The
cutoff in the large avalanche regime is a finite size effect, the avalanches ”feel”
the size of the system. An avalanche, which has a linear size comparable to
2The notation 1.11(2) is equivalent to 1.11± 0.02
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Figure 4.2: a) The time evolution of the avalanche sizes for all 12 experiments. The
different experimental runs (E1-E12) are indicated by arrows. b) A section of ∼ 55
hours of the time evolution of the avalanches. The punctuated behavior is clearly
visible.
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Figure 4.3: The distribution of avalanche sizes. The straight line is best fit to the data
in the range s ∈ [2.8 · 103, 8.2 · 106], which is consistent with a power-law behavior
P (s) ∼ s−τ , with exponent τ = 1.11(2). The error in the exponent is the standard
deviation from the least squares fit, the error bars are obtained using Poisson statistics,
which is given by the square root of the number of counts in each bin. The distribution
is normalized,
∑
s P (s) = 1.
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the size L of the system and a fractal dimension D, has a volume s× ∼ LD
(Paczuski et al., 1996).
In addition to power-law behavior we also observe finite size scaling in our ex-
periments. Usually for the finite size scaling analysis, experiments with different
system sizes are performed. However, this is difficult to implement experimen-
tally. Instead we use a moving window of linear size L and scan the surface
for avalanches. If an avalanche is detected and it fits within the window then
we consider it as an avalanche otherwise it is ignored. The top boundary of
these moving windows is always the top of the pile, because that is where the
avalanches start. By varying the linear size L of the window we can obtain
the distribution of avalanche sizes for different system sizes, P (s, L). We have
tested this method for finite size scaling (see Appendix A) using the Oslo model
(Christensen et al., 1996) generalized to two dimensions. We find that finite
size scaling of avalanche sizes gives the same values for the parameter τ and D
(see below) for our method (applied to the largest simulated system) and for
the conventional method where separate simulations are performed for differ-
ent system sizes. Hence we assume that our method can be applied also to the
experimental rice pile. Another usual method can lead to erroneous results as
we now discuss. If instead of our method, the window of observation is cut into
subsets of linear size L, the avalanches are not considered as a whole, but are
cut into segments, so the very large avalanches are contributing to the distri-
bution, even for the smallest system size. As the window size decreases, the
probability to have completely filled windows increases. As a consequence, the
exponent of the distribution is system size dependent, it decreases as the size
of the system decreases. Clearly this is not a good procedure.
In Fig.4.4a we present the distribution of avalanche sizes (obtained using our
moving window method) for different window sizes (L=100, 200, 400, 600 and
800 mm). The distribution is a power-law for all window sizes, with an exponent
of τ = 1.12(3) up to a cutoff size, which depends on L. The distribution deviates
from a power-law for avalanche sizes smaller than 2818 mm3 due to the difficulty
of detecting small avalanches. As a consequence this part of the distribution
was not taken into account in the finite size scaling analysis. As shown in
Fig.4.4b, we can obtain a very nice data collapse by scaling the avalanche sizes
with L−D and the probabilities with sτ . The distribution of avalanche sizes for
all system sizes is given by (Baraba´si & Stanley, 1995):
P (s, L) = s−τf
( s
LD
)
(4.2)
where f(x) is constant up to some value (corresponding to the cutoff scale) and
goes smoothly to zero for larger x. The exponents used for the curve collapse
are: D = 2.43, which is in very good agreement with the value obtained from
the box counting method (see next Section), and τ = 1.11. The data collapse
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Figure 4.4: a) The distribution of avalanche sizes for systems with linear sizes L=100,
200, 400, 600 and 800 mm. The difference in the small avalanche regime compared to
Fig.4.3 is due to the fact that in this case smaller bin sizes were used. The distribution
is a power-law for all system sizes with an exponent of τ = 1.12(3). b) The same data
(except the first four data points, as these do not follow the power-law) scaled to obtain
a data collapse. The values used for the scaling are: D = 2.43 and τ = 1.11
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Figure 4.5: Plot to obtain the area fractal dimension db of one avalanche using the box
counting method. The area fractal dimension of 26 avalanches from all experiments
which do not touch the edges of the system and are larger than 0.5 dm3 is averaged,
yielding db = 1.80(2).
indicates that the system obeys finite size scaling, which is one of the hallmarks
of self-organized criticality.
4.4 Fractal structures
In this section we show that the avalanches have fractal structures. For the frac-
tal dimension calculation we have selected a set of 26 avalanches which meet
the following requirements: i) the size of the avalanches is larger than 0.5 dm3
and ii) the avalanches do not touch the sides of the system. The area of these
avalanches is identified by thresholding the height difference between two con-
secutive reconstructed surfaces with 2 mm and applying an object recognition
procedure. The fractal dimension of the resulting clusters was determined using
the box counting method (Mandelbrot, 1982). Fig.4.5 shows that the number
of boxes, N(l) which contain a part of the avalanche, as a function of the linear
size of the box, l is a power-law:
N(l) ∼ l−db (4.3)
The exponent of the power-law, db = 1.80(2) gives the fractal dimension of the
area of the avalanches. The value of the exponent is averaged over the set of 26
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Figure 4.6: Plot to obtain the volume fractal dimension D of one avalanche using
the box counting method. The volume fractal dimension of 26 avalanches from all
experiments which do not touch the edges of the box and are larger than 0.5 dm3 is
averaged, yielding D = 2.42(4).
avalanches. As db is smaller than the embedding dimension, dE = 2, the area
of the avalanches is a fractal object.
We can also determine the fractal dimension D of the volume of the avalanches
for the same set of 26 avalanches. After the avalanche clusters are identified
the three dimensional shape of the avalanches is reconstructed. This is done by
taking the height maps (reconstructed surfaces) of the pile before (h1(x, y)) and
after (h2(x, y)) an avalanche has happened. The difference h2(x, y) − h1(x, y)
gives the width of the avalanche in each point. To obtain the three-dimensional
shape of the avalanche we construct for each point (x, y) of the avalanche cluster
a column filled with ones in the interval [h1(x, y) h2(x, y)] and with zeros outside
this interval. The result of the box counting method in three dimensions is
shown in Fig.4.6. The number of counts as a function of the linear size of the
boxes is a power-law with an exponent of−2.42(4), which indicates an avalanche
dimension of D = 2.42(4). The dimension D of the avalanches is smaller than
the embedding dimension dE = 3, which indicates that the avalanches are
fractal structures.
4.5. Surface roughening 45
Figure 4.7: The surface of the pile of rice after the substraction of a flat plane. Clearly
it is a rough surface.
4.5 Surface roughening
In Fig.4.7 we show the reconstructed surface of the pile at one time step with a
linear fit, i.e. a flat plane, subtracted from it to take out the slope. It is clearly
visible that the surface of the pile is rough, it displays fluctuations on all length
scales. The fluctuations on a very small length scale are due to the shape of
the rice grains and the gaps between them. These are height differences of the
order of mm’s. However, they cannot cause fluctuations of the order of cm’s.
These larger fluctuations are created by the fractal avalanches of all sizes, which
transfer grains from one part of the pile to the other. The surface of the pile
can be characterized in many ways. The most common one is to analyze the
width of the surface,
w(L, t) =
√√√√ 1
L2
L∑
x,y=1
[h(x, y, t)− h¯(t)]2 (4.4)
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where L is the linear size of the system, h(x, y, t) is the height of the surface in
point (x, y) at time t, and h¯(t) is the mean height of the surface:
h¯(t) =
1
L2
L∑
x,y=1
h(x, y, t) (4.5)
Starting with a relatively smooth surface (small fluctuations due to the shape
of the grains are always present) the width of the surface grows as a power-law
up to a crossover time t×:
w(L, t) ∼ tβ, for t < t× (4.6)
where β is called the growth exponent. After the crossover time, the width of
the surface reaches the saturation width wsat, which scales with the size of the
system as:
wsat ∼ Lα, for t > t× (4.7)
where α is called the roughness exponent. At the crossover time both Eq. 4.6
and 4.7 holds and as a consequence t× scales with the size of the system as:
t× ∼ Lα/β (4.8)
To obtain both the roughness and the growth exponent from Eq. 4.6 and 4.7
the experiments should be repeated with varying system sizes L. This can be
bypassed by analyzing instead of the width of the surface the local width in
space calculated in a window of linear size l, which is given by:
w2(l) =
〈
1
l2
x0+l,y0+l∑
x=x0,y=y0
[h(x, y, t)− h¯l(t)]2
〉
x0,y0,t
(4.9)
where 〈.〉x0,y0 denotes averaging over all points at a radius l from the origin and
h¯l(t) is the mean height in the window of observation:
h¯l(t) =
1
l2
x0+l,y0+l∑
x=x0,y=y0
h(x, y, t) (4.10)
The local width w(l) scales with the linear size l of the window of observation
as:
w(l) ∼ lα (4.11)
A second method for determining the roughness exponent is given by the two-
point correlation function:
C2(l) = (〈[δh(x+ ξ, y + η, t)− δh(ξ, η, t)]2〉x,y,t) 12 (4.12)
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where δh(x, y, t) = h(x, y, t) − h¯(t), 〈.〉x,y denotes averaging over all points at
a radius l from the origin, and 〈.〉t means averaging over all time steps. This
method is more accurate than the local width method as it offers the advantage
of a better statistics as the whole surface is used at once. The correlation
function scales as:
C(l) ∼ lα (4.13)
A third method to determine α is by calculating the power spectrum or structure
factor of the surface:
S(k, t) = |hˆ(kx, ky, t)| (4.14)
where k2 = k2x + k
2
y, and hˆ is the two dimensional Fourier transform of the
surface. By integrating the structure factor we obtain the distribution function:
σ2(k) =
〈
1
4pi2
∫ k
0
S(κ, t)dκ
〉
t
(4.15)
The distribution function is equal to the width (Lo´pez et al., 1997), σ(k) = w(l),
so:
σ(k) ∼ kα (4.16)
We have calculated the roughness exponent over an area of 512 × 512 mm2
of the surface using the correlation function and the distribution function as
they are more reliable than the local width. The value 512 was chosen because
the Fast Fourier Transform algorithm requires a system size that is a power of
two. Both methods give the same roughness exponent α = 0.61(2) within the
margin of error (see Fig.4.8). Both functions deviate from a power-law at small
distances (1-4 mm), respectively at large k-vectors due to the fact that here
sub-grain length scales are reached.
The same methods can be used to determine the growth exponent of the surface.
The local width in time is given by:
w2(τ) =
〈
1
τ
t0+τ∑
t=t0
[h(x, y, t)− h¯τ (x, y, t0)]2
〉
t0,x,y
(4.17)
where the subscript stands for averaging over all t0, x, y and
h¯τ (x, y, t0) =
1
τ
t0+τ∑
t=t0
h(x, y, t) (4.18)
is the average height in the interval τ . The local width in time scales as:
w(τ) ∼ τβ (4.19)
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Figure 4.8: Determination of the roughness exponent from a) the two point correlation
function C(l), yielding α = 0.62(2) and b) the distribution function σ(k), giving α =
0.60(2). We will use α = 0.61(2), the average value obtained from the two methods.
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The two point correlation function in time is given by:
C2(τ) = 〈[δh(x, y, t)− δh(x, y, t+ τ)]2〉t,x,y (4.20)
Here 〈.〉t averaging over all ensembles separated by a time interval τ . The
correlation function scales as:
C(τ) ∼ τβ (4.21)
The power spectrum of the evolution of the height of the surface is given by:
S(x, y, ω) = |hˆ(x, y, ω)|2 (4.22)
where hˆ(x, y, ω) is the one-dimensional Fourier transform of the time evolution
of the height of the surface at position (x, y). The distribution function is given
by the integral of the structure factor:
σ2(ω) =
〈
1
2pi
∫ ω
0
S(x, y, ω′)dω′
〉
x,y
(4.23)
And σ(ω) scales as:
σ(ω) ∼ ωβ (4.24)
We have calculated the growth exponent using the correlation and distribution
functions over the same area as we used for the calculation of the roughness
exponent. The pile evolves through avalanches of all sizes. For the calculation
of the correlation function we have omitted time intervals smaller than a time
tm. tm is roughly the smallest interval between avalanches observed in the data
set. For t < tm, or correspondingly in the ω domain, we observe a deviation
from power-law behavior of the distribution function. The resulting growth
exponent from the two different approaches is β = 0.33(2) (see Fig.4.9).
4.6 Scaling relations
As discussed in the previous part, the rough surface of the pile is due to the
occurrence of fractal avalanches of all sizes. As a consequence we would ex-
pect that the exponents describing the avalanches and the ones characterizing
the surface of the rice pile are related. In fact it was derived theoretically by
Paczuski et al. (1996) that these exponents are connected through scaling re-
lations. This was deduced from general arguments and verified numerically for
different SOC models. We derive here two of these scaling relations that are
relevant for our rice pile.
The first scaling relation is derived by calculating the volume of an avalanche
in two separate ways. We know that the volume of a fractal avalanche is by
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Figure 4.9: Determination of the growth exponent from a) the two point correlation
function C(τ), yielding β = 0.34(2) and b) the distribution function σ(ω), giving
β = 0.32(2). We will use β = 0.33(2), the average value obtained from the two
methods.
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definition equal to lD, where D is the avalanche dimension and l is the spatial
extension of the avalanche. On the other hand, we can also calculate the volume
by multiplying the fractal area with the fractal height of the avalanche. The
fractal area is by definition equal to ldb , where db is the surface fractal dimension.
The height of the avalanche is in each point calculated from the height difference
between two consecutive surfaces. As a consequence the fractal height is related
to the width of the surface and scales as lα, where α is the roughness exponent
of the surface. Equating the two volumes, we have:
lD = ldb lα (4.25)
from which we obtain the scaling relation:
α = D − db (4.26)
Both D and db are already determined for our rice avalanches by means of the
box counting method, which yields: D = 2.42(4) and db = 1.80(2). Inserting
these values in the scaling relation results in a roughness exponent of α =
0.62(4), in very good agreement with the value obtained from the roughness
analysis, α = 0.61(2).
For the derivation of the second scaling relation we consider the time it takes
to have an avalanche with a size equal to the cutoff size s×. The first such
avalanche occurs when the entire surface becomes correlated, which happens at
the time when the width of the surface saturates. This crossover time scales
with the size of the system as: t× ∼ Lα/β (Baraba´si & Stanley, 1995). As the
driving rate of the pile is constant, the time it takes to have an avalanche of size
s× is proportional to the mass M added to the pile, t× ∼M . However, before
having an avalanche of size s×, there are many smaller avalanches occurring, so
in the total mass added to the pile we need to incorporate also the mass needed
to have these avalanches. The mass M added before an avalanche of size s×
occurs is then given by:
M =
∫ s×
0
sP (s)ds (4.27)
We know that the distribution function of the avalanche sizes is a power-law
(see Fig.4.3):
P (s) ∼ s−τ (4.28)
Combining 4.27 and 4.28 we obtain:
M ∼
∫ s×
0
s1−τds ∼ s2−τ× (4.29)
As the mass added to the pile is proportional to the time elapsed, M scales with
the crossover time t× and hence:
t× ∼ s2−τ× (4.30)
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In addition we know (Baraba´si & Stanley, 1995) that:
t× ∼ Lα/β and s× ∼ LD (4.31)
Substitution of these relations at the left vs. right hand size of Eq. 4.30 yields:
Lα/β ∼ LD(2−τ) (4.32)
from which we obtain the second scaling relation:
α
β
= D(2− τ) (4.33)
Hence, with Eq.4.26, we can determine β from the avalanche exponents only:
β =
1− db/D
2− τ (4.34)
From the avalanche exponents obtained previously, we find β = 0.29(3), in very
good agreement with the value obtained from the surface analysis β = 0.33(2).
4.7 Conclusion
We have shown that a three-dimensional pile of rice exhibits self-organized
critical behavior. We have found power-law distribution of the avalanche sizes
over more than three orders of magnitude and we observe finite size scaling
of the avalanches. In addition we have shown that the surface left behind by
the fractal avalanches is rough and that the scaling relations that connect the
critical exponents of the surface to those that characterize the avalanches, are
obeyed in our system. Thus, the three-dimensional pile of rice is a promising
system for verifying further theoretical predictions of SOC.
Chapter 5
Extremal dynamics and the
approach to the critical state
in a three dimension pile of
rice 1
We study the way a three dimensional pile of rice approaches the critical state.
We find that the envelope of the maximum slope of the pile (the maximum value
of the highest slope up to a time t) approaches the critical slope as a power-
law, with an exponent δ = 0.78(4). Assuming a theoretical relation based on
extremal dynamics, δ can be also obtained through a scaling relation from the
avalanche exponents in the critical state. The resulting δ = 0.71(3) is in good
agreement with the experimentally obtained value, showing that the way our
system approaches the critical state is dictated by the scaling properties of the
critical state itself. In addition, we find that the avalanche size distribution
exponent in the transient state, τT = 1.22(3) is larger than the one in the
critical state, τC = 1.13(5).
1This chapter is an improvement of the paper of C.M. Aegerter, K.A. Lo˝rincz, M.S. Welling,
and R.J. Wijngaarden, Phys. Rev. Lett. 92 (2004) 058702. In the experiments presented
in this chapter the monodispersity of the grains is preserved, by using pressurized air for the
transportation of the grains and the avalanche detection procedure is corrected. The author
of this thesis performed the experiments, corrected the surface reconstruction procedure and
analyzed the data.
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5.1 Introduction
Since the introduction of its concept by Bak et al. (1987), self-organized criti-
cality is thought to describe the dynamics of many non-equilibrium natural and
social systems (see Section 2.4). This idea is mostly based on the power-law
distribution of the avalanche sizes.
For a thorough understanding of SOC dynamics, it is important to know how
the critical state is approached. Paczuski et al. (1996) have derived an extensive
theory of avalanche dynamics in SOC systems, which they have verified on
many numerical models. They have derived an equation for the Bak-Sneppen
evolution model (Bak & Sneppen, 1993), which they call the gap equation,
describing the approach of the system to the critical state. In this model (see
Section 2.3.3) each species has a fitness assigned to it, which is randomly chosen
from the uniform distribution between 0 and 1. The dynamics of the system is
such that the extremal sites are the ones where the activity is initiated. The
system evolves on the principle of Darwin (1859): always the least fit species
mutates, i.e. its fitness is updated. After a long transient the system reaches its
critical state, where nearly all fitness values are above a critical value and only
in a narrow, localized region fitness values below the critical value are found.
The gap G at time t, in this case, is defined by the maximum of all maximum
fitness values chosen for update up to time t. G(t) describes the approach of the
system to the critical state. Paczuski et al. (1996) solved this gap equation and
found a scaling relation that connects the transient exponent, which describes
the approach to the critical state, to the avalanche exponents of the critical
state. This relation demonstrates that the way a SOC system approaches the
critical state is dictated by the scaling properties of the critical state itself.
We assume here that similar relations hold for our three-dimensional pile of
rice and to SOC systems in general, since the dynamics of these systems is also
extremal. In the case of the rice pile the avalanches start always where the
slope is the highest.
There is also an intimate connection between extremal dynamics and the rough-
ening of an interface. Tanguy et al. (1998) proposed an extremal model on an
elastic interface, where the dynamics is such that always the site subject to
the smallest pinning force advances, and showed that the system self-organizes
into a critical state. Alava & Lauritsen (2001) mapped the dynamics of dif-
ferent sand pile models to discrete interface equations, while Pruessner (2003)
has shown, that the Oslo model (Christensen et al., 1996), which describes the
dynamics of rice piles, is a discrete realization of the Edwards-Wilkinson equa-
tion (EW) with quenched noise. Dickman et al. (2000) describe SOC as an
absorbing state phase transition that is driven to the critical point by adding
particles to the system when it is in a frozen state and removing particles when
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it is in the active regime.
In most natural systems these theoretical ideas cannot be verified. Hence,
controlled experiments are needed to test the various theoretical expectations
of SOC. In the previous Chapter we have shown, that a three-dimensional pile
of rice fulfills a number of the more stringent criteria put forward by Paczuski
et al. (1996), such as finite size scaling of the avalanches, roughening, and an
intimate connection between the avalanches and the rough surface they leave
behind. Therefore, our system is well suited to study the transient state and
the relaxation to the critical attractor.
In this Chapter we present the results of experiments performed on a three-
dimensional pile of rice. In Section 5.2 the experimental setup is described. In
Section 5.3 the evolution of the rice pile towards the critical state is studied
by means of the approach of the envelope of the maximum slope to its critical
value. The scaling relation, connecting the transient exponent to the avalanche
exponents of the critical state is verified. In Section 5.4 the temporal evolu-
tion of the avalanche size distribution exponent is shown, followed by the last
Section, where we present our conclusions.
5.2 Experimental setup
The experiments presented in this Chapter were performed on a three-
dimensional pile of long grained rice with a base area of 1× 1m2. The foot of
the pile was kept away from the edge of the box during the whole experiment.
The initial smooth surface was prepared at an angle of 35◦, much smaller than
the critical angle of the pile, which is 49◦. The pile is grown by depositing
grains at the top of the pile from a 1m wide line source at a rate of 30 grains/s.
An image of the pile is taken at every 17 s with a high resolution CCD cam-
era. The surface of the pile is reconstructed using the technique of monocular
stereoscopy (see Section 3.2).
Here we present the results of 10 experiments, with a total length of ∼ 210
hours.
5.3 The approach to the critical state
To be able to apply the gap equation to the three-dimensional pile of rice we
need to know how the average avalanche size evolves in time in the transient
state.
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Figure 5.1: The time evolution of avalanches for one experiments. It can be clearly
seen that at early times there are only small avalanches. However, as the critical state
is approached the average avalanche size increases. The system spanning avalanche at
time t = 2.4 × 104 s is considered the delimiter between the critical and the transient
state ( see text for explanation). The size of the largest avalanche in the critical state
is limited by the finite size of the system.
The size ∆V of an avalanche2 is defined as the volume of rice displaced between
two consecutive time steps and it is expressed in mm3. To determine ∆V ,
first a threshold of 2 mm is applied on the height difference between the two
reconstructed surfaces. Using an object recognition procedure the area A of the
avalanche is identified. The size of the avalanche is then obtained by integrating
the positive height difference over the area of the avalanche:
∆V =
∫
A∆h(x,y)>0
∆h(x, y) dxdy (5.1)
where ∆h(x, y) = h(x, y, t+∆t)−h(x, y, t), and h(x, y, t) is the height of the pile
at point (x, y) at time t. Fig.5.1 presents the time evolution of the avalanche
sizes for one experiment. The punctuated behavior is clearly visible. In ad-
dition, for t < 2.4 × 104 s, which we consider as the transient state, a gradual
2∆V is equivalent to the notation s of Chapter 4. The change was made to keep the
notations in agreement with the publications.
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increase of the avalanche sizes with time can be observed: in the beginning,
there are only small avalanches, but as the pile evolves towards the critical
state also larger avalanches start to occur. The first system spanning avalanche
in this experiment occurs at time t = 2.4×104 s and acts as a delimiter between
the transient and the critical state. In the beginning of the experiment, in ad-
dition to the overall low slope, the surface of the pile is smooth everywhere and
it becomes locally rough after each avalanche. After the first system spanning
avalanche, the surface of the pile becomes overall rough and now each grain
added to the pile can create an avalanche of all sizes, limited only by the size
of the system.
The ”average avalanche size” 〈∆V 〉 is calculated as a moving average over a
time window of 4250 s and subsequently averaged over all experiments (see
Fig.5.2). The size of the time window was chosen in such a way that each
window contains at least 4 avalanches for each experiment. The average is
calculated starting from 1700 s for each experiment, because at earlier times
we do not observe avalanches in any of these experiments. We observe a linear
increase of 〈∆V 〉 with time, up to a crossover time, tco:
〈∆V 〉 ∼ t for t < tco (5.2)
For times larger than tco the average avalanche size fluctuates widely. We
find experimentally that 〈∆V 〉 diverges as a power-law as the critical state
is approached. A measure of the relaxation to the attractor is given by the
evolution of the maximum local slope of the pile. As in most SOC systems,
activity always starts at the extremal sites, e.g. in the Bak-Sneppen evolution
model (Bak & Sneppen, 1993) the sites with the lowest fitness value, in granular
piles the ones with the highest slope. As the rice pile evolves, the maximum
slope of the pile increases and it gets progressively closer to the critical slope,
fc. Hence, the maximum value of the highest slope up to time t, i.e. the
envelope of the maximum slope, will take the role of the gap G(t) at time t in
the gap equation of Paczuski et al. (1994, 1996). The slope of the rice pile can
be determined directly from the reconstructed surface. In Fig.5.3a we present
the evolution of the gap G for one of the experiments.
Assuming a power-law divergence of the average avalanche size when approach-
ing the critical state (G→ fc), we can write:
〈∆V 〉 ∼ (fc −G)−γ (5.3)
Combining Eq.5.2 and Eq.5.3 we find a power-law approach of the gap to the
critical slope:
fc −G ∼ t−δ (5.4)
where δ = 1/γ. The value of the critical slope fc was determined in two
different ways: i) from the maximum slope obtained in our experiments and
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Figure 5.2: The temporal evolution of the average avalanche size determined in a sliding
time window with a length of 4250 s averaged over all experiments. In the transient
regime, up to the crossover time tco, the average avalanche size increase linearly with
time (see arrow). However, as the critical state is approached the average avalanche
size starts to fluctuate widely. The fluctuations are due to the relatively short time
window and the finite number of avalanches in such a time window.
ii) by tilting a small box with a base area of 10 × 10 cm2, until the surface
is just barely stable, and measuring the slope of the pile. From both of these
measurements we obtain fc = 49◦. In Fig.5.3b we show the approach of the gap
G to the critical slope fc as a function of time. The difference fc−G decreases
as a power-law with exponent δ = 0.78(4). Paczuski et al. (1996) solved the gap
equation for the Bak-Sneppen evolution model and found that the exponent δ
can be expressed in terms of the exponents characterizing the critical state:
δ = 1− 1− db/D
2− τ (5.5)
where db is the fractal dimension of the area of the avalanches, D is the volume
fractal dimension, and τ is the avalanche size distribution exponent in the
critical state. Inserting the values obtained in the previous Chapter for these
exponents (db = 1.80(2), D = 2.42(4) and τ = 1.11(2)) in Eq.5.5, we obtain
δ = 0.71(3) in good agreement with the value δ = 0.78(4) obtained from a fit
of our experiment to Eq.5.4 (see Fig5.3b). This scaling relation (Eq.5.5) shows
that the way a SOC system approaches the critical state is dictated by the
scaling properties of the critical state itself. Our rice pile evolves in agreement
with the gap equation, even if it is an experimental system quite different from
the Bak-Sneppen numerical model.
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Figure 5.3: a) The envelope of the maximum slope for one of the experiments. b)
The approach of the maximum slope of the pile to the critical slope averaged over all
experiments. The straight line is the best fit to the data and indicates a power-law
behavior with exponent δ = 0.78(4).
60 Chapter 5 Extremal dynamics and the approach to the critical state ...
5.4 Time evolution of τ
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Figure 5.4: The temporal evolution of the avalanche size distribution exponent. The
probability to have large avalanches increases as the system approaches the critical
state. Therefore the distribution in the transient regime is steeper, which is reflected
in the larger value of the exponent in the transient state, τT = 1.22(3), compared to
the critical state τC = 1.13(5). The two horizontal straight lines indicate the mean
values of the exponent in the transient and the critical state respectively, and the third
straight line is a linear fit to the data.
The probability to have large avalanches increases as the critical state is ap-
proached. As a consequence the avalanche size distribution exponent in the
transient state, τT is larger than the one characterizing the critical state, τC .
In Fig.5.4 we present the time evolution of the avalanche size distribution ex-
ponent τ as obtained from the avalanches in a moving time window of 20400
s. The size of the window was determined in such a way that each interval
contains at least 250 avalanches in total for all experiments. The exponent for
each time window was determined from a power-law fit to the distribution. The
difference between the power-laws in the critical and the transient state is that
in the critical state the power-law is limited by the finite size of the system,
while in the transient the limit is imposed by the size of the correlated areas.
At early times the exponent of the distribution is τT = 1.22(3). However, as
the system approaches the critical state, the exponent of the distribution de-
creases until it reaches the value characteristic to the critical state τC = 1.13(5),
which is in good agreement with the value determined in the previous Chapter,
τC = 1.11(2).
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5.5 Conclusions
In this Chapter we have studied the approach to the critical state of a three-
dimensional pile of rice. We have shown that the relaxation to the critical
attractor can be described by the gap equation proposed by Paczuski et al.
(1994, 1996). The gap, which in this case is the envelope of the maximum slope,
approaches the critical slope as a power-law, with an exponent δ = 0.78(4).
Assuming extremal dynamics, the transient exponent can be obtained from
the avalanche exponents of the critical state, resulting in δ = 0.71(3), in good
agreement with the experimental value.
We have also shown that the probability to have large avalanches is smaller
in the transient state, corresponding to a larger avalanches size distribution
exponent τT = 1.22(3), compared to the exponent characterizing the critical
state τC = 1.13(5). This result may also have applications in natural systems.
Birkeland & Landry (2002) have shown that naturally and artificially triggered
snow avalanches have the same avalanche size distribution exponent, which
means that the probability to have large avalanches is not reduced by artificial
triggering. The same applies to forest fires. Malamud et al. (1998) found
that the area size distribution of forest fires has the smallest exponent in the
U.S. Fish and Wildlife Service lands, where, presumably, care was taken to
prevent large fires. This result may be surprising at first sight. However, by
thinking in terms of a SOC system it is not unexpected. In the critical state,
any disturbance, be it natural or artificial, can have an effect of any size. The
system is highly correlated and a disturbance can propagate through the whole
system, independent of the nature of disturbance, causing a large avalanche.
However, in the transient state, the system is not correlated at the largest
scales, which is reflected in the absence of very large avalanches. If artificial
triggering would take place in the transient regime, the size of the resulting
avalanche would be smaller, compared to the critical state, where the size of
the largest avalanche is only limited by the system size. The critical state is
unwanted in natural systems as the probability to have very large events is
non-negligible. By disturbing the system in the transient state, hopefully, the
moment of reaching the critical state can be delayed.
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Chapter 6
Multi-scaling analysis of the
surface of a three-dimensional
pile of rice 1
We describe the scaling properties of the surface of a three-dimensional pile of
rice by studying the different moments of the two-point correlation function.
In the critical state, due to the presence of an additional transient correlation
length, we find multi-scaling in the temporal behavior of the surface, which is
indicated by the decrease of the growth exponent with increasing moments of
the correlation function. In space the surface does not exhibit multi-scaling:
the roughness exponent is the same within the margin of error for different
moments, showing that we observe only a single spatial correlation length.
1This chapter is an improvement of the paper of C.M. Aegerter, K.A. Lo˝rincz, and
R.J. Wijngaarden, Europhys. Lett. 67 (2004) 342. In the experiments presented in this
chapter the monodispersity of the grains is preserved, by using pressurized air for the trans-
portation of the grains, the surface reconstruction procedure is corrected and the determina-
tion of the two-point correlation function in space is extended to two dimensions. The author
of this thesis performed the experiments and analyzed the data.
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6.1 Introduction
The critical point in a non-equilibrium system can be reached either by external
tuning or by self-organization. Hence, once in the critical state, it is important
to be able to determine how this state was approached.
Paczuski (1995) studied theoretically the growth and kinetic roughening of an
interface and found that ”avalanche dynamics (SOC) can be distinguished phe-
nomenologically from Langevin dynamics by observing their dynamic scaling
behaviors”. In a Langevin system scale invariance is due to symmetry or con-
servation law. Hence, there is only the usual dynamic correlation length and no
multi-scaling. In a self-organized critical (SOC) system, in the stationary state,
in addition to the characteristic dynamic correlation length there is a transient
correlation length present, which diverges as the critical state is approached.
The two correlation lengths can be described with one unified scaling function.
Hence, due to the different scaling behavior of the two correlation lengths, we
can observe temporal multi-scaling in SOC systems. In the transient state,
however, there is only one time scale present, corresponding to the transient
correlation length. This leads to generic scaling in time.
The temporal multi-scaling in the critical state differentiates systems which
reach criticality by self-organization from ones that arrive to the critical point
by external tuning. The latter are generically scale invariant systems, which
are usually described by a Langevin equation. Myllys et al. (2000) showed
that the kinetic roughening of a combustion front in paper can be described
by the Kardar-Parisi-Zhang (KPZ) equation (Kardar et al., 1986) and as such,
there is only a single correlation length present in the system. This leads to the
absence of multi-scaling both in space and time. Therefore, the dynamic scaling
of a non-equilibrium critical system can be considered a test of self-organized
criticality.
We have shown in the previous Chapters that a three-dimensional pile of rice ex-
hibits SOC behavior. In addition to the power-law distribution of the avalanche
sizes, we have found finite size scaling of the avalanches and surface roughen-
ing. In this Chapter we study the scaling behavior of the surface of the pile
by means of the different moments of the two-point correlation function. Here
we investigate the same 10 experiments as in Chapter 5 (see Section 5.2 for
a detailed description). In Section 6.2 we introduce the analysis methods. In
Section 6.3 and 6.4 we study the temporal and spatial dynamic scaling of the
surface of the pile. In the last Section we present our conclusions.
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6.2 Generic vs. multi-scaling
A rough surface is described by two exponents: α, the roughness exponent,
which characterizes the spatial roughness and β, the growth exponent, which
describes the evolution of roughness in time. In a generically scale invariant
system, in the critical state, the surface is self-affine, which means that it can
be described by a single set of roughness and growth exponents. In contrast,
the characterization of a surface that exhibits multi-scaling requires an infinite
set of exponents.
The roughness and growth exponents are classically obtained by analyzing the
width (Baraba´si & Stanley, 1995), which for a two-dimensional surface is:
w(L, t) =
 1
L2
L∑
x,y=1
[h(x, y, t)− h¯(t)]2
 12 (6.1)
where L is the linear size of the system, h(x, y, t) is the height of the surface in
point (x, y) at time t, while h¯(t) is the mean height of the surface at time t:
h¯(t) =
1
L2
L∑
x,y=1
h(x, y, t) (6.2)
First, the width w(L, t) increases as a power-law as a function of time: w(L, t) ∼
tβ up to a crossover time t×. At times larger than t× the width saturates
at a system size dependent value: w(L, t) ∼ Lα. This method is suitable
to determine the roughness and growth exponents of surfaces obtained from
numerical simulations. However, it is difficult to apply to experiments as the
determination of α requires the calculation of the saturation width of the surface
for different system sizes.
An accurate and experimentally friendly approach for the determination of both
the roughness and the growth exponent is given by the two-point correlation
function:
C(l, τ) =
(〈
[δh(x+ ξ, y + η, t+ τ)− δh(ξ, η, t)]2
〉
x,y,t
) 1
2
(6.3)
where δh(x, y, t) = h(x, y, t)− h¯(t), 〈.〉x,y denotes averaging over all points at a
radius l from the origin (for the calculation of α) or over all points (x, y) (for the
determination of β). 〈.〉t means averaging over all time steps. The correlation
function scales as:
C(l, 0) ∼ lα and C(0, τ) ∼ τβ (6.4)
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To verify if a surface exhibits multi-scaling behavior, we use the q-moments of
the two-point correlation function:
Cq(l, τ) = (〈[δh(x+ ξ, y + η, t+ τ)− δh(ξ, η, t)]q〉x,y,t)
1
q (6.5)
which scales as:
Cq(l, 0) ∼ lα(q) and Cq(0, τ) ∼ τβ(q) (6.6)
For the analysis of our experiments, the qth order correlation function Cq is
calculated in the range q ∈ [1, 20]. Larger fluctuations are weighted more
strongly with increasing moments, so for very large q values (q > 20) only
the largest one or two fluctuations are counted.
If the exponents depend on q the surface exhibits multi-scaling behavior, oth-
erwise we observe generic scaling.
6.3 Scaling of the growth exponent
We describe the temporal scaling behavior of the surface of the three-
dimensional pile of rice in the critical state, by means of the different moments
of the two-point correlation function: Cq(τ). Unfortunately, in the transient
state it is not possible to accurately determine the two-point correlation func-
tion in our experiments, due to the relatively short length of the transient state:
approximately 1500 time steps compared to more than 5000 time steps gathered
in the critical state.
In Fig.6.1a we present the different orders of the correlation function in the crit-
ical state. Here the lines corresponding to the qth order correlation function,
Cq(τ) are not parallel on a double logarithmic scale. We observe a decrease
of the slope of the curves with increasing moments q. To obtain the qth or-
der growth exponent we have fitted the data in the range of 2040 to 5440 s.
In Fig.6.1b (data points) we clearly see that β decreases with increasing q.
According to Paczuski (1995) this dependence should be given by:
β(q) = β(q = 1)
D + (q − 1)α
qD
(6.7)
where α is the roughness exponent and D the volume fractal dimension, which
we have determined previously to be: D = 2.42(4) in two different ways: di-
rectly using the box counting method (see Section 4.4) and from the finite
size scaling of the avalanches (see Section 4.3). In Fig.6.1b the curve repre-
sents the q dependence of the growth exponent given by Eq.6.7, where we used
β(q = 1) = 0.46, D = 2.42 and α = 0.60. The experimentally observed decrease
in β is in very good agreement with the q-dependence indicated by Eq.6.7 based
on SOC behavior.
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Figure 6.1: a) Temporal correlation function of the pile surface corresponding to the
moments q = 1, 2, 3, 4, 5, 6, 8, 10 (from bottom to top). The straight lines are best fits
to the data in the range of 2040 to 5440 s. b) The q dependence of the growth exponent
β, obtained from the linear fits. The error bars correspond to the standard deviation
of the fit to the data. The straight line represents the q-dependence of β obtained from
Eq.6.7 (see text).
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The q-dependence of the growth exponent in the critical state indicates multi-
scaling behavior in time, showing that the critical state is influenced by tran-
sient properties. This fact supports our previous observations that the three-
dimensional rice pile approaches the critical state through self-organization.
6.4 Scaling of the roughness exponent
The two-dimensional surface of the rice pile is rough (see Fig.4.7), showing fluc-
tuations of all sizes. To take out the slope from the surface, a two-dimensional
linear fit (i.e. a flat plane) is subtracted from it. For the determination of
the scaling behavior of the surface in space, we use the different moments of
the correlation function (Eq.6.5) calculated over non-overlapping windows of
128 × 128mm2 taken from an area of 512× 512mm2 in the middle of the pile
and averaged over all windows and experiments. The determination of Cq(l, 0)
over windows of a larger area is computationally too demanding. For the spa-
tial scaling we obtain parallel straight lines in the double logarithmic plot (see
Fig6.2a). In Fig.6.2b the roughness exponent α(q) is presented, which is deter-
mined from the best fit to the data in the range of 4 to 30 mm. At distances
smaller than 4 mm Cq deviates from a power-law as here sub-grain length scales
are reached.
From Fig.6.2b we find a constant roughness exponent α(q) = 0.62(3) indepen-
dent of the moment q. This value is in very good agreement with the roughness
exponent obtained in Section 4.5. The fact that α is the same for all moments
q within the margin of error indicates that there is generic scaling in space.
The very small avalanches do not contribute very much to the roughness of the
surface. As a consequence the presence of the additional transient time scale
does not influence the scaling behavior of the surface.
6.5 Conclusions
In this Chapter we have studied the dynamic scaling behavior of the surface
of a three-dimensional pile of rice by means of the different moments of the
height-height correlation function.
We find a strong q-dependence of the growth exponent in the critical state,
which was also predicted by Paczuski (1995) based on self-organized criticality.
This multi-scaling behavior is caused by the presence of an additional transient
correlation length, next to the usual dynamic time scale. In the critical state we
find generic scaling in space, as indicated by the non-dependence of the rough-
ness exponent on the moments q. Large avalanches are the ones that mainly
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Figure 6.2: a) Spatial correlation function of the pile surface corresponding to the
moments q = 2, 4, 6, 8, 10, 20 (from bottom to top). The straight lines are best fits to
the data in the range of 4 to 30 mm. At distances smaller than 4 mm the curves deviate
from a power-law as here sub grain distances are reached. b) The q dependence of the
roughness exponent α. The error bars correspond to the standard deviation of the fit
to the data.
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determine the surface properties of the pile so the presence of an additional
transient time scale will not affect the scaling properties significantly.
In the previous Chapters we have shown that the three-dimensional pile of rice
exhibits many of the more stringent criteria of self-organized criticality: finite
size scaling of the avalanches and an intimate connection between the avalanche
exponents and the exponents that describe the rough surface of the pile. The
experimentally observed temporal multi-scaling in the critical state of the pile
is an additional verification of SOC behavior, which indicates that the steady
state is reached through self-organization.
Chapter 7
Edge effect on the power law
distribution of granular
avalanches 1
Many punctuated phenomena in nature are claimed (e.g. by the theory of
Self-Organized Criticality (SOC)) to be power-law distributed. In our exper-
iments on a three-dimensional pile of long grained rice, we find that by only
changing the boundary condition of the system, we switch from such power-
law distributed avalanche sizes to quasi-periodic system spanning avalanches.
Conversely, by removing ledges the incidence of system spanning avalanches is
significantly reduced. This may offer a perspective on new avalanche preven-
tion schemes. In addition, our findings may help to explain why the archetype
of SOC, the sandpile, was found to have power-law distributed avalanches in
some experiments, while in others quasi-periodic system spanning avalanches
were found.
1This chapter is based on the paper of K.A. Lo˝rincz and R.J. Wijngaarden, Phys. Rev. E
76 (2007) 040301(R).
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7.1 Introduction
Power-laws are claimed (Bak, 1996) to describe the size distribution of many
events in nature (see Section 2.4). The paradigm of such behavior is the sand
pile with its avalanches. While the numerical sand pile models (Bak et al.,
1987, 1988) indeed seem (see references 1-8 in Frette et al. (1996)) to show
power-law behavior, this is highly debated for real sand piles. The first sand
pile experiments carried out in search of a power-law behavior were performed
by Jaeger et al. (1989). Here we refer only to their studies of sand piles in a half
open box. The size of the over-the-rim avalanches was measured using a pair of
capacitor plates placed below the edge of the pile. Contrary to theoretical sand
piles, they found a peaked distribution of the avalanche sizes, due to the system
spanning avalanches that dominate the distribution. By analyzing the waiting
times between these large avalanches, they observed a narrow Gaussian distri-
bution, showing that these avalanches are quasi-periodic (see Fig. 2 in Jaeger
et al. (1989)). Later Held et al. (1990) carried out experiments on conical sand
piles with varying diameters. The sizes of the over-the-rim avalanches were cal-
culated from the fluctuations in the mass of the pile. The same quasi-periodic
behavior was found for large piles, while the small piles showed a power-law dis-
tribution of the avalanche sizes. The occurrence of power-law statistics in these
small systems is claimed to be a finite size effect (Liu et al., 1991; Nagel, 1992).
Rosendahl et al. (1993) conducted the same type of experiments on conical
piles. They find even for large system sizes apparently (Feder, 1995) power-
law distributed avalanches, in addition to the quasi-periodic system spanning
avalanches. However, also in these experiments, the internal avalanches, i.e. the
ones that do not reach the edge of the system, were not taken into account. An-
other type of experiment was performed by Bretz et al. (1992), who studied the
surface of a sand pile placed on a slowly tilting tray. The size of the avalanches
was determined from the intensity difference between two consecutive images
taken with a CCD camera, allowing the detection of internal avalanches. They
also observed large avalanches that occur in regular intervals next to the smaller
avalanches, which are power-law distributed. However, the distribution spans
less than one order of magnitude. All the above sand pile experiments have
one common feature: they exhibit large, quasi-periodic avalanches that span
the whole surface of the pile (for a comprehensive review of these sand pile
experiments see Feder (1995)). As the sand pile experiments failed to exhibit a
clear power-law behavior (Feder, 1995), Frette et al. (1996) carried out experi-
ments on a rice pile confined between two glass plates that are less than a grain
length apart. Here also the size of the internal avalanches was measured by
following with a CCD camera, from one side, the fluctuations of the surface of
the pile. They have observed that the distribution of avalanche sizes depends
on the shape of the grains of the pile, finding a power-law for long grained
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rice and stretched exponential for spherical grains. These rice pile experiments
show that next to the importance of detecting the internal avalanches (which
is also indicated by numerical simulations, e.g. by Dendy & Helander (1998)),
kinetic effects seem to play an important role in the behavior of a granular pile.
Costello et al. (2003) found in conical piles quasi-periodic avalanches for small
cohesive grains, while for large non-cohesive beads a power-law distribution
emerged. Clearly, for real sand piles, there are a number of parameters that
influence the avalanche size distribution.
In this Chapter we present our experiments on a three-dimensional pile of long
grained rice. We find that there is an additional factor for obtaining SOC
behavior in a granular pile: the boundary condition of the system. If the foot
of the pile rests on a flat surface, we observe power-law distributed avalanches
over almost four orders of magnitude. However, if the foot of the pile is at
the edge of the surface on which the pile rests, (such that grains can fall off
the ledge) we observe quasi-periodic system spanning avalanches, in addition
to the power-law distributed small and medium sized avalanches. Note that
this boundary condition is similar to the one used in some of the sand pile
experiments.
7.2 Experimental setup
Our experiments were carried out on a three-dimensional pile of rice, with a
typical grain size of ∼ 2× 2× 7 mm3, similar to rice A of Frette et al. (1996).
The pile is contained in a box with 3 closed sidewalls and a floor area of 1×1 m2.
The fourth side is open, and there rice can leave the box unimpeded. At the
opposite side, grains are added slowly at the top of the pile, uniformly across its
width (the rate is 30 grains per second per m width). The surface z(x, y) of the
pile is reconstructed by means of monocular stereoscopy. The time interval (17
s) between two images is much shorter than the interval between avalanches.
The size of an avalanche is defined as the volume of rice displaced between
two consecutive time steps. The experiments start with the ’type I’ boundary
condition, where the foot of the pile is well away from the open side of the
box; data collection starts after a short equilibration time. When the foot of
the pile partly reaches the edge we have a rather complex boundary condition
(called ’crossover’ below), which evolves by definition to the ’type II’ boundary
condition as soon as the pile touches the edge over its whole width. From that
moment onwards the foot coincides with the edge and is straight.
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Figure 7.1: The evolution of avalanche sizes during one experiment. The dotted lines
separate the experiment into three segments. In the first segment the pile is in the
type I boundary condition, followed by a crossover period when part of the foot of the
pile reaches the edge of the box and part of it is away from it. In the last segment, the
foot is touching the edge along its whole width: the type II boundary condition. Note
the quasi-periodic very large (system spanning) avalanches for the type II boundary
condition.
7.3 Results
In Fig.7.1, we show the evolution of the avalanche sizes for the longest experi-
ment. First we have the type I boundary condition with avalanches of all sizes,
followed by a crossover period. Due to the complex nature of the avalanches in
the crossover period, they were not taken into consideration for further anal-
ysis. For the type II boundary condition, there are larger avalanches, which
span the whole system and occur quasi-periodically. This is the same boundary
condition that was used in the half open box sand pile experiment from e.g.
Jaeger et al. (1989), where quasi-periodic behavior was found. The noncumu-
lative size distribution of type-I avalanches from 11 experiments (with a total
number of 1100 avalanches) is a power-law, P (s) ∼ s−τ , over almost 4 orders
of magnitude (see Fig.7.2a) with an exponent τ = 1.12(2). The deviation from
power-law behavior in the small avalanche regime is due to the experimental
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difficulty of identifying small avalanches. For the type II boundary condition,
the size distribution of avalanches from 7 experiments (the other 4 experi-
ments were stopped during the crossover period), with a total number of 629
avalanches, is also approximated rather well with a power-law (see Fig. 7.2b),
with an exponent τ = 1.15(3). Clearly the two exponents are not significantly
different. However, a very significant difference between the two distributions
is the hump in the large avalanche regime (see arrow), due to the appearance
of quasi-periodic, system spanning avalanches.
The quasi-periodicity of the large avalanches is revealed by the waiting time
distribution between the 44 avalanches larger than 8 dm3 (see Fig.7.3a). The
peak at 15000 s marks the predominant interval. This waiting time distribution
is very similar to the one found between the system spanning avalanches in the
sand pile experiments (see Fig.7.3b reproduced from Jaeger et al. (1989)). For
the avalanches with the type I boundary condition, the corresponding distribu-
tion is P (w) ≡ 0: no such large avalanche sizes were observed.
The different behavior of the pile with the two different boundary conditions
may be understood from the slope of the pile just before and after a large
avalanche. In the case of the type I boundary condition, the slope of the pile
decreases significantly under the whole area of the avalanche (see Fig.7.4; note
that the slope is presented for one avalanche in each case and it is averaged
over the width of the avalanche). The grains that fall down to the bottom of
the pile extend the pile and thus decrease the average slope everywhere. Close
to the foot of the pile (see inset in Fig.7.4) the slope is even more decreased;
this, of course, stabilizes the pile. However, for the type II boundary condition
the foot of the pile coincides with the edge of the box, so the grains that arrive
here fall off the pile instead of decreasing its slope as in the case of the type I
boundary condition. What we observe in our experiments is that the average
slope is decreased mainly at the upper part of the pile, while the bottom part
remains close to the critical slope and is hence unstable: grains are on the
verge of dropping from the edge. A disturbance of a single grain at the foot
tends to spread immediately sideways, since its neighbors are also on the verge
of dropping off the edge. As a neighboring grain falls off, it destabilizes the
grain above it and so the avalanche propagates upwards, generating a broad
avalanche (for a description of uphill avalanches see Daerr & Douady (1996)).
The combination of broadening and upwards spreading makes these avalanches
particularly large (system spanning). The slope in the bottom part of the
pile remains close to critical because the grains that drop from the pile are
replenished by grains from higher up. By contrast, for type I, system spanning
avalanches are rare because after an avalanche the grains at the foot are rather
stable, being at a much smaller slope than the rest of the pile, which is already
below the critical angle (see inset of figure 7.4). Since the build-up of the slope
of the upper part of the pile takes place through power-law distributed small
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Figure 7.2: The non-cumulative size distribution of avalanches with a) type I and b)
type II boundary conditions. The straight lines are best fits to the data, corresponding
to the power-law behavior P (s) ∼ s−τ , with τ indicated in the figure. Note the small,
but highly significant deviation from the power law at very large sizes, indicated by
the arrow in panel b). Data shown is for a total of a) 1100 and b) 629 avalanches.
The error bars are obtained using Poisson statistics, the error in the exponent is the
standard deviation from the least squares fit. The thick black curve is a guide to the
eye.
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Figure 7.3: a) The distribution P (w) of waiting times w between the 44 observed
large avalanches (larger than 8 dm3) for the type II boundary condition, showing a
predominant interval between large avalanches of 15000 s. For the type I boundary
condition there were no such large avalanches observed during all our experiments. b)
The distribution of waiting times between avalanches in the sand pile experiments of
Jaeger et al. (1989). Reproduced after Jaeger et al. (1989)
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Figure 7.4: Typical slopes just before and after an avalanche for the two boundary con-
ditions, averaged over the width of the avalanche. For the type I boundary condition,
the foot of the pile rests on a horizontal surface which extends far beyond the pile,
while for the type II boundary condition, the foot is at the edge, from which grains
may drop unimpeded. For the type I boundary condition, a large avalanche causes a
redistribution of grains and reduction of slope over the whole pile, while for the type
II boundary condition excess grains fall off the pile, and the bottom part remains close
to the critical slope. The inset shows a magnification of the foot of the pile before and
after a type I avalanche. The dotted line is an extrapolation of the slope to the edge
of the box.
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and medium sized avalanches, the type II large avalanches are not all of equal
size and do not occur periodically, but only quasi-periodically.
7.4 Conclusions
We conclude that the appearance of the quasi-periodic large avalanches dis-
cussed above is due to the boundary condition. If the foot of the pile is away
from the edge of the box, the distribution of the avalanche sizes is a power-law,
while if the foot of the pile coincides with the edge of the box, quasi-periodic
large avalanches can be observed, just like in the sand pile experiments. Al-
though the earlier rice experiments (Frette et al., 1996), contained between
two glass plates, had the type II boundary condition, they did not show quasi-
periodic large avalanches. This is further evidence for the idea that propagation
of the avalanche along the edge (as discussed above) creates the quasi-periodic
behavior: in these experiments propagation along the edge is not possible.
Power-law distributed events in nature are unwanted because of the relatively
large probability of extremely large catastrophes. Our system with the type II
boundary condition is even worse due to its preference for system spanning (i.e.
all-devastating) avalanches. By changing only the boundary condition from
type II to type I, the system spanning avalanches can be suppressed. If these
results can be applied to real-world systems (e.g. snow avalanches, mudslides),
the potential for catastrophe prevention is large, since just by removing ledges,
the frequency of the very large system spanning avalanches is greatly reduced.
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Chapter 8
Distribution of waiting times
between avalanches:
experiments and simulations
on a pile of rice
We study the local and global waiting times in a three-dimensional experimental
rice pile and in a numerical rice pile based on the Oslo model. The local waiting
time is defined as the quiet time between two consecutive avalanches returning
to the same region in the pile, while the global waiting time is the quiet time
between two consecutive avalanches independent of their location on the pile.
We find that the local and global waiting time distributions in rice piles are
best described by a simple exponential distribution, which shows that there is
no temporal correlation between avalanches.
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8.1 Introduction
Many non-equilibrium systems have a dynamics governed by avalanches or
bursts of activity (see Section 2.4). These systems display one of the hallmarks
of self-organized criticality (SOC) (Bak, 1996; Bak et al., 1987): a power-law
distribution of the avalanche sizes. This implies that the probability to have
large events is non-negligible. By studying the distribution of waiting times
(also called laminar or first return times) between two consecutive bursts of ac-
tivity, it is possible to determine if these events are correlated or occur randomly.
Paczuski et al. (1996) studied the first and all return times in the Bak-Sneppen
evolution model (Bak & Sneppen, 1993). The first return time is defined as the
time it takes for the activity to return to a certain region in the system, while
the all return times are given by the time elapsed between two (not necessarily
consecutive) activities. The authors found that both the first and the all return
time distributions are power-laws: Pfirst(t) ∼ t−τfirst and Pall(t) ∼ t−τall , with
exponents connected through the scaling relation: τfirst + τall = 2.
Wheatland et al. (1998) determined the quiet time between solar flares over a
period of 20 years and found that the their distribution has a power-law tail
over two orders of magnitude (the waiting times here were measured in hours).
However, Bofetta et al. (1999) showed that this is not a behavior predicted by
self-organized criticality. Although the Bak-Sneppen model is considered to be
a SOC model, for the archetype of SOC, the two-dimensional BTW sandpile
model (Bak et al., 1987, 1988), the waiting times between avalanches have an
exponential distribution. This is expected if the avalanches are not correlated
in time, but occur randomly. The authors argue that this temporal correla-
tion is a sign that SOC is not the underlying mechanism of this system, and
chaotic models based on turbulence give a more accurate reproduction of the
distributions observed for solar flares. However, it was found that by applying
a threshold for activity on SOC models (the BTW sand pile model (Paczuski
et al., 2005) and the Burridge-Knopoff earthquake model (Christensen & Olami,
1992; Hasumi, 2007)) the power-law tail of the return-time distribution can be
reproduced. Increasing the threshold for activity is justified from the point of
view that it is difficult to identify small events in the solar flare data. Spatial
correlation in the driving of the sandpile can also produce power-law distributed
waiting times (Sa´nchez et al., 2002; Baiesi & Maes, 2006).
Bak et al. (2002) determined the return time of earthquakes to certain regions in
the state of California (we call these local waiting times in our measurements).
They found a unified scaling law for the waiting time distribution, showing
that not only the events separated by a short quiet time are correlated (this is
known as the Omori law (Omori, 1894)), but the same scaling law can describe
the distribution of waiting times between earthquakes that are separated by
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a couple of years. Yang et al. (2004) used a different approach to show that
earthquakes are not independent events. They found that by reshuﬄing the
19 year long data set from the SCEC (South California Earthquake Catalogue)
the distribution of waiting times changes to an exponential. In addition, rain
data collected on the Baltic coast of Germany over a period of 6 months shows
a power-law distribution of drought duration (Peters et al., 2002), implying
temporal correlation.
The literature is divided on what the waiting time distribution should be in
SOC systems: a power-law (Paczuski et al., 1996; Peters et al., 2002; Bak
et al., 2002), which implies a correlation between the events, or an exponential
(Baiesi & Maes, 2006), which shows that the events are uncorrelated. Note,
however, that a temporal correlation of events does not necessarily mean that
they can be predicted.
In this Chapter we study the distribution of waiting times between two con-
secutive avalanches in a three-dimensional experimental pile of rice, which has
been shown to exhibit many features of SOC, and in a simulated rice pile based
on the Oslo model (Christensen et al., 1996). First we consider the local waiting
times, the time it takes for a second avalanche to return to the same region in
the pile. We find that the return time distribution in both systems is best de-
scried by an exponential. We observe the same behavior for the global waiting
time distribution, which is the quiet time between two consecutive avalanches
independent of their location on the surface of the pile. Changing the thresh-
old for activity does not influence the type of the distribution. We find no
temporal correlation in these systems, showing that the real and simulated rice
avalanches can be described by a Poisson process.
In this Chapter, we investigate the same 11 experiments as in Chapter 4 (see
Section 4.2 for a detailed description). In Section 8.2 we give a description of
the Oslo rice pile model generalized to two-dimensions. In Sections 8.3 and
8.4 we present the results of the local and global waiting times respectively,
obtained from the experimental and the simulated rice pile. In the last Section
we present our conclusions.
8.2 Numerical simulations
The numerical simulations were performed on a rice pile model, the Oslo model
(Christensen et al., 1996) generalized to a two dimensional lattice in the same
way as the two-dimensional BTW model (Bak et al., 1987, 1988) is created.
The system consist of an L × L lattice with three closed boundaries (next to
x = 1, y = 1, and x = L) and one open boundary next to y = L. At the lattice
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site (i, j) the variable z(i, j) represents the slope of the pile in that point, so the
particles of the model are considered to be the slope units. The pile is driven
by randomly selecting a site j along the row y = 1, next to one of the closed
boundaries and increasing its slope:
z(1, j) 7→ z(1, j) + 1 (8.1)
If the slope of the pile exceeds the critical slope zc as a consequence of the
driving, an avalanche is started. Contrary to the BTW sandpile model (see
Section 2.3.1), the critical slope in the Oslo model is not fixed, it is chosen
randomly (with equal probability) to be: zc(i, j) = 3 or zc(i, j) = 4, for each
site (i, j) of the system. This randomness of the critical slope reflects the
different manners an anisotropic rice grain can fall. The following relaxation
rules are applied to the overcritical sites, z(i, j) > zc(i, j):
z(i, j) 7→ z(i, j)− 4
z(i± 1, j) 7→ z(i± 1, j) + 1 (8.2)
z(i, j ± 1) 7→ z(i, j ± 1) + 1
We call this relaxation event a toppling. Note, that the model is mass conserving
in the bulk, while at all boundaries particles moving outside are lost. After a
toppling, a new critical slope is chosen for the toppled site (i, j): zc(i, j) ∈ {3, 4}.
In the next step all the sites that are overcritical are identified and relaxed
simultaneously (matrix update step). The avalanche stops when all the sites in
the system are stable: z(i, j) ≤ zc(i, j), where i, j ∈ [1, L]. After the avalanche
has stopped, a new particle is added according to Eq. 8.1. In Fig 8.1 we present
the image of an avalanche on a 200 × 200 lattice. The avalanche propagates
from top to bottom, from the closed boundary towards the open one. The size
of an avalanche is defined as the total number of topplings during the lifetime of
an avalanche. The pile is driven slowly, only one particle is deposited after the
end of each avalanche and there are no particles deposited during the evolution
of an avalanche.
The simulations presented in this Chapter were performed on a lattice of linear
size L = 200 and consist of 5 · 104 time steps. Initially the simulated pile
consists of random slopes, all larger than the critical slope (z(i, j) > 4 for all
i, j ∈ [1, L]) and it is relaxed through the first avalanche. In addition the first
100 time steps are ignored from the data set.
8.3 Local waiting time distribution
To determine the local waiting time distribution, the activity of the pile has to
be recorded as a function of position. In contrast to Paczuski et al. (1996), the
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Figure 8.1: Image of an avalanche obtained using the Oslo rice pile model on a 200×
200 lattice. The avalanche propagates from the top to the bottom, from the closed
boundary to the open one, along the direction denoted by the arrow. The color coding
(see right hand side scale bar) indicates the number of topplings that occurred at each
site.
return of activity is not measured during the evolution of an avalanche, but it
is the probability of a subsequent avalanche returning to the same region in the
pile. The method of Paczuski et al. (1996) would be feasible for the model, but
not for our rice pile.
In this Section, we first present the results on the distribution of waiting times
for our three-dimensional experimental rice pile and then we compare our find-
ings with the results from a simulated pile.
Experimental rice pile
In order to determine when an avalanche has passed at a certain region of
our three-dimensional pile of rice, we identify each avalanche separately. This
is done by taking the height difference between two consecutive reconstructed
surfaces and applying a threshold of 2 mm. In the activity map every site where
this threshold is exceeded is set to one, while every site that is not covered by
the avalanche is explicitly set to zero. Thus for every point in the pile, this
leads to an activity as a function of time.
Fig. 8.2 presents the activity in one region of the pile for one experiment. Here
the region represents an area of 1 × 1mm2. The local waiting time between
avalanches is obtained from the time elapsed between subsequent activities.
A histogram of these waiting times is a measure of the probability of a second
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Figure 8.2: The activity as a function of time for one experiment, in one region (with
a size of 1× 1mm2) of the experimental rice pile. The local waiting times are obtained
from the time elapsed between two consecutive activities.
avalanche returning to the same position in the pile. As the pile is grown from a
uniform line source at the top of the pile, the avalanches start always at the top.
An average over local waiting time distributions for the top 10 cm of the pile is
shown in Fig. 8.3a in a semi-logarithmic plot. The probability is represented on
a logarithmic scale. The distribution is an exponential, Plocal(t) ∼ e−alexpt, with
alexp = 2.38·10−4, in the range of 5117 s to 22117 s, and it is not a power-law (see
inset of Fig. 8.3a, where the same data is represented on a double logarithmic
scale). Increasing the distance from the top of the pile makes the local waiting
times longer. This is due to the fact that now larger avalanches are needed,
which can reach positions further down the pile. However, the distribution of
local waiting times is still an exponential, even if it is averaged over all points
in the pile (see Fig8.3b).
We have also studied the return distribution using regions of different sizes (Bak
et al., 2002), i.e. the probability of an avalanche returning within a region of
linear size L. In Fig. 8.4 we present the distribution of local waiting times, in
a semi-logarithmic plot, for L = 1, 10 , 100 , 200 , 400, and 800mm, averaged
over the whole pile. Independent of the linear size L of the region, we observe
an exponential distribution Plocal(L) ∼ e−bt (see Fig. 8.4a). However, the
factor b of the distribution increases with L, because considering a larger region
reduces the waiting time between avalanches (see Fig. 8.4b). The measurements
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Figure 8.3: Distribution of local waiting times, i.e. intervals between subsequent activ-
ity at the same region in the experimental rice pile. The size of the region is 1× 1mm.
The distribution is averaged over a) the top 10 cm and b) the whole surface of the
pile, and over all experiments. The data is represented in a semi-logarithmic plot (the
x -axis is linear while the y-axis is on a logarithmic scale) with linear binning. The
distribution is an exponential over more than one order of magnitude. The straight
lines are best fits to the data in the range of a) 5117 s to 22117 s and b) 8517 s to 68017
s. The inset in a) shows the same data on a double logarithmic scale with logarithmic
binning.
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Figure 8.4: a) Distribution of local waiting times, i.e. intervals between subsequent
activity at the same region in the experimental rice pile. The semi-logarithmic plots
are shown for regions of sizes L×L with L =1, 10, 100, 200, 400 and 800 mm and are
averaged over the whole pile. The distribution is an exponential Plocal(t, L) ∼ e−bt,
independent of the area of the region. Increasing L only changes the rate of the
decrease. The curves were shifted for clarity. b) The rate of the decrease, b as a
function of the linear size of the regions, L. The data point for L = 1000mm is
obtained from the fit to the distribution of global waiting times. The error bars are
the standard deviation from the least squares fits.
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of return times to a region with L equal to the size of the pile lead to the
determination of the global waiting times (see Section 8.4).
An exponential distribution of the local waiting times indicates that there is
no temporal correlation between consecutive avalanches in a certain location in
the rice pile, making the predictability of the time of occurrence of avalanches
impossible. However, the difficulty to identify small avalanches can make the
activity map inaccurate. To determine the influence of this limited resolution
on the distribution of waiting times, in the following subsection we study the
waiting time distribution in a simulated rice pile.
Simulated rice pile
Contrary to the experimental pile, in the simulated pile there is no uncer-
tainty in the determination of the activity as a function of time in each site
of the lattice. In Fig. 8.5a we present the distribution of local waiting times
averaged over the top 20 rows of the pile. Just as in the case of the experimen-
tal pile, we observe an exponential decay of the distribution of waiting times,
Plocal ∼ e−alsimt, with alsim = 2.8 · 10−3, in the range of 500 to 4500 time steps.
Averaged over the whole pile, the distribution of local waiting times can be still
approximated by an exponential (see Fig8.5b).
We have also studied the influence of the limited resolution of our experiments
by measuring the local return times between avalanches larger than s =1, 2, 5,
10, 50, and 100 topplings. The thresholded data sets contain 77%, 65%, 45% ,
32%, 13%, and 8% respectively of the total number of 12446 avalanches.
All the distributions, independent of the threshold value, can be fitted with an
exponential (see Fig. 8.6). The exponent of the distribution is approximately
the same for all threshold values s. The small avalanches are always initiated
at the top of the pile, so neglecting them changes the waiting times only in
the top rows of the pile, leaving the rest of the pile unaffected. This result
shows that the resolution of the experiment does not influence the behavior of
the distribution. To further verify this result, we have used different thresholds
for the experiments (4 and 8 mm). However, we obtained the same type of
distribution for all threshold values: an exponential decrease.
8.4 Global waiting time distribution
In order to measure the global waiting time distribution, we are interested in the
activities taking place in the whole of the pile and not just in one point. Thus,
we have to determine the time elapsed between two consecutive avalanches,
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Figure 8.5: Distribution of local waiting times, i.e. intervals between subsequent activ-
ity at the same lattice site in the simulated rice pile. The distribution is averaged over
a) the top 20 rows of the pile and b) the whole surface of the pile. The data is rep-
resented in a semi-logarithmic plot, indicating an exponential decrease of the waiting
time probabilities. The straight lines are best fits a) in the interval 500 to 4500 time
steps and b) the whole range of the data.
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Figure 8.6: Distribution of local waiting times, i.e. intervals between subsequent ac-
tivity at the same lattice site in the simulated rice pile. To investigate the influence
of missing out the smallest avalanches, for this analysis only avalanches larger than
s =1, 2, 5, 10, 50 and 100 topplings are considered. The distributions can be fitted
with an exponential (straight lines), independent of the threshold value s. The curves
are shifted for clarity.
independent of their location in the pile. The global activity as a function of
time can be obtained directly from the time evolution of the avalanche sizes.
Experimental rice pile
The evolution of avalanche sizes as a function of time is presented in Fig. 4.2
for the experimental pile. The histogram of the global waiting times, Pglobal(t)
obtained from this time series is presented in Fig. 8.7. As in the case of the
local waiting times, Pglobal(t) is best described by a simple exponential decrease,
Pglobal(t) ∼ e−agexpt, where agexp = 3.96 · 10−4, in the range of 1717 s to 15317
s. Here we also have to consider the fact that we have a limited experimental
resolution, which makes the detection of very small avalanches difficult. To
determine what is the influence of the small avalanches on the global waiting
time distribution, we study the numerical rice pile.
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Figure 8.7: Distribution of global waiting times, i.e. intervals between subsequent
activity at any position in the experimental rice pile. The data is represented in a
semi-logarithmic plot. The distribution is an exponential over more than one order of
magnitude. The straight line is best fit to the data in the range of 1717 s to 15317 s.
Simulated rice pile
In Fig. 8.8 we present the time evolution of the avalanche sizes for the Oslo rice
pile model. Directly from this time series we can determine the global waiting
time distribution, Pglobal(t), which is an exponential (see Fig.8.9) Pglobal(t) ∼
e−a
g
simt, where agsim = 0.27, over the whole range of the data. To determine the
influence of the limited experimental resolution on the distribution of global
waiting times, we have measured the return time between avalanches larger than
s =1, 2, 5, 10, 50, 100, 1000, 5000, 10000 and 50000 topplings (for s > 1000 we
have used a data set of 2.3 ·105 time steps). We find, that, independent of s, the
distribution can be fitted with an exponential (see Fig. 8.10). Increasing the
threshold avalanche size only decreases the rate of the exponential decrease.
This result suggests that the limited resolution of our experiments does not
influence the type of the distribution. As a consequence we can say, that the
distribution of global waiting times is best described by an exponential decrease.
8.5 Conclusions
In this Chapter we have determined the probability distribution of the waiting
times between avalanches in a three-dimensional experimental pile of rice of
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Figure 8.8: The time evolution of avalanche sizes in the Oslo rice pile model. From
this time series the global waiting time is calculated as the time elapsed between two
consecutive avalanches.
elongated grains and a simulated pile based on the Oslo model generalized to
two dimensions.
We found that the local waiting time, which is defined as the time it takes for
activity to return to the same region in the pile, has an exponential distribution,
both in the experimental and the simulated pile. The type of the distribution
remains the same independent of the size of the regions. Only the exponent
of the distribution increases if the size of the region is increased. We have
also found that the experimental resolution does not influence the type of the
distribution. Considering only avalanches larger than a threshold size in the
simulated pile leads to an exponential distribution independent of the value of
the threshold.
The global waiting time, which is given by the overall activity in the pile,
independent of the place of occurrence of the avalanches, has also an exponential
distribution for both piles. Again, the distribution of waiting times between
avalanches larger than a certain threshold size is also an exponential.
We conclude that there is no temporal correlation between the avalanches in
the rice piles, which means that their time of occurrence is not predictable. A
lack of temporal correlation is expected from a SOC system (Baiesi & Maes,
2006). However, some authors (Paczuski et al., 1996; Peters et al., 2002; Bak
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Figure 8.9: Distribution of global waiting times, i.e. intervals between subsequent
activity at any site in the simulated rice pile. The data is represented in a semi-
logarithmic plot. The distribution is an exponential over the whole range of the data.
The straight line is best fit to the data.
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Figure 8.10: a) Distribution of global waiting times, i.e. intervals between subsequent
activity at any site in the simulated rice pile. To investigate the influence of missing
out the smallest avalanches, for this analysis only avalanches larger than s =1, 2, 5,
10, 50, 100, 1000, 5000, 10000 and 50000 topplings are considered. The plot is on a
semi-logarithmic scale. The distributions can be fitted with an exponential (straight
lines), independent of the threshold value s. The curves are shifted for clarity. b) The
same data with the waiting times scaled.
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et al., 2002) found a power-law distribution of the return times. The literature
is still divided on this subject.
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Chapter 9
Influence of the driving rate in
a two-dimensional rice pile
model1
We study the influence of the driving rate in the two-dimensional Oslo rice pile
model (Christensen et al., 1996). We find that the usual power-law behavior
of the avalanche size distribution still holds for small avalanches, independent
of the driving rate. The signature of fast driving is, however, the increase of
the incidence rate of large avalanches. For larger driving rates, this increase is
more prominent and spreads to smaller avalanche sizes. As a result, the mass
flow due to large avalanches is increased much more than it would be expected
from an increase in driving rate alone. Fast driving leads to a dramatic increase
in devastating avalanches, just before the continuous flow regime is reached.
1This chapter is based on the paper of K.A. Lo˝rincz and R.J. Wijngaarden, submitted to
Phys. Rev. E
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9.1 Introduction
Self-Organized Criticality (SOC) (Bak et al., 1987) was introduced as a unifying
theory for many systems in nature and society (see Section 2.4). One of the
common features of these systems is a power-law distribution of the event sizes.
An important prerequisite to obtain SOC is slow driving, i.e. the time scale of
the driving should be much larger than the lifetime of an event. However, in
most experimental systems it is difficult to estimate what slow driving means
quantitatively. Therefore a good understanding of the response of the system
to different driving rates is needed.
Tang et al. (Tang & Bak, 1988) studied how the average height of the pile
changes with different driving rates in the BTW sand pile model. Corral et al.
(Corral & Paczuski, 1999) studied the transition from the avalanche phase to
the continuous flow regime in the one-dimensional Oslo rice pile model (Chris-
tensen et al., 1996). They found, that the roughness exponent of the pile does
not change as the driving rate of the system is increased, provided that the pile
is in the avalanche regime. If the driving rate is further increased, such that the
continuous flow phase is reached, the root-mean-square of height fluctuations
becomes smaller and is independent of the system size. In addition, the transit
time and the average slope of the pile as a function of driving rate are power-
laws, with exponents dependent on the phase the pile is in. Interestingly, the
exponents that characterize the continuous flow regime are connected to the
critical exponents that describe the avalanches in the SOC limit. However, the
effect of the driving rate on the distribution of avalanche sizes was not stud-
ied. Malamud et al. (Malamud et al., 1998) studied the distribution of forest
fires and showed that the forest fire model displays the same SOC behavior as
real wild fires. They have performed simulations with three different sparking
rates and found a power-law distribution of the burned areas with exponents
dependent on the sparking rates.
In this paper we study the influence of the driving rate on the distribution
of avalanche sizes for the Oslo rice pile model generalized to two dimensions.
We chose this particular system because its dynamics is closest to a three-
dimensional experimental rice pile. We find, that the distribution of avalanche
sizes is a power-law for all driving rates in the small avalanche regime. However,
due to the merging of avalanches at higher driving rates, a hump appears in
the large avalanche regime. This hump influences also the apparent exponent
of the distribution of avalanche sizes.
A description of the model with the parameters used can be found in Section
9.2; in Section 9.3 we present our results, and in the last section we draw our
conclusions.
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9.2 Numerical Simulations
For our simulations we use the Oslo (Christensen et al., 1996) rice pile model
which is described in Section 8.2. In this Chapter, the feeding of the pile is
continuous, particles are added also during the evolution of the avalanches.
The driving rate is defined as r = 1/∆t (Corral & Paczuski, 1999), where ∆t
is the number of matrix updates between depositions, so at every ∆t step one
particle is deposited at a random site of the row y = 1. r −→ 0 is the SOC
limit, when one particle is added only between the avalanches. This is denoted
by r = 0 henceforth.
9.3 Influence of the driving rate on the distribution
of avalanche sizes
In this section we present the results of the numerical simulations. The simu-
lations consist of at least 105 avalanches (unless stated otherwise). The larger
the system, the larger the maximum avalanche size observed in the simulation
is. However, large avalanches are less frequent than small ones, so more time
steps are needed to obtain a reliable statistics in the large avalanche regime.
Hence larger systems require the collection of more avalanches.
We have performed simulations with different driving rates r ∈ {0, 0.1, 0.2,
0.25, 0.33, 0.5, 1, 1.5, 2}. Even with the highest driving rate used, the system
displayed intermittent avalanches, i.e the continuous flow regime (Corral &
Paczuski, 1999) was not yet reached. For r = 4, which means that 4 particles
are randomly added along the first row of the system at each matrix update
step, the continuous flow regime is reached in the system with linear size L = 50.
We say that the system is in the continuous flow regime if the first avalanche
does not stop in 107 matrix update steps. Although we still observe individual
avalanches for the driving rate r = 3, the lifetime of the avalanches is greatly
increased, so it is difficult to obtain reliable statistics in this case.
In Fig. 9.1a we present the distribution of avalanche sizes in the slow driving
regime (r = 0), for systems with linear sizes: L = 50, 100, 200, and 500.
The distributions are power-laws for up to five orders of magnitude: P (s) ∼
s−τ , with an exponent τ = 1.63(2). The deviation from the power-law in the
large avalanche regime is a finite size effect. However, a more reliable way to
determine the exponent τ of the distribution is by means of finite size scaling.
For r = 0, the best data collapse is obtained using the parameters τ = 1.63
and D = 2.55 (see Fig.9.1b). Here D is the fractal dimension of the avalanches;
however, D was determined from optimizing the data collapse in Fig. 9.1b.
100 Chapter 9 Influence of the driving rate ...
100 101 102 103 104 105 106 107
10-12
10-9
10-6
10-3
100
 
 
P
(s
,L
)
s (topplings)
 L=50
 L=100
 L=200
 L=500
10-6 10-5 10-4 10-3 10-2 10-1 100
10-1
100
 
 
s
P
(s
,L
)
s/LD
 L=50
 L=100
 L=200
 L=500
a)
Figure 9.1: a) Distribution of avalanche sizes in the slow driving regime (r = 0) for
systems with linear sizes L =50, 100, 200, and 500. The distributions are power-laws
over up to five orders of magnitude with an exponent τ = 1.63. The straight line is a
fit to the data for L=500 and shifted for clarity. b) The same data scaled to obtain a
data collapse. The values used for the scaling are: D = 2.55 and τ = 1.63
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Figure 9.2: Finite size scaling of the avalanche sizes for driving rates r as indicated.
The parameters used for the data collapse are: a) D = 2.65 and τ = 1.64, b)D = 2.59
and τ = 1.63, c) D = 2.55 and τ = 1.62, d) D = 2.55 and τ = 1.60, e) D = 2.53 and
τ = 1.59, f) D = 2.55 and τ = 1.53, g) D = 2.40 and τ = 1.55, and h) D = 2.45 and
τ = 1.63.
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Figure 9.3: Dependence of the avalanche size distribution exponent τ on the driving
rate r. The error bars are calculated as the maximum deviation of the avalanche size
distribution exponent for the different system sizes from the value obtained by finite
size scaling analysis.
For higher driving rates, we have performed simulations on systems with linear
sizes: L = 50, 100, and 200. The distribution of avalanche sizes is a power-law
for all driving rates in the small avalanche regime. For each value of r we can
obtain the exponent of the distribution by collapsing the data for the different
system sizes L (see Fig. 9.2). In the interval r ∈ [0.2, 1] we observe an apparent
decrease of the exponent τ , from 1.63 to 1.53, with increasing driving rates (see
Fig.9.3), while a hump starts to appear in the large avalanche regime. This is
due to the fact that adding particles to the already unstable pile initiates several
simultaneous avalanches which can merge. This means that the probability to
have large avalanches increases, thereby creating a hump in the large avalanche
regime. If the driving rate is increased even further, r > 1, meaning that we
add more than one particle at each matrix update step, the hump becomes the
dominant feature of the distribution. However, the small avalanches are still
power-law distributed. The seemingly continuously changing τ with increasing
driving rate is a behavior unexpected for a critical exponent. However, the
apparent fluctuation of the exponent is probably caused by the presence of the
hump in the large avalanche regime and therefore not significant.
The volume fractal dimension D of the avalanches seems to decrease and the
avalanches become less compact if the driving rate is increased (r > 1). How-
ever, the hump in this case does not collapse nicely for the different system
sizes (Fig. 9.2 f, g, and h), so it is difficult to estimate the value of D precisely
from the finite size scaling procedure.
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9.4 Conclusions
We have studied the influence of the driving rate on the distribution of avalanche
sizes. We find that the signature of fast driving is the appearance of a hump
in the large avalanche regime. This hump is more and more pronounced as
the feeding rate increases. However, the distribution of small avalanche sizes
remains a power-law independent of driving rate. The apparent value of the
exponent of this distribution is influenced by the presence of the hump. The
apparent change of the power-law exponents in our system as a function of
driving rate could explain the different exponents found for real forest fires
in different regions (Malamud et al., 1998), but also the slight variations in
the exponents for the snow avalanches in different areas (Birkeland & Landry,
2002). In many natural systems it is impossible to change the driving rate,
but in the laboratory experiments (e.g. a one dimensional rice pile (Frette
et al., 1996) and our three dimensional rice pile, (both using long grain rice),
a one dimensional pile of steel balls (Altshuler et al., 2001)) it is essential to
experiment with different feeding rates, to verify whether the system is driven
in the SOC limit or not.
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Chapter 10
Flux penetration in patterned
superconducting thin films
with multiply connected
geometry 1
Type II superconductors behave in a similar manner to granular piles. This
similarity was already observed by de Gennes (1966), 20 years before the intro-
duction of the concept of self-organized criticality (SOC). In superconductors,
the driving of the system is provided by the slow increase of the external mag-
netic field and the ”grains” are the vortices, which contain one flux quantum.
Using magneto-optical experiments Aegerter et al. (2004) observed avalanches
in thin film YBa2Cu3O7−δ superconductors and found that this system exhibits
some of the more stringent criteria of SOC, like finite size scaling and scaling
relations between the critical exponents.
Here we study, using magneto-optics and numerical simulations, the flux pen-
etration in superconducting thin films, although not from the point of view of
SOC. The samples are patterned in the shape of a square with a rectangular
hole and a square with a square hole rotated by 45 degrees. The results of the
experiments are compared to numerical simulations and found to be in good
agreement. Our results show that the flux penetration in real superconductors
does not show the behavior predicted recently by Chandran (Physica C 289
(1997) 22).
1This appendix is based on the paper of K.A. Lo˝rincz, M.S. Welling, J.H. Rector and
R.J. Wijngaarden, Physica C 411 (2004) 1.
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10.1 Introduction
In a recent publication Chandran (1997) uses a Josephson junction array (JJA)
model for the simulation of flux penetration in superconducting thin films.
Chandran claims that such a JJA model is realistic for thin film high tempera-
ture superconductors. The calculated patterns are surprising in two ways: the
flux penetration pattern changes its topology significantly as a function of field
and so called discontinuity lines (Schuster et al., 1993) are found at positions
that one would not expect. Usually, the magnetic flux enters a type-II supercon-
ductor at its outside edge and its density decreases linearly towards the center
according to the Bean model (Bean, 1962, 1964). Such flux penetration corre-
sponds to a constant critical current and in most cases the flux density looks like
a ”rooftop” where at equal distances from the edge equal height (equal magnetic
induction) is observed. Because the current has nowhere a component perpen-
dicular to the edge of the sample, it flows parallel to the edges of the sample,
making a 90◦ bend at the corners. The set of these bending points is a line at
45◦ with respect to the outer edges of the sample, usually called a discontinuity
line or a d+-line, denoted in the following for brevity as d -line (see Schuster
et al. (1993) for further explanation). At inward pointing corners e.g. on cross
shaped samples (Schuster et al., 1996) no such d -lines are observed because the
current changes its direction smoothly and the flow lines of the current are arcs.
In addition to the well-known d -lines as described above, Chandran observes
new d -lines at positions where it would be very surprising for the current to
make a change in direction. To investigate the existence of such behavior in
real superconductors we performed magneto-optical experiments and numerical
simulations on two of Chandran’s shapes, a square with a rectangular hole in
it, and a square with a square hole rotated by 45 degrees, both patterned from
YBa2Cu3O7−δ thin films. With the magneto-optical technique the magnetic
flux penetration can be visualized for direct comparison with the calculations.
Although we find that the results presented in the article of Chandran (1997)
for small applied fields are close to the magneto-optical experiments (and our
numerical simulations), the field distributions which he finds at higher magnetic
fields are not observed in our experiments, up to twice the field needed for full
penetration.
In Section 10.2 our numerical calculations are described. The details of the
samples and the experimental technique are presented in Section 10.3. The
results of the experiments and of the numerical simulations are given in Section
10.4. Conclusions from a comparison of our results with those of Chandran are
drawn in the last section.
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10.2 Numerical Simulations
Our numerical simulations are based on the ideas of Brandt (1995) and the
inversion method of Wijngaarden et al. (1996, 1998). Briefly, the idea is to
solve Maxwell’s equations for a conductor with strongly non-linear conductivity.
We assume that the current is uniform over the thickness T of the thin film
sample. In this case the current distribution ~j(~s) in the sample at position ~s
can be described by a scalar field g, implicitly defined by
~j(~s) = ∇~s × zˆg(~s) (10.1)
where the unit vector zˆ is perpendicular to the sample surface. The scalar field g
can be interpreted as the local magnetization of the sample. The z -component
of the self-field of the sample, generated by this current distribution is given by
(Wijngaarden et al., 1996):
Hs(~r) =
1
4pi
∫
A
g(~s)
∫ T
0
2(d+ ζ)2 − |~r − ~s|2
[|~r − ~s|2 + (d+ ζ)2] 52
dζd2~s =:
∫
A
Q(~r,~s)g(~s)d2~s
(10.2)
where A is any area containing the sample surface (g(~s) is zero outside the
sample), ~r is the position in the detector, ζ is the depth in the sample measured
from the top surface, and d is the distance between the sample and the detector.
To simplify the notation we have defined the kernel Q(~r,~s).
In the presence of an externally applied field in the z -direction Ha, the z -
component of the total field Hz is given by:
Hz(~r) = Ha +
∫
A
Q(~r,~s)g(~s)d2~s (10.3)
Below we use matrices to represent Hz, Q and g ; in that representation Eq.10.3
can be inverted to give:
g(~s) =
∫
A
Q−1(~r,~s)[Hz(~r)−Ha]d2~r (10.4)
To simulate the penetration of magnetic flux in superconductors, while the
external field is ramped up we use the induction law ∇ × ~E = − ~˙B, where
~B = µ0 ~H and ~E = ρ~j. With Eq.10.1 this yields:
B˙z = zˆ · ~˙B = −zˆ ·
(
∇× ~E
)
= (zˆ ×∇) · (ρzˆ ×∇g) = ∇ · (ρ∇g) (10.5)
We obtain an equation of motion for g(~r) by taking the time derivative of
Eq.10.4 and inserting Eq.10.5:
g˙(~r, t) =
∫
A
Q−1(~r,~s)
[
∇ ·
(
ρ
µ0
∇g
)
− H˙a(t)
]
d2~s (10.6)
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We use Brandt’s model (Brandt, 1995) for the highly non-linear resistivity in
superconductors: ρ = ρ0 (j/jc)
n−1, where jc is the critical current and n is a
large odd number.
For numerical calculations we need discretized matrices, one for the values of
the magnetic field Hs(i, j), and one for the scalar field g(k, l), which defines the
currents in the superconductor. We index the pixels along x and y with (i, j)
in the detector, and those of the g(~s) function with (k, l). The discretization of
Q(~r,~s) is given by:
Hs(i, j) =
1
4pi
∑
k,l
g(k, l)
×
∫ k+ 1
2
k− 1
2
∫ l+ 1
2
l− 1
2
∫ T
0
2(d+ ζ)2 − a2(ξ − i)2 − a2(η − j)2
[(d+ ζ)2 + a2(ξ − i)2 + a2(η − j)2] 52
a2dζdηdξ
(10.7)
where a is the size of the pixel. Because Q(i, j, k, l) is only dependent upon the
geometry, we have to calculate it only once for the whole simulation. In matrix
form Eq.10.6 can be written as:
g˙ = Q−1
[
1
µ0
∇ · (ρ∇g)− H˙a
]
(10.8)
To calculate the local field as a function of position and time, one starts with
g = 0 everywhere and then iteratively evaluates Eq.10.8 while H˙a = const
(i.e. Ha increases linearly with time). This yields a realistic simulation, which
includes the effects of sweep rate and relaxation. The numerical procedure
uses the conjugate gradient method for the inversion of Q, which is carried
out implicitly (for details see Wijngaarden et al. (1998)). The gradients are
calculated by first expanding ∇ · (ρ∇g) = (∇ρ) · (∇g) + ρ · ∇2g and then using
finite differences e.g. ∂g(i, j)/∂x = [g(i+1, j)−g(i−1, j)]/2 and ∂2g(i, j)/∂2x =
[g(i + 1, j) + g(i − 1, j) − 2g(i, j)]. During the conjugate gradient inversion of
Eq.10.8, g(i, j) outside the sample is kept equal to zero and inside the hole it
is made everywhere equal to the lowest value on the edge of the hole. This
guarantees that there is no current outside the sample or in the hole.
10.3 Measurements
10.3.1 Experimental technique
The magneto-optical (MO) (Koblischka & Wijngaarden, 1995) experiment is
based on the Faraday effect. The local magnetic field immediately above the
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sample is detected using a magneto-optically active layer. We have used Bi-
doped Yttrium Garnet films (Dorosinskii et al., 1992) with in-plane anisotropy,
which exhibit a large Faraday effect (typically 0.06 degrees/mT) and can be
used for a broad range of temperatures, from 1.5 K up to 300 K. The magnetic
resolution is better than 0.01 mT and the optical spatial resolution is better
than 0.5 µm . However, in the present experiment we are limited by the pixel
size which is 2.5 µm.
Using our Magneto-Optical Image Lock-in Amplifier (MO-ILIA) setup (Wijn-
gaarden et al., 2001), the local magnetic field is measured directly as the output
of the MO-ILIA. This technique enables a direct measurement of the sign of
the magnetic field, and is more sensitive at small magnetic fields. The experi-
ments were performed at T = 4.2 K, after zero field cooling, looping the field in
steps of 1 mT from 0 mT to 200 mT, then to -200 mT, and then again to 200
mT to complete a full hysteresis loop. The magnetic field is applied parallel to
the c-lattice vector of the sample, which is perpendicular to the surface of the
sample.
10.3.2 Samples
The experiments were carried out on two samples, shown schematically in Fig-
ure 10.1: a square with a rectangular hole in it (Fig. 10.1a) and a square with
a square hole, rotated by 45 degrees (Fig. 10.1b), both patterned from 150 nm
thick YBa2Cu3O7−δ thin films made by pulsed laser deposition (Dam et al.,
1999) on SrTiO3 substrates. The critical temperature is 90 K, with ∆T = 0.5K.
The patterning was made using photolithography and wet chemical etching in
H3PO4.
The sides of both squares are 1 mm. The square hole has sides of 0.35 mm.
The narrow part in the sample with rectangular hole is 0.05 mm wide, and the
wider part is 0.35 mm.
10.4 Results
We now present the results of our magneto-optical measurements and of the
numerical simulations for the two samples studied.
10.4.1 Square with rectangular hole
In our experiment, as soon as a small positive field is applied to the zero field
cooled (ZFC) sample, we observe a bright outline at the outer edge (see Fig.
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Figure 10.1: Schematic representation of our two samples (a) the square with the
rectangular hole and (b) the square with the square hole rotated by 45 degrees, (c)
and (d) stream lines (thin lines) of the current and discontinuity (d) lines (thick lines),
the arrows point to d -lines present in our experiments but missing in Chandran’s
simulations, (e) and (f) schematic of current flow at full penetration. In (g) and (f) we
reproduce the discontinuity lines calculated by Chandran (1997). Clearly, we observe
a different pattern of d lines in our experiments.
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Figure 10.2: Local field map obtained from magneto-optical imaging on the square
with the rectangular hole at T=4.2 K and an externally applied field of (a) µoHext=25
mT, (b) 50 mT, (c) 101 mT, and (d) 150 mT. The scale bars next to the images
indicate the local magnetic field in Tesla.
10.2a). This is due to the enhancement of the applied field by the field generated
by the shielding currents. Because the sample has a multiply connected geom-
etry, the flux lines of the self-field partially thread through the hole, generating
a negative field in the hole at the inner edge of the sample (in Fig. 10.2a, this
magnetic field is present only at the narrow part; for a discussion see below),
comparable to what happens in a superconducting ring (Pannetier et al., 2001).
If the external field is further increased, the magnitude of this negative field
first increases, because the total shielding current increases in magnitude. At
the corners of the hole the field lines concentrate generating a higher negative
field, therefore the field profile parallel to the narrow part is concave, see left
half of Fig. 10.3.
Clearly, at small external fields the magnitude of the field generated at the
narrow part (called bridge below for brevity) is much higher than the field
generated at the wider part (lower curves of Fig. 10.3). From continuity of
current, we know that in the beginning of the flux penetration the same current
I is circling the whole sample (in the parts indicated with dark gray in Fig.
10.1e), thus we expect from Ampere’s theorem
∮
~Hd~s = I a higher local field in
the bridge. This is indeed observed: it leads to the large negative peak at the
inner edge of the sample at the narrow bridges. With further increase of the
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Figure 10.3: Measured field profiles from the magneto-optical experiment in the square
with the rectangular hole along the two lines indicated by the arrows, from µ0Hext= 2
mT to 20 mT in steps of 1 mT
external field, the absolute strength of this peak rapidly decreases. The wider
parts of the sample act now like two independent strips, there is not only a
current loop with a small current circling the whole sample (indicated in dark
gray in Fig. 10.1e), but also two disconnected loops (indicated in light gray in
Fig. 10.1e) with larger current (due to a larger width; the current density is
constant everywhere) in the strips. This leads to enhancement of the external
field at the long inner edge of the hole. The negative field generated at the
bridges is now suppressed by the strong positive field, generated by the broad
parts (see Fig. 10.3, left, upper curves). To see the process of flux penetration
in more detail, we show in Fig. 10.4 µ0Hz along the two cross sections of the
sample indicated in Fig. 10.1a for selected external fields as indicated. Because
of its small width, very soon the critical current is flowing over the whole width
of the bridge. Since by then the current in the bridge can’t increase anymore,
it cannot shield the sample against further increase of the applied field and
flux can leak into the hole through the bridge. Therefore (and because the
influence of the currents in the broad parts is small along the line CD), we see
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Figure 10.4: Measured field profiles from the magneto-optical experiment on the square
with the rectangular hole (a) along the AB line (see Fig.10.1a) for (from bottom to
top) µ0Hext=12 mT, 15 mT, 20 mT, 25 mT, 30 mT, 35 mT, 40 mT, 50 mT, 60 mT,
70 mT, 80 mT, 90 mT, 100 mT; (b) along the CD line (see Fig.1a) for (from bottom
to top) µ0Hext= 25 mT, 30 mT, 35 mT, 40 mT, 50 mT, 60mT, 70 mT, 80 mT, 90
mT, 100 mT; (c) along the CD line from µ0Hext= 2 mT to 20 mT in steps of 1 mT;
(d) the left peak of the curves in (c), magnified for clarity. The dotted lines denote
the edges of the sample, the gray bars indicate the position of sample. For higher field
values the profiles are only shifting upwards, the shape of the curves does not change.
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Figure 10.5: Images obtained from the numerical simulation on the square with the
rectangular hole. The intensity is proportional to the z component of the local magnetic
field.
no qualitative change in the shape of the profiles along CD for fields higher
than 20 mT: the curves only shift upwards without changing shape (see Fig.
10.4b).
Clearly the flux in the hole is not constant. This is due to the adding up of
(i) the positive external field, (ii) the positive field generated by the currents in
the two wider parts and (iii) the negative field generated by the current in the
narrow bridge. The first component is constant over the area of the hole, but
the other two are highest near the edges, and decreasing towards the center of
the hole. As a consequence, the magnetic field strength has a saddle point in
the middle of the hole.
As soon as there is magnetic field in the hole, flux starts to penetrate from
the hole into the superconducting material, giving rise to discontinuity lines
originating from the inner corners of the sample (see arrows in Fig. 10.1c).
After full flux penetration, the critical current is flowing everywhere in the
sample. The total current cannot increase anymore, so the self-field generated
by the shielding currents is constant (or even may slowly decrease, if the critical
current decreases with field). By increasing further the applied field, the whole
field profile is mainly shifted upwards, the flux penetration pattern remaining
the same. Even at our highest fields, more than twice the field needed for full
penetration, we do not observe the discontinuity lines calculated by Chandran
(1997) (compare Fig. 10.1g with Fig. 10.2d). The results of our numerical
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simulations (see Fig. 10.5) are in good agreement with the magneto-optical
experiments, showing the same flux penetration pattern.
10.4.2 Square with square hole
For the square sample with the square hole, as soon as a small positive field
is applied after ZFC there is a bright outline at the outer edge (just like the
sample discussed above). This is due to the enhancement of the applied field
by the field generated by the shielding currents. The flux lines generated by
the shielding currents thread through the hole, and generate a negative field
in the hole, mainly at the corners, where the distance from the hole to the
outer edge is smallest and where the field lines are concentrated. At a certain
external field (28 mT) the critical current is reached over the whole width of
the narrowest part and flux starts to leak into the hole. Even now, there is still
a strong negative field in the corners of the hole due to treading of field lines
generated by the shielding currents (Fig. 10.6a).
If the external field is increased further, due to the geometry of the sample,
there is not only a current loop circling the whole sample (shown dark gray
in Fig. 10.1f), but there are also four triangular current loops (shown in light
gray in Fig. 10.1f). The current in these triangles generates a positive field in
the middle of the sides of the hole and slowly changes the magnetic shape of
the hole from concave to convex (the real hole is of course neither convex nor
concave, but square). To see the process of flux penetration in more detail, we
show in Fig. 10.7 the local magnetic field along the cross sections of the sample
indicated in Fig. 10.1b for selected external fields.
It can be clearly seen that a negative field is generated at the corners of the
hole. As the applied field is increased, this negative field decreases and for fields
higher than 28 mT, flux starts to leak into the hole and the profiles along CD
only shift upwards without changing shape (see Fig. 10.7b).
As soon as a (positive) field is present in the hole, flux starts to penetrate the
sample also from the hole. This gives rise to discontinuity lines originating
from the corners of the hole (see Fig. 10.6d and 10.1d). These magneto-
optically observed discontinuity lines are very different from those found in the
calculations of Chandran (Fig. 10.1h)
Once full flux penetration is reached, the critical current is flowing everywhere
in the sample. The only effect of increasing further the applied field is that
the whole field profile is shifted upwards, but the penetration pattern remains
the same as shown in Fig. 10.7c where we present field profiles up to 200mT.
This is more than twice the value corresponding to full flux penetration (the
first curve is not parallel to the others because there the sample is not fully
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Figure 10.6: Local field map obtained from magneto-optical imaging on the square
with the square hole rotated by 45 degrees at T=4.2 K for an externally applied field
of (a) µ0Hext=25 mT, (b) 50 mT, (c) 101 mT, and (d) 150 mT. The scale bars next
to the images give the local magnetic field in Tesla.
penetrated). The field profiles for the whole hysteresis loop are presented in
Fig. 10.7 c,d,e. The two curves that are not parallel to the others in Fig.
10.7d and e represent the situation when the sign of the externally applied field
is changed. The ’change’ in flux penetration pattern is evident by comparing
Fig. 10.6c and 10.6d: there is no qualitative change, in contrast to the JJA
simulations of Chandran (see Fig.9 c and d in Chandran (1997)).
In Figure 10.8, we present some images from our numerical simulations for the
same shape of sample, which show clearly the same behavior as in our magneto-
optical experiments.
10.5 Conclusions
We have studied the magnetic flux penetration in superconducting samples by
means of magneto-optics and numerical simulations. In the case of the square
sample with a rectangular hole, the field in the hole close to the narrow part of
the sample is smaller than the external field while at the wider part the field is
larger than the external field. This is due to the formation of separate current
loops at higher fields: one shielding the sample as a whole and two that only
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Figure 10.7: Measured field profiles from the magneto-optical experiment on the square
with the square hole rotated by 45 degrees along the (a) AB and (b) CD lines (see
Fig.10.1b) for (from bottom to top) µ0Hext=5 mT, 7 mT, 9 mT, 12 mT, 15 mT, 20
mT, 25 mT, 28 mT, 30 mT, 35 mT, 40 mT, 45 mT, 50 mT, and 55 mT. For higher
field values the profiles are only shifted upwards. Bottom half: field profiles from (c)
µ0Hext=20 mT to 200 mT, (d) 180 mT to -200 mT, (e) -180 mT to 200 mT, in steps
of 20 mT, along the AB line. The dotted lines denote the edges of the sample, the gray
bars indicate the sample.
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Figure 10.8: Images obtained from the numerical simulation on the square with the
square hole rotated by 45 degrees. The intensity is proportional to the z component
of the local magnetic field.
shield the broad strips. This leads to a saddle point in magnetic induction in
the middle of the hole. In the case of the square with the square hole rotated
by 45 degrees, there is a shielding current loop going around the sample, but
there are also currents flowing in small triangles, close to the hole.
The crossover to a new kind of field distribution, with new discontinuity lines
after full flux penetration is reached, as presented in the paper of Chandran
(1997) is not observed in the magneto-optical experiments nor in our numerical
simulations for either sample. For field values even much larger than that
required for full flux penetration, we find that the field profile is only shifted
upwards, but the flux penetration pattern remains the same. We find that the
simulation based on a Josephson Junction Array does not describe properly
the behavior of a high quality superconducting thin film sample. The reason is
probably, that the periodic relation between current and flux that is used by
Chandran is not a good model for thin film superconductors. It is an interesting
idea and open to further investigation that possibly a topologically different
manner of flux penetration occurs in Josephson Junction Arrays.
Appendix A
In this appendix we compare the results of the finite size scaling analysis for the
two-dimensional Oslo model (Christensen et al., 1996) obtained in two different
ways: with the conventional method of performing simulations with different
system sizes and (for the largest system) with our method of moving observation
windows.
First we have performed simulations with different system sizes: L = 50, 100,
and 200. The simulations consist each of at least of 105 avalanches. In Fig. A.1
we present the finite size scaling analysis of the avalanche sizes based on the
simulation for the three system sizes. The data collapse was obtained using the
parameters τ = 1.63 and D = 2.55. Here τ is the avalanche size distribution
exponent and D is the dimension of the avalanches.
To test the reliability of our method of moving observation windows, we have
performed simulations on the system with linear size L = 200. We have scanned
the system in each time step with moving windows of linear size L′ = 25, 50,
75, 100, and 150. For each L′ we have kept the avalanches that fitted in the
observation window and ignored the other ones. In Fig. A.2 we show the
best data collapse of the distribution of avalanche sizes which was obtained for
τ = 1.63 and D = 2.55. These parameters are the same as the ones we used for
the finite size scaling analysis using the conventional method.
We can conclude that for the two-dimensional Oslo model, our method of finite
size scaling analysis gives the same results as the conventional method. We con-
jecture that the same would hold also for other models as well for experimental
systems.
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Figure A.1: Finite size scaling analysis using the conventional method. The distribution
of avalanche sizes for different simulations of systems with linear sizes L =50, 100, and
200 was scaled with the parameters τ = 1.63 and D = 2.55 to obtain the best data
collapse.
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Figure A.2: Finite size scaling analysis using our method of moving windows. The
distribution of avalanche sizes for the L = 200 simulations and for observation windows
with linear sizes L′ =25, 50, 75, 100, and 150 was scaled with the parameters τ = 1.63
and D = 2.55 to obtain the best data collapse.
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Summary
In this thesis I have studied the avalanche dynamics and surface properties of
a three-dimensional experimental pile of long-grain rice. I chose this system to
test the predictions of SOC, most of which are not easily accessible in natu-
ral systems, such as earthquakes, snow avalanches, forest fires, and biological
evolution. The motivation for this work is given in Chapter 1.
In Chapter 2, I present the concept of SOC with its two hallmarks, power-laws
and fractals. Then I describe the archetype of SOC, the BTW sand pile model,
the rice pile models, and the Bak-Sneppen evolution model. In addition, I
give a short review of a few natural systems, which are thought to exhibit
SOC behavior. In Chapter 3, I describe our experimental system, the three-
dimensional pile of long-grain rice. The setup is described in detail. I use the
method of monocular stereoscopy which consists of projecting a pattern, in our
case a set of colored lines, on the surface of the pile and taking an image with
a charge-coupled-device (CCD) camera at a non-zero angle with respect to the
projection direction. In the last section of this Chapter, I show, step-by-step,
how these two-dimensional images of the surface of the rice pile are transformed
into three-dimensional height maps.
In Chapters 4-6, I give an answer to the first set of questions proposed in the
Outline: Are the avalanches power-law distributed in our rice pile? Do we
observe finite size scaling of the avalanche sizes? Are the PMB scaling relations
[Paczuski et al., 1996] fulfilled? In Chapter 4, I show that the three-dimensional
pile of long-grain rice exhibits self-organized criticality. The response of the
system to slow external driving are avalanches of all sizes, which are identified
directly from the height differences between consecutive reconstructed surfaces.
I find that the size distribution of these avalanches is a power-law over more than
three orders of magnitude, with an exponent of τ = 1.11(2). I also determine
the fractal dimensions of the avalanches using the box counting method and
find a surface fractal dimension of db = 1.80(2) and a volume fractal dimension
of D = 2.42(4). In addition, more stringent criteria of SOC are also fulfilled in
our system. These are the finite size scaling of the avalanches and an intimate
connection between the avalanche exponents (τ , D, and db) and the exponents
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that describe the rough surface left behind by these avalanches: the roughness
exponent α and the growth exponent β. From the roughness analysis, I find α =
0.61(2) and β = 0.33(2), which is in good agreement with the values obtained
using the scaling relations α = D − db = 0.62(4) and β = 1−db/d2−τ = 0.29(3).
These results show that our experimental rice pile exhibits SOC dynamics and
can be used to gain further insight into the behavior of these systems. For
a thorough understanding, however, it is important to understand how the
system approaches the critical state. In Chapter 5, I find that the envelope
of the maximum slope of the three-dimensional rice pile approaches its critical
value as a power-law with an exponent δ = 0.78(4). Assuming a theoretical
relation, based on extremal dynamics, δ can also be obtained from the avalanche
exponents in the critical state: δ = 1 − 1−db/D2−τ = 0.71(3), which is in good
agreement with the experimentally obtained value. In conclusion we can say,
that the way our SOC system approaches its critical state is dictated by the
critical state itself. In Chapter 6, I present the scaling properties of the surface
of the three-dimensional pile of rice. I study the different moments of the height-
height correlation function and find temporal multi-scaling in the critical state,
while the transient state is characterized by generic scaling. This multi-scaling
suggests again that the rice pile reaches its critical state through a process
of self-organization and not through Langevin dynamics. According to the
predictions of SOC, next to the usual dynamic correlation length there is an
additional transient correlation length present in the critical state leading to the
observed multi-scaling. In addition, I observe generic scaling in space, showing
that there is only the usual correlation length observed in space for the critical
state.
All of the Paczuski-Maslov-Bak (PMB) scaling relations accessible in our rice
pile are verified in this thesis. However, the potential for applications to real
systems is not very clear yet: e.g. in Chapter 5, I conjecture, that triggering
the avalanches in the transient state would help reduce the size of the caused
avalanches, and hopefully the transition to the critical state could be delayed.
However, further experiments are needed to investigate the effects of artificial
triggering in the transient and the critical state.
In Chapter 7, I tackle the second question: If the sand pile model is the
archetype of SOC, why are there quasi-periodic avalanches observed in most
experimental sand piles? In our experiments on the three-dimensional pile of
rice, I find that by only changing the boundary condition, the distribution of
avalanche sizes changes. If the foot of the pile rests on a flat surface, the dis-
tribution of the avalanche sizes is a power-law. However, if the foot of the pile
coincides with the edge of the box (a boundary condition similar to that in the
sand pile experiments) quasi-periodic large avalanches are observed, while the
distribution of small and medium size avalanches remains a power-law. The
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system spanning avalanches are promoted by the sideways propagation of the
avalanche along the foot of the pile. Hence, I conjecture that the quasi-periodic
avalanches observed in some sand pile experiments are also due to the boundary
condition. However, it would be interesting to see the behavior of a sand pile
with boundary conditions similar to the type I boundary condition of the rice
pile and taking also into account the internal avalanches.
In Chapter 8, I address the third set of questions: Are the avalanches in our
rice pile predictable? Is there a temporal correlation between them? Here I
study the local and global waiting time distribution in the experimental rice
pile and in a simulated pile based on the two-dimensional Oslo model. The
distribution of local waiting times gives the probability of a second avalanche
returning to the same region in the pile, while the global waiting time is the
time elapsed between two consecutive avalanches independent of their place of
occurrence in the pile. I find that both the global and the local waiting times
have an exponential distribution for the experimental and the simulated pile.
This shows that both in experiment and simulations the avalanches are not
correlated in time, which means that they are not predictable.
In Chapter 9, I give an answer to the last set of questions stated in the Outline:
Does the driving rate of the system influence the distribution of avalanche sizes?
Is there a signature of fast driving? Here I present the effects of fast driving on
the distribution of avalanche sizes in a simulated pile of rice. The simulations
are performed on the Oslo rice pile model generalized to two dimensions. The
driving of the pile is such that particles are added also during the evolution of
the avalanches. I determine the exponent of the distribution for each driving
rate from a finite size scaling analysis. I find that as the driving rate increases,
a hump appears in the large avalanche regime, while the distribution of small
avalanche sizes remains a power-law independent of the driving rate. The ap-
parent value of the exponent of this distribution is influenced by the presence
of the hump. I have investigated this question only numerically as the feeding
mechanism of the experimental pile does not allow for driving rates high enough
for our purposes. With the maximum driving rate of 120 grains/s, I observe
the same power-law distribution as with a feeding rate of 30 grains/s, without
any sign of the appearance of the hump. However, also with this highest driv-
ing rate, the waiting time between avalanches is in general much larger than
the lifetime of an avalanche. Thus, I have only rarely observed the merging
of the avalanches. However, after adapting the setup in such a way that also
higher driving rates are possible, the numerical predictions can be tested also
experimentally.
In Chapter 10, I study a different system which was shown to exhibit SOC
behavior. Here I study the flux penetration in superconducting thin films, al-
though not from the point of view of SOC. The samples investigated have a
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multiply connected geometry: a square with a rectangular hole and a square
with a square hole rotated by 45 degrees. The results of the magneto-optical
experiments and our numerical simulations are in good agreement. However,
neither of them shows the unexpected field distribution after full flux pene-
tration is reached, with discontinuity lines perpendicular to the edges of the
samples, observed previously by Chandran [Physica C 289 (1997) 22] in his
simulations on Josephson Junction Arrays.
Samenvatting
LAWINE DYNAMICA IN EEN DRIEDIMENSIONALE RIJSTBERG
Dit proefschrift beschrijft de lawine- en oppervlakte-eigenschappen van een
driedimensionale berg van lange rijstkorrels. Ik koos dit systeem om de voor-
spellingen van ”Self Organized Criticality” (SOC) te testen. De meeste van deze
voorspellingen zijn niet makkelijk te testen in natuurlijke SOC-systemen, zoals
aardbevingen, sneeuwlawines, bosbranden en biologische evolutie. De motivatie
voor dit proefschrift wordt gegeven in hoofdstuk 1.
In hoofdstuk 2, introduceer ik het begrip ”Self Organized Criticality”, met zijn
twee meest karakteristieke eigenschappen: machtwetten en fractalen. Daarna
beschrijf ik het archetype van SOC, het BTW zandberg model, alsmede het
Bak-Sneppen model en enkele rijstbergmodellen. Ik geef ook een kort overzicht
van enkele natuurlijke systemen die SOC gedrag lijken te vertonen. In hoofd-
stuk 3, beschrijf ik ons experiment aan een driedimensionale berg van lange
rijstkorrels. Om de vorm van de berg te bepalen, gebruik ik de methode van
monoculaire stereoscopie. Deze techniek bestaat uit het projecteren van een pa-
troon, in ons geval 300 gekleurde lijnen (rood, groen, blauw), op het oppervlak
van de rijstberg en het nemen van een foto met een ”charged-coupled-device”
(CCD) fototoestel. De opnamerichting (van het fototoestel) maakt een hoek
van ongeveer 30 graden met de projectierichting van het patroon. In de laatste
paragraaf van dit hoofdstuk wordt uitgelegd hoe zulke tweedimensionale foto’s
van de oppervlakte van de rijstberg in driedimensionale hoogtekaarten worden
omgezet.
In de hoofdstukken 4-6 geef ik een antwoord op de eerste groep vragen van de
Outline: Is de grootteverdeling van de rijst-lawines een machtwet? Schaalt de
grootte van de grootste lawine met de grootte van de berg? Wordt voldaan
aan de PMB schalingsrelaties? In hoofdstuk 4, toon ik aan, dat de driedimen-
sionale berg van lange rijstkorrels SOC gedrag vertoont. Het systeem reageert
op het langzame toevoegen van rijstkorrels met lawines van alle groottes, die
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kunnen worden gemeten als de hoogteverschillen tussen opeenvolgende gerecon-
strueerde oppervlakten. De grootteverdeling van deze lawines is een machtwet
over meer dan drie grootte-ordes, met een exponent τ = 1.11(2). De fractale
dimensies van de lawines heb ik bepaald met de ”box-counting” methode: de
oppervlakte fractale dimensie is db = 1.80(2) en de volume fractale dimen-
sie is D = 2.42(4). Ook de stringentere criteria van SOC worden vervuld in
ons systeem. Dit zijn finite size scaling (de schaling van de grootte van de
grootste lawine met de grootte van de berg) en een schalingsrelatie tussen de
lawine-exponenten (τ , D, en db) en de exponenten die het ruwe oppervlakte
beschrijven dat door deze lawines is achtergelaten: α, de ruwheidsexponent,
en β, de groeiexponent. Uit een ruwheidsanalyse vind ik α = 0.61(2) en
β = 0.33(2) en deze waarden zijn in goede overeenstemming met de waarden,
die kunnen worden verkregen uit de lawine exponenten via de schalingsrelaties
α = D − db = 0.62(4) en β = 1−db/d2−τ = 0.29(3). Al deze resultaten tonen
aan dat onze experimentele rijstberg SOC gedrag vertoont en kan worden ge-
bruikt om verder inzicht te krijgen in het gedrag van SOC systemen. Voor
een grondig begrip van SOC, is het echter ook belangrijk om te begrijpen hoe
het systeem in de kritieke toestand terechtkomt. In hoofdstuk 5, laat ik zien
dat de omhullende van de maximumhelling van de driedimensionale rijstberg
zijn kritische waarde nadert als machtwet met een exponent δ = 0.78(4). Deze
δ kan ook uit de lawine exponenten in de kritieke toestand worden verkregen
op basis van een schalingsrelatie voor exponenten, die gebaseerd is op extreme
dynamica : δ = 1 − 1−db/D2−τ = 0.71(3). Deze waarde is in goede overeenkomst
met de experimenteel verkregen waarde. Samenvattend kan men, in overeen-
stemming met de theoretische voorspelling, concluderen dat de manier waarop
ons systeem de kritieke toestand nadert, bepaald wordt door de eigenschap-
pen van kritieke toestand zelf. In hoofdstuk 6, presenter ik de schalingseigen-
schappen van het oppervlak van de driedimensionale rijstberg. Ik bestudeer de
verschillende momenten van de hoogte-hoogte correlatiefunctie en vind voor de
kritieke toestand multi-schaling in de tijd, terwijl de transient door generieke
schaling wordt gekarakteriseerd. Het optreden van multi-schaling toont aan dat
de rijstberg zijn kritieke toestand bereikt door een proces van zelf-organisatie
en niet door Langevin dynamica. Volgens de voorspellingen van SOC, is er
namenlijk naast de gebruikelijke dynamische correlatielengte een extra tran-
sient correlatielengte aanwezig in de kritieke toestand: dit is de oorzaak van de
waargenomen multi-schaling. Bovendien vind ik generieke schaling in plaats,
hetgeen aantoont dat er slechts een enkele ruimtelijke correlatielengte aanwezig
is in de kritieke toestand (ook in overeenstemming met de theorie).
Aan alle Paczuski-Maslov-Bak (PMB) schalingsrelaties die we getest hebben
voor onze rijstberg wordt voldaan. Maar de toepassingsmogelijkheden voor
echte systemen zijn nog niet helemaal duidelijk: bij voorbeeld in hoofdstuk 5 ga
ik ervan uit dat als de lawines kunstmatig worden veroorzaakt in de transiente
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toestand, de grootte van de lawine die ontstaat, afneemt en darmee hopelijk
de overgang naar de kritieke toestand wordt vertraagd. Maar, verdere experi-
menten zijn nodig om de invloed van het kunstmatig veroorzaken van lawines
in de transiente toestand te bestuderen.
In hoofdstuk 7, kijk ik naar de tweede vraag: Als de zandberg het archetype
van SOC is waarom worden dan in gepubliceerde experimenten van zandbergen
quasi-periodieke lawines gevonden? In onze experimenten aan de driedimen-
sionale rijstberg, vind ik, dat door slechts de randvoorwaarde te veranderen, de
grootteverdeling van lawines verandert. Als de voet van de berg op een vlak
oppervlak rust, is de grootteverdeling van de lawines een machtwet. Echter, als
de voet van de berg samenvalt met de rand van de doos (een randvoorwaarde
gelijkend op die van de experimenten aan zandhopen) zie ik quasi-periodieke
grote lawines, terwijl de grootteverdeling van de kleine en middelgrote lawines
een machtwet blijft. Deze grote, systeemomvattende, lawines worden gecree¨rd
door de zijdelingse voortplanting van de lawine langs de voet van de berg. Dat
betekent dat de quasi-periodieke lawines die in sommige zandbergexperimenten
waargenomen zijn, mogelijk kunnen worden toegeschreven aan de invloed van
de randvoorwaarde. Het zou dus interessant zijn om het gedrag van een zand-
berg met randvoorwaarden gelijkend op die van onze rijstberg te bestuderen,
waarbij dan ook rekening wordt gehouden met de lawines die de rand van de
berg niet bereiken.
In hoofdstuk 8 bestudeer ik de derde groep vragen: Zijn de lawines in onze rijst-
berg voorspelbaar? Is er een tijdscorrelatie tussen de lawines? Hier bestudeer
ik de lokale en globale wachttijdverdeling in de experimentele rijstberg en ook in
een gesimuleerde rijstberg die op het tweedimensionale Oslo model is gebaseerd.
De lokale wachttijd is de tijd die verstrijkt totdat een tweede lawine op de zelfde
plek in de berg plaatsvindt, terwijl de globale wachttijd de tijd is die verstrijkt
tussen twee opeenvolgende lawines onafhankelijk van hun plaats op de berg.
Ik vind dat zowel de globale als lokale wachttijden een exponentie¨le verdelings-
functie hebben, zowel voor de experimentele als de gesimuleerde berg. Dit toont
aan dat zowel in het experiment als in de simulaties er geen temporele correlatie
is tussen de lawines. Dit betekent dat de lawines niet voorspelbaar zijn.
In hoofdstuk 9 geef ik een antwoord op de laatste groep van vragen: heeft de
toevoegsnelheid van de rijstkorrels een invloed op de grootteverdeling van de
lawines? Is er een specifiek gevolg van de verhoogde toevoegsnelheid? Hier
bespreek ik de invloed van de snelheid waarmee rijstkorrels worden toegevoegd
op de verdelingsfunctie van de lawinegrootte in een gesimuleerde rijstberg. De
simulaties worden met het tweedimensionale Oslo rijstberg model uitgevoerd.
De rijstkorrels worden ook tijdens de lawines toegevoegd. Voor een aantal to-
evoegsnelheiden heb ik de machtswetexponent van de verdelingsfunctie van de
lawinegrootte bepaald met behulp van finite size scaling. Ik vind dat als de to-
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evoegsnelheid wordt verhoogd, er een bult verschijnt in het grote lawine regime,
terwijl de grootteverdeling van de kleine lawines een machtwet blijft voor iedere
toevoegsnelheid. De schijnbare waarde van de exponent van de grootteverdeling
wordt be¨ınvloedt door de bult. Ik heb deze vraag numeriek bestudeerd want
de toevoegsnelheid van de experimentele rijstberg opstelling kan niet voldoende
verhoogd worden om het effect daarin te onderzoeken. Met de maximale to-
evoegsnelheid van 120 korrels/s vind ik namenlijk dezelfde machtwet als met
een toevoegsnelheid van 30 korrels/s, en de bult verschijnt ook niet. Ook met
deze hoogste toevoegsnelheid is de wachttijd tussen de lawines groter dan de
tijdsduur van een lawine. Na verandering van de experimentele opstelling, zo-
dat hogere toevoegsnelheden bereikt kunnen worden, zullen we mogelijk de
numerieke voorspellingen ook experimenteel kunnen testen.
In hoofdstuk 10 bestudeer ik een andere systeem dat SOC gedrag vertoont.
Hier bestudeer ik het binnendringen van het magnetische veld in supergelei-
dende dunne films, ofschoon niet vanuit het oogpunt van SOC. De samples
hebben de volgende patronen: een vierkant met een rechthoekig gat en een
vierkant met een vierkant gat dat over 45 graden is gedraaid. De resultaten van
de magneto-optische experimenten en onze numerieke simulaties zijn in goede
overeenstemming. Echter, ik vind niet de onverwachte magneetveld verdeling
bij volledige flux penetratie (met onverwachte discontinu¨ıteitslijnen) die eerder
door Chandran [Physica C 289 (1997) 22] werd waargenomen in zijn simulaties
aan Josephson Junction Arrays.
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