Paley-Wiener Theorems with respect to the spectral parameter by Dann, Susanna & Olafsson, Gestur
ar
X
iv
:1
01
2.
18
01
v1
  [
ma
th.
RT
]  
8 D
ec
 20
10
PALEY-WIENER THEOREMS WITH RESPECT TO THE
SPECTRAL PARAMETER
SUSANNA DANN AND GESTUR O´LAFSSON
Abstract. One of the important questions related to any integral trans-
form on a manifold M or on a homogeneous space G/K is the description
of the image of a given space of functions. IfM = G/K, where (G,K) is a
Gelfand pair, then the harmonic analysis is closely related to the represen-
tations of G and the direct integral decomposition of L2(M) into irreducible
representations. We give a short overview of the Fourier transform on such
spaces and then ask if one can describe the image of the space of smooth
compactly supported functions in terms of the spectral parameter, i.e., the
parameterization of the set of irreducible representations in the support of
the Plancherel measure for L2(M). We then discuss the Euclidean motion
group, semisimple symmetric spaces, and some limits of those spaces.
Introduction
The aim of this article is to discuss Paley-Wiener type theorems in diffe-
rent settings. Here we understand the term “Paley-Wiener type theorems”
to mean the following problem: Given a manifold M = G/H , where G is a
Lie group and H a closed subgroup of G, and given a Fourier type transform
on M, characterize the image of a given function space on M. More often
than not, those are spaces of smooth compactly supported functions. Similar
statements for square-integrable functions are called Plancherel theorems. The
“classical” Paley-Wiener theorem identifies the space of smooth, respectively
square-integrable, compactly supported functions on Rn with certain classes
of holomorphic functions on Cn of exponential growth, where the exponent is
determined by the size of the support. Similar statements are also true for
distributions.
Normalize the Fourier transform on Rn by
f̂(λ) = FRn(f)(λ) =
∫
f(x)e−2piix·λ dx .
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Then a function or a distribution f is supported in a ball of radius r > 0
centered at the origin if and only if f̂ extends to a holomorphic function on
Cn such that for some constant C > 0∣∣∣f̂(λ)∣∣∣ ≤ { C(1 + |λ|2)−Ne2pir|Imλ| for all N ∈ N if f is smooth,
C(1 + |λ|2)Ne2pir|Imλ| for some N ∈ N if f is a distribution.
For f ∈ L2(Rn) along with the condition |f̂(λ)| ≤ Ce2pir|Imλ| one has to assume
that f̂ |Rn ∈ L
2(Rn), see [35] p. 375. We shall often refer to the following Paley-
Wiener space. Let r > 0. Denote by PW r(Cn) the space of entire functions
H on Cn such that zmH(z) is of exponential type ≤ r for every m ∈ Nn. The
vector space PWr(Cn) is topologized by the family of seminorms:
qN (H) := sup
z∈Cn
(1 + |z|2)Ne−r|Im(z)||H(z)|
with N ∈ N. In this case one can turn the above bijection statement into
a topological statement. Let Dr(Rn) denote the space of smooth functions
supported in a ball of radius r centered at the origin and equipped with the
Schwartz topology. Then the following is true
Theorem 0.1. (Classical Paley-Wiener theorem) The Fourier transform FRn
extends to a linear topological isomorphism of Dr(Rn) onto PW2pir(Cn) for any
r > 0.
Yet Rn can also be represented as a homogeneous space: Rn ≃ G/SO(n)
with the orientation preserving Euclidean motion group G = Rn ⋊ SO(n).
This realization comes with its own natural Fourier transform derived from
the representation theory of G, see [28] and Section 4. One can again give
a description of those spaces, and in fact we will give two such descriptions.
The descriptions are given in terms of the parameter in the decomposition
of L2(Rn) into irreducible representations of G as well as some homogeneity
conditions.
More precisely, take the example M = Rn. Consider functions on Rn as
even functions on R×Sn−1 and take the Fourier transform in the first variable.
Then the image of compactly supported smooth functions with an additional
homogeneity condition are functions holomorphic in both variables - the ra-
dial and spherical directions - which are times any polynomial of exponential
growth, and have a homogeneous power series expansion in the radial and
spherical variables when the latter is restricted to be real. We will provide
proofs for several topological Paley-Wiener type theorems in the Euclidean
setting as well as discuss Paley-Wiener type theorems in the general setting of
symmetric spaces of compact and noncompact type.
This article is organized as follows. In Section 1 we introduce the basic
notation. In section 2 we prove a Paley-Wiener type theorem for Hilbert space
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valued functions. Next we recall the definition of a Gelfand pair (G,K) and
the Fourier transform on the associated commutative space G/K in section
3. A concrete example can be found in section 4, where Rn is considered is
a homogeneous space. In section 5 we prove a topological analog of a Paley-
Wiener type theorem due to Helgason, which is also stated at the beginning
of that section. Then we prove that the Fourier transform extends to a bigger
space, namely C × Sn−1C , where S
n−1
C stands for the complexified sphere. We
also describe the image of the Schwartz space.
In sections 6 and 7 we discuss the case of Riemannian symmetric spaces of
noncompact and compact type. Recent results [30] on the inductive limit of
symmetric spaces are reviewed in the last section 8.
1. Basic Notation
In this section we recall some standard notation that will be used in this article.
We will use the notation from the introduction without further comments. We
refer to [13] for proofs and further discussion.
Let Rn and Cn denote the usual n-dimensional real and complex Euclidean
spaces respectively. For z = (z1, . . . , zn) ∈ Cn, the norm |z| of z is defined
by |z| := (|z1|
2 + · · · + |zn|
2)1/2. The canonical inner-product of two vectors
x and y on Rn or Cn is denoted by x · y. The inner-product on Rn extends
to a C-bilinear form (z, ξ) :=
n∑
i=1
ziξi on Cn × Cn. Let N be the set of natural
numbers including 0. For j = 1, . . . , n, let ∂j = ∂/∂zj . For any multi-index
m = (m1, . . . , mn) ∈ Nn and z ∈ Cn, put |m| := m1 + · · · + mn, zm :=
zm11 · · · z
mn
n , and D
m := ∂m11 · · ·∂
mn
n .
Let M be a (smooth) manifold of dimension n. For an open subset Ω
of M, let C∞(Ω) and C∞c (Ω) denote the spaces of smooth complex valued
functions on Ω and smooth complex valued functions with compact support
on Ω, respectively. For each compact subset K of Ω, define a seminorm | · |K,α
on C∞(Ω) by
|f |K,α := max
p∈K
|Dαf(p)|,
with α ∈ Nn. The vector space C∞(Ω) equipped with the topology defined
by these seminorms becomes a locally convex topological vector space and is
denoted by E(Ω). For each compact subset K of Ω, let DK(Ω) be the subspace
of C∞(Ω) consisting of functions f with supp(f) ⊆ K. The topology on
DK(Ω) is the relative topology of C
∞(Ω). The Schwartz topology on C∞c (Ω) is
the inductive limit topology of the subspaces DK(Ω) with K ⊆ Ω. The space
C∞c (Ω) with the Schwartz topology is denoted by D(Ω). IfM is a Riemannian
manifold and x0 ∈M is a fixed base point, thenDr(M) stands for the subspace
of D(M) of functions supported in a closed ball of radius r > 0 centered at x0.
Similar notation will be used for other function spaces. The space of smooth
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rapidly decreasing functions on Rn, the Schwartz functions, will be denoted by
S(Rn). It is topologized by the seminorms
|f |N,α := sup
x∈Rn
(1 + |x|2)N |Dαf(x)| , N ∈ N and α ∈ Nn .
The Fourier transform is a topological isomorphism of S(Rn) onto itself with
the inverse given by F−1Rn (g)(x) = FRn(g)(−x). It extends to a unitary isomor-
phism of order four of the Hilbert space L2(Rn) with itself.
Denote by Sn−1 the unit sphere in Rn and by dω the surface measure on
Sn−1. We will sometimes use the normalized measure µn which is given by
σnµn = dω, where σn := 2π
n/2/Γ(n/2) for n ≥ 2. For p ∈ R and ω ∈
Sn−1 denote by ξ(p, ω) = {x ∈ Rn : x · ω = p} the hyperplane with the
normal vector ω at signed distance p from the origin. Denote by Ξ the set of
hyperplanes in Rn. Then, as ξ(r, ω) = ξ(s, σ) if and only if (r, ω) = (±s,±σ),
it follows that R× Sn−1 ∋ (r, ω) 7→ ξ(r, ω) ∈ Ξ is a double covering of Ξ. We
identify functions on Ξ with the corresponding even functions on R × Sn−1,
i.e., f(r, ω) = f(−r,−ω). The Radon transform Rf of a function f ∈ C∞c (R
n)
is defined by
Rf(ξ) :=
∫
ξ
f(x)dm(x) ,
where dm is the Lebesgue measure on the hyperplane ξ. Then Rf ∈ C∞c (Ξ).
Moreover, R is continuous from L1(Rn) to L1(R × Sn−1) and its restriction
from S(Rn) into S(R × Sn−1) is continuous [18], where S(R × Sn−1) is the
space of smooth functions ϕ on R×Sn−1 satisfying that for any k,m ∈ N and
for any differential operator Dω on S
n−1
sup
(r,ω)∈R×Sn−1
(1 + r2)k |∂mr (Dωϕ)(r, ω)| <∞.
The Radon transform is related to the Fourier transform by the Fourier-Slice
Theorem
(1.1) f̂(rω) = FR(Rf)(r, ω) ,
where the Fourier transform is taken in the first variable.
Denote by SH(Ξ) the space of smooth functions f : R×Sn−1 → C such that
(1) f is even, i.e. f(r, ω) = f(−r,−ω);
(2) ηk,m,Dω(f) := sup
(r,ω)∈R×Sn−1
(1 + r2)k |∂mr Dωf(r, ω)| <∞ for all k,m ∈ N
and for any Dω a differential operator on S
n−1;
(3) For each k ∈ N, the function ω 7→
∫∞
−∞
f(r, ω)rk dr is a homogeneous
polynomial of degree k.
The family {ηk,m,D} defines a topology on SH(Ξ).
Theorem 1.1. The Radon transform is a topological isomorphism S(Rn) →
SH(Ξ).
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Proof. By Theorem 2.4 in [15] it is a bijection and by Corollary 4.8 in [18] it
is continuous with a continuous inverse. 
Let DH(Ξ) := C
∞
c (Ξ) ∩ SH(Ξ) with the natural topology. For R > 0, let
DH,R(Ξ) := {f ∈ DH(Ξ) : f(r, ω) = 0 for |r| > R}. The topology on DH,R(Ξ)
is given by the seminorms
|f |m,Dω := sup
(r,ω)∈[−R,R]×Sn−1
|∂mr Dωf(r, ω)| <∞,
where m is in N and Dω is any differential operator on Sn−1. The topology on
DH(Ξ) is the inductive limit topology of the subspaces DH,R(Ξ) with 0 < R <
∞.
Theorem 1.2. The Radon transform is a topological isomorphism DR(Rn) ≃
DH,R(Ξ).
Proof. By Theorems 2.4 and 2.6 and Corollary 2.8 in [15] it is a bijection and
by Corollary 4.8 in [18] it is continuous with a continuous inverse. 
2. The Paley-Wiener Theorem for vector valued functions on
Rn
There are many Paley-Wiener theorems or sometimes also called Paley-Wiener-
Schwartz theorems in the literature. They establish a relation between some
class of holomorphic functions and harmonic analysis of compactly supported
functions or distributions. The classical Paley-Wiener theorem characterizes
the space of compactly supported smooth functions on Rn by means of the
Fourier transform. 1 The long-known Paley-Wiener theorems were discussed
in the introduction. Here we will prove an analog for Hilbert space valued
functions. It reduces to the classical result by taking the Hilbert space to be
one dimensional.
Let H denote a complex separable Hilbert space with a complete orthonor-
mal set {ei}i∈J , where J is a finite or a countably infinite index set. The norm
in H is denoted by ‖ · ‖, and the inner-product of two elements u, v ∈ H is
denoted by (u, v).
Let r > 0. The space of H-valued functions ϕ : Rn → H such that for
every u ∈ H the complex valued function, x 7→ (ϕ(x), u) belongs to Dr(Rn),
is denoted by DHr = D
H
r (R
n,H). We let the topology on DHr be given by the
seminorms
(2.1) νN,u(ϕ) := max
|α|≤N
sup
x∈Rn
|Dα (ϕ(x), u)| ,
1This case is often referred to as ”the PW theorem” or ”the classical PW theorem”. However
the original work of R. Paley and N. Wiener [32] is devoted to the case of square-integrable
functions. The case of distributions was first proved by L. Schwartz [37] and this case is due
to L. Ho¨rmander [20], Th. 1.7.7, p.21. We comply with the old-established labeling.
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with α ∈ Nn, N ∈ N, and u ∈ H. The same topology is defined by the
seminorms
(2.2) ν˜N,u(ϕ) := max
k≤N
|(1 + ∆)k(ϕ(x), u)| .
Restricting u to be one of the elements in the orthonormal basis {ei} gives
the same topology. We remark without proof, as it follows easily from the one
dimensional case applied to each of the functions x 7→ (ϕ(x), ei), that D
H
r is a
Fre´chet space.
Denote by PWHr = PW
H
r (C
n,H) the space of weakly-holomorphic functions
F : Cn →H, which satisfy that for every u ∈ H and N ∈ N
(2.3) ρN,u(F ) := sup
z∈Cn
(1 + |z|2)Ne−r|Im(z)||(F (z), u)| <∞.
Let PWHr be topologized by the seminorms ρN,u. Again, it is enough to use
the countable family of seminorms {ρN,ej}N,j. Hence PW
H
r is a Fre´chet space.
Lemma 2.1. The space PWHr and its topology can be defined using the semi-
norms
ρN(F ) := sup
z∈Cn
(1 + |z|2)Ne−r|Im(z)|‖F (z)‖ ,
with N ∈ N.
Proof. It is clear that if ρN (F ) < ∞, then ρN,u(F ) ≤ ‖u‖ρN(F ) < ∞. For
the other direction, let E := {(1 + |z|2)Ne−r|Im(z)|F (z) : z ∈ Cn}. From the
assumption it follows that the set E is a weakly bounded. Moreover, H being
a Hilbert space is locally convex and thus by the Theorem 3.18 in [36] the set
E is bounded. Hence the seminorms ρN,u can be replaced by the seminorms
ρN . 
Lemma 2.2. Let ϕ ∈ DHr and z ∈ C
n, then x 7→ ϕ(x)e−iz·x is weakly integrable
and
(2.4)
∣∣∣∣
∫
Rn
(ϕ(x), u)e−iz·x dx
∣∣∣∣ ≤ Vol(Br(0))‖ϕ‖∞‖u‖er|Imz| .
Proof. This follows from
(2.5) |(ϕ(x), u)e−iz·x| ≤ ‖ϕ‖∞‖u‖e
r|Imz|χBr(0) .

We define the Fourier transform of ϕ ∈ DHr as the weak integral
ϕ̂(y) = F(ϕ)(y) :=
∫
Rn
ϕ(x)e−2piix·y dx .
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Theorem 2.3. (Paley-Wiener type theorem for DHr ) If ϕ ∈ D
H
r , then Fϕ ex-
tends to a weakly holomorphic function on Cn denoted by F c(ϕ), and F c(ϕ) ∈
PWH2pir. Furthermore, the Fourier transform F
c is a linear topological isomor-
phism of DHr onto PW
H
2pir. The inverse of F
c is given by the conjugate weak
Fourier transform on Rn.
Proof. Equation (2.5) clearly shows that the integral
∫
(ϕ(x), u)e−2piiz·x dx con-
verges uniformly on every compact subset of Cn and is therefore holomor-
phic as a function of z. Moreover by the Theorem 3.27 in [36] the integral∫
ϕ(x) e−2piiz·x dx converges to a vector in H. Partial integration and (2.5)
show that
ρN,u(F
c(ϕ)) ≤ C ν2N,u(ϕ) <∞,
for some constant C. In particular, F c(ϕ) ∈ PWH2pir and F
c : DHr → PW
H
2pir
is continuous.
To show surjectivity, let F ∈ PWH2pir. Then the function z 7→ (F (z), u) =:
Fu(z) ∈ PW2pir(Cn). Define ϕu := F−1Rn (Fu), then by the classical Paley-
Wiener Theorem ϕu ∈ Dr(Rn). Let k > n/2, so that x 7→ (1 + |x|2)−k is
integrable. Then∫
|(F (x), u)| dx ≤
(
ρk(F )
∫
(1 + |x|2)−k dx
)
‖u‖ .
Hence the integral
ϕ(y) =
∫
Rn
F (x)e2piix·y dx =: (F c)−1(F )(y)
exists and ϕ ∈ DHr .
Finally, integrating by parts, we obtain
sup
y∈Rn
|(1 + ∆)Nϕu(y)| ≤
(∫
(1 + |x|2)−k dx ‖u‖
)
ρN+k(F ).
This shows that the the map F 7→ ϕ is continuous. The claim now follows as
(F c)−1 ◦ F c = idDHr and F
c ◦ (F c)−1 = idPWH2pir . 
Remark 2.4. The above theorem can be proved without the use of the classical
Paley-Wiener theorem. Hence as pointed out at the beginning of this section
it generalizes the classical result.
3. Gelfand Pairs
We recall the definition of a Gelfand pair (G,K) and the basic facts about
the Fourier transform on the associated commutative space G/K. These facts
are derived from the abstract Plancherel formula for the group G, instead of,
as commonly done, from the theory of spherical functions. A more detailed
discussion can be found in [42].
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Let G be a Lie group and K ⊂ G a compact subgroup. Denote by ℓ the
left regular representation: ℓ(a)f(x) = f(a−1x) and by ρ the right regular
representation: ρ(a)f(x) = f(xa). We often identify functions on G/K with
right invariant functions on G. For 1 ≤ p ≤ ∞, let
Lp(G/K)K = {f ∈ Lp(G) : (∀k1, k2 ∈ K) ℓ(k1)ρ(k2)f = f}
= {f ∈ Lp(G/K) : (∀k ∈ K) ℓ(k)f = f} .
If f ∈ L1(G) and g ∈ Lp(G/K)K , then
f ∗ g(x) =
∫
G
f(y)g(y−1x) dy
is well defined, f ∗ g ∈ Lp(G/K) and ‖f ∗ g‖p ≤ ‖f‖1‖g‖p. For f ∈ L
1(G/K)K
and g ∈ Lp(G/K)K , f ∗ g is left K-invariant. It follows that L1(G/K)K is
a Banach algebra. The pair (G,K) is called a Gelfand pair if L1(G/K)K is
abelian. In this case we call G/K a commutative space. In case G/K is a
commutative space, there exists a set Λ ⊆ Ĝ, where Ĝ is the unitary dual of
G, such that
(3.1) (ℓ, L2(G/K)) ≃
∫ ⊕
Λ
(πλ,Hλ) dµ(λ) ,
where each πλ is an irreducible unitary representation acting on the Hilbert
space Hλ. The important fact for us is, that this is a multiplicity one decom-
position and dimHKλ = 1 for almost all λ. Here, as usually H
K
λ stands for the
space of K-fixed vectors in Hλ.
For details in the following arguments we refer to [42], for the case of
Riemannian symmetric spaces of noncompact type see [28]. Let p : Λ →∫ ⊕
HKλ dµ(λ) be a measurable section such that ‖pλ‖ = 1 for almost all λ. For
each λ, pλ is unique up to a multiplication by z ∈ C with |z| = 1.
Recall the operator valued Fourier transform. For f ∈ L1(G) and a unitary
representation π of G,
π(f) :=
∫
G
f(x)π(x) dx ∈ B(Hpi),
where B(Hpi) stands for the space of bounded operators on Hpi. Furthermore,
‖π(f)‖ ≤ ‖f‖1. We also recall, that for Type I groups, there exists a measure,
the Plancherel measure on Ĝ, such that
(1) If f ∈ C∞c (G), then π(f) is a Hilbert-Schmidt operator and
(3.2) ‖f‖22 =
∫
Ĝ
‖π(f)‖2HS dµ(π) .
(2) The operator valued Fourier transform extends to L2(G) such that (3.2)
still holds.
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(3) For f ∈ C∞c (G), f(x) =
∫
Ĝ
Tr(π(x−1)π(f)) dµ(π) pointwise and in L2-
sense otherwise.
The projection pr : Hpi → H
K
pi is given by
pr(v) =
∫
K
π(k)v dk .
If f ∈ L1(G/K), then for k ∈ K
π(f)v =
∫
G
f(x)π(x)v dx
=
∫
G
f(xk−1)π(x)v dx
=
∫
G
f(x)π(x)π(k)v dx .
As this holds for all k ∈ K, integration over K gives:
Lemma 3.1. Let f ∈ L1(G/K). Then π(f) = π(f)pr.
Thus π(f) is a rank-one operator and it is reasonable to define the vector
valued Fourier transform by
f̂(λ) := FG/K(f)(λ) := πλ(f)(pλ) ,
where pλ ∈ H
K
λ as above.
Lemma 3.2. If f ∈ L1(G) and g ∈ C∞c (G/K), then
F(f ∗ g)(λ) = πλ(f)ĝ(λ) .
Proof. This follows from the fact that π(f ∗ g) = π(f)π(g). 
Theorem 3.3. Let f ∈ C∞c (G/K). Then
‖f‖22 =
∫
‖f̂(λ)‖2Hλ dµ(λ)
and
f(x) =
∫
(f̂(λ), πλ(x)pλ)Hλ dµ(λ).
Hence the vector valued Fourier transform extends to a unitary isomorphism
L2(G/K) =
∫ ⊕
(πλ,Hλ) dµ(λ)
with inverse
f(x) =
∫
(fλ, πλ(x)pλ)Hλ dµ(λ)
understood in the L2-sense.
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Proof. Extend e1,λ := pλ to an orthonormal basis {ej,λ}j of Hλ. As for j > 1,
πλ(f)ej,λ = 0, we have
‖πλ(f)‖
2
HS = Tr(πλ(f)
∗πλ(f))
= (πλ(f)
∗πλ(f)pλ, pλ)Hλ
= (πλ(f)pλ, πλ(f)pλ)Hλ
= |f̂(λ)|2 .
Similarly,
Tr(πλ(x
−1)πλ(f)) = (πλ(x
−1)πλ(f)pλ, pλ)Hλ .
Hence, by the inversion formula for the operator valued Fourier transform
f(x) =
∫
(f̂(λ), πλ(x)pλ)Hλ dµ(λ)
as claimed.
Given a section (fλ) ∈
∫ ⊕
(πλ,Hλ) dµ, define a rank-one operator section
(Tλ) by
Tλpλ = fλ and Tλ|(HK
λ
)⊥ = 0 .
Then Tλ is a Hilbert-Schmidt operator and hence corresponds to a unique
L2-function
(3.3) f(x) =
∫
Tr(πλ(x
−1)Tλ) dµ(λ) =
∫
(fλ, πλ(x)pλ)Hλ dµ(λ)
and
‖f‖22 =
∫
‖fλ‖
2 dµ(λ) .
As x 7→ πλ(x)pλ is right K-invariant, it follows that f ∈ L
2(G/K). Fur-
thermore, the abstract Plancherel formula gives that πλ(f) = Tλ and hence
f̂(λ) = fλ. 
Assume now that f is left and right K-invariant. Then πλ(f)pλ is K-
invariant and hence a mutliple of pλ, πλ(f)pλ = (f̂(λ), pλ)Hλpλ. We have
(f̂(λ), pλ)Hλ =
∫
G
f(x)(πλ(x)pλ, pλ)Hλ dx
=
∫
G/K
f(x)ϕλ(x) dx,
where ϕλ(x) = (πλ(x)pλ, pλ)Hλ is the spherical function associated to (πλ,Hλ).
Note that ϕλ is independent of the choice of pλ. Thus, in the K bi-invariant
case the vector valued Fourier transform reduces to the usual spherical Fourier
transform on the commutative space G/K.
The question now is: How well does the vector valued Fourier transform on
the commutative space X describe the image of a given function space on X?
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Examples show that most likely there is no universal answer to this question.
There is no answer so far for the Gelfand pair (U(n)⋉Hn,U(n)), where Hn is
the 2n + 1-dimensional Heisenberg group. Even though some attempts have
been made to address this Paley-Wiener theorem for the Heisenberg group,
[9, 24, 25, 23]. The Fourier analysis for symmetric spaces of noncompact type
is well understood by the work of Helgason and Gangolli, [10, 14]. On the
other hand, for compact symmetric spaces U/K, the Paley-Wiener theorem is
only known for K-finite functions [27, 29].
In the following, we begin with one of the simplest cases of Gelfand pairs, the
Euclidean motion group and SO(n). Then we discuss the case of Riemannian
symmetric spaces of noncompact and compact type. We conclude the article
by reviewing recent results [30] on the inductive limit of symmetric spaces.
4. Fourier Analysis on Rn and the Euclidean Motion Group
One of the simplest commutative spaces is Rn viewed as a homogeneous space
for the Euclidean motion group. It is natural to ask how the Paley-Wiener
theorem extends to this setting. We apply the discussion from the previous
section to the commutative space Rn, where the group is now the Euclidean
motion group. We refer to [28] for some other aspects of this analysis.
Recall that the Euclidean motion group is G = SO(n)⋉Rn. View elements
of G as diffeomorphisms of Rn by
(A, x) · y = A(y) + x .
The multiplication in G is a composition of maps: (A, x)(B, y) = (AB,A(y)+
x). The identity element is (I, 0), where I is the identity matrix, and the inverse
is (A, x)−1 = (A−1,−A−1x). Let K = {(A, 0)|A ∈ SO(n)} ≃ SO(n). K is the
stabilizer of 0 ∈ Rn. Hence Rn ≃ G/K. Note that K-invariant functions on
Rn are radial functions, i.e., functions that only depend on |x|.
The regular action of G on L2(Rn) is given by
ℓgf(y) = f(g
−1 · y) = f(A−1(y − x)), g = (A, x) .
Put L2(Sn−1) = L2(Sn−1, dµn). For r ∈ R define a unitary representation
πr of G on L
2(Sn−1) by
πr(A, x)φ(ω) := e
−2piirx·ωφ(A−1(ω)).
For r 6= 0 the representation πr is irreducible, and πr ≃ πs if and only if
r = ±s. The intertwining operator is given by [Tf ](ω) = f(−ω). Note that
the constant function pr(ω) := 1 on S
n−1 is a K−fixed vector for πr. The
corresponding vector valued Fourier transform, which we will also denote by
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FG(f)r = f̂r ∈ L
2(Sn−1), now becomes
[πr(f)pr](ω) =
∫
G
f(g)πr(g)pr(ω)dg =
∫
G/K
f(x)πr(x)pr(ω)dx
=
∫
Rn
f(x)e−2piirx·ωdx = FRnf(rω) .
Let dτ(r) = σnr
n−1dr. Then we have the following theorem:
Theorem 4.1. The Fourier transform f 7→ FGf extends to a unitary G-
isomorphism
L2(Rn) ≃
∫ ⊕
R+
(πr, L
2(Sn−1)) dτ(r) = L2(R+, L2(Sn−1); dτ)
≃ {F ∈ L2(R, L2(Sn−1); dτ) : F (r)(ω) = F (−r)(−ω)} .
The inverse is given by
f(x) =
∫ ∞
0
(f̂r, πr(x)pr) dτ(r) =
∫ ∞
0
∫
Sn−1
f̂r(ω)e
2piirx·ω dµn(ω)dτ(r) .
Proof. This follows from the Theorem 3.3. 
The Hilbert space valued Paley-Wiener theorem, the Theorem 2.3, describes
the image of functions that are compactly supported and smooth in the radial
variable. But if F (r) is SO(n)-finite, i.e., the translates F (r)(k(ω)), k ∈ SO(n),
span a finite dimensional space, then ω 7→ F (r)(ω) is a polynomial and hence
has a holomorphic extension in the ω-variable, showing that there is more in
this than only the L2-theory.
5. Euclidean Paley-Wiener Theorem
In this section we discuss the Euclidean Paley-Wiener theorem with respect to
the representations of the Euclidean motion group. We will give two different
descriptions. Representations πr act on L
2(Sn−1) and an instance of L2(Sn−1)-
valued functions is dealt with in the Paley-Wiener theorem proved in section 2.
Note that the smooth vectors of the representation πr are the smooth functions
on Sn−1: L2(Sn−1)∞ = C∞(Sn−1). In this section we will work with functions
valued in C∞(Sn−1). We give the space C∞(Sn−1) the Schwartz topology.
With this topology it is equal to E(Sn−1) = S(Sn−1). Since S(R) and S(Sn−1)
are nuclear spaces,
S(R× Sn−1) = S(R,S(Sn−1)).
We will also denote it simply be C∞(R× Sn−1) or C∞(R, C∞(Sn−1)) keeping
in mind the Schwartz topology and that the first variable is related to the
spectral decomposition. We will often identify these spaces algebraically and
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topologically by viewing functions F : R → C∞(Sn−1) as functions F : R ×
Sn−1 → C via the mapping F (z, ω) := Fz(ω) and vice versa.
The first version is an analog of a variant due to Helgason, see Th. 2.10 in
[16]. We restate it here in a slightly different form.
For r > 0, let PWZ2r,H(C × S
n−1) be the space of smooth functions F on
C× Sn−1 satisfying:
(1) F is even, i.e. F (z, ω) = F (−z,−ω).
(2) For each ω, the function z 7→ F (z, ω) is a holomorphic function on C
with the property
|F (z, ω)| ≤ CN(1 + |z|
2)−Ner|Imz| <∞,
for each N ∈ N.
(3) For each k ∈ N and each isotropic vector a ∈ Cn, the function
z 7→ z−k
∫
Sn−1
F (z, ω)(a, ω)dω
is even and holomorphic on Cn.
Theorem 5.1. The Fourier transform followed by a holomorphic extension in
the spectral parameter is an injection of Dr(Rn) onto PW
Z2
2pir,H(C× S
n−1).
Proof. See [16], pages 23-28. 
Note that this theorem does not contain a topological statement. Next, we
prove an analogous theorem for vector valued functions including the topolog-
ical statement.
Define the space PWZ2r,H(C, C
∞(Sn−1)) as the set of weakly holomorphic
functions F on C× Sn−1 which satisfy
(1) F is even, i.e. F (r, ω) = F (−r,−ω).
(2) For k ∈ N,
(
∂
∂z
)k
F (z, ω)|z=0 is a homogeneous polynomial of degree k
in ω.
(3) For k ∈ N and for any differential operator Dω on the sphere
|F |k,Dω := sup
(z,ω)∈C×Sn−1
(1 + |z|2)ke−r|Imz| |DωF (z, ω)| <∞.
The topology on PWZ2r,H(C, C
∞(Sn−1)) is given by the seminorms | · |k,Dω .
Theorem 5.2. The Fourier transform FG followed by a holomorphic extension
in the spectral parameter is a topological isomorphism of Dr(Rn) onto
PWZ22pir,H(C, C
∞(Sn−1)).
Proof. Let f ∈ Dr(Rn). An analog of the Lemma 2.2 holds for Fre´chet
spaces and the first part of the proof of the Theorem 2.3 applies here. Thus
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Rf(x)e−2piizx is weakly integrable and for every distribution Λ, Λ(FGf) is a
holomorphic function. Let
F (z) := FGf(z) =
∫
R
Rf(z, ω)e−2piizxdx.
By the Theorem 3.27 in [36], F : C 7→ C∞(Sn−1) is weakly holomorphic.
Since Rf ∈ DZ2H,r(R × S
n−1), it is easy to see that all three conditions in
the definition of PWZ22pir,H(C, C
∞(Sn−1)) are satisfied for FGf and the map
f 7→ FGf is continuous.
For the surjectivity part, let F ∈ PWZ22pir,H(C, C
∞(Sn−1)). Thus for any
ω, r 7→ F−1R F (r, ω) ∈ Dr(R). It follows easily that F
−1
R F ∈ DH,r(Ξ) and
the map F 7→ F−1R F is continuous. Hence R
−1F−1R F ∈ Dr(R
n) and the map
F 7→ F−1G F is continuous. 
Remark 5.3. This shows that the spaces in the two theorems are the same:
PWZ2r,H(C× S
n−1) = PWZ2r,H(C, C
∞(Sn−1)).
For completeness we describe the image of the Schwartz functions under FG.
Define the space SZ2H (R, C
∞(Sn−1)) = SZ2H (R × S
n−1) as the set of smooth
functions F on R× Sn−1 which satisfy
(1) F is even, i.e. F (r, ω) = F (−r,−ω).
(2) For k ∈ N,
(
∂
∂r
)k
F (r, ω)|r=0 is a homogeneous polynomial of degree k
in ω.
(3) For k, l ∈ N and for any differential operator Dω on the sphere
|F |k,l,Dω := sup
(r,ω)∈R×Sn−1
(1 + |r|2)k
∣∣∣∣∣
(
∂
∂r
)l
DωF (r, ω)
∣∣∣∣∣ <∞.
With the topology given by the seminorms | · |k,l,Dω, the space S
Z2
H (R×S
n−1)
is Fre´chet.
Theorem 5.4. The Fourier transform FG is a topological isomorphism of
S(Rn) onto SZ2H (R× S
n−1).
Proof. Let f ∈ S(Rn) and let F (r, ω) := f̂r(ω). F (r, ω) = FRRf(rω). Clearly
F is even. Since Rf ∈ SH(Ξ), it follows that
(
∂
∂r
)k
F (r, ω)|r=0 is a ho-
mogeneous polynomial of degree k in ω, as well as that for every ω, r 7→
F (r, ω) ∈ S(R). By an application of the Lebesgue Dominated Convergence
Theorem, it follows that for every r, ω 7→ F (r, ω) ∈ S(Sn−1). In particular,
F ∈ C∞(R× Sn−1). We also have
(1 + |r|2)k
∣∣∣∣∣
(
∂
∂r
)l
DωF (r, ω)
∣∣∣∣∣ ≤
∑
finite
cN,λ |FRnf |N,λ,
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where cN,λ are some constants. Thus F ∈ S
Z2
H (R × S
n−1) and the mapping
f 7→ F is continuous.
To show surjectivity, let F ∈ SZ2H (R× S
n−1) and let ϕ(r, ω) := F−1R F (r, ω).
The function ϕ is Schwartz in both variables. Moreover,
(1 + |r|2)k
(
∂
∂r
)l
Dωϕ(r, ω) =
k∑
m=0
(
k
m
)
il−2m
∫ (
∂
∂r
)2m
DωF (s, ω)s
leisrds
shows that the mapping F 7→ ϕ is continuous. Since∫
ϕ(r, ω)rkdr = c
(
∂
∂r
)k
F (r, ω)|r=0,
we get that ϕ ∈ SH(Ξ) and hence R
−1ϕ ∈ S(Rn). Clearly FG is injective.
This proves the claim. 
For the second version of the Paley-Wiener theorem on DR(Rn) we introduce
first
Sn−1C := {z ∈ C
n : z21 + . . .+ z
2
n = 1}
the complexification of Sn−1. It is easy to see that
Sn−1C = SO(n,C)/SO(n− 1,C) .
Let C∗ = C\{0}, then the map C∗ × Sn−1C → C
n\{z :
∑n
i=1 z
2
i = 0} : (z, ω) 7→
zω is a holomorphic two-to-one map. Note that the Lebesgue measure of the
set {z ∈ Cn :
∑n
i=1 z
2
i = 0} is 0.
For R > 0, let OR(C × Sn−1C ) be the space of holomorphic functions F :
C× Sn−1C → C such that for all N ∈ N
(5.1) πN(F ) := sup
(z,ω˜)∈C×Sn−1
C
(1 + |zω˜|2)Ne−R|Im(zω˜)||F (z, ω˜)| <∞.
Since the space of holomorphic functions is nuclear, we can identify this space
with the space of weakly holomorphic functions F˜ : C→ O(Sn−1C ) wich satisfy
5.1 by setting F˜ (z)(ω˜) = F (z, ω˜).
The space of even functions F ∈ OR(C × Sn−1C ) satisfying that for all
λ ∈ C and ω ∈ Sn−1, F (λ, ω) = F (0, ω) +
∑∞
m=1
am(ω)
m!
λm, where each am
is a homogeneous polynomial in ω1, . . . , ωn of degree m, will be denoted by
P˜W
Z2
H,R = P˜W
Z2
H,R
(
C× Sn−1C
)
= P˜W
Z2
H,R
(
C,O(Sn−1C )
)
. The space P˜W
Z2
H,R is
a Fre´chet space.
Our aim is to prove the following:
Theorem 5.5. (Euclidean Paley-Wiener type theorem) Let f ∈ DR(Rn). Then
FGf extends to an even holomorphic function on C×Sn−1C , denote this exten-
sion by F cGf . Moreover, F
c
Gf ∈ P˜W
Z2
H,2piR and the map DR(R
n) → P˜W
Z2
H,2piR:
f 7→ F cGf is a topological isomorphism.
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For clarity of the exposition we will prove this result in several steps. We
remark that by the Theorem 1.2, it suffices to prove the following: for ϕ ∈
DH,R(Ξ) the Fourier transform FR(ϕ)(r, ω) extends to an even holomorphic
function on C × Sn−1C , this extension belongs to P˜W
Z2
H,2piR, and F
c
R defines a
topological isomorphism DH,R(Ξ) ≃ P˜W
Z2
H,2piR.
Lemma 5.6. Let k ∈ N. Then the map F 7→
(
d
dξ
)k
F is a linear continuous
mapping from P˜W
Z2
H,R into itself.
Proof. Let F ∈ P˜W
Z2
H,R, ξ ∈ C and ω˜ ∈ S
n−1
C be fixed. For some δ > 0, let
γ(t) = ξ + δeit, with 0 ≤ t ≤ 2π. Then
∂
∂ξ
F (ξ, ω˜) =
1
2πi
∫
γ
F (z, ω˜)
(z − ξ)2
dz .
Note that this holds for any δ > 0. We have
(1 + |ξω˜|2)N
∣∣∣ ddξF (ξ, ω˜)∣∣∣ e−R|Im(ξω˜)|
≤ (1 + |ξω˜|2)Ne−R|Im(ξω˜)| 1
2pi
∫
γ
|F (z,ω˜)|
|z−ξ|2
|dz|
≤ 1
2piδ2
∫
γ
(1+|ξω˜|2)N (1+|zω˜|2)N |F (z,ω˜)|e−R|Im(ξω˜)|
(1+|zω˜|2)N
|dz| .
Further observe that (i) |Re(ω˜)|2 = |Im(ω˜)|2 + 1, which implies |Im(ω˜)|+ 1 ≥
|Re(ω˜)|, (ii) |Im(ξω˜)|2 = |Im(ξ)|2 + |ξ|2|Im(ω˜)|2 = |ξ|2|Re(ω˜)|2 − |Re(ξ)|2, and
(iii) |z| ≤ |ξ|+ δ. Applying (i) to (iii) gives: |Im(ξω˜)| ≥ |Im(zω˜)| − δ|Re(ω˜)| −
|ξ|. Hence e−R|Im(ξω˜)| ≤ e−R|Im(zω˜)|eRδ|Re(ω˜)|eR|ξ|. Since ξ is fixed, the last
exponential is some positive constant ≥ 1, call it C, and by choosing δ < 1
|ω˜|
,
we obtain: e−R|Im(ξω˜)| ≤ Ce−R|Im(zω˜)|eR. Thus,
(1 + |ξω˜|2)N
∣∣∣ ddξF (ξ, ω˜)∣∣∣ e−R|Im(ξω˜)|
≤ Ce
R
2piδ2
∫
γ
(1+|ξω˜|2)N (1+|zω˜|2)N |F (z,ω˜)|e−R|Im(zω˜)|
(1+|zω˜|2)N
|dz|
≤ Ce
RpiN (F )
2piδ2
∫
γ
(1+|ξω˜|2)N
(1+|zω˜|2)N
|dz| .
Next note
1 + |ξω˜|2
1 + |zω˜|2
≤
1 + |ω˜|2 |ξ|2
1 + |z|2
=
1 + |ω˜|2 |z − δeit|
2
1 + |z|2
≤
|z|2 + 2|z|+ 2
(1 + |z|2)
≤ 5,
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where we used that |z − δeit|
2
≤ |z|2+2δ|z|+ δ2 and δ ≤ 1. Hence πN (
d
dξ
F ) ≤
CeR5N
δ
πN (F ). It is easy to see that
d
dξ
F is even and satisfies the homogene-
ity condition. Hence d
dξ
F ∈ P˜W
Z2
H,R and the map F 7→
d
dξ
F is continuous.
Iterating this argument the statement follows. 
Corollary 5.7. Let ω ∈ Sn−1. The restriction map Rω : OR(C × Sn−1C ) →
S(R) : F 7→ F (·, ω)|R is a continuous linear transformation.
Proof. By the above proof, restricting F to R× Sn−1 yields
(1 + |r|2)N
∣∣∣∣∣
(
d
dr
)k
F (r, ω)
∣∣∣∣∣ ≤
(
CeR5N
δ
)k
πN(F ).
Thus, if f(r) := F (r, ω) with ω ∈ Sn−1 fixed, then |f |N,k ≤
(
CeR5N
δ
)k
πN (F ).

A simple application of the Cauchy’s Integral Formula gives:
Lemma 5.8. Let F ∈ OR(C × Sn−1C ) and ω ∈ S
n−1. Then for any y ∈ R,∫
R
F (t, ω)dt =
∫
R
F (t+ iy, ω)dt.
It is also not hard to see that:
Lemma 5.9. Let F ∈ OR(C×Sn−1C ) and r ∈ R. Define H(ξ, ω˜) := F (ξ, ω˜)e
iξr.
Then H ∈ OR+|r|
(
C× Sn−1C
)
.
We now complete the proof of the Theorem 5.5:
Proof. Let ϕ ∈ DH,R(Ξ) and ω ∈ S
n−1 be fixed. Then for ξ = x+ iy ∈ C and
r ∈ [−R,R] we have the estimate |e−2piirξ| ≤ e2piR|Im(ξ)|. Hence∣∣∣∣
∫ R
−R
ϕ(r, ω)e−2piirξdr
∣∣∣∣ ≤ e2piR|Im(ξ)||ϕ(· , ω)|L1 ≤ 2R |ϕ(· , ω)|∞ e2piR|Im(ξ)| <∞.
This shows that for every ξ ∈ C, FR(ϕ)(ξ, ω) is well-defined. Let ξo ∈ C, and
ǫ > 0, then for each ξ ∈ {z : |z − ξo| < ǫ} we have the estimate
|ϕ(r, ω)e−2piirξ| ≤ |ϕ(· , ω)|∞χ[−R,R](r) e
2pi|r||Im(ξ)| ∈ L1(R).
Thus ξ 7→ FR(ϕ)(ξ, ω) converges uniformly on compact subsets of C and hence
is holomorphic. Moreover
d
dξ
FR(ϕ)(ξ, ω) =
∫
R
ϕ(r, ω)
d
dξ
e−2piirξdr.
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Since ϕ ∈ DH,R(Ξ), there is f ∈ DR(Rn) such that Rf = ϕ. Define a function
F by
F (r, ω) : = FR(ϕ)(r, ω)
=
∫ ∞
−∞
Rf(s, ω) e−2piisrds
=
∫
Rn
f(x) e−2piirω·xdx
= FRn(f)(rω).
The penultimate equality holds by the Fourier-Slice theorem. Now, by the
classical Paley-Wiener theorem FRn(f) has a holomorphic extension to Cn. It
follows that F extends to a holomorphic function on C× Sn−1C :
C× Sn−1C −→ C
n −→ C
(z, ω˜) 7−→ zω˜ 7−→ F cRn(f)(zω˜) =: F (z, ω˜),
and we have the estimate
(5.2) sup
(z,ω˜)∈C×Sn−1
C
(1 + |zω˜|2)Ne−2piR|Im(zω˜)||F (z, ω˜)| <∞.
Note that we have holomorphically extended FR(ϕ) in two different ways to
two different domains, namely to C × Sn−1 and to C × Sn−1C . It is easy to
verify that these two extensions agree on the common domain. Since Sn−1 is
a totally real submanifold of Sn−1C , to show that F (−ξ,−ω˜) = F (ξ, ω˜), with
ξ ∈ C and ω˜ ∈ Sn−1C , it is enough to verify it for ω ∈ S
n−1, which is easy.
Let ak(ω) :=
(
d
dξ
)k
F (ξ, ω)|ξ=0. As we can differentiate inside the integral,
ak(ω) = (−2πi)
k
∫
R ϕ(r, ω)r
kdr. Thus for k ∈ N+, ak is a homogeneous poly-
nomial in ω1, . . . , ωn of degree k. Hence for ξ ∈ C, ω ∈ Sn−1
F (ξ, ω) = F (0, ω) +
∞∑
m=1
(
d
dξ
)m
F (ξ, ω)|ξ=0
m!
ξm = F (0, ω) +
∞∑
m=1
am(ω)
m!
ξm.
This shows that F cR(ϕ) := F ∈ P˜W
Z2
H,2piR. The map is injective and since the
Radon transform is a linear topological isomorphism of DR(Rn) with DH,R(Ξ)
[19], it is also continuous.
To show surjectivity, let F ∈ P˜W
Z2
H,2piR. For ω ∈ S
n−1, the map R → C :
r 7→ F (r, ω) is a Schwartz function by the Corollary 5.7. We will use the same
letter for this restriction of F . Since the Fourier transform is a topological
isomorphism of the Schwartz space with itself, F−1R (F ) is a Schwartz function
in the first variable, call it ϕ. By the Lemmas 5.9 and 5.8, it follows that for
any y ∈ R and any ω ∈ Sn−1, we have: ϕ(r, ω) =
∫
R F (x+ iy, ω) e
2pii(x+iy)rdx.
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Let η ∈ R, then ϕ(r, ω) = e−2piηr
∫
R F (x+ iη, ω) e
2piixrdx. Since for all N ∈ N
we have |F (x+ iη, ω)| ≤ c(1+ x2+ η2)−Ne2piR|η| for some constant c, it follows
that
|ϕ(r, ω)| ≤ e−2piηr
∫
R
|F (x+ iη, ω)|dx
≤ e2pi(R|η|−ηr)c
∫
R
(1 + x2)−Ndx.
Take N big enough so that the last integral is finite and let |η| → ∞. We
obtain ϕ(r, ω) = 0 for |r| > R. Hence supp(ϕ) ⊆ [−R,R] × Sn−1, and r 7→
ϕ(r, ω) ∈ DR (R).
To show that for any x ∈ R the function ω 7→ ϕ(x, ω) is C∞(Sn−1), we
have to show |DαωF (r, ω)| ≤ |f(r)| for some integrable function f and any
multi-index α ∈ Nn. Then by the Lebesgue Dominated Convergence theorem
Dαωϕ(x, ω) =
∫
R
DαωF (r, ω) e
2piirxdr
and we are done. It is enough to show it for Dαω =
∂
∂ωj
for some j ∈ {1, . . . , n},
and then argue inductively.
Fix r ∈ R and ω ∈ Sn−1, and let γ(t) = ω + δeitej , with 0 ≤ t ≤ 2π, then∣∣∣∣ ∂∂ωjF (r, ω)
∣∣∣∣ ≤ (2π)−1
∮
γ
|F (r, ξ)|
|ξ − ω|2
|dξ| = (2π)−1δ−2
∮
γ
|F (r, ξ)| |dξ|.
Since this holds for any δ > 0, we can choose δ < 1
1+|r|
. Note that 1 + |rξ|2 ≥
1 + |r|2, and |Im(ξ)| ≤ δc for some constant c > 0. This gives
|F (r, ξ)| ≤ πN(F )(1 + |r|
2)−Ne2piRrδc ≤ πN (F )(1 + |r|
2)−Ne2piRc
for all N ∈ N. Hence∣∣∣∣ ∂∂ωjF (r, ω)
∣∣∣∣ ≤ πN (F )e2piRcδ (1 + |r|2)−N ∈ L1r(R) for N big enough.
As x 7→ F (x, ω) is Schwartz, we can differentiate inside the integral in(
d
dr
)k
ϕ(r, ω) =
∫
R
F (x, ω)
(
d
dr
)k
e2piixrdx.
Furthermore, since for every k ∈ N and α ∈ Nn,
∣∣DαωF (x, ω)(2πix)k∣∣ ≤
C |x|
k
(1+|x|2)−N
and |x|
k
(1+|x|2)−N
∈ L1r(R) for N big enough, we have(
d
dr
)k
Dαωϕ(r, ω) =
∫
R
DαωF (x, ω)
(
d
dr
)k
e2piixrdx.
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Thus we have the estimate,∣∣∣∣∣
(
d
dr
)k
Dαωϕ(r, ω)
∣∣∣∣∣ ≤ e
2piRc
δ|α|
πN(F )
∫
R
|x|k
(1 + |x|2)−N
dx,
for any N ∈ N. Choosing N big enough, we obtain
∣∣∣( ddr)kDαωϕ(r, ω)∣∣∣ ≤
c˜πN (F ), for some constant c˜. Thus we conclude, βk,D(ϕ) < ∞ for any k ∈ N
and for any Dω, a differential operator on the sphere. Moreover this shows
that the inversion is continuous.
By assumption, for k ∈ N+,
(
d
dξ
)k
F (ξ, ω)|ξ=0 is a homogeneous polynomial
of degree k in ω1, . . . , ωn. Since
∫
R ϕ(r, ω)r
kdr = 1
(−2pii)k
(
d
dr
)k
F (r, ω)|r=0, ϕ
satisfies the homogeneity condition. It is easy to see that ϕ(−r,−ω) = ϕ(r, ω).
Thus, ϕ ∈ DH,R(Ξ). 
Remark 5.10. For F ∈ P˜W
Z2
H,2piR, let the Ext(F ) denote the extension of F
to the whole Cn. It is easy to see that Ext is injective and continuous. We
have the following commutative diagram:
DH,R(Ξ)
Fc
R−−−→ P˜W
Z2
H,2piR(C× S
n−1
C )
R
x yExt
DR(Rn)
FRn−−−→ PW2piR(Cn)
Since the Fourier transforms F cR and F
−1
Rn , as well as the Radon transform R,
are linear topological isomorphisms between the function spaces indicated in
the diagram, it follows that the extension map:
Ext : P˜W
Z2
H,2piR(C× S
n−1
C )→ PW2piR(C
n)
is a linear topological isomorphism.
We can view this in a different way. Let us re-draw the above diagram as
follows:
(5.3)
DR(Rn)
R
−−−→ DH,R(Ξ)
Fc
Rn
y yFcR
PW2piR(Cn)
R˜
−−−→ P˜W
Z2
H,2piR(C× S
n−1
C )
We obtain a Radon type transform R˜ between the spaces PW2piR(Cn) and
P˜W
Z2
H,2piR(C×S
n−1
C ). For a function F ∈ PW2piR(C
n) there is a unique function
f ∈ DR(Rn) such that F cRnf = F , and R˜F is defined as:
R˜F (z, ω˜) := F cR(Rf)(z, ω˜) = F
c
Rnf(zω˜) = F (zω˜).
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Remark 5.11. Let F be a function in P˜W
Z2
H,R
(
C,O(Sn−1C )
)
. Consider its
restriction to the sphere: F |Sn−1. Clearly F |Sn−1 is in PW
Z2
R,H(C, C
∞(Sn−1))
and this restriction map is injective. By the two Theorems 5.5 and 5.2, it is
also surjective.
Some results of this flavor have been obtained in [7]. There a local Paley-
Wiener theorem is considered, and the authors give necessary and sufficient
conditions for a function, which restricts analytically to the sphere Sn−1 with
n = 2, 3, to be in a Paley-Wiener space, PWr(Cn) for some r > 0.
6. Semisimple Symmetric Spaces of Noncompact Type
In this section we recall the Helgason-Gangolli Paley-Wiener theorem for Rie-
mannian symmetric spaces of noncompact type. Recall that a Riemannian
symmetric space X = G/K is called to be of noncompact type if G is a con-
nected noncompact semisimple Lie group with a finite center and without
compact factors, and K is a maximal compact subgroup. Then X is a com-
mutative space. The Paley-Wiener theorem was extended to this setting by
Helgason and Gangolli [10, 14]. The proof was later simplified by Rosenberg
[34]. In essence the theorem says that λ 7→ f̂λ = f̂(λ) extends to a holomor-
phic function in the spectral parameter λ and this extension is of exponential
growth r if and only if f is supported in a ball of radius r centered at the base
point eK. Furthermore, the Fourier transform f̂ satisfies intertwining relations
coming from the equivalence of the representations πλ.
Let θ : G → G be the Cartan involution corresponding to the maximal
compact subgroup K. Denote the corresponding involution on the Lie algebra
by the same letter. Then g = k ⊕ s, where k = gθ = {X ∈ g : θ(X) = X} is
the Lie algebra of K, and s = g−θ = {X ∈ g : θ(X) = −X} corresponds to
the tangent space of X at the base point xo = eK. Fix a K-invariant inner
product ( , ) on g, i.e., X, Y 7→ −Tr(ad(X)ad(θ(Y ))). Then ( , ) defines an
inner product on θ-invariant subspaces of g and also a Riemannian structure
on X .
Let a ⊂ s be a maximal abelian subspace and Σ ⊂ a∗ the set of (restricted)
roots. For α ∈ Σ, let gα := {X ∈ g : (∀H ∈ a) [H,X ] = α(H)X} be
the corresponding root space. As ar = {H ∈ a : (∀α ∈ Σ) α(H) 6= 0} is
open and dense in a, there exists Ho ∈ a such that α(Ho) 6= 0 for all α ∈ Σ.
Let Σ+ = {α ∈ Σ : α(Ho) > 0}. As θ(gα) = g−α, it follows that Σ is
invariant under the multiplication by −1. In particular, Σ = Σ+∪˙ − Σ+.
Let n :=
⊕
α∈Σ+ gα and n¯ := θ(n) =
⊕
α∈−Σ+ gα. Finally, let m := zk(a) =
{X ∈ k : [X, a] = {0}} and p := m ⊕ a ⊕ n. Then p is a Lie algebra.
Define P = NG(p), M = ZK(a), A = exp a and N = exp n. Then P =
MAN and the multiplication map M × A × N → P , (m, a, n) 7→ man, is a
diffeomorphism. Furthermore, the group MA normalizes N . We also have the
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Iwasawa decomposition G = NAK = KAN ≃ K × A × N . In particular,
G = KP and G/P = K/M . We set B = K/M . We write x = k(x)a(x)n(x),
where x 7→ (k(x), a(x), n(x)) ∈ K×A×N is an analytic diffeomorphism. Note
that all of these maps are well defined on B. The action of G on B is then
given by k · b = k(b).
Let W := NK(a)/M . Then W is a finite reflection group, the (little) Weyl
group. It is generated by the reflections
H 7→ sα(H) = H − α(H)Hα ,
where Hα ∈ [gα, g−α] is such that α(Hα) = 2.
For λ ∈ a∗C and a = expH ∈ A set a
λ := eλ(H). Then a 7→ aλ is a character
on A. It is unitary if and only if λ ∈ ia∗. Let mα := dim gα, α ∈ Σ, and define
ρ := 1
2
∑
α∈Σ+ mαα. Note, even if we don’t use it, that ρ can be viewed as an
element of (m⊕ a⊕ n)∗ by ρ = 1
2
Tr(ad|n).
Define a representation of G on L2(B) by
πλ(x)f(b) = a(x
−1k)λ−ρf(x−1 · b) ,
with b = k ·x0 ∈ K/M . The representations (πλ, L
2(B)) are the principal series
representations. πλ is unitary if and only if λ ∈ ia
∗ and πλ is irreducible for
almost all λ ∈ a∗C. πλ is equivalent to πµ if and only if there exists w ∈ W such
that wλ = µ. The function pλ = 1 is clearly K-invariant. We normalize the
intertwining operator A(w, λ) : L2(B)→ L2(B) such that A(w, λ)pλ = pwλ.
We note that the Hilbert space L2(B) is the same for each of the repre-
sentations πλ. Thus, if µ is a measure on ia
∗ and Λ ⊆ ia∗ is measurable,
then ∫ ⊕
Λ
(πλ, L
2(B)) dµ(λ) ≃ L2(Λ, L2(B);µ(λ)) ≃ L2(Λ, µ)⊗L2(B)
where ⊗ denotes the Hilbert space tensor product. If ϕ is a section in the
direct integral, then we write ϕλ or ϕ(λ) for the ϕ evaluated at λ.
For f ∈ C∞c (X) the Fourier transform is now
f̂λ(b) =
∫
X
f(x)πλ(x)pλ(b) dx
=
∫
X
f(x)a(x−1b)λ−ρ dx
=
∫
X
f(x)e−λ,b(x) dx
where eλ,b(x) := a(x
−1b)−λ−ρ. Thus, the vector valued Fourier transform f̂λ
evaluated at b ∈ B is exactly the Helgason Fourier transform on X . Note how-
ever, that our notation differs from that of Helgason by an i in the exponent.
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It differs from [28] by a minus sign. This is done so that it fits better to the
compact case which we will discuss in a moment.
We have
A(w, λ)f̂λ =
∫
X
f(x)A(w, λ)[πλ(x)pλ] dx
=
∫
X
f(x)πwλ(x)pwλ dx
= f̂wλ .(6.1)
If f is K-invariant, then f̂λ is independent of b and we simply write f̂(λ) for
f̂λ(b). We have
f̂(λ) =
∫
X
f(x)
(∫
K
a(x−1k)λ−ρ dk
)
dx =
∫
X
f(x)ϕ−λ(x) dx
where ϕλ denotes the spherical function
(6.2) x 7→ (π−λ(x)p−λ, p−λ) =
∫
K
a(x−1k)−λ−ρ dk .
We have ϕλ = ϕµ if and only if λ ∈ W · µ and the intertwining relation (6.1)
reduces to f̂(λ) = f̂(w · λ).
Let c(λ) be the Harish-Chandra c-function. We won’t need the exact form
here, but recall that it can be expressed as a multiple of Γ-functions [11].
Define a measure on ia∗ by dµX(iλ) = (#W |c(λ)|
2)−1d(iλ). Let
L2W (ia
∗, L2(B);µX) := {F ∈ L
2(ia∗, L2(B);µX) : A(w, λ)Fλ = Fwλ} .
Then L2W (a
∗, L2(B);µX) is a closed subspace of L
2(ia∗, L2(B);µX) and hence
a Hilbert space.
Theorem 6.1. The Fourier transform extends to a unitary isomorphism
L2(X) ≃ L2W (ia
∗, L2(B);µX) .
Proof. See [17], p. 202. 
For r > 0, let Br(xo) denote the closed ball of radius r > 0 and center
xo = eK. Let PWr,W (a
∗
C, C
∞(B)) denote the space of holomorphic functions
F : a∗C → C
∞(B) such that
(1) For each N ∈ N, and D a differential operator on B we have
σN (F ) := sup
λ∈a∗
C
(1 + |λ|2)Ne−r|Imλ|‖DF (λ)‖∞ <∞,
(2) A(w, λ)F (λ) = F (wλ).
The topology defined by the seminorms σN turns PWr,W (a
∗
C, C
∞(B)) into a
Fre´chet space.
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Theorem 6.2. If f ∈ C∞r (X), then f̂ extends to a holomorphic function f̂
c
on a∗C, f̂
c ∈ PWr,W (a
∗
C, C
∞(B)) and f 7→ f̂ c is a topological isomorphism
C∞r (X) ≃ PWr,W (a
∗
C, C
∞(B)).
Proof. See [10, 14, 17, 34]. For the formulation as above, see [8]. 
An important step in the proof is the generalization of the Fourier-Slice The-
orem (1.1). For that let us recall the Radon transform for X . The horocycles
in X are the orbits of the group N . Using that G = NAK, it follows easily
that each horocycle is of the form ξ(kM, a) = kaN · xo, and that Ξ, the space
of horocycles, is a G-space and isomorphic to G/MN ≃ K/M×A. The Radon
transform of a function f ∈ C∞c (X) is given by
(6.3) R(f)(kM, a) :=
∫
N
f(kan · xo) dk .
For r > 0, denote by C∞r (Ξ) the space of smooth functions ϕ on Ξ such that
ϕ(b, a) = 0 for | log a| ≥ 0. Then
(6.4) R(C∞r (X)) ⊆ C
∞
r (Ξ) .
Furthermore, there exits a constant c > 0 such that
(6.5) f̂(λ, b) = cFA(R(f))(λ, b)
where FA stands for the Fourier transform on the vector group A ≃ a. The Eu-
clidean Paley-Wiener Theorem now implies that Ĉ∞r (X) ⊆ PWr,W (a
∗
C, C
∞(B)).
7. Semisimple Symmetric Spaces of the Compact Type
Now we discuss the Paley-Wiener theorem for symmetric spaces of compact
type. The case of central functions on compact Lie groups U ≃ U×U/diag(U)
was considered by Gonzalez in [12]. The general case of K-invariant functions
on U/K was treated in [3, 4, 27, 26]. The first two article considered only the
case of even multiplicities mα. The K-finite case was solved in [29]. The case of
K-invariant functions on the sphere was discussed in [1] and the Grassmanian
was done in [5]. But so far the case of the full space C∞r (U/K) is still open. Let
us describe the main results in [29]. For simplicity we will always assume that
U/K is simply connected and note that the results in [29] are more general
than stated here.
Compact and noncompact symmetric spaces come (up to a covering) in
pairs. To use the notation that we already introduced, let q = is, b = ia and
u = k ⊕ q. Let gC = g ⊗R C be the complexification of g and let GC denote
a simply connected Lie group with Lie algebra gC. Let U be the subgroup of
GC with Lie algebra u. Then U is compact and simply connected. We will
assume that G ⊂ GC. The involution θ extends to an involution on GC. By
restriction it defines an involution on U as well, which we also denote by θ.
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Uθ is connected and Uθ = U ∩ G = K. Let Y := U/K and XC = GC/KC,
where from now on the subscript C denotes the complexification in GC of real
subgroups in G or U .
Let
(7.1) Λ+(Y ) :=
{
µ ∈ a∗ : (∀α ∈ Σ+)
(µ, α)
(α, α)
∈ N
}
and denote by ÛK the set of equivalence classes of irreducible representations
with a non-trivial K-fixed vector. If π is an irreducible representation of U ,
then [π] denotes the equivalence class of π.
Theorem 7.1. If µ ∈ Λ+(Y ), then there exists a unique irreducible representa-
tion πµ with highest weight µ. [πµ] ∈ ÛK and the map Λ
+(Y ) ∋ µ 7→ [πµ] ∈ ÛK
is a bijection. Furthermore, if [π] ∈ ÛK , then dimV
K
pi = 1, where Vpi denotes
the Hilbert space on which π acts.
Proof. See [17], p. 538. 
For µ ∈ Λ+(Y ), let (πµ, Vµ) be an irreducible representation with the highest
weight µ. Let d(µ) = dimC Vµ. Let eµ be a K-fixed vector of norm one and let
vµ be a highest weight vector such that (eµ, vµ) = 1. Recall that πµ extends
to a holomorphic representation of GC. We have with MC = ZKC(AC)
(7.2) πµ(m)vµ = vµ for all m ∈MC ,
see [17], p. 535 and [29], Lemma 3.1. Note, in [29] this was proved for M
only, but the claim follows from that, because MC = (MC)oM and πµ|MC is
holomorphic.
Let f ∈ C∞c (Y ), k ∈ K, and µ ∈ Λ
+(Y ). Using that
(7.3) πµ(u)eµ =
∫
B
e−(µ+2ρ)(H(u
−1k))πµ(k)vµ dk =
∫
B
eµ+ρ,kM(u)πµ(k)vµ dk
(see the proof of Lemma 3.2 in [29]) we have
f(x) =
∑
µ∈Λ+(Y )
d(µ)(f̂µ, πµ(x)eµ)
=
∑
µ
d(µ)
∫
U
f(u)(πµ(u)eµ, πµ(x)eµ)
=
∑
µ
d(µ)
∫
Y
∫
U
f(u)eµ+ρ,b(u)(πµ(x
−1k)vµ, eµ) dk
=
∑
µ
d(µ)
∫
Y
(∫
U
f(u)eµ+ρ,b(u) du
)
e−µ−ρ,b(x) db .
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Therefore, following T. Sherman [38, 39, 40], we define
(7.4) f˜(µ, b) :=
∫
Y
f(u)eµ+ρ,b(u) du .
Thus f˜ : Λ+(Y ) → C∞(B). Note that this definition differs from the one in
[29] by a ρ-shift and a minus-sign.
To clarify this and to determine for which spaces of functions this is well
defined, we recall that KCACNC and NCACKC are open complex submanifolds
in GC. But the AC component is not uniquely determined anymore because
{e} $ AC ∩ KC 6⊂ MC. However, by (7.2) and 2ρ ∈ Λ+(Y ), it follows that
eµ+ρ,b(x) is well defined for x
−1k ∈ KCACNC and µ ∈ Λ
+(Y ). For a Paley-
Wiener type theorem we need a set where the holomorphic extension in λ is well
defined on all of a∗C. For that one shows that there exists a K-invariant domain
U1 ⊂ XC containing X such that (xK, kM) 7→ a(x
−1k) ∈ AC is well defined
and that there exists a K-invariant subset U ⊂ XC, containing X such that
(xK, b) 7→ eλ,b(x) is well defined and holomorphic as a function of xK and λ.
We refer to the discussion and references in [29]. The holomorphic continuation
of f̂ , denoted by f̂ c, is well defined if f ∈ C∞c (U ∩ Y ). Furthermore, we have
an intertwining relation
A(w,−µ− ρ)f˜(µ) = f˜(w(µ+ ρ)− ρ)
or equivalently
A(w,−µ)f˜(µ− ρ) = f˜(wµ− ρ) .
Let R > 0 be smaller than the injectivity radius for Y and so that every
closed ball in Y of radius 0 < r ≤ R is contained in Ξ∩Y . Denote by C∞F,r(Y )
the space of K-finite functions on Y with support in a closed ball of radius
r, and similarly C∞F (B) the space of K-finite functions on B. For r < R let
PWr(b
∗
C, C
∞
F (B)) denote the space of holomorphic functions ϕ on b
∗
C such that
(1) ϕ(µ, · ) ∈ C∞F (B) the K-types are independent of µ.
(2) For all N ∈ N, supλ∈b∗
C
(1 + |λ|2)Ne−r|ℜ(λ)|‖ϕ(λ)‖ <∞.
(3) We have for all w ∈ W and λ ∈ b∗C that A(w,−λ)ϕ(λ−ρ) = ϕ(wλ−ρ).
Note that by (1) there exists a finite dimensional K-invariant subspace Hϕ ⊂
C∞(B) such that ϕ : b∗C → Hϕ. Therefore in (2) one can use other topologies
on C∞F (B), like the supremum of derivatives or the weak topology of Hϕ as a
subspace of L2(B).
Theorem 7.2 ([29]). Suppose that 0 < r < R.
(1) Let f ∈ C∞F,r(Y ). Then µ 7→ f˜(µ) extends to a holomorphic function
f˜ c on b∗C and f˜
c ∈ PWr(b
∗
C, C
∞
F (B)).
(2) If ϕ ∈ PW r(b
∗
C, C
∞
F (B)), then there exists f ∈ C
∞
F (Y ) ∩ C
∞
F,r(Y ) such
that f˜(µ) = ϕ(µ) for all µ ∈ Λ+(Y ).
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(3) There exists 0 < S ≤ R such that for all 0 < r ≤ S the map C∞F,r(Y )→
PWr(b
∗
C, C
∞
F (B)) is a linear isomorphism.
Proof. See [29]. 
Let us make a few comments on this theorem, its proof, and the different
R and S that show up in the statement of the theorem. The proof is by
reduction to the K-invariant case ([27]) using Kostant’s description of the
spherical principal series [21], see also [17, Ch. III]. This is an idea that
was already used by P. Torasso in [41]. We would like to point out, that in
[41] the fact that the Helgason Fourier transform on X maps C∞r (X) into
PWr (without the K-finiteness condition) was proved using the Fourier-Slice
theorem (6.5).
For the K-invariant case, as mentioned earlier, f̂µ is a multiple of eµ, f̂µ =
(f̂µ, eµ)eµ. We have
(f̂µ, eµ) =
∫
U
f(u · xo)(πµ(u)eµ, eµ) du =
∫
Y
f(y)ψµ(y) dy
where ψµ is the spherical function u 7→ (πµ(u)eµ, eµ). As πµ extends to a
holomorphic representation of GC, it follows that ψµ extends to a KC-invariant
holomorphic function on XC. By (6.2) and (7.3) we get that
(7.5) ψµ|X = ϕµ+ρ .
According to [4, 22] the function x 7→ ϕµ extends to a KC-invariant holo-
morphic function on Ξ˜ = KC exp(2iΩ) · xo where Ω := {X ∈ a : (∀α ∈
Σ) |α(X)| < π/2}. This gives a holomorphic extension f̂ c of µ 7→ f̂(µ) for f
K-invariant and supp(f) ⊆ Ξ˜ ∩ Y :
f̂ c(λ) =
∫
U
f(x)ϕλ+ρ(x) dx .
The holomorphic extension satisfies f̂ c(λ) = f̂ c(w(λ + ρ) − ρ) because of the
Weyl group invariance of λ 7→ ϕλ.
To show that f˜ c has exponential growth one needs to show that the spher-
ical functions are of exponential growth. That has been shown only on Ξ =
KC exp(Ω)·xo, see [31], Theorem 6.1. Thus R has to be so that BR(xo) ⊆ Ξ∩Y ,
forcing R to be, in general, much smaller than the injectivity radius.
For Y = Sn = SO(n+1)/SO(n) = SO(n+1) · e1 we have Σ = {α,−α} such
that α(Ho) = 1 with Ho = E2,1 − E1,2, Eν,µ = (δiνδjµ)i,j and Λ
+(Sn) = Nα.
Therefore we view the spherical Fourier transform of f as a function f̂ : N→ C.
Note that exp(tHo) = cos(t)e1 + sin(t)e2. Thus Ξ˜ ∩ Y = S
n \ {−e1}. For the
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holomorphic extension of f˜ , we only need f to vanish at {−e1}. But
Ξ ∩ Sn = SO(n) · {cos(t)e1 + sin(t)e2 : −
π
2
< t <
π
2
}
= {(x1, . . . , xn+1) : x1 ≥ 1}.
Thus, for the exponential growth we have to assume that the support of f is
contained in the upper hemisphere Sn+ = {(x1, . . . , xn+1) : x1 ≥ 1}.
The constant S is needed because of the Carlson’s theorem, [2, p. 153]
and [27, Lemma 7.1]: Let F : Cn → C be a holomorphic function such that
F (z) = 0 for all z ∈ Nn, j = 1, . . . , n. We have |F (z + ηej)| ≤ C1eτ |η| and
|F (z + iyej)| ≤ C2e
c|y| for some constants C1, C2, τ and 0 ≤ c < π, and so
F = 0. Taking F (z) = sin(πz) shows that the condition c < π is necessary.
In [1] a Paley-Wiener theorem for the sphere was proved for K-invariant
functions f such that the function t 7→ f(cos(t)e1+sin(t)e2) and its first n−3
derivatives vanishes at t = π. The main idea of the proof is a Fourier-Slice type
theorem. Identify K-invariant functions on the sphere with even functions on
[−π, π] by F (t) = f(cos(t)e1+sin(t)e2). Note that ρ = (n−1)/2 if we identify
a∗C with the complex plane by z 7→ zα. For 0 ≤ s ≤ π define
R(f)(s) :=
2ρρ
π
∫ pi
s
F (t) sin(t)(cos(s)− cos(t))ρ−1 dt .
Then we have the Fourier-Slice theorem [1, Thm. 6]:
(7.6) f̂(m) = c
∫ pi
0
cos((m+ ρ)t)R(f)(t) dt .
Now the Theorem 9 in [1] says that if f ∈ C∞(Y )K vanishes of order n− 3
at the south pole, then for 0 < r ≤ π, supp(R(f)) ⊆ [−r, r] if and only
if supp(F ) ⊆ [−r, r]. This, together with the Fourier-Slice theorem (7.6),
implies that f˜ extends to a holomorphic function of exponential growth such
that f˜ c(−z − ρ) = f˜ c(z − ρ). The fact that every holomorphic function of
exponential growth r is a holomorphic extension of a smooth function with
support in K exp([0, r]) · e1 is proved in a similar way using the inversion
formula for the Radon transform. So, again, the Fourier-Slice theorem plays
a fundamental role! We note, that if n is odd, then mα = n − 1 is even.
Hence that case is also covered by [3, Thm. 38]. It would be interesting to
generalize the approach in [1] to other rank one spaces or even higher rank
compact symmetric spaces.
Staying with the example Y = Sn we note that now
B = SO(n)/SO(n− 1) = {(0, x) : x ∈ Sn−1} .
The “exponential function” em,b(x) is given by
em,b(z) = (z, (1, ib))
m = (z1 + i(z2b2 + . . .+ zn+1bn+1))
m .
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Hence eλ,b(z) is well defined for all λ as long as z is in the domain {z ∈ S
n
C :
(∀b ∈ Sn−1) z1+i(z2b2+. . .+zn+1bn+1) ∈ C\(−∞, 0]}. If z ∈ Sn and b ∈ Sn−1,
then that is equivalent to z1 > 0, i.e., z ∈ S
n
+.
8. The Inductive Limit of Symmetric Spaces
One of the interesting aspects of the Paley-Wiener theory for Rn and semisim-
ple symmetric spaces is that many of these results extend to some special
classes of inductive limits of these spaces, see [30].
The Euclidean case is a consequence of the results by Cowling [6] and Rais
[33]. Let k ≥ n and view Rn ≃ as a subspace of Rk by
Rn ≃ {(x1, . . . , xn, 0, . . . , 0) : xj ∈ R} ⊆ Rk .
Assume that W (n) is a finite reflection group acting on Rn and that W (k) is
a finite reflection group acting on Rk. Set
(8.1) Wn(k) := {w ∈ W (k) : w(Rn) = Rn} .
ThenWn(k) is a subgroup ofW (k). Denote by C[Rn] the algebra of polynomial
maps Rn → C. A subgroupG ⊆ GL(n,R) acts onC[Rn] by g·p(x) = p(g−1(x)).
We denote by C[Rn]G the algebra of invariant polynomials.
Theorem 8.1 ([30], Theorem 1.9). Assume that Wn(k)|Rn = W (n) and that
the restriction map C[Rk]W (k) → C[Rn]W (n) is surjective. Then the restriction
map
Rkn : PWr(C
k)W (k) → PWr(Cn)W (n) , F 7→ F |Cn
is surjective for all r > 0.
Proof. It is clear that Rkn(PW(C
k)W (k)) ⊆ PW(Cn)W (n). For the surjec-
tivity let G ∈ PW(Cn)W (n). By the surjectivity result in [6] there exists
G ∈ PWr(Ck) such that G|Cn = F . As F is W (n)-invariant and by our
assumption that Wn(k)|Rn = W (n), we can average G over Wn(k). Hence
we can assume that G is Wn(k) invariant. According to [33], there exists
G1, . . . , Gk ∈ P (Rk)W (k) and p1, . . . , pk ∈ P (Rk) such that
G = p1G1 + . . .+ pkGk .
Again, by averaging, we can assume that pj ∈ P (Rk)Wn(k). But then pj|Rn ∈
P (Rn)W (n) and by our assumption there exists qj ∈ P (Rk)W (k) such that
qj |Rn = pj. Let H := q1G1 + . . . + qkGk. Then H ∈ PWr(Ck)W (k) and
H|Cn = F . 
Note that the on the level of smooth functions, the above restriction map
corresponds to
(8.2) f 7→ (x 7→ Ckn(f)(x) :=
∫
(Rn)⊥
f(x, y) dy)
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which by Theorem 8.1 induces a surjective map C∞r (R
k)→ C∞r (R
n).
Theorem 8.1 leads to a projective system {(P (Rk)W (k), Rkn)} with surjective
projections. The projective limit lim
←−
PWr(Cn)W (n) with the surjective pro-
jection R∞k : lim←−
PWr(Cn)W (n) → PWr(Ck)W (k) can be viewed as a space of
functions on R∞ = lim−→R
n, the space of all finite real sequences, by
F ((x1, . . . , xk, 0, . . .)) = R
∞
k (F )(x1, . . . , xk) .
It is easy to see that this definition is independent of the choice of k such
that (xj) ∈ Rk. Furthermore, R∞k is surjective. Similar statement holds for
compactly supported smooth functions by using the projection maps (8.2), see
the commutative diagram (8.6) which can also be used for Rn.
Without going into details, we note that we can also have projective limits
for the space DH,R(Ξn) and P˜W
Z2
H,R(C × S
n−1
C ) and that the commutative
diagram (5.3) gives a similar commutative diagram for the limits. In this
setting the limit of the vertical arrows has a nice interpretation as an infinite
dimensional Radon transform. First embed Sn−1 into Sk−1. Then we have a
well defined restriction map rknf := f |R×Sn−1 where f is a function on R×S
k−1
by ω 7→ (ω, 0). If f ∈ C∞r (R
n) then (8.2) implies that
(8.3) RRn(C
k
n(f))(p, ω) = r
k
n(RRk(f))(p, ω) , p ∈ R, ω ∈ S
n−1
which leads to surjective map
R∞ : lim←−
C∞R (R
n)→ lim
←−
C∞H,R(Ξn)
such that
r∞n (R∞(F )) = Rn(C
∞
n (F )) .
Let us now turn our attention to symmetric spaces. To avoid introducing too
much new notation we will concentrate on symmetric spaces of noncompact
type and only say a few words about the compact case. We use the notation
from pervious sections and add to it an index n or (n) wherever needed, to
indicate the dependence of the symmetric space Xn = Gn/Kn or Yn = Un/Kn
on n. Let Σ1/2 := {α ∈ Σ :
1
2
α 6∈ Σ}. Then Σ1/2 is a root system. From
now on we assume that Σ1/2 is classical as finitely many exceptional cases
can be removed from any projective sequence without changing the limit. Let
Ψ := {α1, . . . , αk} be the set of simple roots. We number the roots so that
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the corresponding Dynkin diagram is
(8.4)
Ψ = Ak ❜
αk
♣ ♣ ♣ ❜ ❜ ❜ ♣ ♣ ♣ ❜
α1 k ≧ 1
Ψ = Bk ❜
αk
♣ ♣ ♣ ❜ ❜ ♣ ♣ ♣ ❜
α2
r
α1 k ≧ 2
Ψ = Ck r
αk
♣ ♣ ♣ r r ♣ ♣ ♣ r
α2
❜
α1 k ≧ 3
Ψ = Dk
❜
αk
♣ ♣ ♣ ❜ ❜ ♣ ♣ ♣ ❜
α3
❍
❍ ❜α1
✟
✟
❜α2
k ≧ 4
We note that Σ1/2 = Σ except in the cases SU(p, q)/SU(p+q), Sp(p, q)/Sp(p)×
Sp(p)×Sp(q) for 1 ≤ p < q, SO∗(2j) for j odd, and for the compact dual spaces.
Let X1 = G1/K1 ⊆ X2 = G2/K2 be two irreducible symmetric spaces of the
compact or noncompact type. We say that G2/K2 propagates G1/K1 if the
following holds (with the obvious notation):
(1) G1 ⊆ G2,K1 ⊆ K2, at least up to covering, and hence G1/K1 →֒ G2/K2
and s1 ⊆ s2,
(2) If we choose a1 ⊆ a2, then Σ(1) ⊆ {αa1 : α ∈ Σ(2)} and the Dynkin
diagram for Ψ(2) is gotten from that of Ψ(1) by adding simple roots at
the right end of the Dynkin diagram for Ψ(1).
Simple examples are Sn ⊆ Sk and Gi,n(K) ⊆ Gi,k(K) for k ≥ n, where Gi,j(K)
stands for the space of i-dimensional subspaces of Kj , and K = R, C, or H.
In general we say that the symmetric space G2/K2 propagates G1/K1 if we
can write G2/K2 up to covering as G
1
2/K
1
2 × . . .×G
n
2/K
n
2 where each G
j
2/K
j
2
is irreducible and similarly G1/K1 locally isomorphic to G
1
1/K
1
1 × . . .×G
k
1/K
k
1
with k ≤ n such that Gj2/K
j
2 is a propagation of G
j
1/K
j
1 for j ≤ k. From now
on we will assume that G2/K2 is a propagation of G1/K1 and that Gj/Kj,
j = 1, 2, is of noncompact type. Similarly U2/K2 is a propagation of U1/K1
and Uj/Kj, j = 1, 2 is of compact type. We will always assume that a1 ⊆ a2.
Theorem 8.2. Assume that Xk and Xn are symmetric spaces of compact or
noncompact type and that Xk propagates Xn. Denote by W (n), respectively
W (k), the Weyl group related to Xn, respectively Xk. Let Wn(k) := {w ∈
W (k) : w(an) = an}.
(1) If Xn does not contain any irreducible factors with Ψ1/2(n) of type D,
then
(8.5) Wn(k)|an = W (n)
and the restriction map C[ak]W (k) → C[an]W (n) is surjective.
32 SUSANNA DANN AND GESTUR O´LAFSSON
(2) Assume that Xn and Xk are of type D. Then W (n) is the group γn of
permutations of n objects semidirect product with all even number of
sign changes whereas Wn(k)|an is the group γn semidirect product of all
sign changes.
(3) If Xn and Xk are of type D, then C[ak]W (k)|an is the algebra of even
γn-invariant polynomials and C[ak]W (k)|an $ P (an)
W (n).
We remark the Pfaffian in C[ak]W (k) restricts to zero and all the elements
in C[ak]W (k)|an are even in the D-case. That is why the restriction map in (3)
fails to be surjective.
We will from now on assume that Xj (or Yj) is a sequence of symmetric
spaces so that Xk propagates Xn for n ≤ k. We will also assume that none
of the spaces contains a factor of type D and similarly for the compact spaces
Yj. For the general statement we refer to [30]. Denote by PWr(a
∗
jC)
W (j) the
space of Kj-invariant elements in PWr,W (j)(a
∗
jC, C
∞(Bj)).
Theorem 8.3 ([30]). Let {Xn} be as above. Then the restriction maps
Rkn : PWr(a
∗
kC)
W (k) → PWr(a
∗
nC)
W (n)
and
R∞ : lim
←−
PWr(a
∗
nC)
W (n) → PWr(a
∗
kC)
W (k)
are surjective. In particular, lim
←−
PWr,W (n)(a
∗
nC) 6= {0}.
We remark, that the corresponding projection C∞r (Xk)→ C
∞
r (Xn) is more
complicated than (8.2) because of the Harish-Chandra c-function and the fact
that the spherical functions on Xk do not necessarily project into spherical
functions on Xn. But the projection are still given by the sequence
Spherical Fourier transform on Xk → restriction R
k
n
→ inverse spherical Fourier transform on Xn .
We denote this map by Skn. Thus we have a commutative diagram
(8.6)
C∞r (Xn)
Kn
Fn

C∞r (Xn+1)
Kn+1
Fn+1

Sn+1n
oo · · ·
Sn+2n+1
oo lim
←−
C∞r (Xn)
Kn
F∞

PWr(a
∗
nC)
W (n) PWr(a
∗
n+1C)
W (n+1)
Rn+1n
oo · · ·
Rn+2n+1
oo lim
←−
PWr(a
∗
nC)
W (n)
which we can interpret as an infinite dimensional Paley-Wiener type theorem
for X∞ = lim−→
Xn. The vertical maps are isomorphisms.
Similar results can also be derived for the compact case. To avoid the
introduction of additional notation as well as needed preliminaries related to
the representation theory of Un and Uk, we refer to [30] for the details. We
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only point out, that on the level on the Paley-Wiener spaces, we need to
use the ρn-translated space {LρnF = F (· − ρn) : F ∈ PWr(b
∗
n, C
∞(B))}
which is nothing elso but PWr,W (n)(a
∗
nC). Similarly, we will need the ρn-
shifted Fourier transform, f 7→ Lρn f˜ . We can think of gn as a Lie algebra of
matrices and use (X, Y )n = Tr(XY ) as a K-invariant inner product on sn.
Then (X, Y )k = (X, Y )n if Yk propagates Yn and the injectivity radius stays
constant. However, we have to replace Ωn by a smaller convex set Ω
∗
n such
that for k ≥ n. We have Ω∗k ∩ an = Ω
∗
n. An explicit definition of Ω
∗
n is given in
[30]. With those adjustments the commutative diagram (8.6) stays valid for r
small enough. Here the vertical lines correspond to the holomorphic extension
given by the spherical functions followed by a ρn-shift. Those maps are not
necessarily isomorphisms any more because of the Carlson’s theorem. In fact,
the constant needed for that might tend to zero as n→∞.
References
1. Ahmed Abouelaz, Integral geometry in the sphere Sd, Harmonic analysis and integral
geometry (Safi, 1998), Chapman & Hall/CRC Res. Notes Math., vol. 422, Chapman &
Hall/CRC, Boca Raton, FL, 2001, pp. 83–125.
2. Ralph Philip Boas, Jr., Entire functions, Academic Press Inc., New York, 1954.
3. Thomas Branson, Gestur O´lafsson, and Angela Pasquale, The Paley-Wiener theorem
and the local Huygens’ principle for compact symmetric spaces: the even multiplicity
case, Indag. Math. (N.S.) 16 (2005), no. 3-4, 393–428.
4. , The Paley-Wiener theorem for the Jacobi transform and the local Huygens’
principle for root systems with even multiplicities, Indag. Math. (N.S.) 16 (2005), no. 3-
4, 429–442.
5. Roberto Camporesi, The spherical Paley-Wiener theorem on the complex Grassmann
manifolds SU(p+ q)/S(Up ×Uq), Proc. Amer. Math. Soc. 134 (2006), no. 9, 2649–2659
(electronic).
6. Michael Cowling, On the Paley-Wiener theorem, Invent. Math. 83 (1986), 403 – 404.
7. Steven B. Damelin and Anthony J. Devaney, Local Paley-Wiener theorems for functions
analytic on unit spheres, Inverse Problems 23 (2007), no. 2, 463–474.
8. T. H. Danielsen, On surjectivity of invariant differential operators, arXiv:1006.2276,
2010.
9. Hartmut Fu¨hr, Paley-Wiener estimates for the Heisenberg group, Math. Nachr. 283
(2010), 200 – 214.
10. Ramesh A. Gangolli, On the Plancherel formula and the Paley-Wiener theorem for
spherical functions on semisimple Lie groups, Ann. of Math. (2) 93 (1971), 150–165.
11. Simon G. Gindikin and Fridrikh I. Karpelevicˇ, Plancherel measure for symmetric Rie-
mannian spaces of non-positive curvature, Dokl. Akad. Nauk SSSR 145 (1962), 252–255.
12. Fulton B. Gonzalez, A Paley-Wiener theorem for central functions on compact Lie
groups, Radon transforms and tomography (South Hadley, MA, 2000), Contemp. Math.,
vol. 278, Amer. Math. Soc., Providence, RI, 2001, pp. 131–136.
13. Sigurd¯ur Helgason, The Radon transform on Euclidean spaces, compact two-point ho-
mogeneous spaces and Grassmann manifolds, Acta Math. 113 (1965), 153–180.
14. , An analogue of the Paley-Wiener theorem for the Fourier transform on certain
symmetric spaces, Math. Ann. 165 (1966), 297–308.
34 SUSANNA DANN AND GESTUR O´LAFSSON
15. , The Radon transform, second ed., Progress in Mathematics, vol. 5, Birkha¨user
Boston Inc., Boston, MA, 1999.
16. , Groups and geometric analysis, Mathematical Surveys and Monographs, vol. 83,
American Mathematical Society, Providence, RI, 2000, Integral geometry, invariant dif-
ferential operators, and spherical functions, Corrected reprint of the 1984 original.
17. , Geometric analysis on symmetric spaces, second ed., Mathematical Surveys and
Monographs, vol. 39, American Mathematical Society, Providence, RI, 2008.
18. Alexander Hertle, Continuity of the Radon transform and its inverse on Euclidean space,
Math. Z. 184 (1983), no. 2, 165–192.
19. , On the range of the Radon transform and its dual, Math. Ann. 267 (1984),
no. 1, 91–99.
20. Lars Ho¨rmander, Linear partial differential operators, Die Grundlehren der mathema-
tischen Wissenschaften, Bd. 116, Academic Press Inc., New York, 1963.
21. Bertram Kostant, On the existence and irreducibility of certain series of representations,
Lie groups and their representations (Proc. Summer School, Bolyai Ja´nos Math. Soc.,
Budapest, 1971), Halsted, New York, 1975, pp. 231–329.
22. Bernhard Kro¨tz and Robert J. Stanton, Holomorphic extensions of representations. II.
Geometry and harmonic analysis, Geom. Funct. Anal. 15 (2005), no. 1, 190–245.
23. Ronald L. Lipsman and Jonathan Rosenberg, The behavior of Fourier transforms for
nilpotent Lie groups, Trans. Amer. Math. Soc. 348 (1996), no. 3, 1031–1050.
24. Jean Ludwig and Carine Molitor-Braun, The Paley-Wiener theorem for certain nilpotent
Lie groups, Math. Nachr. 282 (2009), no. 10, 1423–1442.
25. E. K. Narayanan and Sundaram Thangavelu, A spectral Paley-Wiener theorem for the
Heisenberg group and a support theorem for the twisted spherical means on Cn, Ann.
Inst. Fourier (Grenoble) 56 (2006), no. 2, 459–473.
26. Gestur O´lafsson and Henrik Schlichtkrull, A local Paley-Wiener theorem for distributions
on compact symmetric spaces, To appear in Math. Scand.
27. , A local Paley-Wiener theorem for compact symmetric spaces, Advances in Math-
ematics 218 (2008), 202–221.
28. , Representation theory, Radon transform and the heat equation on a Riemannian
symmetric space, Contemporary Mathematics 449 (2008), 315–344.
29. , Fourier Series on Compact Symmetric Spaces: K-finite Functions of Small
Support, To appear in: J. of Fourier Anal. and Appl., 2010.
30. Gestur O´lafsson and Joseph A. Wolf, Weyl Group Invariants and Application to Spher-
ical Harmonic Analysis on Symmetric Spaces, arXiv:0910.0569, 2009.
31. Eric M. Opdam, Harmonic analysis for certain representations of graded Hecke algebras,
Acta Math. 175 (1995), no. 1, 75–121.
32. Raymond E. A. C. Paley and Norbert Wiener, Fourier transforms in the complex
domain, American Mathematical Society Colloquium Publications, vol. 19, American
Mathematical Society, Providence, RI, 1934.
33. Mustapha Ra¨ıs, Groups line´aires ecmpacts et functions C∞ covariantes, Bull. Sci. Math.
107 (1983), 93–111.
34. Jonathan Rosenberg, A quick proof of Harish-Chandras Plancherel theorem for spherical
functions on a semisimple lie group, Proc. Amer. Math. Soc. 63 (1977), 143–149.
35. Walter Rudin, Real and Complex Analysis, third ed., McGraw-Hill Book Co., New York,
1987.
36. , Functional Analysis, second ed., International Series in Pure and Applied Math-
ematics, McGraw-Hill Inc., New York, 1991.
PALEY-WIENER THEOREMS WITH RESPECT TO THE SPECTRAL PARAMETER 35
37. Laurent Schwartz, Transformation de Laplace des distributions, Comm. Se´m. Math.
Univ. Lund [Medd. Lunds Univ. Mat. Sem.] (1952), no. Tome Supplementaire, 196–206.
38. Thomas O. Sherman, Fourier analysis on the sphere, Trans. Amer. Math. Soc. 209
(1975), 1–31.
39. , Fourier analysis on compact symmetric space, Bull. Amer. Math. Soc. 83
(1977), no. 3, 378–380.
40. , The Helgason Fourier transform for compact Riemannian symmetric spaces of
rank one, Acta Math. 164 (1990), no. 1-2, 73–144.
41. Pierre Torasso, Le the´ore`me de Paley-Wiener pour l’espace des fonctions inde´finiment
diffe´rentiables et a` support compact sur un espace syme´trique de type non-compact, J.
Functional Analysis 26 (1977), no. 2, 201–213.
42. Joseph A. Wolf, Harmonic analysis on commutative spaces, Mathematical Surveys and
Monographs, vol. 142, American Mathematical Society, Providence, RI, 2007.
Mathematics Department, Louisiana State University, Baton Rouge, Louisiana
E-mail address : sdann@math.lsu.edu
Mathematics Department, Louisiana State University, Baton Rouge, Louisiana
E-mail address : olafsson@math.lsu.edu
