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1 Abstract
We derive universal codes for simultaneous transmission of classical messages and entanglement through
quantum channels, possibly under attack of a malignant third party. These codes are robust to different
kinds of channel uncertainty. To construct such universal codes, we invoke and generalize properties
of random codes for classical and quantum message transmission through quantum channels. We show
these codes to be optimal by giving a multi-letter characterization of regions corresponding to capacity of
compound quantum channels for simultaneously transmitting and generating entanglement with classical
messages. Also, we give dichotomy statements in which we characterize the capacity of arbitrarily varying
quantum channels for simultaneous transmission of classical messages and entanglement. These include
cases where the malignant jammer present in the arbitrarily varying channel model is classical (chooses
channel states of product form) and fully quantum (is capable of general attacks not necessarily of product
form).
2 Introduction
In real world communication using quantum or classical systems, the parameter determining the channel
in use may belong to an uncertainty set, rendering the protocols that assume the channel to be perfectly
known practically obsolete. Given such uncertainty, when using the channel many times, as done in Shan-
non theoretic information processing tasks, assuming the channel to be memoryless or fully stationary is
not realistic. In this paper, we consider three models that include channel uncertainty without attempting
to reduce it via techniques such as channel identification or tomography. We refer to these models as the
compound, arbitrarily varying and fully quantum arbitrarily varying channel models. Each of these mod-
els are considered here for transmission of entanglement and classical messages simultaneously between
a sender and receiver.
Informally, the first two channel models consist of a set of quantum channels {Ns}s∈S known to the com-
municating parties. In the compound model, communication is done under the assumption that asymp-
totically, one of the channels from this set (unknown to the parties) is used in a memoryless fashion. The
codes used in this model therefore have to be reliable for the whole family {N ⊗ls }s∈S of memoryless chan-
nels for large enough values of l ∈N.
In the arbitrarily varying model, given a number of channel uses l, an adversarial party chooses the se-
quence sl = (s1, . . . , sl ) ∈ S l unknown to the communication parties, to yield the channel Nsl =
⊗l
i=1
Nsi .
The adversary may choose this sequence knowing the encoding procedure used by the sender. The code
in use therefore has to be reliable for the whole family {Nsl }sl∈S l of memoryless channels. Finally, in the
third channel model, namely that of the fully quantum arbitrarily varying, the assumption of memoryless
communication is dropped. Here, the adversary may choose channel states that are not necessarily of the
product form mentioned in the previous model.
The quantum channel has different capacities for information transmission. One may consider the capac-
ity of the channel for public ([18, 28]) or private ([15, 13]) classical message transmission, entanglement
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transmission or entanglement generation ([15]) to name a few. These communication scenarios have been
considered subsequently under channel uncertainty ([7, 24, 6, 11, 1, 3]). Simultaneous transmission of
classical and quantum messages, the subject of this work, has also been of interest([16]). This includes
scenarios where the communication parties would like to enhance their classical message transmission by
sharing quantum information primarily at their disposal or vice versa([5, 19, 20]). The body of research
in this area is clearly interesting, when regions beyond those achieved by simple time-sharing between
established classical message and quantum information transmission codes are reached.
Simultaneous transmission of classical messages and entanglement is a nontrivial problem even if capacity
achieving codes for the corresponding univariate transmission goals are at hand. It was already observed
in [16] for perfectly known quantum channels that the naive time sharing strategy is generally insufficient
to achieve the full capacity region. Examples of channels where coding beyond time-sharing is indis-
pensable does not depend on constructing pathologies. They are readily found even within the standard
arsenal of qubit quantum channels, e.g. the dephasing qubit channels [16].
We derive codes for simultaneous transmission of classical messages and entanglement that are robust to
the three types of uncertainty mentioned above. The codes used here for the compound model, are dif-
ferent from those used for the point to point communication in [16] when considering the special case of
|S | = 1. Given that the input state approximation techniques used therein prove insufficient in presence of
channel state uncertainty, in the present work we use the decoupling approach first established in [23]. We
combine robust random codes for classical message transmission from [24] and a generalization of (decou-
pling based) entanglement transmission codes from [7] to construct appropriate simultaneous codes for
compound quantum channels under the maximal error criterion. We show that these codes are optimal
by giving a multi-letter characterization of the capacity of compound quantum channels with no assump-
tion on, the size of the underlying uncertainty set. We use the asymptotic equivalence of the two tasks of
entanglement transmission and entanglement generation to include the capacity region corresponding to
simultaneous transmission of classical messages and generation of entanglement between the two parties.
Next, we convert the codes derived for the compound channel, using Ahlswede’s robustification and elim-
ination techniques ([1]) to derive suitable codes for arbitrarily varying quantum channels. This is possible
given that the error functions associated with codes corresponding to the compound model decay to zero
exponentially. We derive a dichotomy statement ([1]), for the simultaneous classical message and entan-
glement transmission through AVQCs under the average error criterion. This dichotomy is observed when
considering two scenarios where the communicating parties do and do not have access to unlimited com-
mon randomness, yielding the common-randomness and deterministic capacity regions of the channel
model respectively. Therefore, we show that firstly, the common-randomness capacity region of the arbi-
trarily varying channel is equal to that of the compound channel conv(J ), namely the compound channel
generated by the convex hull of the uncertainty set of channels J . Secondly, if the deterministic capacity
of the arbitrarily varying channel is not the point (0,0), it is equal to the common-randomness capacity of
the channel.
We give a necessary and sufficient condition for the deterministic capacity region to be be the point (0,0).
This condition is known as symmetrizablity of the channel (see [3] and [9]). Finally, we show that the codes
derived here, can be used for fully quantum AVCs where the jammer is not restricted to product states,
but can use general quantum states to parametrize the channel used many times. This model has been
introduced in Section 8 along with the main result and related work for fully quantum AVCs and hence
here, we avoid further explanation of the techniques used there.
The task of simultaneous transmission of classical messages and entanglement was first considered by De-
vetak and Shor in [16] in case of a memoryless quantum channel under assumption that the channels state
is perfectly known to its users. The authors derived a multi-letter characterization of the capacity region
in this setting which also classified the naı¨ve time-sharing approach as being suboptimal for simultaneous
transmission. A code construction sufficient to achieve also the rate pairs lying outside the time-sharing
region was derived using a ”piggy-backing” technique. A specialized construction introduced in [15] al-
lows to encode the identity of the classical message into the coding states of an underlying entanglement
transmission code. The mentioned strategy to optimally combine different communication tasks in quan-
tum channel coding was afterwards used and further developed in different directions. We explicitly
mention subsequent research activity by Hsieh and Wilde [19, 20] where the idea of ”piggy backing” clas-
sical messages onto quantum codes was extended to include entanglement assistance. The resulting code
construction being sufficient to achieve each point in the three-dimensional rate region for entanglement-
assisted classical/quantum simultaneous transmission leads to a full (multi-letter) characterization of the
”Quantum dynamic capacity” of a (perfectly known) quantum channel [21] (see the textbook [29] for an
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up-to-date pedagocial presentation of the mentioned results).
In order to derive classically enhanced quantum codes being robust against channel uncertainty, we refine
the construction entanglement transmission codes for compound quantum channels from [7, 8] instead
of elaborating on the usual approach building up on codes from [15]. In fact, it was noticed earlier that
deriving entanglement generation codes from secure classical message transmission codes (the strategy
which the arguments in [15] follow) seems to be not suitable when the channel is a compound quantum
channel.
In the first section following this introduction, we introduce the notation used in this work. Precise def-
initions of the channel models, codes used in different scenarios along with capacity regions and finally
the main results in form of Theorem 5 and Theorem 12, are given in Section 4. In Section 5, we present
preliminary coding results for entanglement transmission (Section 5.1) and classical message transmission
(Section 5.2). The entanglement transmission codes introduced in this section are a generalization of the
random codes in [7] and [8] to accommodate conditional typicality of the input onwords frommany copies
of an alphabet. The classical message transmission codes are those from [24] that prove sufficient for our
simultaneous coding purposes.
Equipped with these results, we move on to Section 6, to prove the coding results for the compound chan-
nel model. In this section, after proving a converse for the capacity region in Theorem 5, we prove the
direct part in two steps. In the first step, we show that capacity regions that correspond to the case where
the sender is restricted to inputting maximally entangled pure states are achieved. In the second step, we
prove achievablity of capacity regions corresponding to general inputs, using elementary methods that are
less involved that the usual BSST type results used for this generalization in [7] and [8].
In Section 7, after proving a converse for the capacity region under the arbitrarily varying channel model,
we prove coding results in this model by converting the compound channel model codes using Ahlswede’s
robustification method. This, assumes unlimited common randomness available to the legal parties. We
then use an instance of elimination to show that if the deterministic capacity region is not the point (0,0),
negligible amount of common randomness per use of the channel is sufficient to achieve the same capacity
region. Also in this section, we prove necessity and sufficiency of symmetrizablity condition for the case
where the deterministic capacity region is the point (0,0). Finally, in Section 8, we generalize these results
to the case of quantum jammer by proving Theorem 31.
3 Notations and conventions
All Hilbert spaces are assumed to have finite dimensions and are over the field C. All alphabets are also
assumed to have finite dimensions. We denote the set of states by S (H) := {ρ ∈ L(H) : ρ ≥ 0,tr(ρ) = 1}. Pure
states are given by projections onto one-dimensional subspaces. To each subspace F ⊂H, we can associate
unique projection qF whose range is the subspace F and we write πF for the maximally mixed state on F ,
i.e.
πF :=
qF
tr(qF )
.
The set of completely positive trace preserving (CPTP) maps between the operator spaces L(HA) andL(HB)
is denoted by C(HA,HB). Thus HA, plays the role of the input Hilbert space to the channel (traditionally
owned by Alice) andHB is channel’s output Hilbert space (usually in Bob’s possession). C↓(HA,HB) stands
for the set of completely positive trace decreasing maps between L(HA) and L(HB). U (H) will denote
in what follows, the group of unitary operators acting on H. For a Hilbert space G ⊂ H, we will always
identify U (G) with a subgroup of U (H). For any projection q ∈ L(H) we set q⊥ := 1H − q.
Each projection q ∈ L(H) defines a completely positive trace decreasing map Q given by Q(a) := qaq for all
a ∈ L(H). In a similar fashion, any U ∈ U (H) defines a U ∈ C(H,H) by U (a) := UaU† for a ∈ L(H). We use
the base two logarithm which is denoted by log. The von Neumann entropy of a state ρ ∈ S (H) is given by
S(ρ) := −tr(ρ logρ).
The coherent information forN ∈ C(HA,HB) and ρ ∈ S (HA) is defined by
Ic(ρ,N ) := S(N (ρ))− S((idHA ⊗N )(|ψ〉〈ψ|))
where ψ ∈ HA ⊗HA is an arbitrary purification of the state ρ. We also use Se(ρ,N ) := S((idHA ⊗N )(|ψ〉 〈ψ|))
to denote entropy exchange. A useful equivalent definition of Ic(ρ,N ) is given in terms of N ∈ C(HA,HB)
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and any complementary channel Nˆ ∈ C(HA,He) where He denotes the Hilbert space of the environment.
Due to Stinespring’s dilation theorem, N can be represented as
N (ρ) = trHe (vρv∗)
for ρ ∈ S (HA) where v :HA →HB ⊗He is a linear isometry. The complementary channel Nˆ ∈ C(HA,He) of
N is given by
Nˆ (ρ) := trHB (vρv∗).
The coherent information can then be written as
Ic(ρ,N ) = S(N (ρ))− S(Nˆ (ρ)). (1)
This quantity can also be defined in terms of the bipartite state σ ∈ S (HA ⊗HB) with
σ := idHA ⊗N (|ψ〉〈ψ|)
as
I(A〉B,σ) := S(σB)− S(σ)
where σB is the marginal state given by σB := trA(σ) and we have the identity
Ic(ρ,N ) = I(A〉B,σ).
As a measure of closeness between two states ρ,σ ∈ S (H), we may use the fidelity F(ρ,σ) :=‖ √ρ√σ ‖21. The
fidelity is symmetric in the input and for a pure state ρ = |φ〉〈φ|, we have F(|φ〉〈φ| ,σ) = 〈φ,σφ〉. A closely
related quantity is the entanglement fidelity, which for ρ ∈ S (HA) andN ∈ C↓(HA,HB), is given by
Fe(ρ,N ) := 〈ψ, (idH ⊗N )(|ψ〉 〈ψ|)ψ〉
with ψ ∈ HA ⊗HA an arbitrary purification of the state ρ.
Another quantity that will be significant in the present work is the quantum mutual information (see e.g
[29]). For a state ρ ∈ S (X ⊗HB), the quantum mutual information is defined as
I(X;B,ρ) := S(ρX ) + S(ρB)− S(ρ)
where ρX and ρB are marginal states of ρ.
For the approximation of arbitrary compound channels (introduced in the next section) by finite ones we
use the diamond norm ‖ · ‖⋄, given for any N : L(HA)→L(HB) by
‖ N ‖⋄:= sup
n∈N
max
a∈L(Cn⊗H),‖a‖1=1
‖ (idn ⊗N )(a) ‖1,
where idn : L(Cn)→ L(Cn) is the identity channel. We state the following facts about || · ||⋄ (see e.g [31]).
First, ||N ||⋄ = 1 for all N ∈ C(HA,HB). Thus, C(HA,HB) ⊂ S⋄, where S⋄ denotes the unit sphere of the
normed space (L(HA),L(HB), || · ||⋄). Moreover, ||N1⊗N2||⋄ = ||N1||⋄||N2||⋄ for arbitrary linear mapsN1,N2 :
L(HA) → L(HB). Throughout this work we have made use of the idea of nets to approximate arbitrary
compound quantum channels using ones with finite uncertainty sets. This idea is presented in Appendix
A by Definition 38 and proceeding two lemmas.
We use ǫn → 0 exponentially as n→∞ or we say ǫn approaches (goes to) zero exponentially, if − 1n logǫn
is a strictly positive constant. For ǫ1,n and ǫ2,n both approaching zero exponentially, we use ǫ1,n ≥ ǫ2,n if
− 1n logǫ1,n ≤ − 1n logǫ2,n. We use cl(A) to denote the closure of set A and finally, we use Sn to denote the
group of permutations on n elements such that α(sn) = (sα(1), . . . , sα(n)) for each α ∈ Sn and sn = (s1, . . . , sn) ∈
Sn.
4 Basic definitions and main results
We consider two channel models of compound and arbitrarily varying quantum channels. They are both
generated by an uncertainty set of CPTPmaps. For the purposes of the present work, when considering the
arbitrarily varying channel model, we assume finiteness of the generating uncertainty set. This assumption
is absent in the case of the compound channel model.
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4.1 The compound quantum channel
Here, we consider quantum compound channels. Let J := {Ns}s∈S ⊂ C(HA,HB) be a set of CPTP maps. The
compound quantum channel generated by J is given by family {N ⊗n : N ∈ J }∞n=1. In other words, using
n instances of the compound channel is equivalent to using n instances of one of the channels from the
uncertainty set. The users of this channel may or may not have access to the Channel State Information
(CSI). We will often use the set S to index members of J . A compound channel is used n ∈N times by the
sender Alice, to convey classical messages from a set [M1,n] := {1, ...,M1,n} to a receiver Bob. At the same
time, the parties would like to communicate quantum information. Here, we consider two scenarios in
which quantum information can be communicated between the parties.
Classically Enhanced Entanglement Transmission (CET): While transmitting classical messages using
n ∈ N instances of the compound channel, the sender wishes to transmit the maximally entangled state
in her control to the receiver. The subspace FA,n with FA,n ⊂ H⊗nA and M2,n := dim(FA,n), quantifies the
amount of quantum information transmitted. More precisely:
Definition 1. An (n,M1,n ,M2,n) CET code for J ⊂ C(HA,HB), is a family CCET := (Pm,Rm)m∈[M1,n] with
• Pm ∈ C(FA,n,H⊗nA ),
• Rm ∈ C↓(H⊗nA ,FB,n) with FA,n ⊂ FB,n and
•
∑
m∈[M1,n]Rm ∈ C(H⊗nB ,FB,n).
Remark 2. We remark that as defined above, for each m ∈ [M1,n] we have a (n,M2,n) entanglement transmission
code for J .
For every m ∈ M1,n and s ∈ S, we define the following performance function for this communication
scenario when n ∈N instances of the channel have been used,
P(CCET ,N ⊗ns ,m) := F(|m〉〈m| ⊗ΦAB, idFA,n ⊗R◦N ⊗ns ◦Pm(ΦAA)),
where ΦXY is a maximally entangled state on FX,n ⊗FY,n and
R :=
∑
m∈[M1,n]
|m〉〈m| ⊗Rm.
Classically Enhanced Entanglement Generation (CEG): In this scenario, while transmitting classical
messages, Alice wishes to establish a pure state shared between her and Bob. As the maximally entangled
pure state shared between the parties is an instance of such a pure state, it can be proven that the previous
task achieved in CET, achieves the task laid out by this one, but the opposite is not necessarily true. More
precisely:
Definition 3. An (n,M1,n ,M2,n) CEG code for J ⊂ C(HA,HB), is a family CCEG := (Ψm,Rm)M1,nm=1 , whereΨm is a
pure state on FA,n ⊗H⊗nA and
• Rm ∈ C↓(H⊗nB ,FB,n) with FA,n ⊂ FB,n and
•
∑
m∈[M1,n]Rm ∈ C(H⊗nB ,FB,n).
The relevant performance functions for this task, for every m ∈ [M1,n] and s ∈ S, are
P(CCEG ,N ⊗ns ,m) := F(|m〉〈m| ⊗Φ, idFA,n ⊗R◦N ⊗ns (Ψm)), (2)
with Φ maximally entangled on FA,n ⊗FB,n.
Averaging over the message set [M1,n], will give us the corresponding average performance functions for
each s ∈ S,
P(CX ,N ⊗ns ) :=
1
M1,n
∑
m∈[M1,n]
P(CX ,N ⊗ns ,m),
for X ∈ {CET ,CEG}. For each scenario, we define the achievable rates.
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Definition 4. Let X ∈ {CET ,CEG}. A pair (R1,R2) of non-negative numbers is called an achievable X rate for
the compound channel J , if for each ǫ,δ > 0 exists a number n0 = n0(ǫ,δ), such that for each n > n0 we find and
(n,M1,n ,M2,n) X code CX such that
1. 1n logMi,n ≥ Ri − δ for i ∈ {1,2},
2. infs∈Sminm∈M1,n P(CX ,N ⊗ns ,m) ≥ 1− ǫ
are simultaneously fulfilled. We also define X ”average-error-rates” by averaging the performance functions in
the last condition over m ∈ [M1,n]. We define the X capacity region of J by
CX (J ) := {(R1,R2) ∈R+0 ×R+0 : (R1,R2) is achievable X rate for J }. (3)
Also the capacity region corresponding to average error criteria is defined as
CX(J ) := {(R1,R2) ∈R+0 ×R+0 : (R1,R2) is achievable X average-error-rate for J }. (4)
Moreover, let X be an alphabet, M ∈ C(HA,HB) ∀s ∈ S, p ∈ P (X ) and Ψx be a pure state for all x ∈ X .
Given the state
ω(M,p,Ψ) :=
∑
x∈X
p(x) |x〉〈x| ⊗ idHA ⊗M(Ψx), (5)
we introduce the following set,
Cˆ(Ns ,p,Ψ) := {(R1,R2) ∈R+0 ×R+0 : R1 ≤ I(X;B,ω(Ns ,p,Ψ))∧R2 ≤ I(A〉BX,ω(Ns ,p,Ψ))}
withΨ denoting (Ψx : x ∈ X ) collectively. We will also use
1
l
A := {(1
l
x1,
1
l
x2) : (x1,x2) ∈ A}.
The following statement is the first main result of this paper.
Theorem 5. Let J := {Ns}s∈S ⊂ C(HA,HB) be any compound quantum channel. Then
CCET (J ) = CCET (J ) = CCEG(J ) = CCEG(J ) = cl
( ∞⋃
l=1
1
l
⋃
p,Ψ
⋂
s∈S
Cˆ(N ⊗ls ,p,Ψ)
)
holds.
This theorem is proven in the following steps. In Section 6.1, we prove that CCEG(J ) is a subset of the
set on the rightmost set in the above equalities. In Section 6.2, we prove that the rightmost set is a subset
of CCET (J ). Together with the operational inclusions
CCET (J ) ⊂ CCEG(J )
and
CX (J ) ⊂ CX (J )
for X ∈ {CEG,CET }, we conclude the equalities in the statement of the theorem.
4.2 The arbitrarily varying quantum channel
The arbitrarily varying quantum channel generated by a set J := {Ns}s∈S of CPTP maps with input Hilbert
spaceHA and output Hilbert spaceHB, is given by family of CPTP maps {Nsl : L(H⊗lA )→L(H⊗lB ), sl ∈ S l , l ∈
N}∞l=1, where
Nsl :=Ns1 ⊗ . . .Nsl (sl ∈ S l ).
We use J to denote the AVQC generated by J . To avoid further technicalities, we always assume |S | <∞
for the AVQC generating sets appearing in this paper. Most of the results in this paper may be generalized
to the case of general sets by clever use of approximation techniques from convex analysis together with
continuity properties of the entropic quantities which appear in the capacity characterizations (see [3]).
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Definition 6. An (l,M1,l ,M2,l ) random CET code for J is a probability measure µl on (C(FA,l ,H⊗lA )M1,l ×Ωl ,σl ),
where
• Ωl := {(R(1), . . . ,R(M1,l )),
∑
m∈[M1,l ]R(m) ∈ C(H⊗lB ,FB,l )},
• dim(FA,l ) =M2,l ,FX,l ⊂H⊗lX , (X ∈ {A,B}).
• The sigma-algebra σl is chosen such that the function
gsl (P (m),R(m)) := F(|m〉〈m| ⊗ΦAB, idH⊗lA ⊗R◦Nsl ◦P
(m)(ΦAA)) (6)
is measurable with respect to µl , for all m ∈ [M1,l ], sl ∈ S l . In (6), ΦXY is a maximally entangled state on
FX,l ⊗FY,l and R :=
∑
m∈[M1,l ] |m〉〈m| ⊗R(m).
• We further require that σl contains all the singleton sets. The case where µl is deterministic, namely is
equal to unity on a singleton set and zero otherwise, gives us a deterministic (l,M1,l ,M2,l ) CET codes for
J . Abusing the terminology, we also refer to the singleton sets as deterministic codes.
Definition 7. A non-negative pair of real numbers (R1,R2) is called an achievable CET rate pair for J := {Ns}s∈S
with random codes and average error criterion, if there exists a random CET code µl for J with members of
singleton sets notified by (P (m),R(m))m∈[M1,l ] such that
1. liminfl→∞ 1l logMi,l ≥ Ri (i ∈ {1,2}),
2. liml→∞ infsl∈S l
∫
1
M1,l
∑
m∈[M1,l ] gsl (P (m),R(m)) dµl(P (m),R(m))
M1,l
m=1 = 1.
The random CET capacity region with average error criterion of J is defined by
Ar,CET (J ) := {(R1,R2) : (R1,R2) is achievable CET rate pair f or J
with random codes and average error criterion}.
Definition 8. A non-negative pair of real numbers (R1,R2) is called an achievable deterministic CET rate for J
with average error criterion, if there exists a deterministic (l,M1,l ,M2,l ) CET code (P (m),R(m))m∈[M1,l ] for J with
1. liminfl→∞ 1l logMi,l ≥ Ri (i ∈ {1,2}),
2. liml→∞ infsl∈S l 1M1,l
∑
m∈[M1,l ] gsl (P (m),R(m)) = 1
Correspondingly we define the following capacity region,
Ad,CET (J ) := {(R1,R2) : (R1,R2) is achievable deterministic
CET rate pair f or J with average error criterion}.
The deterministic CET codes defined here, are entanglement transmission codes for each m ∈ [M1,l ]. More
precisely we have the following definition.
Definition 9. An (n,M), n,M ∈N, entanglement transmission code for AVQC J ⊂ C(HA,HB) is a pair (P ,R)
with P ∈ C(FA,n,H⊗nA ),R ∈ C(H⊗nB ,FB,n) with FA,n ⊂ FB,n ⊂ H⊗nA and dim(FA,n) =M . The corresponding perfor-
mance function for this task is
F(ΦAB, idH⊗nA ⊗R◦Nsn ◦P (Φ
AA)), sn ∈ Sn.
Essential to the statement of our results is the concept of symmetrizablity defined in the following.
Definition 10. Let J := {Ns}s∈S ⊂ C(HA,HB) with |S | <∞ be an AVQC.
1. J is called l-symmetrizable for l ∈N, if for each finite set {ρ1, . . . ,ρK } ⊂ S (H⊗lA ) with K ∈N, there is a map
p : {ρ1, . . . ,ρK } → P (S l ) such that for all i, j ∈ {1, . . . ,K}∑
sl∈S l
p(ρi )(s
l )Nsl (ρj ) =
∑
sl∈S l
p(ρj )(s
l )Nsl (ρi ). (7)
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2. We call J symmetrizable if it is l-symmetrizable for all l ∈N.
Remark 11. The above definition for symmetrizablity was first established in [3], generalizing the concept of
symmetrization for classical AVQCs from [17]. This definition for symmetrizablity was meaningfully simplified
in [9], to require checking of the condition (7) for two input states only (K=2).
We prove the following result to be the second main result of this paper.
Theorem 12. Let J := {Ns}s∈S ⊂ C(HA,HB) with |S | <∞ be an AVQC. The following hold.
1. Ad,CET (J ) , {(0,0)} implies
Ad,CET (J ) =Ar,CET (J ) = CCET (conv(J )), (8)
where CCET (M) is the CET capacity of compound channel M with average error criterion defined in the
previous section and
conv(J ) := {Nq :Nq :=
∑
s∈S
q(s)Ns ,q ∈ P (S)}.
2. Ad,CET (J ) = {(0,0)} if and only if J is symmetrizable.
5 Universal random codes for quantum channels
In this section we prove universal random coding results for entanglement transmission and classical mes-
sage transmission over quantum channels. Most of the statements below, are implicitly contained in the
literature. We state some properties of these codes that stem from their random nature and prove useful
when deriving CET codes stated in Section 6.
Before proceeding with the following two sections in which we introduce appropriate entanglement trans-
mission and classical message transmission coding results and for the reader’s convenience, we present
briefly the concept of types used in the remainder of this section. For more information on the concept of
types, see e.g. [29].
For l ∈ N, the word xl ∈ X l that is a string of letters x ∈ X and the state ρ with spectral decomposition
ρ :=
∑
x∈X p(x) |x〉〈x|, we define the δ-typical (frequency typical) projection
qδ,l (ρ) :=
∑
xl∈T lp,δ
|xl〉〈xl | ,
where T lp,δ is the set of δ-typical sequences in X l , defined by
T lp,δ := {xl : ∀x ∈ X , |
1
l
N (x|xl )− p(x)| ≤ δ ∧ p(x) = 0 ⇐⇒ N (x|xl ) = 0} (9)
where N (x|xl ) is the number of occurrences of letter x in word xl .
For each l ∈N, we consider the set of types over alphabet X , T (X , l) defined as
T (X , l) := {λ : T lλ , ∅},
where T lλ = T
l
λ,0 (δ = 0).
5.1 Entanglement transmission codes
In this section, we prove universal entanglement transmission coding results that are to be combined
with suitable classical message transmission codes introduced in the next section. The following lemma
is a generalization of random entanglement transmission codes obtained in [7] and [8], where a in turn
generalization of the decoupling lemma from [23] has been obtained. As stated in the following lemma,
there are two points to be remarked about these codes. First, the random nature of these codes gives us
an encoding state (outcome of the random encoding operation) with a tensor product structure, that is
of interest for the present work. Therefore at this stage, we skip the de-randomization step that seemed
natural in the original work. Secondly, the integration over unitary groups with respect to the normalized
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Haar measure done in the random encoding operation therein, is replaced here by an average over the
elements of discrete and finite subsets of representations of the unitary group known as unitary designs
(see e.g. [26]).
The product structure of the encoding state can be used for an instance of channel coding stated later
on. This becomes clear when the tensor product structure of the average state is used to accommodate
typicality. For p ∈ P (X ) where X is some finite alphabet, δ > 0 and xl ∈ X l , we introduce the following
notation. For the tuple xl := (x1, . . . ,xl ) where xi ∈ X for i = 1, . . . , l, we define
Gxl := Gx1 ⊗ · · · ⊗ Gxl ,
where Gxi ⊂ HA and clearly, Gxl ⊂ H⊗lA . Then πxl := πGxl denotes the maximally mixed state on Gxl (cor-
respondingly πx denotes the maximally mixed state on Gx for x ∈ X ), Φxl a purification of πGxl (corre-
spondingly Φx denotes a purification of πx) and Xxl is a unitary design (see Theorem 16) for U (Gxl ). The
following lemma reduces to Theorem 5 of [7] when |X | = 1.
Lemma 13. Let J := {Ns}s∈S ⊂ C(HA,HB) be any compound quantum channel and alphabet X be given. For
subspaces (Gx)x∈X with Gx ⊂ HA,x ∈ X , probability distribution p ∈ P (X ) and δ > 0, there exists l0 ∈ N, such
that for all l ≥ l0, we find for each xl ∈ T lp,δ , a subspace FA,l ⊂ Gxl and a family (Pi ,Ri )
|X
xl
|
i=1 of (l,dim(FA,l ))
entanglement transmission codes with |Xxl | <∞ and
1. 1l logdim(FA,l ) ≥ infs∈S I(A〉BX,ω(Ns ,p,Φ))− δ , with ω(Ns,p,Φ) defined in (5) for Φ := (Φx : x ∈ X ),
2. ∀s ∈ S 1|X
xl
|
∑|X
xl
|
i=1 Fe(πFA,l ,Ri ◦N ⊗ls ◦Pi ) ≥ 1− ǫl with ǫl → 0 exponentially as l →∞,
3. 1|X
xl
|
∑|X
xl
|
i=1 Pi(πFA,l ) = πxl .
The ingredients to prove this lemma are presented here in form of two lemmas prior to the main proof.
The following two lemmas reduce to Lemma 5 and 6 from [7]1 when |X | = 1. Following these lemmas, we
state Theorem 16 based on which we replace the integration with respect to Haar measure, with an average
over a subset of the unitary groups called unitary designs. In short, the entanglement transmission codes
in [7] were derived given a number l ∈N and subspace G⊗l ⊂ H⊗l . Here, we derive codes for a subspace
Gxl , with a tensor product structure determined by word xl (see the description above Lemma 13).
Lemma 14. Let (λx)x∈A be a probability distribution with λx > 0,∀x ∈ A on an alphabet A. For ρxl :=⊗
x∈A ρ
⊗Nx
x ,Nx := λx · l ∈ N,ρx ∈ S (H) ∀x ∈ A and δ ∈ (0,1/2), there exist a real number c˜ > 0, functions
h : N → R+, φ : (0,1/2) → R+ with liml→∞ h(l) = 0 and limδ→0φ(δ) = 0 and an orthogonal projection qδ,l
satisfying
1. tr(ρxlqδ,l ) ≥ 1− |A|2−l(c˜δ
2−h(l))
2. qδ,lρxlqδ,l ≤ 2−(S(ρxl )−lφ(δ))qδ,l .
The last inequality implies
‖ qδ,lρxlqδ,l ‖22≤ 2−(S(ρxl )−lφ(δ)).
Proof. Let for each x ∈ A, q(x)δ,Nx be the frequency typical projection associated with state ρ
⊗Nx
x in terms
of Lemma 44. We show that the projection operator qδ,l :=
⊗
x∈A q
(x)
δ,Nx
has the properties listed in the
statement above. We have
tr(ρxlqδ,l ) = tr(
⊗
x∈A
ρ
⊗Nx
x q
(x)
δ,Nx
) =
∏
x∈A
tr(ρ
⊗Nx
x q
(x)
δ,Nx
)
≥
∏
x∈A
(1− 2−Nx(c¯δ2−h′(Nx)))
≥ (1− 2−c0l(c¯δ2−h′(c0l)))|A| ≥ 1− |A|2−c0l(c¯δ2−h′(c0l)),
1see Lemmas 44 and 45 for the statements.
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where c0 := minx∈Aλx. Setting c˜ = c0c¯ and h(l) = c0h′(c0l), we have the first claim. To see the second claim,
we observe that
qδ,lρxlqδ,l ≤
⊗
x∈A
q
(x)
δ,Nx
ρ
⊗Nx
x q
(x)
δ,Nx
≤
∏
x∈A
2−(S(ρ
⊗Nx
x )−Nxφ(δ))
⊗
x∈A
q
(x)
δ,Nx
= 2−(S(ρxl )−l(
∑
x∈Aλxφ(δ))qδ,l ,
where in the last equality, we have used additivity of von Neumann entropy. We are done.
Lemma 15. Let (λx)x∈A be a probability distribution with λx > 0,∀x ∈ A on an alphabet A. For each N ∈
C(H,K), δ ∈ (0,1/2), and maximally mixed state πxl :=
⊗
x∈Aπ
⊗Nx
x ,Nx = λx · l ∈N on some Gxl ⊂ H⊗l , there
are functions γ : (0,1/2) → R+ and h : N → R+ satisfying limδ→0γ(δ) = 0 and h(l) ց 0 and an operation
Nδ,l ∈ C↓(H⊗l ,K⊗l ), called the reduced operation with respect toN and πxl , such that
1. tr(Nδ,l (πxl )) ≥ 1− |A|2−l(cˆδ
2−h(l)), with constant cˆ > 0.
2. Nδ,l has a Kraus representation with at most nδ,l ≤ 2Se(πxl ,N
⊗l )+l(γ(δ)+cˇh(l)) Kraus operators with constant
cˇ > 0.
3. For every state ρ ∈ S (H⊗l ) and every two channelsM∈ C↓(H⊗l ,H⊗l ) and L ∈ C↓(K⊗l ,H⊗l ), the inequality
Fe(ρ,L◦Nδ,l ◦M) ≤ Fe(ρ,L◦N ⊗l ◦M)
is fulfilled.
4. As the set of Kraus operators ofNδ,l is a subset of the set of Kraus operators ofN ⊗l for each l ∈N, we have
Nδ,l (σ) ≤N ⊗l (σ) ∀σ ∈ S (H⊗l ).
Proof. Let for x ∈ A, N (x)δ,Nx be the reduced operation for π
⊗Nx
x in terms of Lemma 45. We show that Nδ,l =⊗
x∈AN
(x)
δ,Nx
has the properties mentioned above. We have
tr(Nδ,l (πxl )) =
∏
x∈A
tr(Nδ,Nx (π
⊗Nx
x )) ≥
∏
x∈A
(1− 2−Nx(c′δ2−h′(Nx)))
≥ (1− 2−c0l(c′δ2−h′(c0l)))|A| ≥ 1− |A|2−c0l(c′δ2−h′(c0l)),
where c0 := minx∈Aλx. Setting h(l) = c0h′(c0l) and cˆ = c0c′ we conclude the first claim. Also the following
holds for nδ,l , the number of Kraus operators ofNδ,l .
nδ,l =
⊗
x∈A
nδ,Nx ≤
∏
x∈A
2(Se(π
⊗Nx
x ,N ⊗Nx )+Nxγ(δ)+Nxh′(Nx))
≤ 2(Se(πxl ,N ⊗l )+l(
∑
x∈Aλxγ(δ)+
λx
c0
h(l))
= 2
(Se(πxl ,N ⊗l )+l(γ(δ)+ 1c0 h(l)),
where in the second line we have used additivity of the entropy exchange Se. Finally, the last property
comes frommultiplicativity of the trace and entanglement fidelity function with respect to tensor products
of its arguments.
We now have generalized statements of Lemmas 5 and 6 from [7]. In the statement of Lemma 13, we
have used unitary designs to mimic the average over the unitary group with respect to Haar measure. The
following theorem contains a definition of unitary designs.
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Theorem 16. (See e.g. [26]) Let G be a Hilbert space. For unitaries U ∈ U (G), there exists a finite set X ⊂ U (G)
with |X | ≤ dim(G)4 such that
∫
U∈U (G)
(U ⊗U )(·)(U ⊗U )†dU = 1|X |
∑
U∈X
(U ⊗U )(·)(U ⊗U )† (10)
where the integration is with respect to the normalized Haar measure. From this definition it is clear that for X
we also have, ∫
U∈U (G)
U(·)U†dU = 1|X |
∑
U∈X
U(·)U†. (11)
We refer to the set X as a unitary design. We proceed with the proof.
The expected fidelity function present in [7] and [8] is achieved by averaging the fidelity function over
unitary group with respect to the Haar measure. Here we show that we can replace this by an expected
value achieved by taking the average over the unitaries from the relevant unitary design. This brings
us to the final statement needed to prove Lemma 13, that is an implication of Lemma 47. We take the
average of both sides of (81) with respect to the unitary design introduced in Theorem 16, to arrive at the
desired expression for the expected fidelity lower-bounded. This result is essentially stated in the proof of
Theorem 3.2 [8], to which we refer for more information. In the statement, we will also use the following
notation.
Fc,e(ρ,N ) := maxR∈C(HB,HA)Fe(ρ,R◦N ), (12)
where ρ ∈ S (HA) and N ∈ C↓(HA,HB).
Lemma 17. Let X be a unitary design in G and F ⊂ G. With quantities defined as in Lemma 47, we have
EFc,e(UπFU†,N ) := 1|X |
∑
U∈X
Fc,e(UπFU†,N )
≥ tr(N (πG))− 2
|S |∑
j=1
√
knj ‖ Nj (πG) ‖2 .
Proof. In the first and more straight forward step, we take the average of first term on the right hand side
of (81), namely wU = tr(N (UπFU†));
1
|X |
∑
U∈X
tr(N (UπFU†)) = tr(N ( 1|X |
∑
U∈X
UπFU†)) =N (πG). (13)
What remains is the expected value of ‖ D(kUπFU†) ‖1. To make the calculation easier we consider aver-
aging of an upper bound on this term in terms of the 2-norm. From [8] we know that
‖D(kUπFU†) ‖1≤
|S |∑
j,l=1
1
|S |
√
kmin{nj ,nl } ‖Dj,l (kUπFU†) ‖22.
Using the concavity of square root function and Jensen’s inequality we have
E(‖ D(kUπFU†) ‖1) ≤
|S |∑
j,l=1
1
|S |
√
kmin{nj ,nl }E(‖Dj,l (kUπFU†) ‖22),
where the expectation is taken over the unitaries belonging to the design. To use Klesse’s [23] argument as
done in proof of Theorem 3.2 of [8], we must invoke the unitary invariance of E(‖ Dj,l (kUπFU†) ‖22) with
respect to all U ∈ U (G). To see this unitary invariance, we observe that (see [8])
‖Dj,l (p) ‖22=
1
k2
nj ,nl∑
i=1,r=1
tr(p(a†j,ial,r )
†pa†j,ial,r )− |tr(pa†j,ial,r )|2. (14)
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The unitary invariance of the expectation of the first summand is clear due to linearity of the trace function.
For the expectation of the second summand we have
1
|X |
∑
U∈X
|tr(UpU†a†j,ial,r )|2 =
1
|X |
∑
U∈X
tr(UpU†a†j,ial,r )tr(UpU
†a†l,raj,i )
=
1
|X |
∑
U∈X
tr(UpU†a†j,ial,r ⊗UpU†a†l,raj,i )
=
1
|X |
∑
U∈X
tr(U ⊗U(p⊗ p)(U ⊗U )†(Ajilr ⊗A†jilr ))
= tr(
1
|X |
∑
U∈X
U ⊗U(p⊗ p)(U ⊗U )†(Ajilr ⊗A†jilr )),
where Ajilr := a
†
j,ial,r . From (10), we conclude the invariance of second summand in (14). Therefore we can
conclude that E(‖ Dj,l (UπFU†) ‖22) is indeed invariant with respect to all U ∈ U (G). The rest of the proof
is exactly the same as the proof of Theorem 3.2 of [8], yet stated here for reader’s convenience, as follows.
We can use Klesse’s argument to conclude
E(‖ Dj,l (kUπFU†) ‖22) ≤ tr(Nj (πG)Nl(πG)). (15)
Using (13), (81) and (15) we conclude
E(Fc,e(UπFU†,N )) ≥ tr(N (πG))−
|S |∑
j,l=1
1
|S |
√
LjlDjl , (16)
where for j, l ∈ {1, ..., |S |}, we introduce abbreviations
Lj,l = kmin{nj ,nl }
and
Dj,l = tr(Nj (πG)Nl(πG)) = 〈Nj(πG),Nl(πG)〉HS ,
where 〈·, ·〉HS denotes the Hilbert Schmidt product. It is obvious that
Ljl ≤ LjjandLlj ≤ Lll .
Moreover, the Cauchy-Schwartz inequality for the Hilbert-Schmidt inner product justifies the following
chain of inequalities.
Djl = 〈Nj (πG),Nl (πG)〉HS ≤‖ Nj (πG) ‖2‖ Nl(πG) ‖2≤max{‖ Nj (πG) ‖22,‖ Nl(πG) ‖22} =max{Djj ,Dll }.
Therefore, an application of Lemma 42 allows us to conclude from (16) that
E(Fc,e(UπFU†,N )) ≥ tr(N (πG))− 2
|S |∑
j=1
√
knj ‖ Nj (πG) ‖2 .
Let for δ > 0, Nδ,l,j be the reduced operation associated with Nj , j ∈ S, |S | <∞ as defined by Lemma 15.
Let qδ,l,j ∈ L(H) be the frequency-typical projection ofNδ,l,j (πxl ) in terms of Lemma 15. Define
N ′δ,l,j := Qδ,l,j ◦Nδ,l,j (17)
where Qδ,l,j (·) = qδ,l,j (·)qδ,l,j . Also define
N δ,l := 1|S |
|S |∑
j=1
N ′δ,l,j
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Applying Lemma 17 on {N ′δ,l,j }j∈S , with expectation taken over unitaries from a unitary design on U (Gxl )
we obtain
EFc,e(UπFU†,N δ,l ) ≥ tr(N δ,l (πxl ))− 2
|S |∑
j=1
√
knδ,l,j ‖ N ′δ,l,j (πxl ) ‖2 . (18)
We may now follow the steps taken in proof of Theorem 5 from [7] to give a lower bound on each of the
terms on the right hand side of (18) using Lemmas 14 and 15, to derive the following result.
Lemma 18. LetJ := {Ns}s∈S ⊂ C(H,K) be a compound channel, δ > 0 and λ ∈ P (X ). For subspaces (Gx)x∈X ,Gx ⊂
H,x ∈ X , there exists l0 ∈N such that for each l ≥ l0 and xl ∈ T lλ, we find a subspace Fl ⊂ Gxl and (l,dim(Fl ))
entanglement transmission codes (Pi ,Ri )|X |i=1 with |X | <∞ such that,
1. dim(Fl ) ≥ 2infs∈S Ic(πxl ,N
⊗l
s )−lδ and
2. infs∈S 1|X |
∑|X |
i=1Fe(πFl ,Ri ◦N ⊗ls ◦Pi ) ≥ 1− ǫl with ǫl → 0 as l →∞.
Proof. Let Jτ with index set Sτ be the net associated with J in terms of Lemma 40. Choose δ′ ∈ (0,1/2)
and l0 ∈N satisfying γ(δ′) +φ(δ′) + cˇh(l0) ≤ δ2 with functions γ,φ,h and constant cˇ from Lemmas 14 and
15. Now choose for every l ≥ l0, a subspace Fl ⊂ Gxl such that
dim(Fl ) := kl = ⌊2mins∈Sτ Ic(πxl ,N
⊗l
s )−lδ⌋. (19)
This is always possible as S(πG
xl
) ≥ Ic(πxl ,N ⊗ls ). We have
min
s∈Sτ
Ic(πxl ,N ⊗ls )− lδ − o(l0) ≤ logkl ≤min
s∈Sτ
Ic(πxl ,N ⊗ls )− lδ. (20)
We assume for the moment that xl ∈ T lλ is given by concatenation of homogeneous words of size Nx :=
N (x|xl ). That is, for A := {x ∈ X : Nx , 0} ⊂ X , we have xl = (xNx )x∈A. As such, the hypotheses of Lemma
14 and Lemma 15 apply to to product states indexed by xl . This assumption however, does not prohibit
generality of the proven results, since each word of type λ results from a permutation of the letters of word
xl . Namely, for any word x˜l ∈ T lλ, there exists a permutation mape γ with γ(xl ) = x˜l . Therefore, given codes
(Pi ,Ri )i∈X for xl with the properties mentioned in the statement of the present lemma, suitable codes for x˜l
will be given by (Uγ ◦Pi ◦U−1γ ,U−1γ ◦Ri ◦Uγ ), with Uγ the CPTP map permuting the tensor factors according
to γ .
We now give lower bounds for the terms on the right hand side of (18).
tr(N δ′ ,l(πxl )) =
1
|Sτ |
|Sτ |∑
s=1
tr(N ′δ′ ,l,s(πxl )) (21)
=
1
|Sτ |
|Sτ |∑
s=1
[
tr(Qδ′ ,l,s ◦N ⊗ls (πxl ))− tr(Qδ′ ,l,s ◦ [N ⊗l −Nδ′ ,l,s](πxl ))
]
≥ 1− |X |(2−l(c˜δ′2−h(l)) − 2−l(cδ′2−h(l))). (22)
In the last inequality we have inserted the bounds from Lemmas 14 and 15, after using 0 ≤ tr(Qδ′ ,l,s◦[N ⊗l−
Nδ′ ,l,s](πxl )) ≤ tr([N ⊗l −Nδ′ ,l,s](πxl )). Also,
‖ N ′δ′ ,l,s(πxl ) ‖22 ≤‖Qδ′ ,l,s ◦Nδ′ ,l,s(πxl ) ‖22 + ‖Qδ′ ,l,s ◦ (N⊗ls −Nδ′ ,l,s)(πxl ) ‖22
≤‖Qδ′ ,l,s ◦N ⊗ls (πxl ) ‖22≤ 2−(S(πxl )−lφ(δ
′)). (23)
In the second inequality we have used ‖ A ‖22 + ‖ B ‖22≤‖ A + B ‖22 for non-negative operators A,B ∈ L(K⊗l )
(see [23]), and inserted the lower bound from Lemma 14. Inserting the bounds from (21) and (23) into (18)
we obtain
EFc,e(UπFlU
†,N δ′ ,l ) ≥ 1− |X |
[
2−l(cδ
′2−h(l)) − 2−l(c˜δ′2−h(l))
]
− 2
|Sτ |∑
s=1
√
2logkl−S(πxl )+lφ(δ′)+Se(πxl ,N
⊗l
s )+l(γ(δ′)+cˇh(l))
≥ 1− |X |
[
2−l(cδ
′2−h(l)) − 2−l(c˜δ′2−h(l))
]
− 2|Sτ |
√
2−l(δ−φ(δ′)−γ(δ′)−cˇh(l)). (24)
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In the second inequality above we have inserted the upper bound for kl from (20). For l ≥ l0, (24) gives us
an exponential decay of error. Therefore we can write
EFc,e(UπFlU
†,N δ′ ,l ) ≥ 1− ǫ1,l − |Sτ |ǫ2,l
with ǫi,l → 0 with l →∞ for i = 1,2. From this we conclude
min
s∈Sτ
EFc,e(UπFlU
†,Qδ′ ,l,s ◦Nδ′ ,l,s) ≥ 1− |Sτ |ǫ1,l − |Sτ |2ǫ2,l .
From the third property under Lemma 15, the above inequality implies
min
s∈Sτ
EFc,e(UπFlU
†,Qδ′ ,l,s ◦N ⊗ls ) ≥ 1− |Sτ |ǫ1,l − |Sτ |2ǫ2,l ≥ 1− |Sτ |2ǫ0,l , (25)
where ǫ0,l := maxi=1,2 ǫi,l . Setting shorthand notation βs,U := 1−Fc,e(UπFlU†,Qδ′ ,l,s ◦N ⊗ls ), we obtain from
Lemma 43, Fc,e(UπFlU
†,N ⊗ls ) ≥ 1− 3βs,U . Hence from (25) we conclude
min
s∈Sτ
EFc,e(UπFlU
†,N ⊗ls ) ≥ 1− 3|Sτ |2ǫ0,l . (26)
By Lemma 40, we have
min
s∈S
EFc,e(UπFlU
†,N ⊗ls ) ≥ 1− 3|Sτ |2ǫ0,l − 2lτ. (27)
Given that we find |Sτ | ≤ ( 6τ )2(d·d
′)2 , choosing τ = ǫ
1
8(d·d′ )2
0,n , we have the desired exponential decay of error.
Also, as Jτ ⊂ J , we obtain the desirable lower bound on the rate.
Proof of Lemma 13. Assume xl ∈ T lλ. Note that ∀λ ∈ T (X , l), either T lλ ⊂ T lp,δ or T lλ
⋂
T lp,δ = ∅. Since by
assumption of the lemma xl ∈ T lp,δ , we conclude T lλ ⊂ T lp,δ . For each δ˜ > 0, we have from Lemma 18 applied
on the compound channel J ⊂ C(HA,HB), a subspace FA,l ⊂H⊗lA with
1
l
logdim(FA,l ) ≥ 1l infs∈S Ic(πxl ,N
l
s )− δ˜ =inf
s∈S
∑
x∈A
1
l
Ic(π
⊗Nx
x ,N ⊗Nxs )− δ˜
= inf
s∈S
∑
x∈A
λ(x)Ic(πx,Ns)− δ˜
≥ inf
s∈S
∑
x∈A
p(x)(Ic(πx,Ns)− δ˜)− |λ(x)− p(x)| · (Ic(πx ,Ns)− δ˜)
≥ inf
s∈S
I(A〉BX,ω(Ns ,p,Φ))− δ˜ − |X |cδ˜.
withc := 2logdim(HA ⊗HB) and ωs defined by (5). With this rate we obtain exponential decay of error as
explained above. Choosing δ˜ such that δ > δ˜ + |X |cδ˜, we obtain the desired lower bound on the rate. The
last property listed under Lemma 13 is clear by averaging property of the Haar measure, reproduced here
by the unitary design in U (Gxl ).
5.2 Classical message transmission codes
The desired statement of universal codes for c-q channels can be extracted from [24]. Therein, the authors
have introduced universal random codes for transmission of classical messages over c-q channels, using
properties of Renyi entropies. Based on the same codes, we have derived the following lemma to allow for
a faster decay of error while considering only ” typical ” inputs.
Lemma 19. Let J := {Ns}s∈S ⊂ C(HA,HB) and V : X → S (HA) be a c-q channel. For each η > 0 and p ∈ P (X ),
there exists a number n0, such that for n ≥ n0, there exists a classical encoding map u : m → um ∈ X n and
decoding POVM (Λ)m∈[Mn] such that
1. ∀m ∈ [Mn] : um ∈ T np,η ,
2. infs∈Sminm∈Mn tr((Ns ◦V )⊗n(um)Λm) ≥ 1− ǫn, with ǫn → 0 exponentially as n→∞,
3. 1n logMn ≥ infs∈S I(X;B,ω(Ns ,p,Ψ))− cη
with ω(Ns,p,Ψ) defined by (5) forΨ := (Ψx : x ∈ X ,trH(Ψx) = V (x)) and constant c > 0.
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6 Proofs for the compound channel
In this section we proceed with the proof of Theorem 5 in two parts. In the following section (converse
part), it is also demonstrated that CSI at the decoder does not improve channel’s classically enhanced
entanglement generation capacity. In the more involved direct part of the proof, we introduce classically
enhanced entanglement transmission codes by marrying classical message transmission codes from [24]
and a generalization of entanglement transmission codes from [7] and [8] as stated in Section 5.
6.1 Proof of the converse
In this section we prove the following lemma.
Lemma 20. Let J := {Ns}s∈S ⊂ C(HA,HB) be any compound quantum channel. It holds
CCEG(J ) ⊂ cl
( ∞⋃
l=1
1
l
⋃
p,Ψ
⋂
s∈S
Cˆ(N ⊗ls ,p,Ψ)
)
. (28)
To prove this result, we shall make use of the following lemma (see [15]).
Lemma 21. For two states ρAB and σAB on some Hilbert space KA ⊗ KB of dimension r and fidelity f :=
F(ρAB,σAB), we have
|I(A〉B,ρ)− I(A〉B,σ)| ≤ 2
e
+4log r
√
1− f .
Proof of Lemma 20. We prove a more general claim than stated in Lemma 20, allowing the decoder to
choose the processing according to the channel state (i.e. the decoder has access to CSI). Let for each
n ∈N, CCEG,s := (Ψm,Rm,s)m∈M1,n be an (n,M1,n ,M2,n) CEG code with informed decoder2, such that
inf
s∈S
P(CCEG,s ,N ⊗ns ) ≥ 1− ǫ, (29)
with ǫ < 1 holds. Fix n ∈ N and let p∗ ∈ P (X n) be the equidistribution on the message set. Consider the
pair (Ms ,M
′
s) of random variables with joint distribution:
Pr(Ms =m,M
′
s =m
′) = p∗(m)tr(Rm′ ,s ◦N ⊗ns (V (m)))
for (ms ,m
′
s ∈ [M1,n]) and s ∈ S with V (m) := trFA,nΨm for some c-q channel V : X n →S (H⊗nA ). Note that with
these definitions, we have
P(Ms ,M
′
s) ≤ 1−P(CCEG,s ,N ⊗ns ) ≤ ǫ, (30)
for s ∈ S. Fix s for the moment. Define the state
σ ′s :=
∑
m∈[M1,n]
p∗(m) |m〉〈m|X ⊗ (idH⊗nA ⊗Rs,m ◦N
⊗n
s )(Ψm)
and the shorthand notation
σs := ω(N ⊗ns ,p∗,Ψ) =
∑
m∈[M1,n]
p∗(m) |m〉〈m|X ⊗ (idH⊗nA ⊗N
⊗n
s )(Ψm).
We have
logM1,n =H(p∗) = I(Ms ;M ′s) +H(M ′s |Ms) ≤ I(Ms;M ′s) + ǫ logM1,n +1
≤ I(X;B,σs) + ǫ logM1,n +1
≤ I(X;B,σs) + nǫ log |X |+1, (31)
where I(Y ;Y ′) is the mutual information of random variables Y,Y ′. The first inequality comes from (30)
and the second is by Holevo bound (see [29]). For s ∈ S, We have
ǫ ≥ 1−P(CCEG,s ,N ⊗ns ) = 1− F(Φ,σ ′ABs ), (32)
2As clear from the notation, these codes are CEG codes for compound channel J , when the decoder has access to CSI.
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where σ ′ABs := trX (σ ′s ). We have
I(A〉BX : σs) ≥ I(A〉BX,σ ′s )
≥ I(A〉B,σ ′ABs )
≥ I(A〉B,Φ)− 2
e
− 8n logdimH√ǫ = logM2,n − 2e − 8n logdimH
√
ǫ. (33)
In (33), the first inequality comes from the quantum data processing inequality, the second comes from the
fact that conditioning does not decrease coherent information. The third inequality comes from Lemma
21 together with (32) and finally, in the last line we have used I(A〉B,Φ) = logM2,n.
Choosing n such that δ ≥ 2ne +8logdim(H)
√
ǫ , from (33) and (31) we obtain
(
1
n
logM1,n − δ, 1n logM2,n − δ) ∈
1
n
Cˆ(N ⊗ns ,p∗,Ψ).
Since s ∈ S was arbitrary, we have shown
(
1
n
logM1,n − δ, 1n logM2,n − δ) ∈ cl[
∞⋃
n=1
⋃
p,Ψ
⋂
s∈S
1
n
Cˆ(N ⊗ns ,p,Ψ)]. (34)
6.2 Proof of the direct part
In this section we prove the following lemma.
Lemma 22. Let J := {Ns}s∈S ⊂ C(HA,HB) be any compound quantum channel. It holds
cl
( ∞⋃
l=1
1
l
⋃
p,Ψ
⋂
s∈S
Cˆ(N ⊗ls ,p,Ψ)
)
⊂ CCET (J ). (35)
In the first step towards proving the above statement, we restrict the encoder to maximally mixed state
inputs. The final result will then be a generalization by way of which we lift this restriction. We state
the first instance of the classically enhanced codes, satisfying classical and quantum error criteria in the
following lemma.
Lemma 23. Let J := {Ns}s∈S ⊂ C(HA,HB) be any quantum compound channel. For finite alphabet X , subspaces
(Gx)x∈X ,Gx ⊂HA ∀x ∈ X , p ∈ P (X ),Vπ : X → S (HA) with Vπ(x) = πx,x ∈ X , each δ > 0 and large enough values
of n, there exists an (n,M1,n ,M2,n) CET code withM2,n = dim(FA,n) such that
1. 1n logM2,n ≥ infs∈S I(A〉BX,ω(Ns ,p,Φ))− δ,
2. 1n logM1,n ≥ infs∈S I(X;B,ω(Ns ,p,Φ)) − cδ with some constant c > 0 and ω(Ns,p,Φ) defined by (5) for
Φ := (Φx : x ∈ X ) defined as in Section 5.1,
3. infs∈Sminm∈[M1,n] P(CCET ,N ⊗ns ,m) ≥ 1− ǫn, with ǫn → 0 exponentially as n→∞.
Proof. Let Jτ ⊂ J be as defined in Appendix A, Lemma 40 with index set Sτ . According to Lemma 19, for
δ > 0 and large enough values of n ∈N, we find pairs (um,Λm)m∈[M1,n] with 1n logM1,n ≥mins∈Sτ I(X;B,ω(Ns ,p,Φ))−
cδ, such that for channel Vπ we have
min
s∈Sτ
min
m∈[M1,n]
tr(Λm(Ns ◦Vπ)⊗n(um)) = min
s∈Sτ
min
m∈[M1,n]
tr(Λm ◦N ⊗ns (πum )) ≥ 1− ǫ1,n, (36)
for um ∈ T np,δ and ǫ1,n going to zero exponentially. Given um ∈ T np,δ for each m, according to Lemma 13,
there exists a family of entanglement transmission codes (P (m)i ,R˜i
(m)
)
|Xum |
i=1 with rate
1
n logM2,n ≥
mins∈Sτ I(A〉BX,ω(Ns,p,Φ)) − δ, such that πum is exactly the output of the average of encoding operations
(third statement of the lemma) and
min
s∈Sτ
min
m∈[M1,n]
1
|Xum |
|Xum |∑
i=1
Fe(πFA,n ,R˜
(m)
i ◦N ⊗ns ◦P
(m)
i ) ≥ 1− ǫ2,n (37)
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with ǫ2,n → 0 exponentially. Thus (36) yields
min
s∈Sτ
min
m∈[M1,n]
1
|Xum |
|Xum |∑
i=1
tr(ΛmN ⊗ns (P (m)i (πFA,n )) ≥ 1− ǫ1,n. (38)
Following [16], the encoding and decoding maps are given by (P (m)i ,R
(m)
i )
|Xum |
i=1 with
R(m)i (ρ) = R˜i
(m)
(
√
Λmρ
√
Λm).
It can be observed that for each i we have
∑
m∈[M1,n]R
(m)
i ∈ C(H⊗nB ,FB,n).
From (38) we obtain
min
s∈Sτ
min
m∈[M1,n]
1
|Xum |
|Xum |∑
i=1
tr(R(m)i ◦N ⊗ns (P
(m)
i (πFA,n ))) ≥ 1− ǫ1,n. (39)
We define the following state
χ
(m)
i,s := [id⊗ (N ⊗ns ◦P
(m)
i )](ΦFA,n ),
where ΦFA,n is a maximally entangled state given by purification of πFA,n . From (38) we obtain
min
s∈Sτ
min
m∈[M1,n]
1
|Xum |
|Xum |∑
i=1
trχ
(m)
i,s (id⊗Λm) ≥ 1− ǫ1,n. (40)
Set γi,s,m := trχ
m
i,s(id ⊗Λm). It is clear that if γi,s,m = 0, we have (42). To prove this equation for the case
where γi,s,m > 0, we observe that by the gentle measurement lemma (Lemma 46), we have for all i,m,s
‖ (id⊗
√
Λm)(χ
m
i,s)(id⊗
√
Λm)
γi,s,m
−χ(m)i,s ‖1≤ 2
√
1−γi,s,m
and hence by monotonicity of trace distance under CPTP maps we obtain
‖ 1
γi,s,m
(id⊗R(m)i )(χ
(m)
i )− (id⊗ R˜
(m)
i )(χ
(m)
i ) ‖1≤ 2
√
1−γi,s,m. (41)
Applying Lemma 41 and averaging with respect to index i, the above inequality yields
1
|Xum |
|Xum |∑
i=1
Fe(πFA,n ,R
(m)
i ◦N ⊗ns ◦P
(m)
i ) ≥
1
|Xum |
|Xum |∑
i=1
(Fe(πFA,n ,R˜
(m)
i ◦N ⊗ns ◦P
(m)
i )− 2
√
1−γi,s,m)γi,s,m . (42)
To give a suitable lower bound for (42), we use Lemma 49. We observe that,
1
|Xum |
|Xum |∑
i=1
Fe(πFA,n ,R˜
(m)
i ◦N ⊗ns ◦P
(m)
i )− 2
√
1−γi,s,m ≥
1
|Xum |
|Xum |∑
i=1
Fe(πFA,n ,R˜
(m)
i ◦N ⊗ns ◦P
(m)
i )− 2
√√
1− 1|Xum |
|Xum |∑
i=1
γi,s,m
≥ 1− ǫ2,n − 2√ǫ1,n, (43)
where in the first inequality we have used concavity of the square function along with Jensen’s inequality,
and in the second one we have used the bounds from (37) and (40). Setting ǫ3,n := max{ǫ2,n − 2√ǫ1,n,ǫ1,n},
by Lemma 49, (43), (40) and (42) imply
1
|Xum |
|Xum |∑
i=1
Fe(πFA,n ,R
(m)
i ◦N ⊗ns ◦P
(m)
i ) ≥ 1− 2ǫ3,n. (44)
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This means that for each m there exists a value i(m) such that:
1
|Sτ |
∑
s∈Sτ
Fe(πFA,n ,R
(m)
i(m)
◦N ⊗ns ◦P (m)i(m)) ≥ 1− 2ǫ3,n.
Therefore settingR :=∑m∈[M1,n] |m〉〈m|⊗R(m)i(m) and Pm := P (m)i(m) for allm ∈ [M1,n] for all s ∈ Sτ andm ∈ [M1,n],
we have for CCET := (Pm,Rm)m∈[M1,n] with
P(CCET ,N ⊗ns ,m) = F(|m〉〈m| ⊗ΦAB, idFA,n ⊗R◦N ⊗ns ◦Pm)
= Fe(πFA,n ,R
(m)
i(m) ◦N ⊗ns ◦P
(m)
i(m)) ≥ 1− 2|Sτ |ǫ3,n. (45)
By the third property of Jτ stated under Lemma 40, we have for all s ∈ S and m ∈ [M1,n]
P(CCET ,N ⊗ns ,m) ≥ 1− 2|Sτ |ǫ3,n − 2nτ,
Given that we find |Sτ | ≤ ( 6τ )2(d·d
′)2 , choosing τ = ǫ
1
4(d·d′ )2
3,n , we have the desired exponential decay of error.
Also we obtain the desirable rates as Jτ ⊂ J .
We now run an instance of concatenation upon codes from Lemma 23, to achieve suitable codes without
the restriction imposed by Vπ. The method used here for lifting this restriction is rather elementary
3 given
that the input state can be decomposed as a convex combination of maximally mixed states.
Lemma 24. For compound channel J := {Ns}s∈S ⊂ C(HA,HB), p ∈ P (X ), V : X → S (HA) and large enough
values of n, there exists a CET codes, CCET := (P (m),R(m))m∈[M1,n] such that
1. liminfn→∞ 1n logM2,n ≥ infs∈S I(A〉BX,ωs(Ns,p,Ψ)),
2. liminfn→∞ 1n logM1,n ≥ infs∈S I(A;B,ωs(Ns,p,Ψ)) hold with ωs(Ns ,p,Ψ) defined by (5),
3. infs∈Sminm∈[M1,n] P(CCET ,N ⊗n,m) ≥ 1− ǫn,
with ǫn → 0 exponentially as n→∞.
Proof. For x ∈ X , let V (x) have the spectral decomposition
V (x) =
∑
y∈Y
qx(y) |φyx〉〈φyx | ,
with Y an alphabet with |Y | = dim(HA), {|φyx〉}y∈Y an ONB and qx ∈ P (Y ) for each x ∈ X . It can be seen that
for l ∈N and xl ∈ X l we have
V ⊗l (xl ) =
∑
yl∈Y l
qxl (y
l ) |φyl
xl
〉〈φyl
xl
| . (46)
For each xl ∈ X l and λ ∈ T (X ×Y , l), define the following sets
Aλ(xl ) := {yl : (xl ,yl ) ∈ T lλ}. (47)
Given the properties of typical sets, it can be observed that Aλ(xl )
⋂Aλ′ (xl ) = ∅ for all pairs (λ,λ′) with
λ , λ′. Also,
⋃
λ∈T (X×Y ,l)Aλ(xl ) = Y l . Given these properties, from (46) we obtain
V ⊗l(xl ) =
∑
λ∈T (X×Y ,l)
qxl (λ)
∑
yl∈Aλ(xl )
|φyl
xl
〉〈φyl
xl
| =
∑
λ∈T (X×Y ,l)
qxl (λ)π
λ
xl
, (48)
with πλ
xl
:= 1|Aλ(xl )|
∑
yl∈Aλ(xl ) |φ
yl
xl
〉〈φyl
xl
| and qxl (λ) = qxl (yl )|Aλ(xl )| for any yl ∈ Aλ(xl ). The above decomposi-
tion therefore comes from the fact that for all yl ∈ Aλ(xl ), qxl (yl ) is constant. Define probability distribution
r ∈ P (X l ,T (X ×Y , l)) with r(xl ,λ) = pl(xl )qxl (λ). Also define the state
σs :=
∑
(xl ,λ)∈X l×T (Y ,l)
r(xl ,λ) |exl 〉〈exl |X ⊗ |eλ〉〈eλ|T ⊗1H⊗lA ⊗N
⊗l
s (Φ
λ
xl
),
3Compare with BSST type lemmas used for instance in [7]
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where Φλ
xl
is a purification of πλ
xl
, a maximally entangled state on subspace Gλ
xl
⊂H⊗lA . According to Lemma
23, for Vπ : Vπ(x
l ,λ) = πλ
xl
, large enough values of a ∈N and δ > 0, we find a subspace FA,a·l ⊂ H⊗a·lA with
dim(FA,a·l ) =M2,a·l with
1
a
logM2,a·l ≥ inf
s∈S
I(A〉BTX,σs)− δ (49)
≥ inf
s∈S
I(AT 〉BX,σs)− δ (50)
≥ inf
s∈S
I(A〉BX, (σXABs )⊗l )− S(T )σ − δ
≥ inf
s∈S
I(A〉BX, (σXABs )⊗l )−dim(HA ⊗HB) log(l +1)− δ. (51)
The first inequality comes from an application of Lemma 23, second and third from well-known inequal-
ities (see e.g. [29]) between joint and conditional entropies. We have also used S(T )σ ≤ log |T (X ×Y , l)| ≤
dim(HA ⊗HB) log(l +1) and the marginal state
(σXABs )
⊗l :=
∑
xl∈X l
pl(xl ) |exl 〉〈exl | ⊗
∑
λ
qxl (λ)1H⊗lA ⊗N
⊗l
s (Φ
λ
xl
)
=
∑
xl∈X l
pl(xl ) |exl 〉〈exl | ⊗1H⊗lA ⊗N
⊗l
s (Ψxl )
= ω⊗ls (Ns ,p,Ψ),
where Ψxl is a purification of V
⊗l(xl ) and ωs(Ns ,p,Ψ) is defined by (5). We use ωs to denote this state.
From (49) we have
1
l · a logM2,a·l ≥
1
l
inf
s∈S
I(A〉BX,ω⊗ls )−
dim(HA ⊗HB) log(l +1)
l
− δ
l
= inf
s∈S
I(A〉BX,ωs)− dim(HA ⊗HB) log(l +1)l −
δ
l
. (52)
Again from Lemma 23 we have for δ > 0,
1
a
logM1,a·l ≥ inf
s∈S
I(A;B,σs)− δ
= inf
s∈S
S(
∑
xl
∑
λ
pl(xl )qxl (λ)N ⊗ls (πλxl ))−
∑
xl
∑
λ
pl(xl )qxl (λ)S(N ⊗ls (πλxl ))− δ
≥ inf
s
S(
∑
xl
∑
λ
pl(xl )qxl (λ)N ⊗ls (πλxl ))−
∑
xl
pl(xl )S(N ⊗ls (
∑
λ
qxl (λ)π
λ
xl
))− δ
= inf
s∈S
I(A;B,ω⊗ls )− δ
and hence
1
a · l logM1,a·l ≥ infs∈S I(A;B,ωs)−
δ
l
. (53)
For any block-length n ∈N, we can write n = a · l + r for a, l, r ∈N and 0 ≤ r < l. For all 0 ≤ r < l, we use
the above (a · l,M1,a·l ,M2,a·l ) CET codes to achieve the desired rate, observing that
liminf
n→∞
1
n
Mi,n ≥ liminf
a→∞
1
a · lMi,a·l , i = 1,2.
and that P(CCET ,N ⊗n,m) ≥ P(CCET ,N ⊗a·l ,m) for all m ∈ [Ma·l ].
Proof of Lemma 22. According to Lemma 24,
(R1,R2) ∈
⋃
p,Ψ
⋂
s∈S
Cˆ(Ns ,p,Ψ)
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implies (R1,R2) ∈ CCET (J ). Using standard double-blocking arguments, for each l ∈N,
(R1,R2) ∈
∞⋃
l=1
1
l
⋃
p,Ψ
⋂
s∈S
Cˆ(N ⊗ls ,p,Ψ)
implies (R1,R2) ∈ CCET (J ).
7 Proofs for the arbitrarily varying quantum channel
In this section we consider the task of simultaneous entanglement and classical message transmission in
the AVQC model. We derive results for the CET capacities of such channels, when the uncertainty set
generating the AVQC is finite. After proving the converse part in the following section, we have used
Ahlswede’s robustification and elimination techniques to derive suitable codes from compound codes de-
veloped so far to prove the direct part of the capacity theorem. Also we will remark the relevant positivity
conditions based on results from [3].
7.1 Proof of converse
In this section, we prove the following lemma.
Lemma 25. Let J := {Ns}s∈S ⊂ C(HA,HB) with |S | <∞ be an AVQC. We have
Ar,CET (J ) ⊂ CCET (conv(J )).
Proof. Let (µl )
∞
l=1 be a sequence of random codes for AVQC generated by J with
lim
l→∞
inf
sl∈S l
∫
1
M1,l
∑
m∈[M1,l ]
gsl (P (m),R(m)) dµl(P (m),R(m))m∈[M1,l ] = 1 (54)
with function gsl defined by (6) and (P (m),R(m))m∈[M1,l ] denoting the members of the singleton sets from the
respective sigma-algebra. On the other hand, for the compound channel conv(J ) and each Nq ∈ conv(J )
we have ∫
1
M1,l
∑
m∈[M1,l ]
F(|m〉〈m| ⊗ΦAB, idH⊗lA ⊗R◦N
⊗l
q ◦P (m)(ΦAA)) dµl(P (m),R(m))m∈[M1,l ] =
∑
sl∈S l
ql(sl )
∫
1
M1,l
∑
m∈[M1,l ]
gsl (P (m),R(m)) dµl(P (m),R(m))m∈[M1,l ] ≥
inf
sl∈S l
∫
1
M1,l
∑
m∈[M1,l ]
gsl (P (m),R(m)) dµl(P (m),R(m))m∈[M1,l ] ≥ 1− ǫl ,
with ǫl ց 0. The last inequality comes from (54). This yields
inf
q∈P (S)
∫
1
M1,l
∑
m∈[M1,l ]
F(|m〉〈m| ⊗ΦAB, idH⊗lA ⊗R◦N
⊗l
q ◦P (m)(ΦAA))dµl(P (m),R(m))m∈[M1,l ]
≥ 1− ǫl .
This means∫
1
M1,l
∑
m∈[M1,l ]
F(|m〉〈m| ⊗ΦAB, idH⊗lA ⊗R◦
1
|P (S)|
∑
q∈P (S)
N ⊗lq ◦P (m)(ΦAA))dµl (P (m),R(m))m∈[M1,l ]
≥ 1− ǫl ,
that in turn implies the existence of at least one CET code (P (m),R(m))m∈[M1,l ] for compound channel
conv(J ) with average error lower-bounded by 1− |P (S)|ǫl . We therefore conclude
Ar,CET (J ) ⊂ CCET (conv(J )).
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7.2 Proof of the direct part
In this section, we prove the following two lemmas, that along with the converse shown in the previous
section, prove the first part of Theorem 12.
Lemma 26. Let J := {Ns}s∈S ⊂ C(HA,HB) with |S | <∞ be an AVQC. We have
CCET (conv(J )) ⊂ Ar,CET (J ). (55)
Lemma 27. Let J := {Ns}s∈S ⊂ C(HA,HB) with |S | <∞ be an AVQC. Ad,CET (J ) , {(0,0)} impliesAd,CET (J ) =
Ar,CET (J ).
To prove the second part of Theorem 12, we invoke the following result from [3].
Theorem 28. ([3] Theorem 40) Let J = {Ns}s∈S ⊂ C(HA,HB), |S | <∞, be and AVQC. Then J is symmetrizable
if and only if for all {ρ1, . . . ,ρM } ⊂ S (H⊗lA ),M,l ∈N,M ≥ 2, and POVMs {Dm}Mm=1 on H⊗lB ,
inf
sl∈S l
1
M
M∑
m=1
(1− tr(Nsl (ρm)Dm)) ≥ 1/4
holds.
This result, along with the following lemma, prove the second part of Theorem 12.
Lemma 29. Let (P ,R) be an (M,l) entanglement transmission code for AVQC J = {Ns}s∈S ⊂ C(HA,HB) with
F(ΦAB, idH⊗lA ⊗R◦Nsl ◦P (Φ
AA)) ≥ 1− ǫ ∀sl ∈ S l . (56)
Then, there exist {ρ1, . . . ,ρM } ⊂ S (H⊗lA ) and POVM {Dm}m∈[M] on H⊗lB such that
1
M
M∑
m=1
tr(DmNsl (ρm)) ≥ 1− ǫ ∀sl ∈ S l (57)
holds.
Proof. The proof follows directly from the convexity of entanglement fidelity in its first input and that
F(ΦAB, idH⊗lA ⊗R◦Nsl ◦P (Φ
AA)) = Fe(πFA,l ,R◦Nsl ◦P ).
Defining for each m ∈ [M], Dm := R∗(|m〉〈m|) and ρm := P (|m〉 〈m|) with R∗ the Hilbert-Schmidt adjoint of
channel R and spectral decomposition πFA,l = 1M
∑
m∈[M] |m〉〈m|, we carry the lower bound on (56) to (57).
Lemma 29 and Theorem 28 show that J is symmetrizable if and only if there exist no CET codes
(P (m),R(m))m∈M with M ≥ 2, such that we have infsl∈S l 1M
∑
m∈[M] gsl (P (m),R(m)) ≥ 34 . This in turn implies
the second part of Theorem 12.
Proof of Lemma 26. In Section 6.2 (Lemma 22, Lemma 24), it was shown that for large enough values of
l ∈N there exists CET codes (P˜ (m),R˜(m))m∈[M1,] of (l,M1,l ,M2,l ) for compound channel conv(J ) that achieve
the optimum capacity region of this channel CCET (conv(J )) with
inf
q∈P (S)
1
M1,l
∑
m∈[M1,l ]
F(|m〉〈m| ⊗ΦAB, idH⊗lA ⊗ R˜ ◦N
⊗l
q ◦P (m)(ΦAA)) ≥ 1− ǫl (58)
with ǫl → 0 exponentially. Since
N ⊗lq = (
∑
s∈S
q(s)Ns)⊗l =
∑
sl∈S l
ql (sl )Nsl ,
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from (58) we obtain,
inf
q∈P (S)
∑
sl∈S l
ql(sl )
1
M1,l
∑
m∈[M1,l ]
F(|m〉〈m| ⊗ΦAB, idH⊗lA ⊗ R˜ ◦Nsl ◦P
(m)(ΦAA)) ≥ 1− ǫl . (59)
Defining the function f : S l → [0,1] with
f (sl ) :=
1
M1,l
∑
m∈[M1,l ]
gsl (P˜ (m), R˜(m)),
from (59) we obtain
inf
q∈P (S)
∑
sl∈S l
ql(sl )f (sl ) ≥ 1− ǫl . (60)
Therefore the hypothesis of Ahlswede’s robustification (Lemma 48) is satisfied and hence
1
l!
∑
α∈Sl
1
M1,l
∑
m∈[M1,l ]
gsl (UA,α ◦ P˜ (m), R˜(m) ◦U−1B,α) ≥ 1− (l +1)|S |ǫl , (61)
where UX,α(·) = UX,α(·)U†X,α with UX,α is a unitary on H⊗lA , permuting the tensor factors on this Hilbert
space according to α, i.e.
UX,αx1 ⊗ · · · ⊗ xl = xα(1) ⊗ . . . xα(l).
Therefore the uniform distribution over the set {(P (m)α ,R(m)α )m∈[M1,l ] : α ∈ Sl} with
P (m)α := UA,α ◦ P˜ (m)
and
R(m)α := R˜(m) ◦U−1B,α ,
yield the desired random CET code for arbitrarily varying channel generated by J . Hence we conclude
that (R1,R2) ∈ CCET (conv(J )) implies (R1,R2) ∈ Ar,CET (J ).
To prove Lemma 27, we need the following statement.
Lemma 30. Let J := {Ns}s∈S with |S | <∞ be an AVQC, l ∈N, µl an (l,M1,l ,M2,l ) random CET code for J with
inf
sl∈S l
∫
1
M1,l
∑
m∈[M1,l ]
gsl (P (m),R(m))dµl(P (m),R(m))m∈[M1,l ] ≥ 1− ǫl (62)
for a sequence (ǫl )l∈N such that ǫl ց 0. Then, for ǫ ∈ (0,1) and sufficiently large l ∈N, there exist l2 (l,M1,l ,M2,l )
CET codes {(P (m)i ,R
(m)
i )m∈[M1,l ]} with
1
l2
l2∑
i=1
1
M1,l
∑
m∈[M1,l ]
gsl (P (m)i ,R
(m)
i ) ≥ 1− ǫ (∀sl ∈ S l ).
Proof. Let for K ∈ N, (Λ(m)i ,Γ
(m)
i )m∈[M1,n] for i = 1, . . . ,K be independent random variables with values in
C(FA,l ,H⊗lA )M1,l ×Ωl distributed according to µ⊗Kl . We use the shorthand notation
hsl (i) :=
1
M1,l
∑
m∈[M1,l ]
gsl (Λ
(m)
i ,Γ
(m)
i ).
For every sl ∈ S l , an application of Markov’s inequality for every ǫ ∈ (0,1) and γ > 0 yields
P[1− 1
K
K∑
i=1
hsl (i) ≥ ǫ/2] = P[2Kγ−γ
∑K
i=1 hsl (i) ≥ 2Kγ(ǫ/2)] ≤ 2−Kγ(ǫ/2)E[2γ(K−
∑K
i=1 hsl (i))]. (63)
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We now upper-bound the expectation in (63).
E[2γ(K−
∑K
i=1 hsl (i))] = (E[2γ(1−hsl (1))])K ≤ (E[(1 + 2γ (1− hsl (1)))])K ≤ (1 + 2γǫl )K . (64)
The second inequality is due to the fact that (Λ
(m)
i ,Γ
(m)
i )m∈[M1,n] are i.i.d for i = 1, . . . ,K , the first inequality
comes from 2γt ≤ (1− t)20·γ + t2γ ≤ 1+2γt for t ∈ [0,1] and last inequality comes from (62). For K = l2 and
γ = 2 therefore, there exists l0(ǫ) ∈N such that for l ≥ l0(ǫ)
(1 + 2γǫl )
l2 ≤ 2l2(ǫ/2). (65)
Therefore we obtain from (63), (64) and (65),
P[1− 1
l2
l2∑
i=1
hsl (i) ≥ ǫ/2] ≤ 2−l
2(ǫ/2).
Applying the union bound on the last inequality yields
P[
1
l2
l2∑
i=1
hsl (i) > 1− ǫ/2,∀sl ∈ S l ] ≥ 1− |S |l2−l
2(ǫ/2),
which implies that there is a realization (P (m)i ,R
(m)
i )m∈[M1,l ], i = 1, . . . l
2 with
1
l2
l2∑
i=1
1
M1,l
∑
m∈[M1,l
gsl (P (m)i ,R
(m)
i ) > 1− ǫ/2 ∀sl ∈ S l ,
when |S |l2−l2(ǫ/2) < 1 which is possible for sufficiently large values of l.
Proof of Lemma 27. By assumption, for ǫ ∈ (0,1) there exists a (rl , l2,1) deterministic CET code (P˜ (m),R˜(m))l2m=1
with
1
l2
l2∑
m=1
gsrl (P˜ (m),R˜(m)) ≥ 1− ǫ ∀srl ∈ Srl , (66)
with rl = o(l). This is because if the capacity region is not equal to the point (0,0), R1 (intersection of
the capacity region with the x-axis), is definitely larger than zero (see Lemma 29). On the other hand, let
(R1,R2) ∈ Ar,CET . By Lemma 30, this implies the existence of l2 (l,M1,l ,M2,l ) CET codes {Pˆ (m)i ,Rˆ
(m)
i : i ∈ [l2]}
of the same rate with
1
l2
l2∑
i=1
1
M1,l
M1,l∑
m=1
gsl (Pˆ (m)i ,Rˆ
(m)
i ) ≥ 1− ǫ ∀sl ∈ S l . (67)
Define CPTP maps
P (m)(a⊗ b) := 1
l2
l2∑
i=1
P˜ (i)(a)⊗ Pˆ (m)i (b),
R(m)(c ⊗ d) :=
l2∑
i=1
R˜(i)(c)⊗ Rˆ(m)i (d).
We have
1
M1,l
M1,l∑
m=1
gsrl+l (P (m),R(m)) =
1
l2 ·M1,l
M1,l∑
m=1
F(ΦAB, idH⊗rl+lA
⊗
l2∑
i=1
R˜(i) ⊗ Rˆ(m)i ◦Nsrl ⊗Nsl ◦
l2∑
j=1
P˜ (j) ⊗ Pˆ (m)i (ΦAA))
≥ 1
l2
l2∑
i=1
1
M1,l
M1,l∑
m=1
F(Φ˜AB, idH⊗rlA
⊗ R˜(i) ◦Nsrl ◦ P˜ (j)(Φ˜AA))
× F(ΦˆAB, idH⊗lA ⊗ Rˆ
(m)
i ◦⊗Nsl ◦ Pˆ
(m)
i (Φˆ
AA)), (68)
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where Φ˜XY and ΦˆXY aremaximally entangled states. The inequality above is due to the fact that gsrl+l (P (m),R(m))
is non-negative for all m and sl+rl . Applying Lemma 49 on (68), given (66) and (67) we conclude
1
M1,l
M1,l∑
m=1
gsrl+l (P (m),R(m)) ≥ 1− 2ǫ.
As rl = o(l), this implies (R1,R2) ∈ Ad,CET (J ). This in turn impliesAr,CET (J ) ⊂ Ad,CET (J ). As the inclusion
Ad,CET (J ) ⊂ Ar,CET (J ) is obvious, we are done.
8 Simultaneous classical message and entanglement transmission over
fully quantum AVCs
In this section, we consider simultaneous transmission of classical messages and entanglement over an
an arbitrarily varying quantum channel with a quantum jammer. Let N ∈ C(HA ⊗HJ ,HB) be a quantum
channel whose input space is a tensor product of a Hilbert space HA (the legitimate sender’s space) and
a Hilbert space HJ which is under control of a quantum jammer. We consider a situation, where for
each given block-length n, the jammer may choose any state η on H⊗nJ as input in order to disturb the
transmission of the legitimate parties.
The Arbitrarily Varying Quantum Channel (AVQC) generated by N is given by the family
{
Nn,σ (·) :=N ⊗n(· ⊗ σ) : σ ∈ S (H⊗nJ ),n ∈N
}
(69)
of CPTP maps4. The above channel model already has been under consideration in case of univari-
ate transmission goals. Karumanchi et al. [22] utilized the postselection technique from [14] to de-
rive correlated random codes for the AVQC from good codes for the compound channel generated by
I := {Nσ := N (·,σ) : σ ∈ S (HJ )}. This approach turned out to be successful to determine the random en-
tanglement transmission capacity for the AVQC. In recent work [8], the above mentioned techniques were
used to also characterize the random classical message transmission capacity of the AVQC. Going beyond,
the authors of [8] introduced a derandomization technique to derive a dichotomy for the entanglement
and classical message transmission capacities of the QAVC. The deterministic capacity is zero or it equals
the random capacity. We show, that the ideas of the mentioned works together with the results derived in
this paper are sufficient to determine the random capacity and establish a partial characterization of the
deterministic capacity in terms of a dichotomy also in case of simultaneous transmission of entanglement
and classical messages.
The definitions for the corresponding capacity regions can be easily extrapolated from the corresponding
definitions in Section 4.2 using the set of transmission maps in (69). We denote the random CET capacity re-
gion ofN by Ar,CET (N ) and the deterministic CET capacity by Ad,CET (N ). First, we give a characterization
of the random CET capacity Ar,CET (N ) of the AVQC with fully quantum jammer.
Theorem 31. LetN ∈ C(HA ⊗HJ ,HB), and I := {Nσ : σ ∈ S (HJ )}. It holds
Ar,CET (N ) = CCET (I) (70)
The ⊃ inclusion in (31) is obvious. To show the reverse inclusion, we will invoke the ” robustification
” statement in Proposition 33 below. In the derivations, the following representation of the permutation
group Sn on n-fold tensor product spaces plays a key role. Let for each π ∈ Sn, Uπ be the unitary exchang-
ing the factors in H⊗n, i.e.
Uπ x1 ⊗ · · · ⊗ xn = xπ(1) ⊗ · · · ⊗ xπ(n)
for each x1, . . . ,xn ∈ H. We set Uπ(·) := Uπ(·)U ∗π. In UA,π, UB,π ,UJ ,π denote the corresponding maps per-
formed on the subsystems under control of A,B,J accordingly. A rather powerful result for states being
invariant under permutations of the tensor factors is the following.
4Although acronym ”AVQC” is also used for the somewhat more restrictive channel model introduced in Section 4.2, it should be
apparent from context, which of these models is considered.
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Proposition 32 (de Finetti reduction [14]). Let ρ ∈ S (H⊗n) permutation invariant, i.e. Uπ(ρ) = ρ for each
π ∈ Sn. It holds
ρ ≤ (n+1)(dimH)2
∫
σ⊗ndµ(σ)
with a probability measure µ.
Proposition 33. Let C := (Pm,Rm)M1m=1 be an (n,M1,M2)-CET code such that with λ ∈ (0,1)
inf
σ∈S (HJ )
PCET (C,N ⊗nσ )) ≥ 1−λ
holds. With Cπ := (UA,π ◦Pm,Rm ◦UB,π−1 ) for each π ∈ Sn, it holds
inf
τ∈S (H⊗nJ )
1
n!
∑
π∈Sn
PCET (Cπ ,Nn,τ) ≥ 1− (n+1)(dimHJ )2 ·λ.
Proof. The proof closely follows the lines of [22]. Set dJ := dimHJ . By permutation invariance ofN ⊗n, the
equality
UB,π−1 ◦N ⊗n ◦ (UA,π ⊗ id⊗nHJ ) =N
⊗n ◦ (id⊗nHA ⊗UJ ,π−1) (71)
holds for each permutation π ∈ Sn. Using (71) together with the fact, that PCET is an affine function of the
channel, we obtain
1
n!
∑
π∈Sn
PCET (Cπ,Nn,τ ) = PCET (C,Nn,τ )
for each τ ∈ S (H⊗nJ ), where τ := 1/n!
∑
π∈Sn Uπ(τ). Define T∗ to be the Hilbert-Schmidt adjoint of the map
σ 7→ 1
M1
M1∑
m=1
id⊗Rm ◦Nn,σ ◦Pm(Φ).
We write
1−PCET (C,Nn,τ ) = trXτ, (72)
with the matrix X := 1 − T∗(Φ) (note that 0 ≤ X ≤ 1 holds.) Using Proposition 32 together with linearity
and monotonicity of the integral, we have
trXτ ≤ (n+1)d2J
∫
trXσ⊗n dµ(σ)
≤ (n+1)d2J sup
σ∈S (H)
trXσ⊗n.
≤ (n+1)d2J ·λ.
Which is, by (72), the desired bound.
Proof of Theorem 31 (Direct part). The statement CCET (I) ⊂ Ar,CET (N ) directly follows from combining
the results from Section 6.2 (Lemma 22 and Lemma 24) with Proposition 33. Let (Cn)∞n=1 be a sequence of
(n,M1,n ,M2,n)-CET codes with
inf
σ∈S (HJ )
PCET (Cn,N ⊗nσ ) ≥ 1− 2−nc
with a constant c > 0 for each large enough n. Let µ˜n be the uniform distribution on Sn, and f (π) := Cn,π .
Then µ˜n ◦ f −1 is an (n,M1,n ,M2,n) random CET code, such that
E
[
inf
σ∈S (HJ )
PCET (·,Nn,σ )
]
≥ 1− (n+1)d2J · 2−nc.
Since the right hand side of the above inequality tends to one for n → ∞, every rate pair (R1,R2) being
achievable for the compound channel I, is also achievable by random codes for the AVQCN .
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Next we show, using a derandomization technique introduced in [8], the following statement.
Theorem 34 (Dichotomy for Ad,CET ). Ad,CET (N ) equals {(0,0)} or Ar,CET (N )
Remark 35. The above statement quantifies the deterministic capacity region of the AVQC up to a blind spot. It
is an open question whether or not there are channels for which Ad,CET (N ) = {(0,0)} and {(0,0)} ( Ar,CET (N )
does happen.
Fact 36. For a Hermitian matrix A ∈ L(H), and α > 0, it holds A ≤ α1 if and only if trσA ≤ α for all σ ∈ S (H).
Proposition 37 ([2], Theorem 19). Let X1, . . . ,XT be i.i.d. hermitian random matrices with 0 ≤ Xi ≤ 1 a.s. for
all i ∈ [T ], and EX1 ≤ m1 ≤ a1 ≤ A. Then
P
 1T
T∑
t=1
Xt ≥ a1H
 ≤ dimH · exp(−T2(a−m)2)
Proof of Theorem 34. We consider the non-trivial case Ad,CET , {(0,0)}.
Let (R1,R2) ∈ Ar,CET (N ) \ {(0,0)}. We aim to show that (R1,R2) is also achievable with deterministic
codes. Since Ad,CET , {(0,0)}, we find, for each large enough blocklength n an (n,M˜1,M˜2)-CET code
C(1) := (P (1)m ,R(1)m )M˜1m=1 with M˜1 ≥ 2lR˜, where R˜ > 0 is a constant, and
inf
σ∈S (H⊗lJ )
PCET (C(1),Nn,σ ) ≥ 1− ǫl (73)
with ǫn → 0 for n→∞. Set for each n, an := ⌈2logn/R˜⌉, and bn := n−an, i.e. n = an+bn. If n is large enough,
we have a random (n,M1,M2)-CET code µbn such that
1
bn
logMi ≥ Ri − δ, for i = 1,2, and
Eµbn
inf
σ∈S (H⊗bnJ )
PCET (·,Nn,σ ) ≥ 1− 2−bnc. (74)
For simplicity, we assume µbn to be finitely supported on {C1, . . . ,CT ′ } (which is possible by the explicit
construction of a finite random code in Proposition 33). Note, that we can write
1−PCET (Ct ,Nbn ,σ ) = trEtσ (75)
with a matrix 0 ≤ Et ≤ 1 for each t ∈ [T ′]. By (74) and (75), together with linearity of expectation, it holds
inf
σ∈H⊗bnJ
trEσ = Eµbn
1− inf
σ∈H⊗bnJ
PCET (·,Nn,σ )
 ≤ 2−bnc , (76)
where we defined E := EµbnEt . By Fact 36, combined with the bound in (76), E ≤ 2−nc1. Let X(1), . . .X(M˜1)
be i.i.d. random matrices, each distributed according to µbn . By Proposition 37, It holds
P
 1M˜1
M˜1∑
t=1
Et ≥
(
2−nc + 1
n
)
1
 ≤ dbnJ exp
(
−M˜1/n2
)
. (77)
By our choice of an, the RHS of (77) is strictly smaller than one for each large enough n. Therefore, we find
C1, . . . ,CM˜1 such that
1− 1
M˜1
M˜1∑
t=1
PCET (Ct ,Nn,σ ) ≤ 2−bnc + 1n := γn
holds. Let Ct = (P (2)t,m,R(2)t,m)M1m=1. We define an (n,M1,M2) deterministic CET code C = (Pm,Rm)M1m=1 with
Pm := 1
M˜1
M˜1∑
t=1
P (1)t (π1)⊗P (2)t,m, and Rm := trH⊗an ◦
M˜1∑
t=1
R(1)t ⊗R(2)t,m
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To evaluate the fidelity of the above code, we notice, that for each σ ∈ S (H⊗nJ ), t ∈ [M˜1],m ∈ [M1]
F(Φ1 ⊗Φ2, id⊗◦R(1)t ⊗R(2)t,m ◦Nn,σ ◦P (1)t ⊗P (2)t,m(Φ1 ⊗Φ2)) = trF(1)t ⊗ F(2)t,mσ (78)
holds with effects F
(1)
t , F
(2)
t,m. This is advantageous, since
1
M˜1
M˜1∑
t=1
trF
(1)
t τ = PCET (C(1),Nan,τ ) ≥ 1− ǫn,
and
1
M1
1
M˜1
M˜1∑
t=1
M1∑
m=1
trF
(2)
t,mτ = PCET (C(2)t ,Nbn ,τ) ≥ 1−γn.
We have for each σ ∈ S (H⊗nJ )
PCET (C,Nn,σ )
=
1
M1M˜1
M˜1∑
t,t′=1
M1∑
m=1
F
(
Φ2, idH⊗bnJ
⊗ trH⊗anJ ◦R
(1)
t′ ⊗R
(2)
t′ ,m ◦Nn,σ ◦P
(1)
t (π1)⊗P (2)t,m(Φ2)
)
≥ 1
M1M˜1
M˜1∑
t,t′=1
M1∑
m=1
F
(
Φ1 ⊗Φ2, idH⊗bnJ ⊗R
(1)
t′ ⊗R
(2)
t′ ,m ◦Nn,σ ◦P
(1)
t ⊗P (2)t,m(Φ1 ⊗Φ2)
)
≥ 1
M1M˜1
M˜1∑
t=1
M1∑
m=1
F
(
Φ1 ⊗Φ2, idH⊗bnJ ⊗R
(1)
t ⊗R(2)t,m ◦Nn,σ ◦P (1)t ⊗P (2)t,m(Φ1 ⊗Φ2)
)
=
1
M1M˜1
M˜1∑
t=1
M1∑
m=1
trF
(1)
t ⊗ F(2)t,mσ. (79)
The first inequality above is by monotonicity of the fidelity under CPTP maps. The last equality is from
(78). Now, let σ1 be the marginal of σ on the first an tensor factors of H⊗nJ , and σ2 the marginal on the last
bn tensor factors.
A⊗B ≥ 1⊗1−1⊗ (1−B)− (1−A)⊗1
which holds for any two matrices 0 ≤ A,B ≤ 1. We have
trF
(1)
t ⊗ F(2)t,mσ ≥ 1− tr(1− F(1)t )σ1 − tr(1− F(2)t,m)σ2 (80)
Combining (79), and (80), we can bound
PSET (C,Nn,σ ) ≥ P(C(1),Nan ,σ1 ) +
1
M˜1
M˜1∑
t=1
P(C(2)t ,Nbn ,σ2 )− 1
Minimizing over all states on H⊗nJ , we obtain
inf
σ∈S (H⊗nJ )
PSET (C,Nn,σ ) ≥ 1− ǫn −γn.
The right hand side approaches one for n→∞. Since also ann → 0 and bnn → 1 for n→∞, it is clear, that we
achieve (R1,R2) with the codes defined.
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9 Concluding remarks and future work
We have developed universal codes for simultaneous transmission of classical information and entangle-
ment under possible jamming attacks by a third malignant party. In the compound channel model, the
quantum part of information transmission was done under two important scenarios of entanglement trans-
mission and entanglement generation. The present random codes differ from those used for the perfectly
known channel in [15]. We therefore did not need to approximate our input random codes by an i.i.d
state (one with tensor product structure). Also, we evaded BSST type lemmas used in [7] by using basic
concavity properties of von Neumann entropy. Future work will hopefully include another important sce-
nario under which quantum information is transmitted, namely subspace transmission. An equivalence
statement between the strong subspace transmission and entanglement transmission has been proven in
[3]. Recently in [12], an instance of the present classically enhanced codes was used for universal coding
of multiple access quantum channels, where one of the senders shares classical messages with the receiver
while the other sends quantum information.
Theorem 12 does not make a positive statement about the structure of Ar,CET in the case where Ad,CET =
{(0,0)}. In [9], the authors have constructed an example of a channel where the intersection of Ar,CET with
the x-axis is positive and Ad,CET = {(0,0)}. Future work will consider the structure of the non-zero region
in this case along both axes.
The capacity region characterized in Theorem 5 is of a multi-letter nature (requiring a limit over many
uses of the channel) but might reduce to a single-letter formula for specific cases of compound channels,
which is in itself an interesting question to be considered in future work. Ensuing this question, one might
suggest formulas for these capacity regions that offer a more useful characterization. This means that the
alternative characterization could entail larger one-shot regions compared to our Cˆ(Ns,p,Ψ). An instance
of such a characterization in the case of perfectly known quantum channels exists in [19] Theorem 5.
Therein however, the authors note that their one-shot trapezoids is the same as rectangular regions offered
in [16], when one considers the union over all the one-shot, one-state regions. The converse statement
for compound channels implies that other such characterizations, must also reduce to ours. Reduction to
single-letter formulas is nevertheless an important criterion when comparing different characterizations.
Today, in classical systems, secure communication is obtained by applying cryptographic methods upon
available reliable- communication schemes. Security of the resulting protocol, that can hence be separated
into two protocols (one responsible for reliability and the other for security), relies on assumptions such
as non-feasibility of certain tasks or the limited computational capabilities of illegal receivers. For the
next generation of classical communication systems, it is expected that different applications (e.g. secure
message transmission, broadcasting of commonmessages and message transmission), are all implemented
by physical coding or ” physical layer service integration ” schemes (see [27]). For quantum systems that
offer a larger variety of services, [16, 19, 20] were the first papers in this line of research. The present paper
develops solutions for different models of channel uncertainty that are unavoidable when implementing
such integrated services in real-world communication. Following up on the results of [12], an interest-
ing direction for future work is towards finding the solution to the arbitrarily varying model for multiple
access and broadcast channels as a key step in development of quantum networks.
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A Approximation of compound channels using nets
Definition 38. A τ-net in C(H,K) is a finite set {Ni}Ti=1 with the property that for each N ∈ C(H,K) there is at
least one i ∈ {1, ...,T } with ‖ N −Ni ‖⋄< τ.
Existence of τ-nets in C(H,K) is guaranteed by the compactness of C(H,K). The next lemma contains
an upper bound on the minimal cardinality of τ-nets.
Lemma 39. (see e.g. [8] Lemma 7) For any τ ∈ (0,1], there is a τ-net {Ni }Ti=1 in C(H,K) with T ≤ ( 3τ )2(d·d
′)2 ,
where d = dimH and d ′ = dimK.
Given a net in C(H,K), any compound channel generated by J ⊂ C(H,K) can be approximated by one
of its finite subsets. This is the subject of the following lemma.
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Lemma 40. (see e.g Lemma 13 [7]) Given any compound channel generated by J ⊂ C(H,K), one can construct
a finite set Jτ with the following properties:
1. Jτ ⊂ J ,
2. |Jτ | ≤ ( 6τ )2(d·d
′)2 with d,d ′ the dimensions of H,K respectively and
3. for allN ∈ J ,∃N ′ ∈ Jτ such that ‖ N −N ′ ‖⋄≤ 2τ.
B Auxiliary results
In this section we state some results for reader’s convenience.
Lemma 41. ([30]) LetΨ,ρ,σ ∈ S (K) and letΨ be pure. Then
F(Ψ,ρ) ≥ F(Ψ,σ)− 1
2
‖ ρ −σ ‖1
Lemma 42. ([8]) Let L and D be N ×N matrices with non-negative entries which satisfy
Ljl ≤ Ljj ,Ljl ≤ Lll
and
Djl ≤max{Djj ,Dll }
for all j, l ∈ {1, ...,N }. Then
N∑
j,l=1
1
N
√
LjlDjl ≤ 2
N∑
j=1
√
LjjDjj .
Lemma 43. ([7] Lemma 3) Let ρ ∈ S (H) for some Hilbert space H. Let, for some other Hilbert space K, A ∈
C(H,K), D ∈ C(K,H), q ∈ L(K) be an orthogonal projection. If for some ǫ > 0, Fe(ρ,D◦Q ◦A) ≥ 1−ǫ holds, then
we have
Fe(ρ,D ◦A) ≥ 1− 3ǫ.
Lemma 44. (see e.g. [7] Lemma 5) There is a real number c¯ > 0 such that for every Hilbert space H, there exist
functions h′ :N→ R+, φ : (0,1/2) → R+ with liml→∞ h′(l) = 0 and limδ→0φ(δ) = 0, such that for ρ ∈ S (H),
δ ∈ (0,1/2), l ∈N, there is an orthogonal projection qδ,l called the frequency typical projection satisfying
1. tr(ρ⊗lqδ,l ) ≥ 1− 2−l(c¯δ2−h′(l))
2. qδ,lρ
⊗lqδ,l ≤ 2−(S(ρ⊗l)−lφ(δ))qδ,l .
Lemma 45. (see e.g. [7] Lemma 6) Let H and K be finite dimensional Hilbert spaces. There are functions
γ : (0,1/2) → R+ and h′ :N→ R+ satisfying limδ→0γ(δ) = 0 and h′(l) ց 0, such that for each N ∈ C(H,K),
δ ∈ (0,1/2), l ∈N and maximally mixed state πG on some G ⊂ H, there is an operationNδ,l ∈ C↓(H⊗l ,K⊗l ), called
the reduced operation with respect to N and πG , satisfying
1. tr(Nδ,l (π⊗lG )) ≥ 1− 2−l(c
′δ2−h′(l)), with universal constant c′ > 0.
2. Nδ,l has a Kraus representation with at most nδ,l ≤ 2Se(π
⊗l
G ,N ⊗l )+l(γ(δ)+h′(l)) Kraus operators.
3. For every state ρ ∈ S (H⊗l ) and every two channelsM∈ C↓(H⊗l ,H⊗l ) and L ∈ C↓(K⊗l ,H⊗l ), the inequality
Fe(ρ,L◦Nδ,l ◦M) ≤ Fe(ρ,L◦N ⊗l ◦M)
is fulfilled.
Lemma 46 (Gentle measurement). (see e.g.[29]) Let ρ ∈ S (H) and 0 ≤Λ ≤ I with
tr(Λρ) ≥ 1− ǫ
for some 0 ≤ ǫ < 1. Then for ρ′ :=
√
Λρ
√
Λ
tr(Λρ)
we have
‖ ρ − ρ′ ‖1≤ 2
√
ǫ.
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Lemma 47. ([8] proof of Theorem 3.2 equation (16) ) Let F ⊂ G ⊂ H with dim(F ) = k be given. Also let any
member of the set {N1, . . . ,N|S |} ⊂ C↓(H,K) have a Kraus representation with nj operators for j ∈ {1, . . . ,S} and set
N := 1|S |
|S |∑
j=1
Nj .
Then there exists a recovery operation R ∈ C(K,H) such that
Fe(πF ,R◦N ) ≥ w− ‖ D(p) ‖1, (81)
where w := tr(N (πF )), p := kπF and
D(p) :=
|S |∑
j,l=1
1
|S |
nj ,nl∑
i,r=1
D(ij)(rl)(p)⊗ |ei〉〈er | ⊗ |fj〉〈fl | .
In the above
D(ij)(rl)(p) :=
1
k
(paj,ia
†
l,rp −
1
k
tr(pa†j,ial,rp)p).
where {|f1〉 , ..., |f|S |〉} and {|e1〉 , ..., |en|S |〉} are arbitrary orthonormal bases for C|S | and Cn|S |, and where {aj,i }
nj
i=1
is the set of Kraus operators forNj .
Lemma 48. (see [1]) If a function f : S l → [0,1], satisfies∑
sl∈S l
f (sl )ql (sl ) ≥ 1−γ (82)
with ql(sl ) :=
∏l
i=1 q(si ), for all q ∈ T (l,S) and some γ ∈ [0,1], then
1
l!
∑
σ∈Sl
f (σ(sl )) ≥ 1− (l +1)|S | ·γ ∀sl ∈ S l . (83)
Lemma 49. (see [1]) Let K ∈N and numbers a1, . . . ,aK ,b1, . . . ,bK ∈ [0,1] be given. Assume that
1
K
K∑
i=1
ai ≥ 1− ǫ
and
1
K
K∑
i=1
bi ≥ 1− ǫ
hold. Then
1
K
K∑
i=1
aibi ≥ 1− 2ǫ. (84)
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