In this paper, we compute the discriminant of the Gram matrix associated to each cell module of the Brauer algebra Bn(δ). Theoretically, we know when a cell module of Bn(δ) is equal to its simple head. This gives a solution of this long standing problem.
Introduction
Richard Brauer [Bra37] introduced a class of finite dimensional algebras B n (δ) called Brauer algebras or Brauer centralizer algebras in order to study the n-th tensor power of the defining representation of the orthogonal groups and symplectic groups.
The Brauer algebras have been studied by many authors; see for example [BW89, Bro56, DWH99, Eny04, Eny05, FG95, HR95, HW89a, HW89b, Jon94, LR97, Naz96, Ram95, Rui05, RS05, Ter01, Wen88, Wey97], etc. In [GL96] Graham and Lehrer proved that B n (δ) over a commutative ring is a cellular algebra. Using the representation theory of the cellular algebras in [GL96] , we know that B n (δ) over a field is split semisimple if and only if each cell module is equal to its simple head. This enables us to give the necessary and sufficient condition for semisimple B n (δ) over an arbitrary field in [Rui05] and [RS05] . In other words we have found all δ such that the Gram determinants associate to all cell modules are simultaneously not equal to zero.
A further question is when the Gram determinant for a fix cell module is not equal to zero. This is equivalent to find the necessary and sufficient condition for a cell module of B n (δ) being equal to its simple head.
The main purpose of the paper is to solve this problem. We first use Jucys-Murphy basis of each cell module for B n (δ) in [Eny05] to construct the Jucys-Murphy basis of B n (δ). Since the Jucys-Murphy elements of B n (δ) defined by Nazarov [Naz96] act on the Jucys-Murphy basis of B n (δ) via upper triangular matrices, we can use some arguments in [JM00] (or [Mat04] ) to construct the orthogonal basis of B n (δ). We show that the Gram determinant associated to each cell module, which is defined via Murphy basis, is equal to the Gram determinant of the cell module, which is defined via orthogonal basis. In order to compute each diagonal entry of the Gram matrix defined via orthogonal basis, we use classical branching rule of B n (δ). This gives a recursive formula to compute Gram determinant. Of course, we need compute the action of the generators of B n (δ) on each orthogonal basis element under certain assumption. After we get the formula on the determinant of the Gram matrix defined via orthogonal basis, we can describe (up to a sign) the action of the generators of B n (δ) on each orthogonal basis in general case. As an application, we construct explicitly the primitive idempotents and central primitive idempotents of B n (δ). This enables us to obtain the Wedderburn-Artin decomposition of semisimple Brauer algebras B n (δ).
Finally, we remark that the method in this paper can be used to deal with Birman-Wenzl algebras [BW89] and cyclotomic Nazarov-Wenzl algebras [AMR06] .
Details will appear elsewhere.
Brauer algebras
Throughout, let R be a commutative ring with identity 1 and fix element δ. The Brauer algebra B n (δ) is a unital associative R-algebra with generators s 1 , . . . , s n−1 , e 1 , . . . , e n−1 and relations s 2 i = 1, e 2 i = δe i , s i e i = e i s i = e i , s i s j = s j s i , s i e j = e j s i , e i e j = e j e i , s k s k+1 s k = s k+1 s k s k+1 , e k e k+1 e k = e k , e k+1 e k e k+1 = e k+1 , s k e k+1 e k = s k+1 e k , e k+1 e k s k+1 = e k+1 s k , where 1 ≤ i, j < n, with |i − j| > 1, and 1 ≤ k < n − 1. If s i is identified with the basic transposition (i, i + 1), the subalgebra of B n (δ) generated by s i , 1 ≤ i ≤ n − 1 is isomorphic to the group algebra RS n of the symmetric group S n . From here on, we identify S n with the subgroup of B n (δ) generated by s i , 1 ≤ i ≤ n − 1.
We are going to construct the Jucys-Murphy basis of B n (δ). We start by recalling some combinatorics.
Recall that a partition of n is a weakly decreasing sequence of non-negative integers λ = (λ 1 , λ 2 , . . . ) such that |λ| := λ 1 + λ 2 + · · · = n. In this situation, we write λ ⊢ n. Let Λ + (n) be the set of all partitions of n. It is well known that Λ + (n)
is a poset with dominance order as the partial order on it. Given λ, µ ∈ Λ + (n), λ µ if i j=1 λ j ≤ i j=1 µ j for all possible i. Write λ ⊳ µ if λ µ and λ = µ. Suppose that λ and µ are two partitions we say that µ is obtained from λ by adding a box if there exists an i such that µ i = λ i + 1 and µ j = λ j for all j = i. In this situation we will also say that λ is obtained from µ by removing a box and we write λ → µ and µ \ λ = (i, λ i ). We will also say that the pair (i, λ i ) is an addable node of λ and a removable node of µ. Note that |µ| = |λ| + 1.
A λ-tableau s is obtained by inserting i, 1 ≤ i ≤ n into Y (λ) without repetition. The symmetric group S n acts on s by permuting its entries. Let t λ be the λtableau obtained from the Young diagram Y (λ) by adding 1, 2, · · · , n from left to right along each row and from top to bottom along each column. If t λ w = s, write w = d(s). Note that d(s) is uniquely determined by s.
A λ-tableaux s is standard if the entries in s are increasing both from left to right in each row and from top to the bottom in each column. Let T std n (λ) be the set of all standard λ-tableaux.
Given an s ∈ T std n (λ), let s↓ i be obtained from s by removing all the entries j in s with j > i. If we set s i = s ↓ i , then s = (s 0 , s 1 , · · · , s n ) is a sequence of partitions such that s i → s i+1 . Conversely, if we insert i into the box s i \ s i−1 , then we obtain an s ∈ T std n (λ). Thus, there is a bijection between T std n (λ) and the set of all (s 0 , s 1 , · · · , s n ) with s 0 = ∅, s n = λ and s i → s i+1 , 1 ≤ i ≤ n − 1.
Assume that 0 ≤ f ≤ ⌊ n 2 ⌋. Let S n−2f be the subgroup of S n generated by s j , 2f + 1 ≤ j ≤ n − 1. Following [Eny05] , let B f be the subgroup of S n generated bys i ,s 0 , wheres i = s 2i s 2i−1 s 2i+1 s 2i , 1 ≤ i ≤ f − 1, ands 0 = s 1 . Enyang [Eny05] proves that D f,n is a complete set of right coset representatives of
For λ ⊢ n − 2f , let S λ be the Young subgroup of S n−2f generated by s j , 2f + 1 ≤ j ≤ n − 1 and j = 2f + i k=1 λ k for all possible i. A standard λ-tableauxŝ is obtained by using 2f + i, 1 ≤ i ≤ n − 2f instead of i in the usual standard λ-tableau s. Define d(ŝ) ∈ S n−2f by declaring thatŝ =t λ d(ŝ). If there is no confusion, we will use s instead ofŝ in what follow.
Graham and Lehrer [GL96] prove that B n (δ) over a commutative ring R is a cellular algebra. We are going to recall Eanyang's cellular basis for B n (δ). We start by recalling the definition of cellular algebras.
Definition 2.1 ( [GL96]
). Let R be a commutative ring and A an R-algebra. Fix a partially ordered set Λ = (Λ, ) and for each λ ∈ Λ let T (λ) be a finite set.
Finally, fix C λ st ∈ A for all λ ∈ Λ and s, t ∈ T (λ). Then the triple (Λ, T, C) is a cell datum for A if:
ts , for all λ ∈ Λ and all s, t ∈ T (λ) is an anti-isomorphism of A; c) for all λ ∈ Λ, s ∈ T (λ) and a ∈ A there exist scalars r su (a) ∈ R, which are independent of t, such that
An algebra A is a cellular algebra if it has a cell datum and in this case we call
Let I(f, λ) = T std n (λ) × D f,n . Write m λ = e f x λ where e f = e 1 e 3 · · · e 2f −1 and
Theorem 2.2. [Eny04] Let B n (δ) be the Brauer algebra over a commutative ring R. Let σ : B n (δ) → B n (δ) be the R-linear involution which fixes s i , e j for all
From here on, all modules considered in this paper are right modules. For each λ ⊢ n − 2f , Enyang considered the right module
By the definition of cell module in [GL96] , S λ is isomorphic to the cell module of B n (δ) with respect to the cellular basis C n . Such a cell module will be denoted by ∆(f, λ). We will identify ∆(f, λ) with S λ . We remark that the action of B n (δ) on ∆(f, λ) is given by Theorem 2.2(c).
Given a (f, λ) ∈ Λ n . An n-updown λ-tableau, or more simply an updown λtableau, is a sequence t = (t 0 , t 1 , t 2 , . . . , t n ) of partitions where t n = λ, t 0 = ∅, and the partition t i is obtained from t i−1 by either adding or removing a box, for i = 1, . . . , n. Let T ud n (λ) be the set of updown λ-tableaux of n. It is well known that there is a bijection between T ud n (λ) and T std n (λ) for any λ ⊢ n.
Enyang [Eny05] shows that m t = m λ b t for some b t ∈ RS n . The following recursive formula describe explicitly the element b t . Note that b t = b tn .
If t = t λ , i.e. t 2i−1 = (1) and t 2i = ∅, for 1 ≤ i ≤ f and t i , for 2f + 1 ≤ i ≤ n is obtained fromt λ by removing the entries j with j > i, then m t = m λ = e f x λ .
Theorem 2.5.
[Eny05] Let B n (δ) be the Brauer algebra over a commutative ring
Theorem 2.7. Suppose that B n (δ) is the Brauer algebra over a commutative ring R. Then
Proof. If (f, λ) ∈ Λ n is maximal, then (c) holds true since both B n (δ) ⊲(f,λ) and
are equal to zero. In general, take the minimal element (k, µ) in Λ n such that (k, µ) ⊲ (f, λ). By induction assumption, B n (δ)
. Using Theorem 2.5(a) and noting that hm µ = σ(m µ σ(h)), we see that C
can be expressed as a linear combination of m st with s, t ∈ T ud n (µ) module the two-sided ideal B n (δ) ⊲(k,µ) . Thus B n (δ)
. By the similar arguments, we can verify the inverse inclusion. This proves (c). (d) follows from Theorem 2.5(a).
Let N be the R-module generated by M n . By (c) and Theorem 2.5(a), m st h = σ(b s )(m λ b t h) ∈ N for any h ∈ B n (δ). Thus N is a right B n (δ)-module. Since 1 = x λ for λ = (1, 1, · · · , 1) ⊢ n, 1 ∈ N and hence N = B n (δ). Note that #M n , which is equal to (f,λ)∈Λn #T ud n (λ) 2 , is equal to the rank of B n (δ). The set M n has to be an R-basis of B n (δ). Finally, (b) follows from the equality σ(m λ ) = m λ .
We called M n the Jucys-Murphy basis of B n (δ). It is a cellular basis of B n (δ) over R. In order to simplify the notation, we use m t instead of m t (mod B n (δ) ⊲(f,λ) ) later on.
In [GL96], Graham and Lehrer prove that there is a symmetric invariant bilinear form
,
In our case, we use M n to define such a bilinear form on ∆(f, λ). More explicitly, m s , m t ∈ R is determined by
By Theorem 2.7(d), the above symmetric invariant bilinear form is independent
In general, rank ∆(f, λ) is a much big integer. Therefore, it is very difficult to compute the Gram matrix G f,λ directly.
In [GL96] , Graham and Lehrer proved that a cellular algebra is semisimple if and only if the Gram determinant associate to each cell module is not equal to zero. Via it, we prove the following theorem.
is semisimple if and only if n ∈ {1, 3, 5} and e ∤ n!.
We remark that Theorem 2.8 have been generalized to cyclotomic Brauer algebras in [RY04] and [RX05] .
For any t ∈ T ud n (λ) with (f, λ) ∈ Λ n , define the residue of k in t to be the scalar
In the definitions of the residue and the Jucys-Murphy elements, we assume 1 2 ∈ R. In fact, we do not need this assumption since the Jucys-Murphy element x i can be defined by using 0 instead of δ−1 2 . In this situation, we have to
By the general theory of cellular algebras, the Gram determinant associate to each cell module is a polynomial in δ with integer coefficients.
Nazarov proved the following results.
).
If s = t λ , the above formula is stated in [Eny05, 10.7]. In general, the result follows from [Eny05, 10.7] since multiplying an element on the left side of m t (mod B n (δ) ⊲(f,λ) ) gives a homomorphism of right B n (δ)-module.
Orthogonal representations for B n (δ)
In this section, we assume R = Z[δ]. Let F be the fraction field of R. We construct the orthogonal basis for B n (δ) over F . We also describe the action of e i , s i ∈ B n (δ) on our orthogonal basis under certain assumption. Such formulae will be used to compute the Gram determinants of B n (δ) in section 4. After we obtain the formulae on Gram determinants, we can (up to a sign) give the formulae about the action of s i , e i on our orthogonal basis in general case. The following result is a special case of [AMR06, 4.2].
Lemma 3.2. Suppose s ∈ T ud n (λ) with s k−1 = s k+1 . Then there is a bijection between the set of all addable and removable nodes of s k+1 and the set
Motivated by Theorem 2.8(a), we have the following assumption on the parameter δ.
Assumption 3.3. In the field F , we assume that |c| ≥ 2n−3 whenever δ−c·1 F = 0 for some c ∈ Z.
In the remaining part of the paper, we keep this assumption unless otherwise stated. By Theorem 2.8, B n (δ) over F is semisimple if assumption 3.3 holds true.
Suppose λ and µ are partitions. We write
Proof. By the definition of up-down tableaux, t 1 = 1 for any t ∈ T ud n (λ). Assume t k−1 = s k−1 and t k ⊖t k−1 = (i, j) and s k ⊖s k−1 = (i ′ , j ′ ).
If the sign of δ in c s (k) and c t (k) are not the same, then, (i, j) = (i ′ , j ′ ) since one node can not be the addable and removable nodes of a Young diagram simultaneously. We can write c t (k) = δ−1 2 + j − i and c s (k) = − δ−1 2 + i ′ − j ′ without loss of any generality. In this situation, λ ⊢ n − 2f with f > 0. Hence the maximal (resp. minimal) value of (i − j) + (i ′ − j ′ ) is 2n − 5 (resp. 5 − 2n). In the first case, the partition is (1, 1, · · · , 1) ⊢ n − 2 and the two nodes are (n − 1, 1), (n − 2, 1). In the second case, the partition is (n − 2) ⊢ n − 2 and the two nodes are (1, n − 1) and (1, n − 2). In any case, |1 + (i ′ − j ′ + i − j)| ≤ 2n − 4, which contradicts to the assumption 3.3.
Suppose that the sign of δ in c s (k) and c t (k) are the same and c s (k) = c t (k).
Then both (i, j) and (i ′ , j ′ ) are either the addable nodes or the removable nodes of
In this situation, such two nodes can not be in the same diagonal of the partition which is obtained from t k by adding
(b)-(d) can be proved similarly. We leave the details to the reader.
Following [Mat04] , we have the following definition. Recall that we used m t instead of m t (mod B n (δ) ⊲(f,λ) ) for t ∈ T ud n (λ).
where s, t ∈ T ud n (λ) and (f, λ) ∈ Λ n .
Lemma 3.6. Keep the assumption 3.3.
Proof. The following two results follow from Lemma 3.6. 
The following result can be proved by using the arguments in [Mat04] . See also [Mat06] .
Lemma 3.9. Keep the assumption 3.3. Proof. Since x j s k = s k x j and x j e k = e k x j for j = k, k + 1, s ts (k) = 0 (resp. e ts (k) = 0 ) implies c s (j) = c t (j). Notice that s 0 = t 0 = ∅ and s n = t n = λ. By Lemma 3.4(a) for the sequences (s 0 , s 1 , · · · , s k−1 ) and (s k+1 , · · · , s n ) we have s k ∼ t if either s ts (k) = 0 or e ts (k) = 0.
Lemma 3.11. Keep the assumption 3.3. Suppose t ∈ T ud n (λ). If t k−1 = t k+1 , then f t e k = 0.
Proof. By Lemma 2.10(f), f t (x k +x k+1 )e k = (c t (k)+c t (k+1))f t e k = 0. If f t e k = 0, then c t (k) + c t (k + 1) = 0, which contradicts to Lemma 3.4(b). There are four cases we have to discuss. Note that in any case, t n ⊖ t n−1 and t n−1 ⊖ t n−2 are neither in the same row nor in the same column of t n−1 . Otherwise, ts n−1 does not exist. Case 1. t n ⊃ t n−1 ⊃ t n−2 : Then t n \ t n−1 = (k, λ k ) and t n−1 \ t n−2 = (l, µ l ) for some k, l ∈ N where t n = λ and t n−1 = µ. If we write a = 2f + k j=1 λ j and b = 2f + l j=1 µ j , then m tn = m λ s a,n s b,n−1 b tn−2 . Note that b tn−2 ∈ S n−2 (see (2.4)), b tn−2 s n−1 = s n−1 b tn−2 . Thus, m t s n−1 = m λ s a,n s b,n−1 s n−1 b tn−2 = m λ s b,n s a−1,n−1 b tn−2 = m tsn−1 if a > b. The result for a < b is still true since we can switch t to ts n−1 in the above argument.
We remark that ts n−1 ⊳ t implies a > b.
Case 2. t n ⊂ t n−1 ⊃ t n−2 : Then t n−1 \ t n = (k, µ k ) and t n−1 \ t n−2 = (l, µ l ). Write a i = 2(f − 1) + i j=1 µ j . If l > k, then a l > a k > a k−1 . Thus,
If l < k, then a l ≤ a k−1 < a k . By braid relation, we still have
Finally, we remark that ts n−1 ⊳ t is not compatible with t n ⊂ t n−1 ⊃ t n−2 .
Case 3. t n ⊃ t n−1 ⊂ t n−2 : The result follows from case 2 if we switch ts n−1 to t in case 2.
Case 4. t n ⊂ t n−1 ⊂ t n−2 : Suppose t n−1 = t n ∪ (l, ν l ) and t n−2 = t n−1 ∪ (k, ν k ) and t n−2 = ν. If ts n−1 ⊳ t, then k > l. Let b = 2(f − 1) + l j=1 ν j and a = 2(f − 2) + k j=1 ν j . Then a + 1 ≥ b. In this situation,
On the other hand, by direct computation (in fact, one can verify the following equality easily if he uses Brauer diagrams in, e.g. [Wen88] ),
Thus, m t s n−1 = m tsn−1 . This completes the proof of (a).
By considering f t s 2 k = f t for ts k ⊳ t, we obtain the result for ts k ⊲ t.
Lemma 3.14. Suppose t ∈ T ud n (λ) with t k−1 = t k+1 . If t k ⊖ t k−1 and t k ⊖ t k+1 are in the same row (resp. column), then f t s k = f t (resp. f t s k = −f t ).
Proof. Write f t s k = s∈T ud n (λ) s ts (k)f s . By Lemma 3.10, s ts (k) = 0 implies that s k ∼ t. In our situation, s k ∼ t if and only if s = t, forcing f t s k = s tt (k)f t , which is equivalent to f t = s tt (k)f t s k . Therefore, s tt (k) ∈ {−1, 1}. Note that f t x k+1 = f t s k x k s k . Thus s tt (k) = 1 (resp. s tt (k) = −1) if t k ⊖ t k−1 and t k ⊖ t k+1 are in the same row (resp. column). Proof. Given (f, λ) ∈ Λ n . We claim e tt (k) = 0 for any t ∈ T ud n (λ) with t k−1 = t k+1 . In fact, in [Naz96] (see also [AMR06] for the special case r = 1), the seminormal representations S (l,µ) for all (l, µ) ∈ Λ n , have been constructed. More explicitly, 
Comparing the coefficient of f s on both side of the identity f t e k W k (y) = f t e k y y−x k e k , we have Thus e ts (k) · Res y=cu(k) W k (y, s)y −1 = e us (k)e tu (k).
Since e tt (k) = 0, e tt (k) = Res y=ct(k) W k (y, t)y −1 by assuming that t = s = u.
If s k ∼ u, then c s (j) = c u (j) for j ≤ k −1. Note that W k (y) ∈ F [x 1 , x 2 , · · · , x k−1 ], W k (y, s) = W k (y, u). Thus e ts (k)e uu (k) = e us (k)e tu (k). In order to prove (a), we need prove
which has already been proved in [Naz96] . By Lemma 3.4, e tt (k) = 0. We organize the above results as follows. Such a result can be considered as a generalization of Dipper-James theorem for type A Hecke algebra [DJ86] . Recall that F is the fraction field of Z[δ].
Theorem 3.17. Let B n (δ) be the Brauer algebra over the field F . Keep the assumption 3.3. Assume that t ∈ T ud n (λ). a) Suppose t k−1 = t k+1 . Then Remark 3.18. a) In fact, we can suppose that F is an arbitrary field such that assumption 3.3 holds true together with e > n. In this situation, Lemma 3.4 still holds true. Therefore, all the results in this section are true. However, it is enough for us to use Theorem 2.5 over the fraction field of Z[δ] to compute the Gram determinants for B n (δ). b) Note that e ts (k)e st (k) = e tt (k)e ss (k). Therefore, e ts (k) can be determined up to a sign after we give the recursive formula on f t , f t for any t ∈ T ud n (λ) and (f, λ) ∈ Λ n .
The following result gives an explicit construction on primitive idempotents and central primitive idempotents for B n (δ). This gives Wedderburn-Artin decomposition for semisimple Brauer algebra B n (δ). Such results can be proved by the arguments in [Mat04] Note that in [Mat06, 3.14], Mathas gave similar results for general cellular algebras. In our case, such idempotents can be computed explicitly since we have a recursive formulae on f t , f t for all t ∈ T ud n (λ) and all (f, λ) ∈ Λ n . 
Discriminants of Gram matrices
In this section, we compute the determinant of the Gram matrix associate to each cell module of B n (δ). Unlike the method given in [Mat99] , our method depends on the classical branching rule for Brauer algebras. Unless otherwise state, we assume that F is the fraction field of Z[δ]. We also keep the assumption 3.3.
For any partition λ = (λ 1 , λ 2 , · · · , ), let λ! = i λ i ! ∈ N. The following proposition gives a recursive formula to compute the diagonal entry of G f,λ . Proof. By the definition of F t , we have F t = FtF t,n where F t,k = r∈R(k) r =ct(k)
Using the definition of m t , we have
By Theorem 2.5(c) and Lemma 2.11,
.
Proof. The result follows from Lemma 3.13 and f t , f t = f t s k , f t s k .
Definition 4.4. For any λ ⊢ n−2f , let A (λ) (resp. R(λ)) be the set of all addable (resp. removable) nodes of λ. Given a removable (resp. addable) node p = (k, λ k )
Proposition 4.5. Suppose t ∈ T ud n (λ) with λ ⊢ n − 2f . Ift = t µ and t n = t n−1 ∪ {p} with p = (k, λ k ), then
Proof. By assumption, t = t λ s a k ,n where a k = 2f + k i=1 λ i . Using Lemma 3.13 repeatedly for the pairs {f t λ sa k ,j , f t λ sa k ,j+1 }, and noting that t ⊳ ts n−1 · · ·⊳ ts n,a k =
We compute n−1 j=a k (1 − (c t (n) − c t (j)) −2 ) along each row of t λ first. Via (4.7), we need only consider the first and the last nodes in each row. Note that c λ (p) = −c t (n). By (4.7) again,
, proving (4.6).
Proposition 4.8. Suppose t ∈ T ud n (λ) with λ = (λ 1 , . . . , λ k ) ⊢ n − 2f . If t µ =t and t n−1 = t n ∪ p with p = (k, µ k ), then
Proof. Let a = 2(f − 1) + k−1 j=1 µ j + 1. We have f t e n−1 ≡ e 2f −1 s 2f,n s 2f −1,n−1 m λ n−1 j=a s n−1,j F t e n−1 (mod B n (δ) ⊲(f,λ) ) ≡ e 2f −1 s 2f,n s 2f −1,n−1 m λ n−1 j=a s n−1,j F t,n−1 F t,n e n−1 n−2 k=1 F t,k (mod B n (δ) ⊲(f,λ) ) Since e n−1 x k n−1 e n−1 = δ (k) n−1 for some δ (k) n−1 ∈ F [x 1 , x 2 , · · · , x n−2 ] ∩ Z(B n−2 (δ)), e n−1 F t,n−1 F t,n e n−1 = Φ t (x 1 , · · · , x n−2 )e n−1 , for some Φ t (x 1 , · · · , x n−2 ) ∈ F [x 1 , x 2 , · · · , x n−2 ] ∩ Z(B n−2 (δ)). In [Naz96, 2.4], Nazarov proved that
Therefore, e n−1 s n−2 F t,n−1 F t,n e n−1 ≡ Ψ t (x 1 , · · · , x n−2 )e n−1 (mod B n (δ) ⊲(f,λ) ) for some Ψ t (x 1 , · · · , x n−2 ) ∈ F [x 1 , x 2 , · · · , x n−2 ]∩Z(B n−2 (δ)). In order to simplify the notation, we use Φ t and Ψ t instead of Φ t (x 1 , · · · , x n−2 ) and Ψ t (x 1 , · · · , x n−2 ) respectively. Let Φ t,λ (resp. Ψ t,λ ) be obtained by using c t λ (k) instead of x k in Φ t (resp.Ψ t ). Then
We remark that u ⊳ v for any v ∈ T ud n (λ) with v n−1 ∼ t. Thus
In particular, e tu (n − 1) = Φ t,λ + (µ k − 1)Ψ t,λ . On the other hand, since Φ t,λ f t e n−1 ≡f t e n−1 F t,n−1 F t,n e n−1 (mod B n (δ) ⊲(f,λ) )
≡e tt (n − 1)f t e n−1 (mod B n (δ) ⊲(f,λ) ), e tt (n − 1) = Φ t,λ . Similarly, if we use Ψ t,λ instead of Φ t,λ above, we obtain e tt (n − 1) = Ψ t,λ . Thus, µ k e tt (n − 1) = Φ t,λ + (µ k − 1)Ψ t,λ = e tu (n − 1). Now, we compute f u , f u . By the similar argument as above, we have f t λ u f ut λ ≡F t λ e 2f −1 s 2f,n s 2f −1,n−1 m λ F u,n−1 F u,n m λ s n−1,2f −1 s n,2f e 2f −1 F t λ (mod B n (δ) ⊲(f,λ) ) ≡F t λ e 2f −1 · · · e n−2 m λ e n−1 F u,n−1 F u,n e n−1 m λ e n−2 · · · e 2f −1 F t λ (mod B n (δ) ⊲(f,λ) ) ≡F t λ e 2f −1 · · · e n−2 m λ e n−1 Φ u m λ e n−2 · · · e 2f −1 F t λ (mod B n (δ) ⊲(f,λ) ) ≡δ f −1 λ!F t λ e 2f −1 · · · e n−2 e n−1 m λ Φ u e n−2 · · · e 2f −1 F t λ (mod B n (δ) ⊲(f,λ) ) Note that Φ u ∈ F [x 1 , · · · , x n−2 ] ∩ Z(B n−2 (δ)). By Lemma 3.6 and Corollary 3.8,
By Lemma 3.10, f v e n−2 · · · e 2f −1 (mod B n (δ) ⊲(f,λ) ) can be written as a linear combination of f s with s n−1 = v n−1 which is not equal to (t λ ) n−1 . By Lemma 3.9
f v e n−2 · · · e 2f −1 F t λ ≡ 0 (mod B n (δ) ⊲(f,λ) ).
Thus,
Finally, we rewrite e tt (n − 1) via Lemma 3.15 to obtain the formulae we need.
Proposition 4.9. Suppose t ∈ T ud n (λ) with (f, λ) ∈ Λ n , and l(λ) = l. Ift = t µ , and t n−1 = t n ∪ p with p = (k, µ k ) k < l, define u = ts n,a+1 with a = 2(f − 1) + k j=1 µ j and v = (u 1 , · · · , u a+1 ). Then .
Proof. By Proposition 4.2, Proposition 4.8 and (4.6), we have
f v , f v = δ f −1 λ 1 ! · · · λ k !µ 2 k e vv (a). Combining Lemma 3.15 and the above equalities, we obtain Proposition 4.9. Note that, in our situation, µ k > 1.
By the classical branching rule for Brauer algebras (see [Wen88] ),
where ∆(f, λ) ↓ is the restriction of ∆(f, λ) to B n−1 (δ). We write (l, µ) → (f, λ) if ∆(l, µ) appears in ∆(f, λ) ↓. Let G l,µ be the Gram matrix associate to the cell module ∆(l, µ) which is defined by its Jucys-Murphy basis. Let det G l,µ be the determinant of G l,µ .
Definition 4.10. Suppose (f, λ) ∈ Λ n and (l, µ) ∈ Λ n−1 such that (l, µ) → (f, λ). Define γ λ/µ ∈ F to be the scalar by declaring that
where t ∈ T ud n (λ) witht = t µ ∈ T ud n−1 (µ). Remark 4.12. We can give a new proof of Theorem2.8 by Theorem 4.11. We will not give the details here. Instead, we will prove a result for Birman-Wenzl algebra in [RS06] , which is similar to Theorem 4.11. This will enable us to give a necessary and sufficient condition for semisimple Birman-Wenzl algebra.
Example 4.13. Gram determinant associate to the cell module ∆(1, λ) for B 4 (δ) with λ = (2) ⊢ 2.
There are six elements in T ud 4 (λ) as follows. 
) f t1 , f t1 = ft 1 , ft 1 2 f t2 , f t2 = ft 2 , ft 2 2 f t3 , f t3 = ft 3 , ft 3 2 f t4 , f t4 = ft 4 , ft 4 3e t4t4 (3)
f t5 , f t5 = ft 5 , ft 5 e t5t5 (3)
f t6 , f t6 = ft 6 , ft 6 e t5t5 (3)
Define m t1 = e 1 (1 + s 3 ), m t2 = e 1 (1 + s 3 )s 2 (1 + s 1 ), m t3 = e 1 (1 + s 3 )s 2 s 1 , m t4 = e 1 (1+s 3 )s 2 s 3 s 1 s 2 (1+s 2 +s 2 s 1 ), m t5 = e 1 (1+s 3 )s 2 s 3 s 1 s 2 and m t6 = e 1 (1+s 3 )s 2 s 3 s 1 .
Then {m ti (mod B 4 (δ) ⊲λ ) | 1 ≤ i ≤ 6} is the Jucys-Murphy base of ∆(1, (2)). The corresponding Gram matrix G 1,(2) is given as follows: Therefore, det G 1,(2) = 64δ 3 (δ − 2) 2 (δ + 4). On the other hand, by the formulae on γ λ/µ , we obtain e t4t4 (3) = δ(δ+4) 3(δ+2) and e t5t5 (3) = 2δ(δ−2) 3(δ−1) . By Theorem 4.11 again, we still have the formula on det G 1,(2) .
