Key Words Hebbian synapse, LTP, LTD, spike timing, input specificity s Abstract Correlated spiking of pre-and postsynaptic neurons can result in strengthening or weakening of synapses, depending on the temporal order of spiking. Recent findings indicate that there are narrow and cell type-specific temporal windows for such synaptic modification and that the generally accepted input-(or synapse-) specific rule for modification appears not to be strictly adhered to. Spike timingdependent modifications, together with selective spread of synaptic changes, provide a set of cellular mechanisms that are likely to be important for the development and functioning of neural networks.
INTRODUCTION
Half a century since the publication of his famous treatise (Hebb 1949 ), Hebb's postulate of synaptic modification by correlated activity has become a cornerstone in our understanding of activity-dependent neural development and the cellular basis of learning and memory. This postulate was originally proposed by Hebb as a mechanism for the growth of "cell assembly," a hypothetical group of neurons that act briefly as a closed system after stimulation has ceased and that serve for the first stage of perception. Over the past several decades, Hebb's idea has been extended into various forms of correlation-based rules for synaptic modification and successfully used in many learning networks and in the analysis of activitydriven refinement of developing circuits (Stent 1973 , Sejnowski & Tesauro 1989 , Brown et al 1990 , Fregnac & Bienenstock 1998 , Sejnowski 1999 . Here, we review recent findings that shed new light on two aspects of Hebb's postulate: (a) the temporal specificity in the correlated activity required for the induction of synaptic modification-the importance of temporal order in the pre-and postsynaptic spiking; and (b) the spatial specificity in the induced synaptic changes-the notion that only the activated synapse becomes modified. Implications of these findings for the development and functioning of the nervous system are also addressed.
TEMPORAL SPECIFICITY IN ACTIVITY-INDUCED SYNAPTIC MODIFICATION
A central feature of Hebb's postulate is temporal specificity: The synaptic connection is strengthened only if cell A "takes part in firing" cell B, i.e. cell A fires before cell B. Such temporal specificity of activity-induced synaptic modification may be relevant for physiological functions, such as learning and memory, which are known to be temporally specific. Early studies have demonstrated a requirement for temporal contiguity in associative synaptic modification in rat hippocampus (Levy & Steward 1983) and Aplysia ganglia (Hawkins et al 1983 , Walters & Byrne 1983 . Recent experiments have revealed the importance of the temporal order of pre-and postsynaptic spiking for synaptic modification and have further defined the "critical windows" of spike timing, with precision on the order of milliseconds (Markram et al 1997 , Bell et al 1997 , Debanne et al 1998 , Zhang et al 1998 , Bi & Poo 1998 , Egger et al 1999 . The precise profile of critical windows appears to depend on the synapse type, and the underlying molecular mechanisms remain to be fully understood.
Temporal Requirements for Associative Synaptic Modification
Since the first description of long-term potentiation (LTP) in rabbit hippocampal formation (Bliss & Lømo 1973 , Bliss & Gardner-Medwin 1973 , similar synaptic potentiation has been found in many areas of the central and peripheral nervous systems of both vertebrates and invertebrates (Teyler & DiScenna 1987 , Brown et al 1990 , Bliss & Collingridge 1993 , Buonomano & Merzenich 1998 , Milner et al 1998 , Malenka & Nicoll 1999 . Certain forms of LTP in hippocampus have been shown to be cooperative and associative, properties relating directly to the theoretical construct of the Hebbian synapse. Cooperativity results from the existence of an intensity threshold for inducing LTP by tetanic stimulation (Bliss & Lømo 1973 , McNaughton et al 1978 , whereas associativity usually refers to the induction of LTP in a "weak" input when it is coactive with a "strong" convergent input (Levy & Steward 1979 , Barrionuevo & Brown 1983 . In a sense, cooperatively induced LTP is a special case of associative LTP: both originate from the requirement in the synchrony of inputs for postsynaptic activation (Teyler & DiScenna 1987) . Levy & Steward (1983) studied in more detail the temporal specificity in associative synaptic modification. By stimulating a weak and a strong input from the entorhinal cortex to the denate gyrus of hippocampus, they found that associative induction of LTP did not require perfectly synchronous activation of the two pathways. Instead, the temporal order of the activation was crucial. LTP of the weak input could be induced when the strong input was activated concurrently with, or following the activation of, the weak input by as much as 20 ms. When the temporal order was reversed, long-term depression (LTD) was induced. This and other early studies ) have clearly indicated the existence of a stringent temporal specificity in the activity-induced synaptic modification.
In the marine mollusk Aplysia, temporally specific synaptic modifications have been shown to account for classical conditioning in several reflex systems (Carew et al 1981 , Hawkins et al 1983 , Walters & Byrne 1983 . For example, in the siphon-withdrawal reflex, paired stimulation of the siphon sensory neuron [conditioned stimulus (CS)] and the tail nerve [unconditioned stimulus (US)] produces greater associative synaptic facilitation at sensorimotor connections when the CS precedes the US than if the temporal order is reversed (Hawkins et al 1983 , Clark et al 1994 . Such synaptic enhancement was considered non-Hebbian because the underlying cellular mechanism appeared to be purely presynaptic (Carew et al 1984) . More recent studies, however, have shown postsynaptic involvement in associative synaptic facilitation of the same Aplysia system (Lin & Glanzman 1994 , Murphy & Glanzman 1997 . Temporally specific synaptic modification in invertebrates may thus be mediated by both presynaptic non-Hebbian and postsynaptic Hebbian mechanisms (Lechner & Byrne 1998) .
The Role of Postsynaptic Spiking
Low-frequency presynaptic stimulation coupled with concurrent postsynaptic depolarization (the "pairing protocol") can induce LTP in the hippocampus and different cortical areas , Sastry et al 1986 , Malenka & Nicoll 1999 , demonstrating the importance of coincident activity in synaptic modification, as suggested by Hebb. However, this pairing protocol, with postsynaptic depolarization on the order of seconds to minutes, does not address the precise temporal specificity in the induction of LTP/LTD. Under natural conditions, postsynaptic neurons fire action potentials as their normal functional output, but whether these spikes are involved in inducing synaptic changes has been debated (for review, see Linden 1999) . Active properties of dendrites (Regehr et al 1992 , Lasser-Ross & Ross 1992 , Johnston et al 1996 allow the spike initiated at the axon hillock to back-propagate into dendrites (Stuart & Sakmann 1994 , Buzsáki et al 1996 , Hoffman et al 1997 . The back-propagating spike provides a precise signal capable of informing the synapses whether and precisely when the postsynaptic cell has fired, thus may play an active role in associative synaptic modification. The first definitive support for this notion came from recent studies in cortical and hippocampal slices (Markram et al 1997 . Using dual whole-cell recording from two interconnected layer 5 pyramidal neurons, Markram et al (1997) found that when the spikes were triggered 10 ms after the onset of excitatory postsynaptic potentials (EPSPs), LTP was induced by repetitive pairing of postsynaptic spiking (induced by current injection) with the EPSP, whereas when the temporal order of the spikes and EPSPs was reversed, LTD was induced. found that back-propagating spikes in CA1 pyramidal neurons of hippocampus, when coupled immediately after the onset of subthreshold EPSPs, evoked a significantly higher Ca 2+ influx at the synaptic site, resulting in LTP. In both studies, neither EPSPs nor postsynaptic spiking alone was sufficient to induce any synaptic modification. Thus, backpropagating postsynaptic spikes indeed can function as an associative signal for synaptic modification, and relative timing of pre-and postsynaptic activity is critical. Similar results have also been obtained in slice cultures (Debanne et al 1998) , in developing Xenopus retinotectal projections in vivo (Zhang et al 1998) , and in cultured hippocampal neurons (Bi & Poo 1998) .
Critical Windows of Spike Timing for Synaptic Modification
In cell culture, a critical window (Figure 1 ) for the induction of LTP/LTD has been characterized by systematically varying the spike timing (defined as the time interval between the onset of EPSP and postsynaptic spike) during repetitive correlated stimulation at a low frequency of 1 Hz (Bi & Poo 1998) . The window for modification is about 40 ms in width and is temporally asymmetric. Postsynaptic spiking within about 20 ms after presynaptic activation (positive intervals) results in LTP, whereas that within about 20 ms before presynaptic activation (negative intervals) results in LTD. The transition from LTD to LTP occurs within a few milliseconds of change in spike timing. It is interesting that an essentially identical window has been found in developing retinotectal system of Xenopus tadpoles (Zhang et al 1998) . At Schaffer collateral synapses in the CA1 region of rat hippocampal slices, LTP/LTD can also be induced by similar correlated pre-and postsynaptic activation at a low frequency (5 Hz), with a characteristic critical window of spike timing that differs slightly from that found in culture. An additional LTD window was observed at positive intervals of 15-20 ms (Nishiyama et al 2000) .
In hippocampal cultures, GABAergic transmission can also be modified by correlated pre-and postsynaptic spiking. Such modification exhibits a symmetric spiking-timing window that lasts about 50 ms and is independent of N-methyl-Daspartate receptors (NMDARs) (K Ganguly, M-m Poo, unpublished results). In the cerebellum-like structure of electric fish, synapses formed by parallel fiber onto Purkinje-like cells have a window opposite to that associated with the excitatory synapses described above: Spikes of positive intervals induce LTD and those of negative intervals induce LTP (Bell et al 1997) . This opposite polarity in temporal specificity may be appropriate for the function this particular circuit, given that the Purkinje cell is an inhibitory projection neuron. In somatosensory cortex, excitatory neurons at different layers have markedly different windows. For synapses between layer 5 pyramidal neurons in somatosensory cortex, the Figure 1 Critical window for synaptic modifications. Long-term potentiation (LTP)/longterm depression (LTD) were induced by correlated pre-and postsynaptic spiking at synapses between hippocampal glutamatergic neurons in culture. The percentage change in the excitatory postsynaptic current (EPSC) amplitude at 20-30 min after repetitive correlated spiking (pulses at 1 Hz) was plotted against spike timing, which is defined as the time interval ( t) between the onset of the EPSP and the peak of the postsynaptic action potential during each pair of correlated spiking, as illustrated by the traces above. LTP and LTD windows are each fitted with an exponential function: W = A × e (− t/τ ). For LTP and LTD, respectively, A = 0.777 and −0.273; τ = 16.8 and −33.7 ms. Note that W represents the total amount of change in synaptic strength after 60 pairs of correlated spiking. Assuming effective unitary change w (due to a single pair) has similar time constants as those of W, i.e. w = a × e ( t/τ ) , thus (1 + A) = (1 + a) 60 , yielding a = 0.0096 and −0.0053 and the total areas under the unitary LTP and LTD curves a × τ = 0.16 and 0.18 for LTP and LTD, respectively. Scales: 50 mV, 10 ms. [Data from Bi & Poo (1998).] window is presumably of similar profile as that in Figure 1 (Markram et al 1997) . However, synapses between layer 4 spiny stellate neurons appear to have a symmetric depression window (Egger et al 1999) . Various spike-timing windows for synaptic modification reflect the diversity of synaptic machinery and may serve for specific functions of information processing at different stages of neural pathways.
Mechanisms for the Detection of Coincidence and Temporal Order
Previous studies on cellular mechanisms of LTP have addressed the role of the coincident pre-and postsynaptic activity in the induction of LTP (Bourne & Nicoll 1993) . In some brain regions, including the CA1 area of hippocampus, synaptic activation of postsynaptic NMDAR, a subtype of glutamate receptor channel, concurrently with membrane depolarization underlies the coincidence requirement for LTP (for reviews, see Collingridge et al 1983 , Bourne & Nicoll 1993 . The depolarization-dependent removal of the Mg 2+ block of the NMDAR (Mayer et al 1984 , Nowak et al 1984 , Jahr & Stevens 1987 allows the channel to serve as a molecular detector for the coincidence of presynaptic activation (glutamate release) and postsynaptic depolarization. The resultant Ca 2+ influx through the NMDAR triggers downstream kinases that lead to synaptic potentiation. Induction of LTD also requires coincident pre-and postsynaptic activation and, in some cases, NMDAR activation, although lower-level postsynaptic depolarization is needed (Linden & Connor 1995 , Bear & Abraham 1996 , Goda & Stevens 1996 . It is now generally believed that postsynaptic Ca 2+ elevation is crucial for both LTP and LTD: Transient high-level Ca 2+ elevation may lead to activation of certain protein kinases and LTP, whereas sustained low-level Ca 2+ elevation may activate phosphatases and result in LTD (Lisman 1989 , Malenka et al 1989 , Malinow et al 1989 , Silva et al 1992 , Mulkey et al 1994 , Yang et al 1999 .
In principle, coincidence detection can occur at any converging point of signaling pathways where integration is nonlinear, as is the case for many biological processes. Thus, many components of signal transduction pathways may function as molecular coincidence detectors (Bourne & Nicoll 1993) . In Aplysia sensorimotor synapse, presynaptic adenylyl cyclase that is modulated by G-protein-coupled serotinin receptors and Ca 2+ /calmodulin detects the coincidence of Ca 2+ elevation (due to sensory neuron activity, or CS) and serotonin release (from the facilitating interneuron due to US). The resultant rise in cAMP is at least partly responsible for the associative synaptic facilitation at this synapse (Abrams et al 1991 , Lechner & Byrne 1998 . In vertebrate brain, adenylyl cyclase is inhibited via G-protein by group II metobotropic receptors (mGluRs), which are known to be involved in several forms of LTP/LTD (Tzounopoulos et al 1998 , Egger et al 1999 , Yeckel et al 1999 , Bortolotto et al 1999 . Interaction between group II mGluR pathway and depolarization-induced Ca 2+ signaling pathway is implicated in the coincidence detection at these forms of synaptic changes. Similarly, LTD in cerebellum and other forms of LTP/LTD in hippocampus require group I mGluRs that initiate Ca 2+ release from intracellular stores via the activating phospholipase C (Ito et al 1982 , Linden & Connor 1995 , Bear & Abraham 1996 , Bortolotto et al 1999 . A synergistic release of Ca 2+ from inositol-1,4,5-triphosphate (IP3)-sensitive stores, evoked by synaptic activation of mGluRs, paired with back-propagating action potentials has been observed in the apical dendrites of CA1 pyramidal neurons (Nakamura et al 1999) .
What cellular mechanisms are responsible for detecting the temporal order of pre-and postsynaptic spiking? Both LTP and LTD induced by correlated spiking depend on the activation of NMDARs (Markram et al 1997 , Debanne et al 1998 , Zhang et al 1998 , Bi & Poo 1998 , and LTD also requires functional L-type calcium channels (Bi & Poo 1998) . These requirements are similar to LTP and LTD induced by the conventional tetanic stimulation or pairing protocols. For correlated spiking with positive intervals, spiking following synaptic inputs apparently helps to open NMDARs, allowing high-level Ca 2+ influx, thus LTP. With negative intervals, spiking allows low-level Ca 2+ influx through voltage-gated Ca 2+ channels, which was followed immediately by additional lowlevel Ca 2+ influx due to NMDARs, resulting in LTD. Indeed, imaging studies have shown that Ca 2+ elevation was supralinear when presynaptic stimulation immediately preceded the spike and was sublinear when the temporal order was reversed (Koester & Sakmann 1998) . Because the time constant of glutamate binding to NMDARs is much longer than 20 ms (Mayer et al 1984 , Hollmann & Heinemann 1994 , the narrow window observed in different systems must be accounted for by additional mechanisms, e.g. nonlinearity in the activation of downstream effectors (e.g. calmodulin), or EPSP-induced, dendritic A-type K + channel inactivation (time constant ∼10 ms) that permits synaptic invasion of back-propagating spikes (Hoffman et al 1997) . Additional LTD at positive intervals found in hippocampal slices (Nishiyama et al 2000) may be due to differences in NMDAR properties, and K + channel activity, as well as the presence of local inhibitory inputs.
IMPLICATIONS OF TEMPORAL SPECIFICITY
The observation of stringent spike-timing windows highlights the potential role of individual spikes in synaptic modification (Linden 1999 , Sejnowski 1999 . The capability of synapses to detect precise timing of individual spikes is consonant with the idea that neural information may be encoded in spike timing (Perkel & Bullock 1968 , Rieke et al 1997 . Temporally asymmetric windows, such as that shown in Figure 1 , appear to be the most predominant form in different systems (see Table 1 ). These windows provide a basis for the formulation of a spike-based, temporally asymmetric Hebbian learning rule (Gerstner et al 1996 , Gerstner & Abbott 1997 , Kempter et al 1999 , Abbott & Song 1999 , Rao & Sejnowski 2000 , Mehta et al 2000 , Senn et al 2000 , Paulsen & Sejnowski 2000 . Here, we focus on several properties of this new learning rule, namely the spike-rather than rate-based computation, self-normalization, and temporal asymmetry. Its functional implications for classical conditioning and temporal-to-spatial conversion of information in neural networks are also discussed. 
System t LTD (ms) t LTP (ms) References
Hippocampal dentate gyrus <0 b Heterosynaptic depression may contribute to LTD observed in this study.
c LTD was not observed or tested in the experiments.
d Single time points were tested for LTP/LTD in the experiments.
e No significant LTP was observed in the experiment.
Spike-Based, Temporally Asymmetric Learning Rule
A "Microscopic" Learning Rule One distinct feature of the spike-based learning rule is that, in the computation of synaptic modification, it emphasizes the precise timing of each individual spike rather than the average rate of a population of spikes over a defined interval. Thus, this rule can be considered "microscopic," as opposed to earlier statistical or "macroscopic" rate-based formulations, e.g. the covariance and the Bienenstock-Cooper-Munro (BCM) rules (Sejnowski 1977b , Bienenstock et al 1982 , in both of which only the average spike rate is important. Using the spike-based rule and assuming particular firing characteristics of pre-and postsynaptic neurons, one can derive different statistical rules (Kempter et al 1999 , Senn et al 2000 and readily incorporate them into more conventional rate-based models. An exciting application of spike-based learning rules is in a new type of neural network models, the "pulsed neural networks" (Maass & Bishop 1999) , that use precise timing of individual spikes to encode information. Spike-timing or temporal coding may enable construction of more versatile and powerful networks because it provides larger coding capacity and easier handling of temporal information. However, whether the brain actually uses spike timing for coding information has been a long-standing issue in neuroscience (Perkel & Bullock 1968 , Rieke et al 1997 , Singer 1999 . The critical question is, timewise, how precisely can a neuron (or a group of neurons) detect synaptic inputs and generate as well as transmit spikes? The issues of precision and reliability of synaptic transmission, spike initiation, and propagation have been addressed by many theoretical and experimental studies (Calvin & Stevens 1968 , Bullock 1970 , Bekkers et al 1990 , Mainen & Sejnowski 1995 , Marsálek et al 1997 , Stevens & Zador 1998 , Diesmann et al 1999 . It is interesting that theoretical analysis suggests that in multilayer networks, synchronous spiking activity may propagate from one ensemble to the next while maintaining high precision of spike timing (Marsálek et al 1997 , Diesmann et al 1999 . Such "mode-locked" spike propagation in the brain is consistent with the highly synchronous activity found in many areas of the brain (Abeles et al 1993 , deCharms & Merzenich 1996 , Riehle et al 1997 , Roelfsema et al 1997 , Dan et al 1998 , Singer 1999 . The existence of narrow windows of spike timing for synaptic modification indicates that synapses can indeed "read" information coded in the timing of pre-and postsynaptic spikes, with a precision on the order of a few milliseconds. Therefore, spike timing-based learning rules and the pulsed network models may provide powerful tools as well as insights into computational principles of the nervous system.
A "Self-Normalizing" Rule Hebb's original postulate described only activitydependent strengthening of a synapse. However, a complete learning rule must include both strengthening (LTP) and weakening (LTD) of synapses in order to avoid saturation, and weakening must be as specific as strengthening (rather than nonspecific decay) for serving long-term memories (Sejnowski 1977a , Stevens 1996 . The new asymmetric Hebbian rule provides an immediate mechanism for self-normalization of synaptic weights and the output firing rate of a network (Kempter et al 1999 , Abbott & Song 1999 , Senn et al 2000 . Under normal conditions, such a balance is achieved if, in the spike-timing window of unitary modification (the effect of a single pairing event), the total integral of the LTD curve is equal to or slightly larger than that of the LTP curve. The data shown in Figure  1 indeed largely satisfy this requirement of self-normalization. In some synapses, the spike-timing windows for correlated spiking-induced modification appear not self-normalized (Egger et al 1999) . It is possible that there is a low-level (undetectable) timing-independent LTD/LTP or activity-independent LTD/LTP that serves for nonspecific normalization of these synapses.
A "Temporally Asymmetric" Rule Perhaps the most attractive feature of the new learning rule is its sharp asymmetry in the window of spike timing. Association between two events of a specific temporal order can be established by asymmetric synaptic modification. This is fundamentally different from most formulations of Hebbian rules, in which only coincidence of activity (or associated between two concomitant events) was considered (Brown et al 1990 ). Hebb's original statement was remarkably accurate in implying the role of temporal order: A synaptic input is strengthened only when it "takes part in firing" the postsynaptic cell. Thus, a "true" Hebbian synapse behaves as a causality detector rather than a coincidence detector. Networks of neurons with such synapses can learn and predict sequences (Minai & Levy 1993 , Abbott & Blum 1996 , Roberts 1999 ) and form navigational maps that have been observed in hippocampus (Mehta et al 1997 , Gerstner & Abbott 1997 , Mehta et al 2000 . More generally, the predictive nature of the temporally asymmetric learning rule is directly related to the implementation of classical conditioning (see below).
Classical Conditioning
A hallmark of classical conditioning is the requirement of temporal contiguity: the conditioned stimulus (CS) must precede the unconditioned stimulus (US) during conditioning in order to elicit conditioned response. This ability to detect and remember causal relationships between events, to predict the about-to-happen, and to respond in advance are obviously advantageous to all animal species. Classical conditioning has been modeled successfully in the past by temporal-difference learning algorithm in reinforcement learning (Sutton & Barto 1981 , Tesauro 1986 , Montague & Sejnowski 1994 , Moore et al 1998 . It has been shown recently that the asymmetric Hebbian rule is mathematically equivalent to the temporaldifference learning algorithm (Roberts 1999 , Rao & Sejnowski 2000 . Therefore, the asymmetric synaptic modification by correlated spiking provides a natural cellular mechanism of temporal-difference learning at the synaptic level. Classical conditioning normally operates over a timescale on the order of seconds. In Aplysia siphon-withdrawal reflex, temporally specific synaptic enhancement at sensorimotor connections can be induced when stimulation of the tail (US) follows stimulation of the siphon sensory neuron (CS) within seconds (Hawkins et al 1983 , Walters & Byrne 1983 , Clark et al 1994 . In this case, cellular process with slow kinetics at the presynaptic terminal-the interaction between Ca 2+ and adenylyl cyclase-provides a detection mechanism for a temporal order of sensory events . In vertebrate brain, processes such as synergistic release of postsynaptic Ca 2+ stores by mGluR activation paired with back-propagating spikes (Nakamura et al 1999) may also provide temporally specific detection with a longer timescale than that mediated by NMDARs. Does correlated-spiking-induced synaptic modification found for hippocampal and cortical synapses, with the spike-timing window lasting tens of milliseconds, play a role in more elaborated forms of classical conditioning in vertebrates known to have temporal windows that last for seconds (Squire 1987 , Thompson & Krupa 1994 ? Many different areas are likely to be involved in classical conditioning within the vertebrate brain, with polysynaptic and recurrent circuitry that can effectively extend the timescale of computation. For example, polysynaptic pathways may introduce long transmission delays so that a "remote" synapse may detect and become modified by two temporally distant stimuli that arrive at the site of modification within a narrow window of spike timing (Bi & Poo 1999) .
Temporal-to-Spatial Conversion: Delay-Line Mechanism
An essential process in learning and memory is the transformation of temporal information into spatially distributed information in the brain. Temporally varying sensory information, e.g. that associated with vision and audition, are processed and stored by the brain with remarkable precision (Carr 1993 , Singer & Gray 1995 . The essential temporal information may be coded in the timing of transmitted spike trains (Rieke et al 1997 , Singer 1999 . In addition, inputs that are not explicitly temporal, e.g. odorant stimuli, may also be coded in spike timing (Hopfield 1995 , Laurent 1997 . Relative timing of spikes among neurons within functional ensembles may be used directly to represent internal states of functioning circuits (Riehle et al 1997) . For synaptic modification to be a mechanism for long-term storage of memory, such information coded in spike timing must be converted into and stored as spatially distributed synaptic modifications in the brain. This requires that each synapse be sensitive to spike timing, as discussed above, and that a mechanism "assign" the temporal information specifically to different synaptic locations. One strategy for accomplishing this conversion relies on intrinsic synaptic properties (Buonomano & Merzenich 1995) , such as short-term plasticity and slow inhibitory currents that provide differential neuronal sensitivity to different spikes in an input train (Buonomano et al 1997) . Another strategy is to take advantage of network architectures of "delay-lines" (Jeffress 1948 , Braitenberg 1967 , Tank & Hopfield 1987 ) that have been demonstrated in several systems where the delay is due to axonal conduction of action potentials (Carr 1993) . Recently, we have shown that in networks of cultured neurons, polysynaptic transmission pathways may form functional delay-lines (Bi & Poo 1999) . Repetitive paired-pulse stimulation of one neuron results in correlated spiking and LTP/LTD at remote synaptic sites, when the interpulse interval matches the delay difference between convergent pathways leading to the remote sites (Bi & Poo 1999) . Because neurons in such cultures tend to hyper-innervate each other, these polysynaptic pathways in culture may be analogous to chains of synchronously firing cell ensembles in vivo that have been proposed for cortical processing (Abeles 1991). With such delay-lines and spike-timing dependent LTP/LTD, information coded in the spike train may be stored at selective connections between cell ensembles in the form of long-term synaptic modification.
Activity-Driven Refinement of Developing Networks
Since the early works of Hubel and Wiesel on the effects of monocular deprivation (Wiesel & Hubel 1963 ) and artificial strabismus (Hubel & Wiesel 1965 ) on the developing visual system, it has been generally recognized that neuronal activity is critical for refining the connections in the brain (for reviews, see Katz & Shatz 1996 , Constantine-Paton et al 1990 . There is also evidence that activity may provide an instructive (rather than permissive) role. For example, ocular dominance columns in the cortex were abolished if artificially synchronized activity was imposed to both eyes, whereas imposing asychonous activity between the eyes of the same frequency was not effective (Stryker & Strickland 1984) . Development of orientation selectivity and responsiveness of visual cortical neurons can also be reduced by artificial stimulation of optic nerves (Weliky & Katz 1997) . Although patterned visual experience may not be necessary for the initial development of either ocular dominance or orientation maps (Horton & Hocking 1996 , Crair et al 1998 , Crowley & Katz 1999 , the endogenous patterns of spontaneous activity (Wong et al 1995 , Penn et al 1998 , in the retina as well as in higher visual areas, could still play a role.
In addressing the cellular mechanism by which asynchronous activity between the two eyes drives the formation of ocular dominance columns, Stent (1973) proposed an extension of Hebb's postulate: Synchronous activity strengthens the synapse, whereas asynchronous activity weakens the synapse. This simple rule of "neurons that fire together wire together" can explain activity-dependent competitive interactions between converging inputs on the same postsynaptic neurons. Synchronous spiking is more likely to occur for inputs from the same eye; thus, there is eye-specific segregation of inputs in lateral geniculate nucleus and in the visual cortex. Correlation of spiking is stronger for inputs from neighboring neurons in the same retina; thus, a crude retinotopic map (presumably formed initially by chemical cues) can be refined into a more fine-grained map (Constantine-Paton et al 1990). Simple synchrony-or correlation-based rules have also been successfully used in modeling activity-driven development of simple receptive fields and the ordered arrangement of ocular dominance and orientation columns (Miller et al 1989 , Miller 1994 , as well as ocularly matched orientation and ocular dominance maps (Erwin & Miller 1998) .
The finding of spike-timing-dependent modifications raises several questions. Is a simple correlation-based Hebbian rule a realistic or complete description of activity-driven processes? Are there activity-dependent processes other than the modification of synaptic strength that are correlation based but spike-timing independent? Does introduction of spike-timing dependency into correlation-based rule offer new features for the more complex aspects of circuit developments? It is interesting to note that spike-timing-dependent rules have been used successfully in modeling the development of fine temporal discrimination in the auditory system (Gerstner et al 1996) and direction-sensitive receptive field organization of mammalian visual cortical neurons (Rao & Sejnowski 2000) .
SPATIAL SPECIFICITY IN ACTIVITY-INDUCED SYNAPTIC MODIFICATION
Although not explicitly stated in Hebb's postulate, it is generally assumed that Hebbian synaptic modifications are synapse (or input) specific-only synapses experiencing correlated activity become modified. Input specificity was indeed observed in many studies of LTP/LTD (Andersen et al 1977 , Lynch et al 1977 , Dudek & Bear 1992 , Mulkey & Malenka 1992 , Nicoll & Malenka 1997 . Thus, Hebbian rule is regarded as a "local" rule, in which individual synapses are independent of one another. Although the simplicity of this local rule has been (Bonhoeffer et al 1989) Visual cortex slice (Kossel et al 1990) Hippocampal culture (Tao et al 2000) Postsynaptic lateral
Hippocampal slice CA3 (Bradler & Barrioneuvo 1989 ) (converging inputs) Hippocampal slice CA1 (Muller et al 1995) Hippocampal slice culture (Engert & Bonhoeffer 1997 beneficial for many neural network models (Brown et al 1990 , Rolls & Treves 1998 , there is now increasing evidence that activity-induced synaptic modification may be accompanied by changes in some other synapses within a neural network (see Table 2 ).
Heterosynaptic LTD
Early studies of LTP in the CA1 region of hippocampus have shown a depression of unstimulated commissural-CA1 synapses following LTP-inducing tetanic stimulation of Schaffer collaterals (Lynch et al 1977 , Dunwiddie & Lynch 1978 . This phenomenon, termed heterosynaptic LTD, has since been observed in the cortex (Tsumoto & Suda 1979 , Hirsch et al 1992 , dentate gyrus (Levy & Steward 1979 , Abraham & Goddard 1983 , and the CA3 area (Bradler & Barrioneuvo 1989) of hippocampus, as well as at embryonic neuromuscular junctions in culture (Lo & Poo 1991) . The conditions for the induction and expression of heterosynaptic LTD vary between different systems, but appear to be closely related to that for homosynaptic LTD (for reviews, see Linden & Connor 1995 , Bear & Abraham 1996 . A moderate rise in postsynaptic Ca 2+ , through influx mediated by NMDARs and other Ca 2+ channels as well as through Ca 2+ release from internal stores, has been implicated in the induction mechanism, although the signaling pathways downstream of Ca 2+ elevation and the mechanism of expression remain largely unknown. Heterosynaptic LTD induced by the induction of LTP represents perhaps a special case of more general non-local effects of synaptic modification (see below).
Spread of LTP/LTD in Slices
Although heterosynaptic LTD indicates the existence of interaction between distant synapses, it is not considered a violation of input specificity because changes at nonstimulated sites are opposite in polarity from those at induction sites. However, exceptions to this rule have been observed since the early days of LTP studies (for review, see Teyler & DiScenna 1987) . For example, in area CA3 of hippocampus, mossy fiber tetanization leads to heterosynaptic LTP, as reflected in an increased field potential evoked by other converging but independent inputs, in addition to the conventional homosynaptic LTP (Yamamoto & Chujo 1978 , Misgeld et al 1979 . This heterosynaptic LTP may be caused by an increase in the polysynaptic component of CA3 field potentials, resulting from enhanced transmission among CA3 neurons (Higashima & Yamamoto 1985) . It is interesting that Bradler & Barrioneuvo (1989) found that among three inputs to the CA3 area, tetanus-induced LTP in the mossy fiber input was accompanied by heterosynaptic LTP of Schaffer collateral and fimbrial responses, whereas LTP in the Schaffer pathway was associated with the LTP of fimbrial responses and LTD of mossy fiber responses. In contrast, LTP induced in the fimbrial response was input specific. More recent works have revealed different forms of "breakdown" of synapse specificity of LTP in the CA1 region of hippocampus. In slice cultures, Bonhoeffer et al (1989) found that LTP induced by pairing presynaptic stimulation with postsynaptic depolarization is accompanied by potentiation at synapses made by the stimulated fibers on neighboring postsynaptic cells. Similar "spread" of potentiation was also observed in the visual cortex, where the spread of potentiation was shown to occur only for synapses made by the stimulated, but not unstimulated, inputs (Kossel et al 1990) . A closer examination using local perfusion indicated that, in hippocampal slice cultures, LTP can spread to other inputs on the same postsynaptic cell as long as the unstimulated synapses are within ∼70 µm of the site of LTP induction (Engert & Bonhoeffer 1997) . Also observed at excitatory synapses was postsynaptic spread of LTP onto aspinous dendrites of interneurons whose somata were located in the CA1 pyramidal cell layer (Cowan et al 1998) . It is interesting that pairing-induced LTP in CA1 pyramidal cells of acute hippocampal slices also spread to synapses made by the same set of afferent fibers onto neighboring postsynaptic cells (Schuman & Madison 1994) . Taken together, these studies revealed two forms of spread of LTP. In one form, synaptic sites of induction and spread are apparently made by the same (group of) presynaptic axons on different postsynaptic cells (Bonhoeffer et al 1989 , Kossel et al 1990 , Schuman & Madison 1994 . In the other form, the synapses of induction and spread are on the same postsynaptic cell but made by different presynaptic axons (Engert & Bonhoeffer 1997 , Cowan et al 1998 . For convenience, we define these two forms presynaptic spread and postsynaptic spread, respectively (Figure 2 ). Note that presynaptic spread can only be defined unequivocally when the stimulation is applied to a single presynaptic neuron. Thus, the cases using extracellular stimulation of afferent fibers (Bonhoeffer et al 1989 , Kossel et al 1990 , Schuman & Madison 1994 can only be regarded as consistent with the definition of presynaptic spread.
Several studies of conventional homosynaptic LTD have also suggested a breakdown of synapse specificity under different conditions. In CA1, homosynaptically induced LTD was found to be associated with a heterosynaptic reversal of the LTP previously induced in a separate pathway, and the effect was absent for naïve inputs and dependent on both NMDAR and calcineurin (Muller et al 1995) . Another study, however, suggested that LTD at one of two independent Schaffercollateral/commissural inputs may spread to the other (presumably naïve) input when the level of synaptic activation during low-frequency stimulation was strong enough to induce postsynaptic spiking (Staubli & Ji 1996) . Spread of a different form of LTD has been observed in excitatory synapses onto GABAergic interneurons in the CA1 area of hippocampus: Tetanic stimulation of the input fiber resulted in LTD that spread to neighboring excitatory synapses onto the same postsynaptic interneurons (McMahon & Kauer 1997) . In all these cases, only postsynaptic spread has been examined. These results differ from conventional heterosynaptic LTD in that the change at the induction pathway is also LTD rather than LTP.
The issue of input specificity of LTP/LTD induced by correlated pre-and postsynaptic spiking has been examined recently for Schaffer collateral-CA1 synapses in hippocampal slices (Nishiyama et al 2000) . It was found that correlated activity of positive intervals induces input-specific homosynaptic LTP, whereas that of negative intervals induces LTD that spreads to heterosynaptic unstimulated inputs. Reduction of postsynaptic Ca 2+ influx by partial blockade of NMDA receptors resulted in a conversion of LTP to LTD and a "breakdown" of input specificity, with LTD appearing at heterosynaptic inputs. The induction of LTD at homo-and heterosynaptic sites requires functional ryanodine receptors and IP 3 receptors (IP 3 R), respectively. Functional blockade or genetic deletion of type 1 IP 3 R led to a conversion of LTD to LTP and elimination of heterosynaptic LTD, whereas blocking ryanodine receptors eliminates only homosynaptic LTD. These results indicate that both the polarity and input specificity of activity-induced synaptic modifications are tightly regulated by postsynaptic Ca 2+ , derived from Ca 2+ influx and differential release of Ca 2+ from internal stores. Therefore, input specificity should be viewed not as an intrinsic property associated with LTP/LTD but as a dynamic variable linked to the spread of dendritic Ca 2+ elevation.
Selective Spread of LTP/LTD in Cell Cultures
Recent studies on synaptic plasticity in cell cultures have revealed extensive but selective spread of both LTP and LTD from the site of induction to other synapses in a network. In Xenopus nerve-muscle cultures, LTD induced by postsynaptic elevation of Ca 2+ can spread to synapses made by the same presynaptic neuron on other myocytes, apparently by signaling within the cytoplasm of the presynaptic neuron (Cash et al 1996) . In small networks of cultured hippocampal neurons, LTD induced at synapses between two glutamatergic neurons can spread to other synapses made by divergent outputs of the same presynaptic neuron (presynaptic lateral propagation) and to synapses made by other convergent inputs on the same postsynaptic cell (postsynaptic lateral propagation). Furthermore, LTD can also spread in a retrograde direction to depress synapses on the dendrite of the presynaptic neuron (back propagation) but not in anterograde direction (forward propagation) to depress output synapses of the postsynaptic neuron (Fitzsimonds et al 1997) (see Figure 2) . It is interesting that in the same culture system, LTP induced at synapses between two glutamatergic neurons by correlated spiking exhibits a selective spread only to those synapses associated with the presynaptic neuron (i.e. both lateral and back propagation), not to those associated with the postsynaptic neuron (no lateral or forward propagation) (Tao et al 2000) . In addition, the presynaptic lateral propagation of LTP is target cell specific: Divergent outputs to GABAergic postsynaptic neurons are not modified. This specificity is similar to the target specificity found in the induction of LTP in both cultures and slices (McMahon & Kauer 1997 , Maccaferri et al 1998 , Bi & Poo 1998 , Reyes et al 1998 , Schinder et al 2000 . Finally, neither LTP nor LTD was found to spread further up-or downstream beyond the immediate neighboring synapses (Fitzsimonds et al 1997 , Tao et al 2000 . Although findings in cell culture may represent an exaggeration of phenomena occurring in vivo, the simplicity of the culture system enables investigation of cellular processes and network principles that may be present to varying degrees in more complex neural systems.
Development of Input Specificity
Recent studies of activity-induced synaptic modification in the developing Xenopus retinotectal system have suggested a cellular basis for the input specificity associated with LTP (H-z Tao, L Zhang, F Engert, M-m Poo, unpublished results). The induction of LTP at retinotectal synapses by theta burst stimulation of the retinal ganglion cells was not input-specific: LTP induced in one retinal ganglion cell pathway spreads to other converging retinal ganglion cell inputs on the same tectal neuron. Inputs on other adjacent tectal neurons were not affected, which suggests that the spread of potentiation was due to signaling within the postsynaptic cytoplasm. As the animal matures, LTP of retinotectal synapses induced by the same theta burst activity becomes input specific, a change that correlates with increased complexity of the dendritic arbor of tectal neurons and more restricted distribution of dendritic Ca 2+ elevation evoked by retinal inputs. In contrast to that found for theta burst activity, LTP induced by low-frequency correlated pre-and postsynaptic spiking was input specific throughout the development. These results showed that a "break-down" of input specificity of activity-induced LTP can occur during in vivo development. The extent of the spread of synaptic potentiation, which correlates with spatial distribution of dendritic Ca 2+ elevation, depends on the developmental stage as well as the pattern of synaptic activity.
IMPLICATIONS OF SPATIAL SPECIFICITY (OR LACK OF IT)

Long-Range Signaling in and Across Neurons
The spread of LTP/LTD and heterosynaptic LTD indicates that there are interactions among different synapses by long-range signaling either within the neuronal cytoplasm or across the neurons through the extracellular space. It has been suggested that membrane-permeable diffusible factors are responsible for retrograde signaling during the induction of LTP and LTD (for review, see Bliss & Collingridge 1993 , Fitzsimonds & Poo 1998 . These diffusible factors may affect other synapses close to the sites of induction. Schuman & Madison (1994) have suggested that nitric oxide may mediate the spread of LTP in hippocampus because inhibition of nitric oxide synthase in the postsynaptic cell blocked induction of LTP as well as its spread. However, a different signal triggered by the retrograde signal associated with LTP (e.g. nitric oxide) could be responsible for the spread of potentiation, and the signal could be confined intracellularly.
The extensive but highly selective spread of LTP/LTD found in culture argues for the existence of a rapid long-range intracellular signaling within the cytoplasm, with a speed of at least a few micrometers per second. This requires cytoskeletonbased axonal transport or regenerative waves as a means of signaling. Induction of LTP/LTD may generate Ca 2+ waves (Berridge 1998) in either pre-or postsynaptic neuron and, through its diverse downstream effectors, results in either heterosynaptic LTD or spread of LTP/LTD. At Schaffer collateral-CA1 synpases, LTD induced by correlated pre-and postsynaptic activation (of negative intervals) spreads to unstimulated inputs to the same CA1 neuron (Nishiyama et al 2000) . This spread was abolished by postsynaptic loading of a specific function-blocking antibody of type 1 IP 3 R and was absent in hippocampal slices obtained from IP 3 R-deficient mice, consistent with the notion that an IP 3 R-dependent wave may be responsible for postsynaptic spread of LTD. Another second-messenger cAMP is known to be involved in different forms of synaptic plasticity and can diffuse rapidly in neuronal cytoplasm (Hempel et al 1996) . Local elevation of cAMP/PKA activity in a developing neuron has been shown to exert long-range actions on distant parts of the neuron (Zheng et al 1994) . In Aplysia, restricted application of serotonin to the cell bodies of sensory neurons can cause long-term enhancement at synaptic connections of the same sensory neuron to distant motoneurons (Clark & Kandel 1993 , Emptage & Carew 1993 ). Thus, cAMP or its downstream effectors can serve for cytoplasmic signaling involved in the spread of synaptic modification.
Long-range cytoplasmic signaling may also involve motor protein-based transport of vesicular membranes (Vale et al 1985 , Vallee & Bloom 1991 , Kuznetsov et al 1992 , Bi et al 1997 . Fast axonal transport of vesicles carrying internalized retrograde factors (e.g. neurotrophins) or vesicle-associated cytoplasmic effectors triggered by the induction of LTP/LTD may spread the signal for potentiation/depression within the cytoplasm. Restricted application of glutamate to somata of identified presynaptic neurons led to LTP of its output synapses, and this LTP can be blocked by pretreatment of microtubule-depolymerizing reagent colchicine (Lux & Veselovsky 1994) . However, depolymerization of microtubule may also disrupt the normal structure of endoplasmic reticulum that supports the propagation of Ca 2+ waves. Axotomy of postganglionic fibers leads to regression of synaptic inputs from preganglionic axon, a phenomenon that can be simulated by local chochicine block of the postganglionic fiber and can be prevented by supplying an exogenous neurotrophin nerve growth factor (Purves 1975) . In hippocampal cell cultures, brain-derived neurotrophic factor induces synaptic potentiation by elevating transmitter secretion in a target cell-specific manner (Schinder et al 2000) , i.e. only for those terminals innervating glutamatergic but not GABAergic neurons. This specificity has also been seen in the induction and spread of LTP in the same cultures (Bi & Poo 1998 , Tao et al 2000 . Thus, brain-derived neurotrophic factor may also be a good candidate for the cytoplasmic signal for presynaptic spread of LTP.
Non-Local Rules in Neural Networks
Back-Propagation Although synapse specificity has been a "central dogma" in the concept of synaptic modification, a popular network model of supervised learning adopted a non-local rule, with which signals for synaptic modification can propagate backward through connections in multilayer networks (Rumelhart et al 1986a,b) . This "back-propagation" algorithm, which uses the "error" of the output of a neuron to proportionally adjust the synaptic strength of its inputs, has been extremely powerful in training simple artificial networks to perform a wide range of tasks. The back-propagation algorithm has been considered nonbiological because it directly violates the rule of synapse specificity and is inconsistent with the known direction of signaling in neurons, i.e. from the input to the output (cf Rolls & Treves 1998) . It is interesting that back propagation of LTP/LTD observed in cell cultures appears to fit qualitatively the requirement for back propagation of errors: If the output synapses of a neuron undergo LTP/LTD, then its input synapses undergo similar changes. However, it is not clear whether the spreading LTP/LTD can be integrated by the neuron, analogous to the linear summation of error signals in the back-propagation algorithm. In addition, the spread of LTP/LTD in culture does not appear to go beyond the immediate layer of neurons involved in the induction of LTP/LTD.
The Unit of Synaptic Modification
The exclusively "presynaptic" pattern of LTP spread in culture (Tao et al 2000) suggests that many output synapses of a single excitatory neuron may be modified as an integral unit in activity-dependent synaptic plasticity, with changes at each synapse affecting the others. Such coordinated changes among specific sets of synapses may help to recruit new cells into an existing ensemble and contribute to the development of synchronous firing in the cortex. Furthermore, both the induction and the presynaptic spread of LTP are target cell specific (do not occur at glutamatergic synapses made onto GABAergic postsynaptic neurons), whereas GABAergic synapses may be modified directly by correlated activity and indirectly by spread of LTP/LTD from neighboring sites (Fitzsimonds et al 1997 , Aizenman et al 1998 , Tao et al 2000 K Ganguly, M-m Poo, unpublished results) . Target cell-specific induction and spread of LTP/LTD indicate that the unit of synaptic modification is the subset of presynaptic nerve terminals innervating the same postsynaptic cell type. The ability of GABAergic synapses to be modified suggests an active role for these inhibitory connections in the learning and memory function of neural circuits. Finally, we note that for converging inputs in networks of dissociated hippocampal neurons in culture and in CA1 pyramidal neurons in hippocampal slices, input specificity appears to be more strictly followed for LTP than for LTD. The implication of such asymmetry in input specificity in the development and functioning of neural network remains to be investigated.
CONCLUDING REMARKS
The induction and expression of LTP/LTD represent only the initial consequence of correlated activity. A myriad of subsequent events, including local activation of enzymes, posttranslational modification of proteins, and changes in protein synthesis and gene expression, occur in both pre-and postsynaptic cells, leading to long-lasting structural and functional alterations of the synapses as well as the entire neuron (Milner et al 1998) . The existence of long-range and selective signaling within the neuron, as examplified by the selective spread of LTP/LTD, argues that activity-induced local synaptic modification must be considered as an integral part of global neuronal changes. The existence of reciprocal and selective transsynaptic signaling between neurons further suggests that synaptic and neuronal plasticity must be considered within the context of the interacting neurons in the neural network.
Synaptic modification by correlated activity was proposed by Hebb as a mechanism for the formation of "cell assembly," a network consolidated by patterned activities, which serves as a fundamental unit for perceptual functions of the brain. Although Hebb's original notion that development of the network is intimately linked to the perceptual function of the network remains to be validated, his postulate on synaptic modification has become a recurrent theme for understanding the synaptic basis underlying both activity-driven refinement of developing networks and learning and memory functions of mature networks. Developmental refinement may indeed use synaptic mechanisms similar to that used for learning and memory. In the spirit of Hebb, one may further ask whether the development of new networks is a basis of learning and memory in mature brain and, conversely, whether the structure of mature brain is but a reflection of perceptual experience during its early development.
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