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Abstract
This article proposes ‘sexist assemblages’ as a way of understanding how the human 
and mechanical elements that make up social media content moderation assemble 
to perpetuate normative gender roles, particularly white femininities, and to police 
content related to women and their bodies. It investigates sexist assemblages through 
three of many potential elements: (1) the normatively gendered content presented to 
users through in-platform keyword and hashtag searches; (2) social media platforms’ 
community guidelines, which lay out platforms’ codes of conduct and reveal biases 
and subjectivities and (3) the over-simplification of gender identities that is necessary 
to algorithmically recommend content to users as they move through platforms. By 
the time the reader finds this article, the elements of the assemblages we identify 
might have shifted, but we hope the framework remains useful for those aiming to 
understand the relationship between content moderation and long-standing forms of 
inequality.
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Introduction
Banning images of ‘female-presenting nipples’ on Tumblr (Duguay, 2018), limiting the 
results of hashtag searches related to women of colour – like #mixedgirls, #blackgirls 
and #mexicangirls – on Instagram (Drewe, 2016), and problematising images of under-
weight female bodies on Pinterest (Gerrard, 2018) are only a few recent examples of the 
nuanced human and machine policing of social media content related to women and their 
bodies. In this article, we explore how gender – specifically sexism, defined here and 
elsewhere as the discrimination of a person on the basis of their sex or gender (among 
others, Douglas, 2010; Gill, 2014) – can be used as an analytic lens through which to 
understand the underpinning logics, processes and importantly, consequences of social 
media content moderation. Furthermore, we show how gender, race and other identity 
markers intersect (Crenshaw, 1989) through the various processes of content moderation 
to reproduce stereotypes of those who experience eating disorders. Content moderation 
– ‘the organized practice of screening user generated content (UGC) posted to Internet 
sites, social media and other online outlets, in order to determine the appropriateness of 
the content for a given site, locality, or jurisdiction’ (Roberts, 2017a: 44) – has gained 
increased scholarly and public attention in recent years. As Gillespie (2010) notes, social 
media companies have become ‘more like traditional media than they care to admit’ 
(p. 359): they are increasingly setting the parameters of ‘acceptable’ social conduct and, 
as ever, this is having consequences for society’s most marginalised groups. This con-
cern speaks directly to the focus of this New Media and Society Special Issue: under-
standing the social in a digital age.
Researchers have so far focussed on the human labour behind content moderation 
(Carmi, 2019; Roberts, 2016, 2017b, 2019), social media platforms’ changing responsi-
bilities (Gillespie, 2015, 2018; Suzor, 2019), users’ experiences of platforms’ interven-
tions (Duguay et al., 2018; Gerrard, 2018; Myers-West, 2018) and community-driven 
forms of moderation (Lo, 2018; Seering et al., 2019; Squirrell, 2019). Uniting this 
research is a focus on humans and machines, partly through the legacy of Science and 
Technology Studies (STS) scholarship (e.g. Barad, 2009; Suchman, 2007; Wajcman, 
1991) and also because of the increasing need to understand how social norms ‘leak 
across’, to use Cheney-Lippold’s (2017: 143) term, to content moderation processes and 
vice versa. A fundamental yet academically under-addressed part of content moderation 
debates is gender; specifically, how gender norms factor into and get reproduced by 
content moderation processes and outcomes.
This is not to say that there is an absence of scholarship looking at inequalities. 
Researchers interested in issues of gender have to date explored individual components of 
what we are calling social media’s sexist assemblages (and which we describe below). For 
example, the ‘baking’ of gender into social media’s design (Bivens and Haimson, 2016; 
Kirchner, 2015), the intersection of gendered and racialised norms through search results 
– for example, how Google used to recommend a website called hotblackpussy.com as 
one of the first search results for ‘Black girls’ (Noble, 2018) – and the gendering of artifi-
cial intelligent ‘digital assistants’ like Amazon’s Alexa (Neff, 2018). Our use of these 
examples in addition to discussing our own also demonstrates how gender, race and other 
identity markers intersect (Crenshaw, 1989) to discriminate. The sexist assemblages that 
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we identify in this article are therefore much more than sexist assemblages. One of the 
critiques levelled at such previous work as Bucher (2018) has argued (drawing on the 
work of scholars like DeLanda, 2006; Law, 2004; Mackenzie, 2006; Suchman, 2007), 
relates to their exploration of singular or static elements of social media, producing a less 
sophisticated understanding than is needed of both the object of enquiry (the given social 
media platform) and the work that algorithms and human interaction do (pp. 54–55). For 
Bucher (2018), this means that understanding platforms as anything other than a range of 
permutations, as multiplicity and as processes is too limiting (p. 49).
In keeping with Bucher’s (2018) argument, we draw on the conception of platforms as 
assemblages (pp. 50–51) to acknowledge the dynamic and iterative processes of plat-
forms always-already coming into being, rather than considering them as static or fixed 
objects of study. At the same time, the notion of assemblages directs us to consider issues 
of power (in a Foucauldian [Foucault, 1977] or Butlerian [Butler, 1990] sense) in terms of 
how some elements of assemblages are negated and others are more durable (Latour, 
1990). Given that the durable elements are likely to change over time (Deleuze and 
Guattari, 1987; Law, 2004), this article addresses three constitutive elements as broad 
directions to consider – both theoretically and methodologically – rather than claiming 
them as fixed objects of study. Our proposition is that if we ask questions about: interfaces 
or content (as momentary stabilisations or representations of socio-technical negotiations 
[Suchman, 2007]); alongside an interrogation of public-facing decision-making pro-
cesses, which is how we understand community guidelines; and machine learning pro-
cesses as they are also (but differently) momentarily stabilised through recommendation 
systems, then we can begin to get closer to a sense not only of platforms as assemblages, 
but also to the durable elements within these assemblages and crucially, what they do to 
the social world. Given this, our article takes as a directive: (1) the content presented to 
(or concealed from) users through in-platform searches, (2) public-facing community 
guidelines, which lay out a given platforms’ codes of conduct and nod to the political, 
economic and social considerations of a given social media company and (3) the content 
that is algorithmically recommended to users as they move through social media.
By evoking the notion of assemblages, we are also of course thinking of the work of 
Deleuze and Guattari (1987), Law (2004) and DeLanda (2006), particularly for how their 
use of the term helps us to articulate the intimate connections between and within, for 
example, the actors and systems that generate communication, design and experience. For 
Deleuze and Guattari (1987), assemblages seek to explain ‘all the voices present within a 
single voice’ (p. 88), and are also ‘constantly subject to transformations’ (p. 90). Seen 
here, and relating this work to the scholarship already discussed, are resonances of notions 
of durability – the ‘voices’ – and concerns with permutations, multiplicity and processes 
that Bucher (2018) takes up through her emphasis on performativity (p. 50, following 
Introna, 2016). These themes are also addressed by DeLanda (2006) when he argues that 
the performative capacity of assemblages as ‘a whole’1 ‘cannot be reduced to those of its 
parts’ precisely because of the performative capacity of assemblages: the fact they are ‘not 
an aggregation’ of the various components, but ‘the actual exercise of their capacities’ (p. 
11). This suggests, for the purposes of this article, that we need to consider not only the 
constructions of the various assemblages (our three directives as described above), but 
also the performative capacity of the assemblages when held together as ‘a whole’.2
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This leads us to our proposition of sexist assemblages. Assemblages, as Wiley et al. 
(2012) note, do something, and we argue that only by understanding the particular 
arrangement of social media content moderation’s many elements can we see how they 
perpetuate rigid gender roles, typically about women; in short, how they perpetuate sex-
ism. While we focus on pro-eating disorder (pro-ED) content moderation in this article 
(a term we define later), we include other examples to argue that the notion of sexist 
assemblages permeates other platforms and might open up spaces for theoretical and 
methodological revisions. After discussing social media content moderation and pro-ED 
identities more generally, we turn to a discussion of the research methods that inspired 
this article: a cross-platform visual analysis of eating disorder images on Instagram, 
Pinterest and Tumblr. We then unpack three of the (various) elements of our sexist 
assemblages – the content presented to and hidden from users through in-platform 
searches, public-facing community guidelines and recommendation systems – to ask 
about the implications of such durability within and for assemblages.
Moderating controversial content on social media
Community-driven Internet spaces have always been moderated in some way, but the 
growing volume of content uploaded to social media in particular has forced companies 
to develop more sophisticated moderation techniques. At present, there are two dominant 
forms of social media content moderation: (1) automated and (2) human. Automated 
content moderation relies on machine learning techniques which ‘consistently maps onto 
existing data’ (Thornham, 2018: 17) in a ‘recursive loop’ (Day and Lury, 2016: 43): it 
matches content against known data and databases of ‘unwanted’ (Roberts, 2017b: n.p.) 
or flagged content, measuring the distance between points within systems and between 
certain words or images (Sumpter, 2018: 198). Automated moderation encapsulates the 
processes of uploading content and the period after: they are both pre-emptive and retro-
spective (Gillespie, 2018). Machine learning moderation compares content with existing 
data, which means unique content needs to be already normative, or at least ‘known’ for 
machine learning moderation to ‘see’ it as a constitutive element to prompt action, such 
as deletion. This has a number of implications, but for the purposes of this article also 
demonstrates why human content moderation is so important for setting the parameters 
of normativity from which the automated systems can learn and build. When content is 
flagged, it is often redirected to a human commercial content moderator (CCM) who is 
given ‘seconds’ (Roberts, 2017b) to decide if it should stay or go. Content moderation is 
also outsourced to users who are asked to ‘flag’ inappropriate content to feed into mod-
eration algorithms (Crawford and Gillespie, 2016). Flagged content is weighted differ-
ently within the constitutive elements of algorithms and automated moderation learns 
from and develops such weighting to create different processes and re-evaluate past out-
comes, such as alerts, deletions and restrictions on access to certain content (Suzor, 
2016). All of these forms of content moderation are limited for the reasons outlined 
above, and the automated techniques described above are famously ‘imperfect’ (Roberts, 
2017b: n.p.).
At a macro-level, there are also issues in relation to decisions about what counts as 
‘problematic’ social media content in the first place, not least because of current debates 
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around social media as on one hand being a safe and supportive space, and on the other, 
a space that needs safeguarding for vulnerable groups and individuals. As an example, 
these concerns are reflected in the UK government’s new Online Harms White Paper, 
which lays out plans to develop an independent regulatory body to ‘draw up codes of 
conduct for tech companies’, outline their new ‘statutory “duty of care” towards their 
users’ and enforce penalties for non-compliance (Goodman, 2019: n.p.). The recent news 
story about the role Instagram and Pinterest might have played in a teenager’s suicide is 
a case in point (Gerrard and Gillespie, 2019). As Gillespie (2018) argues, moderation of 
content relating to eating disorders is perhaps ‘the hardest to justify’ (p. 61), not least 
because Internet spaces have long been praised (and condemned) for offering non-judge-
mental communities for those with marginalised or stigmatised identities (among others, 
Dias, 2003; Turkle, 1996), particularly spaces permitting the use of pseudonyms 
(Haimson and Hoffmann, 2016; Van der Nagel and Frith, 2015). This contradiction and 
its accompanying debates have intensified in recent years as tech creators are becoming 
increasingly aware of the consequences of their designs, while at the same time, as boyd 
(2015) and Ford (2019) note, being excited by them. Rules about eating disorders were 
enforced on sites like MySpace, Xanga and Yahoo! but a 2012 Huffington Post exposé 
about Tumblr’s ‘secret world of teenage “thinspiration”’ (Gregoire, 2012) triggered a 
wave of platform policy alterations. Exactly 2 weeks after the exposé, Tumblr (2012a) 
released a new policy relating to eating disorder content and Instagram and Pinterest fol-
lowed suit within the same year. The three platforms said they would draw lines between 
accounts and posts that ‘promote’ eating disorders and those aiming to ‘build commu-
nity’ (Tumblr, 2012b) or facilitate ‘support’ (Panzaniro, 2012; Pinterest, 2019) between 
users. To restrict access to ‘problematic’ content, the platforms issue public service 
announcements (PSAs) when users search for certain hashtags or keywords, block or 
limit the results of searches for other terms, and also remove content and accounts they 
think breaks the rules (Gerrard, 2018).
Rule-setting is subjective and reflects the biases and worldviews of the rule-setters, 
and social media’s community guidelines are, as Roberts (2019) reminds us, developed 
‘in the specific and rarefied sociocultural context of educated, economically elite, politi-
cally libertarian, and racially monochromatic Silicon Valley, USA’ (pp. 93–94). Thus, it 
is perhaps fair to say that the decision to moderate eating disorder-related content reflects 
a longer-standing paternalistic desire to ‘protect’ young women – who are the likeliest 
gender to experience an eating disorder (among others, ANAD – National Association of 
Anorexia Nervosa and Associated Disorders, 2019; Beat, 2019) – following a pattern 
established by traditional media and earlier Internet spaces. The form of sexism we point 
to in the politics of moderation is also based on a notion of the fragility of white women’s 
bodies and the need to protect them. In their analysis of media representations of eating 
disorders, Saguy and Gruys (2010) found that ‘anorexics and bulimics are typically por-
trayed as young white women or girls, this reinforces cultural images of young white 
female victims’ (p. 231). Eating disorders have long been viewed as a ‘White female 
phenomena’ (Root, 1990: 525), an assumption reinforced by misguided research meth-
odologies led by ‘stereotypes that only White, middle to upper class girls develop eating 
disorders’ (Root, 1990: 531), and despite evidence to the contrary. But as Lupton (2013) 
notes, not all women’s bodies are seen as fragile nor worthy of protection. In Western 
Gerrard and Thornham 1271
societies, ‘It seems that there is something culturally repellent about the fat body, some-
thing that calls out to be controlled, contained and punished’ (Lupton, 2013: 3), and yet 
the thin body earns the protection of some of the world’s largest corporations. This article 
attempts to demonstrate how such values can become embedded – or coded – into plat-
forms’ algorithmic and public-facing methods of control. The platforms’ decisions raise 
a number of questions, but for the purposes of this article they remind us of the wider 
socio-political arena in which moderation decisions are also being made, and that filters 
through to how such decisions are variously and unevenly operationalised. We now turn 
to a discussion of the research methods inspiring this article’s content.
Show and tell: finding images through search results
The findings we present in this article are part of a larger dataset of 975 unique Instagram, 
Pinterest and Tumblr images. We initially ran searches for 10 keywords using the respec-
tive platforms’ built-in search engines and used the Digital Methods Initiative’s 
TumblrTool to identify the most common workaround hashtags to give us a set of terms 
to use in case the root tags were banned.3 For example, because ‘proana’ is banned on 
some platforms, users might search for ‘proanaa’ or a similar non-banned workaround 
term (see Chancellor et al., 2016). We originally collected these images to conduct a 
cross-platform visual analysis, an approach influenced by Ging and Garvey’s (2017) 
finding that images relating to mental health on Instagram are highly aestheticised. Using 
a clean browser and a new account, we wanted to see what the platforms showed us – a 
form of platformed show and tell – using their search engines to discover new content, 
precisely as social media users would.4 But it was the method through which we obtained 
our data that revealed an algorithmic conflation between posts related to eating disorders 
and those associated with other feminised phenomena, such as fitness, diet plans, cos-
metics and fashion. This resonates with one of the motivations behind Noble’s (2018) 
book, Algorithms of Oppression, which she wrote after discovering that Google recom-
mended stereotypical, racist alternatives when she searched for ‘Black girls’ (as explained 
in the article’s ‘Introduction’). Although the flattening of identities Noble (2018) identi-
fied resonates with our findings, we want to note that the intersections are different. 
Noble (2018) found a reproduction of hateful and explicitly sexualised stereotypes of 
Black women via Google searches, and we identify (as we discuss throughout) a link 
between white, feminised behaviours and interests with eating disorders via Pinterest 
recommendations. Although the pattern is similar, the intersections – the ‘multiple 
grounds of identity’ including gender and race (Crenshaw, 1991: 1245) – are different.
A number of considerations that emerged from the methods and that relate to the con-
cept of sexist assemblages are worth briefly noting here. The first relates to the idea of 
attempting to momentarily stabilise assemblages through keyword and/or hashtag 
searches, and the limits and affordances this offers not only in terms of research findings, 
but also in terms of how these methods can conceptualise platforms ‘themselves’ (as the 
sum of these methods). Internet researchers, we suggest, need better methods for captur-
ing the dynamics of social media platforms because what we do to understand platforms 
shapes how we understand them. For example, the problem with researching algorithms 
is that we can only access already-made decisions: it is very difficult to account for 
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the silences (an issue with assemblage theory itself, and which we return to in our 
‘Conclusion’). The methodological issues raised here precisely illustrate why this article 
might be read as both a theoretical and methodological intervention. This means it is 
important to emphasise that these ‘show and tell’ methods should not underpin a concep-
tualisation of the platform, but should rather be understood as a tool through which we 
might come to understand some of the durable elements of larger processes (see Bucher, 
2018). And second, this method highlights the need for dynamic methods that can iterate 
and change in keeping with algorithms. Keywords and hashtags, for example, are con-
stantly revised and given that any one experience of a platform may be different (see 
Bucher, 2018), it is particularly important to note an instability not only with the object 
being studied but also with the methods (Hayles, 2017).
What we found on Pinterest inspired many of the arguments behind this article. For 
example, when you select a post on Pinterest (on either a mobile app or on the desktop 
version), you can scroll down to view what Pinterest calls ‘more like this’: the images you 
might want to see, based on your browsing habits and other forms of mined social media 
data (Kennedy, 2016; Sumpter, 2018). The algorithm showed us images related to the root 
image and also suggested other search terms we might want to explore. When we searched 
for ‘bonespo’ – a portmanteau term combining ‘bones’ and ‘inspiration’ to denote images 
which focus on and glorify bones protruding through skin (Cobb, 2017) – Pinterest 
showed us an image of a seemingly white person’s slender legs and small wrist (see Image 1), 
and suggested we might also like to search for other posts relating to ‘grunge’, ‘hipster’ 
and ‘90s’ fashion (see Image 2).
Image 1. The first search result for ‘bonespo’ on Pinterest.
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Despite bonespo’s clear links to pro-ED discourses, it remained searchable on 
Pinterest at the time of writing. However, these recommendations alone – and arguably 
the image itself – are not especially objectionable.5 They relate to fashion and perhaps 
classed identities and imply highly stylised gender performances that are consciously 
intended: something more akin to the notion of self-branding or promotion (Hearn, 
2017). What matters here is what prompted the recommendations: a keyword search 
explicitly related to the promotion of eating disorders. The seemingly mundane process 
of searching for an image and receiving suggestions for more images users might like 
reveals a connection between eating disorders, the performatively feminine body and 
fashion/consumerism. As Dias (2003) notes, and mirrored in the search results discussed 
above, ‘the assumption, evident in most popular notions about eating disorders, is that 
these women are conforming to dominant notions of femininity’ (p. 37). They also con-
form to dominant notions of white femininity, as grunge subcultures in particular have 
their roots in ‘white youth in the US suburbs’ (Huq, 2006: 139). Furthermore, this finding 
highlights the importance of the ‘also liked’ algorithm we discuss later in the article.
However, not all pro-ED-related terms are searchable on Pinterest. For example, a 
search for ‘proana’ was blocked on Pinterest and prompted the following PSA: ‘Are you 
struggling with an eating disorder? Help is available’. But the failed search for ‘proana’ 
also prompted the platform to give us a list of other terms we might want to ‘try’ (see 
Image 3).
Image 2. Pinterest recommendations following a search for ‘bonespo’.
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Although the search for ‘proana’ failed, the platform knew to categorise the term in 
relation to bodies and body work, and Pinterest advised us to search for ‘nice body’, 
‘skinny legs’, ‘thigh gape’, ‘fitness motivation’ and ‘skinny body goals’ instead (Image 3). 
We then searched for what Chancellor et al. (2016) call a ‘workaround’ hashtag 
– #proanaa – and Pinterest gave us the following image (Image 4), followed by further 
recommendations (Image 5).
Image 3. Recommended search terms to remedy a failed search for ‘proana’ on Pinterest.
Image 4. The first search result for ‘proanaa’ on Pinterest.
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At first glance, these recommendations are not explicitly linked to identity markers 
such as gender, race or age. But when combined – indeed, assembled – with both discur-
sive and statistic knowledge of eating disorders indirectly tells us that they are experi-
enced as feminine, white and youthful in multiple ways. Pinterest’s recommendations 
thus add to a broader social imagination and stereotyping of eating disorders not only as 
a white women’s issue but also as a neoliberal, postfeminist preoccupation with body 
improvement and performances of ‘successful’ femininity: understanding that femininity 
is a bodily property, that a woman must possess the right body in line with the current 
hegemonic ideals, that the body must be adequately disciplined and surveilled, and 
that a woman’s ‘goals’ can be successfully achieved through a makeover (Gill, 2007). 
The ‘sexist’ element of the assemblage(s) is bound up in the social and cultural infer-
ences that are both evidenced in the content itself, and through the content in terms of 
what the search algorithms suggest over time. To re-iterate, this is not to say that these 
elements are static or will not change but rather that we begin to get a sense of processes 
and logics that we need to investigate further.
Indeed, to take one of the recommended search terms in Image 3 – ‘skinny body 
goals’ – there is both a normativity and mundanity of these associations (given the issues 
Image 5. Pinterest recommendations following a search for ‘proanaa’.
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discussed in the paragraph above) that demonstrate a complicity with the gendering of 
social phenomena and a misguided alignment of eating disorders with vanity and thin-
ness (Bordo, 2003). At the same time, recommendations are algorithmically generated 
based on existing data and click-throughs: they represent and perpetuate normativity 
insofar as they are both an algorithmic outcome of existing activity/behaviour, and they 
generate and perpetuate ongoing activity/behaviour. In keeping with scholars such as 
Bucher (2018) and Introna (2016), we are suggesting that recommendations are not 
transparently gendered (solely) because eating disorders are represented primarily as a 
female-oriented issue; rather, they are gendered because this conclusion is borne out of 
existing normative practice and behaviour (see also Neff, 2018).
Returning to DeLanda’s (2006) argument that assemblages have performative capaci-
ties when held together as ‘a whole’ (p. 11), our findings also provoke new discussions 
about the social costs of recommendation systems, particularly if we think about the 
performative elements of the search algorithms in terms of shaping normativity. One of 
our main concerns is that search results stabilise, however momentarily, how an eating 
disorder ‘should’ be experienced: thin, hyper-feminised, consumerist and by young, 
white women, not because of the image per se but because of the socio-technical assem-
blages that have generated it in that moment as an automated response to a query. Our 
argument here then, is that content, recommendations and searches are all elements of 
the sexist assemblage, that need to be thought about and investigated together and which 
also includes algorithmic process and community guidelines and policies. We now turn 
to a fuller discussion of the latter.
Community guidelines: the (gendered) rulebooks of social 
media
The power and politics of social media content moderation not only lie in its processes 
and outcomes, but also in the decisions about what gets moderated and why this should 
happen. This communicative work partly takes place in social media platforms’ ‘com-
munity guidelines’, sometimes called ‘community standards’ or similar. Most, if not all 
platforms have these public-facing documents and they serve a unique and academically 
under-addressed purpose: they purport to lay out, in ‘deliberately plainspoken language’ 
(Gillespie, 2018: 46), how platforms want their users to behave and what kinds of con-
tent they think are and are not acceptable. As suggested earlier, we are interested in the 
community-facing guidelines as human-machine contextual responses to a perceived 
human-algorithmic change that are ‘caught’ momentarily (stabilised) through discourse 
and that might, in turn, reweigh certain algorithms or change certain processes in visible 
and less visible ways. But community guidelines are always-already inadequate as a 
representation of action or policy because the assemblage is in process and iterating 
beyond that moment. Some ‘rules’ are more stable than others such as those against sup-
porting terrorism, crime and hate groups, sharing sexual content involving minors, mali-
cious speech and so on, mostly because they verge on or cross the threshold of illegality. 
But some of platforms’ other rules, such as those about eating disorders, are less stable 
and reflect morality rather than legality.
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Community guidelines differ from terms of service and other legal documents because 
they are intended to be read by users and are written as such. At the very least, community 
guidelines are spaces in which normativity (as understood by the employees of any given 
platform) is discussed within a specific temporal and historical context. More than this 
though, they are spaces where the human rather than the machine comes to the fore, and 
in juxtaposing the machine learning elements with these discursive human responses, we 
can see tensions and sutures, priorities and politics. Who responds, when and how is also 
important not least if we consider, as Gillespie (2018) argues, that the ‘voice’ of platforms’ 
community guidelines are often consistent with their ‘character’ (p. 48), which perhaps 
creates the conditions for them to evoke gendered language.6 Community guidelines are a 
crucial component of the assemblage we discuss in this article because they are the spaces 
where interpretations of values and rules are consciously conveyed. Indeed, while plat-
forms have long emphasised their neutrality (Gillespie, 2010), community guidelines 
undo some of this careful discursive work by revealing biases, politics and normativities.7 
It is also important to note that community guidelines are also far from static: the guide-
lines themselves are malleable and constantly being re-shaped and re-purposed; the lan-
guage changes, the discourses shift. For example, a week after publishing its initial policy, 
Tumblr issued ‘follow-up’ guidelines for content related to eating disorders and self-harm 
and responded to user feedback. One user’s comment read:
It’s not a secret that this new rule will target primarily women. Sick women that have finally 
found a community where they don’t feel alone. If you think censoring these websites will lead 
more women to recovery, consider whether people fought in wars before there was violence on 
TV. This is shutting down a community where people can talk openly without addressing the 
(actually evil) blogs that may have caused them to be where they are at. Great job, Tumblr. 
(Tumblr, 2012b)
The same thing happened when Tumblr announced its ban on adult content – which 
included images of ‘female-presenting nipples’ – in late 2018. Following a pattern estab-
lished by traditional media (among others, see Atwood, 2009; Evans et al., 2010; Gill, 
2009), the adult content ban reflected a historic problematisation and over-sexualisation 
of women’s nude bodies. Tumblr then released another post to its Staff Blog clarifying 
some of the guidelines’ details (Tumblr Help Desk, 2018a, 2018b). Community guidelines 
thus echo other media processes and hint at how those writing the community guidelines 
see the platform: it is interesting, for example, that Tumblr chose to highlight a comment 
about sexism in its own follow-up post. These public-facing documents form a core part 
of sexist assemblages because they (re-)iterate Tumblr’s complicity in unequal divisions 
between acceptable gendered bodies. Evidently, and unlike terms of service, community 
guidelines are more ‘open to outside pressure’ (Gillespie, 2018: 70), making them crucial 
spaces where biases and subjectivities are displayed to users. They offer us insight, we 
argue, into the politics behind moderation as well as the decisions prompting and respond-
ing to machine learning outcomes. If, as Gillespie (2018) notes, ‘the full-time employees 
of most social media platforms are overwhelmingly white, overwhelmingly male, over-
whelmingly educated, overwhelmingly liberal or libertarian, and overwhelmingly techno-
logical in skill and worldview’ (p. 12), we cannot ignore the profound implications this 
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has on their rules and the broader sexist assemblages we discuss in this article. If we return 
to our theme of sexist assemblages, we can note the need to also consider issues such as 
employee demographics, work practices and policies, identity signifiers and labour issues, 
to name a only few issues at stake. All of these things contribute to people’s experiences 
of platforms, but many are rarely ‘seen’ or accounted for in the push to only note the pro-
ductive elements of platforms. This point, then, is a further reminder of the need to con-
sider content moderation as an assemblage.
Examples like the above evidence a pervasive platform policing of the female body in 
particular, not only in the decisions made about the parts of the gendered body that are 
problematised (protruding bones, female-presenting nipples, etc.), but also, and perhaps 
even more perniciously, the call within platforms’ community guidelines for users to 
surveil and problematise each other’s bodies by flagging content they think glorifies eat-
ing disorders. We now turn to a discussion of our final element of the assemblage: social 
media’s algorithmic recommendation systems.
The ‘also liked’ algorithm and the (gendered) stakes of 
recommendation systems
A central way content circulates on social media is through algorithmic recommendation 
systems, or the ‘also liked’ algorithm. Such systems are designed to improve user experi-
ence, help users to make sense of masses of content, and ultimately retain their participa-
tion in – and data-generation on – platforms. But as Sumpter (2018) reminds readers, 
when faced with a plethora of information, users look at ‘fewer options’ (p. 107). This is 
why the also-liked (or ‘preferential attachment’) algorithm is so powerful: because of 
how it orders information. Scholars have long argued that we are directed to social media 
content based on our own data trails, which prioritise content in part according to previ-
ous activity and purchasing decisions (among others, Cheney-Lippold, 2017; Noble, 
2018; Sumpter, 2018). The argument follows that this then leads to a ‘filter bubble’ 
whereby our experience online is roughly in keeping with our own socio-political opin-
ions (Pariser, 2011). More recently, however, scholars have questioned the idea of the 
filter bubble through empirical research that suggests that algorithmic recommendations 
pay less lip service to variables such as user data and previous data trails and more lip 
service to corporate sponsors and geolocation (Introna, 2016; Noble, 2018: 5). If this is 
the case, then categories like gender, race and class are being flattened out in keeping 
with neoliberal and consumerist principles to have economic rather than socio-political 
resonance (see Thornham, 2018: 127). For this article, these issues demonstrate a need to 
consider assemblages, content moderation and pro-ED-related content also within eco-
nomic and consumerist frames.
Sumpter (2018) argues that one of the mathematical formulas applied to social media 
data is ‘principle component analysis’ (PCA).8 PCA works by isolating the strongest cor-
relations in the data and it does this by thematically collating a range of variables into 
‘cleaner’ categories, partly to have fewer categories and therefore stronger correlations 
(Sumpter, 2018: 29–31). This mathematical sorting prioritises blunt content such as 
clicks and likes rather than, for example, demographic data or the tone of the post. The 
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nuances of gender performativity (Butler, 1990) are therefore negated, the tone and style 
are irrelevant, making the sociocultural and political elements of gender identity flat-
tened and rendered invisible. The ‘also-liked’ algorithm then bumps up that misreading 
or simplification of something like gender to grossly exaggerate it as a signifier, and as 
it increasingly sees this variable, it notes it and gives it more weight. It is the new catego-
ries generated through this process that we are concerned with in this article, because 
what gets generated through recommendation systems are over-simplified versions of 
gender and other identities. To represent only over-simplified versions of gender is, we 
argue, a form of sexism. This process also plays a crucial role in how phenomena such as 
eating disorders become linked to certain identities: thin, hyper-feminised, consumerist, 
youthful and white.
While algorithms do a very good job of appearing to be neutral and wholly driven by 
user data, they in fact ‘represent certain design decisions about how the world is to be 
ordered’ (Bucher, 2018: 67) and as such are selective, partial and constructed (Gitelman 
and Jackson, 2013; Kitchin, 2014: 14). They are able to ‘assign meaningfulness’ 
(Langlois, 2013 in Gillespie, 2014: 167) and are essentially mathematical formulas that 
come to stand in for gender and other identity markers. Recommendations are an element 
of sexist assemblages because users receive more content which is likely to be gendered 
in the most simplistic way, as we have previously seen in the images of Pinterest recom-
mendations. Pinterest understands that eating disorders dominantly relate to female bod-
ies, thus in turn users might want to look at other content related to performed femininity 
such as fashion or cosmetics.
It is particularly interesting to us that recommendation systems do not at first seem 
to be part of the content moderation process, but this is precisely their power. 
Recommendation systems and content moderation are not typically discussed together, 
and this is because they constitute content which is left over after moderation has taken 
place: what other people have ‘liked’, the accounts they might want to follow, the posts 
they ‘might love’. In other words, recommendations represent the most acceptable 
content social media has to offer (Gerrard and Gillespie, 2019). Recommendation sys-
tems are essentially moderation systems: they are perhaps the most seemingly neutral 
element of social media and yet the stakes for how they categorise content are espe-
cially high for how we ‘see’ gender, along with race, sexual orientation, age, ability 
and social class. This means recommendation systems are partly responsible for telling 
users what eating disorders and other social phenomena are, and for reflecting the val-
ues of the platform. As Cheney-Lippold (2017) explains, because of the categorisa-
tions social media companies make – via decisions about what kinds of content to 
moderate, how platforms’ rules are worded and how they know what to recommend to 
their users – this means our digital identities are also ‘declaration[s] by our data as 
interpreted by algorithms’ (pp. 23–24). We now conclude our article by further consid-
ering the social implications of this and other elements of sexist assemblages.
Concluding thoughts on sexist assemblages and the social
In this article, we have presented three of the many potential elements of what we call 
sexist assemblages: the logics, processes and outcomes of social media content 
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moderation. We have proposed sexist assemblages as a way of understanding how the 
human and mechanical elements that make up social media content moderation com-
bine to perpetuate normative gender roles, and to police, perhaps even silence content 
related to women and their bodies. We have investigated sexist assemblages through 
three of several potential elements: (1) through the content presented to – or concealed 
from – users through in-platform searches, and which reflects dominant gendered, 
racialised and other norms. We argued here that, while problematic, the sexism at play 
is meant to ‘protect’ white women; (2) through social media platforms’ public-facing 
community guidelines, which lay out a given platforms’ codes of conduct and reveal 
biases and subjectivity in the decisions about what content to moderate, how best to do 
so and how these decisions are explained to users. Ultimately, we have argued that pro-
ED content moderation reflects longer-standing anxieties around the out-of-control 
female body (Bordo, 2003) and (3) through the content that is algorithmically recom-
mended to users as they move through platforms. Here, we argued that the seeming 
neutrality of recommendation systems conceals a powerful process through which eat-
ing disorders (and other social phenomena) come to be linked to particular identities. 
By the time the reader finds this article, the elements of social media content modera-
tion that we identify might have changed, especially given how the elements that make 
up assemblages are ever-changing, and certain elements are more durable that others 
(Latour, 1990). But our hope with this article is that in considering the above durable 
elements and locating them within wider discourses of gender, we can begin to forge a 
theoretical intervention into how we understand platforms and gender, which has cor-
responding methodological implications.
We draw this article to a close by making three suggestions for scholars hoping to 
understand the social in a digital age. First, we underscore the importance of using social 
media research methods which capture the dynamics of platforms, and to note an insta-
bility not only with the object being studied but also with the methods (Hayles, 2017). 
For example, the problem with researching algorithms, keywords, hashtags and other 
momentary stabilisations of social media content is that we can only access already-
made decisions. It is very difficult to account for the silences, which is indeed an issue 
with assemblage theory itself. We recognise that one of the main criticisms of assem-
blage theory is that it only counts or sees the active elements, which creates problems for 
the unseen or silenced (and which feminist scholarship has long wanted to be attuned to). 
But assemblage theory helps to direct us to silences; to show us what the most durable 
elements of an assemblage are; to consider the performative capacity of assemblages 
when they are held together as ‘a whole’ (DeLanda, 2006: 11); to tell us what they do to 
the social world.
Second, we call for a recognition and identification of other elements of the assem-
blage as the ones we propose in this article are not exhaustive. Some might include: 
social media companies’ press releases, public engagement by their representatives, 
individual decisions made by CCMs, specific decisions made by machine learning sys-
tems and users’ experiences of gender inequality in moderation decisions. We would 
suggest that the latter proposal in particular warrants sustained academic interrogation.
Finally, and perhaps most importantly, we urge scholars to continue to engage with 
the intersectional nature of the assemblages we propose to better understand the link 
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between content moderation and the social. In addition to highlighting content modera-
tion’s parallel protection of whiteness and women, there are places in this article where 
we note how gender intersects with, for example, sexual orientation and sexuality in 
Tumblr’s adult content ban (Duguay, 2018). Sexist assemblages are thus not only ‘sexist’ 
assemblages. We close this article by arguing that the deep embeddedness of sexism 
within the social – as revealed through the sexist assemblages of the social media plat-
forms discussed here – work to silence some of the most marginal and at-risk social 
groups, for whom social media promised the strongest community ties.
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Notes
1. Which is itself a misnomer because the ‘wholeness’ of an assemblage can only be conceptu-
alised through its relations of exteriority that also change (DeLanda, 2006: 10)
2. While recognising this offers insight but not solutions or answers, and nor can it adequately 
‘capture’ the assemblages-as-processes.
3. At present, a similar co-tag analysis tool does not exist for Pinterest, and the Instagram tool 
no longer works because of the platform’s application programming interface (API) closures. 
See Reider (2016) for a fuller discussion. We also used the keywords listed by the three 
platforms when they announced their ban on eating disorder-related content: thinspiration, 
probulimia, proanorexia (Panzaniro, 2012), anorexia, anorexic, bulimia, bulimic, thinspira-
tion, thinspo, proana, purge, purging and promia (Tumblr, 2012a).
4. This approach is akin to the walkthrough method (Light et al., 2016) but taking algorithmic 
recommendations as the focus. We maintain this should be a method for Internet researchers 
– a form of show-and-tell, a way of conducting user research/experiencing platforms like a 
user would – but it is beyond the scope of this article to develop the method as such.
5. It is beyond the scope of this article to discuss the semiotic consideration of the ‘pro’-eating 
disorder identity, as it is often difficult to know if an image alone, devoid of a caption or text 
overlay ‘promotes’ the worsening of eating disorders, but it certainly raises questions about 
the interpretation of visual imagery both by users and human content moderators.
6. A potential direction for future research might include a discourse analysis of various plat-
forms’ community guidelines.
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7. As Gillespie (2010) notes, social media companies refer to their products as ‘platforms’ pre-
cisely because of the term’s connotations: ‘open, neutral, egalitarian and progressive support 
for activity’ (p. 352).
8. The algorithms are black-boxed and they change over time, but Sumpter (2018) makes a 
highly educated guess based on the basic principles.
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