We consider the complexity of problems related to the combinatorial game Free-Flood-It, in which players aim to make a coloured graph monochromatic with the minimum possible number of flooding operations. Our main result is that computing the length of an optimal sequence is fixed parameter tractable (with the number of colours as a parameter) when restricted to rectangular 2 × n boards. We also show that, when the number of colours is unbounded, the problem remains NP-hard on such boards. These results resolve a question of Clifford, Jalsenius, Montanaro and Sach.
Introduction
In this paper we consider the complexity of problems related to the one-player combinatorial game Flood-It, introduced by Arthur, Clifford, Jalsenius, Montanaro and Sach in [5] . The original game is played on a board consisting of an n × n grid of coloured squares, each square given a colour from some fixed colour-set, but we can more generally regard the game as being played on a vertex-coloured graph. A move then consists of picking a vertex v and a colour d, and giving all vertices in the same monochromatic component as v colour d. The goal is to make the entire graph monochromatic with as few such moves as possible.
When the game is played on a planar graph, it can be regarded as modelling repeated use of the flood-fill tool in Microsoft Paint. Implementations of the game, played on a square grid, are widely available online, and include a flash game [1] as well as popular smartphone apps [2, 3] . There also exist implementations using a hexagonal grid: Mad Virus [4] is the same oneplayer game described above, while the Honey Bee Game [6] is a two player variant, and has been studied by Fleischer and Woeginger [9] . All these implementations are based on the "fixed" version of the game, where all moves must be played at the same fixed vertex (usually the vertex corresponding to the top left square when the board is an n × n grid).
For any coloured graph, we define the following problems.
• Free-Flood-It is the problem of determining the minimum number of moves required to flood the graph, if we are allowed to make moves anywhere in the graph.
• Fixed-Flood-It is the same problem when all moves must be played at a single specified vertex.
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• c-Free-Flood-It and c-Fixed-Flood-It respectively are the variants of Free-Flood-It and Fixed-Flood-It in which only colours from some fixed set of size c are used.
Note that we can trivially flood an n-vertex graph with n − 1 moves, and that if c colours are present in the initial colouring we require at least c − 1 moves. These problems are known to be computationally difficult in many situations. In [5] , Arthur, Clifford, Jalsenius, Montanaro and Sach proved that c-Free-Flood-It is NP-hard in the case of an n × n grid, for every c ≥ 3, and that this result also holds for the fixed variant. Lagoutte, Noual and Thierry [12, 13] showed that the same result holds when the game is played instead on a hexagonal grid, as in Mad Virus or a one-player version of the Honey Bee Game. Fleischer and Woeginger [9] proved that c-Fixed Flood It remains NP-hard when restricted to trees, for every c ≥ 4, 2 and Fukui, Nakanishi, Uehara, Uno and Uno [10] demonstrated that this result can be extended to show the hardness c-Free Flood It under the same conditions. A few positive results are known, however. 2-Free-Flood-It is solvable in polynomial time on arbitrary graphs, a result shown independently by Clifford et. al. [7] , Lagoutte [12] and Meeks and Scott [14] . It is also known that Fixed-Flood-It and Free-Flood-It are solvable in polynomial time on paths [7, 14, 10] and cycles [10] , and more generally on any graph with only a polynomial number of connected subgraphs [15, 16] . Meeks and Scott also show that the number of moves required to create a monochromatic component containing an arbitrary, bounded-size subset of the vertices can be computed in polynomial time, even when the number of colours is unbounded [16, 15] .
A major focus of previous research has been the restriction of the game to rectangular boards of fixed height. Although an additive approximation for c-Free-Flood-It can be computed in polynomial time [14] , solving either c-Free-Flood-It or c-Fixed-Flood-It exactly remains NP-hard on 3 × n boards, whenever c ≥ 4 [14] . However, Clifford et. al. [7] give a linear time algorithm for Fixed-Flood-It on 2×n boards. They also raise the question of the complexity of the free variant in this setting.
Here we address this remaining case of (c-)Free-Flood-It restricted to 2 × n boards, which turn out to be a particularly interesting class of graphs on which to analyse the game. The majority of the paper describes an algorithm to demonstrate that c-Free-Flood-It, restricted to 2 × n boards, is fixed parameter tractable with parameter c. To do this we exploit some general results from [16] about the relationship between the number of moves required to flood a graph and its spanning trees.
On the other hand, we also show that Free-Flood-It remains NP-hard in this setting. This is a somewhat surprising result, as it gives the first example of a class of graphs on which the complexity of Fixed-Flood-It and Free-Flood-It has been shown to be different.
The rest of the paper is organised as follows. We begin with notation and definitions in Section 2, before giving our algorithm for c-Free-Flood-It in Section 3. Finally, in Section 4, we show that the problem remains NP-hard when the number of colours used is unbounded.
Notation and definitions
Although the original Flood-It game is played on a square grid, and our main results here concern the game restricted to a rectangular grid, it is convenient to consider the generalisation of the game to an arbitrary graph G = (V, E), equipped with an initial colouring ω using colours from the colour-set C. Then each move m = (v, d) consists of choosing some vertex v ∈ V and a colour d ∈ C, and assigning colour d to all vertices in the same monochromatic component as v. The goal is to give every vertex in G the same colour, using as few moves as possible.
Given any connected graph G, equipped with a colouring ω (not necessarily proper), we define m(G, ω, d) to be the minimum number of moves required in the free variant to give all its vertices colour d, and m(G, ω) to be min d∈C m(G, ω, d). If S is a sequence of moves played on a graph G with initial colouring ω, we denote by S(ω, G) the new colouring obtained by playing S in G. Note that, if the initial colouring ω of G is not proper, we may obtain an equivalent coloured graph G (with colouring ω ) by contracting monochromatic components of G with respect to ω.
Let A be any subset of V . We denote by col(A, ω) the set of colours assigned to vertices of A by ω. We say a move m = (v, d) is played in A if v ∈ A, and that A is linked if it is contained in a single monochromatic component. Subsets A, B ⊆ V are adjacent if there exists ab ∈ E with a ∈ A and b ∈ B.
When we consider the game played on a rectangular board B, we are effectively playing the game in a corresponding coloured graph G, obtained from the planar dual of B (in which there is one vertex corresponding to each square of B, and vertices are adjacent if they correspond to squares which are either horizontally or vertically adjacent in B) by giving each vertex the colour of the corresponding square in B. We identify areas of B with the corresponding subgraphs of G, and may refer to them interchangeably.
We define a border of B to be a union of edges of squares on the original board B that forms a path from the top edge of the board to the bottom (but not including any edges that form the top or bottom edge of the board). Thus, a border in B corresponds to an edge-cut in the corresponding graph. Observe that a border is uniquely defined by the points at which it meets the top and bottom of the board, so there are (n + 1) 2 borders in total. We denote by b L and b R the borders corresponding to the left-hand and righthand edges of the board respectively. Given two borders b 1 and b 2 , we write b 1 ≤ b 2 if and only if b 1 meets both the top and bottom of the board to the left of (or at the same point as) b 2 , and write
Note that if b 1 ≤ b 2 then b 1 lies entirely to the left of b 2 (the two borders may meet but never cross); this is a special property of 2 × n boards and does not hold for k × n boards for k ≥ 3.
If G is the graph corresponding to the 2×n board B, we say that a vertex Finally, given any tree T , we denote by trunk(T ) the subtree obtained by deleting all leaves of T , and given any x, y ∈ V (T ) we set P (T, x, y) to be the unique path from x to y in T .
3 c-FREE FLOOD IT on 2 × n boards
In this section, we give an algorithm to solve c-Free-Flood-It on 2 × n boards. More specifically, we prove the following result, which shows that c-Free-Flood-It, restricted to 2 × n boards, is fixed parameter tractable, parameterised by c. This answers an open question of Clifford, Jalsenius, Montanaro and Sach [7] .
Theorem 3.1. When restricted to 2 × n boards, c-Free-Flood-It can be solved in time O(n 11 · 2 c ).
We begin with some background and auxiliary results in Section 3.1, and then describe the algorithm in Section 3.2.
Background and auxiliary results
Before describing our algorithm in the next section, we need a number of results which will be used to prove its correctness. We begin with some previous results from [16] . Meeks and Scott prove that it suffices to consider spanning trees in order to determine the minimum number of moves required to flood a graph. For any connected graph G, let T (G) denote the set of all spanning trees of G. 
For any
In the remainder of this section, we prove that in the special case in which G corresponds to a 2 × n board, there is always a d-minimal spanning tree T such that trunk(T ) is a path.
In doing so, and in proving the correctness of our algorithm in the next section, we make use of a corollary of Theorem 3.2, again proved in [16] , which shows that the number of moves required to flood a graph is bounded above by the sum of the numbers of moves required to flood connected subgraphs which cover the vertex-set. A key step used to prove Theorem 3.2 in [16] is to prove a special case of Corollary 3.3, where the underlying graph G is a tree and A and B are disjoint. We will need the following result, proved using an extension of part of this proof from [16] . • at least one move of S B changes the colour of x, and
• playing S A in T changes the colour of x.
Proof. We proceed by induction on |B|. Note that we may assume without loss of generality that ω gives a proper colouring of B; otherwise we may contract monochromatic components. Suppose |B| = 1. Then S A must change the colour of the only vertex in B (linking it to some a ∈ A), and so playing S A in T makes the whole tree monochromatic with colour d A . Thus m(T, ω, d A ) ≤ |S A |, and
as required, since by assumption |S B | ≥ 1. Now suppose |B| > 1, so B is not monochromatic initially, and assume that the result holds for smaller B. Set S B to be the initial segment of S B , up to and including the move that first makes B monochromatic (in any colour d ), so any final moves that simply change the colour of B are omitted. We may, of course, have S B = S B (and so d = d B ), if B is not monochromatic before the final move of S B .
Suppose that S B does not change the colour of x (which is only possible in the case S B = S B ). Then playing S B in T to make B monochromatic cannot change the colour of any vertex in A, so if we play S B in T and then play S A , this will still flood A with colour d A . Moreover, as playing S B has not changed the colour of x, playing S A will still change the colour of x, thus linking all of B to A and so flooding T with colour d A . Hence, in this case, we have
and so, as we must in this case have
as required. Suppose now that S B does change the colour of x. Before the final move of S B there are r ≥ 2 monochromatic components in B (all but one of which have colour d ), with vertex-sets B 1 , . . . , B r . For 1 ≤ i ≤ r, set S i to be the subsequence of S B consisting of moves played in B i , and note that these subsequences partition S B . Observe also that playing
Let B 1 be the unique component adjacent to A, and set
] with colour d . Moreover, as playing S A in T changes the colour of x, playing S A in T 1 must also change the colour of x. Also, at least one move from S B changes the colour of x, the unique vertex of B 1 with a neighbour in A, and this move must belong to S 1 . Thus we can apply the inductive hypothesis to see that
Now suppose without loss of generality that B 2 is adjacent to B 1 . We can then apply Corollary 3.3 to
Continuing in this way, each time adding an adjacent component, we see that
Otherwise, note that |S B | ≥ |S B | + 1 and so
In the next result, we exploit this lemma to give a strengthening of Corollary 3.3 under additional assumptions. This can be applied to show that, in certain situations, we may assume that no optimal sequence to flood a subtree can change the colour of any vertex outside the subtree, when played in a larger tree.
Proposition 3.5. Let T be a tree, with colouring ω from colour-set C, and let X and Y be disjoint sutbrees of T such that T [V (X) ∪ V (Y )] is connected, and such that
• there is a sequence S X of α moves that floods X with some colour d ∈ C,
• there is a sequence S Y of β moves that floods Y with colour d, and that changes the colour of the unique vertex v ∈ V (B) ∩ Γ(A), and
• playing S X in T changes the colour of at least one vertex in Y .
Proof. Note that S X must change the colour of v, so we can apply Lemma 3.4 to see that
Corollary 3.3 then gives
as required.
Before proving the main result of this section, we need one further result, relating the number of moves required to flood the same graph with different initial colourings.
Lemma 3.6. Let G be a connected graph, and let ω and ω be two colourings of the vertices of G (from colour-set C). Let A be the set of all monochromatic components of G with respect to ω , and for each A ∈ A let c A be the colour of A under ω . Then, for any d ∈ C, Suppose now that m(G, ω , d) > 0, and let S be an optimal sequence of moves to flood G with colour d, when the initial colouring is ω . We proceed by case analysis on the final move, α, of S. First suppose that G is already monochromatic before α, so this final move just changes the colour of the entire graph to d from some colour d ∈ C. In this case, m(G, ω , d) = m(G, ω , d ) + 1, and so we may apply the inductive hypothesis to see that
as required. Now suppose that G is not monochromatic before α, and so this move links monochromatic components X 1 , . . . , X r . We may assume that α changes the colour of X 1 from d to d, and that all the components X 2 , . . . , X r have colour d before α. Let S i denote the subsequence of S consisting of moves played in X i , and observe that playing S i in the isolated subgraph X i must flood this graph with colour d, so m(X i , ω , d) ≤ |S i |. Note that, as no move can split a monochromatic component, the sets
, and so we may apply the inductive hypothesis to see that
Similarly, the inductive hypothesis gives
and so, as m(
Now we can apply Corollary 3.3 to see that
and so
completing the proof.
Using the previous results, we are now ready to prove the key result of this section.
Lemma 3.7. Let G with colouring ω (from colour-set C) be the graph corresponding to a 2 × n flood-it board B, let H be a connected induced subgraph of G, and let u and w be vertices lying in the leftmost and rightmost columns of H respectively. Then, for any d ∈ C, there exists a d-minimal spanning tree T for H such that trunk(T ) ⊆ P (T, u, w).
Proof. We proceed by induction on m(H, ω, d). Note that the result is trivially true if m(H, ω, d) = 0 as the graph is initially monochromatic with colour d and so any spanning tree will do. Suppose then that m(H, ω, d) > 0. Let S be an optimal sequence to flood H with colour d, and suppose that the last move of S is α.
If H is monochromatic in some colour d ∈ C before α is played, and so this final move just changes the colour of the whole graph to d, we see that m(H, ω, d ) ≤ m(H, ω, d)−1. Thus we may apply the inductive hypothesis to obtain a d -minimal spanning tree T for H such that trunk(T ) ⊆ P (T, u, w). But then
Figure 1: Monochromatic components of H before the final move is played.
A L = R and so T is also a d-minimal spanning tree for H. Thus we may assume that H is not monochromatic immediately before α is played. This means that α must change the colour of a monochromatic component A from some d ∈ C to d, where H \A is nonempty and has colour d before α is played. Since H is a connected induced subgraph of a 2×n board, H \ A has at most one component L which contains vertices lying in columns to the left of all columns containing a vertex of A, and correspondingly at most one component R containing vertices lying in columns entirely to the right of A. There may additionally be some components X 1 , . . . , X r of H \ A which contain only vertices which lie in the same column as some vertex of A. A possible structure for H is illustrated in Figure 1 . In the remainder of the proof, we will exploit the structure of H \ A to define a d-minimal spanning tree T for H whose non-leaf vertices lie on P (T, u, w).
Observe that we may have L = R, as illustrated in Figure 2 ; we will deal with this case later, so for the moment we assume that L = R.
Set v (respectively v ) to be any vertex lying in the leftmost (respectively rightmost) column of A that has at least one neighbour in L (respectively R); if L (respectively R) is empty, we set v = u (respectively v = w). If two vertices of L lie in the rightmost column of L, one of these must be adjacent to v, in which case we set this vertex to be u ; otherwise u is defined to be the unique vertex of L that lies in the rightmost column. We define w symmetrically, so that w lies in the leftmost column of R, and so that if there is a choice of vertices of R in this column then w is the vertex adjacent to v . Note that m(L, ω, d) < m(H, ω, d) and so, by the inductive hypothesis, there exists a d-minimal spanning tree T L for L such that trunk(T L ) ⊆ P (T L , u, u ). Similarly, there exists a d-minimal spanning tree T R for R such that trunk(T R ) ⊆ P (T R , w , w), and a d -minimal spanning tree T A for A such that trunk(T A ) ⊆ P (T A , v, v ). Let S A be an optimal sequence of moves to flood T A with colour d , and S L and S R be optimal sequences to flood T L and T R respectively with colour d.
Observe that, as well as containing vertices that lie in columns to the left (respectively right) of A, L (respectively R) may additionally contain some vertices that lie in the same column as a vertex of A. We set T L to be the subtree of T L induced only by those vertices in L that lie in the same column as or to the left of the leftmost vertex of A, and define T R symmetrically. We further define S L (respectively S R ) to be the subsequence of S L (respectively S R ) consisting of moves that change the colour of at least one vertex in T L (respectively T R ), and note then that
Now set T A to be the spanning tree for H \ (T L ∪ T R ) obtained from T A by adding an edge from every vertex z of this subgraph that does not lie in A to the vertex of A that lies in the same column as z (and observe that trunk(T A ) ⊆ P (T A , v, v )). Finally, we obtain a spanning tree T for H by connecting T L , T R and T A . If T L = T L , we use the edge u v to connect T L and T A ; otherwise we use the edge of T L with exactly one endpoint in T L . In either case we must have trunk
Similarly, if T R = T R then we connect T R and T A with v w , and otherwise use the edge of T R with exactly one endpoint in T R . The construction of T is illustrated in Figure 3 . It is clear from the construction that T is a spanning tree for H, and that trunk(T ) ⊆ P (T, u, w); we will argue that in fact T is a d-minimal spanning tree for H.
For the rest of the argument, it will be useful to identify two important vertices of T . We set x to be the last vertex on the path P (T, u, w) before A, and y the first vertex after A, when this path is traversed from left to right (as illustrated in Figure 3) ; if L (respectively R) is empty then x (respectively y) is not defined. Assuming L (respectively R) is nonempty, let a x (respectively a y ) be the neighbour in A of x (respectively y). Note that x ∈ T L and y ∈ T R .
Having defined the spanning tree T for H, we now consider how to flood T with colour d. First, observe that
We will say that a colourd ∈ col(V (T A ) \ V (A), ω) \ {d} is autonomous either ifd appears in the initial colouring in one or more component X i , or else if a move of S L or S R is is played in a monochromatic component of colourd that does not intersect T L or T R . Let C A denote the set of all autonomous colours. Note then that, for each v ∈ V (T L \ T L ) that does not have colour d initially, at least one of the following must hold in order for v to be given colour d:
2. either initially, or after some move of S L , x has colour col({v}, ω).
, and note that the second statement must hold for every v ∈ U L . We can apply exactly the same reasoning to V (T R \ T R ) (replacing x with y), and define U R and W R analogously.
Observe
Thus, by (1), we see that
In order to flood T with colour d, we will first play S A , flooding A, and then repeatedly change the colour of A to cycle through all colours in C A . Note that these first |S A |+|C A | moves create a monochromatic component A containing T A \ (U L ∪ U R ). There are now three cases to consider, depending on whether none, both or one of U L and U R are non-empty.
First suppose that U L = U R = ∅. Note in this case that our first |S A |+|C A | moves make T A monochromatic in some colour, so m(T A , ω, d) ≤ 1 + |S A | + |C A |. Thus we can apply Corollary 3.3 to see that
as required. Now suppose that exactly one of U L and U R is nonempty, and without loss of generality suppose that U L = ∅. We claim that playing S A in T does not change the colour of any vertex in T L . Indeed, if this sequence does change the colour of a vertex in T L , it must change the colour of x, and this colour change will be due to moves in S A changing the colour of a x . Thus, if we played S A in the tree T 1 , obtained by connecting T L , T A and T R with the edges xa x and ya y , it would would still change the colour of x (which is the unique vertex of T L adjacent to T A ). However, as U L = ∅, we know that S L must change the colour of x, and so by Proposition 3.5 (setting
We may further assume that then cycling A through all colours in C A does not change the colour of any vertex in T L : if col({x}, ω) ∈ C A we can choose this to be the last colour we play in A, and so our sequence will link A to x but will not change the colour of x (or therefore of any other vertex in T L ).
Next, if playing S A and cycling through the colours of C A has not already linked A to x, we play one further move to give A the same colour as x. Since the sequence of moves we play up to this point does not change the colour of any vertex in T L , we can now play the sequence S L to give every vertex in T L colour d. As x is in the same monochromatic component as A this will also give all vertices in A colour d. Moreover, playing this sequence will at some point give x, and hence A , every colour in col(U R , ω), and so will link every vertex in U R to A and ultimately give these vertices colour d. Thus, playing S A , cycling through C A , if necessary linking x to A , and then playing S L will flood all the vertices of T \ T R with colour d (as U R = ∅), so we see that
But then, once again, we can apply Corollary 3.3 to see that
For the final subcase, we suppose that U L , U R = ∅. We begin once again by playing S A , cycling A through all colours in C A , and then (if required) playing an additional move to change the colour of the monochromatic component containing A to be the same as x; as before we may assume that these initial moves do not change the colour of any vertex in S L .
Note that, as U L = ∅, the colour of x must change at least once when we play S L in T L . Set β to be the last move in S L to change the colour of x, and note then that β must change the colour of some component Z, containing x, to d. SetT L = T L \ Z, and let S Z be the subsequence of S L consisting of moves played in Z (so S Z floods Z with colour d, and β is the final move of S Z ). As Z is monochromatic before β, playing S Z \ β in Z must flood this component with some colour d Z ∈ C. Observe also that the sequence S L \ S Z must, when played in the forestT L , give every vertex ofT L colour d.
Suppose that, after playing S A and linking A to x, we then play S Z \ β. This will ensure that x and hence A at some point receives every colour in col(U L , ω) (except possibly d), so every vertex in U L is either linked to A or has colour d (in which case it will certainly end up with colour d, as its colour can only change if it is linked to another vertex which will ultimately be given colour d). Note that we now have a monochromatic component B that contains A, Z and all vertices of T A \U R that do not initially have colour d.
We claim that the sequence of moves we play up to this point cannot change the colour of any vertex in T R . To prove the validity of this claim, first observe that S R , played in T R , floods a subtree T R of T R with colour d, where T R ∪ U R ⊆ T R . Now set T 2 to be the spanning tree for H obtained by connecting T R and T \ V (T R ) with the edge ya y . It is clear that, if our sequence of moves so far changes the colour of any vertex in T R when played in T , playing the same sequence in T 2 would change the colour of y ∈ T R . However, as U R = ∅, we also know that S R changes the colour of y. Note also that all vertices of T 2 \ (B ∪ T R ) that do not belong toT L have colour d initially, so m(T L , ω, d) moves suffice to flood T 2 \ (B ∪ T R ) with colour d. We can now apply Proposition 3.5, setting X = B \ T R , S X to be the sequence of moves we have played up to this point, Y = T R and S Y = S R to see that
Theorem 3.2 would then imply that
If the monochromatic component containing A does not already have the same colour as y, we now play one further move to link it to this vertex (and note that such a move will not change the colour of any vertex in T R ). Hence, if we now play S R , this will flood T R with colour d; as A and y lie in the same monochromatic component before these moves are played, this sequence will also give every vertex in the same monochromatic component as A colour d. Moreover, linking A to y and playing S R will at some point give y, and hence A, every colour in col(U R , ω), and so all vertices in U R will be linked to A and thus end up with colour d. Hence this sequence of moves gives every vertex in T \T L colour d, and so we have
Finally, we apply Corollary 3.3 to give
as required. This completes the proof in the case that L = R. It remains to consider the case in which L = R, as in Figure 2 . We define T exactly as before (as shown in Figure 4) , and again identify the important vertices x and y. The previous reasoning only fails in the case L = R because it is not necessarily true, in this case, that S L floods T L with colour d and S R floods T R with colour d. However, by considering more carefully the sequence of moves that floods H \ A, we are able to deal with this problem. 
We can then apply Lemma 3.6 to give
So we may assume that x and y do not belong to the same monochromatic component initially. Let S be the initial segment of S L up to and including the move that first links x and y; let T be the monochromatic component of T \ A that contains x and y at this point, and suppose that it has colour d and that k moves of S are played in T .
We now consider flooding the subtree T [V (T )∪V (A)] with colourd. Note that the subsequence of S consisting of moves played in T L ∩ T must in this case flood T L ∩ T with colourd, and similarly the subsequence consisting of moves played in T R ∩ T must flood T R ∩ T with colourd. Thus, applying exactly the same arguments as in the case that L = R, we see that
Now set ω to be the colouring of V (T ) that agrees with S (ω, T L ) on T L and gives all vertices of A colourd. Note that T with colouring ω is equivalent (when monochromatic components are contracted) to T L with colouring S (ω, T L ), and so m(
A is the set of monochromatic components of T with respect to ω , and each A ∈ A has colour c A under this colouring, then observe that We can now apply Lemma 3.6 to see that
in this case also, completing the proof.
In our analysis of the algorithm in the next section, we will need one additional result: we show in the next lemma that any tree can be flooded by an optimal sequence in which no moves are played at leaves.
Lemma 3.8. Let T be any tree, and ω a colouring of the vertices of T . Then there exists a sequence of moves S, of length m(T, ω), which makes T monochromatic and in which all moves are played in trunk(T ).
Proof. Let S 0 be any optimal sequence to flood T , and set S 0 to be the subsequence of S 0 consisting of moves that change the colour of a vertex in trunk(T ). Note that we may assume without loss of generality that all moves of S 0 are played in trunk(T ). Note further that S 0 \ S 0 contains only moves played at leaves, and let U be the set of leaves in which moves of S 0 \ S 0 are played. Observe that playing S 0 in T will make T \ U monochromatic, and so we can flood the entire tree by playing a sequence S which consists of S 0 followed by a further | col(U, ω)| moves, cycling through the colours still present in leaves of T (playing all moves in trunk(T )). Thus
However, it is clear that |S 0 | ≥ |S 0 | + |U |, as S 0 \ S 0 contains at least one move played at each vertex in U . Hence we see that |S| ≤ |S 0 |, and so S is an optimal sequence to flood T in which all moves are played in trunk(T ), as required.
The algorithm
In this section we describe our algorithm to solve c-Free-Flood-It on 2×n boards, and use results from the previous section to prove its correctness.
We begin with some further definitions. For any section B[b 1 , b 2 ], we define T [b 1 , b 2 ] to be the set of all spanning trees for B[b 1 , b 2 ]. Given any 2 × n Flood-It board B, corresponding to a graph G with colouring ω from colour-set C, we define a set of vectors Z(B), where
Note that there always exists a tree (respectively to the right of r 2 ), which is not adjacent to r 1 (respectively r 2 ) and whose neighbour in the same column as r 1 (respectively r 2 ) has no neighbour in B[b 1 , b 2 ] other than r 1 (respectively r 2 ).
Thus we can check whether this condition is satisfied in constant time.
We now introduce a function f which is closely related to the minimum number of moves required to flood a 2 × n board. For any z = (b 1 , b 2 , r 1 , r 2 , d, I) ∈ Z(B) we define f (z) to be the minimum, taken over all T ∈ T [b 1 , b 2 ] such that trunk(T ) ⊆ P (T, r 1 , r 2 ), of the number of moves that must be played in P (T, r 1 , r 2 ) to flood P (T, r 1 , r 2 ) with colour d, and link to P (T, r 1 , r 2 ) all leaves of T that do not have colours from I.
It follows immediately from Lemmas 3.7 and 3.8 that
Our algorithm in fact computes recursively a function f * , with the same parameters as f . We will argue that, for every z ∈ Z(B), f * (z) = f (z) and hence that it suffices to compute all values of f * in order to calculate m(G, ω).
The first step of the algorithm is to initialise certain values of f * to zero. We set f In order to define further values of f * , we introduce two more functions. First, for any z = (b 1 , b 2 , r 1 , r 2 , d, I) ∈ Z(B), we set
We also define, for any z ∈ Z(B),
Finally, we set f * (z) = min{f 1 (z), f 2 (z)}.
For the reasoning below, it will be useful to introduce another function θ, taking the same parameters as f and f * . For any z = (b 1 , b 2 , r 1 , r 2 , d, I) ∈ Z(B), we define
In the following two lemmas, we show that f * (z) = f (z) for all z ∈ Z(B), as claimed. We begin by demonstrating that f * (z) gives an upper bound for f (z).
Lemma 3.9. Let G with colouring ω (from colour-set C) be the coloured graph corresponding to a 2 × n Flood-It board B. Then
We can then apply Corollary 3.3 to see that
Next we show that the reverse inequality also holds.
Lemma 3.10. Let G with colouring ω (from colour-set C) be the coloured graph corresponding to a 2 × n Flood-It board B. Then
Proof. We proceed by induction on f (z), noting again that we have equality in the base case for f (z) = 0. Suppose that f (z) > 0, and that the result holds for z whenever f (z ) < f (z). By definition, there exists a tree T ∈ T [b 1 , b 2 ] and a sequence S of length f (b 1 , b 2 , r 1 , r 2 , d, I) such that trunk(T ) ⊆ P (T, r 1 , r 2 ), all moves of S are played in P (T, r 1 , r 2 ), and S floods P (T, r 1 , r 2 ) with colour d, leaving only leaves with colours from I not linked to P (T, r 1 , r 2 ). We proceed by case analysis on α, the final move of S. Suppose first that P (T, r 1 , r 2 ) is already monochromatic before α, and that this final move just changes its colour to d from some d ∈ C (possibly flooding some additional leaves of colour d in the process). In this case it is clear that f (b 1 , b 2 , r 1 , r 2 , d , I ∪ {d}) ≤ |S| − 1 and so we can apply the inductive hypothesis to see that f
Note that once we have initialised the table, we have the correct value ofSuppose E = {e 1 , . . . , e m }. For each edge e = uv ∈ E we construct the gadget G e , as illustrated in Figure 5 . We will refer to the single-square components incident with the bottom edge in G e as islands. G e is then embedded in the larger gadget G e , as shown in Figure 6 . Distinct colours x e 1 , . . . , x e r are used for each e, where r = 2m + |V |. We then obtain the board B G by placing these gadgets G e in a row, as illustrated in Figure 7 . Observe that we can take n = m(2r + 6) = 2m(2m + |V | + 3). Let us also set N = mr + 2m − 1. Proof. First observe that, if e = uv, then with (r + 1) moves we can flood the gadget G e , except for a single island of colour c(e) ∈ {u, v}, so that it is monochromatic in colour x e r : first play a single move to make all of G e except for a single island monochromatic, then play colours x e 1 , . . . , x e r in this central component. Ignoring the islands for the moment, the components corresponding to each G e now have distinct colours, so we can link these components with a minimum of m − 1 moves. Finally, we need to flood the islands, and this requires exactly |{c(e) : e ∈ E}| moves. But we know that G has a vertex cover of size at most k, say V . By the definition of a vertex cover, if the gadget G e uses colours u and v, then at least one of u, v ∈ V . So for each G e , we may choose to leave an island of colour d where d ∈ V . Following this strategy, we are left in the final stage with islands of at most k distinct colours, and can flood these in k steps (by cycling through each colour in turn in the external monochromatic component). Hence we can flood B G in N + k steps.
Lemma 4.3. If we can flood B G in N + k steps (for some 0 ≤ k ≤ |V |), then G has a vertex cover of size at most k.
Proof. Suppose the sequence S floods B G , where |S| = N +k. Observe that, if we contract monochromatic components of the coloured graph corresponding to B G , we obtain a tree T . Let P be the unique path in P joining the two vertices in T that correspond to the monochromatic components incident with opposite ends of the board and note that, by Lemma 3.8, we may assume that all moves of S are played in trunk(T ) ⊆ P . Moreover, S must flood P when played in this isolated path.
We will say that a component of colour d is eliminated by the move α if α changes the colour of that component, linking it to an adjacent component of colour d = d. We say that α eliminates the colour d if it removes the last component of colour d remaining in the graph.
Suppose that, for some v ∈ V , a single move α ∈ S eliminates two components A 1 and A 2 of P that both have colour v initially. A 1 and A 2 cannot belong to the same gadget G e so, for α to eliminate them both, the moves played in S before α must create a single monochromatic component A containing both A 1 and A 2 . Such a component A must contain i ≥ 2r different colours under the original colouring, and so S must include at least i − 1 moves played in this section of the path before α (so in total at least i moves of S are played in A). But there are at least mr − (i − 2r) colours on the path outside A (as at least 2r of the colours in A must also appear outside A), and all but one of these must be eliminated by moves played outside A. This gives |S| ≥ mr + 2r − 1 > N + |V |, a contradiction. So we may assume that no move in S eliminates more than one component that originally has colour v ∈ V . Now consider the leaves of T , and letS be the set of moves in S that eliminate the second leaf in each G e . Suppose that one leaf in G e has already been eliminated, and that the move α ∈S removes the second leaf. Since one leaf has already been eliminated, no components in G e ∩ P which originally had a colour v ∈ V still have colour v. Suppose that α reduces the number of monochromatic components on P . By the reasoning above, if α links G e to another component outside G e that originally had colour v, we would have a contradiction with |S| > N + |V |, so in fact α must link G e to a component in G e whose colour was previously changed to v by some move β; such a move β could not decrease the number of monochromatic components of P . Thus, for every α ∈S, there is at least one move of S that does not decrease the number of monochromatic components of P .
Hence we see that |S| ≥ mr + 2m − 1 + |S| = N + |S|, and so |S| ≤ k. However, we know thatS eliminates at least one leaf from every G e , and clearly each move inS can eliminate leaves of only one colour. Hence there exists some set C ⊂ V such that |C | ≤ |S| ≤ k and at least one leaf in each G e has a colour from C . In other words, |C | ≤ k, and for every edge uv ∈ E, {u, v} ∩ C = ∅, so C is in fact a vertex cover for G of size at most k.
Proof of Theorem 4.1. The reduction from Vertex Cover is immediate from Lemmas 4.2 and 4.3.
Conclusions and open problems
We have demonstrated an algorithm which shows that the problem c-FreeFlood-It, restricted to 2 × n boards, is fixed parameter tractable with parameter c, and on the other hand we have shown that Free-Flood-It remains NP-hard in this setting. This answers an open question from [7] , in which Clifford, Jalsenius, Montanaro and Sach showed that Fixed-FloodIt can be solved in time O(n) on such boards. Our results therefore give the first example of a class of graphs on which the complexity status of the fixed and free versions of the game differ.
Together with results from [7] and [14] , this almost completes the picture for the complexity of flood-filling problems restricted to k × n boards. However, there does remain one open case: Problem 1. What are the complexities of 3-Fixed-Flood-It and 3-FreeFlood-It restricted to k × n boards, in the case that k ≥ 3 is a fixed integer?
