Abstract. The rate of convergence of the Balancing Domain Decomposition method applied to the mixed nite element discretization of second order elliptic equations is analyzed. The Balancing Domain Decomposition method, introduced by Mandel in 24], is a substructuring method that involves at each iteration the solution of a local problem with Dirichlet data, a local problem with Neumann data, and a \coarse grid" problem to propagate information globally and to insure the consistency of the Neumann problems. It is shown that the condition number grows at worst like the logarithm squared of the ratio of the subdomain size to the element size, in both two and three dimensions and for elements of arbitrary order. The bounds are uniform with respect to coe cient jumps of arbitrary size between subdomains. The key component of our analysis is the demonstration of an equivalence between the norm induced by the bilinear form on the interface and the H 1=2 -norm of an interpolant of the boundary data. Computational results from a message passing parallel implementation on an INTEL-Delta machine demonstrate the scalability properties of the method and show almost optimal linear observed speed-up for up to 64 processors.
Introduction Balancing Domain Decomposition (BDD), introduced by Mandel in 24]
, is the further development of the methods proposed and studied by De Roeck and Le Tallec 17] based on an earlier work for the case of two subdomains 4]. The method involves the iterative solution by conjugate gradients of an interface problem preconditioned by the BDD preconditioner described in Algorithm 1 of Section 5 of this paper. The BDD algorithm involves at each iteration the solution of a local problem with Dirichlet data, a local problem with Neumann data, and a \coarse grid" problem to propagate information globally and to insure the consistency of the Neumann problems.
In this paper, we analyze the asymptotic convergence rate of the BDD method for the solution of mixed nite element discretizations of the following scalar, second ?r Arp = f in ; (1.1) p = g on @ :
(1.2) We assume that is a polygonal domain IR n , n = 2; 3 with boundary @ . The matrix A is symmetric and uniformly positive de nite with bounded, measurable coe cients. The data f and g is assumed to be su ciently regular, e.g. f 2 L 2 ( ), g 2 H 1 2 (@ ). The choices of the polygonal domain and Dirichlet boundary conditions are for convenience; extensions to other cases are straight-forward.
In mixed nite element approximations to (1.1){(1.2) both the scalar variable, p, and its ux, ?Arp, are approximated. Used since the 1950's in their earliest incarnation as cell-centered nite di erences (cf. 31]), mixed nite elements methods continue to be used in industrial problems (e.g. 18]) because of their inherent mass conservation properties and their high quality approximation of both the scalar variable and its ux.
As is well known, the mixed formulation gives rise to a saddle point problem that is symmetric but inde nite. The BDD method, as well as many other e ective domain decomposition techniques, is best suited for symmetric positive de nite systems. In 22], Glowinski and Wheeler formulated the rst domain decomposition methods for mixed nite elements. The two methods proposed in 22], denoted \Method I" and \Method II", are both substructuring methods that lead to symmetric, positive de nite bilinear forms involving the unknowns on the interface.
In this paper, we apply the BDD preconditioner from 24, 25] to the \Method II" of Glowinski and Wheeler. The role of the subdomain Schur complement and its pseudoinverse from 24, 25] are played by the appropriate mixed nite element version of the \Dirichlet to Neumann" and \Neumann to Dirichlet" maps. Since all the BDD method requires are subroutines implementing those maps, the details of mixed nite elements and the fact that the problem is inde nite are hidden from the BDD algorithm itself. The resulting algorithm can be naturally interpreted as preconditioning \Method II" by \Method I".
The main theoretical result of this paper is the proof that the condition number of the preconditioned system grows at worst like O(1 + log ( H h ) 2 ) in both two and three dimensions and for elements of any order, where H is the characteristic subdomain size and h the characteristic mesh size. This is the same bound demonstrated for the application of the BDD method to a standard conforming Galerkin nite element method analyzed in 25] . In essence, the bounds on the condition number presented here work by reducing the mixed domain decomposed problem to a related conforming problem and applying the results of 25]. The key component of our analysis is the demonstration of an equivalence between the norm induced by the bilinear form on the interface and the H 1=2 -norm of an interpolant of the boundary data. Using BALANCING DOMAIN DECOMPOSITION 3 similar techniques, Cowsar 15, 14] has obtained an optimal analysis for the classical overlapping Schwarz methods and results for other substructuring Schwarz methods applied to a mixed nite element formulation with interelement multipliers. The remainder of this paper is divided into six additional sections. In the next section, we introduce some notations and other preliminaries. For completeness, we discuss the mixed nite element method in Section 3. Readers familiar with the interelement multiplier formulation of the mixed method can simply skim this section to set some notation. In the fourth section, we formulate the equivalent problem in terms of the dual variables and analyze the resulting quadratic form. The dual problem is reduced to an interface problem in Section 5 and the BDD preconditioner is introduced. In Section 6, the bound on the condition number is derived. The paper concludes with some numerical results from a distributed memory message passing implementation of the algorithm on the INTEL-Delta parallel computer, which con rm the theoretical bound and investigate the algorithm's parallel performance.
Notation and Preliminaries
Let T be a quasi-regular \triangulation" of with characteristic mesh parameter h. The elements of T are not limited to triangles (tetrahedra in 3-D), but may, more generally, include various types of convex polygons. Let the domain be subdivided into non-overlapping subdomains 1 ; . . . ; k , each of which is the union of elements of T . We assume the subdomains i are of diameter O(H) and shape regular; that is, there exist bijections F i from a reference domain of diameter O(1) (e.g., a square in 2D or a cube in 3D) onto i with the Jacobian DF i satisfying the following estimates uniformly in x: kDF i (x)k CH; kDF ?1 i (x)k CH ?1 :
Here, and throughout this paper, C will denote a generic constant not necessarily the same from line to line, but always independent of mesh parameters h and H.
We decompose the tensor A in (1.1) as
where is a positive function that is piecewise constant on each subdomain with value i on i . The uniform positivity of A then implies the existence of constants C 1 ; C 2 > 0 such that the following bound holds: In what follows, the constants that appear in the equivalences are independent of h, H and i , but may depend on the constants in (2.3), (2.1), the degree of the mixed nite elements, and the regularity of the triangulation.
Mixed and Interelement Multiplier Formulation
In this section, we formulate the mixed nite element approximation for (1.1){(1.2) and an equivalent hybrid form by introducing interelement multipliers. To that end, we note that we may rewrite (1.1) as the rst order system A ?1 u + rp = 0 in ; (3.1) r u = f in : (3.2) Multiplying by appropriate test functions, integrating (3.1) by parts and using the boundary condition ( Comparing this with (3.9), we see that h is naturally interpreted as an approximation to the trace of p on the boundaries of the elements.
Note that (3.11) imposes the continuity condition on the normal component of the ux that guarantees that u h is in V h ( ). The equivalence of (3.9){(3.11) and (3.5){(3.6) follows essentially from this fact. See 2] for a proof of the equivalence and more information concerning this interelement multiplier formulation.
4. The Dual Problem Henceforth, we shall only be concerned with the solution of the nite dimensional problem (3.9){(3.11) and will consequently drop the subscript h from u h , p h and h .
We parameterize the space W h ( ) element-wise by using a local nodal basis with nodes in the interior of elements. Likewise, we parameterize h ( ) by a nodal basis de ned on the edges (faces) of elements of the triangulation. We denote the discrete space of nodal values of W h ( ) h ( ) by P( ). Because of (3. 
with constants independent of h, , and j!j. (4.18) where C 1 and C 2 are de ned in (2.3).
The proof of the lemma is completed by using (4.14), (4.16), (4.17), (4.18), and the following estimates which hold uniformly for 2 T due to the regularity of the mesh (cf. 13]) J = j j=j~ j; kB k Cj j 1=n ; kB ?1 k Cj j ?1=n :
5. Balancing Domain Decomposition In this section, we reduce the dual problem (4.2) to a problem in terms of the variables on the subdomain boundaries using a standard non-overlapping domain decomposition technique. We then consider the BDD method applied to this problem on the interfaces. That is, we study the iterative solution by conjugate gradients of the reduced problem preconditioned with the BDD preconditioner de ned by Algorithm 1 below. The action of the BDD preconditioner M bal is de ned by Algorithm 1. .28); then the rst balancing step (5.24) in every iteration can be omitted since the residual received from the conjugate gradients algorithm is already balanced.
Algorithm 1 (BDD Preconditioner
In 24], it was proven that Algorithm 1 implements a well de ned operator that is symmetric and positive de nite. The following abstract bound on the condition number of the preconditioned system follows from the proof of Theorem 3. In this section, we will use this fact to show that s i ( i ; i ) ' i jI @ i h i j 2 1=2;@ i ;
where I @ i h is an interpolation operator de ned below. Exploiting this equivalence, we will derive a bound on the condition number of the interface problem preconditioned by the BDD preconditioner similarly as in 25]. The key ingredient in both the de nition of the interpolation operator and the subsequent proof of the equivalence is to relate the mixed nite element discretization to a conforming approximation on a related mesh. ( ( Using the equivalence in the previous theorem, we may now prove a bound on the condition number of the preconditioned system. (1 + log (H=h)) 2 s i ( i ; i ):
The proof is completed by appealing to the bound in Lemma 5.2. 7. Numerical Experiments In this section we describe several numerical examples obtained using both a sequential and a parallel implementation of the BDD algorithm described in Section 5.2. The sequential implementation used the FORTRAN 77 code bdd available from MGNET by anonymous ftp to casper.cs.yale.edu in the directory /mgnet/jmandel. The code invokes user supplied subroutines that implement the matrix-vector multiplications S i i and solution of the possibly singular systems S i i = r i . These subroutines were implemented by solving appropriate mixed problems in subdomains, cf., Section 5.1 of this paper.
The parallel implementation was written using the distributed memory, message passing paradigm. The message passing was implemented in PICL 19 ] to provide some degree of portability among message passing architectures. The timing results presented here are from runs on the INTEL-Delta machine located at Caltech. In both the sequential and parallel implementations, existing sequential code was used to solve the elliptic problems on the subdomains. ?r a(x)rp = f in ; (7.1) p = g D on @ D ; (7.2) ?rp = g N on @ N : (7. 3) Equations (7.1){(7.3) were discretized using nite di erences which is the lowest-order Raviart-Thomas-Nedelec space de ned on rectangular solids in 3D with quadrature 31]. In all of our experiments, the mesh spacing in each coordinate direction was uniform and the spaces Z i in (5.20) where chosen as the constant functions on @ i regardless of external boundary conditions. The initial guess of the solution was zero and iterations where continued until a reduction of 10 ?6 was achieved in the l 2 norm of the relative residual. The estimates of condition number where obtained by exploiting the similarity between conjugate gradients and Lanczos' method for nding eigenvalues using the code of Ashby, Manteu el and Joubert 3]. The rst two experiments were designed to test aspects of the condition number bound given in Theorem 6.6. The domain was taken to be the unit cube with Dirichlet data imposed on the faces with normals parallel to the rst coordinate axis. Table 1 and Table 2 compare the performance of the non-preconditioned and balanced preconditioned conjugate gradient method on the Schur complement system (i.e. the interface problem) in terms of condition number. Test Problem I is Laplace's equation with a(x; y; z) 1 As illustrated in Figure 3 , the use of the BDD preconditioner greatly reduces the condition number of the interface system. By analyzing the data in Table 1 , we see that the interface system without preconditioning experiences a growth in the condition number like 1=h as predicted by the theory in 16]. The condition number of the unpreconditioned system also grows with the number of subdomains, but not Figure 4 shows that the condition number of the balanced preconditioned system grows like (1+log H h ) 2 . By comparing the results of the two tests, we observe that the convergence rate is independent of the jumps in the coe cients as the theory predicted.
To evaluate the parallel performance of the BDD algorithm, we consider a model \industrial-type" problem arising from the pressure equation in one time-step of a miscible ow simulation with mobility ratio of 100, see 29] . In this test problem, the domain was = (0; 1) (0; 1) (0; 1=8) and was discretized with a grid with 128 64 8 elements. The aspect ratio is typical of porous media ow problems.
The coe cient a(x; y; z); a cross section of which is depicted in Figure 5 , varies over ve orders of magnitude in the entire domain. The number of unknowns in this problem is chosen to be relatively small to allow the problem to t on a small number of processors. The run times are tabulated in Table 3 and depicted in We note that the unpreconditioned interface problem did not converge in 200 iterations for any of the decompositions listed in Table 3 and had an estimated condition number in excess of 10 5 .
Before addressing the performance of the parallel implementation, it is important to note that domain decomposition algorithms change with the decomposition chosen for the subdomains. For instance from the condition number estimates in Table 3 , we see that the decompositions that give rise to subdomains with better aspect ratios perform better. As more processors are added, the dimension of coarse space H (I) in (5.21) grows, as does the work required to solve the balancing problem (5.23). We see in Figure 6 the characteristic performance curve for domain decomposition algorithms. There is a region on a moderate number of processors where a faster than expected decrease in run time is observed due to the subdomain problems becoming easier to solve. Eventually, the subdomain problems become so small and the coarse problem becomes so large that the time for the coarse grid solve and message passing overhead dominate the run time. For our small test problem, we observe superlinear speed-up between 16 and 32 processors, near perfect linear speed-up between 32 and 64 processors, and degenerating speed-up for a larger number of processors. Figure 6 . Scaling of the BDD algorithm
