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Abstract
A problem proposed by G. Birkho concerns the relation between nite lattices and un-
oriented graphs. In the present paper we investigate an analogous problem concerning the re-
lations between monounary algebras and unoriented graphs. To each monounary algebra A we
assign in a natural way an unoriented graph G(A) without loops and multiple edges. We describe
all monounary algebras B such that G(A) and G(B) are isomorphic. Further, we characterize all
monounary algebras A having the property that whenever A1 is a monounary algebra whose
unoriented graph G(A1) is isomorphic to G(A); then A1 is isomorphic to A. c© 2000 Elsevier
Science B.V. All rights reserved.
MSC: 08A60
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0. Introduction
Birkho [1, Problem 8] proposed the following question:
To nd all nite lattices L such that each lattice L1 whose unoriented graph is
isomorphic to the unoriented graph of L, is lattice-isomorphic to L.
Several papers on lattices, semilattices and multilattices were inspired by this question
of Birkho. A list of such papers and some new results in this direction were given
by Ratanaprasert [3].
For monounary algebras we apply the denitions as in [2].
To each monounary algebra A we can assign an unoriented graph G(A) (cf.
Section 1). In this paper we describe all monounary algebras B such that G(A) and
G(B) are isomorphic.
Let K be the class of all monounary algebras A such that whenever A1 is a
monounary algebra whose unoriented graph G(A1) is isomorphic to G(A), then A1
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is isomorphic to A. In analogy to Birkho’s problem we deal with internal conditions
which characterize monounary algebras belonging to K.
1. Preliminaries
As usual, by an unoriented graph without loops and multiple edges we understand
a pair (V; E); in which E is a collection of two-element subsets of V .
Let (A; f) be a monounary algebra. An unoriented graph without loops and multiple
edges G(A; f)= (V; E) will be called the graph corresponding to (A; f), if V =A and,
whenever x; y2A, x 6= y,
fx; yg2E , f(x) = y or f(y) = x:
Monounary algebras (A; f); (B; g) are said to be equivalent with respect to graphs
(or, shortly, equivalent), if G(A; f) = G(B; g); in this case we write
(A; f)  (B; g):
For a monounary algebra (A; f) let E(A; f) be the class of all monounary algebras
equivalent to (A; f).
The following three assertions are obvious:
Lemma 1.1. Let (A; f); (B; g) be monounary algebras and let ’ be an isomorphism
of G(A; f) onto G(B; g). If C is an n-element cycle of (A; f); n> 2, then ’(C) is an
n-element cycle of (B; g).
Lemma 1.2. Let (A; f); (B; g) be monounary algebras and let ’ be an isomorphism
of G(A; f) onto G(B; g). A subset M of A is a connected component of (A; f) if and
only if ’(M) is a connected component of (B; g).
Lemma 1.3. Let (A; f); (B; g) be monounary algebras; (A; f) be connected and let
’ be an isomorphism of G(A; f) onto G(B; g).
(a) If a2A; f(a)=a; g(’(a))=’(a); then ’ is an isomorphism of (A; f) onto (B; g).
(b) If fa; bg is a 2-element cycle of (A; f) and f’(a); ’(b)g is a cycle of (B; g); then
’ is an isomorphism of (A; f) onto (B; g).
Remark. If the assumption of Lemma 1.3 is valid, then we obtain by Lemma 1.2 that
also the algebra (B; g) is connected. For non-connected monounary algebras (A; f); (B; g)
the assertion need not hold. In what follows it will be used only for connected
monounary algebras.
In Notations 1:4{1:7 we suppose that (A; f) is a connected monounary algebra such
that (A; f) contains no cycle having more than 2 elements.
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Fig. 1.
Fig. 2.
Notation 1.4. For a2A and x2A we dene an integer a(x)2N [ f0;−1g by putting
a(x) =

n if n2N; x = fn(a); x 6= fm(a) for each m2N [ f0g; m<n;
−1 if fn(a) 6= x for each n2N [ f0g:
Notation 1.5. Let a2A. We denote by La = (A; la) the monounary algebra such that
if x2A, then
la(x) =
8<
:
a if a(x) = 0;
fn−1(a) if a(x) = n> 0;
f(x) otherwise
(cf. Figs. 1{3).
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Fig. 3.
Fig. 4.
Notation 1.6. Let a2A be such that f(a) 6= a. We denote by Da = (A; da) the mo-
nounary algebra such that if x2A, then
da(x) =

fn−1(a) if a(x) = n> 0;
f(x) otherwise
(cf. Fig. 4).
Notation 1.7. Suppose that R= fangn2N is a sequence of mutually distinct elements
of A such that
f(an) = an−1 for each n2N − f1g;
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Fig. 5.
we will say that R is a chain of (A; f). Then we denote by PR=(A; pR) the monounary
algebra such that if x2A, then
pR(x) =
8<
:
an+1 if x = an; n2N;
fn−1(a1) if a1 (x) = n> 0;
f(x) otherwise
(cf. Fig. 5).
Denition 1.8. A cycle C of a monounary algebra is called large if it has more than
2 elements.
Notation 1.9. Let (A; f) be a connected monounary algebra possessing a large cycle
C. Let Q = (A; q) be a monounary algebra such that, whenever x2A,
q(x) =

y if fx; ygC;f(y) = x;
f(x) if x 62 C:
2. La, Da, PR and Q
In this section we assume that (A; f) is a connected monounary algebra. We will
show that the algebras constructed above are equivalent to (A; f).
In Lemmas 2.1{2.4 let (A; f) contain no large cycle.
Lemma 2.1. La2E(A; f) for all a2A.
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Proof. We are going to prove that the identity mapping is an isomorphism of the
graphs G(La), G(A; f).
Let fx; yg be an edge in G(A; f). Without loss of generality, x 6= y = f(x). First
suppose that a(x) =−1. According to Notation 1:5,
la(x) = f(x);
thus fx; yg is an edge in G(La). Let a(x) = 0, i.e., x = a. Thus a 6= f(a) = y and
a(y) = 1, which yields
la(y) = f0(a) = a;
therefore fx; yg is an edge in G(La), too. Now let n= a(x)> 0. By Notation 1:5,
(1) la(x) = fn−1(x).
We have either
(2) f(x) 62 fa; f(a); : : : ; fn(a) = xg,
or (2) fails to hold. If (2) holds, then a(y) = n+ 1 and by Notation 1:5,
la(y) = fn(a) = x;
so that fx; yg is an edge in G(La). Let (2) fail to hold. Then (A; f) contains a cycle.
According to the assumption, (A; f) contains a cycle with 1 or with 2 elements. Since
f(x) 6= x, we get that (A; f) contains a cycle with 2 elements, namely fx; yg. Then
y = fn−1(a). By (1) we have la(x) = y, therefore fx; yg is an edge in G(La).
The proof of the implication that if fx0; y0g is an edge in La then fx0; y0g is an edge
in (A; f) is analogous.
Therefore G(A; f) = G(La),
(A; f)  La:
Lemma 2.2. Let a2A, f(a) 6= a. Then Da is connected and possesses a two-element
cycle fa; f(a)g.
Proof. We have a2A, f(a) 6= a, thus a(f(a)) = 1. By Notation 1:6,
da(a) = f(a);
da(f(a)) = f0(a) = a;
hence fa; f(a)g is a 2-element cycle. Further, the denition of Da yields that if
x2A, a(x)> 0, then x belongs to the same connected component of Da as the
element a. If y2A, a(y)< 0, then da(y)=f(y), therefore A is a connected component
of Da.
Lemma 2.3. Let a2K; f(a) 6= a. Then Da2E(A; f).
Proof. Let fx; yg be an edge in G(A; f), x 6= y = f(x). If a(x)60, then da(x) =
f(x) = y and fx; yg is an edge in G(Da). Let a(x) = n> 0. Analogously, as in
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Lemma 2.1, either a(y) = n + 1, da(y) = fn(a) = x, or y = fn−1(x) = da(y), thus
fx; yg is an edge in G(A; f) (cf. Fig. 4). If fx0; y0g is an edge in Da, then the proof
that fx0; y0g is an edge in G(A; f) is similar. Therefore Da2E(A; f).
By analogous steps as in Lemmas 2.1 and 2.3 we obtain (cf. Fig. 5)
Lemma 2.4. Let R= fangn2N be a chain of (K;f). Then PR2E(A).
Lemma 2.5. Let (A; f) be a connected monounary algebra possessing a large cycle.
Then Q2E(A; f).
Proof. It is obvious that G(A; f) = G(Q).
3. Equivalent monounary algebras
The aim of this section is to describe all monounary algebras (B; g) which are
equivalent to a given monounary algebra (A; f).
Let (A; f) and (B; g) be monounary algebras. If ’ is an isomorphism of G(A; f)
onto G(B; g), then, without loss of generality, we can assume that B=A and that ’ is
the identity on A; from this point of view, g can be considered as to be obtained by
some ‘deformation’ of f. When going from f to g, roughly speaking, the situation is
as follows: (1) the connected components ‘remain’ and, as will be seen, (2) on each
connected component, there are only four types of deformations leading from f to g
(cf. Theorems 3.5 and 3.6).
First let us investigate the connected case.
In Lemmas 3.1{3.3 we suppose that (A; f) is a connected monounary algebra con-
taining no large cycle. Further, let (B; g) be a monounary algebra not isomorphic to
(A; f) and assume that ’ is an isomorphism of G(B; g) onto G(A; f). Denote  =’−1.
Lemma 3.1. Let there be b2B with g(b) = b. Then ’ is an isomorphism of (B; g)
onto L’(b).
Proof. Let a=’(b). If f(a) = a, then according to Lemma 1.3, ’ is an isomorphism
of (B; g) onto (A; f), which contradicts the above assumption. Assume that f(a) 6= a.
Then
(1) g( (a)) = g(b) = b=  (a) =  (la(a)).
Further, fa; f(a)g is an edge in G(A; f), thus fb;  (f(a))g is an edge in G(B; g),
hence g(b) = b implies g( (f(a))) = b. By induction, if n2N , n> 1,
g( (fn(a))) =  (fn−1(a)):
Thus
(2) if x2A; a(x)> 0, then g( (x)) =  (la(x)).
Now suppose that  is not an isomorphism of La onto (B; g). Then there is x2A
such that
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(3) g( (x)) 6=  (la(x)).
By (1) and (2), a(x)=−1 and la(x)=f(x). Since fu2A: a(u)> 0g is a subalgebra
of (A; f) and (A; f) is connected, we can suppose that for the element y = la(x) we
already have
(4) g( (y)) =  (la(y)).
Denote z =  (x), t =  (y). Then fz; tg is an edge in G(B; g) and (3) yields that
g(t) = z. By (4) we get
z = g(t) =  (la(y)); i:e:; x = ’(z) = la(y):
We have y = f(x), x = la(y), therefore a(x)>0, which is a contradiction.
Lemma 3.2. Let there be b2B with g(b) 6= b; g2(b)= b. Then either ’ is an isomor-
phism of (B; g) onto D’(b) or ’ is an isomorphism of (B; g) onto D’(g(b)).
Proof. Denote b0 = g(b). The fact that fb; b0g is an edge in G(B; g) implies that
f’(b); ’(b0)g is an edge in (A; f); we can suppose
(1) f(’(b)) = ’(b0)
(in the opposite case we would take b0 instead of b). Put a= ’(b), a0 = ’(b0). Then
a 6= a0 and
(10) f(a) = a0.
Then da(a) = f(a) = a0. We have a(a0) = 1, thus da(a0) = f0(a) = a. Hence
(2) g( (a)) =  (da(a)),
(3) g( (a0)) =  (da(a0)).
The remaining part of the proof is analogous to that of 3:1.
Lemma 3.3. Assume that (B; g) contains no cycle; b2B. Then there is k2N such that
(i) R= f’(gn(b))gn2N;n>k is a chain of (A; f);
(ii) ’ is an isomorphism of (B; g) onto PR.
Proof. For n2N denote bn = gn−1(b), ’(bn) = cn. Then the elements fcngn2N are
mutually distinct. Since fbi; bi+1g (for i2N ) is an edge in G(B; g), fci; ci+1g is an
edge in G(A; f). Then either
(1) for each i2N , f(ci) = ci+1,
or
(2) there is k2N such that f(ck+1) = ck and if j2N , j<k, then f(cj) = cj+1.
First let (1) hold. Then ’ is an isomorphism of (B; g) onto (A; f), a contradiction.
Let (2) be valid. There is an edge fck+1; ck+2g in G(A; f), thus either f(ck+1)=ck+2
or f(ck+2) = ck+1. In the rst case we get by (2)
ck = f(ck+1) = ck+2;
a contradiction, thus
f(ck+2) = ck+1:
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By induction,
(3) f(ck+l) = ck+l−1 for each l2N .
Let us denote
an = cn+k−1 for each n2N;
R= f’(gn(b))gn2N;n>k = fangn2N :
According to (3), R is a chain of (A; f). If n2N , then we obtain
g( (an)) = g( (cn+k−1)) = g(bn+k−1) = bn+k
=  (cn+k) =  (an+1) =  (pR(an)):
The relation g( (x)) =  (pR(x)) for each x2A can be now proved analogously as in
the proof of Lemma 3.1.
Lemma 3.4. Let (A; f) be a connected monounary algebra possessing a large cycle
C. Suppose that (B; g) is a monounary algebra and that ’ is an isomorphism of
G(B; g) onto G(A; f). Then either ’ is an isomorphism of (B; g) onto (A; f) or ’ is
an isomorphism of (B; g) onto Q.
Proof. The algebra (B; g) is connected in view of Lemma 1.2. By 1.1, ’−1(C) is
a cycle of (B; g). Let b2’−1(C), a = ’(b) and if k2f0; 1; : : : ; cardCg, then denote
ak =fk(a), bk =’−1(ak). Since ’ is isomorphism of graphs G(A; f) and G(B; g), we
obtain either
(1) g(b1) = b2, g(b2) = b3; : : : ; g(bn) = b1,
or
(2) g(b1) = bn; : : : ; g(b3) = b2, g(b2) = b1.
In the rst case, ’ is an isomorphism of (B; g) onto (A; f) and if (2) holds, then ’ is
an isomorphism of (B; g) onto Q.
Theorem 3.5. Let (A; f) be a connected monounary algebra containing no large cycle.
Let (B; g) be a monounary algebra. Then (B; g)(A; f) if and only if some of the
following conditions are satised:
(i) (B; g) = (A; f);
(ii) there is a2A with (B; g) = La;
(iii) there is a2A such that f(a) 6= a; (B; g) = Da;
(iv) there is a chain R of (A; f) such that (B; g) = PR.
Proof. Assume that (B; g)(A; f) and that (i) is not valid. If (B; g) contains a one
element cycle, then (ii) holds by Lemma 3.1 and if (B; g) contains a two-element
cycle, then (B; g) satises (iii) according to Lemma 3.2. Since (A; f) possesses no
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large cycle, we obtain in view of 1:1 that (B; g) contains no large cycle, therefore the
assumption of Lemma 3.3 is valid. Then Lemma 3.3 yields that the condition (iv) is
fullled. The converse implication follows from Lemmas 2.1, 2.3 and 2.4.
Theorem 3.6. Let (A; f) be a connected monounary algebra possessing a large
cycle. Let (B; g) be a monounary algebra. Then (B; g)  (A; f) if and only if either
(B; g) = (A; f) or (B; g) = Q.
Proof. We have according to Lemma 3.4 that if (B; g)  (A; f), then (B; g) = (A; f)
or (B; g) = Q. By Lemma 2.5 the converse is valid.
Theorem 3.7. Let (A; f), (B; g) be monounary algebras with the systems of connected
components fAigi2I , fBjgj2J . Then (B; g)  (A; f) if and only if
(1) there is a bijection  : J ! I; and
(2) if j2J; then (Bj; g)  (A( j); f).
Proof. The assertion is a consequence of denition and of Lemma 1.2.
Remark. Observe that for any monounary algebra (A; f); Theorems 3.5{3.7 fully
chracterize the class E(A; f).
4. The class K
Let us return to the analogy of the Birkho’s problem.
Lemma 4.1. Let (A; f) be a monounary algebra and let K be a connected com-
ponent of (A; f) such that cardK > 1 and that (K;f) possesses no large cycle. Then
(A; f) 62K.
Proof. Let M be the set of all elements of A which belong either to a connected com-
ponent with a large cycle or to a one-element connected component. By the assumption,
A−M 6= ;. Further, we have either
(1) if x2A−M , then fn+1(x) = fn(x) for some n2N ,
or (1) fails to hold. First let (1) be valid. For each connected component S A−M we
take a xed element aS2S such that f(aS) 6= aS . Let us dene a monounary algebra
(A; g) such that, whenever y2A,
g(y) =

daS (y) if y belongs to a connected component S A−M;
f(y) otherwise:
We obtain according to Lemmas 3:7, 3:5 and 2:2 that (A; g)  (A; f). Further, if x2A
and g(x) = x, then the denition of (A; g) yields that fxg is the connected component
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of (A; g). By (a), there are x1; y12A, x1 6= y1, with f(y1)=f(x1)= x. Therefore (A; g)
is not isomorphic to (A; f).
Now let (1) fail to hold. Then we have
(2) if x2A, f(x) = x, then fxg is a connected component of (A; f).
For each connected component S A−M let aS be an arbitrary element of S. Let
(A; h) be a monounary algebra such that, whenever y2A,
h(y) =

laS (y) if y belongs to a connected component S A−M;
f(y) otherwise:
By Lemmas 3:7, 3:5 and 2:1, (A; h)  (A; f). The relation A−M 6= ; implies
(3) there is y2A −M with h(y) = aS = h(aS) 6= y, hence (A; h) is not isomorphic
to (A; f).
Therefore (A; f) 62K.
Remark. As usual, if n2N , j2Z , then the symbol jn denotes the corresponding class
in Zn (integers modulo n).
Notation 4.2. Let (A; f) be a monounary algebra and let C be a cycle of (A; f) with
n elements, n> 2. For x2C we denote
A(x) = fy2A: (9k2N [ f0g); (fk(y) = x and fm(y) =2 C
for each m2N [ f0g; m<k)g:
Take xed c2C. If i2Z , then we denote
Cin = A(f
i(c)):
Note that this notion is correctly dened, since C is an n-element cycle. Further,
(Cin ; f) for i2Z is a connected partial monounary algebra.
Theorem 4.3. Let (A; f) be a monounary algebra. Then (A; f)2K if and only if;
whenever K is a connected component of (A; f) with cardK > 1;
(i) there is a cycle C of (K;f) with n> 2 elements; and
(ii) there is k2f0; 1; : : : ; n− 1g such that if i2f0; 1; : : : ; n− 1g;
then
(Cin ; f) = (C(k−i)n ; f):
For k = 2: C05 = C25 and C35 = C45 . (cf. Fig. 6).
Proof. Let (A; f)2K and let K be a connected component of (A; f). By 4:1, the
condition (i) is satised. For a connected component K 0 let C0 be a cycle of K 0 and
we denote by QK0 = (K 0; qK0) a monounary algebra such that, whenever x2K 0,
qK0(x) =

y iffx; ygC0; f(y) = x;
f(x) if x2K 0 − C0:
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Fig. 6.
Let (A; g) be a monounary algebra dened as follows. Let x2K 0, K 0 be a connected
component of (A; f). If (K 0; f) = (K;f), then we put g(x) = qK0(x). If this condition
is not valid, then we put g(x) = f(x). This denition implies
(1) (K; g) = (K; qK).
By Lemmas 3:7, 3:6 and 2:5 we obtain (A; g)  (A; f). Hence the relation (A; f)2K
implies (A; g) = (A; f) and there is an isomorphism ’ of (A; f) onto (A; g). Then there
is a connected component K 0 of (A; g) with ’(K) = K 0. Further, K 0 is a connected
component of (A; f) and
(2) ’  K is an isomorphism of (K;f) onto (K 0; g).
If (K 0; f) 6= (K;f), then the denition of g yields
(K;f) 6= (K 0; f) = (K 0; g);
a contradiction to (2). Therefore, there is an isomorphism
 : (K;f)! (K 0; f)
and we have
(K 0; g) = (K 0; qK0):
By (1),  is an isomorphism of (K; g) onto (K 0; g). Denote
 = (’  K)  −1;
then  is an isomorphism of (K;f) onto (K; qK). There is k2f0; 1; : : : ; n−1g such that
 (c) = fk(c). If i2f0; 1; : : : ; n− 1g, then
 (fi(c)) = qi( (c)) = qi(fk(c)) = fk−i+mn(c);
where m is an arbitrary integer such that k − i + mn>0. Since  is an isomorphism,
we obtain
(Cin ; f) = (C(k−i)n ; f):
Conversely, suppose that for each connected component K of (A; f), (i) and (ii)
hold. Further assume that (A; f) 62 K, i.e., there is a monounary algebra (B; g) such
that
(3) (B; g)  (A; f),
(4) (B; g) is not isomorphic to (A; f).
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Let fAigi2I , fBigi2I be the systems of connected components of (A; f) and (B; g).
Then (3) and Lemma 3:7 imply that (1) of 3:7 is valid. Further, (4) and 3:6 yield that
there is j2J such that (Bj; g) = QA( j) , (Bj; g) 6= (A( j); f). Denote K = A( j). Then K
is a connected component of (A; f) such that
(5) (K;f) 6= QK .
In view of (ii), for i2f0; 1; : : : ; n − 1g there is an isomorphism ’i of (Cin ; f) onto
(C(k−i)n ; f). Put
’(x) = ’i(x) if x2Cin ; i2f0; 1; : : : ; n− 1g:
Then ’ is an isomorphism of (K;f) onto QK , a contradiction to (5).
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