Introduction
Asymptotic behavior of first-order properties probabilities of the Erdős-Rényi random graph G(n, p) have been widely studied in [1] - [3] , [7] - [14] , [22] . Let n ∈ N, 0 ≤ p ≤ 1. Consider a set Ω n = {G = (V n , E)} of all undirected graphs without loops and multiple edges with a set of vertices V n = {1, 2, ..., n}. Erdős-Rényi random graph [1, 7, 11, 22 ] is a random element G(n, p) on a probability space (Ω, F , P) such that it maps Ω to Ω n and its distribution P n,p on F n = 2
Ωn is defined in the following way:
P n,p (G) = p |E| (1 − p)
Let us denote the event "G(n, p) follows a property L" by {G(n, p) |= L}.
The random graph obeys Zero-One Law, if for any first order property L (see [15] ) the probability P(G(n, p) |= L) either tends to 0 or tends to 1. In [9] , it was proved that if p = n −α+o (1) , α ∈ R + \ Q, then G(n, p) obeys Zero-One Law. To avoid trivialities, we shall restrict ourselves to 0 < α < 1 (the case p = O(1/n) was studied in [9] ). If α ∈ Q ∩ (0, 1), then G(n, n −α ) does not obey Zero-One Law (see, e.g., [22] ).
In [16] - [22] , Zero-One k-Law was studied (the random graph obeys Zero-One k-Law, if for any property L which is expressed by a first-order formula with a quantifier depth at most k (see [15] ) the probability P(G(n, p) |= L) either tends to 0 or tends to 1). Let us remind that a quantifier depth of a first-order formula is the maximum number of nested quantifiers. We denote a set of all graph properties which are expressed by first order formulae with a quantifier depth at most k by L k . Moreover, let L = k∈N L k be the set of all first order graph properties.
In 2012, we proved that if k ≥ 3 and α ∈ (0, 1/(k − 2)) (see [20, 21] ), then G(n, n −α ) obeys Zero-One k-Law. Moreover, in these papers we proved that G(n, n −1/(k−2) ) does not obey Zero-One k-Law. In 2014 [16] , we proved that if k > 3 and α = 1 − 1 2 k−1 +β , β ∈ (0, ∞) \ Q, where Q is the set of all positive fractions with a numerator at most 2 k−1 , then G(n, n −α ) obeys Zero-One k-Law. Moreover, in the paper it was proved that G(n, n −α ) does not obey Zero-One k-Law, if α = 1− 1 2 k−1 +β , where β ∈ {0, 1, . . . , 2 k−1 − 2}. Finally, in [19] it was proved that G(n, n −α ) obeys Zero-One k-Law, if α ∈ {1 −
-is the maximum α in (0, 1) such that G(n, n −α ) does not obey Zero-One k-Law.
In the presented paper, we prove (see Section 2) that in (1 − 1 2 k−1 , 1) there is only a finite number of α such that G(n, n −α ) does not obey Zero-One k-Law. If the random graph G(n, n −α ) does not obey Zero-One k-Law for some α ∈ (0, 1) and k ∈ N, then we say that α is in a spectrum of k. Let us remind that in [14] two notions of spectra of a first-order property L ∈ L were considered. The first considers p = n −α . S 1 (L) is a set of α ∈ (0, 1) which does not satisfy the following property: With p(n) = n −α , lim n→∞ P(G(n, p(n)) |= L) exists and is either zero or one. The second considers p = n −α+o (1) . S 2 (L) is a set of α ∈ (0, 1) which does not satisfy the following property: There exists δ ∈ {0, 1} and ǫ > 0 so that when n −α−ǫ < p(n) < n −α+ǫ , lim n→∞ P(G(n, p(n)) |= L) = δ. Let k ∈ N. Denote unions of S 1 (L) and S 2 (L) over all L ∈ L k by S In [10] , it was proved that the sets S 1 k and S 2 k are infinite when k is large enough. There are, up to tautological equivalence, (see, e.g., [15] ) only a finite number of first order sentences with a given quantifier depth. Thus, for j either 1 or 2, the set S j k is infinite if and only if there is a single L with quantifier depth at most k such that S j (L) is infinite. Therefore, we always search for one property with an infinite spectrum when we prove that the spectrum S j k is infinite. It is also known [13] that all limit points of S 1 k and S 2 k are approached only from above. In [14] , it was proved that the minimum k 1 and k 2 such that the sets S 1 k 1 and S 2 k 2 are infinite are in the sets {4, . . . , 12} and {4, . . . , 10} respectively. Moreover, in the same paper we estimate the minimum and the maximum limit points of S ′ respectively. Then
, if k ≥ 10,
if k ≥ 16, j ∈ {1, 2}.
In the next section, we state new results. We prove them in Section 4. Some statements on a distribution of small subgraphs in the random graph, which were used in our proofs, are formulated in Section 3.
New results
Theorem 1 For any k ≥ 5,
So, we obtain a better upper bound on the minimum limit point of S 1 k for any k ≤ 20 and a better upper bound on the minimum limit point of S 2 k for all k ≤ 12. Moreover, Theorem 1 and Zero-One k-Law from [20, 21] imply the following statement.
Corollary 1
The minimum k such that the set S Moreover, we obtain a better lower bound on the maximum limit point of spectra (for small k as well).
Theorem 2 For any
′ .
An emptiness of an intersection of S be an irreducible positive fraction. Denote ν = max{1, 2
. Then the random graph G(n, n −α ) obeys Zero-One k-Law.
3 Small subgraphs in the random graph
. Denote the number of copies of G in G(n, p) by N G . Denote the property of containing a copy of G by L G .
In other words, the function n −1/ρ max (G) is a threshold (see [1, 7] ) for the property L G . Let G be a strictly balanced graph (a density of this graph is greater than a density of any its proper subgraph) with a(G) automorphisms.
.
Consider arbitrary graphs G and H
The extension is called strict, if
Denote the property of containing a (G, (x 1 , . . . , x m ))-extension of any ordered tuple of m vertices by L (G,H) .
Obviously, for a balanced pair (G, H) (the maximum density ρ max (G, H) equals ρ(G, H)) the quantity ρ max (G, H) in the statement of Theorem 6 can be replaced by ρ(G, H). In the same way as for graphs, the pair (G, H) is called strictly balanced, if ρ(G, H) > ρ(K, H) for any graph K such that
Fix a number α ∈ (0, 1). Set
If for any graph S such that H ⊂ S ⊆ G the inequality f α (S, H) > 0 holds, then the pair (G, H) is called α-safe (see [7, 22] ). Finally, let us introduce a notion of a maximal pair. LetH ⊂G ⊂ Γ and T ⊂ K, where V (T ) = {v 1 , . . . , v t }, t ≤ |V (G)|. The pair (G,H) is called (K, T )-maximal in Γ, if any ordered tuple t of t vertices from V (G) with at least one vertex from V (G) \ V (H) does not have a strict (K, (v 1 , . . . , v t ))-extensionK in Γ such that the following properties hold. The intersection of the sets V (K), V (G) contains vertices from t only and any vertex from V (K) which is not in t and any vertex from V (G) which is not in t are not adjacent. Similarly, the graphG is called (K, T )-maximal in Γ, if any ordered tuple t of t vertices from V (G) does not have a strict (K, (v 1 , . . . , v t ))-extensionK in Γ such that the following properties hold. The intersection of the sets V (K), V (G) contains vertices from t only and any vertex from V (K) which is not in t and any vertex from V (G) which is not in t are not adjacent.
Consider the random graph G(n, p), arbitrary verticesx 1 , ...,x m ∈ V n and a random variable N (K,T ) (G,H) (x 1 , ...,x m ) that maps each graph G from Ω n to the number of strict (G, (
is the number of all (G, (x 1 , . . . , x m ))-extensions of (x 1 , ...,x m ) in G). Let us state the result, which was proved in [14] , on an asymptotic behavior of this variable.
Therefore, we can state a particular case of Theorem 7 which considers (K, T )-maximal graphs. Let N (K,T ) G be a random variable that maps each G from Ω n to the number of (K, T )-maximal copies of G in G.
Corollary 2 Let 0 < α 1 < α 2 < 1. Let G be a strictly balanced graph with ρ(G) < 1/α 2 and
Let us call pairs (G, (x 1 , . . . , x m )) and (G, (x 1 , . . . ,x m )), where {x 1 , . . . , x m } ⊂ V (G) and {x 1 , . . . , x m } ⊂Ṽ (G), isomorphic, if the graphG is a strict (G, (x 1 , . . . , x m ))-extension of (x 1 , . . . ,x m ).
Moreover, in our proofs we use a lemma on the existence of a copy of a strictly balanced graph without extensions, which is stated below. A method for obtaining such results is introduced in [3] . Here, we use this method to prove the lemma.
Let H be a strictly balanced graph, (G, H) be a strictly balanced pair, ρ(H) = ρ(G, H) = 1/α. Moreover, let V (H) = {h 1 , . . . , h v }, where v = v(H). Let W be a set with the maximum cardinality which contains ordered tuples of v vertices from V n which satisfy the following property. For any two ordered tuples w 1 = (x i 1 , . . . , x iv ), w 2 = (x i σ(1) , . . . , x i σ(v) ) ∈ W which coincide as sets, a permutation σ of (h 1 , . . . , h v ) does not preserve edges of H (i.e. a mapping φ :
. For any w ∈ W , we denote a set of elements of w by w. For any w = (x i 1 , . . . , x iv ) ∈ W , consider an event A w that some spanning subgraph in G(n, n −α )| w is isomorphic to H and the corresponding isomorphism maps x i j to h j for each j ∈ {1, . . . , v}.
Lemma 1 There exists a subsequence {n i } i∈N of the sequence of positive integers such that the following property holds. With positive asymptotic probability less than 1, in G(n i , n −α i ) there exists at least one copy of H and for any w ∈ V n i either A w holds or there is no (G, (h 1 , . .
, where the summation is taken over allw ∈ W which do not intersect w. Denote N + H (w) = w ξw, where the summation is taken over allw ∈ W which intersect w such thatw ∩ w = w. The random variable ξw is defined in the following way. For any G ∈ Ω n , the equality ξw(G) = 1 holds if and only if G with edges between any two vertices from w ∩w follows
Denote a probability of the event that in G(n, n −α ) there exists at least one copy of H and for any ordered tuple w of v vertices from V n either A w holds or there is no (G, (h 1 , . . . , h v ))-extension of w by µ n . Then
where w 0 ∈ W is an arbitrary ordered tuple. Asymptotic equality holds, because Theorem 4 implies that a.a.s. in G(n, n −α ) there does not exist any subgraph with at most 2v vertices and a density greater than 1/α. The probability P(N − H (w 0 ) = 0, N (G,H) (w 0 ) = 0) converges to some positive number which is less than 1 (see [3] ). Therefore, the lemma is proved.
Proofs
First of all, let us introduce some notations.
Let G be an arbitrary graph. Moreover, let r, s be arbitrary natural numbers. For any vertices x 1 , . . . , x s of G, we denote a set of all common r-neighbors of x 1 , . . . , x s in G by N r (x 1 , . . . , x s ) (we omit G in this notation when there is no risk of confusion). A r-neighbor of a vertex x is a vertex y such that the minimum length of a path which connects x and y equals r (a length of a path is a number of edges in it). Set N(x 1 , . . . , x s ) := N 1 (x 1 , . . . , x s ).
Moreover, for any two arbitrary vertices x, y of G and any its subgraphs A, B denote a length of a minimal path in G which connects x and y by d G (x, y) (a minimal path is a path with the minimum length among considered paths). Moreover, we call a path which connects x and some vertex of A a minimal path which connects x and A in G if its length equals min
Proof of Theorem 1
Consider a setΩ n of all graphs G from Ω n which follow the properties below.
1. For any strictly balanced pair (G,
2. For any G with v(G) ≤ 2(m + ⌊k/2⌋ + 1) and ρ max (G) > 1/α, in G there is no copy of G.
Theorem 4 and Theorem 6 imply that P(G(n, p) ∈Ω n ) → 1 as n → ∞. Let L be a first-order property which is expressed by the formula ∃x 1 . . . ∃x ⌊k/2⌋ ϕ(x 1 , . . . , x ⌊k/2⌋ ) with the quantifier depth max(2⌊k/2⌋, ⌊k/2⌋ + 3) ≤ k, where ϕ(
Here, we use the following notations:
For any 2 ≤ i ≤ ⌊k/2⌋,
us prove that χ ≥ m. Suppose that χ < m. By the definition ofΩ n , in G there are vertices z, v 1 , . . . , v χ+⌊k/2⌋−1 such that for any i ∈ {1, . . . , χ} we have v i ∈ N(x i , z, x 3 , . . . , x ⌊k/2⌋ ), and for any i ∈ {χ + 1, . . . , χ + ⌊k/2⌋ − 1} we have v i ∈ N(z, x 1 , . . . , x i−χ , x i−χ+2 , . . . , x ⌊k/2⌋ ). Indeed, in this case the pair (G| {x 1 ,...,x ⌊k/2⌋ ,v 1 ,...,v χ+⌊k/2⌋−1 ,z}∪N (x 1 ,...,x ⌊k/2⌋ ) , X) is strictly balanced with the density
This contradicts the property L. Therefore, χ ≥ m. Now, let us prove that χ = m. Suppose χ > m.
Remove from the set N(x 1 , . . . , x ⌊k/2⌋ ) some vertices in such a way that m + 1 vertices are in the remainder (but ⌊k/2⌋ pairwise adjacent vertices are still in the set). Denote a subgraph in X induced by the union of this remainder with x 1 , . . . , x ⌊k/2⌋ byX. Then
This contradicts Property 2 in the definition ofΩ n . So, χ = m. Let z be a vertex such that the predicate R
1,2
z is true for all vertices from N(x 1 , . . . , x ⌊k/2⌋ ), the predicate R i z is true for any i ∈ {2, . . . , ⌊k/2⌋}. Then in G there exist vertices v 1 , . . . , v j such that z ∈ N(v 1 , . . . , v j ) and the set {x 1 , . . . , x ⌊k/2⌋−1 } ∪ N(x 1 , . . . , x ⌊k/2⌋ ) can be divided into j subsets N 1 , . . . , N j in the following way: for any i ∈ {1, . . . , j} and any vertex y ∈ N i , y ∼ v i and v i is adjacent to ⌊k/2⌋ − 2 vertices from {x 1 , . . . ,
Note that the inequality j < m + ⌊k/2⌋ − 1 implies 1/ρ(Y ) < α. Thus, from the definition ofΩ n it follows that j ≥ m + ⌊k/2⌋ − 1. As j ≤ m + ⌊k/2⌋ − 1, the equality j = m + ⌊k/2⌋ − 1 holds.
Property 2 in the definition ofΩ n implies equalities ρ(X) = ρ(Y ) = 1/α. As in G there is no vertex z, which follows the above properties, the graph G does not contain a copy Y , which, in turn, contains X.
In the remaining part of the proof, we will use these notations X and Y for the obtained graphs (the first one is strictly balanced, the second one is balanced, the pair (Y, X) is strictly balanced) with the density 1/α. Moreover, denote the obtained property of G (the existence of a copy of X such that no copy of Y contains it) byL. So, we have proved that if G ∈Ω n and G follows L, then G followsL.
Suppose that G ∈Ω n and G followsL. Obviously, in this case G follows L as well. By Lemma 1, there exists a partial limit lim i→∞ P(G(n i , n
Since
as m → ∞, the theorem is proved.
Proof of Theorem 2
Let m ≥ 2 be arbitrary natural numbers, α = 1 −
and p = n −α . Consider a setΩ n of all graphs G from Ω n which follow the properties below.
For any strictly balanced pair (
2. For any G with v(G) ≤ 2(2 k−5 − 1)(m + 1) + 2 and ρ max > 1/α, in G there is no copy of G.
Theorem 4 and Theorem 6 imply that
The property of vertices x and y to be at the distance i (i.e., a length of the minimal path which connects x and y equals i) is expressed by the following formula:
where D i (x, y) -is the following formula with the quantifier depth ⌈log 2 i⌉:
and
Let L be a first-order property which is expressed by the formula ∃a∃b ϕ(a, b) with the quantifier depth k, where
is true when there do not exist two distinct paths with lengthes at most 2 k−5 which connect the vertex a and two distinct vertices from the set N 2 k−6 (a, b) (moreover, any two distinct vertices from N 2 k−6 (a, b) do not have common neighbors) and there do not exist two distinct intersecting paths with length 2 k−6 which connect the vertex b and two distinct vertices from the set N 2 k−6 (a, b). The truth of the predicate R(a, u) =
implies the existence of two non-intersecting paths with lengthes 2 k−6 and 2 k−5 which connect the vertex a and u.
Suppose that a graph G ∈Ω n follows L. Let a, b be vertices such that the formula ϕ(a, b) is true. Let X be a union of all paths with length 2 k−5 which connect a and b in G. Let χ be a number of all such paths and N 2 k−6 (a, b) = {x 1 , . . . , x χ }. Let us prove that χ ≥ m. Suppose that χ < m. By the definition ofΩ n , in G there exists a vertex z such that for any i ∈ {1, . . . , χ} the property D * 2 k−5 (x i , z) holds and there exist χ paths P 1 , . . . , P χ with length 2 k−5 connecting z and x 1 , . . . , x χ respectively such that for any distinct i, j ∈ {1, . . . , χ} equality V (P i ) ∩ V (P j ) = {z} holds. Indeed, if these paths exist, then the pair (X ∪ P 1 ∪ . . . ∪ P χ , X) is strictly balanced and its density equals
This contradicts the property L. Therefore, χ ≥ m. Finally, let us prove that χ = m. Suppose that χ > m. Remove from X paths with length 2 k−5 which connect vertices a, b (without the vertices a, b) in such a way that m + 1 paths remain. Add to the remaining graph paths with length 2 k−5 from G which connect a and vertices from N 2 k−6 (a, b) (one path for each vertex) such that an intersection of any two of these paths equals {a} and an intersection of any of these paths with any path from X contains a and one vertex from N 2 k−6 (a, b) only. Denote the final graph byX. Then
> 1/α. This contradicts Property 2 in the definition ofΩ n . So, χ = m. Let z = a be a vertex such that the predicate D * 2 k−5 (·, z) is true for all vertices from N 2 k−6 (a, b). Then in G there exist paths P 1 , . . . , P m with length 2 k−5 which connect a vertex z with vertices x 1 , . . . , x m respectively. Suppose that for some i ∈ {1, . . . , m − 1}
Then for some j ∈ {1, . . . , i} the vertex v 1 is in V (P j ). Obviously, v 1 = x j (otherwise, the predicate
is true as well. This contradicts the truth of the predicate D * 2 k−5 (x i+1 , z). Therefore, the vertex v 1 is a common neighbor of the vertices x i+1 and x j . This contradicts the truth of the predicate S(a, b). So, for any i ∈ {1, . . . , m − 1} P i+1 P 1 ∪ . . . ∪ P i . Let us replace the graph X with its union with paths with length 2 k−5 from G which connect a and vertices from N 2 k−6 (a, b) (one path for each vertex) such that an intersection of any two of these paths equals {a} and an intersection of any of these paths with any path from X contains a and one vertex from N 2 k−6 (a, b) only. Consider the sequence of graphs X 0 = X,
For any i ∈ {0, . . . , m−1}, the graph X i+1 is obtained from the graph X i by adding n i ≤ 2 k−5 − 1 vertices and e i ≥ n i + 1 edges. Therefore,
Equalities hold if and only if n i = 2 k−5 − 1 and e i = 2 k−5 for all i ∈ {0, . . . , m − 1}. Therefore, by the definition of the setΩ n these equalities hold and 1/ρ(Y ) = 1/ρ(X) = α. As in G there is no vertex z which follows the above properties, the graph G does not contain a copy of Y , which contains the graph X.
As in Theorem 1, in what follows we exploit the notations X and Y for two obtained graphs with the density 1/α (obviously, the graph X and the pair (Y, X) are strictly balanced). Moreover, denote the obtained property of G (existence of a copy of X such that any copy of Y does not contain it) byL. We proved that if G ∈Ω n and G follows L, then G followsL as well.
Finally, suppose that G ∈Ω n and G followsL. Then, obviously, G follows L as well. By Lemma 1, there exists a partial limit lim i→∞ P(G(n i , n −α i ) |=L) = c, which is not 0 or 1. Moreover, Equation (1) hold. Since 1 − 
Proof of Theorem 3
We start the proof from the statement of the theorem of Ehrenfeucht in Section 4.3.1. This theorem is the main tool in proofs of zero-one laws. Then in Section 4.3.2 we define some supplementary constructions (cyclic extensions), after which in Section 4.3.3 we describe asymptotic properties of the random graph which imply the existence of a winning strategy of Duplicator. This strategy is described in Sections 4.3.4-4.3.8.
Ehrenfeucht game
In this section, we state a particular case of Ehrenfeucht theorem (see [4] ), which holds for graphs. First, let us define Ehrenfeucht game EHR(G, H, i) on graphs G, H and i rounds (see, e.g., [7, 22] ). Let V (G) = {x 1 , ..., x n }, V (H) = {y 1 , ..., y m }. In the ν-th round (1 ≤ ν ≤ i), Spoiler chooses a vertex in any graph (he chooses either x jν ∈ V (G) or y j ′ ν ∈ V (H)). Then Duplicator chooses any vertex in the other graph. If Spoiler chooses in the µ-th round, say, the vertex x jµ ∈ V (G), j µ = j ν (ν < µ), then Duplicator must choose the vertex y j It can be easily shown that this theorem has the following corollary related to the zero-one laws (see, e.g., [22] ).
Theorem 9
The random graphs G(n, p) obeys zero-one k-law if and only if lim n,m→∞ P(Duplicator has a winning strateg in EHR(G(n, p(n)), G(m, p(m)), k)) = 1.
Constructions
Let m ≥ 2 be an arbitrary natural number. Consider a pair of graphs (G, H) such that G ⊃ H. We say that G is a cyclic m-extension of H, if one of the following properties holds.
• The inequality m ≥ 3 holds. Moreover, there exists a vertex x 1 of G such that ). In such a situation, G is the first type extension.
• The inequality m ≥ 2 holds. Moreover, there exist two distinct vertices x 1 , x 2 of G such that for some t ≤ m − 1
.., {y t−1 , y t }, {y t , x 2 }}).
In such a situation, G is the second type extension.
Let H ⊂ G be two subgraphs in a graph Γ. The pair (G, H) is cyclically m-maximal in Γ, if there are no cyclic m-extensions of G in Γ which are not cyclic m-extensions of H. , p = n −α . Moreover, let a ∈ {max{1, 2 k−1 − b}, . . . , 2 k−1 }. Let us define a set of graphs S. A graph G is in S if and only if it follows three properties below.
1)
In G, there are no strictly balanced subgraphs with at most 2 2k b vertices and a density greater than 1/α.
2)
3) Let H be a set of pairs (H 1
strategy by induction. The strategy is divided into two parts. We denote the first and second strategy by S and SF respectively. In the first round, Duplicator always use the strategy S and follows this strategy until a round such that chosen subgraphs allow to exploit the strategy SF, which was introduced in [18] (we do not describe this strategy in the presented paper, because its detailed description can be found in [19] , Section 4.8).
Before describe the strategies, we introduce one more important notion. Let r rounds are finished, r ∈ {1, . . . , k}. Let l ∈ {1, . . . , r} and graphsX II For any distinct j 1 , j 2 ∈ {1, . . . , l}, the inequalities d Xr (X
III For any j ∈ {1, . . . , l}, in the graph X r (in the graph Y r ) there is no cyclic 2 k−r -extension of the graphX . . ,Ỹ l r which follow the above properties we call (k, r, l)-regular equivalent in (X r , Y r ). Moreover, we denote an isomorphism from Property V by ϕ(k, r, l) (generally speaking, such an isomorphism is not unique, therefore, we consider an arbitrary isomorphism from Property V).
Note that (k, 1, 1)-regular equivalence ofX The main idea of Duplicator's strategy is the following. Duplicator should play in such a way that for some r ∈ {1, . . . , k − 1} and l ∈ {1, . . . , r} in the graphs X r , Y r (k, r, l)-regular equivalent ordered tuples of subgraphs in (X r , Y r ) are constructed. In the first round, Duplicator must use the strategy S 1 which is described in the next section. After the r-th round, r ∈ {1, . . . , k − 3}, if (k, r, l)-regular equivalent ordered tuples are not constructed, then, as we show, Duplicator either can find (k, r)-equivalent graphs (and then, in the r + 1-th round, he must use the strategy S r+1 , which is described in Section 4.3.6) or he must use the strategy S 1 r+1 , which is described in Section 4.3.7. After the strategy S 1 r+1 , Duplicator never turns back to the strategy S r+j , j ≥ 2. Strategy SF is described in [19] (Section 4.8) and is used by Duplicator in the r + 1-th round, r ≥ 2, if and only if after the r-th round for some l ∈ {1, . . . , r} (k, r, l)-regular equivalent ordered tuples of graphs in (X r , Y r ) are constructed. In [19] , it is proved that Duplicator wins, when he uses the strategy SF.
Strategy S 1
Consider the first round and two possibilities to choose the first vertex by Spoiler.
Let in X 1 there is no cyclic 2 k−1 -extension of ({x . Let us prove that there exists a sequence of graphs G 1 , G 2 , . . . , G s such that a) for any i ∈ {1, . . . , s − 1}, the graph G i+1 is a cyclic 2 k−1 -extension of the graph G i in X 1 , G 1 is a cyclic 2 k−1 -extension of the graph ({x
) if for some i ∈ {1, . . . , s − 1} the graph G i+1 is a cyclic 2 k−1 -extension of the graph G i , but it is not a cyclic 2 k−1 −1-extension of the graph G i , then there exists µ ∈ {1, . . . , s−1} such that the graph G µ+1 is a cyclic 2 k−1 -extension of the graph G µ , but it is not a cyclic 2 k−1 − 1-extension of the graph G µ , while in the graph X 1 \ (G µ+1 \ G µ ) there is no cyclic 2 k−1 -extensions of the graph G µ .
Let us prove the existence of such a sequence. Obviously, there exists a sequence G 1 ⊂ G 2 . . . ⊂ G i with the following properties. First, G 1 is a cyclic 2 k−1 -extension of the graph ({x 1 1 }, ∅), G j is a cyclic 2 k−1 -extension of the graph G j−1 for any j ∈ {2, . . . , i}. Second, j = i is the first number (if such a number exists) such that G j is a cyclic 2 k−1 -extension of the graph G j−1 , but it is not a cyclic 2 k−1 − 1-extension of the graph G j−1 (here,
If such a number does not exist, then there are no cyclic 2 k−1 -extensions of G i in X 1 (obviously, i exists and i ≤ 2 k−1 b + 1, because a density of G i is greater than 1/α, if i = 2 k−1 b + 2, this contradicts Property 1)). In the last situation, the sequence G 1 , . . . , G s (s = i), which satisfies Properties a), c) and d), is already built. Nevertheless, if G i is not the "last" extension, then consider an arbitrary cyclic 2
) (if such an extension exists). Let us add cyclic 2 k−1 -extensionsĜ i+1 ,Ĝ i+2 , . . . of previously constructed graphs one by one in a similar way until there are no cyclic 2 k−1 -extensions of the graphĜŝ in X 1 \ (G i \ G i−1 ). Obviously, the graphĜŝ ∪ G i is a cyclic 2 k−1 -extension of the graphĜŝ, but it is not its cyclic 2 k−1 − 1-extension. Moreover, there are no cyclic 2 k−1 -extensions ofĜŝ in X 1 \ ((Ĝŝ ∪ G i ) \Ĝŝ). So, the firstŝ + 1 graphs of the sequence are constructed: G 1 , . . . , G i−1 ,Ĝ i , . . . ,Ĝŝ,Ĝŝ ∪ G i . Let us add cyclic 2 k−1 -extensions to the graphĜŝ ∪ G i (each next graph is an extension of the previous one) until there are no cyclic 2 k−1 -extensions of the final graph in X 1 . Obviously, we get the sequence of graphs (we denote it by G 1 , G 2 , . . . , G s ), which follows Properties a), c) and d) (in addition, the inequality s ≤ 2 k−1 b + 1 holds, because a density of the graph G s is greater than 1/α, if s = 2 k−1 b + 2, this contradicts Property 1)).
Suppose that e(
This contradicts the inequality k > 3. So, e(X 1 | V (Gs) ) − e(G s ) = 1. For any i ∈ {1, . . . , s}, set e(G i ) − e(G i−1 ) = e i ≤ 2 k−1 , where G 0 = ({x
where the last inequality holds, if at least one of e i , i ∈ {1, . . . , s}, is at most 2 k−1 −1. In the last case, we arrive at a contradiction with Property 1) of the graph X 1 , because s ≤ 2 k−1 b+1. So, 1/ρ(X 1 | V (Gs) ) = 1− 
contains more than one vertex, then there exist graphsG j 2 +1 , . . . ,G s+1 such that for any j ∈ {j 2 , . . . , s} the graphG j+1 is a cyclic 2 k−1 -extension of the graphG j , whereG j 2 = G j 2 and for any j ∈ {j 2 + 2, . . . , s + 1} the
This contradicts the inequality k > 3. Obviously, the sequence G 1 , . . . , G i−1 ,G i , . . . ,G s+1 follows Properties a)-d) (here,G s+1 is the cyclic 2 k−1 -extension of the graphG s from Property d)). Finally, let at least one of the vertices u, v (e.g., v) is from the set
. So, we get the above situation, which is already considered. If either the graph
is not a cyclic 2 k−1 -extension of the graph G s−2 , then there exist graphsG s ,G s+1 such that the graphG s is a cyclic 2 k−1 -extension of the graph G s−1 , the graphG s+1 is a cyclic 2 k−1 -extension of the graphG s ,G s+1 = X 1 | V (Gs) , and there are no cyclic 2 k−1 -extension of the graph G s −1 in X 1 \ (G s \ G s−1 ). Therefore, the sequence G 1 , . . . , G s−1 ,G s ,G s+1 follows Properties a)-d) .
So, let G 1 , G 2 , . . . , G s be a sequence which follows Properties a)-d). Let us prove that the graph X 1 | V (Gs) is strictly balanced. LetG be an arbitrary proper subgraph in X 1 | V (Gs) . Denotẽ
In the same way, it can be proved that ρ(
, where at least one of the inequalities is strict, becauseG is a proper subgraph in X 1 | V (Gs) . Therefore, the graph
Since a/b is the irreducible fraction, s ≥ b+ 1. Obviously, the inequality a ≥ max{1, 2 k−1 −b} implies the existence of µ ∈ {0, . . . , s − 1} such that G µ+1 is not a cyclic 2
Let after the r-th round, r ∈ {1, . . . , k − 2}, there exist graphsX + 1, 1)-regular equivalent in (X r+1 , Y r+1 ) . Therefore, in the r + 2-th round Duplicator exploits the strategy SF.
Let
). Consider two cases: r < k − 2 and 
Next, Dupllicator exploits the strategy S 1 r+2 . Finally, let us prove the the graph ({x r+1 r+1 }, ∅) has at most one cyclic 2 k−r−1 -extension. Indeed, if two such extensions A andÃ exist, then
This contradicts Property
. In this case, the path L X could be chosen from a set with at most two paths. If there is one such path, then either a cyclic 2 k−r−1 -extension of the graph L X ∪X . In this case, L X is such a path. Obviously, the graphsX
In the next round, Duplicator exploits the strategy S r+2 .
, they do not have cyclic 2-extensions in X k−2 and Y k−2 respectively. Thus, the ordered tuplesX
. Therefore, in the k-th round Duplicator exploits the strategy SF.
If 
which maps the vertices x 
. In the next round, Duplicator exploits the strategy SF. If there is a cyclic 2-extension of the graph
Moreover, by the property of (k, k − 2)-equivalence of the graphsX Let after the r-th round, r ∈ {2, . . . , k − 2}, there exist induced subgraphsX Let 
r+1 and the terminal vertex of the path L X fromX 1 r+1 are at a distance less than 2 k−r , then denote a minimal path which connects x r+1 r+1 and the vertex from the intersection of L X and X 1 r+1 byL X . RenameX ) and x r+1 r+1 be not from a cyclic 2 k−r -extension of the graphX are (k, r +1, 2)-regular equivalent in (X r+1 , Y r+1 ). Therefore, in the r +2-th round Duplicator exploits the strategy SF.
The next round strategy
If X r+2 = X r+1 , then setX X r+2 , Y r+2 ) . Therefore, in the r + 3-th round Duplicator exploits the strategy SF.
Extended law
Theorem 3 can be extended in the following way. A proof of the theorem is nearly the same as the proof of Theorem 8 from [14] , therefore, we do not give here a detailed proof. The idea is the following. As Duplicator has a winning strategy in the game EHR(G, H, k) for all pairs of graphs (G, H) such that G, H ∈ S (see Section 4.3.3), then by Theorem 9 it is sufficient to prove that for any α from the statement of Theorem 10 there exists ε such that P(G(n, p) ∈ S) → 1 as n → ∞ for any p ∈ [n −α−ε , n −α+ε ] (see the proof of Theorem 8 from [14] ).
