Abstract-Delay-and-Sum (DAS), as a non-adaptive beamforming method, is one of the most common algorithms used in Photoacoustic imaging due to its simple implementation. The results obtained from this algorithm suffer from low resolution and high sidelobes. The adaptive Minimum variance (MV) method improves the image quality compared to DAS in terms of resolution and contrast. In this paper, it is proposed to add a 1-norm regularization term to the conventional MV minimization problem and create a new sparse beamforming method, named Modified-Sparse-MV (MS-MV) algorithm. In fact, the sparsity of the output is forced to the beampattern by adding this new sparse added term, which results in more noise reduction and sidelobe suppression compared to MV. The minimization problem is convex, and therefore, it can be solved using an iterative algorithm. The results show that the proposed MS-MV method improves the signal-to-noise-ratio for about 5.36 dB and 6.44 dB compared to DAS and MV, respectively, for the designed wire phantom.
I. INTRODUCTION
Photoacoustic tomography (PAT) is a non-ionizing hybrid medical imaging modality that exploits the high contrast of optical modality and the good resolution of ultrasound (US) imaging [1] , [2] . It has a wide range of preclinical and clinical applications, such as early detection of cancer, tumor detection, imaging the whole body of small animals and etc. [3] - [8] . In PAT, a short laser pulse is employed to illuminate the tissue. The thermoelastic expansion occurs following the optical energy absorption, which results in acoustic wave propagation outside the tissue [9] , [10] . Ultrasonic transducers, on form of linear, arc or circular shape, are positioned around the surface of the tissue to receive the generated acoustic waves [11] , [12] . An image reconstruction method is used to construct the spatial distribution map of the tissue from the detected acoustic waves [13] , [14] . One of the most common algorithms used in PA and US image formation, is the nonadaptive Delay-and-Sum (DAS) beamformer due to its simple implementation. However, the quality of the reconstructed images obtained from this algorithm is not satisfying due to its wide mainlobe and high level of sidelobes [15] . Delaymultiply-and-Sum (DMAS), introduced by Matrone et al. [16] , improves the reconstructed images in terms of resolution and contrast compared to DAS. Some other algorithms have been introduced to enhance the image quality in comparison with DMAS algortihm [17] - [19] . Adaptive beamformers are also used to construct the images in which the received signals are weighted proportional to their characteristics, and result in an improved image in terms of resolution and contrast compared to non-adaptive beamformers. One of the adaptive beamformers commonly used in Radar and PA imaging (PAI), is Minimum variance (MV) beamformer in which the offaxis signals contribution is rejected while the unit gain at the focal point remains unchanged [20] . Some modifications have been applied to MV beamformer to improve the image quality compared to MV [21] - [26] . In order to suppress the sidelobes more efficiently, sparse based methods have been extensively used in Radar and Sonar applications, in which a sparse constraint is added to the existing minimization problem. Sparse capon (SC) beamformer is a sparse-based algorithm in which a pregularization term is added to the MV minimization problem to efficiently reject the level of noise with the assumption of p ≤ 1 [27] . Another sparse-based algorithm, named 1 -regularization minimum absolute distortionless response ( 1 -MADR) is introduced, where a sparse constraint is added to the Minimum Dispersion Distortionless Response (MDDR) [28] , results in an improved image in terms of noise reduction compared to MV, and it has been shown that this algorithm is robust against noise. Also, more sidelobe suppression has been achieved in comparison with MV due to the new added constraint which results in Mainlobe-to-Sidelobe Power Ratio (MSPR) maximization [29] . In this paper, it is proposed to add the 1 -norm regularization term to the existing MV minimization problem in order to force the sparsity to the whole beampattern and improve the reconstructed images compared to MV beamformer. The optimum weight would be obtained using an iterative algorithm used in [28] . The proposed Modified-Sparse-MV (MS-MV) algorithm would enhance the images in terms of noise reduction and sidelobe suppression compared to the conventional MV beamformer due to the sparse constraint added to the MV minimization problem. In the following, the MV beamformer is described in section II. The proposed method is introduced in section III. Finally, the experimental results and the conclusion are presented in section IV and V, respectively.
II. BACKGROUND A. Minimum variance beamformer
Consider a linear array sensor consisting of M elements. the output of the MV beamformed signal, y(k), is expressed as follows:
where ∆ m is the time delay, x m (k − ∆ m (k)) is the delayed received signal from m th element, k is the time index and w m (k) is the calculated weight. Consider the array of weights,
T , and the array of delayed signals,
Equation (1) can be written as below:
The optimum weight would be achieved from maximizing the signal-to-interference-plus-noise ratio (SINR), which is equivalent to the following minimization problem [30] :
where (.) H denotes the conjugate transpose operator, a is the steering vector which is defined as a vector of ones, and R(k) represents the spatial covariance matrix. The optimum weight is obtained from the following equation:
Using MV beamformer, the image quality would be improved compared to non-adaptive beamformers, as mentioned before, since it calculates the weight in the way that the large sidelobes are steered in directions where the received energy is low [31] .
In practical applications, obtaining the exact spatial covariance matrix is unavailable, and therefore, the spatial covariance matrix should be estimated. Spatial smoothing and temporal averaging over 2K + 1 samples can be used to achieve a good estimation of the covariance matrix [32] :
whereR(k) is the estimated covariance matrix, L is the subarray length andX
T is the delayed received signals corresponding to l th subarray. In order to obtain a more robust estimation, Diagonal loading (DL) can be applied to the covariance matrix in which ∆.trace{R} is added to the diagonal ofR(k). Note that ∆ is constant and is usually much smaller than (4), the output beamformed signal would be achieved as below:
III. PROPOSED METHOD
A. Modified Sparse-Minimum Variance beamforming method
In this paper, it is proposed to add a 1 -norm regularization term to the MV minimization problem in order to force the sparsity to the whole beampattern and suppress the sidelobes more efficiently compared to the MV beamformer. The optimization problem is defined as follows:
where
, α is the regularization parameter which determines the trade-off between the MV constraint and the new regularization term, and ||.|| 1 represents the 1 -norm of a vector. Note that the 0 -norm is an accurate metric of the sparsity. However, 0 -norm constraint leads to a non-convex problem, and therefore, the new sparse added term is considered to be 1 -norm to make the problem convex [34] . The new added term can be interpreted as the sparsity of the output beamformed signal which is forced to the whole beampattern. The problem can be solved efficiently using the existing MATLAB toolboxes, such as [35] . In this work, the problem is solved using an iterative algorithm. In the following, the problem solving procedure is explained.
B. Problem solving
Equation (7) is rewritten as below:
where: With this new form of the minimization problem, the 1 -norm form is converted into the 2 -norm form, and therefore, the problem would be solved using Lagrangian multiplier method [34] . The optimum weight would be obtained from the following iterative method [24] :
where D(W ) = Φ H Φ and (.) k indicates k th (k = 0, 1, · · · ) step of the iteration procedure. Note that this algorithm is not sensitive to the initial weight. The iteration procedure continues until the calculated weights are converged, according to the following criteria:
IV. RESULTS
A system consisting of an ultrasound data acquisition system, Vantage 128 Verasonics (Verasonics,Inc.,Redmond, WA) and a Q-switched Nd:YAG laser (EverGreen Laser, Double-pulse Nd: YAG system) is used for PAI. The pulse repetition rate of the laser is 25 Hz with 532 nm wavelength and 10 ns pulse width. A linear array sensor (L7-4, Philips Healthcare) consisting of 128 elements with 5.2 MHZ central frequency is used to receive the propagated PA waves from the designed phantom. A function generator is used to synchronize all operations (i.e., laser rings and PA signal recording). The data sampling rate is 20.8320 MHZ. It should be mentioned that the transducer is perpendicular to the wires. Thus, it is expected to see a cross section of the wires which would be similar to the point targets. Fig. 1 shows the reconstructed images of the designed wire phantom. It is obvious from the figures that the reconstructed image obtained from DAS results in a low resolution and high level of sidelobes. MV leads to image improvement in terms of resolution. However, the reconstructed image obtained from MV still suffers from high level of noise. The proposed MS-MV method, results in a high resolution while the sidelobes are suppressed more efficiently compared to MV, as shown in Fig.  1 (c) . The lateral variations are presented in Fig. 2 in order to evaluate the beamformers in detail. It can be concluded that using the proposed MS-MV method, the resolution is improved compared to DAS beamformer, while more sidelobe suppression and noise reduction occurred compared to MV, as shown with the green circles and arrows in Fig. 2 . Two quantitative evaluation metrics, Signal-to-noise-ratio (SN R) and Full-width-half-maximum (F W HM ) are used to evaluate the beamformers quantitatively. MS-MV improves the SN R for about 7.29 dB and 3.43 dB at the depth of 22 mm and 24 mm, respectively, compared to DAS. Also, 7.86 dB and 5.03 dB SN R improvement occurs at the depth of 22 mm and 24 mm, respectively, in comparison with MV. The calculated F W HM s for different two depths are presented in TABLE I. It can be seen that the lowest value of F W HM belongs to MS-MV, which indicates the resolution improvement compared to other beamformers.
V. CONCLUSION
It this paper, a new sparse beamforming method, named MS-MV was proposed, in which a 1 -norm regularization term was added to the MV minimization problem. This new sparse added term can be interpreted as the sparsity of the output that is forced to the whole beampattern, and leads to more noise reduction and sidelobe suppression compared to the conventional MV beamformer. The quantitative evaluation of the experimental results showed that the proposed MS-MV method leads to F W HM improvement about 0.36 mm and 0.13 mm in average, compared to DAS and MV, respectively. Also, the calculated SN R was improved about 5.36 dB and 6.44 dB in average, compared to DAS and MV method, respectively, indicating the good performance of the proposed MS-MV method in contrast improvement.
