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variation.1. INTRODUCTION
1. Throughout this paper we use the following general notations: N is the
set of positive integers. By c we denote positive constants, possibly
depending on some ﬁxed parameters, and, in general, distinct in different
formulas. Sometimes the important arguments of c will be written explicitly
in the expressions for it. For quantities An and Bn; possibly depending on
some other variables as well, we write An ¼ oðBnÞ; An ¼ OðBnÞ; or An  Bn as
n!1; if limn!1 An=Bn ¼ 0; An4cBn; or c1Bn4An4c2Bn; n 2 N ; respec-
tively.
C½a; b is the space of continuous functions on ½a; b with uniform norm
jj  jj½a;b: oðf ; d; ½a; bÞ ¼ maxfjf ðxÞ  f ðtÞj : x; t 2 ½a; b and jx tj4dg is the
modulus of continuity of f 2 C½a; b on ½a; b: oðdÞ is a given modulus of
continuity, i.e., a continuous non-decreasing semiadditive function on ½0;
1Þ; oð0Þ ¼ 0: Ho ¼ ff :oðf ; d; ½a; bÞ ¼ OðoðdÞÞ for d50g:
If a function g is integrable on ½p;p; then g has a Fourier series with
respect to the trigonometric system ð1; cos ny; sin nyÞ1n¼1; and we denote the
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are the kth Fourier coefﬁcients of the function g:
The function rða;bÞ is called a Jacobi weight if rða;bÞðxÞ ¼ ð1 xÞað1þ xÞb;
where a > 1 and b > 1: If rða;bÞ is a Jacobi weight, then by sðrða;bÞÞ ¼
ðP ða;bÞn ðxÞÞ
1
n¼0 we denote the corresponding system of orthonormal poly-
nomials P ða;bÞn ðxÞ ¼ gnða;bÞx





ða;bÞðtÞ dt ¼ dnm:
The system sðrða;bÞÞ is deﬁned uniquely and called the Jacobi system of
orthonormal polynomials.
If frða;bÞ is an integrable function on ½1; 1; then f has a Fourier series
with respect to the system sðrða;bÞÞ; and by Sða;bÞn ðf ; xÞ we denote the nth
partial sum of the Fourier series of f with respect to the system sðrða;bÞÞ; i.e.,








f ðtÞK ða;bÞn ðx; tÞr
ða;bÞðtÞ dt; ð1Þ
where
aða;bÞk ðf Þ ¼
Z 1
1
f ðtÞP ða;bÞk ðtÞr
ða;bÞðtÞ dt
is the kth Fourier coefﬁcient of the function f ; and






is the Dirichlet kernel of the system sðrða;bÞÞ:
By U ða;bÞ we denote the class of functions, deﬁned on the segment ½1; 1;
for which the sequence of partial sums of its Fourier series with respect to
the system sðrða;bÞÞ is uniformly convergent on the whole segment of
orthogonality ½1; 1; i.e., jjSða;bÞn ðf ; Þ  f jj½1;1 ¼ oð1Þ as n!1:
We say that a function f ; deﬁned on the segment ½1; 1; belongs to the
class EP ða;bÞ; if the sequences ðSða;bÞn ðf ;1ÞÞ
1
n¼0 are convergent.
Definition 1. We say that a function f ; deﬁned on the segment ½a; b;
belongs to DL½a; b class, if oðf ; 1=n; ½a; bÞ ln n ¼ oð1Þ as n!1:
Definition 2 (Waterman [18]). Let L ¼ ðlkÞ1k¼1 be a non-decreasing
sequence of positive numbers such that
P1
k¼1 1=lk ¼ 1: A function f is
FOURIER–JACOBI SERIES 209said to have L-bounded variation on ½a; b; i.e., f 2 LBV ½a; b; if




jf ðx2kÞ  f ðx2k1Þj
lk
51;
where P is an arbitrary system of disjoint intervals ðx2k1; x2kÞ  ½a; b;
k ¼ 1; 2; . . . ; n:
If lk ¼ 1; k 2 N ; then LBV ½a; b ¼ V ½a; b; the Jordan class of functions of
bounded variation. Following Waterman, we say that f is of harmonic
bounded variation, i.e., f 2 HBV ½a; b; if lk ¼ k; k 2 N :
Definition 3 (Waterman [19]). Let Lð‘Þ ¼ ðlkþ‘Þ1k¼1; ‘ 2 N ; where the
sequence L ¼ ðlkÞ
1
k¼1 satisﬁes the condition of Deﬁnition 2. A function f 2
LBV ½a; b is said to be continuous in L-variation, i.e., f 2 LCBV ½a; b; if
uLð‘Þðf ; ½a; bÞ ¼ oð1Þ as ‘ !1:
Definition 4 ( $Canturija [9]). Let f be a bounded function on ½a; b: The
modulus of variation of f is called the function uðf ; n; ½a; bÞ deﬁned for
n ¼ 0; 1; 2; . . . as follows: uðf ; 0; ½a; bÞ ¼ 0; while for n51




jf ðx2kÞ  f ðx2k1Þj;
where Pn is an arbitrary system of n disjoint subintervals ðx2k1; x2kÞ;
k ¼ 1; . . . ; n; of the segment ½a; b:
If uðnÞ; n 2 N ; is a non-decreasing convex function and uð0Þ ¼ 0; then we
call uðnÞ the modulus of variation.
The class of functions which satisfy the relation uðf ; n; ½a; bÞ ¼ OðuðnÞÞ as
n!1 will be denoted by V ½u½a; b:
In particular, V ½1½a; b ¼ V ½a; b:
If there is no ambiguity, we will usually omit the dependence on the
domain and simply refer to one of the introduced classes of functions or the
quantities as C; VL; . . . , or uLðf Þ; uðf ; nÞ; etc.
2. The well-known result [17, Theorem 9.1.2, p. 246] about equiconver-
gence indicates that uniform convergence conditions of Fourier–Jacobi
series strictly inside of the orthogonality segment, i.e., on an arbitrary
segment ½a; b  ð1; 1Þ; should be similar to uniform convergence
conditions of Fourier series with respect to the trigonometric system. For
example, the condition f 2 DL guarantees the uniform convergence of
Fourier–Jacobi series of the function f on ½a; b  ð1; 1Þ (cf. [16, Theorem
4.7, pp. 146, 300]). Let us recall that f 2 DL is also a sufﬁcient condition for
the uniform convergence of a 2p-periodic function’s Fourier series with
respect to the trigonometric system.
GEORGE KVERNADZE210It is also known that DL U ða;bÞ when 15a4 1=2 and 15b4
1=2 [4, Theorem 1, p. 947]. The same theorem implies that for 15a5
1=2 and 15b5 1=2 only continuity of a function f guarantees that
f 2 EP ða;bÞ:
On the other hand, for the uniform convergence of Fourier–Jacobi series
on the whole segment of orthogonality far stronger conditions must be
imposed on a function (cf. [1, 4, 12]).
Theorem (Agakhanov and Natanson [1]). Let a > 1=2 and b > 1=2:







nmaxða;bÞþ1=2 ¼ 0; ð3Þ
then f 2 U ða;bÞ:
Let us mention, that condition (3) is necessary for the convergence of the
Fourier–Jacobi series at the end points of the segment ½1; 1 as well.
Summarizing all the above the following hypothesis arises: Let the
Fourier–Jacobi series of a continuous function f be convergent at the end
points of the segment ½1; 1: In addition, let the function satisfy a condition
implying the uniform convergence of its Fourier series with respect to the
trigonometric system. (It is a far less restrictive condition than a condition
guaranteeing the uniform convergence of its Fourier–Jacobi series on the
whole segment ½1; 1:) Do these conditions guarantee the uniform
convergence of the Fourier–Jacobi series of the function f on the whole
segment ½1; 1?
The ﬁrst paper dealing with this problem is due to Zorshchikov.
Theorem (Zorshchikov [22]). Let a function f be representable in the
form f ðxÞ ¼ ð1 x2ÞhðxÞ and h 2 DL: If f 2 EP ða;bÞ for some 1=24a41=2
and 1=24b41=2; then f 2 U ða;bÞ:
Belen’kii has completely solved the problem in terms of the modulus of
continuity.
Theorem (Belen’kii [8, Theorem, p. 901]). Let a > 1 and b > 1: Then
the inclusion
DL\ EP ða;bÞ  U ða;bÞ
is valid.
In the present paper, we study those conditions on the variation of a
continuous function which guarantee the uniform convergence of its
Fourier–Jacobi series under an assumption that the series is convergent at
the end points of the segment of orthogonality ½1; 1:
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In what follows, we always assume that indices a > 1 and b > 1 of a
weight function rða;bÞ are arbitrary but ﬁxed. In addition, sometimes we
abbreviate notations for the intersection of two sets. For example, we write
CV ½u instead of C \ V ½u:
Theorem 1. Let Ho and V ½u be classes of functions defined by a modulus
of continuity oðdÞ and a modulus of variation uðnÞ; respectively. Then the
inclusion
HoV ½u \ EP ða;bÞ  U ða;bÞ























; g50 and uðnÞ ¼
n
ln n ln ln n
: ð5Þ
Then HoV ½u \ EP ða;bÞ  U ða;bÞ:
Corollary 2. Let V ½u be a class of functions defined by a given modulus
of variation uðnÞ: Then the inclusion
CV ½u \ EP ða;bÞ  U ða;bÞ





Theorem 2. Let LBV be a class of functions defined by a given sequence
L ¼ ðlkÞ
1
k¼1: Then the inclusion
CLBV \ EP ða;bÞ  U ða;bÞ
is valid if and only if
LBV  HBV : ð7Þ
In particular, CV \ EP ða;bÞ  U ða;bÞ:
GEORGE KVERNADZE212Let us clarify the signiﬁcance of condition (4) and outline the central idea
of the proofs.
Condition (4) combines conditions imposed on the modulus of continuity
and the variation of a function. As a result (see Corollary 1) it implies
convergence conditions which are less restrictive than conditions imposed
only on the modulus of continuity or the variation of a function, thus the
convergence is obtained for wider classes of functions.
The techniques used to obtain a Fourier series convergence condition in
terms of the modulus of continuity are typically based on the following
inequality (or some variation of it) [16, p. 35]:
jf ðxÞ  Sða;bÞn ðf ; xÞj4ð1þ L
ða;bÞ
n ðxÞÞEnðf Þ ð8Þ
for x 2 ½1; 1; where Enðf Þ ¼ infPn jjf  Pnjj is the best polynomial




ða;bÞðx; tÞjrða;bÞðtÞ dt is the nth Lebesgue constant of the
Fourier–Jacobi series.
By Jackson’s inequality, Enðf Þ411oðf ; 1=nÞ [16, p. 391]. Thus, by virtue
of condition (8), limn!1 Lða;bÞn ðxÞoðf ; 1=nÞ ¼ 0 guarantees the convergence of
Fourier–Jacobi series at the given point x: Hence, given an accurate estimate
for the nth Lebesgue constant (cf. [4]), convergence conditions of Fourier–
Jacobi series in term of the modulus of continuity will instantly follow.
However, in order to obtain a convergence condition in terms of the
variation of a function, much more delicate estimate of the Lebesgue
constant is needed. Namely, an estimate for
R xkþ1
xk
jK ða;bÞðx; tÞjrða;bÞðtÞ dt; j
R xk
1
K ða;bÞðx; tÞrða;bÞðtÞ dtj; and j
R 1
xk
K ða;bÞðx; tÞrða;bÞðtÞ dtj; where xk  cosðk=nÞ; k ¼
1; 2; . . . ; n 1:
This is an outline of the proof: In Lemma 1 we obtain estimates for the
Lebesgue constant over a subinterval with the desired length. Next, in
Lemma 2 we estimate the tail of the Fourier–Jacobi series of a given
function it terms of the functions oscillation over the system of non-
overlapping intervals. Then the actual proofs of the theorems follow the
well-known schemes.
Remark. Let us also mention that the conditions imposed on a function
in Theorems 1 and 2 and Corollary 2 are necessary and sufﬁcient for the
uniform convergence of its Fourier series with respect to the trigonometric
system. Regarding conditions (4) and (7) see [10, Theorem 1, p. 476; 18,
Theorem 2, p. 112]. Theorems 1 and 2 as a corollary imply Theorem B as
well as necessary and sufﬁcient conditions in terms of F-variation [21] and
Banach indicatrix [7] (see [10, Corollaries 2, 3, p. 478; 11, 13, Theorem 1, p.
620; 15]).
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In what follows, we always assume that the integers r and m are
determined by the following conditions: a 2 ðr  3=2; r  1=2 and
b 2 ðm 3=2;m 1=2: n 2 N assumed to be sufﬁciently large.
In addition, gðtÞ  f ðcos tÞ for t 2 ½0;p; where g is a 2p-periodic even
function. y ¼ arccos x and t ¼ arccos t for x; t 2 ½1; 1:
Let us mention that the function g belongs to the same class of a
generalized variation whatever class the function f belongs to and
oðd; gÞ4oðd; f Þ for d50:
We will use the well-known estimates:
Xn
k¼1










for g > 1: ð10Þ
The following formulas and lemmas are necessary in what follows:
P ða;bÞn ðxÞ ¼ ð1Þ
nP ðb;aÞn ðxÞ; ð11Þ










holds for x 2 ½1; 1 and n 2 N :
P ða;bÞn ðcos tÞ ¼ kða;b; tÞ½cosð *ntþ *gÞ þ Oð1Þðn sin tÞ
1; ð13Þ
where kða;b; tÞ ¼ 2ðaþbÞ=2p1=2 sina1=2ðt=2Þcosb1=2ðt=2Þ; *n ¼ nþ ðaþ b
þ1Þ=2; *g ¼ ð2aþ 1Þp=4; and c=n4t4p c=n:
























where 05limn!1 nða;bÞn 51 and 05limn!1 m
ða;bÞ
n 51:
GEORGE KVERNADZE214Regarding (11)– (15) see [17, formula (4.1.3), p. 59], [17, Theorem 7.32.2,
p. 169], [17, Theorem 8.21.13, p. 197], [17, formula (4.5.2), p. 71], and [8, p.
903], respectively.
In addition, let us introduce the following notations:
K1  K1ða;b; n; y; tÞ
¼ 2aþbþrþmþ2mðaþr;bþmÞnrm sin
2r ðy=2Þcos2mðy=2ÞP ðaþr;bþmÞnrm ðcos yÞ
P ðaþrþ1;bþmÞnrm ðcos tÞ
cos y cos t
sin2aþ3ðt=2Þcos2bþ1ðt=2Þ ð16Þ
and
K2  K2ða;b; n; y; tÞ
¼ 2aþbþrþmþ2mðaþr;bþmÞnrm sin
2rþ2ðy=2Þcos2mðy=2ÞP ðaþrþ1;bþmÞnrm ðcos yÞ
P ðaþr;bþmÞnrm ðcos tÞ
cos y cos t
sin2aþ1ðt=2Þcos2bþ1ðt=2Þ: ð17Þ
It is trivial to check that (see (15))
ð1 cos yÞrð1þ cos yÞmK ðaþr;bþmÞnrm ðcos y; cos tÞr






where n1 ¼ n r  mþ ðaþ r þ bþ mþ 2Þ=2; g1 ¼ ð2aþ 2r þ 3Þp=4; n2
¼ n r  mþ ðaþ r þ bþ mþ 1Þ=2; and g2 ¼ ð2aþ 2r þ 1Þp=4; respec-
tively. In addition, tinð0Þ  0 and t
i
nð %nÞ  p=2; where %n ¼ minð %n1; %n2Þ and %ni is
the largest integer satisfying the condition tinð %niÞ4p=2; i ¼ 1; 2:






























for i ¼ 1; 2; n 2 N ; k ¼ 1; 2; . . . ; n; where p 2 N is deﬁned by condition (24).
(Here and elsewhere ½a means the integer part of a number a:)
Lemma 1. Let
y 2 ½0;p=3 \ ½t1nðp  1Þ; t
1
nðpÞ ð24Þ












; k ¼ ½p=2; ½p=2 þ 1; . . . ;p  2;
hold for i ¼ 1; 2:
Proof. Let us mention that by (20) and (24), for k ¼ ½p=2; ½p=2 þ
1; . . . ; %n; we haveZ tinðkÞ
tinðk1Þ
sinaðt=2Þcosbðt=2Þ















and cosbðy=2Þ ¼ Oð1Þ: ð26Þ
Next, let k=p  1;p;p þ 1 and k4 %n: Then by virtue of (12), (16), (21),
































Indeed, karþ3=2paþr1=2=ðp þ kÞ4minððk=pÞarþ3=2; ðp=kÞaþr1=2Þ: How-
ever, a r þ 3=2 > 0 and aþ r  1=250: So the ﬁrst or the second
expression in ‘‘min’’ will be bounded by 1; depending whether k5p or p5k;
respectively.
We use asymptotic formula (13) in order to estimate 41k : By virtue of (12),























cos y cos t
dt
)
 J1 þ J2: ð28Þ
Next, let us mention that the function yðtÞ ¼ cosðn1tþ g1Þ has opposite
and constant sign on neighbor segments ½t1nðk  1Þ; t
1
nðkÞ; k 2 N (see (19)),
and the function yðtÞ ¼ sinarþ3=2ðt=2Þcosbmþ1=2ðt=2Þ=ðcos y cos tÞ is













cos y cos t
dt:










































































Combination of (29) and (30) leads to the desired estimate.























jcos t cos yj
dt
)
 J1 þ J 2: ð31Þ
Again, the function yðtÞ ¼ cosðn1tþ g1Þ has opposite and constant sign
on neighbor segments ½t1nðk  1Þ; t
1
nðkÞ; k 2 N ; (see (19)) and the function
yðtÞ ¼ sinarþ3=2ðt=2Þcosbmþ1=2ðt=2Þ=ðcos t cos yÞ is increasing on the









































































Finally, combination of (31)–(33) completes estimation for 51k :
Estimates for d2k ; 4
2
k ; and 5
2
k are obtained analogously.
Lemma 2. Let the segments I ik  I
i




nðkÞ (f 2 C; i ¼ 1; 2; k
¼ 1; 2; . . . ; n; and n 2 N ) be determined by the conditions






jgðtÞ  gðtinðkÞÞj: ð34Þ

















holds uniformly with respect to x 2 ½1=2; 1; where jgðI ink ;nÞj5jgðI
i
nkþ1;nÞj for k ¼
1; 2; . . . ; n 1 and i ¼ 1; 2:








¼ ð1 cos yÞrð1þ cos yÞmj
Z p
0
ðgðtÞ  gðyÞÞK ðaþr;bþmÞnrm ðcos y; cos tÞr























 J1 þ J2 þ J3 þ J4 þ J5: ð36Þ
Obviously, the terms J1 and J2 will be absent if p42:






jK ðaþr;bþmÞnrm ðcos y; cos tÞjr
ða;bÞðcos tÞsin t dt
4oðg; jt1nðp þ 1Þ  t
1




jK ðaþr;bþmÞnrm ðcos y; cos tÞjr
ða;bÞðcos tÞsin t dt ¼ oð1Þ: ð37Þ
Indeed, oðg; jt1nðp þ 1Þ  t
1
nðp  2ÞjÞ ¼ Oð1Þoðg; 1=nÞ ¼ oð1Þ: As regards
the rest of the expression, it is bounded by a constant, uniformly with
respect to n 2 N and x 2 ½1=2; 1; due to formula (2) and estimates (9), (12),
GEORGE KVERNADZE220(25), and (26)

































































In view of (12), (14), Lemma 5 [8, p. 904], and due to jx tj51=2
J54Oð1Þ ð1 xÞ
rð1þ xÞmjP ðaþr;bþmÞnrm ðxÞj
Z 0
1







þ ð1 xÞrð1þ xÞmjP ðaþr;bþmÞnþ1rm ðxÞj
Z 0
1








uniformly with respect to x 2 ½1=2; 1:









ðgðtÞ  gðyÞÞK2 dt
					
					  J1;1 þ J1;2:
ð39Þ




ðgðtÞ  gðyÞÞK1 dt
					
					
¼Oð1Þsin2rðy=2Þcos2mðy=2ÞP ðaþr;bþmÞnrm ðcos yÞ
Z t1nð½p=2Þ
t1nð1Þ
ðgðtÞ  gðyÞÞcosðn1tþ g1Þ
sinarþ3=2ðt=2Þcosbmþ1=2ðt=2Þ


















ðgðtÞ  gðyÞÞK1 dt
					
					





Obviously (24)–(26), t 2 ½0; y=2; and t1nð½p=2Þ ¼ Oð1Þy=2 imply jcos y








cos t cos y
dt ¼ yra1=2yoðg; yÞy2yarþ3=2
¼Oð1Þoðg; yÞ: ð41Þ
On the other hand, for every ﬁxed y 2 ð0; p=3; the integral part
of J 11;1 converges to zero by Lebesgue Convergence Theorem.
Moreover, the convergence is uniform for y 2 ½d;p=3; where 05d5p=3
is ﬁxed.
Now let us show that J11;1 ¼ oð1Þ uniformly with respect to
y 2 ½0;p=3: Indeed, let e > 0 be an arbitrary ﬁxed number. Then there
exists d > 0; such that oðg; yÞ4e as soon as y 2 ½0; d: Now let us take
nðeÞ 2 N so large that J11;15e as soon as n > nðeÞ for any y 2 ½d;p=3: The rest
follows from (41).














yoðg; yÞy2yarþ1=2 ¼ Oð1Þ
1
ny
oðg; yÞ ¼ oð1Þ ð42Þ
uniformly with respect to y 2 ½t1nð1Þ;p=3 by the similar argumentation
presented above. J 31;1 is estimated analogously.
















 J2;1 þ J2;2 þ J4;1 þ J4;2: ð43Þ





















































































































































































J2;2 and J4;2 are estimated analogously, so we omit the details.
Combination of (36)–(46) completes the proof. ]
Lemma 3 (Sablin [14, Theorem 1, p. 88]). Let a sequence L ¼ ðlkÞ1k¼1;
satisfying the conditions of Definition 2, be such that limk!1 lk=l2k exists.
Then LBV ¼ LCBV if and only if this limit is less than one.
4. PROOFS
Proof of Theorem 1. Sufficiency: We assume that x 2 ½0; 1 since the case
x 2 ½1; 0 is reduced to the previous one via identity (11).
Let x 2 ½0; 1=2: Then
jSða;bÞn ðf ; xÞ  f ðxÞj4 jS
ða;bÞ
n ðf ; xÞ  S
ð1=2;1=2Þ
n ðf ; xÞj
þ jSð1=2;1=2Þn ðf ; xÞ  f ðxÞj
¼ jSða;bÞn ðf ; xÞ  Snðg; yÞj
þ jSnðg; yÞ  gðyÞj  J1 þ J2: ð47Þ
J1 ¼ oð1Þ as n!1 uniformly with respect to x 2 ½0; 1=2 [5, Note, p. 179].
And conditions (4), (6), and (7) (see Remark) instantly imply the uniform
convergence of J2 ¼ oð1Þ on the segment ½0; 1=2:
Now, let x 2 ½1=2; 1: It is known [8, Proof of Theorem, p. 904] that the
following representation
Sða;bÞn ðf ; xÞ ¼ S1;nðf ; xÞ þ oð1Þ ð48Þ
is valid for f 2 C \ EP ða;bÞ; x 2 ½1; 1; and n5r þ m; where S1;nðf ; xÞ 
ð1 xÞrð1þ xÞmSðaþr;bþmÞnrm ðf ðxÞð1 xÞ
rð1þ xÞm; xÞ:
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for i ¼ 1; 2:
Next, due to (1) and (49), applying Abel’s transformation to (35), we
obtain











































Since I ik;n \ I
i




jgðI inj;nÞj4uðg; kÞ ¼ uðf ; kÞ
and hence

















However, uðf ; nÞ=n ¼ Oð1Þoðf ; 1=nÞ [9, Theorem 4, p. 68]. Consequently,
in view of (4) and (48), x 2 ½1=2; 1; and the arbitrariness of ‘ 2 N the proof is
completed. ]
Proof of Theorem 2. Sufficiency: Again, due to (47) and (48) it sufﬁces to
estimate the expression jS1;nðf  f ðxÞ; xÞj for x 2 ½1=2; 1: Without loss of
generality, we may assume that f=const: Now let us set ‘ ¼ ½1=oðf ; 1=nÞ:
Then according to (50) we get















 oð1Þ þ J1 þ J2:
GEORGE KVERNADZE226It is clear that J1 ¼ Oð1Þoðf ; 1=nÞ ln½1=oðf ; 1=nÞ ¼ oð1Þ as n!1:
Taking into account that the intervals I ik;n are non-overlapping and jgðI
i
nk Þj






















42uH ð‘ÞðgÞ ¼ 2uH ð‘Þðf Þ ¼ oð1Þ;
as ‘ !1; since the sequence l ¼ ðkÞ1k¼1 satisﬁes the conditions of
Lemma 3. ]



























ln n ¼ oð1Þ:
The rest follows from Theorem 1. ]




































It is possible (see [10, p. 483]) to construct an example of a function which
satisﬁes the condition of Corollary 1, but does not satisfy those of Theorem
B or Corollary 2. ]
Proof of Corollary 2. Sufficiency: If a modulus of variation uðnÞ satisﬁes
(6), then V ½u  HBV [3, Theorem 2, p. 232]. Hence, sufﬁciency of condition
(6) immediately follows from Theorem 2.
FOURIER–JACOBI SERIES 227Now let us show the necessity of conditions (4), (6), and (7). Due to (47)
jjSða;bÞn ðf ; Þ  Snðg; Þjj½a;b ¼ oð1Þ ð51Þ
for ½a; b  ð1; 1Þ and every continuous function f :
However, it is known (see [10, Theorem 4 and Corollary 7, p. 493; 18,
Theorem 3, p. 112]) that conditions (4), (6), and (7) are necessary for the
convergence of Fourier series, thus by (51) they are also necessary for the
convergence of Fourier–Jacobi series. ]
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