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Abstract-In this paper, we consider a class of iterative schemes for implicit Runge-Kutta meth- 
ods and we study the convergence of these schemes for a family of nonlinear stiff problems. A 
particular convergent scheme for the two stage Gauss method is proposed and the order and linear 
stability properties are analyzed. Finally, some numerical experiments are included in order to show 
the efficiency of the method. 
1. INTRODUCTION 
Let us consider initial value problems for stiff systems of m 2 1 ordinary differential equations 
y’(t) = f(4 Y(t))l 
Y(to) = YO, 
(1.1) 
where the function f is assumed to be as smooth as necessary. An s-stage Runge-Kutta method 
computes an approximation yn+r to the solution y(t,+l ) at the gridpoint tn+l = t, + h by 
Y, =Yn+h~aijf(t,+qh,Y,), i= l,...,S, 
j=l 
Yn+l = yn + h 2 bi f(k + ci h, K). 
i=l 
Introducing the sxs matrix A = (aij) and the column vectors b = (bl, . . . , bS)T, Y = (Yl, . . . , Ys)T 
E WSrn and F(Y) = (f(tn + cl h, Yl), . . . , f(tn + c, h, Ys))T E IRS”, the above equations can be 
written in the compact form 
Y=e@yy,+h(A@I)F(Y), (14 
Y~+I = in + h(b @ I)T W), (1.3) 
where e = (1,. . . , l)T and @ denotes the Kronecker product of matrices A @ B = (aij B). 
Some Runge-Kutta methods (such as Gauss RK methods) are particularly suitable for solving 
stiff systems because they have high order of convergence (in comparison with the number of 
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stages) and good stability properties. On the other hand, the computational cost of these methods 
is relatively high since they are fully implicit and require at each step the solution of the ms x ms 
system of equations (1.2). These equations can be solved by modified Newton iteration, but each 
iteration involves the solution of a set of ms linear equations with a matrix of coefficients which 
depends on the Jacobian of f, J = g. 
To reduce this computation several algorithms have been proposed [l-7], especially for Gauss 
methods. Peat and Thomas [8], after extensive numerical experiments, conclude that the methods 
proposed by Cooper and Butcher [5] are, in general, the most efficient for the integration of stiff 
problems. Cooper and Butcher propose for the solution of (1.2) iterative schemes of the form 
[I-hy(I@J)]Ek=(BS-l@I)Dk-l+(L~I)Ek, k=1,2,..., 
Y” = Yk-’ + (S 18 I) E”, 
(1.4) 
where J is an approximation to the Jacobian matrix, Yj and Dj are sm vectors given by 
Yj = (Y:‘,...,Yj)T, 
Dj=e@yy,--Yj+h(A@I)~(Yj), 
(1.5) 
B and S are s x s nonsingular real matrices, L is a strictly lower triangular s x s matrix and y 
is a real positive number. Let us remark that if the 
necessarily the solution of (1.2). Let us also remark 
from the semi-implicit type iterative method 
(Q@I)Y”-h(T@I)F(Y”) 
iterative scheme (1.4) converges, the limit is 
that the scheme (1.4) can be seen as derived 
= (eByYn) - ((I-Q) BI)Y”-’ +h((A-T) @Ir)F(Ykel), k = 1,2,. . , (1.6) 
with Q = S B-l (I - L)S-’ and T = ySB_‘S- ‘. If for each iteration k the solution Y” is 
computed by a modified Newton method starting with Yk-’ as initial approximation and, for 
efficiency, we do only one Newton iteration, then applying the ideas in [3], we obtain precisely 
equation (1.4). In the case of constant coefficient linear problems, equations (1.6) and (1.4) are 
equivalent. 
If the above algorithm is applied to the standard test problem 
Y’ = 4Y, 4 E c, 
we obtain 
Y - Yk = M(z) (Y - Yk-I), z=qh, 
where M(z) is the matrix given by 
&+)=I-S[(l-zy)I-L]-lBS-‘(I-zA). (1.7) 
Cooper and Butcher [5] propose to choose B, S, L and y so that the spectral radius of M(z) 
is minimum for Rez 5 0. So, they obtain suitable values of the parameters for Gauss methods 
of orders 4, 6 and 8. In particular, for the two stage Gauss method, they propose 
B= 
W 
cw 
-w(l+w) w(l-cw) 
), 0.8) 
withc=7-4&w=2/(fi-fi+l)andy=&/6. 
These iterative methods are convergent for linear, constant coefficient problems and the numer- 
ical experiments show that they are very efficient for general problems. However, the convergence 
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for more general nonlinear stiff problems has not been investigated in detail. In this paper, we 
consider iterative schemes of the form 
Y” =e@yy,+h(T~I)F(Yk) +h((A-T)@I)F(Yk-I), lc= I,&..., (1.9) 
y:+1 =yn++@qTqYk), (1.10) 
where T = y I + P, y > 0, and P is a strictly lower triangular matrix. We study conditions on T 
so that the iteration converges for the class of (nonlinear) differential equations y’ = f(t, y) such 
that 
(07 d) - f(tl Y), Y - Y) I 0, V’tEIW, V’, YElFP, (1.11) 
for some inner product ( , .) in llP. We propose a particular value of T for the two stage Gauss 
method, which is, in certain sense, optimal and we study its order and linear stability properties. 
Finally, we show the efficiency of the algorithm through several numerical experiments. 
Let us remark that the equations (1.9) are a particular case of (1.6) and if we solve them by a 
modified Newton method as mentioned before, we obtain the equations 
[I-h(T@J)]Ek=e@yy, - Yk-’ + h (A @ I) F(Y’“-‘), k=1,2,..., 
yk = yk-l + E”, 
(1.12) 
which are a particular case of (1.4) with S = I, L = T-l P and B = I - L. 
Briefly, the paper is organized as follows: In Section 2, we obtain conditions to ensure the con- 
vergence of the method (1.9), (1.10) for dissipative nonlinear problems satisfying (1.11). Then we 
study the case of the two stage Gauss method, obtaining a convergent and, in certain sense, opti- 
mal iterative method. In Section 3, we analyze the order of the successive approximations (1.10) 
for the method obtained in Section 2, proving that they have order p = min(4, k). In Section 4, 
we study the linear absolute stability properties of the approximations and finally, in Section 5, 
we present some numerical experiments comparing the proposed method with that of Cooper 
and Butcher and also with a 4th order DIRK method of Norsett [9]. 
2. STUDY OF CONVERGENCE 
Let us consider an implicit Runge-Kutta method (1.2), (1.3) applied to a dissipative prob- 
lem (l.l), that is, satisfying (l.ll), and let us assume that we solve the implicit equations (1.2) 
by the iterative method 
Y” =e@y,+h(T@I)F(Y”) +h((~-T)EII)F(Y~-I), k= 1,2,.... (2.1) 
We are interested in finding conditions on matrix T which ensure the convergence of (2.1). It is 
clear that if this scheme converges, it does to the solution of (1.2). 
Equation (1.2) can be written in the equivalent form 
Y=e@yy,+h(T@I)F(Y)+h((A-T) @I)F(Y). (2.2) 
Then, denoting V” = Y - Yk, W’” = h (F(Y) - F(Y”)) and subtracting (2.1) from (2.2), we 
obtain 
which implies 
Vk=((A-T)@I)Wk-l+(T@I)Wk, (2.3) 
W” = (R @ I) Wk-’ + (T-l 8 I) V”, 
with R=T-‘(T-A) =I-T-‘A. 
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Defining the inner product of vectors V = (VI, . . . , VS) T, W = (WI, . . . , W.) T E IKS” by 
i=l 
and denoting by 11 . 11 its associate norm, we have 
]]W”]/2 = [Wk, VP] = [I@, (R @ I) VP-‘] + [VP, (T-l @I) Vk]) 
= [Wk, (R @ I) W”-l] + [W”, (D @ I) V”] + [Wk, ((T-l - D) @I) V”], 
where D = diag(dl, . . . , d,) is an arbitrary positive definite diagonal matrix. 
On the other hand, from (2.3), we derive 
[Wk, ((T-r - D) @ I) Vk] = [Wk, (-R - D (A - T) ~3 I) Wk-I] + [W”, ((I - DT) @I) Wk], 
and 
]]Wk)j2 = [Wk, (D (T - A) 8 I) Wk-l] + [W’, ((I - DT) @I) W”] + [Wk, (D @I) V”], 
and consequently, 
[W”, (DT @ I) W’“] = [W”, (D (T - A) c% I) W”-l] + [W”, (D 18 I) V’“]. 
Since D is positive definite, from (1.11) we get 
[Wk,(D~I)Vk] =~dih(f(t,+sh,Y,)-f(t,+cih,~k),Y,-Y~)<O, 
i=l 
and we finally arrive at 
[Wk,(M~I)Wk] 12[Wk,(D(T-A)@I)Wk-‘1, (2.4) 
withM=DT+TTD. 
Now, we can state the following theorem. 
THEOREM 2.1. If there exists a positive definite diagonal matrix D such that 
(i) M = DT + TT D = NT N is positive definite, 
(ii) ]]NdT D (T - A) Ne1[12 < l/2, 
the iterative scheme (2.1) is convergent. 
PROOF. Denoting 2” = (N @I I) W” and using (2.4), we have 
](2k/]2 = [Z”, Zk] = [W’, (A4 @ I) Wk] 5 2 [Z”, (N-’ D (T - A) N-’ 63 I) Zk-‘1 
5 2//zk]( j(zk-l]] /IN-~ D(T - A) ~-l/l,. 
Taking into account that 
iirnm 2” = 0 e 1’ im Wk=OtiklimmVk=O, 
k-cc 
the result follows immediately. 
Next, we shall study the convergence of schemes (2.1) applied to the two stage Gauss method 
which has the Butcher table 
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For this method, we have to determine parameters CY > 0, ,0 E W and X > 0 so that the matrices 
satisfy conditions (i) and (ii) of Theorem 2.1. First, taking T = ,B/(2o), if X2r2 < 1, the matrix 
M=2~(~;r y;), 
is positive definite and has a Cholesky factorization of the form 
M=NTN, N=&i 
1 X2r 
0 xJi?iV > . 
Then, conditions (i), (ii) hold if lXr[ < 1 and 
IIN-~D(T-A)N-~~~~< i. 
After some computations, the previous inequality can be expressed in the form 
(c, x4 + c, x3 + cz A2 + cr x + co) < 0, 
with cos6 = Xr and 
(2.6) 
c4 = 892x2, 
c3 = - 329x2 case, 
128x3 c2+f-3- (96 - 16 cos 28)x2 
3 
16(1 fcos28)z - (3+4 cos28+cos48), 
128d cos 8 x3 
cl= 3 - 32d cos8x2 + (24d cost’ + 8d cos38) x, 
C,, = - 8d2( 1 fcos 20)x2, 
d=-&l, 
g=S+l, 
1 
It is not difficult to verify the existence of convergent schemes. Thus, taking T as the lower 
triangular submatrix of A, that is, 
(2.6) reduces to 
(7 + 4fi) X3 - 12X + (16& - 24) < 0. 
Conditions (i), (ii) are satisfied for all X E (0.1594015.. ,0.8381797.. . ) and then the convergence 
is ensured. Moreover, 
21)N-TD(T-A)N-1112 = h(124(2T+;;)h') > $ =0.433012... 
and attains its minimum value a/4 for X = 4 - 2fi. 
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Now, we are interested in finding values cr, p such that the method (2.1) converges as fast as 
possible. For a particular scheme, a measure of the speed of convergence is given by 
Then, we will choose cr, p so that u is as small as possible. 
After extensive numerical computation, we have chosen the values Q = A/6, ,0 = 2a which 
yield the matrices 
(2.7) 
For this scheme, 
2j1N-TD(T-A)N-‘II, = v, 
therefore conditions (i) and (ii) are satisfied for 1 - a/2 < X < 1 and the scheme is convergent. 
Moreover, v = 1 - a/2 = 0.1339746. . . which is attained for X = 1. 
Let us mention that Butcher [4], looking for optimal convergence for the linear scalar problem 
y’ = qy, q E C, obtained precisely this method. This author showed that the matrix M(z) given 
in (1.7) has spectral radius satisfies 
p(M(z)) 5 1 - s 
2 ’ 
for Rez 5 0, 
lii”+bf(Z)) = pl_p(M(z)) = 0. 
3. ANALYSIS OF THE ORDER OF CONVERGENCE 
Consider the method (1.9), (1.10) applied to the two stage Gauss method and let us assume 
that the iterative scheme is started with initial approximations Y,“, i = 1,2 such that yz+i = 
yn + h[f(tn + cl h, Y,“) + f(tn + c2 h, I$)]/2 is a qth order approximation to the solution, In this 
section, we will prove that for each Ic the approximation yz+i has order p = min{k + q,4}, that 
is, if v(t) is the local solution of the differential equation satisfying z)&) = yn, then 
v(t,+r) - Y:+I = OP’+‘). 
Let yn+r be the solution given by the Gauss method. Since v(t,+r) -- yn+i = 0(h5) and 
w(t,+i) - yk+r = v(t,+r) - yn+i + y,+i - yk+i, it is sufficient to show that 
yn+i - y;+i = ho(y,+i - y:,:), Ic > 1, 
or equivalently 
V” = Y -Y” = hO(V”-l). 
If the derivative function f is Lipschitz continuous, then 
F(Y) - F(Y”) = Sk v”, 
with 
Sk= (“;” ;;): si=~l~(““+c”i.HY,+(1-8)Y,“)dH. 1: = 1,2, 
and the matrices Sk are bounded for all k when h + 0. Then, from (1.9) and (1.2), 
v” = 12pk $-I, 
wherePk(h)= (I-~(T@JI)S”)-~((A-T)@I) Sk-’ is bounded in a neighbourhood of h = 0. 
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This result gives us the order of the approximation yi+r obtained in (1.10). For the approxi- 
mations obtained with (1.12) we will also prove that the previous result in this section remains 
valid. 
Taking into account that the solution of the Runge-Kutta method satisfies 
[I-h(T@J)]E=-Y+e@yy,+h(A@I)F(Y)=O, 
Y=Y+E, 
defining again V” = Y - Y” and proceeding as before, we arrive at 
[I - h (T @ J)] (Vk - V”-‘) = -V”-’ + h(A 8 I) (F(Y) - F(Yk-‘)) . 
Hence, 
v” = hPk-1 v”-1 
withPk-l=(I-h(T@J))-l ((T~~J)+(AcG)s~-~;. 
REMARKS. 
1. The order results obtained here can be easily generalized to these schemes applied to 
general Runge-Kutta methods. 
2. This analysis can be repeated for the method (1.4), (1.8) proposed by Cooper and Butcher. 
However, in this case, the successive approximations yk+r have the same order as the initial 
approximation yi+i , that is, they have order q. 
4. LINEAR STABILITY 
In this section, we study the linear stability of the approximations yk+i for the scheme (1.9), 
(1.10) for the two stage Gauss method with T given by (2.7). 
If we apply the method (1.9) to the problem y’ = qy, and calling z = qh, we obtain 
Yk+’ =y,e+z(A-T)Y”+zTY”+‘, 
that is, 
Yk+’ = yn (I - t Z’)-r e + z (I - t T)-’ (A - T) Y”. 
On the other hand, since yk+i = yn + z bT Y” with bT = (l/2,1/2) and 
(4.1) 
(4.2) 
we have 
z (A - T) Yk = 2a12 z bT Y” e = 2a12 (Y:+~ - yn) e, 
which substituted in (4.1) gives 
Yk+l = (1 - 2ai2) yn (I- zT)-l e + 2ai2 (I - rT)-’ yk+i e. 
Consequently, 
y;$; =y,+zbTY Ic+’ = [l + z (1 - 2arz) bT (I - zT)-’ e] yn + 2a12 z bT (I - zT)-’ eyi+, 
= 1 + (1 - 2a12) 
[ 
(1 _“,,,z 1 z-h + 2a12 (1 _Z,42 yk+11 
and calling Rj(z) = yA+i/yn, j = 0,1,2,. . . , the amplifying function of the jth approximation, 
we have the relation 
Rk+~(x) =1 + (1 - 2a12) (1 _“,,,a + 2a12 (1_“,42 WZ), (4.3) 
with cx = a/S and ai2 = l/4 - a/S. 
CA!%+?+ 27-7-F 
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Note that the functions Rk(t), and therefore, the linear stability properties, depend on the 
initial approximation Y”. Although other values of Y” are possible, we have taken Y” = yn e. 
Clearly, with this choice, yz+i = (1 + z) yn and Rs(z) = 1 + z, which means that we are using 
the explicit Euler method as a predictor. 
With Rc(z) = 1+ .z as starting function and using the recurrence (4.3), we can easily compute 
the functions R~(z). Thus, for k = 1 and k = 2 
RI(~) = 
1 + (1 - 2a) z + (7/12 - 20) z2 
(1 -az)2 ’ 
Rz(z) = 
1+ (1 - 4a) 2 + (1 -4a) z2 + (2/3 - 7a/3) z3 + 1/144z4 
(1 -o.z)4 
It is not difficult to prove that lR~(z)l i 1 and lR2(2)1 I 1 for all z with Rez IO, that is, the 
corresponding approximations Y:+~, yz+i are A-stable. Such a situation does not remain valid 
for k 2 3. Furthermore, we will prove that the approximations yi+i are not A-stable for k 2 3. 
The function Rk(t) can be expressed in the form 
J&(z) = R(z) + [(l + z) - R(z)] TV, 
where r(z) = 2~12 z/(1 - a~)~ and R(z) = (1 -t-z/2 + z2/12)/(1 -z/2 + z2/12) is the amplifying 
function of the two stage Gauss method. Next we will prove that for all k > 3 there exist values 
z = iy such that IRk( > 1. 
If we make the change of variable QZ = (w - l)/(w + l), we have 
Rk(z) = 
w2+p 
Pw2+1 
(4.4) 
with p = 7 - 4&i. 
Since z = i y if and only if w = exp(i e), 6 E [0,2n), after some calculations we arrive at 
IRk( = I + 2 (%)” sin”0(Cldl +Czd2) + (%)2k sin2”0(Cf +C,“), (4.5) 
where 
dl = Re[R(z)] = 
2p + (1+ 02) cos 28 
1+P2+2Pcos28 ’ 
d2 = Im [R(z)] = 
(1 - p”) sin28 
1+~2+2/3cos2e’ 
Ci = (1 - dl) cos(~+kB)+(d2-~l~~~s0)sin(~+kB), 
C~=(1-d~)sin(~+k8)-(d2-~i~~~sH)cos(~+k0). 
Therefore, if there exists 8 E [0,27r) such that 
&sink 0 (Cl di + C2 d2) > 0, 
then the corresponding approximation yi+i is not A-stable. 
Denoting vk = k ($ + 6) and after some calculations, we arrive at 
&dl+C$.dz= -1 
) ) 
(4.6) 
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or equivalently 
+ c4 sine 
i +c0se 
(cOse+ g) sinC+9k), 
with d = 1 + P2 + 2,8 cos 28, C’s = 9 + P - 1 and C4 = 9 + 2( 1 + 0) real constant positive 
quantities. 
Taking 8 E (0, arccos( l/3)), it is clear that 
2c3 (COSe- i) >o, 
c41;;fse (cose+g) >o, 
and since for k > 5, when 0 varies in (O,arccos(l/3)), vk = kg + ke lies in the interval 
(k$, k$ + karccos(l/3)) and k arccos(l/3) > 34, we can find values of 0 such that 
sin Cpk > 0 and cos (Pk > 0 or such that sin Q9k < 0 and coscpk < 0. Therefore, (4.6) holds 
for some e E (0, arccos(l/3)). 
Inthecasek=3,takingBE ($,$+a), with 6 = arcsin(3/5) > +$, we obtain 
2c3 (COSe- 5) < 0, 
c41~%~se (cose+i) >o. 
Since ‘ps lies in the interval (37r, 37r + 35), we can find values of 8 such that sin ps < 0 and 
cos ‘ps > 0 and consequently the method is not A-stable. For k = 4, taking again 0 E (%, $ + 6)) 
‘p4 lies in the interval (47r, 47r + 46), there exist values of 0 such that sin (~4 > 0 and cos (p4 < 0 
and the method is not A-stable. 
In Figure 4.1, we have plotted the boundary of stability regions of the approximations yi+i. As 
it can be seen, they are very close to the imaginary axis and for example, for k 2 5, I&(z)1 5 1 
for all z with Re z < -10P4. We have also computed the values of 0 for which the approximations 
are A(B)-stable and the corresponding angles for k = 3,4,. . . ,8, are given in Table 4.1. 
- k=3 
--- kc4 
--- kc5 
. . . . & = (j 
30 - 
25 - 
20 - 
15 - 
lo- 
5- 
Figure 4.1 
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Table 4.1 
k 3 4 5 6 7 8 
e 89.80° 89.970 89.996O 89.99940 89.99996" 89.9999910 
Prom these results, we conclude that although the successive iterations do not always give 
A-stable methods, they are acceptable for practical purposes. 
5. NUMERICAL EXPERIMENTS 
In this section, we present some numerical experiments in which the algorithm proposed here, 
is compared with the scheme by Cooper and Butcher. We also compare the scheme with a three 
stage, 4th order B-stable DIRK method proposed by Norsett [9] and that is given by the Butcher 
table 
q-&&$X& 
with y = l/2 + & cos (&) /3. 
Although we have tested the methods with several stiff problems, here, for brevity, we present 
only the results obtained with the following three problems taken from related literature. 
PROBLEM 1. 
fi(y(t)) = _Y&)(Yi+1W - yi-l(t>) + 4Yi+1(t) - 2Yi(9 + Yi-l(Q) 
gi(t) = [1 +exp (gY&)]-‘, H2 
7 i = 1,2, . . . ) 20, 
H = ;, Q: = 0.05, 
Y(O) = g(O), t E PY41. 
Solution: y(t) = g(t). 
PROBLEM 2. (Van der Pol) 
Y;(t) = y2(t), 
Y;(t) = 52/2(t) (1 - YTW) - Yl(th 
Yl(0) = 2, 2/2(O) = 0, t E p,q. 
PROBLEM 3. (Hires Problem) 
y;(t) = -1.71yi(t) + 0.43yz(t) + 8.32ya(t) + 7 x 10-4, 
y;(t) = 1.71y1(t) - 8.75y2(t), 
y;(t) = -1O.O3y3(t) + 0.43y4(t) + 0.035ys(t), 
y;(t) = 8.32y2(t) + 1.75y3(t) - 1.12y4(t), 
y;(t) = -1.745ys(t) + 0.43ys(t) + 0.43y7(t), 
y;(t) = -280ys(t)y7(t) + 0.67yd(t) + 1.17ys(t) - 0.43ys(t) + 0.69y7(t), 
Y;(t) = 2805/6(t)Y8(t) - 1.81Y7(t), 
Y;(t) = YW 
y1(0)=1, yi(o)=o, i=2 ,...) 8, tg[0,5]. 
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In order to compare the methods (1.4), (1.8) of Cooper and Butcher and (1.12), (2.7) of Butcher, 
we have considered it sufficient to use a fixed stepsize strategy. Thus, for each method we have 
integrated the problems over the whole integration interval with a fixed stepsize h, iterating the 
schemes until two successive approximations differ by less than a specified tolerance Tol, that is, 
until 
lly12” - yk-lll < Tol, i = 1,2. (5.1) 
In all the cases, the iterations have been started with the initial approximations Yc’ = yin and 
the Jacobian matrix has been evaluated at every step at the point (tn, 9,). 
Then, for each value of the tolerance To1 we have computed the maximum global error 
MGE = mna IIY(M - ~~11. 
and also the computational cost measured in terms of number of solved m x m linear systems, 
NLS. 
In Figures 5.1-5.6, we have plotted, for problems 1 to 3 and two different values of the stepsize, 
the points (MGE,NLS) obtained for values of the tolerance To1 from 10e2 to lo-‘. 
Log(error) 
150 200 250 300 350 
Number of solved systems 
Figure 5.1. Problem 1, h = 0.1. 
-2- o Cooper & Butcher 
l proposed method 
-3- 
-7- 
I I I 1 
600 1000 1400 1800 
Number of solved systems 
Figure 5.2. Problem 1, h = 0.02. 
I 
2200 
As it could be expected, when we decrease the tolerance Tol, the computational cost increases 
and the maximum global error decreases. It can be also observed that there is a critical tolerance 
Tol, such that for To1 < Tol, the error is nearly constant. Below this tolerance, the error of the 
iterative scheme is “small” and the maximum global error is in fact the error of Gauss method. 
At Tol, the iterative scheme reaches “practical convergence.” 
Figures 5.1 to 5.6 are representative of general behaviour of the methods. In many cases, both 
schemes present similar results, as in Figures 5.1 and 5.2. However, with some problems our 
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Figure 5.4. Problem 2, h = 0.01. 
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Figure 5.5. Problem 3, h = 0.1. 
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scheme performs much more efficiently, as shown in Figures 5.3 to 5.6. Since both methods have 
similar properties, this situation might be due to the fact that the successive approximations 
yi+r have order min(lc,4) for the proposed method while for the Cooper-Butcher method the 
order is always 0. 
Finally, we have considered it interesting to make a comparison between the three stage, 
4th order DIRK method proposed by Norsett and the two stage Gauss method with our iterative 
Iterative Schemes 
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Figure 5.6. Problem 3, h = 0.04. 
scheme. To this end, we proceed in the previously mentioned way but here, since we are com- 
paring different Runge-Kutta methods, for each value of the stepsize h we have taken only the 
corresponding tolerance Tol, (different for each method) which yields to practical convergence 
and we have computed again the maximum global error MGE and the number of solved linear 
systems NLS (let us note that both methods solve at each step several m x m linear systems). 
In Figures 5.7 to 5.9, we have plotted, for problems 1 to 3, the points (MGE, NLS) obtained for 
different values of the stepsize. As it can be noticed, Gauss method performs much better than 
DIRK method, even though both are B-stable and have the same order 4. Such a big difference is 
due mainly to the following facts: On one side, the cost per step required for the two methods is 
similar. In Table 5.1, we include the average number of m x m linear systems solved for each value 
of the stepsize (note that each problem has been integrated with the most adequate stepsizes and 
a dash in the table means that that stepsize has not been used for the problem). On the other 
hand, the L2 norm of the coefficients of the leading error term for Gauss method is .00433 while 
for DIRK method is 0.257. 
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Figure 5.7. Problem 1. 
Of course, many other factors should be taken into account to do an exhaustive comparison 
between Gauss and DIRK methods. However, these last experiments show that even though 
Gauss methods have the handicap of solving the implicit system (1.2), their very good order and 
stability properties make them not only competitive but preferable to other methods like DIRK 
for nonlinear general stiff problems if they are implemented using special iterative schemes. 
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Figure 5.9. Problem 3. 
Table 5.1. Number of systems solved per step. 
h 
0.2 
0.1 
0.05 
0.04 
0.02 
0.01 
0.005 
0.002 
Problem 1 
Gauss DIRK 
6.2 6.80 
7.2 5.96 
7.48 6.80 
7.96 7.68 
7.67 7.42 
8.29 7.97 
_ 
_ 
Problem 2 Problem 3 
Gauss DIRK 
_ _ 
4.44 _ 
4.35 _ 
4.39 3.78 
4.57 4.31 
4.74 4.61 
4.76 5.14 
- 5.13 
Gauss DIRK 
_ _ 
4.40 _ 
4.88 4.86 
4.67 4.68 
5.25 5.20 
5.38 5.61 
_ 
_ _ 
REFERENCES 
C.A. Addison and I. Gladwell, Second derivative methods applied to implicit first and second order systems, 
Int. J. Num. Meth. in Engng. 20, 1211-1231 (1984). 
T.A. Bickart, An efficient solution process for implicit Runge-Kutta methods, SIAM J. Numer Anal. 14, 
1022-1027 (1977). 
J.C. Butcher, On the implementation of implicit Runge-Kutta methods, BIT 16, 237-240 (1976). 
J.C. Butcher, Some implementation schemes for implicit Runge-Kutta methods, Proceedings of the Dundee 
Conference on Numerical Analysis, 1979 Ledture Notes in Mathematics, No. 773 pp. 12-24, (1980). 
Iterative Schemes 81 
5. C.J. Cooper and J.C. Butcher, An iteration scheme for implicit Runge-Kutta methods, IMA Journal of 
Numerical Analysis 3, 127-140 (1983). 
6. C.J. Cooper and R. Vignesvaran, A Scheme for the Implementation of Implicit Runge-Kutta Methods, 
Computing 45, 321-332 (1990). 
7. R.D. Skeel and A.K. Kong, Blended linear multistep methods, ACM TOMS 3, 326-345 (1977). 
8. K.D. Peat and R.M. Thomas, Implementation of Iteration Schemes for Implicit Runge-Kutta Methods, 
Numerical Analysis Report No. 169, Dept. of Mathematics, Univ. Manchester, (1989). 
9. S.P. Norsett, Semi-explicit Rung+Kutta methods, Report Mathematics and Computation No. 6/74, Dept. 
of Mathematics, Univ. of Trondheim. 75, 76, 80, 246, (1974). 
10. L.F. Shampine, Evaluation of implicit formulas for the solution of ODE’s, BIT 19, 495-502 (1979). 
11. K. Dekker and J.G. Verwer, Stability of Runge-Kutta Methods for Stiff Nonlinear Differential Equations, 
Elsevier Science Publisher B.V., Netherlands, (1984). 
