Abstract. Several results from differential geometry of hyper-surfaces in R n are derived to form a tool box for the direct mapping method. The latter technique has been widely employed to solve problems with moving interfaces, and to study the asymptotics of the induced semiflows.
Introduction
The analysis of problems with moving interfaces has attracted the attention of many researchers in recent years. Some of these problems have their origin in mathematical physics, like the Stefan problem, flows of Newtonian fluids, HeleShaw flows, Mullin-Sekerka problems, while others are motivated by problems in differential geometry, like the mean curvature flow, the surface diffusion flow, or the Willmore flow, to mention some prominent examples.
The direct mapping approach to such problems consists in transforming the moving hypersurfaces to a fixed reference surface by means of an unknown timedependent diffeomorphism, which has to be determined as a part of the transformed problem. In the context of the Stefan problem this technique has first been introduced in [5] and is nowadays also called the Hanzawa transform. The advantage of this approach is that the theory of evolution equations, in particular the theory of maximal regularity, is available for the study of the transformed problems. This way one obtains a local semiflow which, however, does not live in a Banach space as in problems with fixed interfaces, but rather on a manifold which is related to the manifold of hypersurfaces. We refer, for instance, to the recent papers [7, 8, 10, 11, 12] by the authors for more details.
To implement this approach one necessarily has to employ results concerning the geometry of hypersurfaces in R n , and one needs to investigate the structure of the manifold formed by such hypersurfaces. The main purpose of this paper is to provide a tool box of results that are needed for the study of moving interfaces and that are not easily accessible in the literature. While some of the material presented is wellknown to researchers specialized in differential geometry and geometric analysis, we nevertheless believe that the manuscript contains new results and aspects that are also of interest to specialists.
We investigate the differential geometric properties of embedded hypersurfaces in n-dimensional Euclidean space, introducing the notion of Weingarten tensor, principal curvatures, mean curvature, tubular neighborhood, surface gradient, surface divergence, and Laplace-Beltrami operator. The main emphasis lies in deriving representations of these quantities for hypersurfaces Γ = Γ ρ that are given as parameterized surfaces in normal direction of a fixed reference surface Σ by means of a height function ρ. We derive all of the aforementioned geometric quantities for Γ ρ in terms of ρ and Σ. It is also important to study the mapping properties of these quantities in dependence of ρ, and to derive expressions for their variations. For instance, we show that
Σ + ∆ Σ , where κ = κ(ρ) denotes the mean curvature of Γ ρ , L Σ the Weingarten tensor of Σ, and ∆ Σ the Laplace-Beltrami operator on Σ. This is done in Section 3. In Section 4 we show, among other things, that C 2 -hypersurfaces can be approximated in a suitable topology by smooth (i.e. analytic) hypersurfaces. This leads, in particular, to the existence of parameterizations. In Section 5 we show that the class of compact embedded hypersurfaces in R n gives rise to a new manifold (whose points are the compact embedded hypersufaces). Finally, we show that the class M 2 (Ω, r) of all compact embedded hypersurfaces contained in a bounded domain Ω ⊂ R n , and satisfying a uniform ball condition with radius r > 0, can be identified with a subspace of C 2 (Ω). This is important as it allows to derive compactness and embedding properties for M 2 (Ω, r). For further background material in differential geometry we refer to the standard text books in this area, e.g. to DoCarmo [1] and Kühnel [9] . We also mention [6] for other aspects on moving hypersurfaces.
Review of some basic differential geometry
We consider a closed embedded hypersurface Σ of class C k , k ≥ 3, enclosing a bounded domain Ω in R n . Thus for each point p ∈ Σ there is a ball B r (p) ⊂ R n and a diffemorphism Φ :
We may assume that Σ is connected; otherwise we would concentrate on one of its components. The points of Σ are denoted by p, and ν Σ = ν Σ (p) means the outer unit normal of Σ at p. Locally at p ∈ Σ we have the parametrization
where θ runs through an open parameter set Θ ⊂ R n−1 . We denote the tangent vectors generated by this chart by
These vectors τ i form a basis of the tangent space T p Σ of Σ at p. Note that (τ i |ν Σ ) = 0 for all i, where (·|·) := (·|·) R n denotes the Euclidean inner product in R n . Similarly, we set τ ij = ∂ i ∂ j φ, τ ijk = ∂ i ∂ j ∂ k φ, and so on. In the sequel we employ Einstein's summation convention, which means that equal lower and upper indices are to be summed, and δ i j are the entries of the unit matrix I. For two vectors a, b ∈ R n the tensor product a ⊗ b ∈ B(R n ) is defined by [a ⊗ b](x) = (b|x)a for x ∈ R n . If a belongs to the tangent space T p Σ, we may represent a as a linear combination of the basis vectors of T p Σ, i.e. a = a i τ i . The coefficients a i are called the contravariant components of a. On the other hand, this vector a is also uniquely characterized by its covariant components, a i defined by a i = (a|τ i ), which means that the covariant components are the coefficients of the representation of a in the basis {τ i } dual to the basis {τ j }, defined by the relations (τ i |τ j ) = δ i j . Similarly, if K ∈ B(T p Σ) is a tensor we have the representations
with e.g. k ij = (τ i |Kτ j ) and k
2.1. The first fundamental form. Define
The matrix G = [g ij ] is called the first fundamental form of Σ. Note that G is symmetric and also positive definite, since
Thus the fundamental form G allows for the passage from contra-to covariant components of a tangent vector and vice versa. If a, b are two tangent vectors, then
defines an inner product on T p Σ in the canonical way, the Riemannian metric. By means of the identity
we further see that the dual basis is given by τ i = g ik τ k . We set for the moment G = g ij τ i ⊗ τ j and have equivalently
i.e. G equals the orthogonal projection P Σ = I − ν Σ ⊗ ν Σ of R n onto the tangent space T p Σ at p ∈ Σ. Therefore we have the identity
These three properties explain the meaning of the first fundamental form [g ij ].
2.2. The second fundamental form. Define
L is called the second fundamental form of Σ. Note that L is symmetric, and differentiating the relations (τ i |ν Σ ) = 0 we derive
The matrix K with entries l i j , defined by l
is called the shape matrix of Σ. The eigenvalues κ i of K are called the principal curvatures of Σ at p, and the corresponding eigenvectors η i determine the principal curvature directions. Observe that
and symmetry of L and G show that the principal curvatures κ i are real. Moreover,
implies that principal directions corresponding to different principal curvatures are orthogonal in the Riemannian metric (·|·) Σ . Moreover, the eigenvalues κ i are semisimple. In fact, if (K−κ i )x = tη i for some i and some
hence t = 0 since G is positive definite. This shows that K is diagonalizable. The trace of K, i.e. the first invariant of K, is called the mean curvature κ (times n − 1) of Σ at p, i.e. we have
The Gaussian curvature K Σ is defined as the last invariant of K, i.e.
L Σ is symmetric with respect to the inner product (·|·) in R n . We note that L Σ ∈ B(R n ) leaves the tangent space T p Σ invariant, and moreover, that
We will in the following not distinguish between L Σ and its restriction
and the eigenvalues of L Σ in T p Σ are the principal curvatures since
n is 0 with eigenvector ν Σ .
2.3.
The third fundamental form. To obtain another property of the shape operator K we differentiate the identity |ν Σ | 2 = 1 to the result (∂ i ν Σ |ν Σ ) = 0. This means that ∂ i ν Σ belongs to the tangent space, hence ∂ i ν Σ = γ k i τ k for some numbers γ k i . Taking the inner product with τ j we get γ
, where we used symmetry of L and G. Therefore we have
the so-called Weingarten relations. Furthermore, 
which will be useful later on. Moreover, we deduce from (8)
2.4. The Christoffel symbols. The Christoffel symbols are defined according to
Their importance stems from the representation of τ ij in the basis
which follows from (ν Σ |τ k ) = 0 and
To express the Christoffel symbols in terms of the fundamental form G we use the identities
Another important identity follows by differentiation of the relations (τ j |τ k ) = δ j k and (τ j |ν Σ ) = 0. We have
This gives another interpretation of the Christoffel symbols and of the second fundamental form.
2.5. The surface gradient. Let ρ be a scalar field on Σ. The surface gradient ∇ Σ ρ at p is a vector which belongs to the tangent space of Σ at p. Thus it can be characterized by its
The chain rule
This implies
For a scalar field ρ defined in a neighborhood of Σ we therefore have
and hence, the surface gradient of ρ is the projection of ∇ρ onto T p Σ, that is,
For a vector field f : Σ → R m of class C 1 we define similarly
In particular, this yields for the identity map id Σ on Σ
and by the Weingarten relations
For the surface gradient of tangent vectors we have
2.6. The surface divergence. Let f be a tangential vector field on Σ. As before, f i = (f |τ i ) denote the contravariant components of f , and f i = (f |τ i ) the covariant components, respectively. The surface divergence of f is defined by
As before,
This definition ensures that partial integration can be carried out as usual:
Recall that the surface measure in local coordinates is given by dσ = √ gdθ, which explains the factor √ g.
In fact, if e.g. ρ has support in a chart φ(Θ) at p then
There is another useful representation of surface divergence, given by
It comes from
Here (17) follows from
and the well-known relation
, with g •j the j-th column of G. Equation (16) can be be used as a definition of surface divergence for general, not necessarily tangential vector fields f . For example, consider f = ν Σ ; then
This way we have derived the important relation
Note that the surface divergence theorem only holds for tangential vector fields! Another representation of the surface divergence of a general vector field f is given by
Finally, we compute
2.7. The Laplace-Beltrami operator. The Laplace-Beltrami operator on Σ is defined for scalar fields by means of
which in local coordinates reads
Another representation of ∆ Σ is given by
In order to see this we note that (17) implies
and hence
ir . Since at each point p ∈ Σ we may choose a chart such that g ij = δ ij and Λ k ij = 0 at p, we see from this representation that the Laplace-Beltrami operator is equivalent to the Laplacian at the point p; see subsection 8 below.
To obtain another representation of ∆ Σ , for a scalar C 2 -function we compute
This yields with (14)
Taking traces gives ∆ Σ ρ = tr ∇ 2 Σ ρ. Similarly, the Laplace-Beltrami operator applies to general vector fields f according to
. For example, this yields for the identity map id Σ on Σ
, and hence by (12) ∆
Finally, we prove the important formula
In fact, we have from (8)
On the other hand,
This proves formula (20).
2.8. The case of a graph over R n−1 . Suppose that Σ is a graph over R n−1 , i.e. there is a function h ∈ C 2 (R n−1 ) such that the hypersurface Σ is given by the chart
T , x ∈ R n−1 . Then the tangent vectors are given by
T , where {e i } denotes the standard basis in R n−1 . The (upward pointing) normal ν Σ is given by
The first fundamental form becomes
This yields
and with
and therefore
The Christoffel symbols in this case are given by
Suppose that R n−1 × {0} is the tangent plane at φ(0) = 0 ∈ Σ. Then h(0) = ∇ x h(0) = 0, hence at this point we have
T , β = 1, and l ij = ∂ i ∂ j h. Thus the curvatures are the eigenvalues of ∇ 2 x h, the mean curvature is κ Σ = ∆ x h, and Λ k ij = 0. To obtain a representation of the surface gradient, let ρ : Σ → R, then
and for the Laplace-Beltrami
Parameterized hypersurfaces
We consider now a hypersurface Γ = Γ ρ which is parameterized over a fixed hypersurface Σ according to
where as before ν Σ = ν Σ (p) denotes the outer normal of Σ at p ∈ Σ. We want to derive the basic geometric quantities of Γ in terms of ρ and those of Σ. In the sequel we assume that ρ is of class C 1 and small enough. A precise bound on ρ will be given below.
3.1. The fundamental form. Differentiating (21) we obtain
Therefore we may compute the fundamental form
Since |ν Σ | 2 = 1 and (ν Σ |τ i ) = 0, this yields
Let
where ∂ρ = [∂ 1 ρ, . . . , ∂ n−1 ρ] T . Next we may factor G(ρ) according to
Since for any two vectors a, b ∈ R n we have
we obtain
where
(1 − ρκ i ), and β(ρ) = 1/ 1 + (G −1 (ρ)∂ρ|∂ρ). This yields for the surface measure dγ on Γ ρ
hence
,
and
All of this makes sense only for functions ρ such that I − ρK is invertible, i.e. α(ρ) should not vanish. Thus the precise bound for ρ is determined by the principle curvatures of Σ, and we assume here and in the sequel that
3.2. The normal at Γ. We next compute the unit outer normal at Γ. For this purpose we set
where β is a scalar and
by symmetry of L Σ . But this implies (I − ρL Σ )a(ρ) = ∇ Σ ρ, i.e. we have
As remarked in subsection 2.2 we do not distinguish between L Σ ∈ B(R n ) and its restriction to T p Σ. With this identification, and by the fact that (I − ρL Σ ) = I on T ⊥ p Σ, we have
provided ρ satisfies (27). As before, ρL Σ is short form for ρ(p)L Σ (p). Hence, we have
Note that β(ρ) coincides with β(ρ) as defined in the previous subsection. By means of a(ρ), β(ρ) and M 0 (ρ) this leads to another representation of G Γ and G
−1
Γ , namely
3.3.
The surface gradient and the surface divergence on Γ. It is of importance to have a representation for the surface gradient on Γ in terms of Σ. For this purpose recall that
, and
On the other hand, we have
(29) and (30) allow for an easy change between the bases of T p Σ and T q Γ, where
(30) implies for a scalar function ϕ on Γ
• ψ ρ which leads to the identity
Similarly, if f denotes a vector field on Γ then
. As a consequence, we obtain for the Laplace-Beltrami operator on Γ
which can be written as
One should note that the structure of the LaplaceBeltrami operator on Γ in local coordinates is
Γij . This shows that −∆ Γ is strongly elliptic on the reference manifold Σ as long as |ρ| ∞ < ρ 0 .
Normal variations.
For ρ, h ∈ C(Σ) sufficiently smooth and a mapping M (ρ) we define 
This in turn implies for the projection P (ρ) :
Applying these relations to ∇(ρ) :
and for a not necessarily tangent vector field f
For the divergence of the vector field f this implies
Finally, the variation of the Laplace-Beltrami operator ∆(ρ) := ∆ Γ becomes
3.5. The Weingarten tensor and the mean curvature of Γ. In invariant formulation we have with P Γ =: P (ρ)
Thus for the variation of L Γ at ρ = 0 we obtain with P (0) = P Σ , β(0) = 1, M 0 (0) = I, and
Let us take another look at the mean curvature κ Γ . By the relations τ
). This yields the final form for the mean curvature of Γ.
We can write the curvature of Γ in local coordinates in the following form.
A simple computation yields for the symbol c(ρ, ξ) = c ij ξ i ξ j of the principal part of this operator
for ξ = ξ k τ k Σ ∈ T p Σ, as long as |∇ Σ ρ| ∞ < ∞ and |ρ| ∞ < ρ 0 . Therefore the curvature κ(ρ) is a quasi-linear strongly elliptic differential operator on Σ, acting on the parametrization ρ of Γ over Σ, see also [2, 3] for a different derivation.
Approximation of hypersurfaces
4.1. The tubular neighborhood of a hypersurface. Let Σ be a compact connected C 2 -hypersurface bounding a domain Ω ⊂ R n , and let ν Σ be the outer unit normal field on Σ with respect to Ω. The conditions imply that Σ satisfies a uniform interior and exterior ball condition, i.e. there is a number a > 0 such that for each point p ∈ Σ there are balls B a (x i ) ⊂ Ω i such that Σ ∩B a (x i ) = {p}. As in [4, Section 14.6] we conclude that the mapping
is a C 1 -diffeomorphism onto its image U a := im(X). It will be convenient to decompose the inverse of
is the signed distance from x to Σ, and U a consists of the set of those points in R n which have distance less than a to Σ, and |d Σ (x)| = dist(x, Σ), d Σ (x) < 0 if and only if x ∈ Ω.
(i) From the uniform interior and exterior ball condition follows that the number 1/a bounds the principal curvatures of Σ, i.e.,
(ii) We remark here that the regularity assertion , a) ) is an easy consequence of the inverse function theorem. To see this, we fix a point (p 0 , r 0 ) ∈ Σ × (−a, a) and a chart φ for p 0 . Then the function f (θ, r) = X(φ(θ), r) has derivative
It follows from (34) that [I − r 0 L Σ (p 0 )] ∈ B(T p0 Σ) is invertible, and consequently, Df (0, r 0 ) ∈ B(R n ) is invertible as well. The inverse function theorem implies that X is locally invertible with inverse of class C 1 . In particular, Π Σ and d Σ are C 1 .
(iii) A remarkable fact is that the signed distance d Σ is even of class C 2 . To see this, we use the identities
Differentiating w.r.t. x k this yields
Thus we have the formula
This shows, in particular, that d Σ is of class C 2 .
(iv) It is useful to also have a representation of ∇ x Π Σ (x). With
, and (35), we obtain
where M 0 (r)(p) := (I − rL Σ (p)) −1 . This shows, in particular, that that ∇ x Π Σ (p) = P Σ (p) is the orthogonal projection onto the tangent space T p Σ.
4.2.
The level function. Let Σ be a compact connected hypersurface of class C 2 bounding the domain Ω in R n . According to the previous section, Σ admits a tubular neighborhood U a of width a > 0. We may assume w.l.o.g. a ≤ 1. The signed distance function d Σ (x) in this tubular neighborhood is of class C 2 as well, and since
. Taking traces then yields
In particular, this implies
Therefore the norm of ∇ 2 x d Σ is equivalent to the maximum of the moduli of the curvatures of Σ at a fixed point. Hence we find a constant c, depending only on n, such that
It has now become clear that the Lipschitz constant for the normal ν Σ (p), which is given by |∇ 2 x d Σ | ∞ , is equivalent to the maximum of the moduli of the principal curvatures of Σ.
Next we extend d Σ as a function ϕ to all of R n . For this purpose we choose a C ∞ -function χ(s) such that χ(s) = 1 for |s| ≤ 1, χ(s) = 0 for |s| ≥ 2, 0 ≤ χ(s) ≤ 1. Then we set
and ϕ = 1 in the exterior component of R n \ U a , ϕ = −1 in its interior component. This function ϕ is then of class C 2 , ϕ(x) = d Σ (x) for x ∈ U a/3 , and
Thus Σ is the level set Σ = ϕ −1 (0) of ϕ at level 0, ϕ is called a canonical level function for Σ. It is a special level function for Σ, as ∇ x ϕ(x) = ν Σ (x) for x ∈ Σ.
Existence of parameterizations.
Recall the Haussdorff metric on the set K of compact subsets of R n defined by
Suppose Σ is a compact (and without loss of generality) connected hypersurface of class C 2 in R n . As before, let U a be its tubular neighborhood, Π Σ : U a → Σ the projection and d Σ : U a → R the signed distance. We want to parameterize hypersurfaces Γ which are close to Σ as
where ρ : Σ → R is then called the normal parametrization of Γ over Σ. For this to make sense, Γ must belong to the tubular neighborhood U a of Σ. Therefore, a natural requirement would be d H (Γ, Σ) < a. We then say that Γ and Σ are C 0 -close
However, this condition is not enough to allow for existence of the parametrization, since it is not clear that the map Π Σ is injective on Γ: small Haussdorff distance does not prevent Γ from folding within the tubular neighborhood. We need a stronger assumption to prevent this. If Γ is a hypersurface of class C 1 we may introduce the so-called normal bundle N Γ defined by
Suppose Γ is a compact, connected C 1 -hypersurface in R n . We say that Γ and
We are going to show that C 1 -hypersurfaces Γ which are C 1 -close to Σ can in fact be parametrized over Σ. For this purpose observe that, in case Γ and Σ are C 1 -close of order ε, whenever q ∈ Γ, then there is p ∈ Σ such that |q−p|+|ν Γ (q)−ν Σ (p)| < ε. Hence |q−Π Σ q| < ε, with Π Σ q := Π Σ (q), and
which yields with |Π Σ q − p| ≤ |Π Σ q − q| + |p − q| < 2ε,
where L denotes the Lipschitz constant of the normal of Σ. In particular, the tangent space T q Γ is transversal to ν Σ (Π Σ q), for each q ∈ Γ, that is,
Now fix a point q 0 ∈ Γ and set p 0 = Π Σ q 0 . Since the tangent space T q0 Γ is transversal to ν Σ (p 0 ), we see that Π
Thus we have a local parametrization of Γ over Σ. We may extend g to a maximal domain V ⊂ Σ, e.g. by means of Zorn's lemma. Clearly V is open in Σ and we claim that V = Σ. If not, then the boundary of V in Σ is nonempty and hence we find a sequence p n ∈ V such that p n → p ∞ ∈ ∂V . Since ρ n = ρ(p n ) is bounded, we may assume w.l.o.g. that ρ n → ρ ∞ . But then q ∞ = p ∞ +ρ ∞ ν Σ (p ∞ ) belongs to Σ as Σ is closed. Now we may apply the inverse function theorem again to see that V cannot be maximal. Since the map Φ(p) = p + ρ(p)ν Σ (p) is a local C 1 -diffeomorphism, it is also open. Hence Φ(Σ) ⊂ Γ is open and compact, i.e. Φ(Σ) = Γ by connectedness of Γ. The map Φ is therefore a C 1 -diffeomorphism from Σ to Γ. In case Σ is of class C 3 the proof above immediately implies that Φ ∈ Diff 2 (Σ, Γ). Observe that because of
. This property can be used to construct a C 1 -function ψ on R n such that Γ = ψ −1 (0), i.e. a level function for Γ. For example we may take
provided ε < a/3, where ϕ and χ are as in subsection 2.
4.4. Approximation of hypersurfaces. Suppose as before that Σ is a compact connected hypersurface of class C 2 enclosing a domain Ω in R n . We may use the level function ϕ : R n → R introduced in (39) to construct a real analytic hypersurface Σ ε such that Σ appears as a C 2 -graph over Σ ε . In fact, we show that there is ε 0 ∈ (0, a/3) such that for every ε ∈ (0, ε 0 ) there is an analytic manifold Σ ε and a function ρ ε ∈ C 2 (Σ ε ) with the property that
Σε ρ ε | ∞ ≤ ε. For this purpose, choose R > 0 such that ϕ(x) = 1 for |x| > R/2. Then define
For |x|, |y| < R/2 follows |x − y| < R, and hence
k is polynomial in x, y. But then ϕ k (x) is a polynomial for such values of x, in particular ϕ k is real analytic in U a . Choosing k large enough, we have |ϕ − ϕ k | BUC 2 (R n ) < ε. Now suppose ϕ k (x) = 0; then |ϕ(x)| < ε, hence x ∈ U a and then |d Σ (x)| < ε. This shows that the set Σ k = ϕ −1 k (0) is in the ε-tubular neighborhood around Σ. Moreover, |∇ϕ k − ∇ϕ| ∞ < ε yields ∇ϕ k (x) = 0 in U a , and therefore Σ k is a manifold, which is real analytic.
Next we show that Σ and Σ k are C 1 -diffeomorphic. For this purpose, fix a point
we have
Therefore, we may apply the implicit function theorem to obtain an open neighborhood V (p 0 ) ⊂ Σ and a C 1 -function r k : V (p 0 ) → R such that r k (p 0 ) = r 0 and p + r k (p)ν Σ (p) ∈ Σ k for all p ∈ V (p 0 ). We can now proceed as in subsection 3 to extend r k (·) to a maximal domain V ⊂ Σ, which coincides with Σ by compactness and connectedness of Σ.
Thus we have a well-defined
, which is injective and a diffeomorphism from Σ to its range. We claim that f k is also surjective. If not, there is some point q ∈ Σ k , q ∈ f k (Σ). Set p = Π Σ q. Then
. Thus, there there are at least two numbers r 1 , r 2 ∈ (−a, a) with p + r i ν Σ (p) ∈ Σ k . This implies with ν Σ = ν Σ (p)
as above. Therefore the map f is also surjective, and hence f k ∈ Diff 1 (Σ, Σ k ). This implies in particular that Σ k = f k (Σ) is connected. For later use we note that
Next we show that the mapping
is a C 1 -diffeomorphism for k ≥ k 0 , with k 0 ∈ N sufficiently large. In order to see this, we use the diffeomorphism f k constructed above to rewrite X k as
. It is not difficult to see that
n is invertible for k ≥ k 0 , and by the inverse function theorem, H k is a local C 1 -diffeomorphism. We claim that H k is injective for all k sufficiently large. For this purpose, note that due to compactness of Σ × [−a/2, a/2] and injectivity of X there exists a constant c > 0 such that
The properties of G k and compactness of Σ × [−a/2, a/2] imply, in turn, that the estimate above remains true for X replaced by H k , and c replaced by c/2, provided k ≥ k 0 with k 0 sufficiently large. Hence H k is a C 1 -diffeomorphism onto its image for k sufficiently large, as claimed. This shows that Σ k has a uniform tubular neighborhood of width a/2 for any k ≥ k 0 , and it follows that Σ ⊂ U (Γ k , a/2). Σ and Σ k are compact, connected, C 1 hypersurfaces, and may now apply the results of subsection 3, showing that Σ can be parameterized over Σ k by means of
Finally, it is not difficult to show that the relation ϕ(p + ρ k (p)ν k (p)) = 0 for p ∈ Σ k implies |ρ k | ∞ + |∇ Σ k ρ k | ∞ + |∇ 2 Σ k ρ k | ∞ ≤ ε for k sufficiently large.
5.
Compact embedded hypersurfaces in R n 5.1. The manifold of compact connected hypersurfaces of class C 2 . Consider the set M of all compact connected C 2 -hypersurfaces Σ in R n . Let N Σ denote their associated normal bundles. The second normal bundle of Σ is defined by
We introduce a metric d M on M by means of
. This way M becomes a metric space. We want to show that M is a Banach manifold.
Fix a hypersurface Σ ∈ M of class C 3 . Then we define a chart over the Banach space X Σ := C 2 (Σ, R) as follows. Σ has a tubular neighborhood U a of width a. Therefore we take as the chart set, say B 2 -close to Σ, the results in subsection 4.3 show that Γ can be parameterized by a function ρ ∈ C 2 (Σ, R), such that |ρ| BUC 2 (Σ) < a/3. We compute the tangent space T Σ M at some fixed Σ ∈ M. For this purpose we take a differentiable curve Γ : (−δ 0 , δ 0 ) → M with Γ(0) = Σ. Then according to subsection 4, there is δ ∈ (0, δ 0 ) such that for each t ∈ (−δ, δ) we find a parametrization ρ(t) ∈ C 2 (Σ, R) of Γ(t). Then in these coordinates we have
In other words, the tangent space T Σ M consists of all normal velocity fields V on Σ which are of class C 2 . Moreover, if ψ(t, x) is the level function for Γ(t) from subsection 4.2, then 0 = ψ t, φ(θ) + ρ(t, φ(θ))ν Σ (φ(θ)) , hence at t = 0 0 = ∂ t ψ + (∇ x ψ|∂ t ρν Σ ) = ∂ t ψ + ∂ t ρ(ν Σ |ν Σ ) = ∂ t ψ + V Γ , i.e. we have ∂ t ψ = −V Γ , for the normal velocity V Γ of Γ(t).
There is one shortcoming with this approach, namely the need to require that Σ ∈ C 3 . This is due to the fact that we are loosing one derivative when forming the normal ν Σ . However, since we may approximate a given hypersurface of class C 2 by a real analytic one in the second normal bundle, this defect can be avoided by only parameterizing over real analytic hypersurfaces which is sufficient. The hypersurface Γ satisfies the ball condition, i.e. there is a radius r > 0 such that for each point p ∈ Γ there are balls B r (x i ) ⊂ Ω i such that Γ ∩B r (x i ) = {p}.
