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A cycle-path cover of a digraph D is a spanning subgraph made of disjoint cy-
cles and paths. In order to count such covers by types we introduce the cycle-
path indicator polynomial of D. We show that this polynomial can be obtained by
a deletioncontraction recurrence relation. Then we study some specializations of
the cycle-path indicator polynomial, such as the geometric cover polynomial (the ge-
ometric version of the cover polynomial introduced by Chung and Graham), the
cycle cover polynomial, and the path cover polynomial.
As an application, we consider chromatic arrangements of non-attacking rooks
and the associated polynomial which is symmetric and generalizes the usual rook
polynomial. ' 2000 Academic Press
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1. INTRODUCTION
In [3], Chung and Graham introduced the cover polynomial of a digraph
and showed that this polynomial, as well as the Tutte polynomial of a graph,
satises a deletioncontraction recurrence relation and that several other
polynomials can be obtained as specializations of this one. In [2], Chow
generalized the cover polynomial to a symmetric function as Stanley did
for the chromatic polynomial in [12] and proved that the latter polynomial
can be obtained by the former.
In this paper we introduce the cycle-path indicator polynomial of a di-
graph D in order to classify the cycle-path covers of D by types. (As usual
indicator suggests types.) This polynomial is in many indeterminates (but it
is not symmetric) and yields many polynomials related to a digraph such as
the characteristic and permanental polynomial.
As a natural specialization of the cycle-path indicator polynomial we
have the geometric cover polynomial, that is, the geometric version of the
cover polynomial of Chung and Graham that allows us to enumerate cycle-
path covers according only to the total number of cycles and paths. These
two polynomials are quite similar since both satisfy the same deletion
contraction recurrence and are determined just by different initial condi-
tions.
From this remark the question if such recurrence, or something alike,
also holds for the cycle-path indicator polynomial immediately follows. This
hope seems doomed to failure in the category of digraphs because of the
meaning of the indices of the indeterminates. However, by enlarging the
category of digraphs to that of weighted digraphs, we are able to nd a
deletioncontraction recurrence relation also for the cycle-path indicator
polynomial.
We also introduce the cycle cover and the path cover polynomials of D,
both specializations of the cycle-path cover polynomial.
Finally, as an application, we consider chromatic arrangements of non-
attacking rooks on a board B, where the principal sub-boards determined
by the rooks of the same color are disjoint. The associated polynomial is
symmetric and generalizes the usual rook polynomial [11].
2. THE CYCLE-PATH INDICATOR POLYNOMIAL
In this paper a digraph D is always a nite directed multi-graph on n
vertices. As usual V D and ED are respectively the set of vertices and
the set of edges of D. We denote by O the digraph with no edges and no
vertices and by D1 +D2 the sum (i.e., disjoint union) of the two digraphs
D1 and D2.
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In the sequel all cycles and paths will be directed (even without mention).
We write BD for the set of directed cycles and paths of the digraph D.
Notice that there are no cycles on 0 vertices and that any single vertex is a
path of length 0.
A cycle-path cover of a digraph D is a spanning subgraph of D formed by
a (vertex-) disjoint union of directed cycles and paths. A block of a cycle-
path cover is any of its cycles or paths. Equivalently, a cycle-path cover of
D is a pair pi;ψ where pi is a partition of the set of vertices of D and
ψ = ψBB∈pi is a family of structures where ψB is a spannig cycle or path
of the subgraph of D induced by the block B of pi . We denote by CD the
set of all cycle-path covers of D.
Let us introduce some notations. We set 0 x= Z and n x= 1;
2; : : : ; n for any n ≥ 1. We write x for the n-tuple x1; x2; : : : ; xn. If
λ = 1h1 2h2 · · ·nhn and µ = 1k1 2k2 · · ·nkn are two partitions of n, λ ` n and
µ ` n, then we set xλ x= xk11 xk22 · · ·xknn and λ⊕ µ x= 1h1+k1 2h2+k2 · · ·nhn+kn .
We dene the weight function Indx BD → x; y, where Nx; y is the
semiring of polynomials in the indeterminates x1; x2; : : : and y1; y2; : : : with
coefcients in N, by associating xk to any cycle γ on k vertices (of length
k) and yk to any path pi on k vertices (of length k− 1).
A cycle-path cover is of type λ;µ if it has hi cycles on i vertices and kj
paths on j vertices. Clearly, if λ;µ is the type of a cycle-path cover of D,
then λ⊕ µ ` n.
Now we can extend the weight Ind to the set CD by setting
IndC x= Y
β∈C
Indβ: (1)
Therefore, if λ;µ is the type of C, we have
IndC = xλyµ = xh11 · · ·xhnn yk11 · · · yknn :
The indicator polynomial of a digraph D is the weight of the set CD
with respect to the weight function Ind; that is
IDy xy y x= X
C∈CD
IndC = X
λ⊕µ`n
iλµD xλyµ; (2)
where iλµD is the number of cycle-path covers of D of type λ;µ.
The indicator polynomial satises the following obvious properties.
Proposition 1. For any digraphs D, D1, and D2:
1. IOy xy y = 1;
2. ID1 +D2y xy y = ID1y xy yID2y xy y;
3. if D1 is isomorphic to D2, then ID1y xy y = ID2y xy y;
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4. if D∗ is the digraph obtained by reversing the direction of the edges of
D, then ID∗y xy y = IDy xy y.
The following is a useful property we shall often use in the sequel.
Proposition 2. The cycle-path indicator polynomial enjoys the following
homogeneity property:
I
(
Dyρx1; ρ2x2; : : : ; ρnxnyρy1; ρ2y2; : : : ; ρnyn

= ρnI(Dyx1; x2; : : : ; xny y1; y2; : : : ; yn: (3)
Proof. Every monomial in the indicator polynomial is of the form
xλyµ = xh11 · · ·xhnn yk11 · · · yknn ;
where 1h1 + k1 + 2h2 + k2 + · · · + nhn + kn = n. Therefore, replacing
xi with ρixi and yj with ρjyj ( 1 ≤ i; j ≤ n), we obtain the monomial ρnxλyµ.
Let M be a monoid. We say that a weight function wx BD → M is
uniform on cycles and paths if it depends only on their number of vertices.
In this case w is equivalent to the two n-tuples c = c1; : : : ; cn and p =
p1; : : : ; pn; where ck = wγ for a cycle γ on k vertices and pk = wpi
for a path pi on k vertices. The function w can be extended to CD by
setting, for every C ∈ CD,
wC x= Y
β∈C
wβ:
Let PwD be the weight associated to the set CD with respect to the
function w. Therefore
PwD x=
X
C∈CD
wC = X
C∈CD
Y
β∈C
wβy
that is, by the uniformity of w,
PwD =
X
λ⊕µ`n
iλ;µDcλpµ:
Hence we have the following
Lemma 1. If w is a uniform weight on BD dened by c = c1; : : : ; cn
and p = p1; : : : ; pn, then the weight PwD of the set CD is given by
PwD = IDy cy p: (4)
The two next propositions give examples in which related digraphs have
related cycle-path indicator polynomials.
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Proposition 3. If D◦ is the digraph obtained from D by adding a loop to
every vertex, then
ID◦yx1; x2; : : : ; xny y1; y2; : : : ; yn
= IDyx1; x2; : : : ; xnyx1 + y1; y2; : : : ; yn: (5)
Proof. A cycle-path cover of D◦ is equivalent to a cycle-path cover of
D endowed with a subset of the set of the paths on one vertex. This subset
determinates which loops in the cover of D◦ come from the new ones.
Proposition 4. Let D be a digraph on n vertices, and let Dk be the
digraph obtained from D by substituting each edge with k parallel edges. Then
I
(
Dky x; y = knIDy x; 1
k
y

: (6)
Proof. The cycles and the paths of Dk are on the same vertices as those
of D, and for any cycle (path) of length h of D there are kh cycles (paths)
of Dk with the same length on the same vertices. Therefore
I
(
Dkyx1; x2; : : : ; xny y1; y2; : : : ; yn

= I(Dykx1; k2x2; : : : ; knxny y1; ky2; : : : ; kn−1yn:
So from the homogeneity property (3), (6) follows.
Proposition 5. If A is the adjacency matrix of a digraph D, then we have
the following identities:
1. IDy −1; : : : ;−1y 0; : : : ; 0 = −1n detA,
2. IDy −1; : : : ;−1yρ; 0; : : : ; 0 = detρI −A,
3. IDy 1; : : : ; 1y 0; : : : ; 0 = perA,
4. IDy 1; : : : ; 1yρ; 0; : : : ; 0 = per ρI +A,
5. IDy −1; 1; : : : ; −1nyρ; 0; : : : ; 0 = per ρI −A.
Proof. We begin by proving the second identity. We recall [5] that if the
characteristic polynomial of the digraph D is
detρI −A =
nX
k=0
an−kρ
k;
then we have
aj =
X
C∈0jD
−1γC;
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where 0jD is the set of the subdigraphs of D with exactly j vertices and
formed by vertex-disjoint cycles, and γC is the number of cycles in C.
Therefore we have
I
(
Dy −1; : : : ;−1yρ; 0; : : : ; 0 = X
λ⊕µ`n
iλµD−1h1 · · · −1hnρk1 0k2 · · · 0kn
=
nX
k=0
X
λ`n−k
iλ1kD−1h1+···+hnρk
=
nX
k=0
 X
C∈0n−kD
−1γC

ρk
=
nX
k=0
an−kρ
k
= detρI −A:
Similarly, if
per ρI +A =
nX
k=0
bn−kρ
k;
then bj = 0jD. Thus, proceeding as before, we obtain the fourth identity.
Finally, using (3), we have
per ρI −A = −1nper −ρI +A
= −1nI(Dy 1; : : : ; 1y −ρ; 0; : : : ; 0
= I(Dy −1; 1; : : : ; −1nyρ; 0; : : : ; 0:
Examples. (1) Let In be the digraph with n vertices and no edges.
Then
IIny xy y = yn1 : (7)
(2) Let Nn be the digraph with n vertices and a loop on each vertex.
Since Nn = I◦n, by Proposition (3) and identity (7), we have
INny xy y = x1 + y1n: (8)
(3) Let K◦n be the complete digraph of order n, that is, the digraph
such that V K◦n x= n and EK◦n x= n × n. Its indicator polynomial is
given by
IK◦ny xy y =
X
λ⊕µ`n
n!
zλz
′
µ
xλyµ; (9)
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where zλ x= 1h1 2h2 · · ·nhnh1!h2! · · ·hn! and z′µ x= k1!k2! · · ·kn!. The expo-
nential formal series of such polynomials is given byX
n≥0
IK◦ny x; y
un
n!
= exp
X
n≥1

xn
n
+ yn

un

: (10)
Indeed, a cycle-path cover of K◦n is equivalent to a partition pi of V K◦n in
which each block is endowed with a spanning cycle or a spanning path of
the subgraph of K◦n induced by the block itself. Since the subgraph of K
◦
n
induced by any k-subset of vertices is isomorphic to K◦k, then the weight
(with respect to the function Ind) of the set formed by the spanning cycles
and the spanning path of such a graph is given by the polynomial Ik x=
k− 1!xk + k!yk. Therefore
IK◦ny xy y =
X
k1;:::;kn≥0
1k1+···+nkn=n

n
1; : : : ; 1; : : : ; n; : : : ; n

I
k1
1
k1!
· · · I
kn
n
kn!
;
where there are ki i’s as lower indices in the multinomial coefcient. Ex-
panding every Ikii , it is straightforward to obtain (9). It is also straightfor-
ward to see that the exponential formal series of IK◦ny x; y is exactly (10).
Finally, notice that if yj = 0 for all j, then (10) reduces to the well known
exponential formal series for the numbers of permutations of given type [4].
3. THE GEOMETRIC COVER POLYNOMIAL
We now introduce a polynomial which classies the cycle-path covers of
a digraph D by the total number of cycles and paths, disregarding their
type. The geometric cover polynomial of a digraph D is dened by
CDyx; y x= X
i;j≥0
ci;jDxiyj; (11)
where ci;jD is the number of cycle-path covers of D with i cycles and j
paths.
Proposition 6. The geometric cover polynomial of a digraph D is given by
CDyx; y = IDyx; : : : ; xy y; : : : ; y: (12)
The geometric cover polynomial of a digraph is very similar to the cover
polynomial, introduced by Chung and Graham in [3],eCDyx; y = X
i; j≥0
ci; jDxiyj;
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where yj x= yy − 1 · · · y − j + 1 are the falling factorial polynomials (in
[3] notations are slightly different).
These two polynomials satisfy the same deletioncontraction recurrence
relation. To see this we need some more denitions. For any vertex v of D,
D \ v is the digraph obtained from D by removing the vertex v and every
edge incident with it. For any edge e of D, D \ e is the digraph obtained
from D by removing the edge e. Finally, if e is an edge of D going from
v1 to v2, then D/e is the digraph obtained from D by removing the edge e,
all the edges entering v1, and all the edges leaving v2, and by identifying v1
and v2 in a single vertex u.
For the geometric cover polynomial we have the following recurrence:
[loops] if e is a loop on the vertex v, then
CDyx; y = x CD \ vyx; y + CD \ eyx; y; (13)
[edges] if e is an edge but not a loop, then
CDyx; y = CD \ eyx; y + CD/eyx; y; (14)
with the initial condition:
[i.c.] if D has n vertices and no edges, then
CDyx; y = yn: (15)
The cover polynomial of Chung and Graham [3] satises the same recur-
rence relation but the initial condition is eCDyx; y = yn for any digraph
D with n vertices and no edges.
4. THE RECURRENCE RELATION FOR THE CYCLE-PATH
INDICATOR POLYNOMIAL
The geometric cover polynomial and the cover polynomial satisfy the
same recurrence because they are associated with the same combinatorial
objects, i.e., the cycle-path covers of a digraph. Therefore it is reasonable
to ask if there exists a similar recurrence even for the cycle-path indicator
polynomial. However, it seems hard to nd such a recurrence in the cate-
gory of digraphs, since in the contraction of an edge we lose the essential
information of the lengths of cycles and paths containing that edge.
To recover this information we have to change category. In contracting
an edge e we remove e (and possibly other edges) and identify its endpoints
in a single vertex. The central idea is to distinguish those vertices coming
from a contraction by giving them a weight. Two vertices will be identied
in a single vertex with a bigger weight where the total weight will be the
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number of edges contracted in it. In this way we are led to the concept of
weighted digraphs. We now formalize this idea.
A weighted digraph is a digraph D endowed with a function (or weight)
wx V D → N dened on the vertices of D. We write Dw for the weighted
digraph D;w.
We now extend the denition of the cycle-path indicator polynomial to a
weighted digraph Dw. Cycles, paths, and cycle-path covers of Dw are those
of D. We write BDw for the set of cycles and paths of Dw, and write
CDw for the set of cycle-path covers of Dw. The function Indx BDw →
Nx; y is dened in the following way: if β is a cycle or a path on k vertices
v1; : : : ; vk, then
Indβ x=

xp if β is a cycle
yp if β is a path,
where p x= wv1 + · · · +wvk + k. We extend the function Ind to CDw
by setting
IndC x= Y
β∈C
Indβ:
The cycle-path indicator polynomial of Dw is the weight of CDw with
respect to the function Ind; that is
IndDwy xy y x=
X
C∈CDw
IndC =X
λ;µ
iλµDw xλyµ: (16)
Let us introduce some other denitions. For any vertex v of Dw, Dw \ v
is the weighted digraph D \ v;w′ where the weight w′ is the restriction of
w to the new set of vertices. For any edge e of Dw, Dw \ e is the weighted
digraph D \ e;w. Finally, if v1 and v2 are the endpoints of an edge e
of Dw, then Dw/e is the weighted digraph D/e;w∗ where the weight w∗
is dened by
w∗v x=

wv if v 6= u
wv1 +wv2 + 1 if v = u,
where u is the vertex in which v1 and v2 are identied.
We can now state and prove our main result.
Theorem 1. The cycle-path indicator polynomial of a weighted digraph
Dw is determined by the recurrence relation:
[loops] if e is a loop on the vertex v, then
IDwy xy y = xwv+1IDw \ vy xy y + IDw \ ey xy y; (17)
[edges] if e is an edge but not a loop, then
IDwy xy y = IDw \ ey xy y + IDw/ey xy y; (18)
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with the initial condition:
[i.c.] if Dw has no edges, then
IDwy xy y =
Y
v∈V D
ywv+1 : (19)
Proof. If e is a loop on the vertex v, then we have the bijection
CDw ' v; ey vVwv × CDw \ v + CDw \ e
according to the fact that the loop is either a block of a cycle-path cover of
Dw or not.
On the other hand, if e is an edge but not a loop, then we have the
bijection
CDw ' CDw \ e + CDw/e
according to the fact that either e is an edge of a block in a cycle-path cover
of Dw or not.
Finally, if Dw has no edges, then it has the unique cover in which each
block is a path of length zero.
Hence, considering cardinalities, we obtain the stated recurrence.
In order to obtain the cycle-path indicator polynomial of a digraph we
can think of it as the weighted digraph with zero weight everywhere and
then apply the above recurrence.
There follows an example, where the digraphs stand for their cycle-path
indicator polynomials:
r r
r
-A
A
AK


= r r
r
A
A
AK


+
1
= r r
r
A
A
AK + r
r
?
1
+ r
r
?1
+ 2
= y1• • +•1 + 2• •1 +•2 + x3 + •2
= y1y21 + y2 + 2y1y2 + y3 + x3 + y3
= x3 + y31 + 3y1y2 + 3y3.
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5. THE CYCLE COVER POLYNOMIAL AND THE PATH COVER
POLYNOMIAL
We now introduce two polynomials which are a specialization of the ge-
ometric cover polynomial. A cycle cover of a digraph is a cycle-path cover
without paths, while a path cover is a cycle-path cover without cycles.
The cycle cover polynomial of a digraph D is the polynomial
SDy t x=
nX
k=0
skDtk; (20)
where skD is the number of the cycle cover of D with k cycles. This
polynomial is a special case of the circuit polynomial introduced in [6]. (See
[7, 8] for applications to determinants and permanents.)
The path cover polynomial of a digraph D is the polynomial
LDy t x=
nX
k=0
lkDtk; (21)
where lkD is the number of the path covers of D with k paths. This
polynomial is a special case of the partition polynomial studied by Wagner
in [13] and has itself already been studied there for simple digraphs.
We call skD and lkD the Stirling numbers and the Lah numbers of the
digraph D, respectively. These names are justied by the fact that when D
is the complete digraph K◦n then skK◦n and lkK◦n are the usual (signless)
Stirling numbers of the rst kind and the usual (signless) Lah numbers,
respectively. In particular SK◦ny t = tn, where tn x= tt + 1 · · · t + n− 1
are the rising factorial polynomials, and
LK◦ny t =
nX
k=0

n− 1
k− 1

n!
k!
tk:
Notice that LK◦ny −t are the Laguerre polynomials [10].
Proposition 7. The cycle cover and path cover polynomials of a digraph
D can be obtained by the cover polynomial and by the indicator polynomial
by the identities:
SDy t = CDy t; 0 = IDy t; : : : ; ty 0; : : : ; 0 ; (22)
LDy t = CDy 0; t = IDy 0; : : : ; 0y t; : : : ; t : (23)
The cycle cover polynomial of a digraph is the product of the cycle cover
polynomials of its strongly connected components, and the path cover poly-
nomial of a digraph is the path cover polynomial of the digraph with its
loops removed. Moreover, if D is acyclic, then CDy t; t = LDy t.
We recall that an articulation point is a vertex whose removal increases
the number of connected components.
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Proposition 8. Let D1+v D2 be the digraph in which the subgraphs D1
and D2 are articulated in v. Then
S

D1+
v
D2y t

= SD1 \ vy tSD2y t + SD1y tSD2 \ vy t : (24)
Proof. In any cycle cover of D1+v D2, the vertex v belongs either to a
cycle of D1 or to a cycle of D2. In the rst case we have the cycle covers
of D1 + D2 \ v, while in the second case we have the cycle covers of
D1 \ v +D2.
Proposition 9. Let D be a digraph made of two digraphs D1 and D2
joined only by the switch σ = v1; v2; v2; v1, where v1 is a vertex of D1
and v2 is a vertex of D2; then
SDy t = SD1y tSD2y t + tSD1 \ v1y tSD2 \ v2y t : (25)
Proof. The cycle covers of D containing the switch σ are in a bijective
correspondence with the cycle covers of D1 \ v1 + D2 \ v2. On the other
hand, the cycle covers of D not containing the switch σ are in a bijective
correspondence with the cycle covers of D1 +D2.
Let P;≤ be a poset, and let IncP be the incomparability graph of
P , where the vertices are the elements of P and two vertices v and w are
adjacent when they are incomparable (v 6≤ w and w 6≤ v). Let D≤ be the
digraph associated to the relation ≤, that is, the digraph such that V D≤ =
P and ED≤ = x; y ∈ P × P x x ≤ y, and let D′≤ be the digraph
obtained from D≤ by removing every loop. Clearly D′≤ is a transitive acyclic
digraph without multiple edges. A path in D′≤ is equivalent to a chain in
P and to an independent subset of IncP (that is, a subset in which no
two vertices are adjacent). Therefore a path cover in D′≤ is equivalent to a
decomposition of P into chains and to a partition into independent blocks
of IncP. It follows that
σ
(
IncPy t = LD′≤y t;
where σIncPy t is the σ-polynomial of IncP [1]. We recall that the
σ-polynomial of a graph G is dened by
σGy t =
nX
k=0
pkGtk;
where pkG is the number of partitions of V G in k independent blocks.
As an example let us consider a chain Cn−1 = n with n elements. Then
IncCn−1 is In and D′≤ is the transitive tournament Tn, that is, the digraph
such that V Tn x= n and ETn x= i; j ∈ n × n x i < j. So we have
σIny t = LTny t = Snt x=
nX
k=0

n
k

xk;
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where the Snt are the exponential polynomials [10]. Thus the Lah num-
bers lkTn of a transitive tournament are the usual Stirling numbers of the
second kind

n
k
}
[9].
As a further example, let us consider the poset Pn = x0; x1; : : : ; xn
where x0 ≤ xi for i = 1; : : : ; n are the unique nontrivial relations. Then
IncPn = K1 +Kn and D′≤ is the tree in which x0 is a source. Therefore
σIncPny t = LD′≤y t = tn+1 + ntn = tnt + n:
Now let Qn be the sum of n− 1 copies of Pn. Then
σIncQny t = tn
2−n−1Anty −1;
where the Anty −1 = tt + nn−1 are Abel polynomials [10].
6. CHROMATIC ARRANGEMENTS OF NON-ATTACKING ROOKS
An n-board B is a subset of n × n and can be represented by an n× n
matrix MB = bi;j where bi;j = 1 if i; j ∈ B and bi;j = 0 if i; j 6∈ B. Let
DB be the digraph having MB as its adjacency matrix.
An arrangement of k non-attacking rooks on B is a subset of B, whose
elements are thought of as chess rooks, in which there are no two rooks
on the same line (row or column). Such an arrangement corresponds to
a cycle-path cover of DB with k edges. More precisely, a rook on the cell
i; j of the board B corresponds to the edge from the vertex i to the vertex
j of DB.
A principal sub-board of order k of B is the subset of B obtained by the
intersection of k rows and k columns with the same index. For instance, if
we consider the board
then the set 2; 2; 2; 4; 4; 2; 4; 4 is a principal sub-board but for
the set 2; 1; 2; 2; 3; 1; 3; 2 it is not the case.
Now suppose having rooks of h different colors. A chromatic arrangement
of k non-attacking rooks on B is an arrangement of k non-attacking colored
rooks for which there exist disjoint principal sub-boards of B such that every
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principal sub-board contains only rooks of the same color. Of the following
two examples (where the R’s and the S’s are rooks of different color)
R
S
R
R
S
R
only the rst is a chromatic arrangement of non-attacking rooks (even
though the second is a non-attacking arrangement of rooks disregarding
colors).
The generalized rook polynomial of a board B is the polynomial
RBy t x=X
λ
rλBtλ; (26)
where λ = 1i1 2i2 · · ·hih is a partition and rλB is the number of chromatic
arrangements of non-attacking rooks on the board B with ij rooks of the
jth color (1 ≤ j ≤ h). For h = 1 we have the usual [11] rook polynomial
of B:
RBy t x= X
k≥0
rkBtk:
Since chromatic arrangements of non-attacking rooks depend only on
the number of colors involved, but not on their labels, the generalized rook
polynomial (26) is symmetric.
Theorem 2. The generalized rook polynomial of a board B can be ob-
tained by the cycle-path indicator polynomial of the digraph DB by the identity
RBy t = I(DByp1; p2; : : : ; pnyp0; p1; : : : ; pn−1; (27)
where pkt1; : : : ; th x= tk1 + tk2 + · · · + tkh if k ≥ 1 and p0t1; : : : ; th x= 1
are the power sum symmetric functions.
Proof. A chromatic arrangement of rooks on B is equivalent to a cycle-
path cover C of DB in which to each block of C with at least one edge is
assigned one of the available colors. A cycle on k vertices, that is, of length
k, gives a contribution of k rooks, while a path on k vertices, that is, of
length k− 1, gives a contribution of k− 1 rooks.
Therefore the generalized rook polynomial RBy t1; t2; : : : ; th is the
weight of CDB with respect to the function w dened by
wβ =
(
tk1 + · · · + tkh if β is a cycle on k vertices
tk−11 + · · · + tk−1h if β is a path on k vertices
if k ≥ 1 and by wβ = 1 if β is a path on 0 vertices. Since w is a
uniform weight on BDB dened by the vectors c = p1; : : : ; pn and
p = p0; : : : ; pn−1, then from Lemma 1 (27) follows.
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From Theorem 2 we can write the generalized rook polynomial in terms
of the power sum symmetric functions pk,
RBy t =X
λ
cλpλ ; (28)
where pλ = pi11 · · ·pinn and the coefcient cλ is the number of the cycle-path
cover of DB with ij blocks of length j, for j = 1; 2; : : : ; n.
When h = 1 we have
RBy t = I(DBy t; t2; : : : ; tny 1; t; : : : ; tn−1;
that is, using the homogeneity property (3) of the cycle-path indicator poly-
nomial and the denition of the geometric cover polynomial,
RBy t = tnC

DBy 1;
1
t

: (29)
7. CONCLUDING REMARKS
In Proposition 1 we have seen that the digraphs D and D∗ have the same
cycle-path indicator polynomial. In general these digraphs are not isomor-
phic, as it happens for the two digraphs -r r r and  -r r r . So,
non-isomorphic digraphs can have the same cycle-path indicator polyno-
mial. However, D and D∗ are anti-isomorphic. Hence two natural questions
arise: are there any non-isomorphic and non-anti-isomorphic digraphs with
the same cycle-path indicator polynomial? How can the digraphs having the
same cycle-path indicator polynomial be characterized?
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