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Resumen
El presente proyecto investigativo disciplinar consiste en el análisis de cómo la evolución
de la inteligencia artificial de 2008 al 2018, crea la necesidad de contar con un marco regulatorio
internacional, debido a que la tecnología avanza más rápido que las instituciones y los gobiernos
en temas de regulaciones nacionales e internacionales. Por esto, se pretende investigar cómo los
nuevos hallazgos y aplicaciones sobre la inteligencia artificial, aumenta la necesidad de consolidar
las diferentes regulaciones nacionales con el fin de crear un marco regulatorio internacional, hasta
ahora inexistente. Para lograr lo anteriormente descrito, se empleó una metodología cualitativa,
donde la primera fase es la realización de una línea del tiempo con el objetivo de resaltar los
avances y desarrollos más importantes en inteligencia artificial en la última década; la segunda fase
consta de la identificación de planes nacionales sobre inteligencia artificial en África, Asia
Pacifico, Oceanía, Europa del Este, América Latina, Norteamérica y Europa Oriental; por último,
se hará un análisis comparativo entre las leyes de los regiones anteriormente mencionadas, para
contrastar qué tipo de parámetros y regulaciones nacionales existen en torno a la inteligencia
artificial.
Palabras claves: Inteligencia artificial, regulaciones, planes nacionales y tecnología.
Abstract
This disciplinary research project consists of the analysis of how the evolution of artificial
intelligence from 2008 to 2018 creates the need for an international regulatory framework, since
technology advances faster than institutions and governments on issues of national and
international regulations. For this reason, the aim is to investigate how the new findings and
applications on artificial intelligence increase the need to consolidate the different national
regulations in order to create an international regulatory framework, hitherto non-existent. To
achieve the aforementioned, a qualitative methodology was used, where the first phase is the
realization of a timeline with the aim of highlighting the most important advances and
developments in artificial intelligence in the last decade; the second phase consists of the
identification of national plans on artificial intelligence in Africa, Asia Pacific, Oceania, Eastern
Europe, Latin America, North America and Eastern Europe; Finally, a comparative analysis will
be made between the laws of the aforementioned regions, to contrast what kind of national
parameters and regulations exist around artificial intelligence.
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Keywords: artificial intelligence, regulations, national plans and technology.

1. Preliminares
1.1.Introducción
La inteligencia artificial es un campo o rama de las ciencias informáticas que indaga y
desarrolla sistemas capaces de realizar tareas inteligentes (Mantilla, 2018). Esta tecnología se
puede definir como “aquella que se manifiesta en la creación de sistemas que tengan como finalidad
imitar los mismos procedimientos que naturalmente hace el cerebro humano” (Valencia, 2017, p.
1). Estas tareas se pueden catalogar en tres grupos: los sentidos, el razonamiento y la acción. En
los sentidos, la maquina tendrá la capacidad de reconocer imágenes, rostros, voces y sonidos
presentes en su alrededor para comprender y analizar su entorno; en la campo del razonamiento, se
espera que tenga una comunicación asertiva a través del procesamiento del lenguaje natural, la
representación de conocimiento, el análisis de información y el aprendizaje continuo a través de
plataformas de internet o Big Data; por último, en el campo de la acción, se espera que tome
decisiones y acciones de manera autónoma a partir de situaciones del mundo real, aplicando
programas como lo son los sistemas expertos y los motores de inferencia (Mantilla, 2018).

Los sistemas de inteligencia artificial no son más temas de ciencia ficción, sino que esta
tecnología está cada vez más arraigada en nuestra vida cotidiana, brindándonos herramientas de
voz, búsqueda de información y demás aplicaciones. Es durante el 2008 hasta el 2018 cuando los
“sistemas software logran igualar o exceder el desempeño de humanos para determinadas tareas”
(Mantilla, 2019, p. 7). Esto ha provocado que, durante los últimos diez años, muchos gobiernos se
preocupen por desarrollar e investigar esta tecnología, y se espera que para el 2030 la inteligencia
artificial sume a la economía global cerca de $15 billones de dólares (Oxford Insights, 2019). El
hecho del problema empieza cuando el progreso, el desarrollo y el financiamiento de la inteligencia
artificial es más grande que los avances en regulación nacional e internacional sobre la inteligencia
artificial, debido a que “la implementación de IA no está regulada de manera generalizada en el
mundo esto hace que se den problemas laborales, de seguridad, de responsabilidad que harán que
se evidencie más el vacío jurídico” (Valencia, 2017, p.19). Y que los actores como los gobiernos y
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empresas no permitan generar un diálogo público-privado para la implementación de la misma.
Por lo tanto, es oportuno poder desarrollar una visión global en cuanto a un marco normativo
internacional de la inteligencia artificial identificando su naturaleza jurídica y que responda al
rápido desarrollo de la misma.
Es por esta razón que dentro del trabajo de investigación se pretenderá responder a la pregunta
¿Cómo la evolución de la inteligencia artificial de 2008 al 2018 crea la necesidad de establecer un
marco regulatorio internacional?, debido a que a medida que se realizan nuevos hallazgos y
aplicaciones sobre la inteligencia artificial, aumenta la necesidad de consolidar las diferentes
regulaciones nacionales con el fin de crear un marco regulatorio internacional, hasta ahora
inexistente. Debido al creciente progreso de la inteligencia artificial, las instituciones
internacionales y los estados deben adaptarse al rápido cambio y al avance de la misma, pero en
cambio este se ha generado de forma lenta, individual, y no ha sido de carácter global; un ejemplo
de un marco nacional es “The New Generation of Artificial Intelligence Development Plan”
promovido por el gobierno Chino, en el cual sus objetivos son “desarrollar leyes, reglamentos y
normas éticas que promuevan el desarrollo de la Inteligencia Artificial” (State Council, 2017).
Aunque los esfuerzos por los países han sido grandes como es el caso chino, las organizaciones
internacionales como la Organización de Naciones Unidas (ONU) y el Foro Económico Mundial
(FEM) solo se han preocupado en el uso y beneficio de la inteligencia artificial en aspectos
económicos y productivos, esto provoca que no se genere un debate o un interés en regular estas
tecnologías emergentes y su posible impacto en la sociedad.
1.2.Objetivos
1.2.1. Objetivo General
Estudiar la necesidad de desarrollar una normativa global respecto a la inteligencia
artificial a partir de los avances en su desarrollo.
1.2.2. Objetivos específicos
-

Revisar cuales han sido los avances de inteligencia artificial a lo largo de los últimos 10
años.

-

Identificar principales planes nacionales sobre inteligencia artificial que han influido en el
desarrollo de esta en el ámbito internacional.
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-

Comparar cuál ha sido el papel de los gobiernos en temas de regulación de inteligencia
artificial.
2. Metodología
Esta investigación presenta una metodología cualitativa, en donde se describieron

conceptos, planes nacionales y regulaciones sobre inteligencia artificial desde el 2008 hasta el
2018. De forma adicional se implementó una estrategia de análisis documental basado en artículos
académicos, índices, informes y leyes expedidas por los países analizados dentro de esta
investigación, con el fin de lograr analizar el comportamiento de los Estados en temas de
regulación, desarrollo e investigación de inteligencia artificial, y como ha sido el desempeño de
dichos países en temas regulatorios en los últimos 10 años.
En la primera fase de investigación, se realizó una explicación de conceptos sobre que se
puede considerar inteligencia artificial y cuáles son sus áreas de desarrollo, adicional se realizó una
línea del tiempo, con el objetivo de identificar y resaltar los avances y desarrollos más importantes
de la inteligencia artificial en la última década (2008 – 2018), este rastreo bibliográfico se realizó
en bases de datos como Jstor, EBSCO, ScienceDirect, entre otros. En la segunda fase, se efectuó
una identificación de los planes nacionales relacionados con la implementación y desarrollo de la
inteligencia artificial en África, Asia Pacifico, Oceanía, Europa del Este, América Latina, Norte
América y Europa Oriental y se investigaron en bases de datos, páginas oficiales y la utilización
del Government Artificial Intelligence Readiness Index del 2019 realizada por Oxford Insights.
Por último, desarrollamos un análisis comparativo entre continentes por medio de una evaluación
a regulaciones en diferentes áreas de la inteligencia artificial: protección de datos, parámetros
éticos, robots autónomos, transporte autónomo, sistemas de inteligencia artificial y sistemas de
armas autónomas letales, con el objetivo de observar cual ha sido el avance en regulaciones
nacionales con fin de evidenciar si el aumento tecnológico de la inteligencia artificial incita la
creación de un marco regulatorio nacional o internacional.
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3. CAPÍTULO I
AVANCES DE LA INTELIGENCIA ARTIFICIAL A LO LARGO DE LOS ÚLTIMOS 10
AÑOS (2008-2018)

3.1. Concepto de inteligencia artificial
La inteligencia artificial es una rama de la ingeniería, la cual se encarga del estudio y la
interacción de elementos artificiales o que contengan comportamiento inteligente y autónomo,
capaz de crear soluciones a situaciones, o a problemas de la cotidianidad. Dentro de las
investigaciones sobre esta rama, encontramos que se puede definir como una inteligencia que
contiene “cientefactos o artefactos científicos construidos por humanos o sea que dice que un
sistema artificial posee inteligencia cuando es capaz de llevar a cabo tareas que, si fuesen realizadas
por un humano, se diría de este que es inteligente” (Romero, Dafonte, Gómez y Penousal, 2007,
p.7). Del mismo modo, Persson (1964) define inteligencia artificial como el diseño de máquinas
cuyo comportamiento en la solución de problemas es etiquetado como inteligente, observado desde
la actividad humana.
Asimismo, podemos encontrar otras definiciones como la utilizada por Michael Haenlein y
Andreas Kaplan (2019) quienes describen la inteligencia artificial como “la capacidad de un
sistema para interpretar datos externos correctamente, aprender de tales datos y usar esos
aprendizajes para lograr objetivos específicos y tareas a través de la adaptación flexible” (p.5). En
cambio, la imitación de los procedimientos que realiza el cerebro humano en sistemas y máquinas
son características recurrentes en la definición de esta inteligencia (Valencia, 2017). Así como, La
definición de la inteligencia artificial a lo largo de los años no ha tenido grandes cambios debido a
que esta tecnología tiene siempre dos objetivos fundamentales; el primero, hacer herramientas más
eficientes para el uso humano, y, el segundo, entender la inteligencia y los procesos neurológicos
realizados por el humano (Gevarter, 1984).
De lo anterior podemos denotar que la inteligencia artificial se basa en la solución de
problemas y la realización de tareas y funciones humanas a través de “deep learning” o aprendizaje,
como resultado del análisis de una gran cantidad de datos (Barton, Woetzel, Seong y Tian, 2017).
A pesar de que no hay una discusión en el ámbito académico sobre la definición del concepto de
inteligencia artificial, si es posible observar una discusión en torno a las aplicaciones de esta
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inteligencia a lo largo de su investigación y desarrollo; temas que serán abordados al largo de este
capítulo.
3.2.Áreas de desarrollo de la inteligencia artificial
La inteligencia artificial tiene varias áreas de desarrollo las cuales, van a depender de la
especialidad de la máquina o el programa a utilizar, estas áreas además sirven para profundizar en
ciertos campos de inteligencia. Estas áreas son; Reconocimiento de patrones, robótica, redes
neuronales, representación de conocimiento, sistemas expertos búsqueda de soluciones, algoritmos
genéticos y procesamiento del lenguaje natural. (Figura 1):
Figura 1. Áreas de desarrollo de la inteligencia artificial

Elaboración propia basada en Universidad Autónoma de México (2011).

3.2.1. Robótica
Dentro de los desarrollos tecnológicos y en especial en la inteligencia artificial se encuentra
el uso de la robótica para la creación de máquinas que posean movimiento y sean autónomas. El
objetivo de los robots inteligentes es “recibir y emitir comunicación, comprender lo que pasa en el
entorno, formular y ejecutar planes, así como poder motorizar sus operaciones” (Universidad
Autónoma de México, 2011, p.128). Asimismo, el uso de la robótica en la inteligencia artificial
está enfocada al entendimiento de los procesos de percepción, decisión, acción e integración de la
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información dentro de los procesos naturales; como resultado se ha enfocado en el desarrollo de
máquinas que se asimilan al comportamiento de humanos y animales, especialmente de insectos
que poseen características del comportamiento natural animal (Gershenson, 2010).
Un ejemplo de este tipo de robot, es el desarrollo de una cucaracha robótica en el Proyecto
de Insectos Artificiales (The Artificial Insect Project), esta máquina pudo asimilar las
características de movimiento y de comportamiento basados en la cucaracha americana y su
sistema nervioso; lo cual ayudó a comprender el comportamiento de animales respecto al estudio
entre la relación de la inteligencia artificial y la neurología (Beer, Chiel y Sterling, 1990).
3.2.2. Redes Neuronales
Como se mencionó anteriormente uno de los objetivos de la inteligencia artificial es
comprender los procesos mentales y cómo el ser humano es capaz de pensar y aprender. Es así
como una de las áreas de desarrollo de la inteligencia artificial se orienta por medio de los adelantos
en las redes neuronales artificiales; según Delgado (1999) “Una red neuronal artificial es un modelo
matemático simplificado de una red neuronal biológica, la red artificial se puede simular con un
programa de computador o un circuito electrónico” (p.32). Por su lado, Hilera y Martínez (1995)
citados por Palmer y Montaño (1999) definen las redes neuronales como “sistemas de
procesamiento de la información cuya estructura y funcionamiento están inspirados en las redes
neuronales biológicas” (p.244).
Estos sistemas a su vez están compuestos por un número de neuronas que se encuentran
conectadas entre sí, en donde al igual que las redes biológicas, la información es transportada por
medio de enlaces de comunicación; lo cual, permite resolver problemas tales como, la toma de
decisiones y el reconocimiento de patrones como imágenes, lenguaje y escritura. De igual modo,
estas redes son sistemas adaptativos los cuales aprenden de la información que se les ha
suministrado por medio de cambios en las conexiones entre las neuronas, lo cual permite llevar a
cabo tareas mediante un entrenamiento (Palmer y Montaño, 1999).
3.2.3. Sistemas expertos
Los sistemas expertos son programas que permiten la entrada de información para que este
lo pueda procesar y pueda solucionar problemas que requieran el conocimiento de expertos
humanos.
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La idea básica detrás de un sistema experto (SE), una tecnología de inteligencia
artificial aplicada, es simple. La experiencia se transfiere del experto a una computadora.
Este conocimiento se almacena en la computadora, y los usuarios ejecutan la computadora
para obtener consejos específicos según sea necesario. El SE pide hechos y puede hacer
inferencias y llegar a una conclusión específica. Luego, como un consultor humano,
aconseja a los no expertos y explica, si es necesario, la lógica detrás del consejo (Aronson,
Liang y Turban, 2007, p.24).
Este proceso se hace posible con dos componentes de los sistemas expertos: el ambiente de
desarrollo (permite ingresar el conocimiento en la base del conocimiento) y el ambiente de consulta
(utilizado por los usuarios para obtener el conocimiento). Del mismo modo, para que el sistema
experto sea competente es necesario establecer una base de conocimientos identificando la
información necesaria dependiente del tema que se requiera. Es necesario codificar eficientemente
dicha información para que su manipulación sea efectiva (Badaró, Ibañez y Agüero, 2013).
3.2.4. Algoritmos genéticos
Los algoritmos genéticos pueden ser definidos como “algoritmos de optimización
inspirados por la teoría de la evolución de Darwin” (Delgado, 1999, p.32). Estos también son
definidos “como un procedimiento de búsqueda y optimización, basado en mecanismos genéticos
de selección natural de los seres vivos” (Universidad Autónoma de México, 2011, p.131). El
proceso de optimización mencionado anteriormente se realiza con una población de cromosomas
o posibles soluciones (conjunto de bids), las cuales pasan por una fase de evaluación en donde las
más débiles son eliminadas o descartadas.
Posteriormente, los cromosomas restantes pasan a una fase de cruce y mutación; donde la
primera se basa en el corte y combinación de los datos, mientras que la segunda se basa en cambiar
un bid antes o después de su combinación. Por último, estas nuevas soluciones son evaluadas
nuevamente para seguir con el proceso un número n de iteraciones. Estas iteraciones pueden
terminar por las siguientes razones: encontrar una solución satisfactoria, alcanzar el número fijado
de iteraciones, cuando se rompe el algoritmo, así como cuando se detiene este de forma manual.
Finalmente, este proceso permite evaluar un gran número de soluciones a un problema, escogiendo
la más apta para solucionar dicho problema (Goldberg, 1989).

14

3.2.5. Búsqueda de soluciones
La búsqueda de soluciones es “tener la capacidad de hacer un escaneo del trabajo para decir
donde hay errores, solucionarlos, volver a escanear haciendo un seguimiento si el error se corrigió
o no, [...] de lo contrario buscar más soluciones hasta que resuelva los problemas” (Serna, Acevedo
y Serna, 2017). Esta búsqueda es realizada para tener un acceso más rápido a la solución de previos
errores y agregar nuevas soluciones a errores futuros mediante informes periódicos, pero también
se puede decir que la búsqueda de soluciones “tiene por objetivo central encontrar los mecanismos
de deducción, buscar soluciones que proporcionen la resolución de un problema cuando no se tiene
un método directo” (Universidad Autónoma de México, 2011).
3.2.6. Representación de conocimiento
Una de las características de la inteligencia artificial es la gran obtención de información,
hechos, experiencias y conocimientos de los cuales las máquinas, computadoras y programas de
software pueden aprender. Sin embargo, para que dicha interacción sea posible se necesita de
desarrollos de sistemas basados en conocimientos (SBC). Este sistema hace parte de algo aún más
grande, es la representación de conocimientos. Esto quiere decir que una “vez el conocimiento ha
sido representado adecuadamente puede utilizarse en un sistema inteligente que con el empleo de
herramientas de análisis, tratamiento y manipulación automática tiene la capacidad de inducir o
deducir nuevos conocimientos” (Mora, Granada y Castañeda, 2005, p. 4).
Sin embargo, la representación de conocimiento se divide en dos grandes grupos: el
conocimiento teórico y el conocimiento empírico. El conocimiento teórico es aquella información
que es basada en una teoría con un problema planteado en específico y lo que desarrolla es un
análisis de conocimientos básico; en cambio, el conocimiento empírico es aquella información que
se deriva de las experiencias y se recopila mediante la observación sobre un tema en específico
(Mora, Granada y Castañeda, 2005).
3.2.7. Reconocimiento de patrones
El reconocimiento de patrones hace parte de las características de la Inteligencia artificial
que permite “formalizar y automatizar los procesos de interpretación del mundo real a través de
distinguir unas cosas de otras, relacionar cosas semejantes, formar grupos de cosas, describir
objetos, tomar y explicar decisiones, es decir crear algoritmos capaces de generalizar
comportamientos y reconocer objetos” Carrasco (2011) citado por Barrera (2016, p. 33). Para que
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se lleve a cabo estas tareas se necesitan de una serie de características importantes durante este
proceso las cuales son:
Figura 2. Características del reconocimiento de patrones
Discriminación
Identificación

Fiabilidad

Independencia
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diferentes objetos en de una imagen de deben
la
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llevar a errores.

entre sí.

de

Se

sí es decir que tengan establecer
una alta correlación.

compromiso

a
debe
un
entre

cantidad y eficiencia
de las características
Carrasco (2011) citado por Barrera (2016, p. 34)

El reconocimiento de patrones tiene un campo de acción muy amplio y esto se puede ver
aplicado en la predicción del clima o condiciones meteorológicas, el reconocimiento de huellas
dactilares, reconocimiento facial y reconocimiento de voz. Duda, Hart y Stork (2012) citado por
Ramos (2016). Sin embargo, existen otros tipos de aplicaciones, como identificar la forma de
caminar de las personas, predicciones de terremotos, reconocimiento de emociones, números,
letras, figuras, análisis de imágenes médicas, reconocimiento de placas para el control de tráfico o
de vehículos robados y automatización de tareas Carrasco (2011) citado por Barrera (2016).
3.2.8. Procesamiento del lenguaje natural
El procesamiento del lenguaje natural es un proceso vital dentro del desarrollo de la
inteligencia artificial y se puede definir como “el conjunto de instrucciones que una computadora
recibe en un lenguaje de programación dado (formal), que le permitirán comunicarse con un
humano en su propio lenguaje, (inglés, francés, español, etc.)” (Instituto Tecnológico de Nuevo
Laredo, 2012, p.2). Esto quiere decir, que el software, programa o robot inteligente, mediante
instrucciones formuladas en un programa de programación, decodifica dichos esquemas y permite
expresar la información en diferentes idiomas. Sus principales aplicaciones son las siguientes:
“corrección de textos, traducción automática, recuperación de información, extracción de
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información y resúmenes, búsqueda de documentos, sistemas integrales para educación y el
entretenimiento” (Instituto Tecnológico de Nuevo Laredo, 2012, p. 2).
3.3. Principales hitos históricos de la inteligencia artificial y sus desarrollos
Aunque es difícil establecer un comienzo de la inteligencia artificial, se puede remontar a
1942 con el escritor de ciencia ficción Isaac Asimov quien publica por primera vez una novela
inspirada en temas relacionados con la tecnología. Este autor relata la historia de un robot autónomo
de los ingenieros Gregory Powell and Mike Donavan, quienes elaboran tres (3) principales leyes
de la robótica (Haenlein y Kaplan, 2019). Pero, el desarrollo de la inteligencia artificial tiene sus
inicios con el matemático Alan Turing en 1950 cuando escribió el artículo “Computing Machinery
and Intelligence” y da inicio al debate, y el desarrollo de la inteligencia artificial partiendo de la
pregunta ¿Pueden las máquinas pensar? A través de sus experimentos y comprobaciones
matemáticas, Turing pretendió reconocer el comportamiento inteligente llamado Juego de
Imitación (Amador, 1996). En ese mismo artículo se propuso lo que se conoce como la prueba de
Turing, la cual ha ayudado a determinar si una máquina es inteligente, presentando las capacidades
presentes en el siguiente
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Figura 3. Explicación Prueba de Turing

Elaboración propia basada en García (2016).

Entre los años 1950 y 1960 se empezaron a crear grandes centros de pensamiento en países
como Estados Unidos, Reino Unido y Francia; posteriormente le siguieron Alemania, Japón,
Canadá y Australia (Amador, 1996). Las universidades que hicieron parte de este nuevo desarrollo
tecnológico fueron principalmente estadounidenses como el Instituto tecnológico de Massachusetts
(MIT), la Universidad de Carnegie-Mellon, la Universidad de Stanford, el Instituto de
Investigación de Stanford, la Universidad de Illinois, la Universidad de California, la Universidad
de Palo Alto, entre otros (Amador, 1996). No obstante, para esta misma época las empresas
comenzaron a tener interés sobre el desarrollo de esta tecnología. Por eso, compañías como Digital
Equipment Corporation (DEC), Xerox, Artificial intelligence Corporation, BBN (Bolt, Beranek y
Newman), Carnegie Group ING, Advanced Information and Decision Making, entre otras,
sirvieron de inspiración para empezar a desarrollar la inteligencia artificial en un ámbito comercial
y no académico (Amador, 1996).
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Gran Bretaña también presentó grandes avances en inteligencia artificial destacándose la
Universidad de Edimburgo (Escocia), la Universidad de Sussex, el Imperial College de Londres y
la Universidad de Nottingham; y sus principales referentes empresariales fueron ISIS (Intel System
Implementation Supervisor) System Ltd, System Designers y Helix Expert Systems Ltd. En
Francia jugaron papeles importantes la Universidad de Marsella, Universidad de las Ciencias y la
Técnica del Languedoc, Universidad Paul Sabatier, la Universidad de París y el Instituto Nacional
de Investigación de Informática y Automática (INRIA), y sus principales referentes empresariales
fueron ACT Informatique, la Sociedad CRIL y Formatique. En Alemania, las universidades que
tuvieron participación en el avance de este tipo de programas fueron la Universidad de Karlsruhe,
la Universidad de Stuttgart y la Universidad de Hamburgo y sus principales referentes
empresariales fueron Siemens y la multinacional Software AG (Amador, 1996).
Desde 1950 hasta 2018 se han presentado varios avances importantes en el desarrollo de la
inteligencia artificial, es por esto que se presenta una línea del tiempo con los hitos más importantes
de su avance y su desarrollo (gráfico 2), para más detalle sobre los principales desarrollos de la
inteligencia artificial lo puede ver en el Anexo 1.
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Figura 4. Principales desarrollos de inteligencia artificial

Elaboración propia basada en Universidad Autónoma de México (2011).
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Aunque los hitos y los desarrollos de la inteligencia artificial son bastantes, su evolución a
través de los años ha sido progresiva y entre 2008 y 2018 se ha presentado un avance significativo.
Su mayor progreso fue 2008 cuando la empresa Google lanza por primera vez el programa de
reconocimiento de voz para la empresa Apple, en este se usan todas las áreas de aplicación de la
inteligencia artificial. Para el 2011, se crea la supercomputadora de IBM llamada Watson, la cual
utiliza maching lerning y procesamiento de lenguaje, con el fin de realizar conclusiones basadas
en datos (Forbes, 2016). Además, Watson es capaz de analizar y evaluar información con el fin de
presentar posibles respuestas en el juego de Jeopardy. Para el 2015, se lanza por primera vez la
cyborg Sophia creada por la empresa China Hanson Robotics, la cual es capaz de mantener
conversaciones, además, de ser “la primera ciudadana robot del mundo y la primera embajadora de
innovación de robots para el Programa de Desarrollo de las Naciones Unidas” (Hanson Robotics,
2020). Es con estos desarrollos que la inteligencia artificial pasa de ser algo observado en películas
de ficción, a ser utilizado en herramientas de la cotidianidad como por ejemplo Google, Netflix, y
otras empresas y plataformas que brindan a sus clientes servicios con esta tecnología.
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4. CAPITULO II
PLANES NACIONALES QUE HAN INFLUIDO EN EL DESARROLLO DE LA
INTELIGENCIA ARTIFICIAL EN EL ÁMBITO INTERNACIONAL

El desarrollo de la inteligencia artificial y su implementación en herramientas como
teléfonos móviles, ha llevado a los países a crear estrategias nacionales para que estos desarrollen
e implementen esta tecnología en sus territorios. Así mismo, estas estrategias buscan responder a
las necesidades de países frente al auge de su desarrollo en el área privada, como garantizar una
mejor infraestructura de comunicaciones, inversiones para el desarrollo e innovación, así como en
la capacitación de personas. Sin embargo, la creación de estas estrategias ha llevado a que más
países se interesen por la utilización de la inteligencia artificial, llevando a crear sus propios planes
con base en las propuestas de los países líderes en esta área.

En las siguientes páginas se va a analizar y exponer algunos de estos planes nacionales
teniendo como base los países líderes de cada región según el Government Artificial Intelligence
Readiness Index publicado por Oxford Insights en el 2019. La metodología de este índice se basa
en la pregunta, ¿Qué tan preparado está un gobierno para implementar la IA en la prestación de
servicios públicos a sus ciudadanos? Y, a través de datos, cómo las estrategias nacionales,
estadísticas en Crunchbase e índices de las Naciones Unidas. (Oxford Insights, 2019).

4.1. África
África es un continente que se ha caracterizado por su bajo nivel de innovación y
producción tecnológica, sin embargo, varios países del continente han tomado la iniciativa en crear
planes nacionales para el desarrollo y la implementación de la inteligencia artificial. Según, Oxford
Insights “no hay países africanos en las primeras 50 posiciones, y solo 12 países africanos (de 54
en la lista) se encuentran entre los primeros 100” (p. 9). No obstante, solo cinco (5) países se
encuentran dentro del ranking del continente, estos países son: Kenia, Túnez, Mauricio, Sudáfrica
y Ghana. Pero solo Túnez y Kenia tienen indicios de crear un plan estratégico nacional para el
desarrollo de la inteligencia artificial.
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Figura 5. Ranking global de desarrollo de inteligencia artificial – África
Ranking Global

País

Puntuación

52

Kenia

5,672

54

Túnez

5,652

60

Mauricio

5,318

68

Sudáfrica

5,152

75

Ghana

4,888

Elaboración propia basado en Oxford Insights, 2019

4.1.1. Túnez
Túnez es un país pionero en la región debido a que ha sido el primer gobierno en desarrollar
una estrategia nacional para la investigación y el desarrollo de la inteligencia artificial; esta
“estrategia se lanzó oficialmente en abril de 2018 durante un taller organizado por la Cátedra
UNESCO de Política de Ciencia, Tecnología e Innovación, en colaboración con la Agencia
Nacional para la Promoción de la Investigación Científica-ANPR” (Dutton, 2018). Para concebir
la estrategia nacional de Túnez “el Secretario de Estado de Investigación creó un Grupo de Trabajo
para supervisar el proyecto y un Comité Directivo para diseñar una metodología y un plan de acción
para producir la estrategia” (Agence Nationale de la Promotion de la Recherche scientifique, 2018).

Asimismo, el Ministerio de Educación Superior e Investigación Científica es una pieza
fundamental en el desarrollo de la estrategia nacional debido a que financiará y apoyará proyectos
relacionados con la inteligencia artificial, además de facilitar la implementación y establecimiento
de nuevos laboratorios especializados en inteligencia artificial. En el 2018, el Ministerio de
Educación Superior e Investigación Científica de Túnez anunció un proyecto de cooperación
internacional con el Ministerio de Investigación Científica de Marruecos para promover en
conjunto una investigación que se pondrá en funcionamiento en junio de 2019, y se espera que el
programa tenga una duración de cuatro (4) años (Global Legal Research Directorate, 2019).
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4.1.2. Kenia
En enero de 2018, el gobierno de Kenia anunció la creación de un nuevo grupo de trabajo
para elaborar una estrategia que aliente el desarrollo y la adopción de tecnologías emergentes, como
lo es la inteligencia artificial y el blockchain o cadena de bloques. Esta tecnología “proporcionará
la hoja de ruta para contextualizar la aplicación de estas tecnologías emergentes en las áreas de
inclusión financiera, ciberseguridad, inclinación de tierras, proceso electoral, identidad digital
única y prestación general de servicios públicos” (The Kenyan Wall Street, 2018). El objetivo
principal de este proyecto y de las personas que lo conforman, es generar recomendaciones sobre
cómo el gobierno de Kenia puede aprovechar la tecnología en los próximos cinco (5) años y poder
extender la duración del proyecto entre 2027 y 2032. El grupo de trabajo está conformado por 11
miembros que hacen parte de la academia, instituciones de investigación y la industria tecnológica
local, estas personas son:
Figura 6. Miembros del plan nacional de Kenia

Elaboración propia basado en The Kenyan Wall Street, 2018

4.2. Asia Pacifico
La región de Asia Pacífico se caracteriza por su alto desarrollo, innovación y creación de
tecnología. Es por esta razón que se encuentran dos países entre los diez mejores a nivel mundial,
en cuanto al desarrollo de la inteligencia artificial para el gobierno como son “Singapur primero a
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nivel mundial y Japón segundo en Asia Pacífico y décimo a nivel mundial” (Oxford Insights, 2019,
p.12). Sin embargo, existen tres países adicionales que han creado a una estrategia para el desarrollo
de la inteligencia artificial, estos países son: China, India y Emiratos Árabes.

Figura 7. Ranking global de desarrollo de inteligencia artificial - Asia Pacífico
Ranking Global

País

Puntuación

1

Singapur

9,186

10

Japón

8,582

17

India

7,515

19

Emiratos Árabes Unidos

7,445

20

China

7,370

Elaboración propia basado en Oxford Insights, 2019

4.2.1. Singapur
El plan AI Singapore (AISG) fue lanzado en mayo de 2017 y es un programa nacional de
cinco años con una inversión de 150 millones de dólares para mejorar las capacidades de Singapur
en inteligencia artificial. El AI Singapore fue creado por National Research Foundation (NRF) para
desarrollar capacidades nacionales en temas de inteligencia artificial, creando impactos sociales y
económicos, e incrementando el talento local, la construcción de un ecosistema inteligente y poner
a Singapur en el mapa mundial (AI Singapore, 2017). El programa está supervisado por la
“Universidad Nacional de Singapur (NUS) y reúne a todas las instituciones de investigación con
sede en Singapur” (AI Singapore, 2017, p.5). Esta iniciativa reúne de igual forma empresas que
desarrollan productos de inteligencia artificial para realizar investigaciones, con el fin de aumentar
el conocimiento, crear herramientas y desarrollar talento humano para impulsar el país (AI
Singapore, 2017). El AISG está apoyado por: National Research Foundation, Smart Nation
Singapore, EDB Singapore, Infocomm Media Development Authority, SG Innovate y IHiS.

El programa nacional está enfocado en tres importantes pilares, los cuales son (Figura 8):
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Figura 8. Pilares de AI Singapore

Elaboración propia basado en AI Singapore, 2019.

4.2.2. Japón
“Japón fue el segundo país en desarrollar una estrategia nacional de IA” (Dutton, 2018).
Los comienzos de la estrategia fueron realizados en el 2016 durante el diálogo público-privado
sobre la Inversión para el Futuro. En dichos diálogos el Consejo Estratégico para la Tecnología de
IA de Japón se comprometió a formular objetivos de investigación y desarrollo para la
industrialización de la inteligencia artificial (Dutton, 2018). Estos objetivos estarían formulados
“por representantes de la academia, la industria y el gobierno” (Global Legal Research Directorate,
2019, p 60). Finalmente, el plan nacional Artificial Intelligence Technology Strategy fue lanzado
en marzo de 2017 y es una hoja de ruta para el desarrollo y la implementación de la inteligencia
artificial, el objetivo de Japón es ser parte de la cuarta revolución industrial.
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El Consejo Estratégico para la Tecnología de la IA desempeña un papel importante dentro
del plan nacional, debido a que éste regula cinco agencias nacionales de investigación que están
vinculadas al Ministerio de Asuntos Internos y Comunicaciones, Ministerio de Educación, Cultura,
Deporte, Ciencia y Tecnología y el Ministerio de Economía, Comercio e Industria; pero además
estarán vinculadas instituciones como la Agencia de Ciencia y Tecnología de Japón (JST) y la
Organización de Desarrollo de Nuevas Tecnologías Energéticas e Industriales (NEDO). El consejo
también desempeña un papel importante respecto a la coordinación de las industrias que utilizan la
inteligencia artificial, las llamadas “industrias de salida”, que estarán aportando información
mediante la Oficina del Gabinete (Programa de Promoción Estratégica Interministerial (SIP)),
Ministerio de Salud, Trabajo y Bienestar, Ministerio de Tierras, Infraestructura, Transporte y
Turismo, y el Ministerio de Agricultura, Silvicultura y Pesca. (Strategic Council for AI
Technology, 2017).

Figura 9. Áreas prioritarias de estrategia nacional de Japón

Elaboración propia basado en Strategic Council for AI Technology, 2017

Para el cumplimiento de estas áreas prioritarias el plan está dividido en tres fases
importantes: Fase 1: utilización y aplicación de inteligencia artificial basada en datos y desarrollada
en varios dominios con límite de tiempo hasta el 2020; Fase 2: uso público de IA y datos
desarrollados en varios dominios, se espera que su tiempo límite sea en el 2025; y por último, Fase
3: ecosistema construido mediante la conexión de dominios multiplicadores, se espera que su
cumplimiento sea para 2030 (Strategic Council for AI Technology, 2017).

4.2.3. China
El gobierno de China anunció en julio de 2017 crear un plan que le permita ser el líder en
teorías, tecnologías y aplicaciones de inteligencia artificial en el mundo; por esta razón se crea el

27

Plan de Desarrollo de Inteligencia Artificial de Nueva Generación. este plan es uno de los más
completos de todas las estrategias nacionales a nivel mundial, debido a que contempla temas como
iniciativas, industrialización, desarrollo de talento, educación, adquisición de habilidades,
establecimiento de normas y regulaciones, normas éticas y de seguridad (Dutton, 2018). El
desarrollo de este plan consta de tres etapas vitales para dicho proceso, los cuales concluyen en
2020, 2025 y 2030, y establece objetivos específicos para cada una de las etapas (Figura 10).
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Figura 10. Etapas del plan de desarrollo de IA de nueva generación

Elaboración propia basado en Consejo de estado, 2017 .

Para cumplir con su primera meta, 2020, el gobierno lanzó un plan llamado Three-Year
Action Plan to Promote the Development of New-Generation Artificial Intelligence Industry en el
2017 en el cual busca ser líder y ser desarrollador en áreas como: “vehículos de red inteligentes,
robots de servicio inteligentes, vehículos aéreos no tripulados inteligentes, sistemas de diagnóstico
por imagen médica, sistemas de identificación por video, sistemas interactivos de voz inteligentes,
sistemas de traducción inteligente” (Global Legal Research Directorate, 2019, pp. 36-37). La
explicación del plan completo está contemplada en el siguiente Anexo 2.
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4.3. Oceanía
La región de Oceanía que comprende de Australia y Nueva Zelanda se califica en el
desarrollo de la inteligencia artificial de una manera positiva debido a que ocupan el lugar número
11 y 13 en el Government Artificial Intelligence Readiness Index, “los altos puntajes de ambos
países son al menos en parte el resultado de ser economías ricas con poblaciones bien educadas y
gobiernos con conocimientos digitales” (Oxford Insights, 2019, p.15). Además, estos puntajes se
deben a la inyección de dinero y a las políticas encaminadas hacia un desarrollo tecnológico.
Figura 11. Ranking global de desarrollo de IA – Oceanía
Ranking Global

País

Puntuación

11

Australia

8,126

13

Nueva Zelanda

7,876

Elaboración propia basado en Oxford Insights, 2019

4.3.1. Nueva Zelanda
En este momento Nueva Zelanda no cuenta con un plan nacional establecido y concreto
sobre inteligencia artificial, sin embargo, en mayo de 2018 se lanzó un informe titulado Artificial
Intelligence: Shaping a Future New Zealand, con el fin de crear un plan nacional con un enfoque
ambicioso respecto a la tecnología digital y sobre todo a la utilización de la inteligencia artificial.
Esto con el objetivo de hacer de las tecnologías de información y comunicación (TIC) y la
inteligencia artificial el segundo mayor contribuyente al PIB para 2025 (Oxford Insights, 2019).
Dentro del informe se recomienda que el plan nacional esté enfocado en: desarrollar una estrategia
nacional coordinada de IA, crear conciencia y comprensión de la IA en el público, ayudar a los
sectores público y privado a adoptar tecnologías de inteligencia artificial, aumentar el acceso a
datos confiables, aumentar el grupo local de talentos de inteligencia artificial y examinar cómo la
IA afecta las leyes y la ética (Dutton, 2018). Las áreas en las cuales se quiere enfocar este plan son:
“tech sector, manufacturing sector, financial sector, primary sector, education sector y tourism
sector” (AI Forum New Zealand, 2018).
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4.4. Europa del Este
La región de Europa del Este, consta de 23 países: Albania, Armenia, Azerbaiyán,
Bielorrusia, Bosnia Herzegovina, Bulgaria, Croacia, Eslovaquia, Eslovenia, Estonia, Georgia,
Hungría, Kazajistán, Letonia, Lituania, Macedonia, Moldavia, Montenegro, Polonia, República
Checa, Rumanía, Rusia, Serbia y Ucrania. Sin embargo, los cinco mejores países de la región son
Estonia, Polonia, Rusia, República Checa y Letonia, ya que, los gobiernos han avanzado en la
creación de un plan nacional y en políticas para la promoción de la inteligencia artificial enfocada
en la capacidad de datos del gobierno, habilidades tecnológicas y la mejora del sector privado
(Oxford Insights, 2019).

Algunos de los países pertenecientes a Europa del Este hacen parte de la Unión Europea,
no obstante, dentro de la Unión Europea han hecho un gran esfuerzo por crear iniciativas y
proyectos de cooperación para el desarrollo y la implementación de la inteligencia artificial. Por
ejemplo, en abril de 2018, la Comisión Europea presentó un plan de acción para aumentar la
inversión en campos como la investigación y la innovación de la inteligencia artificial para el 2020.
Sin embargo, los países como Estonia, Letonia y Lituania publicaron la declaración sobre
inteligencia artificial en la región nórdica-báltica en mayo de 2018, y otros países como República
Checa, Hungría, Polonia y Eslovenia publicaron una declaración conjunta sobre proyectos de
cooperación futura para la cuarta revolución industrial enfocada en inteligencia artificial (Oxford
Insights, 2019).
Figura 12. Ranking global de desarrollo de IA – Europa del Este
Ranking Global

País

Puntuación

23

Estonia

6,968

27

Polonia

6,835

29

Rusia

6,748

31

República Checa

6,673

Elaboración propia basado en Oxford Insights, 2019
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4.4.1. Rusia
En marzo de 2018 se llevó a cabo una conferencia llamada inteligencia artificial: problemas
y formas de resolverlos, en los cuales participaron el Ministerio de Defensa, Ministerio de
Educación y Ciencia y la Academia de Ciencia. En dicha conferencia se presentaron varios
informes sobre las principales direcciones del desarrollo de la inteligencia artificial en la
Federación Rusa y en el ámbito internacional; se recalcó que la investigación y exploración del
campo de la inteligencia artificial es la principal herramienta para tener un alto nivel científico.
Aunque en dicha reunión no se llevó a cabo un plan nacional específico, si se llegó a las siguientes
recomendaciones, ver Figura 13 (Ministerio de Defensa de la Federación Rusa, 2018).
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Figura 13. Recomendaciones Ministerio de Defensa de la Federación Rusa

Elaboración propia basado en Ministerio de Defensa de la Federación Rusa, 2018

33

4.5. América Latina
La región de América Latina se caracteriza principalmente por la extracción de materias
primas para diferentes campos de la industria a nivel mundial, lo que la cataloga como una región
estratégica y fundamental para este nicho de la industria. Así mismo, esta región se caracteriza por
su bajo desarrollo e implementación de tecnologías emergentes lo que posiciona a la región en
puestos bajos en el ranking. Hasta ahora existen dos países que han intentado crear una estrategia
nacional para el desarrollo de la inteligencia artificial, estos son: México y Uruguay quienes son
los líderes en el área. Cabe resaltar que, aunque se ha tratado de generar planes y regulación
nacionales, América Latina tiene varios retos que superar antes de implementar o crear cualquier
estrategia nacional, estos problemas se evidencian en tres sectores: políticas públicas, capacidad de
las instituciones y marcos éticos adecuados (Oxford Insights, 2019).
Figura 14. Ranking global de desarrollo de IA – América Latina
Ranking Global

País

Puntuación

32

México

6,664

35

Uruguay
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Chile

6,190

40
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6,157

44

Colombia

5,945

Elaboración propia basado en Oxford Insights, 2019

4.5.1. México
En marzo del 2018 el gobierno mexicano anunció la creación de una estrategia nacional
para el desarrollo e implementación de la inteligencia artificial, pero fue hasta junio de 2018 que
lanzó el borrador de su estrategia nacional para la inteligencia artificial llamada Towards an AI
Strategy in Mexico: Harnessing the AI Revolution, este WHITE PAPER tuvo la partición de la
Embajada de Inglaterra en México, la organización Oxford Insights y la compañía C Minds quien
en conjunto con el gobierno mexicano lanzaron la primera propuesta sobre inteligencia artificial,
siendo sus principales objetivos los servicios públicos y gobernanza, investigación y desarrollo,
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habilidades y educación, infraestructura de datos y por último ética y regulaciones (Truswell, et
al., 2018).

Sin embargo, para Noviembre de 2018 se publicó el compilado de comentarios de la
consulta pública referente a los principios y guía de análisis de impacto para el desarrollo y uso de
sistemas basados en inteligencia artificial en la administración pública federal, desarrollado por la
Coordinación de la Estrategia Digital Nacional, la Unidad de Gobierno Digital de la Secretaría de
la Función Pública y la Subcomisión de Inteligencia Artificial de la Comisión Intersecretarial para
el Desarrollo del Gobierno Electrónico (CIDGE), quienes presentaron sugerencias y
recomendaciones en temas de equidad y bienestar social, transparencia, responsabilidad y
obligaciones y por último, derechos humanos (INNOVA MX, 2018).

4.5.2. Uruguay
En 2019 la Agencia de Administración Electrónica de la Oficina del Presidente (AGESIC)
público la intención de realizar la primera estrategia de inteligencia artificial de Uruguay con los
pilares de gobernanza, capacidades de los servidores públicos, uso eficiente de la IA y educación.
Para la realización de este informe se necesitó llevar a cabo una consulta pública, en la cual
constaba de cuatro procesos fundamentales: Etapa 1: Consulta pública la cual fue realizada el 22
de abril de 2019, Etapa 2: Análisis de la propuesta realizado el 29 de abril de 2019, Etapa 3:
Estrategia, fue realizado el 25 de junio de 2019 y Etapa 4: Aprobación y documento final, se espera
que el documento final sea publicado el 15 de febrero de 2020 (Observatory of Public Sector
Innovation, 2019).

4.6. Norteamérica
La región de Norteamérica al estar compuesta por Estado Unidos y Canadá posee grandes
capacidades para liderar el desarrollo de la inteligencia artificial, debido a sus adelantos en
innovación, su buena disponibilidad de datos, y de un incremento en la capacitación de la fuerza
laboral. Por estas razones ambos países se ubican dentro de los primeros diez países en el
Government Artificial Intelligence Readiness Index; Estados Unidos en el puesto 4 y Canadá en el
6 (Oxford Insights, 2019).
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Figura 15. Ranking global de desarrollo de IA – Norteamérica
Ranking Global

País

Puntuación

4

Estados Unidos

8,804

6

Canadá

8,674

Elaboración propia basado en Oxford Insights, 2019

4.6.1. Estados Unidos
Estados Unidos ocupa el puesto 4 dentro del índice, debido al plan estratégico nacional de
investigación y desarrollo de inteligencia artificial fue publicado en el 2016 y tuvo una
actualización en el 2019. La versión del 2016 se enfocó en el desarrollo e inversión de 7 estrategias,
entre las que se encuentran:
-

Realizar inversiones a largo plazo en investigación de la inteligencia artificial.

-

Desarrollar métodos efectivos para la colaboración humano-AI.

-

Comprender y abordar las implicaciones éticas, legales y sociales de la inteligencia
artificial.

-

Garantizar la seguridad de los sistemas de inteligencia artificial.

-

Desarrollar conjuntos de datos y entornos públicos compartidos para entrenamiento y
pruebas de inteligencia artificial.

-

Medir y evaluar las tecnologías de inteligencia artificial a través de estándares y puntos de
referencia.

-

Comprender mejor las necesidades de la fuerza laboral nacional de investigación y
desarrollo de la inteligencia artificial. (Comité selecto de inteligencia artificial, 2019).

Por otro lado, el rápido desarrollo en la implementación de la inteligencia artificial, en la
industria, llevó a que se realizará la actualización de este plan, el cual continúa con las mismas 7
estrategias y propone una nueva; ampliar las asociaciones público-privadas para acelerar los
avances en inteligencia artificial, con el objetivo de vincular empresas, academia, al público y
socios internacionales a fin de acelerar los desarrollos en esta tecnología. Del mismo modo, esta
nueva versión señala diferentes desafíos para la adopción de la inteligencia artificial, entre los
cuales se pueden resaltar la creación de estándares técnicos, seguridad y protección y creación de
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confianza entre otros; cada uno de estos ligados a una o más estrategias anteriormente mencionadas
(Comité selecto de inteligencia artificial, 2019).
4.6.2. Canadá
Canadá no posee un plan nacional netamente gubernamental, sin embargo, Canadian
Institute for Advanced Research (CIFAR) con la colaboración de institutos de inteligencia artificial
canadienses Amii, Mila y Vector Institute, universidades, hospitales y organizaciones han creado
y liderado la estrategia Pan-canadian para la inteligencia artificial, la cual cuenta con la
financiación del gobierno canadiense, con un aporte de $125 millones de dólares canadienses
(CAD), dicho plan es el conjunto de programas e iniciativas que tienen como objetivo promover la
investigación de la inteligencia artificial, así como también las implicaciones sociales, económicas,
éticas y políticas en el desarrollo de esta tecnología (Canadian Institute for Advanced Research,
2020). Algunos de los programas que lidera esta organización son:

Figura 16. Estrategia Pan-Canadian para la inteligencia artificial

Elaboración propia basado en Canadian Institute for advanced Research, 2020
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4.7. Europa Oriental
Según el Government Artificial Intelligence Readiness Index la región de Europa Oriental
se caracteriza por el número de países que se encuentran en las primeras posiciones. Reino Unido
ocupa la segunda posición, Alemania la tercera, Finlandia y Suecia las posiciones 5 y 6
respectivamente, así como Francia, Dinamarca, Noruega, entre otros (Oxford Insights, 2019), esta
clasificación es consecuencia de “la gobernanza [...] eficiente y los sectores privados innovadores
en toda la región, así como la existencia de una serie de estrategias nacionales de IA” (Oxford
Insights, 2019, p. 24). Por otro lado, otra característica de esta región es la cooperación presente
para el desarrollo de la inteligencia artificial, como en iniciativas de políticas, no solo dentro de la
Unión Europea sino también en programas entre gobiernos.

A pesar de las iniciativas de cooperación entre diferentes estados de la región, algunos
gobiernos han decidido desarrollar sus propias estrategias y planes nacionales en torno al desarrollo
de la inteligencia artificial, así, por ejemplo, el Reino Unido, Finlandia, Alemania y Francia.
Figura 17. Ranking global de desarrollo de IA – Europa Oriental
Ranking Global

País

Puntuación

2

Reino Unido

9,069

3

Alemania

8,810

5

Finlandia

8,772

6

Suecia

8,674

8

Francia

8,608

Elaboración propia basado en Oxford Insights, 2019

4.7.1. Reino Unido
El Reino Unido obtuvo el segundo puesto después de Singapur en el índice realizado por
Oxford Insights, como resultado al desarrollo e investigación en el área de inteligencia artificial.
Sin embargo, su buen desempeño también se debe al liderazgo del gobierno en crear estrategias
para promover la utilización e inversión en tecnología (Oxford Insights, 2019). La estrategia
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industrial acuerdo del sector de inteligencia artificial publicada en el 2018 tiene como objetivo
promover la investigación, desarrollo, inversión y manejo de la inteligencia artificial en todo el
territorio. Además de ser el centro mundial en inteligencia artificial, apoyar la productividad del
país, ser líder en el uso responsable de la información con ayuda de la creación del Centro de ética
de datos e innovación, así como también promover la capacitación de personas con nuevas
habilidades como consecuencia del desarrollo de nuevos trabajos (Gobierno del Reino Unido,
2018). Teniendo como base los siguientes 5 pilares o fundamentos:
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Figura 18. Ranking global de desarrollo de IA – Europa Oriental

Elaboración propia basado en Gobierno del Reino Unido, 2018
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4.7.2. Finlandia
Por último, Finlandia se encuentra en la posición número 5 del índice, esto debido al
esfuerzo del gobierno para convertir a este país en un líder global en inteligencia artificial (Oxford
Insights, 2019). Con este propósito el Ministerio de Asuntos Económicos y Empleo de Finlandia,
creó un programa de inteligencia artificial, para que se pudiera encontrar la mejor forma de
implementar y fomentar esta tecnología en el país; los reportes, La era de la inteligencia artificial
de Finlandia y Liderando el camino hacia la era de la inteligencia artificial publicados en 2017 y
2019 respectivamente, son el resultado de dicho programa (Berryhill, Heang, Clogher, & McBride,
2019).
Estos dos documentos giran en torno a 11 acciones claves que plantean recomendaciones,
planes de acciones a realizar y oportunidades en cada una de estas del mismo modo, resalta la
cooperación que debe haber entre los sectores públicos y privados para promover el uso de
tecnologías en negocios y mejorar la competencia, atraer talento humano y promover la creación
de regulaciones (Steering group and secretariat of the Artificial Intelligence Programme, 2019).
Esta estrategia nacional no solo se caracteriza por sus objetivos, sino que “el enfoque de Finlandia
también identifica proyectos específicos a ser adoptados por el gobierno para facilitar la
transformación de la IA, así como los componentes gubernamentales responsables de su
implementación” (Berryhill, Heang, Clogher, & McBride, 2019, p. 146). A continuación, las
acciones claves desarrolladas en la estrategia nacional de Finlandia (Figura 19):
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Figura 19. 11 acciones claves en la estrategia nacional finlandesa hacia una era de inteligencia
artificial

Elaboración propia basado en Steering group and secretariat of the Artificial Intelligence Programme, 2019
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Para concluir, países alrededor del mundo están cada vez más interesados en el potencial y
beneficios de la inteligencia artificial, y como esta se puede implementar en cada una de sus áreas
de desarrollo. Esta tecnología se seguirá desarrollando y utilizando en múltiples sectores, con el
propósito de que más países estén interesados en liderar este campo en los próximos años. Por otro
lado, es importante resaltar que, aunque varios países están desarrollando sus propias estrategias
nacionales, especialmente en regiones como Asia Pacífico y Europa, se puede observar el rezago
de países en África y América Latina para el desarrollo de nuevas tecnologías.
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5. CAPITULO III
EVALUACIÓN DE REGULACIONES NACIONALES SOBRE INTELIGENCIA
ARTIFICIAL

El desarrollo y la investigación de la inteligencia artificial crece con rapidez, esto hace que
los países, empresas y organizaciones destinan grandes cantidades de dinero y de esfuerzo en
desarrollar este tipo de tecnología, el principal problema es el hecho que la tecnología evoluciona
con tanta rapidez y magnitud que se incorpora de una manera más fácil y audaz en la sociedad, esto
provoca que se generen vacíos jurídicos dentro de cada jurisdicción debido a que la instituciones y
el derecho no evolucionan con la misma rapidez ni con la misma facilidad (Valencia, 2017). Esto
conlleva a la preocupación sobre las posibles problemáticas que se pueden desencadenar debido a
mal uso de la inteligencia artificial, abriendo el debate a la creación de normas, marcos regulatorios
y estándares internacionales. Un ejemplo, es el expuesto en el documento The Malicious Use of
Artificial Intelligence: Forecasting, Prevention, and Mitigation, el cual abre la posibilidad del
desuso de la inteligencia artificial, en el desarrollo de sistemas de armas autónomas y el posible
uso de la información que recoge esta tecnología, lo cual da paso a pensar en la regulación de estas
amenazas para crear posibles políticas que puedan prevenir o mitigar el impacto negativo de la
inteligencia artificial (Brundage et al., 2018).

La importancia de la creación de regulaciones se concentra en varias problemáticas, una de
estas mencionada en el reporte World Commission on the Ethics of Scientific Knowledge and
Technology (COMEST) on Robotics Ethics (2017), el cual explica el problema de muchas manos
o problem of the many hands, en el que la responsabilidad compartida entre los involucrados en el
proceso de creación y utilización de robots (diseñadores, ingenieros, programadores, fabricantes,
inversionistas, vendedores y usuarios) provoca que ninguno de los mencionados posea
responsabilidad completa sobre el uso e impacto de estos, especialmente cuando se trata de robots
que tienen un nivel de autonomía cuyas acciones llegan a ser impredecibles. Este problema no solo
aborda el impacto de los robots, sino que por el contrario abre la posibilidad de doble uso, es decir,
la reprogramación o cambios al propósito de robots diferente al original (World Commission on
the Ethics of Scientific Knowledge and Technology, 2017).
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Es por estas problemáticas y por los objetivos de gobiernos para la investigación y
desarrollo de la inteligencia artificial, que algunos países han propuesto la creación de regulaciones
nacionales y no la creación de un marco normativo internacional. En el presente capítulo, se
prendedera analizar adelantos en los países líderes por continente en el desarrollo de esta
tecnología, enfocándose en 6 áreas principales: protección de datos, parámetros éticos, robots
autónomos, transporte autónomo, sistemas de inteligencia artificial y sistemas de armas autónomas
letales o por sus siglas en inglés LAWS; asimismo también otorgando un puntaje de 1 a 6 de
acuerdo al nivel en el que las regulaciones o leyes están desarrolladas en cada uno de los países, a
continuación se explicara cada uno de los puntajes establecidos para el análisis:
-

1: El país no presenta ninguna iniciativa o ley establecida.

-

2: El país no presenta ningún interés en establecer una normativa para la categoría.

-

3: El país cuenta con una propuesta establecida.

-

4: La ley o regulación se encuentra en planeación.

-

5: La ley o regulación se encuentra en debate.

-

6: La ley o regulación se encuentra en funcionamiento.

Estos puntajes se otorgaron de acuerdo a la información encontrada en los respectivos planes o
estrategias nacionales, leyes, decretos o resoluciones expedidas por cada gobierno, páginas
oficiales y noticias referentes a la regulación de la inteligencia artificial, esto con el objetivo de
comparar cual ha sido el papel de los gobiernos en temas de regulación de inteligencia artificial y
si estas normas se han desarrollado de manera uniforme, y han impactado en el ámbito
internacional.

5.1. América
El continente americano se caracteriza por tener altos índices de desarrollo de inteligencia
artificial, pero, como se observa en la gráfica, las puntuaciones en temas de regulación han sido
muy bajos en especial en el área de robótica, parámetros éticos, sistemas de inteligencia artificial
y armas autónomas. Este fenómeno se puede explicar por dos importantes variables; por un lado,
los países que lideran el continente son solo dos (Estados Unidos y Canadá) mientras que el resto
de países se encuentran rezagados en comparación a los líderes de la lista, y, por otro lado, las
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economías en este continente están enfocadas en la regulación de vehículos autónomos y en
protección de datos personales.
Figura 20. Evaluación de regulaciones – continente americano

Elaboración propia

Dentro de la gráfica se puede observar que la evaluación más alta para todos los países es
la protección de datos personales, esto se debe a que pueden controlar y supervisar datos de todos
los usuarios del país. Por ejemplo, los Estados Unidos crearon y vincularon la Ley de Privacidad
que “establece un código de prácticas justas de información que rige la recopilación,
mantenimiento, uso y difusión de información sobre individuos que las agencias federales
mantienen en los sistemas de registros” (Departamento de Justicia de los Estados Unidos, 2020).
En cambio, Canadá tiene 28 estatutos sobre la protección de datos y protección a la privacidad,
aunque existen 5 estatutos que se caracterizan, como lo son la Ley de Protección de Información
Personal y Documentos Electrónicos (PIPEDA), la Ley de protección de información personal
(PIPA Alberta), la Ley de protección de información personal (PIPA BC) y la Ley de Protección
de Información Personal y Prevención de Robo de Identidad (PIPITPA) (DLA Pipes insight, 2020).
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Otro caso es el de México, el cual tiene la Ley Federal de Protección de Datos Personales
en Posesión de los Particulares, creada el 5 de Julio de 2010 y se encarga de regular la protección
de datos personales, los derechos de los titulares de los datos personales y transferencia de datos
(Ley DOF, 2010). Para el caso de Uruguay tienen la Ley 18.331 la cual trata sobre protección de
datos personales y la acción de Habeas Data, además de consolidar principios generales de
regulación, los cuales son: legalidad, veracidad, finalidad, previo consentimiento, seguridad de
datos, reserva y responsabilidad (Ley 18.311, 2008). Y, por último, Chile posee la Ley 19628 de
1999 donde

El tratamiento de los datos es de carácter personal en registros o bancos de datos
por organismos públicos o por particulares se sujetará a las disposiciones de la ley […] toda
persona puede efectuar el tratamiento de datos personales, siempre que lo haga de manera
concordante con esta ley y para finalidades permitidas por el ordenamiento jurídico (Ley
19628, 1999).

En regulaciones éticas el país que más cuenta con leyes o programas sobre este tema es
Canadá, debido a que a través del Plan CIFAR (Pan-Canadian AI Strategy) tienen varias estrategias
como lo son AI & Society que quiere generar “una comprensión más profunda de cómo la IA está
impactando a la sociedad, desde la salud hasta la seguridad y la cultura, e identifican oportunidades
para futuras investigaciones y acciones” (Canadian Institute for advanced Research, 2019).
Asimismo, el gobierno de Canadá tiene principios éticos para la formulación de planes de
Inteligencia artificial, estos son: Comprender y medir el impacto de la inteligencia artificial,
proporcionar explicaciones significativas sobre la toma de decisiones de la AI, ser transparentes
sobre la información y el uso de AI y proporcionar capacitación suficiente en diseño y uso
responsable de la tecnología (Government of Canada, 2019). Sin embargo, países como México,
Uruguay y Chile no cuentan con regulaciones éticas específicas debido a que no poseen planes
nacionales exceptuando a México el cual su plan está enfocado a la industrialización.

En robótica el continente ha tenido escasos avances en regulaciones, esto es debido a que
no tienen ningún tipo de legislación sobre robots autónomos, aunque Estados Unidos y Canadá
muestran una intención de regularlos, dentro de sus planes nacionales no se menciona ningún tipo
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de regulación. Asimismo, para los temas de armas autónomas, los países cuentan con interés de
que un ente internacional tome una posición respecto a este tema.

Los países que más tienen regulación en vehículos autónomos han sido Estados Unidos y
Canadá. Estados Unidos tiene varias regulaciones por estado, sin embargo, se ha generado un
debate nacional para la regulación total de los vehículos sin conductor y que usen inteligencia
artificial, uno de los estados que tiene dicha regulación vigente es el estado de California con su
Código de Vehículos (VEH) 38750, en el cual autoriza la prueba y la manufactura de dichos
automóviles (VEH 38750, 2012). Sin embargo, este no ha sido el único estado, también se
encuentra: Alabama, Arkansas, Colorado, Connecticut, Florida, Georgia, entre otros. Mientras que
Canadá cuenta con dos (2) propuestas importantes, la primera es el proyecto piloto de Ontario el
cual tiene el objetivo de establecer un proyecto piloto para evaluar el uso de vehículos
automatizados en carreteras y determinar los niveles de automatización de los vehículos (Ley 306,
2015). La segunda propuesta es la implementación de buses autónomos dentro de la ciudad de
Quebec con el plan Autonomous Bus and Minibus Pilot Project.

Por último, los sistemas de inteligencia artificial han sido una prioridad para los Estados
Unidos debido a que su estrategia nacional plantea el desarrollo de inteligencia artificial, sin
embargo, esto solo ha sido planteado en sus estrategias nacionales, mientras que el resto de los
países del área tienen la intención de fomentar la investigación, pero no tienen desarrollado en este
momento planes nacionales como lo es Uruguay y Chile.

5.2. Europa
El continente europeo se caracteriza por tener sus países en las primeras posiciones de
desarrollo de inteligencia artificial, pero de igual forma también se caracteriza por tener una
regulación de la misma un poco más avanzada que el resto de los continentes, el ejemplo más
importante de avances es Francia quien ha presentado grandes adelantos en todos los aspectos que
hemos evaluado con anterioridad, sin embargo, aún falta por trabajar y desarrollar regulaciones en
toda la región.
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Figura 21. Evaluación de regulaciones – continente europeo

Elaboración propia

Dentro de gráfica se puede observar que la evaluación más alta para todos los países es la
protección de datos personales, esto es debido a que pueden controlar y supervisar cómo los países
y las empresas manejan los datos de todos los usuarios del país. Reino Unido posee dos
legislaciones nacionales en temas de protección de datos, estas son: Data Protection Act 1998 y
Data Protection Act 2018, esta última acta ha sido la más reciente y la más específica en este tema,
debido a que trata sobre derechos de la información, restricciones, transferencia personal de
información y transferencia de datos a países terceros (Data Protection Act, 2018). En el caso de
Alemania ellos tienen la Ley Federal de Protección de Datos publicada en 2019, la cual habla sobre
el alcance de la ley en cuanto a procesamiento de datos personales, derechos del interesado,
sanciones, recursos legales y la base legal del procedimiento judicial (Ley Federal Gazette, 2019).

Para el caso de Finlandia, implementaron dentro de su regulación nacional el Acta de
Información Personal en 1999 la cual tiene por objetivo “implementar, en el procesamiento de
datos personales, la protección de la vida privada y otros derechos básicos que salvaguardan el
derecho a la privacidad, así como promover el desarrollo y el cumplimiento de las buenas prácticas
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de procesamiento” (Act 523, 1999). En cambio, Suecia posee dentro de su legislación el Acta de
Datos personales de 1998 y “el propósito de esta Ley es proteger a las personas contra la violación
de su integridad personal mediante el procesamiento de datos personales” (Act 204, 1998). Y por
último, Francia posee el Acta de protección de datos personales creada en 1978 la cual menciona
que la información debe estar al servicio de todos los ciudadanos y no violará ningún derecho, a
esto se le suma la Ley de 6 de Agosto De 2004 Relativa a la Protección de Individuos con Respecto
al Tratamiento de Datos Personales, la Ley de 13 De Mayo De 2009 Relativa a la Simplificación y
Aclaración de la Ley y Procedimientos más Ligeros, la Ley 526, la Ley Orgánica 704, la Ley 334,
la Ley 907 y la Ley 334 (Act 78-17, 1978).

En la reglamentación ética Francia es el único país europeo en poseer una regulación ética
para el uso y la manipulación de la inteligencia artificial, la primera es el Proyecto de Ley de
Bioética aprobada en 2019, el cual está enfocado en la regulación o manipulación médica dando
como prioridad las situaciones de sufrimiento de sus ciudadanos (Ley 2187, 2019). La segunda
Ley que tiene vinculada el país, es la Ley 1321 del 2016 en donde se regula la protección de
derechos en la sociedad digital, la neutralidad de internet, la protección de la privacidad y la
confidencialidad electrónica (Ley 1321, 2016). Mientras tanto, Alemania recibió una calificación
de 3 debido a que se encuentra en planeación una comisión ética para la inteligencia artificial,
donde el objetivo principal es “defender los principios éticos y legales basados en la democracia
liberal a lo largo de todo el proceso de desarrollo y aplicación de inteligencia artificial” (Daten
Ethik Kommission, 2018, p. 1). Y buscan de igual forma, promover la capacidad de comprender y
reflexionar sobre la nuestra sociedad de la información (Daten Ethik Kommission, 2018). Sin
embargo, Reino Unido también posee un informe llamado Data Ethics Framework publicado en
junio de 2018 donde expone un conjunto de principios para guiar procesos y prácticas a nivel
público (Department for Digital, Culture Media & Sport, 2018).

En robótica, la mayoría de países obtuvo una calificación de 1 y 3 de debido a que dentro
de sus planes nacionales menciona el desarrollo y una posible regulación sobre robots autónomos
como es el caso de Alemania, Finlandia y Francia. En cambio, existen países que no tienen
especificado cuál sería la hoja de ruta a seguir o simplemente no tienen ningún aspecto referenciado
a este tema. Respecto a armas autónomas los países cuentan con interés de que un ente internacional
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tome una posición respecto a este tema, sin embargo, Francia, Alemania, Suecia y Reino Unido
han manifiesta un discurso en contra de la legalización y la estandarización de las LAWS (Lethal
Autonomous Weapon Systems) ante la Organización de Naciones Unidas (ONU) (Liu, 2019).

Dentro de la calificación de vehículos autónomos Reino Unido, Alemania, Suecia y Francia
tienen una puntuación de 6, debido a que cuentan con leyes vinculantes a cada una de sus
jurisdicciones. En este momento Reino Unido cuenta con la Ley de Vehículos Automatizados y
Eléctricos creada en 2018, donde especifican y regulan la responsabilidad sobre accidentes
generados por vehículos no tripulados, negligencia y accidentes causados por daño o alteraciones
de software (Act 18, 2018). Mientras tanto, Alemania cuenta con una ley vinculada a la Convención
de Viena sobre el Tráfico Vial, esta fue vinculante a partir del 13 de diciembre de 2016, además en
junio de 2017 Alemania modificó su Ley de Tráfico Vial para transferir la conducción a totalmente
automatizados dentro de las carreteras nacionales (Global Legal Research Directorate, 2019, p. 85).
Asimismo, Suecia tiene la Ley 309 realizada en 2017, la cual consta de actividades experimentales
con vehículos autónomos dentro de las vías del país y “los intentos con vehículos autónomos sólo
pueden realizarse previa autorización. Un permiso es válido por un período de tiempo limitado con
la posibilidad de renovación” (Ley 309, 2017). Por último, Francia cuenta con el Decreto 211 de
2018 el cual “determina las condiciones de emisión y de los métodos de implementación de la
autorización de tránsito para fines experimentales de vehículos con delegación de conducción”
(Decreto 211, 2018). Así como las modificaciones y los certificados otorgados por la Unión
Europea.

Y, por último, la mayoría de países obtuvieron una puntuación de 3 en las regulaciones de
sistemas de inteligencia artificial, debido a que cada país tiene planteado estrategias en sus planes
nacionales, aunque no especifican una hoja de ruta para el cumplimiento de dicha sección, cabe
resaltar que Suecia es el único país el cual no posee una posible regulación en su estrategia nacional.

5.3. Asia
En cuanto al continente de asiático se analizaron los países de Singapur, Japón, India,
Emiratos Árabes Unidos y China, los cuales se caracterizan por ser líderes en la región en cuanto
a investigación y desarrollo de inteligencia artificial. En la siguiente gráfica se puede observar
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que los países obtuvieron diferentes puntajes respecto al desarrollo de regulaciones, por ejemplo,
los puntajes más altos de la región están enfocados en protección de datos y transporte autónomo,
mientras que parámetros éticos, robots autónomos, sistemas de inteligencia artificial y LAWS se
encuentran rezagados respecto a los otros dos.
Figura 22. Evaluación de regulaciones – continente asiático

Elaboración propia

Dentro de la gráfica se puede observar que todos los países de la región obtuvieron una
calificación 6 en datos personales, esto debido a que encuentran una gran preocupación por regular
y controlar la información personal de los usuarios y ciudadanos. Por ejemplo, Singapur tiene en
funcionamiento la Ley de Protección de Datos Personales creada el 15 de octubre de 2012 y se
aplica para empresas u organizaciones que tenga tratamiento de datos fuera o dentro del país con
la condición de que estén registradas en Singapur (DLA Piper's insight, 2020). Otro caso es Japón
quien posee la Ley de protección de la información personal creada en 2003, con objetivo de
“proteger los derechos e intereses de las personas, teniendo en cuenta la utilidad de la información
personal, en vista de un aumento notable en la utilización de la información personal debido al
desarrollo de la sociedad avanzada de la información y las comunicaciones” (Act 57, 2003, p.1).
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En cambio, los Emiratos Árabes Unidos no cuenta con una ley integral de protección de
datos personales, sin embargo, tiene varias leyes vigentes dentro de su territorio, como por ejemplo
la Ley 25 de 2015, la cual estipula que el gobierno de Dubái puede recopilar y administrar datos
personales cuando sea necesario y puede publicarlos como datos abiertos o entre personas
autorizadas para brindar una información Open Data (DLA Piper's insight, 2020). En el caso de
China, en junio de 2017 crearon la Ley de Ciberseguridad de la RPC (República Popular de China),
esta busca regular los cibercrimines y la protección de datos personales, cabe resaltar que esta ley
es la columna vertebral de las regulaciones sobre protección de datos (DLA Piper's insight, 2020).
Y, por último, India posee la Ley de tecnología de la información creada en el año 2000 con el
propósito de regular la información de terceros y la examinación de evidencia electrónica (Act 09,
2000).

Dentro de los parámetros éticos, Singapur es el único país de la región que tiene
reglamentado en dicha categoría y por eso obtuvo una puntuación de 6, debido a que actualmente
tiene en funcionamiento the Singapore Advisory Council que trata sobre diversos temas éticos
sobre el uso y el desarrollo de la inteligencia artificial, eso ha sido posible con la participación del
British Military Administration (BMA), quienes han sido participes de varias reuniones con el
gobierno para plantear distintos soluciones y escenarios (National Archives of Singapore, 2017).
Sin embargo, ellos también poseen un modelo de gobernanza sobre la inteligencia artificial, con el
objetivo de plantear más regulaciones éticas dentro del país, para realizar esto el gobierno ha
decidido crear una ruta de diálogo para la implantación de esta, se espera que para el 21 de enero
de 2020 se tenga lista la planeación de dichas regulaciones.

En cambio, China obtuvo una puntuación de 4 debido a que los parámetros éticos se
encuentran en planeación y su aplicación se espera que sea en el para el 2025 o el 2030 según la
estrategia nacional de China. Con respecto a los demás países, Japón e India tienen la intención de
tener regulaciones éticas, pero no son específicas dentro de sus planes nacionales y tampoco
desarrolló una ruta de planeación para cumplir dicho objetivo. Por último, Emiratos Árabes Unidos
no tienen dentro de su estrategia nacional ningún tema relacionado con el desarrollo de parámetros
o regulación ética dentro de su territorio.
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En la categoría de robots autónomos, hasta el momento ningún país cuenta con regulaciones
establecidas, por eso solo Singapur y Japón obtuvieron una puntuación de 3 debido a que solo
mencionan una posible regulación dentro de sus respectivos planes nacionales, pero no tiene
estructurada una guía o una hoja de ruta para seguir, sin embargo, el resto de países no poseen nada
dentro de sus planes nacionales o simplemente no tienen la intención de regularlos.

En cuanto a los automóviles autónomos podemos notar que Japón, Singapur y China
obtuvieron un puntaje de 6. En primer lugar, Japón pretende que los vehículos autónomos puedan
ser utilizados en el 2020 en especial en los juegos olímpicos, asimismo desde el 2017 ha permitido
la prueba de este tipo de vehículos a través de su legislación, sin embargo, desconocemos su
contenido debido a la falta de traducción oficial de esta. Por otra parte, Singapur posee la ley de
tráfico por carretera en el que toma en cuenta a vehículos autónomos para sus pruebas y uso en las
calles del país; esto siempre y cuando dichos automóviles tengan un permiso y cumplan con los
requisitos de seguridad expuestos en esta misma ley, por ejemplo el automóvil debe estar equipado
con herramientas para almacenar datos de sensores y video, además una persona autorizada debe
estar en el automóvil en caso de alguna falla por parte del vehículo (Act 26, 2004).

China por su parte, pretende que para el 2022 tanto las regulaciones como las redes de
carreteras estén listas para la utilización de vehículos autónomos. A nivel nacional China tiene el
Intelligent Connected Vehicle Road Test Management Specification publicado en 2018 por el
ministerio de industria, información y tecnología; del mismo modo también se ha adelantado la
creación de licencias para para pruebas de vehículos autónomos en 8 ciudades como lo son Pekín,
Shanghái, Shenzhen, Chongqing, etc. (Xiaotong, 2018). A su vez cada ciudad ha publicado
diferentes regulaciones para las pruebas de los vehículos, Shanghái, por ejemplo, publicó en el
2019 Management Measures on Shanghai Connected and Autonomous Vehicles Road Testing and
Pilot Materialization, Chapter 5 “Application and Assessment of Pilot Materialization”.

En cuanto a los sistemas de inteligencia artificial en la Figura 22 se puede observar los
diferentes puntajes que obtuvieron los países analizados. Singapur fue el país con mejor puntuación
debido al Model AI Governance Framework publicado en el 2019 en el que no solo propone
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principios éticos, además presenta un marco de referencia para el uso responsable de la inteligencia
artificial y su futuro desarrollo, el objetivo de este marco es servir de base para la creación de
futuras regulaciones que pueden realizar tanto estados como empresas que estén interesados en la
implementación de la inteligencia artificial, del mismo modo cabe la pena resaltar que este marco
no se enfoca en una sola área o una problemática, sino que pretende ser aplicable a la inteligencia
artificial en general (Info-communications Media Development Authority y Personal Data
Protection Commission, 2020). China por su parte obtuvo una puntuación de 4, ya que, dentro de
su estrategia nacional, propone un plan para la adaptación a los sistemas de inteligencia artificial,
esto para determinar los sujetos legales, así como sus responsabilidades, derechos y obligaciones
(Consejo de Estado, 2017).

Tanto Japón como India obtuvieron un puntaje de 3; en primer lugar, India posee una
propuesta dentro de su estrategia nacional para realizar regulaciones basadas en las amenazas o
daños que esta inteligencia pueda causar, aunque resalta que se debe asegurar que estas amenazas
sean reales para no crear regulaciones basadas en casos hipotéticos o posibles daños (NITI Aayog,
2018). En segundo lugar, Japón posee una propuesta de principios para la utilización de la
inteligencia artificial, estos principios se encuentran divididos por su relación en promover los
beneficios, mitigar los riesgos y fomentar la confianza en esta tecnología (Conference toward AI
Network Society, 2018).

Para finalizar en cuanto a los sistemas de armas autónomas, India es el país que tiene el
puntaje más alto debido a que posee una propuesta para la utilización de inteligencia artificial
enfocada en la defensa del país; esta propuesta pretende apoyar el uso pacífico y comercial de la
inteligencia artificial, visualizar el potencial de esta tecnología para el desarrollo de armamento,
mitigar los riesgos, desarrollar sistemas robóticos inteligentes y autónomos, entre otros objetivos
(Ministry of Defence of India, 2018). China por su parte dentro del Convenio sobre Ciertas Armas
Convencionales ha manifestado, la necesidad de crear un diálogo para una pronta regulación de las
armas autónomas, para este país es importante que primero se defina el concepto de LAWS y sus
características, para así definir el nivel de control humano sobre esta tecnología; del mismo modo
China resalta que las futuras regulaciones sobre los sistemas de armas autónomos letales no deben
interferir en el desarrollo de la inteligencia artificial (Government of China, 2018). En cuanto a
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Japón a pesar de ser miembro en las conversaciones sobre LAWS en el Convenio sobre Ciertas
Armas Convencionales desde el año 2014, este país ha explicado la necesidad del control humano
sobre las armas y recalca el no tener interés en el desarrollo y adquisición de estas armas (Human
Rights Watch, 2019).

5.4. África
En cuanto al continente africano en la gráfica se puede observar que los puntajes son bajos
en comparación con otros continentes, en especial para las áreas de robótica autónoma y sistemas
de inteligencia artificial en donde los países analizados obtuvieron un puntaje de 1. Este fenómeno
se puede explicar; por un lado, al poco desarrollo de inteligencia artificial presente en la región, y
por el otro lado, debido a las estrategias nacionales en desarrollo o enfoque de estas en la
innovación e investigación de la tecnología y no en la regulación de esta.

Figura 23. Evaluación de regulaciones – continente africano

Elaboración propia
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Dicho lo anterior, dentro del continente si se puede observar la presencia de leyes sobre la
protección de datos personales. Por ejemplo, Mauricio posee una oficina de protección de datos, la
cual está sujeta al ministerio de tecnología, comunicación e innovación. Esta oficina entró en
funcionamiento en el 2009 debido a la ley de protección de datos del 2004, su objetivo es mantener
y proteger los derechos a la privacidad de las personas (Republic of Mauritius, 2020). Actualmente,
la ley de protección de datos vigente es la del 2017 reemplazando la anteriormente mencionada
(2004), según la oficina de protección de datos “el principio clave que sustenta la protección de
datos es garantizar que las personas sepan controlar cómo se usa su información personal o, al
menos, saber cómo otros usan esa información.” (Republic of Mauritius, 2017).

Asimismo, Ghana posee la ley de protección de datos del 2012 en donde se crea la comisión
de protección de datos, cuyo objetivo es proteger la privacidad de las personas, así como la
regulación del procesamiento de esta (Ley 843, 2012). Túnez por otra parte, regula la información
personal por medio de la ley No 2004-63, la cual propone lineamientos para aquellos que recogen
información, también brinda una lista de derechos como el de privacidad y por ultimo lista las
sanciones para quienes no cumplan con esta ley las cuales van desde el pago de comparendos hasta
condenas en la cárcel (Ley 2004-63, 2004). Sudáfrica, posee la ley de protección de información
personal del 2013, sin embargo, esta ley no ha sido completamente traducida al inglés. Kenia por
su parte hasta el 2019 publicó su ley de protección de datos, esta regulación crea la oficina del
comisionado de protección de datos, al mismo tiempo pública principios y obligaciones sobre la
protección y recolección de datos (Ley 24, 2019).

Por otro lado, a pesar de que el continente posee puntajes bajos hay que rescatar el liderazgo
de Mauricio entorno a la regulación de la inteligencia artificial. Ya que, este ha mostrado un interés
en la creación de un marco regulatorio ético y regulaciones para vehículos autónomos dentro de su
estrategia nacional para la implementación de la inteligencia artificial (Ministry of Information
Technology, Communication and Innovation, 2018).

Finalmente, en cuanto a los sistemas de armas autónomas letales hay que resaltar que Ghana
es el único país dentro de los analizados que ha mostrado interés en la creación de un marco
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regulatorio internacional, resaltando la necesidad de estas regulaciones antes de que estas armas
sean completamente desarrolladas, esto entorno al Convenio sobre Ciertas Armas Convencionales.

5.5. Oceanía
Para finalizar, en cuanto al continente de Oceanía se analizaron los países de Australia y
Nueva Zelanda, los cuales se caracterizan por ser líderes en la región en cuanto a investigación y
desarrollo en la inteligencia artificial. En la siguiente gráfica se puede observar que ambos países
obtuvieron diferentes puntajes respecto al desarrollo de regulaciones, por ejemplo, Nueva Zelanda
tiene un mejor desarrollo en leyes que abarcan los automóviles automáticos, a diferencia de
Australia que se encuentra en la fase de planeación, sin embargo, Australia ya posee propuesta para
el desarrollo de marcos éticos mientras que Nueva Zelanda solo tiene la intención de su creación.
Figura 24. Evaluación de regulaciones – continente de Oceánico

Elaboración propia

En primer lugar, hay que señalar que ambos países poseen leyes sobre protección de datos
razón por la cual ambos países obtuvieron un puntaje de 6; Australia con la ley de privacidad de
1988, su última versión, la cual está vigente hoy en día es del año 2019 y entró en vigor en el 10
de enero de 2020. Nueva Zelanda, por otro lado, utiliza la ley de privacidad de 1993, esta posee 12
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principios sobre el uso de la información personal de los individuos, así como de su mantenimiento,
recolección, seguridad, acceso, etc. Esta ley a su vez, crea el comisionado de privacidad el cual se
encarga de revisar futuras legislaciones en torno al uso de la información personal, entre otras
funciones alrededor de la capacitación sobre el uso y mantenimiento de esta información (Privacy
Act, 1993).
En segundo lugar, Australia posee un puntaje de 3 en cuanto a parámetros éticos, debido a
que se está desarrollando una propuesta para crear un marco ético con el fin de ayudar a empresas
y el gobierno a la implementación de la inteligencia artificial en el país, este marco se ha venido
desarrollando dentro de la estrategia nacional y está compuesto por 8 principios, como el principio
de Justicia: “A lo largo de su ciclo de vida, los sistemas de IA deben ser inclusivos y accesibles, y
no deben involucrar o dar lugar a una discriminación injusta contra individuos, comunidades o
grupos.” (Departamento de industria, 2020). Nueva Zelanda por su parte, dentro de su estrategia
nacional ha presentado la necesidad y la intención de crear marcos éticos, sin embargo, no
menciona si este está en desarrollo ni tampoco como este se podría desplegar, por esta razón obtuvo
un puntaje de 2.

En cuanto al transporte autónomo Nueva Zelanda obtiene un puntaje de 6 debido a que,
junto con el ministerio de transporte ha desarrollado guías para el uso de vehículos autónomos en
el territorio, así como la creación de normas que se adapten a la utilización de este tipo de vehículos
en vías públicas, teniendo en cuenta leyes de transporte, regulaciones respecto a accidentes
automovilísticos y sobre la información personal (Ministerio de Transporte, 2019). Sin embargo,
la ley de transporte terrestre de 1998 “aborda adecuadamente los vehículos con características
automatizadas de nivel 2, como vehículos con asistencia de mantenimiento de carril, sistemas de
mitigación de colisiones y sistemas automatizados de frenado de emergencia” (Ministry of
transport of New Zealand, 2019).

Australia por su parte, tiene el objetivo de tener un sistema regulatorio en vigor para el 2020
esta regulación pretende abarcar en su totalidad la utilización de vehículos autónomos, teniendo en
cuenta normas de tránsito y de vehículos, así como regulaciones sobre ciertos tipos de transporte
de pasajeros y regulaciones de seguros; a su vez este marco responderá las siguientes preguntas:
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¿Quién tiene el control legal de un vehículo que opera en modo automatizado?
¿Cuál es el papel de los gobiernos y la industria para garantizar la seguridad de la
tecnología, tanto en el primer suministro al mercado como a lo largo de la vida del
vehículo?
¿Cómo una persona lesionada en un choque con un vehículo automatizado reclamará
compensación? (National Transport Commission, 2019, p. 10).

En cuanto a las regulaciones sobre los sistemas de inteligencia artificial podemos observar
que Nueva Zelanda se encuentra en un proceso en el cual analiza las posibles implicaciones
negativas de la inteligencia artificial, para luego crear las regulaciones con base a lo encontrado,
asimismo Nueva Zelanda tendrá como base tres reglas para la regulación de la inteligencia artificial
realizadas por The Allen Institute for Artificial Intelligence las cuales se basan en la diferencia
entre humanos y el sistema de inteligencia artificial; así como el uso de la información confidencial
guardada dentro de estos (The AI Forum of New Zealand, 2018). Por otra parte, Australia posee la
intención de crear un marco regulatorio a nivel federal y nacional en el área de robótica, esto con
el fin de que el país se pueda adaptar a las nuevas tecnologías, sin embargo, en el proceso de
consulta hay quienes sugieren que la creación de estas regulaciones podría frenar el desarrollo de
la robótica y de la industria en el país (Australian Centre for Robotic Vision, 2018).

Por último, en cuanto a los sistemas de armas autónomos letales Australia se ha manifestado
al Convenio sobre Ciertas Armas Convencionales afirmando que “si bien Australia considera que
la prohibición generalizada de los sistemas de armas autónomas es prematura, reconocemos los
posibles riesgos asociados con estos sistemas” (Australian Permanent Mission and ConsulateGeneral Geneva, 2017). De igual manera Australia está dispuesta a medir los riesgos de la
utilización de este tipo de armas y si estas incumplirían el derecho humanitario, también está al
tanto del doble uso de los sistemas autónomos y cómo esta tecnología puede cambiar de un uso
civil a uno militar (Australian Permanent Mission and Consulate-General Geneva, 2017). Nueva
Zelanda por su parte cree necesario el control humano sobre las armas para garantizar el
cumplimiento del derecho humanitario internacional, así señala que el reto es establecer a qué nivel
de autonomía los sistemas siguen cumpliendo con el derecho y como verificar si un sistema posee
cierto control humano (Donnelly, 2018).
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Para finalizar, en la siguiente figura, se realizó una comparación entre los puntajes
obtenidos en el índice de Government Artificial Intelligence Readiness y los puntajes otorgados en
este capítulo, con el objetivo de demostrar la diferencia entre los países que tienen mayor desarrollo
en la implementación de la inteligencia artificial y los países que poseen poco avance en esta área.
Se puede observar el liderazgo de países como Singapur con una puntuación de 9.1/10 y una
evaluación promedio de regulaciones de 4.83/6 y Francia con una puntuación de 8.6/10 y una
evaluación promedio de regulaciones de 4.5/6 (Ver en al anexo 7.4), en el desarrollo de esta
tecnología y por lo tanto su avance e implementación de regulaciones nacionales, esto pone en
evidencia, que los países con mayor puntuación en el ranking global tienen mejor calificación en
regulaciones nacionales sobre inteligencia artificial.

Sin embargo, se observa el caso particular de China, el cual ocupa la posición número 20
del ranking, con una puntuación de 7.3/10 y una evaluación promedio de regulaciones de 4.00/6
(Ver en al anexo 7.3). En donde, a pesar de no encontrarse entre los 10 primeros del índice, supera
en su evaluación de regulaciones a países como Japón (3.83/6), Alemania (3.83/6), Estado Unidos
(3.33/6), Finlandia (3.66/6) y Reino Unidos (3.33/6). (Ver en al anexo 7.4). Por último, el rezago
de países como Ghana con una puntuación de 4.8/10 y una evaluación promedio de regulaciones
de 2.00/6 y Sudáfrica con una puntuación de 5.1/10 y una evaluación promedio de regulaciones de
1.83/6. Esta observación también estuvo presente en el índice realizado por Oxford Insights en el
que apuntan a una desigualdad en el acceso a la inteligencia artificial, la cual se está siendo
implementada en varios sectores como se observa en la Figura 25 (Oxford Insights, 2019).
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Figura 25. Comparación puntajes Oxford Insights y regulaciones nacionales

Elaboración Propia

A partir de las calificaciones dadas a los países y los continentes, se puede concluir que
todos poseen deficiencias en cuanto a las regulaciones de inteligencia artificial. Aunque los países
analizados cuentan con altas regulaciones en protección de datos y vehículos autónomos, aún les
falta trabajar temas como parámetros éticos, robots autónomos, sistemas de inteligencia artificial y
armas autónomas o LAWS. Igualmente, cabe resaltar que países como Francia, China y Singapur
se han preocupado por la regulación de la tecnología en todas las categorías trabajadas y son países
pioneros en tratar de regular la inteligencia artificial en todo el mundo, aunque aún falta un largo
camino por recorrer para poder llegar a una estandarización o una regulación internacional de
inteligencia artificial.
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6. CONCLUSIONES

Al desarrollar esta investigación, se quiso evidenciar la necesidad de desarrollar una
normativa global respecto a la inteligencia artificial a partir de los avances en su desarrollo. Por lo
tanto, para dar respuesta a este objetivo, se realizó una investigación divida en tres capítulos, la
cuales tiene como propósito responder a la pregunta ¿Cómo la evolución de la inteligencia artificial
de 2008 al 2018 crea la necesidad de establecer un marco regulatorio internacional?

De este primer capítulo, se quiso revisar cuales han sido los avances de inteligencia artificial
a lo largo de los últimos 10 años. Se pudo concluir, que no toda la tecnología desarrollada en la
actualidad posee inteligencia artificial, y por el contrario, para que una máquina o programa sea
catalogada como inteligente es necesario que posea alguna de las áreas de desarrollo explicadas,
como lo son: el reconocimiento de patrones, robótica, redes neuronales, representación de
conocimiento, sistemas expertos, búsqueda de soluciones, algoritmos genéticos y procesamiento
del lenguaje natural. Además, se puede concluir que a través de los años no ha variado el concepto
de inteligencia artificial, debida a que su estructuración ha sido bien definida con los académicos
en los campos informáticos.

Así, pues, a lo largo de los años centros de investigaciones, como universidades en distintos
países, especialmente en Europa y Estados Unidos, se interesan en desarrollar tecnología creando
y diseñando robots y programas con capacidad de aprender, concluir y poseer autonomía para la
toma de decisiones. Sin embargo, es en el 2008 en el que la inteligencia artificial deja de ser parte
de investigaciones netamente académicas, a ser parte de productos y servicios usados por empresas
para ofrecerlas al público en general, como es el caso de Apple, Google, IBM, entre otras. Por
ende, se puede afirmar que el desarrollo de la inteligencia artificial ha tenido un crecimiento
exponencial a través de los años concentrándose en los mismos países que han liderado esta
inteligencia desde sus inicios en 1950.

En el segundo capítulo de esta investigación, se revisaron los principales planes nacionales
enfocados en el desarrollo de inteligencia artificial basado en el Government Artificial Intelligence
Readiness Index del 2019, este índice se enfoca en los países con mejor puntuación en la
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implementación de la inteligencia artificial en sus territorios, teniendo en cuenta la infraestructura
de datos, capacitación a los trabajadores, y el desarrollo de sus estrategias nacionales. Se puede
concluir, que los países en las primeras posiciones se encuentran las regiones de Norte América,
Europa del Este y Asia Pacifico, cuyos gobiernos ven las ventajas y potencial en el desarrollo e
implementación de la inteligencia artificial, realizando planes nacionales bien estructurados y
enfocados en las necesidades de su territorio. Por otro lado, la región de Asia Pacífico, es
considerada como una región líder en la creación y planeación al desarrollo de esta tecnología,
como consecuencia, Singapur es el número uno del índice, debido a que este posee una excelente
estructuración en su plan nacional AI Singapore.

En cambio, se puede considerar el atraso de regiones de América Latina y África, quienes
no se encuentran en las primeras posiciones del ranking, aunque permanecen dentro de los 100
primeros, esto se da como consecuencia de no desarrollar un plan nacional estratégico sobre
inteligencia artificial y de no poseer la intención de desarrollar una iniciativa propia.

En último capítulo, se realizó una evaluación a regulaciones nacionales sobre 6 áreas de la
inteligencia artificial, las cuales fueron: parámetros éticos, robots autónomos, sistemas de
inteligencia artificial, sistemas de armas autónomas letales, protección de datos y transporte
autónomo. Los resultados arrojaron que los países analizados obtuvieron mejores puntajes en las
áreas de protección de datos y vehículos autónomos, sin embargo, estas leyes no son vitales en la
inteligencia artificial, y en algunas ocasiones no regula esta tecnología, por el contrario promueve
su uso. En cambio, regulaciones sobre robots autónomos, parámetros éticos y sistemas de
inteligencia artificial no se han desarrollado de una forma uniforme, y son áreas preocupantes
debido a que su foco de regulación es la protección de la población y la responsabilidad
empresarial. Del ejercicio realizado, se puede observar la gran diferencia entre países en vías de
desarrollo y países desarrollados, debido a que estos últimos obtuvieron mejores puntajes, puesto
que desde hace años atrás esta tecnología se ha estado implantando en estos países, como es el caso
de Asia y Europa.

Finalmente, a pesar de existir nuevos hallazgos y aplicaciones de la inteligencia artificial,
todavía se hace necesaria la creación de un marco regulatorio internacional, hasta ahora inexistente.
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A pesar de que hay un creciente número de regulaciones en temas de inteligencia artificial, estas
en su gran mayoría son leyes y regulaciones nacionales, mientras que propuestas por parte de entes
internacionales no han tenido gran apoyo por parte de gobiernos, y estas solo se quedan en
recomendaciones o estancadas en debates, como es el ejemplo de las reuniones sobre sistemas de
armas autónomas letales, en donde los países no se han puesto de acuerdo sobre su regulación a
nivel mundial. Por esto, las instituciones internacionales y los estados deben adaptarse al rápido
cambio y al avance de la misma, para que no se genere una regulación lenta, individual, sino que
se promueva con un carácter global.
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7. ANEXOS
7.1.Principales desarrollos de inteligencia artificial
AÑO

DESCRIPCIÓN

1950

Alan Turing describe los medios para determinar cuándo una máquina es inteligente,
a lo que se llamó prueba de Turing.

1955
1956

Primer programa de inteligencia artificial, fue escrito por Allen Newell, Herbert Simon
y Shaw JC. Demostró teoremas usando una combinación de búsqueda, el
comportamiento orientado a objetos, y la aplicación de las normas. Se utilizó una
técnica de procesamiento de listas en un nuevo lenguaje de programación, IPL
(Information Processing Language).

1956

Congreso de Dartmouth (Dartmouth Summer Research Project on Artificial
Intelligence) realizada en Hanover - Nuevo Hampshire en Estados Unidos, en este
congreso se llegó a la definición de las presuposiciones básicas del núcleo teórico de
la Inteligencia Artificial.

1958

John McCarthy introduce LISP (List-Processing), un primer lenguaje de Inteligencia
Artificial.

1960

Se inicia el estudio de las estructuras sintácticas de la computadora y sus relaciones
con las estructuras sintácticas del lenguaje humano.

1963

Tom Evans, bajo la supervisión de Marvin Minsky, creó el programa, ANALOGY,
fue diseñado para resolver los problemas que implicaba la asociación de patrones
geométricos.

1963

Se crearon programas capaces de tratar con objetos geométricos (SHRDLU), robots
que manejan cubos (Shakey) y diferentes programas que “entendían” el inglés para
sacar de las frases una determinada información (SIR y STUDENT) estos funcionan
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mediante la comparación de patrones.
1965

Edward Feigenbaum y Robert K. Lindsay construyen en Stanford DENDRAL, el
primer sistema experto, es decir se utilizó el primer software que recrea el
comportamiento del ser humano a la hora de solucionar un problema.

1969

Un robot móvil llamado Shakey fue montado en Stanford, este podía navegar en un
bloque de ocho habitaciones y seguir instrucciones de una forma simplificada en
inglés.

1970

Fue desarrollado el primer sistema experto comercial “XCON”, desarrollado por John
McDermott en la Universidad Carnegie Mellon.

1980

Tres sistemas expertos se han fomentado: PIP, CASNET y MYCIN; el proyecto
MYCIN produce NeoMYCIN y ONCOCIN.

1990

Grandes avances en todos los ámbitos de la IA, con manifestaciones importantes en el
aprendizaje de las máquinas, tutoriales inteligentes y razonamiento basado en casos.

1997

El programa de ajedrez Profundo Azul gana al campeón mundial de ajedrez, a Gary
Kasparov.

1999

Sony Corporation presentó el AIBO, un perro robot mascota que entiende 100
comandos de voz.

1999

Sistema de inteligencia artificial, Remote Agent, da el control primario de una nave
espacial por primera vez. Durante dos días corriendo Remote Agent en el equipo a
bordo de Deep Space 1.

2000

El robot Nomad explora las regiones remotas de la Antártida en busca de muestras de
meteoritos.
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2002

iRobot, fundada por investigadores de la MIT Laboratorio de Inteligencia Artificial,
presenta Roomba, una aspiradora robot de limpieza.

2008

Google implementa su primera aplicación de reconocimiento de voz para Iphone y
obtiene un 80% de precisión en su respuesta de sistema.

2009

Investigadores de la Universidad de Brown, en Estados Unidos, crearon un robot que
puede seguir y obedecer los gestos humanos en cualquier entorno, en exteriores e
interiores.

2011

Apple integra por primera vez el asistente de voz Siri en su iPhone 4.
La empresa IBM (International Business Machines Corporation) consiguo crear la
primera supercomputadora llamada Watson la cual consiguió ganar tres rondas del
juego Jeopardy (juego de preguntas y respuestas) venciendo a sus más grandes
campeones (humanos), y ganó un millón de dólares.

2014

El chatbot Eugene Goostman ha sido el primer programa de ordenador que ha logrado
pasar más del 30% de la prueba de Turing.
Amazon lanza su primer producto con inteligencia artificial llamada Alexa un asistente
de compras online.
En el evento Code Conference que se lleva a cabo todos los años en Estados Unidos,
la empresa Google presentó su prototipo de su primer auto de conducción por
inteligenia artificial.

2015

La empresa Google con su aplicación AlphaGo derrotó al campeón mundial del juego
Go (juego de mesa) Lee Sedol con la puntuación de 4 a 1. Go es importante debido a
que es el juego de estrategia más difícil a nivel mundial y representa un gran reto para
quienes lo juegan.
Creación de la robot humanoide Sophia por la compañía Hanson Robotics en Hong
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Kong, Sophia cuenta con software de inteligencia artificial creado por la empresa
SingularutyNet, con procesamiento de datos visuales, reconocimiento facial,
reconocimiento de voz creado por la empresa Alphabet Inc.
2018

Utilización de inteligencia artificial en Drones como lo hace la empresa Doxel, quien
implementa esta tecnología para el rendimiento de los sistemas de vigilancia y video.

Creación propia basada en Universidad Autónoma de México (2011).
7.2. Plan de Desarrollo de IA de Nueva Generación
País

China

Nombre de la estrategia

Plan de Desarrollo de la Próxima Generación de Inteligencia
Artificial

Quién la formuló

Consejo de Estado de China

Cuándo salió

Julio 2017 (Xi Jinping)

Importancia estratégica de

-

la IA

IA es el nuevo plano de competencia global y debe reflejar
la creciente importancia de China.

-

Oportunidad en la etapa de Nueva Normalidad.

-

Usar IA para el desarrollo económico, defensa nacional y
estabilidad social.

Situación actual

China tiene una base sólida, pero existe una brecha con los países
desarrollados

(investigación,

influencia,

infraestructura,

regulaciones).
Estrategias de
implementación

1) Estrategias generales para la implementación:
(-) Construir un sistema de innovación en IA abierto y cooperativo.
(-) Aprovechar el alto nivel de integración de atributos
tecnológicos y sociales característico de la IA.
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(-) Adherir a la promoción de la trinidad de innovaciones en I&D
en IA, aplicaciones de productos y desarrollo industrial.
(-) Apoyar plenamente la promoción de ciencia y tecnología,
economía, desarrollo social, y seguridad nacional
2) Tareas para la construcción de un poder global en IA:
(-) Construir sistemas abiertos y coordinados de ciencia y
tecnología en IA
(-) Promover una economía de alto nivel, altamente eficiente e
inteligente
(-) Construir una sociedad inteligente segura y conveniente
(-) Fortalecer la integración militar‐civil en el dominio de la IA
(-) Construir un sistema de infraestructura inteligente segura y
eficiente
(-) Planificar una nueva generación de proyectos de ciencia y
tecnología en IA.
Plazos

2017‐2020: una industria núcleo de más de RMB 150 mil millones
y una extensiva de más de RMB 1 billón.
2020‐2025: una industria núcleo de más de RMB 400 mil millones
y una extensiva de más de RMB 5 billones.
2025‐2030: una industria núcleo de más de RMB 1 billón y una
extensiva de más de RMB 10 billones.

Financiamiento

✔ Guía del estado y “papel dominante” del mercado.
✔ Recursos domésticos y extranjeros.
✔ Incentivos para empresas.
✔ Apoyo a empresas, investigaciones y startups domésticas.
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Responsables

(-) Grupo Líder de Reforma estructural de Ciencia y Tecnología
Nacional y Construcción de un Sistema de Innovación

oficiales

(-) Ministerio de Ciencia y Tecnología
No se mencionan sectores específicos. El plan “Made in China

Sectores

2025”, presentado en 2015, había identificado 10 sectores

prioritarios

prioritarios.
Principales

La IA es una tecnología disruptiva con consecuencias sobre
empleo, teorías legales y sociales, privacidad personal, relaciones

Desafíos

internacionales, seguridad económica, estabilidad social. Algunas
propuestas son:
(-) Desarrollar leyes, regulaciones y normas éticas que promuevan
el desarrollo de IA.
(-) Mejorar las políticas clave para el apoyo del desarrollo de la IA.
(-) Establecer estándares tecnológicos y sistemas de propiedad
intelectual de IA.
(-) Establecer un sistema de supervisión de seguridad de IA y un
sistema de evaluación
(-) Fortalecer vigorosamente la capacitación de la fuerza laboral en
IA
(-) Llevar adelante un rango amplio de las actividades científicas
en IA
Elaborado por Mantilla, 2018.

7.3. Puntajes sobre regulaciones de inteligencia artificial
Ranking

Países

Protección

Parámetros

Robots

Transporte

Sistemas

de Datos

Éticos

Autónomos

Autónomo

de IA

Puntajes - Europa

LAWS

Promedio
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2

Reino

6

3

1

6

3

1

3,33

Unido
3

Alemania

6

3

3

6

3

2

3,83

5

Finlandia

6

3

3

5

3

2

3,67

6

Suecia

6

2

1

6

2

2

3,17

8

Francia

6

6

3

6

3

3

4,50

6,00

3,40

2,20

5,80

2,80

2,00

Promedio

Puntajes – Asia
1

Singapur

6

6

3

6

6

2

4,83

10

Japón

6

3

3

6

3

2

3,83

17

India

6

3

1

1

3

3

2,83

19

EAU

6

1

1

2

2

1

2,17

20

China

6

4

2

6

4

2

4,00

6,00

3,40

2,00

4,20

3,60

2,00

Promedio

Puntajes – América
4

USA

6

2

2

6

3

1

3,33

6

Canadá

6

4

2

6

2

2

3,67

32

México

6

2

1

2

1

2

2,33

35

Uruguay

6

1

1

1

1

1

1,83

39

Chile

6

1

1

1

1

2

2,00

6,00

2,00

1,40

3,20

1,60

1,60

Promedio

Puntajes – África
52

Kenia

6

1

1

1

1

1

1,83

54

Túnez

6

1

1

1

1

1

1,83

60

Mauricio

6

2

1

2

1

1

2,17

68

Sudáfrica

6

1

1

1

1

1

1,83

75

Ghana

6

1

1

1

1

2

2,00

72

Promedio

6,00

1,20

1,00

1,20

1,00

1,20

Puntajes – Oceanía
11

Australia

6

3

2

4

2

2

3,17

13

Nueva

6

2

1

6

3

2

3,33

6,00

2,50

1,50

5,00

2,50

2,00

Zelanda
Promedio
Elaboración propia

7.4. Comparación puntajes Oxford Insights y regulaciones nacionales
Ranking

País

Puntaje

Promedio

Puntaje

Ranking

Puntaje

Ranking

Promedio

1

Singapur

9,186

4,83

Singapur

1,751

1,89

2

Reino Unido

9,069

3,33

Reino Unido

1,634

0,38

3

Alemania

8,810

3,83

Alemania

1,375

0,88

4

USA

8,804

3,33

USA

1,369

0,39

5

Finlandia

8,772

3,67

Finlandia

1,337

0,72

6

Suecia

8,674

3,17

Suecia

1,239

0,22

6

Canadá

8,674

3,67

Canadá

1,239

0,72

8

Francia

8,608

4,50

Francia

1,173

1,55

10

Japón

8,582

3,83

Japón

1,147

0,89

11

Australia

8,126

3,00

Australia

0,691

0,05

13

Nueva

7,876

3,33

Nueva

0,441

0,39

Zelanda

Zelanda

17

India

7,515

2,83

India

0,080

-0,11

19

EAU

7,445

2,17

EAU

0,010

-0,78

20

China

7,370

4,00

China

-0,065

1,05

32

México

6,664

2,33

México

-0,771

-0,61

35

Uruguay

6,522

1,83

Uruguay

-0,913

-1,11

39

Chile

6,190

2,00

Chile

-1,245

-0,95

73

52

Kenia

5,672

1,33

Kenia

-1,763

-1,61

54

Túnez

5,652

1,83

Túnez

-1,783

-1,11

60

Mauricio

5,318

2,17

Mauricio

-2,117

-0,78

68

Sudáfrica

5,152

1,83

Sudáfrica

-2,283

-1,11

75

Ghana

4,888

2,00

Ghana

-2,547

-0,95

Promedio

7,435

2,95

Elaboración propia
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