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Abstract
In this thesis we investigate the properties of impurities immersed in a dilute Bose gas at
zero temperature using quantum Monte-Carlo methods. The interactions between bosons are
modeled by a hard sphere potential with scattering length a, whereas the interactions between
the impurity and the bosons are modeled by a short-range, square-well potential where both the
sign and the strength of the scattering length b can be varied by adjusting the well depth. We
calculate the binding energy, the effective mass and the pair correlation functions of a impurity
along the attractive and the repulsive polaron branch. In particular, at the unitary limit of the
impurity-bosons interaction, we find that the binding energy is much larger than the chemical
potential of the bath signaling that many bosons dress the impurity thereby lowering its energy
and increasing its effective mass. We characterize this state by calculating the bosons-boson
pair correlation function and by investigating the dependence of the binding energy on the gas
parameter of the bosonic bath. We also investigate the ground-state properties of M impurities
in a Bose gas at T=0. In particular, the energy and the phase diagram by using both quantum
Monte-Carlo and mean field methods.
1
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Chapter 1
Introduction
In this thesis we investigate the properties of an impurity immersed in a dilute Bose gas at
zero temperature using quantum Monte-Carlo methods. The interactions between bosons are
modeled by a hard sphere potential with scattering length a, whereas the interactions between
the impurity and the bosons are modeled by a short-range, square-well potential where both the
sign and the strength of the scattering length b can be varied by adjusting the well depth. We
calculate the binding energy and the effective mass of the impurity along the attractive and the
repulsive polaron branch. In particular, at the unitary limit of the impurity-bosons interaction,
we find that the binding energy is much larger than the chemical potential of the bath while
the effective mass remains on the order of the bare mass. We characterize the ground state of
the impurity by calculating the bosons-boson pair correlation function and by investigating the
dependence of the binding energy on the gas parameter of the bosonic bath. Additionally, we
present some results concerning the problem of many impurities immersed in a Bose quantum
gas by using both perturbative and Monte-Carlo methods.
In the first chapter, we review two important topics that are involved in this study: ultracold
gases and polarons in solid-state systems. The latter is a standard problem in many-body
physics, where an impurity interacts with the quantum fluctuations of its environment. The
Fröhlich solid-state polaron problem is briefly reviewed, which consists in investigating the
properties of a charged particle interacting with the lattice vibrations in a polar crystal. The
electron and the distortion of the lattice can be described by a quasiparticle with different mass
and energy with respect to the bare electron. The Hamiltonian for this problem is described and
a second-order perturbation theory is used to calculate both the ground-state energy and the
effective mass. In the second part of the chapter we briefly review the physics of ultracold, dilute
gases. In particular, we discuss the regimes where these gases exist (density and temperature
conditions) and how interactions in the gas can be controlled. The Hamiltonian for a weakly
interacting Bose gas is considered and Bogoliubov transformations are used to calculate the
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ground-state energy.
In the second chapter we provide a review of experiments concerning impurities immersed in
quantum gases. We briefly discuss the Fermi polaron, which consists in a dressed spin-down
impurity in a Fermi sea of spin-up particles. The Fermi polaron displays an energy spectrum
formed by two branches: a metastable repulsive and the ground-state attractive branch. The
metastable polaron may decay eventually into the attractive branch consisting of a molecular
state formed by the impurity and a particle from the Fermi sea. Various properties, such as
the polaron effective mass and lifetime, are investigated experimentally. The Fermi polaron are
observed both in two and three dimensions. In the second part of the chapter we summarize
some experiments concerning impurities immersed in a Bose gas. We start with experiments
in one dimensional systems where the dynamics of a single impurity is studied. Properties
such as the energy and the effective mass are investigated as a function of the coupling strength
between the impurity and the bosonic bath. At the end of the chapter we mention an important
experiment that could be linked to our project: the dynamics of neutral impurities immersed
in an ultracold Bose gas in three dimensions.
The third chapter is devoted to develop the concepts of the Quantum Monte-Carlo (QMC)
methods. These are techniques I used to study the problem of the polaron immersed in a
degenerate Bose gas at zero temperature. We start by mentioning the importance of the com-
putational methods compared to more analytical tools in the regime of strong correlations and
we explain some preliminary concepts such as: random variables and stochastic processes and
how observables are calculated in QMC techniques, in particular energy, correlation functions
and effective mass of an impurity. The specific techniques that I used are them introduced: the
Variational Monte-Carlo (VMC) and the Diffusion Monte-Carlo methods (DMC). The technical
details are explained for both methods and the chapter closes with a case study: the calculation
of the ground-state energy for a Bose gas as a function of the gas parameter.
The fourth chapter addresses specifically the problem of investigating the ground-state prop-
erties of an impurity immersed in a Bose gas at zero temperature. We start by writing down
the Hamiltonian for a system consisting of one single impurity immersed in a dilute degenerate
gas of bosons by using the Bogoliubov approximation introduced in the first chapter. This
system is cast in the form of the Fröhlich’s Hamiltonian, similar to the solid-state problem
discussed in the first chapter. Here, the low-energy (Bogoliubov) excitations play the role of
phonons. From this Hamiltonian and following a similar procedure to the one introduced in
the first chapter, where the coupling between the electron and the lattice vibrations is weak
we tackle the problem with perturbation theory. The relevant coupling strength is the inter-
action between the impurity and the Bogoliubov excitations and it is defined by the ratio b/a
of the two scattering length. The ground-state energy and the effective mass are obtained
within the perturbation theory. Another theoretical tool that can address this problem was
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devised using a variational principle. The Jensen-Feynman free energy approach allows one
to calculate the ground-state energy for the impurity problem immersed in a Bose gas for all
the values of the coupling strength. A functional action can be written using the Fröhlich’s
Hamiltonian; then this action is introduced into the Jensen-Feynman inequality and the free
energy of the system is obtained by a minimization procedure. Furthermore, the effective mass
of the impurity is calculated using this technique. We then address the problem using QMC
methods. In particular, the Diffusion Monte-Carlo technique is used to study the ground-state
properties of the bath-impurity system. This system is characterized by N bosons plus one
impurity in a cubic box with periodic boundary conditions. We calculate the binding energy of
the impurity defined as the difference of the ground-state energy E(N + 1) of the system plus
the impurity and the ground-state energy E0(N) of the system without impurity. Similarly to
the Fermi polaron problem, we find two branches: a repulsive and an attractive branch corres-
ponding to effective repulsive and attractive interactions between the impurity and the bath.
We compared the polaron binding energy with the mean-field results obtained at the beginning
of the chapter. In the weak-coupling regime the polaron binding energy is obtained with both
pertubative and variational methods are in good agreement with the QMC results, however
significant differences appear at strong coupling. In addition, both the boson-boson and the
impurity-bosons correlation functions are calculated for all values of the coupling strength, in
order to understand the effects of the impurity on the bosonic bath when the interaction is
either attractive or repulsive. The effective mass has been computed by using QMC techniques
and agreement is found with mean-field results in the weak-coupling regime. In the strongly
interacting limit we find a finite value of the effective mass. This is in contrast with the results
of the mean-field methods where the effective mass is predicted to diverge and self-localization
of the impurity is claimed.
The fifth chapter treat separately the regime of strongest coupling between the impurity and
the Bose gas known as the unitary limit. We investigate the dependence of the binding energy
with the gas parameter. At low densities the binding energy is much larger than the chemical
potential of the bath. On the other hand, the effective mass is found to reach a value around
twice the bare mass of the impurity. The chapter closes by investigating the possible existence
of a three-body bound state in our model.
The sixth chapter treats the problem of many bosonic impurities immersed in a degenerate
Bose gas. We study the ground-state energy as a function of the coupling strength and the
concentration (number of impurities/number of bosons). For weawk coupling and low concen-
trations, the QMC results agree with the predictions of mean-field methods. Interaction effects
between polarons are observed. The stability of the system is studied from the equation of state
obtained from the QMC calculations. The pair correlation functions are also computed and
instability of the system is displayed above a critical concentration x and value of the coupling
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Figure 1.1: The ions placed on the lattice fell the attraction by the electron, therefore there
is a distortion of the lattice. This electron and this distortion can be described by a quasi-
particle with different mass and energy respect the naked electron and this quasiparticle is
called polaron.
strength b/a.
At the end of the thesis some conclusions and remarks are drawn form the theoretical point
of view. In addition we will discuss some interesting features about possible experimental
realizations of impurities immersed in a bosonic bath.
1.1 Fröhlich solid-state polaron
In this section, we turn our attention to the polaron problem in solid-state physics. In this
context, a central problem is the study of electrons and phonons and their interactions. When
an electron at rest or in movement interacts with the ions placed in the lattice, then the
negative charge of the electron will attract the positively charged ions and repel the negatively
charged ones Fig [1.1]. The electron together with its self-polarisation cloud will form a new
quasiparticle called polaron. The energy and the mass of this quasiparticle are different from
the bare electron.
The concept of polaron was introduced by Landau and Pekar [5] in 1933. The distortion of the
lattice can be described in terms of phonons. The Fröhlich Hamiltonian derived by Fröhlich [6]
in 1954 describes the interaction between electrons and the longitudinal optical phonons (LO)
due to the lattice distortion. The Hamiltonian can be written as:
H = ∑p P 22M cˆ†˙pcˆp +∑ ~ωqaˆ†˙qaˆq +∑q,p Vqcˆ†˙p+qcˆp
(
aˆ†˙q + aˆq
)
. (1.1)
Here cˆ†˙p (cˆp) is the creation (annihilation) operator of electrons and aˆ†˙q (aˆq) is the creation
(annihilation) operator of optical phonons with energy ~ωq This Hamiltonian is derived and
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deeply discused in Reference [7]. The first term in Eq. [1.1] represents the kinetic energy of the
unperturbed electrons with momentum P and mass M . The second term is the energy of the
phonon bath. The last term describes the interaction between optical phonons and electrons
in terms of a k−dependent Vk. The particular case of just one single electron reduces the
Hamiltonian Eq. [1.1] to:
H = P
2
2M + ~ω0
∑
q
aˆ†˙qaˆq +
∑
q
Vq exp(iq · r)
(
aˆ†q + aˆq
)
. (1.2)
where the longitudinal phonons are described by the Einstein model with frequency ω0 and
the interaction amplitude between electrons and phonons is given by Vq = M0ν1/2
1
|q| , ν being the
volume, M20 =
4piα~(~ω0)3/2
(2M)1/2 and α =
e2
~
(
M
2~ω0
)1/2 ( 1
ε∞ − 1ε0
)
where ∞ and 0 are the static and
high-frecuency dielectric constant respectively and depend on the specific material. Then the
Hamiltonian Eq. [1.1] is reduced to:
H = P
2
2M + ω0
∑
q
a†˙qaq +
∑
q
M0
ν1/2
exp(iq · r)
|q|
(
a†˙q + aq
)
. (1.3)
A couple of features must be pointed out: the result above is obtained independently of the
statistics of the particle and the model assumes that the motion is isotropic in space and the
energy bands are nondegenerate.
However if ωq is kept general in Eq. [1.1], this Hamiltonian describes in general the problem of a
particle with massM coupled to a bath of bosons with dispersion relation ωq, mediated through
an interaction amplitude Vq. Aside from the optical phonons studied in solid-state physics and
described by the Hamiltonian Eq. [1.3]; the electron-phonon interaction can be mediated
by acoustical phonons as well, which are known as acousto-polarons or piezo-polarons [8, 9].
Other examples are the ripplon-polarons which consist of one electron on a Helium film and
the excitations of the system are described by surface waves called ripplons [10, 11, 12, 13]; the
plasmaron is a quasiparticle arising from the strong interaction between plasmon and electron,
the plasmaron is a quasiparticle formed by quasiparticle-quasiparticle interactions [14, 15, 16].
When a photon is absorbed by a semiconductor an exciton is formed. This quasiparticle is
represented as an excitation of an electron from the valence band into the conduction band.
[17, 18, 19]. A more general case are the polaritons. These are quasiparticles resulting from
strong coupling of electromagnetic waves with an electric dipole-carrying excitation.
The Fröhlich Hamiltonian has been a relevant problem in mathematical physics. Quite a few
mathematical techniques have been employed in solving this problem because this Hamilto-
nian resists exact diagonalization. In the literature there are many methods attempting to
tackle this problem. One of the standard techniques is perturbation theory, which calculates
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Figure 1.2: A) The ground state energy (in units of ~ω0) for the Fröhlich polaron as a function of
the electron-phonon coupling, calculated with the weak coupling, strong coupling and Feynman
variational formalism. B) Diagramatic Monte-Carlo (Dashed line) and Feynman variational
formalism (Solid line).
the ground-state energy and the effective mass of the polaron as a function of the coupling
parameter between the electron (impurity) and the lattice vibrations (bosons); this method
was applied for the first time by Fröhlich [6]. The Brillouin-Wigner and Rayleigh-Schrödinger
perturbation theory are introduced as predecessors of the modern formulation of the Green’s
function formalism and the properties of the electron are described in terms of the spectral
function. The latter is obtained from the self-energy contained in the phonon-electron Green’s
function. Both theories are linked directy with the T− matrix theory and the reaction matrix
theory. Both the ground-state energy of the electron and its effective mass are calculated.
These methods are described in large detail in Ref. [7].
The methods listed above works quite well for weak coupling, it means, small values of the
interaction strength between the electron and the bosons. On the other hand, the strong-
coupling regime was investigated by Bogoliubov, Tyablikov [20] and by Landau and Pekar [5]
using canonical transformations. This strong coupling limit is based on a strong assumption:
the localization of the electron with a Gaussian wave function resulting in a bound state of the
electron in the self-induced potential. Later on, the problem was most accuratly treated by
Feynman. He developed a theory valid for all the coupling strengths introducing a variational
method based on the path-integral formalism [21, 22]. The ground-state energy and effective
mass was calculated for all the coupling strengths [23]. In chapter 4 we will describe this method
for investigating the ground-state properties of the impurity interacting with the bosonic bath.
The polaron energy and the effective mass are calculated.
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In Fig. [1.2] the ground-state energy of the electron (impurity) is calculated for different coup-
ling strengths. In Fig. [1.2, A] the ground-state energy is plotted for the weak-coupling formal-
ism (e.g perturbative methods), the strong-coupling regime (e.g Landau-Pekar strong coupling
theory) and the Feynman variational formalism which reproduces very well the weak-coupling
limit and provides an upper bound in the strong-coupling limit. Furthermore it interpolates
between the two regimes. The strong-coupling regime has been widely investigated with dia-
grammatic expansions, where Feynman diagrams are drawn and sampled using Monte-Carlo
methods. This method is know as Diagrammatic Monte-Carlo (DiagMC). In Fig. [1.2, B] both
results of Feynman variational formalism and Diagramatic Monte-Carlo methods [24, 25, 26]
are shown for all values of the coupling strength and they are in good agreement. The DiagMC
method is the most powerful tecnnique describing the strong-coupling regime.
The problem of two and more impurities has been widely investigated as well. In particular,
an extention of the Feynman variational formalism was developed for two electrons [27]. This
study shows that if the polaronic coupling strength is large enough the impurities will form
a bound state of two electrons with weak effective Coulomb interaction (the bipolaron). [28].
Under certain circumstancesthe formation of multipolaron are linked with clusters of polarons
[29].
In the subsequent section, we will derive the Fröhlich Hamiltonian describing the phonon-
electron interaction and a perturbative calculation will be presented in order to estimate both
the energy and the effective mass.
1.1.1 Perturbative treatment
In this section we will treat the problem of one electron interacting with the lattice vibrations
by means of perturbative methods. One assumes that the electron interacts with the lattice
and therefore there is a periodic potential acting on the electron. The lattice is displaced from
its equilibrium position and there is a potential ∆V1(x) “ felt” by the electron due to the change
of the charge density ρ(x). This statement is contained in the Poisson equation:
∇2∆V1(x) = eρ(x) = −∇ ·P(x). (1.4)
Let us suppose that the lattice is formed by a postitive and a negative ion placed in each unit cell.
Then, there are six total modes for each k number. Three of the modes are characterized by the
ions moving in the same direction; as k → 0 such modes do not provide important contributions
to the polarization P(x), because there is not a net relative displacement (acoustic branch).
On the contrary, the other three modes associated with the opposite motion of the positive and
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negative ions produce a polarization that is proportional to the amplitude of the mode (optical
branch). For these modes, a gap is present in the excitation frecuency ω0 6= 0 for k → 0.
Let us consider aˆ†(k) and aˆ(k) the creation and annihilation operators of phonons respectively.
The polarization can be written as:
P(x) = α′
∫ d3k
(2pi)3
3∑
i=1
[
aˆi(k) exp (ik · x) eˆk,i + aˆ†i (k) exp (−ik · x) eˆ∗k,i
]
(1.5)
Where eˆk,i (eˆ∗k,i) is the unitary polarization vector (and its complex conjugate) in the direction
k. The polarization P(x) is proportional to the net displacement of the ions. In fact the
previous equation is obtained by the quantization of the harmonic oscillations of the crystal
(see for instance [21]). The proportionality constant is α′ and it depends on the material. From
Eq. [1.4] and Eq. [1.5] the charge density is then given by:
eρ(x) = −∇ · P (x) = iα′
∫ d3k
(2pi)3
3∑
i=1
[
aˆi(k) exp (ik · x) k · eˆk,i − aˆ†i (k) exp (ik · x) k · eˆ∗k,i
]
.
(1.6)
Evidently the longitudinal mode paralell to eˆk,i has a non-zero contribution (eˆk,i||k). It turns
out that
ρ(x) = iα′
∫ d3k
(2pi)3 k
[
aˆk exp (ik · x)− aˆ†k exp (−ik · x)
]
. (1.7)
The potential energy of the electron due to the lattice vibration can be obtained as
∆V1(x) = −ieα′
∫ d3k
(2pi)3
1
k
[
aˆk exp (ik · x)− aˆ†k exp (−ik · x)
]
(1.8)
= i
(√
2piα
)1/2 ~5ω3
M
∫ d3k
(2pi)3
1
k
[
aˆk exp (ik · x)− aˆ†k exp (−ik · x)
]
,
where α′ =
(√
2piα
)1/2
(~5ω3/M)1/4 , α = 12
(
1
ε∞ − 1ε0
)
e2
~ω
(
2Mω
~
)1/2
and ε∞, ε0 are the static
and high-frequency dielectric constants of the crystal respectively. The total Hamiltonian reads
as
H =P
2
2 +
∑
k
aˆ†kaˆk + i
(√
2piα
)1/2∑
k
1
|k|
(
aˆ†k exp(−ik · r)− aˆk exp(ik · r)
)
, (1.9)
where ~ = M = ω0 = 1. On the Hamiltonian [1.9] one uses perturbation theory in order to
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Figure 1.3: Representation of the process of an electron with momentum (P−k) and a phonon
of momentum k.
estimate the energy of the polaron. Therefore, one assumes a perturbative parameter, in this
case the coupling constant α 1.
In perturbation theory one splits the Hamiltonian Eq. [1.9] as H = H0 +Hpert , where
H0 = P 22 +
∑
k aˆ
†
kaˆk and
Hpert = i
(√
2piα
)1/2∑ 1
|k|
(
aˆ†k exp(−ik · r)− aˆk exp(ik · r)
)
,
(1.10)
and the energy is written as a perturbative expansion, namely:
∆E0 = 〈0 |Hpert| 0〉+
∑
n
〈0 |Hpert|n〉 〈n |Hpert| 0〉
E00 − E0n
+ · · ·
As it is standard in perturbation theory, |n〉 and En are the eingenvectors and eigenvalues of
H0 respectively. Since Hpert acting on a state changes the number of phonons, the first term
of the perturbative series vanishes.
In the Fig. [1.3] the initial state is represented by an electron with momentum P and no
phonons. In an intermediate state the electron has a momentum (P − k) and there is one
phonon emitted. Therefore the energies of these states are:
Initial state : E00 =
P 2
2 . (1.11)
Intermediate state : E0n =
(P− k)2
2 + 1. (1.12)
Notice that in the units used the energy of the phonon is ~ω0 = 1 therefore, the matrix element
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is given by:
〈n |Hpert| 0〉 = i
(√
2piα
)1/2 〈
n
∣∣∣∣∣∑
k
1
|k|
(
aˆ†k exp(−ik · r)− aˆk exp(ik · r)
)∣∣∣∣∣P, no phonons
〉
.
(1.13)
It vanishes unless |n〉 is a state with one phonon and one electron with momentum P′, namely
|n〉 = |P′, 1 phonon〉. If the phonon has momentum k, it turns out that,
〈n |Hpert| 0〉 = i
(√
2piα
)1/2 〈
P′, no phonons
∣∣∣∣∣ 1|k| exp(−ik · r)
∣∣∣∣∣P, no phonons
〉
. (1.14)
Since exp(−ik ·r) |P〉 = |P− k〉, P′ = P−k is expected by the momentum conservation. Then
〈n |Hpert| 0〉 = i
(√
2piα
)1/2 1
|k|δp′,p−k, (1.15)
∆E0 = −
√
2piα
∑
k
1
|k|2
(
1
(P− k)2/2 + 1−P2/2 × 2
)
. (1.16)
The factor 2 in the previous expression is due to the spin of the electron. By writting the sum
as an integral using ∑k = V ∫ d3k(2pi)3 it turns out
∆E0 = −2
√
2piα
∫ d3k
(2pi)3 |k|2
( 2
k2 − 2P · k + 2
)
. (1.17)
The integral is computed using the fact that
∫ d3k/(2pi)3
|k2+a|2 =
1
8pi
√
a
. Adding both the kinetic energy
and the second order corretion of the energy, one obtains
E = P
2
2 − α−
p2
12α + · · · =
P 2
2 (1 + α/6) − α + · · · (1.18)
As it can be inferred from the previous equation the electron mass is increased due to the
polarisation of the media. The polaron is described as a free particle with m∗/m = 1 + α/6 .
Experimentally in the solid state context, both weak and intermediate coupling regimes have
been tested and they are in good agreement with the theoretical approaches mentioned in this
chapter [30, 31]. Nevertheless, there are materials with large values of the coupling parameter
where perturbative theories are not longer adequate.
Until now, the interaction between bosonic excitations and the impurity was considered in the
context of solid-state physics. However as it will be seen soon, one neutral impurity immersed
in a homogeneous degenerate Bose gas can also display a polaron behaviour.
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1.2 Ultracold gases and Bose Einstein consensates
The first ideas of Bose Einstein condensation (BEC) appeared in 1925 when A. Einstein expan-
ded the ideas of S.N Bose about the quantum statistics of light quanta (now called photons)
[32]. Einstein considered a non-interacting system of massive bosons and he established that
below a certain critical temperature, a large finite fraction of bosons would occupy the lowest-
energy single-particle state [33]. In 1938, after the discovery of the superfluidity in liquid 4He
[34], F. London suggested that there was a connection between superfluidity and Bose Einstein
condensation [35]. The first theoretical explanation of superfluidity was provided by Landau
in 1941 [36] in terms of the elementary excitations of the fluid. Later on, Bogoliubov de-
veloped the first microscopic approach in order to describe an interacting Bose gas [37]. In
1951 simultaneously Landau and Lifshitz [38] and Penrose [39] realized that there was an in-
trinsic relation between the one-body density matrix and the macroscopic occupation of the
single particle state where bosons are condensed. The concept of non-diagonal long-range order
came out as a key point in order to understand BEC. This concept was also helpful in order
to make the link between superfluidity and BEC clearer [40]. On the other hand, Landau’s
predictions concerning the excitation spectrum in superfuid 4He were verified experimentally.
Furthermore the momentum distribution was measured for the superfluid 4He yielding inform-
ation about the condensed fraction. Starting, from the experimental observations about the
specific heat in superfluid 4He [41] Landau proposed the existence of a quasiparticle named
roton, that is an elementary excitation in the fluid, responsible of the behaviour of the specific
heat. After, the theoretical prediction of quantized vortices by Onsager [42] and Feynman [43]
were experimentally confirmed by Hall and Vinen [44].
In 1970, many experimental techniques aiming at the study of atomic physics appeared; such
techniques are based on magnetic and optical trapping. In the 1980’s laser-based techniques,
such as laser cooling and magneto-optical trapping were developed for cooling and trapping
neutral atoms [45, 46, 47]. Furthermore, alkali atoms were found as very suitable candidates
in the laser-based methods, since their optical transitions can be excited by a laser and their
internal energetic structure allows one to cool them to low temperatures (a theoretical descrip-
tion of trapping and cooling of atoms can be found in chapter 4 of Ref. [48]). Once atoms
are trapped their temperature can be lowered further by using evaporative cooling. Finally, in
1995, by using the evaporative cooling techniques, Bose Einstein condensation was achieved for
dilute atomic gases of 87Rb atoms by Cornell and Wieman at Boulder [1] and simultaneously
by Ketterle at MIT using 23Na atoms [49]. The different species were cooled down to very
low temperatures on the order of fractions of µK. In the same year Bradley and colleagues
achieved BEC of 7Li [50, 51]. Since then, BEC was achieved in many other atomic species such
as spin polarized H [52], metastable 4He [53], 41K [54], and 133Cs [55]. Moreover alkali atoms
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Figure 1.4: Velocity distribution of Rb atoms at differents temperatures [1]. The atoms
exhibit a Maxwell distribution at 400 nK (left), but at 200 nK a macroscopic fraction of the
atoms occupies the state corresponding to velocity zero (center) and for T = 50nK almost all
the atoms are in this fraction (right).
are not the unique species displaying BEC: it has been achieved with ytterbium isotopes [56],
strontium [57], and erbium atoms[58] as well as with molecules [59, 60].
It is very convenient to observe and analyze BEC’s in dilute cold gases. The experiments
are very clean and the basic theoretical description is much less involved than in traditional
condensed-matter systems such as superfluid 4He. Diluteness and low temperatures are the
main features of these cold gases.
Diluteness: Let us consider a gas of bosons of mass m and density nB = NB/V. Where NB
is the number of bosons and V the volume. In a dilute homogeneous gas the range R0 of
the interatomic forces is much smaller than the average distance between particles; namely
d = n−1/3B . In other words,
nBR
3
0  1. (1.19)
In fact, in alkali atoms interacting via a van der Waals potential, the typical range of the inter-
actions is around two orders of magnitude greater than the size of the atom a0 (the Bohr radius)
and is much smaller than the typical interparticle separation ∼ 103a0 [48]. Corresponding to
typical densities ranging from 1013/cm3 to 1015/cm3.
The condition [1.19] makes the simple “mean field” description valid. Three-body collisions
rarely happen and can be neglected, however, they do occurr and cause losses. A consequence
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derived from the diluteness condition establishes that pair collisions are well described by a
single parameter, the s−wave the scattering length [48]. All the properties of the system are
described in terms of this parameter and do not depend on the specific details of the two-body
potential (see. Section 1.2.1).
Low temperatures: BEC is achieved for temperatures lower than a critical temperature
KBTc = 2pi~
2
m
(
nB
2.612
)2/3
, with m the mass of the bosons [61]. In fact, the thermal de Broglie
wavelength Λ = h/
√
2pimKBT for massive particles must be on the order of the interparticle
distance nBΛ3 ∼ 1. In addition if
Λ R0, (1.20)
the scattering amplitude becomes independent of the collisional energy as well as of the scat-
tering angle and a low-energy approximation can be used. According to the scattering theory
at low energy, this scattering amplitude is determined by the s−wave scattering length which
characterizes the effects of the interaction without specific knowledge of the potential details.
The condition of diluteness Eq. [1.19] can be re-written in terms of the s−wave scattering
length as:
nB |aBB|3  1. (1.21)
If a quantum gas satisfies the condition [1.21], mean-field theories are suitable for its theoretical
description. On the contrary, if the gas parameter is not small enough the system is no longer
weakly interacting and other tools must be used, e.g beyond mean-field tecniques or quantum
Monte-Carlo methods.
In section [1.2.1] we will discuss the scattering length and how it can be tuned in order to
change the interaction between atoms. Before let us calculate the ground-state energy of a
dilute Bose gas at low temperatures using the Bogoliubov mean-field approach.
The Hamiltonian for a uniform dilute gas of bosons is written in the form:
H = ∑p p22maˆ†paˆp + 12V ∑p1,p2,q Vqaˆ†p1+qaˆ†p2−qaˆp1 aˆp2 , (1.22)
with Vq =
∫
V (r) exp [−iq · r/~] dr, the Fourier transform of the interatomic potential. In real
systems, for instance 4He, interaction can be modelled by a two-body potential. However, in
general details of the potential are important and the solution of the many-body Schrödinger
equation is a difficult task. In virtue of the diluteness condition, the actual form of the two-body
potential is not important for describing the properties of the gas. Therefore, it is convenient
to replace the microscopic potential V (r) by an effective one, namely Veff (r), in such a way
that the provided potential gives the proper value of the scattering length (see Fig. [1.5]).
Since only small momenta are relevant in the solution of the many-body problem, one considers
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Figure 1.5: Representation of the interatomic potential V and the effective potential
Veff . The details of the potential for short distances are irrelevant. For large distance both
yields the same s−wave scattering length.
the q = 0 component of the Fourier transform of the effective potential :
V0 =
∫
Veff (r) dr (1.23)
Then the Hamiltonian Eq. [1.22] is written as:
H = ∑p p22maˆ†paˆp + 12V V0 ∑p1,p2,q aˆ†p1+qaˆ†p2−qaˆp1 aˆp2. (1.24)
In the Bogoliubov approximation one makes the crucial substitution aˆ0 →
√
N0. For an ideal
Bose gas at zero temperature the occupation number for p 6= 0 vanishes because all the atoms
are in the condensed state N0 = N . In a dilute gas the occupation number for states with p 6= 0
is finite but small. To lowest order, it is plausible to neglect all the terms in the Hamiltonian
containing terms with p 6= 0 and therefore aˆ0 ≡
√
N0 =
√
N . Within these approximations the
ground-state energy is given by
E0 =
N2B
2V V0. (1.25)
As it was mentioned before, the two-body potential merely depends on the scattering length
aBB. In fact, V0 = (4pi~2/m) aBB is obtained by using the Born approximation (See Sec [1.2.1]).
The ground-state energy can be written in terms of the coupling strength gBB = (4pi~2/m) aBB:
E0 =
1
2gBBnBNB. (1.26)
By computing the total pressure for the interacting gas one obtains P = −∂E0
∂V
= gBBn
2
B
2 ,
which does not vanish at zero temperature in contrast with the non-interacting Bose gas. By
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computing the compressibility of the gas one obtains κ = ∂nBB
∂P
= 1
gBBnBB
. Thermodynamic
stability requires that κ > 0 and therefore a weakly interacting Bose gas is stable if aBB > 0
(repulsive interactions).
The ground-state energy in Eq. [1.26] has been derived within the lowest-order mean-field
approach. Higher-order approximation scheme can be used where quantum fluctuations are
included.
In order to go beyond the lowest-order mean-field approximation, one must consider two aspects:
1. Quadratic terms are considered in the operators with p 6= 0 , thus the Hamiltonian in Eq.
[1.24] turns out to be:
H = ∑
p
p2
2maˆ
†
paˆp +
1
2V V0aˆ
†
0aˆ
†
0aˆ0aˆ0 +
1
2V V0
∑
p6=0
(
4aˆ†0aˆ†paˆ0aˆp + aˆ†paˆ
†
−paˆ0aˆ0 + aˆ†0aˆ†0aˆ0aˆ−p
)
(1.27)
2. The higher-order Born approximation must be considered for the relation between the
potential V0 and the scattering length aBB. This gives aBB is calculated as [62]:
aBB =
m
4pi~2
V0 + V 20
V
∑
p 6=0
m
p2
 . (1.28)
One should point out that the Hamiltonian in Eq. [1.27] can be rewritten by the equation
for number of particles N = aˆ†0aˆ0 +
∑
p6=0 aˆ†paˆp yielding:
aˆ†0aˆ
†
0aˆ0aˆ0 = N2 − 2N
∑
p6=0
aˆ†paˆp. (1.29)
By plugging Eq. [1.29] and Eq. [1.28] into Eq. [1.27] one ends up with:
H = gBBN
2
B
2V +
∑
p
p2
2maˆ
†
paˆp +
gBB
2 nB
∑
p6=0
(
2aˆ†paˆp + aˆ†paˆ
†
−p + aˆpaˆ−p +
mgBBnB
p2
)
. (1.30)
The previous Hamiltonian is quadratic in the operators aˆ†p and aˆp and it can be diagon-
alized using the Bogoliubov transformation, where operators are written in terms of a set
of new operators αˆp and αˆ†p. By following Bogoliubov’s procedure [37] the diagonalized
form of the Hamiltonian is
H =E0 +
∑
p
(p)αˆ†pαˆp, (1.31)
here
E0 =
gBBN
2
B
2V +
1
2
∑
p6=0
(
(p)− gBBnB − p
2
2m +
mg2BBn
2
B
p2
)
. (1.32)
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and the dispersion relation (p) is given by:
(p) =
√√√√gBBnB
m
p2 +
(
p2
2m
)2
. (1.33)
The Bogoliubov transformation allow us to map a weakly-interacting system into a system of
independent quasiparticles with energy (p). The operators αˆp and αˆ†p are the annihilation and
creation operators of these quaseparticles. In fact, αˆp|Vacuum〉 = 0 defines the ground state
of the interacting system as the vacuum of quasiparticles. Eq. [1.32] gives the ground state
energy E0 after substituting the sum by an integral
(
V
(2pi)3
∑
k →
∫
d3k
)
. The result is given by
E0 =
gBBN
2
B
2V
[
1 + 12815
√
pi
(
nBa
3
BB
)1/2]
, (1.34)
where the lowest-order mean field ground-state energy Eq. [1.26] is now corrected by the
Lee-Yang-Huang term [63]. The previous result is valid provided that nBa3BB  1.
We refer to αˆp|Vacuum〉 = 0 and to Eq. [1.34] as the equation providing the ground-state and
the ground-state energy of the system. Actually the true ground-state of the system is a solid
and the gas phase can be observed as a metastable phase where thermalization is ensured by
two-body collisions and extremely rare events three-body collisions.
1.2.1 Interatomic interactions and Feshbach resonances
In the previous section the s−wave scattering length was introduced. It characterizes the low-
energy interactions between pairs of particles. The wave function for the relative motion of two
colliding atoms can be written as the sum of an incoming plane wave and a scattered wave
ψ(r) = eikz + ψsc(r). (1.35)
One is interested in the behavior of the scattered wave for distances r  R0. Under the
assumption that the interaction between particles is spherically symmetric. It turns out to be a
spherical wave ψsc(r  R0) → f(θ) exp (ikr) /r, where f(θ) is the scattering amplitude which
depends on the scattering angle θ, that is the angle between the direction of the momentum of
the particles before and after the collision. As it was argued before, at very low energies only
the s−wave scattering is important. In this limit the wave function displays the asymptotic
behaviour
ψ(r) = 1− a
r
, (1.36)
where a is the s−wave scattering length.
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In what the follows we will see how the knowledge of the scattering length is enough to describe
the interaction between pairs of atoms at low energies. There is a connection between the
scattered wavefunction ψsc(r) in Eq. [1.35] and the scattering T matrix. The latter satisfies
the so-called Lippmann-Schwinger (LS) equation (see Ref. [48]).
T (k,k′;E) = U(k,k′) + 1
V
∑
k′′
U(k′,k′′)
(
E − ~
2
m
k′′ + iδ
)−1
T (k′′, k;E), (1.37)
where U(k,k′) is the Fourier transform of the bare atom-atom interaction. T (k,k′;E) is the
defined in terms of the scattered wave function in the momentum space as:
ψsc(k′) =
(
~2k2
m
− ~
2k′2
m
+ iδ
)−1
T (k,k′;E), (1.38)
and k and k′ are the momentum of the incoming and outgoing wave respectively. The value
δ in the previous equation is introduced to ensure that only outgoing waves are present in the
scattered wave. At large distances for zero energy Eq. [1.38] yields:
ψsc(r) =
m
4pi~2rT(0, 0, 0) (1.39)
Therefore, it follows that
T(0, 0, 0) = 4pi~
2
m
a (1.40)
An approximation for a can be obtained using the Born approximation. It is obtained by
ccoinciding the first term on the right-hand of Eq. [1.37] and yields:
a = m4pi~2V (0) =
m
4pi~2
∫
drV (r), (1.41)
For very low-energies, two body interactions in ultracold gases may be described by a pseudo-
potential V (r) with the scattering length a taken as an experimental parameter. The scattering
length can be either positive or negative corresponding to attractive and repulsive interactions
respectively. We now mention how the scattering length can be varied experimentally in order
to adjust the interaction between atoms.
The useful way of varying the scattering length is by means of the Feshbach resonances. This
mechanism allows one to increase a beyond the mean inter-particle distance. Feshbach reson-
ances were first found in nuclear physics [64]. For cold atoms Feshbach resonances are described
in terms of a two-channel model [2]. A Feshbach resonance appears whenever a bound state
in a closed channel is coupled resonantly to the open channel corresponding to the sactering
continuum (see Fig. 1.6). The channels are related to the internal states of the atoms, for
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Figure 1.6: Basic two-channel model for a Feshbach resonance: two atoms colliding with energy
E (dashed green line) in the open channel (red line) corresponding to the interaction potential
is resonantly coupled to a closed channel (purple line). Then a bound state appears on the
closed channel with an energy close to zero. The position of the closed channel can be changed
with respect to the open channel by varying the magnetic field.
instance, they may correspond to different hyperfine states of the atoms. Feshbach resonances
permit tuning of the scattering length by changing a magnetic field [65]. The tunability arises
from the difference between the magnetic moments of the close and open channel. In fact, the
position of the bound state in the closed channel changes with respect to the open channel by
varying an external magnetic field.
Experimentally, the scattering length depends on the external magnetic field according to
a(B) = abg
(
1− ∆B
B −B0
)
, (1.42)
Here abg is the off-resonant background scattering length, in the absence of the coupling with
the closed channel, B0 is the magnetic field where the resonance appears, ∆B is the resonance
width. For instance, one can consider a collision of two 6Li atoms: they are prepared in the
lowest hyperfine state |↑〉 = |ms = −1/2, mI = 1〉 and |↓〉 = |ms = 1/2, mI = −1〉 and the
magnetic-field dependence of the scattering length for this collision is shown in Fig. [1.7] where
the resonance is at B0 = 834 G.
It is interesting to consider the strongly-interacting case nBa3BB  1, that is obtained near
the resonant value of the magnetic field. In this respect, fermions are more favourable than
bosons because the Pauli exclusion principle strongly suppresses inelastic processes involving
three fermions, whereas these loss mechanisms become very important for bosons when a is
large [2]. We notice that for values of a close to the resonance the condition [1.21] is no longer
valid and the gas is not weakly interacting. In this regime, the simple theory described in this
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Figure 1.7: Observation of a magnetically tuned Feshbach resonance in an optically trapped
BEC of Na atoms. Scattering length normalized to the abg as a function of the external magnetic
field B . The resonant point is placed at B0 = 907G. Dots represents the experimental data,
whereas the solid line is the theoretical formula [2].
chapter breaks down and more sophisticated theoretical tools must be employed.
Quantum gases are used as an excellent test bed for many body theories due to the high degree
of controllability of its components such as the density, temperature and interactions [66, 67].
They are particularly useful to investigate strongly correlated system that have remained out of
reach in condensed-matter systems [68]. For instance, the polaron problem: a standard problem
in condensed-matter physics where the strongly interacting limit in general is inaccessible, but
it might be explored by means of ultracold quantum gases. Then, a mark question remains as
to whether an ultracold atom system can be used as a quantum simulator of a polaron for all
the coupling strengths.
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Chapter 2
Impurities and ultracold gases
In this thesis we investigate the ground-state properties of impurities immersed in a bosonic
bath. Ground-state properties such as the energy, the pair correlation function and the effective
mass. Precisely these properties have been measured and investigated in Fermi polarons. These
quasiparticles are found when particles are immersed in a fermionic bath. Nevertheless, since
the matter of this thesis is purely theoretical, we warn the lector that the scope of this chapter
is a review of the main experiments concerning impurities in ultracold gases. The motivation
of this chapter is to familiarize the lector with experimental activity in this field.
In the first part of the chapter, we review the experiments concerning the Fermi polaron, in
which ground-state properties such as energy and effective mass are investigated. Subsequently,
we review some experiments concerning the manipulation and control of impurities in a Bose-
Einstein condensate as well as the polaronic behavior displayed for impurities in one dimensional
configurations.
2.1 Fermi Polarons
The dynamics of a single impurity in a bath is a fundamental problem in many-body physics.
For instance, in solid-state physics the situation of an electron coupled to a bosonic bath (such as
the lattice vibrations) where the impurity and the distortion of the lattice caused by the motion
of the electron form a quasiparticle called polaron. The energy and the mass are different from
the bare electron (see chapter 1). This quasiparticle is quite important in many branches of
physics, for instance it plays an important role in high transition temperature superconductors
[69], also in the colossal magnetoresistance in rare-earth manganites [70]. Another example is
the Kondo effect where immobile spin impurities give rise to an enhanced resistance in metals
below the Kondo temperature [71, 72].
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Figure 2.1: Fermi Polarons: from polarons to molecules. (a) For weak attraction, an impurity
(blue) experiences the mean field of the medium (red). (b) For stronger attraction, the impurity
surrounds itself with a localized cloud of environment atoms, forming a polaron. (c) For very
strong attraction, molecules of size a are formed despite Pauli blocking of momenta k < kF 6
a−1 by the environment.
In the context of ultracold atoms, both repulsive and attractive polarons are predicted to occurr
when a particle interact with a degenerate quantum gas. The attractive Fermi polarons have
been the first observed: dressed spin-down (up) impurities in a spin-up (down) Fermi sea of
ultracold atoms [73]. Experimentally, a remarkable feature of the polaron is a narrow peak
in the impurity radio-frequency spectrum that emerges from a broad incoherent background.
The fermionic polaron lies in the framework of two fundamental problems in quantum many-
body physics: the crossover between a molecular BEC and a superfluid BCS (Barden-Cooper-
Schrieffer) pairing with spin-imbalance for attractive interactions [74] and Stoner’s itinerant
ferromagnetism for repulsive interactions [75].
The first experimental evidence of fermionic polarons came out from the group of Zwierlein
and colleagues in 2009. They used a spin-polarized cloud of 6Li spin-up (↑) atoms in the lower
hyperfine state |1〉 confined in a cylindrically symmetric optical trap in 3D. Then, the spins of
a small fraction of atoms are flipped by using a two-photon Landau-Zener sweep into the state
|3〉 (spin-down ↓). The polaron energy and the quasiparticle residue for various interaction
strengths around a Feshbach resonance have been found with rf spectroscopy. There is a
characteristic peak that becomes more pronounced at the unitary limit 1/kFa = 0 (kF is the
Fermi vector and a is the scattering length). The energy of the peak as well as the quasiparticle
residue function Z have been measured [73].
The spin-down impurities are immersed in a degenerate Fermi gas of about 5 × 106 atoms
in the state |1〉 at a temperature of tenths of the Fermi temperature. For weak interactions
1/kFa 1 Fig. [2.1, a] there is an impurity that propagates freely in the spin-up background.
The impurity experiences the typical mean-field effect, but as soon as the attractive interaction
increases, the impurity undergo in atoms collisions and starts to attract its surrounding atoms
Fig.[2.1, b]. The impurity “dressed” with the cloud of scattered fermions defines the Fermi
polaron. The dressed impurity can move freely through the environment, with a total energy
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Figure 2.2: Attractive and repulsive Fermi polarons in 2D: (a) Energy spectrum display-
ing the many-body ground state of the system, characterized by both the attractive polaron, the
molecular state and the repulsive polaron lying in a metastable branch as a function of the inter-
action strength written in typical experimental units ln (kFa). The single particle spectral
function (b) displays a well-defined pick for weak attractive interactions, thus characterizing
the attractive polaron. When the interaction strength is driven near to the resonance the pick is
not well-defined (c) and the single particle spectral function will display an incoherent feature
as soon as the resonance is crossed and enters into the molecular branch (d).
shifted away from the mean field result. This polaronic state is stable up to a critical value
at strong interactions 1/kFa ' 1 where the impurity will bind one spin-up atom from the
environment forming a tightly bound state Fig. [2.1, c]. Then, the new molecular state forms
a bosonic dressed impurity.
After the work carried out by the experimental group of Zwierlein team at the MIT, many
theoretical approaches have investigated the Fermi polaron with repulsive interactions [76]. The
experimental realization of these polarons faced a huge challenge since the strong interactions
between atoms sustains a deeply molecular bound state into which the atoms can decay. In
2012 simultaneously the group in Cambrigde led by Köhl and the group of Grimm in Innsbruck
succeeded in the realization of the repulsive Fermi polaron. The essential point for studying
Fermi polarons is because the Fermi surfaces of the two components in a spin-imbalanced gas
are mismatched and bring to light many interesting features.
The Fermi polaron has been studied by Köhl [77] both for attractive and repulsive interactions
in two dimensions. They prepared a quantum degenerate gas of 40K atoms in a strongly
imbalanced mixture with an impurity concentration C = a/b of the two lowest Zeeman state
a = |F = 9/2,mF − 9/2〉 and b = |F = 9/2, mF − 7/2〉 at low temperatures.
The energy level diagram Fig. [2.2, a] displays two branches: for attractive interactions, the
many-body ground state of the system is formed by an attractive polaron and a molecular state
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(blue solid line). For strong enough interactions, the attractive polaron decay into this dimer
state. In contrast, in the case of an impurity interacting repulsively with the fermionic bath,
the strong interaction between the impurity and the bath can be only achieved if the under-
lying interaction potential is attractive, which implies a two-particle bound state. Therefore
the repulsive polaron branch (red dashed line) is metastable and these excitations can decay
either into the attractive polaron or the molecular state. The single-particle spectral function
have been measured as shown in Fig. [2.2, b] and for weak attractive interactions a sharp
peak appears revealing the existence attractive polaron as a well defined quasiparticle. In the
strong interacting limit Fig. [2.2, c], the peak displayed in the single-particle spectral function
disappears and it turns into a weak incoherent feature indicating the transition to the molecular
state (see Fig. [2.2, d]).
The work of Köhl and his team also studied very interesting properties of the fermionic polarons
such as: the ground-state energy [77]. This energy is obtained as a function of the interaction
parameter ln(kFa2D) (kF is the Fermi vector and a2D is the two-dimensional scattering length)
as well as theoretical results found in [3] are plotted [2.3, a]. On the other hand, the effective
mass of fermionic polaron as a function of the interaction strength have been obtained both
experimentally and theoretically and the results are plotted in Fig [2.3, b] and one observes
that the effective mass agrees very well with the theory for weak interactions (|ln(kFa)|  1),
furthermore at the unitary limit where ln(kFa) = 0, the effective mass is around twice the value
of the bare mass.
Furthermore, the effective mass was measured as a function of the temperature in Fig [2.3,
c] and concentration in Fig [2.3, d]. In the former case this dependence is studied for both
attractive and repulsive interactions showing no drastic change for the attractive polaron (see
red squares in Fig [2.3, c]), whereas, for the repulsive case the effective mass ranges from 1 to
5 (see blue circles in Fig [2.3, c] ).
In addition, the effective mass is investigated as a function of the concentration C, for both
attractive and repulsive interactions at finite and very small temperature. In the attractive
case (see red squares in Fig [2.3, d]), there are no dramatic changes, in fact the effective mass
does not overcome a value of two times the bare mass, in contrast with the repulsive polaron
where the effective mass is larger than two for the repulsive polaron (see blue circles in Fig [2.3,
d]). The horizontal red and blue lines represent the theoretical results (see Ref. [3]).
Finally in Fig. [2.3, e] the lifetime is investigated as a function of the strength parameter for
the metastable repulsive branch.
The metastability and coherence of the repulsive polaron in three dimensions have been in-
vestigated by Grimm and coworkers in a resonantly Fermi gas [78] by means of magnetically
tuned Feshbach resonaces (FR). In this work they found a remarkable increase in the life
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Figure 2.3: Mean results from the Köhl team about 2D fermionic polarons [2.2]: (a)
Energy normalized as a function of the strength parameter defined as ln(kFa). Theory [3] and
experiments are plotted. (b) The effective mass was investigated for both the attractive (red
squares) and the repulsive polaron (blue circles) as a function of the strength parameter
as well as a (c) function of the temperature and (d) the impurity concentration. All previous
results for the effective mass displays non-self trapping for the impurity. The life-time (e) of
the repulsive polaron is plotted as a function of the coupling strength.
time of the repulsive branch when the effective range of the potential is of the order of the
inter-particle distance. A sample of fermionic 40K atoms have been immersed in a large Fermi
sea of 6Li atoms at very low temperatures (T = 290 nK). The 40K impurities are prepared
in the initial state |F = 9/2 , mF = −5/2〉, whereas the 6Li atoms are prepared in the state
|F = 1/2 , mF = +1/2〉. The FR allows to tune the s−wave scattering length aK−Li using an
external magnetic field B. In Fig. [2.4] are displayed the mean features at T = 0 for an
impurity interacting with the Fermi sea. The energy is obtained as a function of the inter-
action strength 1/ (kFak−Li) where (kF = 1/2850 a0) is the Fermi wave vector and a0 is the
Bohr radius. Analogous to the two dimensional case in Fig. [2.2], the three dimensional one
also displays two quasiparticle branches and a molecular branch. The lower branch (E−, green
line) corresponds to the attractive polaron. This polaron remains until a critical interaction
strength, where the system energetically prefers to form a bosonic molecular state 6Li40K by
binding the 40K impurity to one 6Li atoms. The molecular continuum is formed when the
impurity has an energy between 0 and εF and it can be removed from the Fermi sea. The
molecular continuum is represented by the gray zone on Fig. [2.4] limited by the dashed lines
and Em is the energy of the dressed molecule. On the other hand, the attractive polaron may
decay into this molecular continuum for E− ≥ Em − F . The red line in Fig. [2.4] depicts the
metastable repulsive polaron with an energy E+ > 0. In this branch the strong interactions only
can be achieved until a critical value where the polaron becomes unstable and decays either to
the lower-lying attractive polaron or to the molecular continuum. The excitation spectrum is
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Figure 2.4: Results from the Grimm team concerning 3D fermionic polarons [2.4]:
similar to the case in two dimensions the energy spectrum displays two polaronic branches as a
function of the strength parameter defined here as 1/ (kFak−Li): the attractive (green line) and
the repulsive polaron (red line). The gray region between Em and Em − F is the molecular
continuum. The inset illustrates the radio-frequency spectroscopy scheme used in experiments
in which the impurity is transferred from a non-interacting state |0〉 to an interacting state |1〉.
studied by using radio-frequency spectroscopy (rf), which basically involves the flipping of the
spin of the impurity. In particular, samples of 40K atoms are prepared in a non-interacting spin
state |0〉 = |F = 9/2, mF = −7/2〉 by using variable frequency νrf the system is driven from
this non-interacting state to the resonant state |1〉 = |F = 9/2, mF = −5/2〉 (see methods in
[78]). The energy excitation spectrum is obtained by transferring atoms to the new interacting
state as a function of ν = νrf − ν0 (ν0 is the frequency of the unperturbed system between the
two spin states).
Fermi polarons in two and three dimensions share many interesting features. In fact, the
dimensionality plays a important role since quantum fluctuations such as the excitation process
of particle-hole creation in the Fermi sea are enhanced in low dimensions. Another interesting
feature is concerned to the metastability: in the 3D experiment by Grimm and co-workers
the results show that the attractive polaron disappears in the strongly interacting regime and
the repulsive polaron survives deeply into the strongly interacting regime; in contrast with the
experiments by Zwierlein and colleagues where the attractive polaron is connected adiabatically
with the molecular branch and the repulsive polaron was not well defined in the strongly
interacting limit.
2.2 Bosonic polaron
In the last section we have reviewed some experiments concerning the Fermi polarons. In this
section we will review some advances regarding impurities in a Bose gas. As we have mentioned
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Figure 2.5: Radio Frequency spectroscopy (rf) for investigating the spectral properties of a
BEC: The mean idea of RF spectroscopy is drive a non-interacting system to a interacting
system form two internal states of the impurity (a) a small concentration of impurities with
two internal levels |↓〉 and |↑〉 (red spheres) is immersed into a BEC (blue spheres), in which
the interaction between the impurity-boson is featured by the s−wave scattering length aIB. A
radio frequency pulse transfers impurities from a non-interacting state |↓〉 to a interacting state
|↑〉 . (b) The transition from |↓〉 to |↑〉 is made by a coherent well-defined peak centered at a
frequency correspondig to the energy polaron. The picks show up for both attractive (aIB↑ < 0)
and repulsive interactions (aIB↑ > 0) . Moreover the high-frequency power-law tail is associated
to the low energy excitations in the BEC.
in the previous section radio-frequency spectroscopy (rf) is a quite important technique that
allows one to obtain the static and dynamic properties in the case of Fermi polarons. Further-
more this technique has been applied for both Bose-Bose and Bose-Fermi mixtures [79] and is
an important technique also in order to study impurities in a Bose gas.
Experimentally, a small concentration of impurities is considered with two different internal
states. The impurities are taken to be initially in the state |↓〉 which does not interact with the
bosons. Then, a radio frequency pulse is applied transferring these impurities to a final state
|↑〉, where impurities and bosons do interact. In contrast with the particle-hole low-energy
excitations present in Fermi polarons, in the bosonic case the free impurities are dressed by
the low-energy excitations of the degenerate Bose gas. The remarkable feature that shows
the presence of a quasiparticle is a coherent peak in the radio-frequency signal. This peak is
centered at a frequency corresponding to the energy of the polaron measured from the transition
between the non-interacting |↓〉 to the interacting |↑〉 state . This sharp peak is signaling the
bosonic polaron corresponding to the impurity dressed by the excitations in the BEC (see
Fig. [2.5]). These excitations are associated with a characteristic high frequency power-law
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tail. The same technique can also be extended to the case where both internal states of the
impurity are interacting with different interaction strengths. The application of this technique
for investigating bosonic polarons has been discussed in [79].
Distinguishable and indistinguishable impurities (bosons and fermions) immersed in BEC, have
been studied in some important works. In one dimension, for instance Bloch and colleagues at
Munich have tackled the problem of spin impurities and their dynamics in order to understand
quantum magnetism [80]. Even though, the polaron physics in this system is not investigated,
this work provides a dynamical description of the impurities in the 1D optical lattice. Since
the manipulation of single impurities in a Bose gas is still a challenge. Initially atoms of
87Rb were loaded in an optical lattice creating a one-dimensional Mott insulator where all
the atoms are in the initial state |↑〉 = |F = 1;mF = −1〉. Subsequently by using single-site
addressing (see reference [81]) one flips the spin of one atom changing the hyperfine state
from |↑〉 to |↓〉 = |F = 2;mF = −2〉. The flipped atoms plays the role of the impurity. The
coherence of this spin impurity propagating through the one-dimensional spin chain of bosons
has been investigated. The system is described by a two-species single-band Hubbard model
with the spin-independent single-particle tunneling J and the on-site interaction energy U . The
dynamical properties of this impurity are investigated in the Mott insulator regime (U  J
with filling factor one) where the authors found that spin impurity propagates in defect-free
environment except for the presence of thermal excitations, leading to a coherent evolution
with its neighbors through superexchange coupling. This coherent evolution is seen when the
polar angles (see Fig. [2.6]) in every atom appears to oscillate as a function of the time Fig
[2.6]. The impurity initially was “localized” at t = 0 in every space lattice. For t 6= 0 due
to the superexchange mechanism the impurity propages through of the differents lattice space
revealing the coherence of the impurity. In contrast in the superfluid regime J  U , the one-
site density of the bath of spin |↑〉 has quantum fluctuations. These fluctuations are linked with
phonon-like excitations, which lead to a Fröhlich-like Hamiltonian (see chapter 1) such that the
impurity with the low-energy excitations forms a polaron. In the superfluid regime the polaron
can be seen as an impurity propagating coherently together with a dip in the density of the
bath that is created by the repulsive interactions between the impurity and the atoms in the
bath.
Along the same line of investigating the properties of impurities in one dimension, the quantum
dynamics of an impurity in a BEC has been investigated by J. Catani and colleagues [82]. By
using a species selective dipolar potential (SSDP) they initially loaded 41K impurities into a
bath made by 1D tubes of 87Rb bosonic atoms. The role of the SSDP is to localize the impurities
in the center of the 87Rb tubes. The 87Rb atoms are cooled using microwave evaporation and
the 41K atoms are sympathetically cooled in a magnetic trap at low temperatures T = 1.5µK.
They are then loaded into a dipole trap formed by two orthogonal laser beams ( details are found
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Figure 2.6: (A) single spin impurity is flipped at the center site of a 1D spin chain. Each
spin is coherently coupled to its neighbors through the superexchange coupling. (B) Quantum
evolution of the spins as a function of the time.
Figure 2.7: Experimental array for impurities in a one dimensional gas: (A) species-
selective dipolar potential localizes the impurities into the center of a one dimensional Rb atoms.
(B) The ultracold Rb atoms with K impurities are loaded into a one dimensional array.(C) The
axial width σ =
√
〈x2〉 is plotted as a function of the time for different ratios η = gK,Rb/gRb
displaying the effects of the K impurities on the Rb atoms.
in [82] forming a 1D optical lattice (see [2.7, A]). Both species are polarized in the hyperfine
state |F = 1;mF = 1〉 allowing for magnetically tunable interspecies interactions gK,Rb atoms.
The SSDP only affects one of the components of the mixture: the 41K atoms. They are loaded
in the center of the 87Rb tubes, whereas the 87Rb atoms are practically insensitive to the light
blade (see Fig. [2.7, B])
The dynamics of the impurities is investigated by analyzing the dependence of the oscillation
of the K impurities along the x direction as a function of the interspecies interaction (see [2.7,
C]). In fact, the axial width σ =
√
〈x2〉 is plotted as a function of time for different ratios η =
gK,Rb/gRb of the coupling constants. Starting from a configuration where 41K and 87Rb atoms
do not interact (η = 0) up to strongly interacting limit (η = 30). It is found that the oscillation
amplitude decreases with the strength of the interaction, but the oscillation frequency does not
change. The solid lines in Fig. [2.7, C] represent the results of the theoretical model describing
the phenomenon. The damped oscillation amplitude is fitted by a combination of a linear
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Figure 2.8: 133Cs atoms are immersed in a ultracold gas of 87Rb.
function and a damped-sinusoid function (initially the oscillation amplitude increases linearly
over time). The oscillation amplitude plays an important role in the experiment and remarkable
information, such as the effective mass of the polaron is extracted. A theoretical model is
proposed and its predictions are compared with the experimental observations: the system of
the impurity plus the bath is modeled as an harmonic oscillator in contact with a thermal
bath. The corresponding Langevin equation is written in terms of quantities renormalized
by the interactions, namely, the energy and effective mass. By writing down a 1D version
of the Fröhlich Hamiltonian, the effective mass is calculated and its increase is responsible
of the attenuation in the oscillation amplitude. In fact, the theoretical model suggests that
σ ∝ 1/√m∗K , where M∗K is the effective mass of the 41K atoms.
The dynamics of a single neutral impurity immersed in a ultracold gas in three dimensions has
been studied by Widera et al. [83] and represents the first step in building an experimental setup
aimed to the study the bosonic polaron in a three dimensional configuration. Experimental
challenges in the trapping of single atoms concern the detection [84], the preparation of single
atoms on individual sites of an optical lattice [85] and the quantum control of the degrees of
freedom [86] since the temperature is too high, the atoms cannot undergo in coherent collisions,
but their immersion in a bath of ultracold bosons can preserve their internal state coherence.
In the experiment Cs atoms are immersed into an ultracold cloud of Rb atoms. A rapid thermal-
ization of the impurity inside the Rb gas is achieved due to two-body collisions. The system
represents the first realization of an ultracold gas doped with a known number of impurities
interacting in the s−wave channel. One of the main difficulties for Bose gases is the lost due
to three-body recombination processes: Cs−Rb− Rb. The three-body collision rate can be de-
termined with unprecedented precision and it has been studied with single atom resolution
event-by-event, yielding a precise value of the decay rate. In fact, for long times, if you look at
the survival rate of Rb atoms, it is unaffected by the presence of Cs atoms. This makes sense,
because we are observing the effect of a few Cs atoms in a reservour of about 105 Rb atoms.
However, for the Cs atoms the situation is quite different and their survival probability decays
exponentially with time and the only mechanism of losses is the molecule formation through a
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three-body recombination.
In Fig. [2.8,A] 133Cs atoms are immersed in an ultracold gas of 87Rb (see Ref. [87]). The 87Rb
atoms are precooled in a magnetic trap and they are prepared in the initial state |F = 1, mF = 0〉.
The 133Cs atoms are captured within close vicinity in a magneto-optical trap (MOT). The two
species are then loaded in a one-dimensional optical lattice at separated lattices sites (see Fig.
[2.8,B]) and the Cs MOT is switched off. The Cs atoms have a temperature of the order of
30µK which is still too hot for the BEC of 87Rb atoms. In order to lower further the temperat-
ure of the 133Cs atoms, the 87Rb cloud is loaded an optical lattice that is adiabatically lowered.
The single 133Cs atoms oscillate in the trap together with the ultracold. Then the ultracold
cloud is removed and the temperature of the 133Cs atoms is meassured. For an interaction time
between the atoms and the cloud of 40ms the Cs atoms reaches a temperature on the order of
1µK in the crossed trap. If the interaction time is increased to 150ms, the 133Cs atoms achieve
a temperature of T = 500nK. The Rb gas possess on the order of hundreds of nK.
One of the remarkable results of the experiment is the immersion of single Cs atoms into
an ultracold gas of Rb atoms despite the strong repulsive interactions which yield to phase
separation of the two components for a large number of impurities.
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Chapter 3
Quantum Monte-Carlo Methods
This chapter deals with the main features of Quantum Monte-Carlo (QMC) methods. In
particular both the Variational Monte-Carlo (VMC) and the Diffusion Monte-Carlo (DMC)
techniques are discussed. This chapter opens by recalling some preliminary concepts such as
random variables, probability distributions, Markov chains and the Metropolis algorithm. Later
on, the details of the QMC methods are explained. The end of the chapter is devoted to the
probability distributions, trial wave functions and measurements of observables employed in
the QMC algorithms used in this thesis.
3.1 Introduction
The outline of the chapter is as follows: first, we mention the importance of numerical tools in
order to address some many-body theoretical problems in physics, in particular the importance
of QMC. Subsequently we highlight the advantage of QMC with respect to other widely used
tools in theoretical physics. In order to explain the numerical methods used in this thesis, some
preliminary concepts are required. We review some basic concepts such as random variables,
probability distributions and the Metropolis algorithm.
Once the basic concepts have been reviewed, the details of the QMC methods are explained.
We start first with the VMC technique and subsequently DMC is introduced. At the end of
the chapter we explain some technical details of the method by applying the QMC method to
a specific model: the hard-sphere Bose gas at T = 0.
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3.2 Analytical vs numerical tools. Why Monte-Carlo
methods?
The quantum mechanics of many-body systems is a complex problem that requires powerful
methods able to solve the Schrödinger equation. In attempting to solve this equation in a
many-body quantum system we deal with many degrees of freedom. For instance, in a system
such as a 3D Bose gas in a box, the number of degrees of freedom is 3N which is typically a
huge number and multi-dimensional integrals in general cannot be computed analytically. Many
exotic properties such as superconductivity and superfluidity are consequence of the interactions
present in the system. There are many tools that have been derived to tackle the problem
of interacting particles. Depend on the specific problem, for instance: long or short-range
interactions, few or many-body systems, atoms in a lattice, atoms in a trap. There are methods
that can describe some properties with better accuracy compared to others. For instance, the
density functional theory (DFT) is a computational method widely used to investigate the
electronic structure of many body systems where the relevant quantities are calculated by
using an energy functional. However, in more realistic model where exchange and correlation
must be included, the method does not provide an accurate description. Moreover, one of the
limitation of the method is the number of particles which will increase the computational time.
Mean field methods rely on a Hamiltonian that does not include strong correlations. Therefore,
the applicability of these methods is limited to regimes of weak interaction between particles. In
this thesis we use a numerical method, the quantum Monte-Carlo method, that is intrinsically
non perturbative.
The QMC methods are a class of numerical methods based on the use of sequences of random
variables and probability distribution functions. QMC methods allows for a direct represent-
ation of many body effects using a specific probability distribution function (pdf). The main
advantage is, the calculation of multidimensional integrals involving the many-body wavefunc-
tion. Moreover, in aiming to calculate the ground-state properties of the many-body system,
one finds that the degrees of freedom of the quantum system could be strongly coupled and
analytical methods are not reliable anymore. The goal in this thesis is to use QMC methods
to study a strongly coupled quantum degenerate Bose system.
The physical properties of various Bose condensed many-body systems have been successfully
investigated using QMC methods. In particular, VMC was used to investigate the ground-state
properties of superfluid 4He [88] based on the variational principle. In the VMC method, the
modulus square of the wave function of the system gives the probability distribution func-
tion in the configuration space. The ground-state properties of superfluid 4He such as: the
ground-state energy, the static structure factor, the momentum distribution and the one-body
44
density matrix were investigated using another Monte-Carlo technique based on the Green’s
function formalism: the Green’s function Monte-Carlo method (GFMC). This method samples
a probability distribution function proportional to the exact ground-state wavefunction and
provides the exact value of the ground-state energy within statistical uncertainty. Similarly
to the GFMC, the DMC method solves the Schrödinger equation in imaginary time using a
short-time approximation for the Green’s function. This technique was introduced for the first
time in Ref. [89]. In order to address the many-body problem at finite temperatures, the path
integral Monte-Carlo (PIMC) has been developed [90, 91]. This method is based on the iso-
morphism between the partition function of quantum particles in the canonical ensemble and
classical polymers. Theoretically it has been shown that the thermodynamic properties of Bose
systems are exactly equivalent to those of a type of interacting classical "ring polymers" [92].
More recently, Diagrammatic Monte-Carlo (DiagMC) was introduced as a technique aiming to
calculate quantities specified in terms of diagrammatic expansions [7].
The so-called sign problem displayed by Fermi systems, as a consequence of the fundamental
quantum mechanical principle which requires antisymmetrization of the many-body wave func-
tion with respect to particles exchange, greatly affects both the DMC and GFMC approaches.
Nevertheless, the fixed-node diffusion Monte-Carlo method (FNDMC) is used to deal with this
problem: the nodes of the ground-state wavefunction are chosen to coincide with the nodes of
a trial wave function. Since the nodes of the ground-state wavefunction are generally unknown,
the FNDMC method is only capable to provide an upper bound to the exact ground-state
energy.
So far, we have seen that QMC techniques are well suited in the study of quantum degenerate
systems, exhibing strong correlations. Before developing the full theory of the specific methods
used in this thesis, some preliminary concepts of stochastic methods are introduced.
3.3 Preliminary Concepts
The appropriate probability distribution function that describes a physical system is normally
obtained using a (pseudo)-random number generator. The probability distribution function
for equilibrium systems is defined for the different thermodynamic ensembles: microcanonical,
canonical or grand-canonical. At T = 0, the probability distribution function coincides with
the modulus square of the ground-state wave function.
A random variable is defined as the result obtained in a stochastic process which has no control
on the initial conditions. For instance, the direct result of throwing a die, is one of the numbers
contained in the sequence x = {1, 2, 3, 4, 5, 6}. x is called a random variable. Strictly
speaking, it might be thought that by analyzing the initial conditions of the motion of the
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die this process is deterministic. Nevertheless, due to the partial knowledge of the initial
conditions, the process can be associated to a probability distribution function (pdf). In
our example, the probability of getting any of the values of x is 1/6 . The random variable
x is further characterized by the domain of all the possible values that x can take. The
random variable can be either discrete or continuous. In our example, the domain is the set
of integers {1, 2, 3, 4, 5, 6} and x is a discrete random variable. A random number can be
generated by a compiler generator that relies on iterative operations with a long recurrence
cycle. In particular, one may produce a (pseudo)-random integer N1 between (0,N) by using
standard routines present in literature. The distribution of numbers generated between 0
and N is homogeneous and approximately random. Nevertheless the series of numbers is
deterministically given once starting the generator and repeats itself after a certain period. For
this reason the term (pseudo)-random numbers is more appropriate.
We define two pdf’s that are particulary important in the context of our work: the uniform
and the Gaussian distribution.
The normalized uniform distribution U [a, b], whose domain is the real interval [a, b] is
written as:
f(x) = 1
b− aθ(x− a)θ(b− x), (3.1)
in terms of the Heaviside function θ(x). The most common type is when a = 0 and b = 1,
denoted by U [0, 1]. This distribution is obtained by sampling y = a+ (b− a)x with x ∈ U [0, 1]
.
Another important pdf is the Gaussian distribution defined as:
f(x) = 1√
2piσ
exp −(x− µ)
2
2σ2 , (3.2)
where µ is the mean and σ the standard deviation. An special case is the Gaussian distribution
with µ = 0 and σ = 1, denoted N(0, 1) and it is sampled by using the standard Box-Muller
algorithm [93]. The Box-Muller algorithm is sumamrized as follows:
• Sample u1 and u2 independently from the uniform distribution U [0, 1].
• Calculate y1 and y2 given by:
y1 =
√
−2 log u1 cos(2piu2). (3.3)
y2 =
√
−2 log u1 sin(2piu2). (3.4)
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• y1 and y2 are two independent Gaussian random variables, with µ = 0 and σ = 1.
• yi → σyi + µ with i = 1, 2.
The expectation value of a function h(x) weigthed by a pdf f(x) is given by
〈h〉 ≡
∫ b
a
h(x)f(x)dx, (3.5)
where x ∈ [a, b] the domain of the pdf. In particular if h(x) = x one finds that 〈h〉 = 〈x〉, the
mean value of the pdf. On the other hand, if h(x) = (x− 〈x〉)n, the expectation value of this
function is written as,
〈h〉 =
∫ b
a
(x− 〈x〉)nf(x)dx n > 1 (3.6)
This expectation value determines the n− th moment of the distribution. In particular
• For n = 1, 〈h〉 = 〈(x− 〈x〉)〉 = 〈x〉 − 〈x〉 = 0.
• For n = 2, 〈h〉 =
〈
(x− 〈x〉)2
〉
= 〈x2〉 − 〈x〉2 ≡ σ2.
The second moment (n = 2) is called the variance of the probability distribution and very often
its square root is used, which corresponds to the standard deviation σ =
√
〈x2〉 − 〈x〉2.
One of the principal features of the Gaussian distribution is the connection with the Cent-
ral limit theorem (CLT). The CLT states that the mean value of many random variables
independently drawn from the same distribution is distributed according to a Gaussian pdf
regardless of the form of the original distribution. In other words, let us define {xn} a random
sequence of N independent and identically distributed variables drawn from pdf f(x) with
expectation value µ and standard deviation σ, then the sample average z defined as
z =
∑N
i=1 xi
N
, (3.7)
converge to a Gaussian distribution as N approaches infinity.
g(z) =
N→∞
1√
2pi(σ/
√
N)
exp (z − µ)
2
2(σ/
√
N)2
. (3.8)
In fact, 〈z〉 = µ and σ2g = σ2f/N .
In other words, the CLT says that the mean of the probability distribution f(x) is found as
the average over N realizations of x. The corresponding standard deviation is decreasing with
1/
√
N .
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The big versatility of the CLT is not limited only to the calculation of expectation values but
also to more general integrals. For instance
I =
a∫
b
h(x)dx, (3.9)
that can be rewritten as:
I = (b− a)
a∫
b
h(x)f(x)dx, (3.10)
where f(x) is the uniform pdf U [a, b] defined in Eq. [3.1]. So, the previous integral is considered
as the expectation value of the function h(x) on the distibution f(x), namely
I = (b− a) 〈h〉 . (3.11)
From the CLT follows that the expectation value 〈h〉 can be estimated as the average of a large
set of h(xi), where the random variable is sampled from a uniform distribution.
〈h〉 ≈ 1
N
N∑
i=1
h(xi), (3.12)
and the corresponding variance is σ2 = σ2h/N . Where σ2h is given by:
σ2h ≈
1
N
N∑
i=1
(h(xi)− 〈h〉)2 , (3.13)
is the intrinsec variance associated to h(x).
The main conclusion drawn is that the variance of the integral σ2 depends on both h(x) and the
number of samples N. On the other hand, the variance of the function h(x) depends merely on
h(x). Regardless the functional form of h(x), the variance of the integral σ2h could be reduced if
the number N is increased. This procedure can be optimized by using importance sampling
that reduces the variance of the integral significantly. However what is the motivation for this
technique?
We would like to address the question in the case of a specific physical problem. In many cases,
we are interested in the calculation of the expectation value of a physical observable O,
〈O〉 =
∫
dRO(R)f(R)∫
dRf(R) . (3.14)
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Here R is the position vector of the N particles in the system R = (R1,R2, · · · ,RN). In par-
ticular, in quantum mechanics f(R) = |ψ(R)|2 / ∫ dR |ψ(R)|2, where ψ(R) is the wavefunction
of the system. In principle, an integral as the one in Eq. [3.14] can be approximated by a
sum with a finite number of terms. However, since dealing with many degrees of freedom is
synonymous of solving high-dimensional integrals, the previous scheme is not adequate.
The integral Eq. [3.14] can be written as:
〈O〉 =
∫
dRO(R)f(R)∫
dRf(R) =
1
M
M∑
ν=1
O(Rν). (3.15)
In practice, the evaluation of averages by using random numbers is simple. We choose the state
of the system characterized by a certain number of parameters, defining the microscopic state.
All the possible configurations of these degrees of freedom contribute to the quantum average
and are weighted according to a pdf f(R). Then, a couple of questions arising are:
• Is it possible to choose, states that are known to be more relevant to the sum Eq.[3.15]?
• Some physical information of the system will give a clue about the a clever sampling in
order to reduce the variance and therefore the simulation time?
The answer is yes and it was given by Metropolis [94] by using the importance sampling
technique. Next, we will discuss the general idea of this tecnique.
3.3.1 Importance Sampling
The expectation value of the observable O is given by
〈O〉 =
∫ b
a
dx f(x)O(x), (3.16)
over a given pdf f(x). By means of the CLT, it is possible to estimate the previous integral
as:
ON =
1
N
N∑
i=1
O(xi), (3.17)
and the points xi are sampled according to the pdf f(x). For large values of N , ON converges
to 〈O〉
〈O〉 = ON ± σN , (3.18)
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here σN = σO/
√
N gives the statistical error decreasing with the square root of the number of
independent points and σO is the variance associated with the expectation value of O, namely:
σ2O ≡
∫ b
a
dx f(x)
[
O2(x)− 〈O〉2
]
. (3.19)
There is a way to reduce the variance σO associated with the expectation value of 〈O〉 by
introducing a different pdf namely h(x) as follows:
〈O〉 =
∫ b
a
dx f(x)O(x) =
∫ b
a
dx h(x)f(x)
h(x)O(x) ≡
∫ b
a
dx h(x)G(x), (3.20)
where G(x) ≡ O(x)f(x)/h(x). Even though the expectation value does not change: 〈O〉f =
〈G〉h the variance can differs significantly:
σ2G =
∫ b
a
dx h(x)
[
G2(x)− 〈O〉2
]
=
∫ b
a
dx h(x)
[
f 2(x)
h2(x)O
2(x)− 〈O〉2
]
. (3.21)
In particular σ2G < σ2O if the ratio f(x)/h(x) is on average smaller than 1.
3.3.2 Stochastic Process and Metropolis Algorithm M(RT)2
Sometimes the pdf to be sampled is not simple as the Gaussian pdf defined in the previous
section. Metropolis [94] developed a stochastic algorithm which generates asymptotically a set
of random numbers according to a given pdf. This algorithm is based on a random walk in
a multidimensional space. It relies on the Markov chain concept of stochastic processes. The
main advantage of the Metropolis algorithm M(RT)2 is that it can be used to sample any pdf
regardless of analytic complexity and the disadvantages are that the sampling from a given pdf
is correct only asymptotically and the sampling is correlated.
A stochastic process is defined as a discrete sequence of random variables, for instance s =
{s1, s2, · · · , sM , · · · }. Each one distributed according to a specified pdf fn(sn). Let us define
the transition matrix of sn as a probability that depends of the previous elements of the ran-
dom sequence, i.e P (sn| sn−1, sn−2,··· ,s1). Therefore, the sequence s is a Markov process if the
transition matrix of {sn} depends exclusively on the previous state sn−1 for all n. The previous
statement can be formally written in the form:
P (sn| sn−1, sn−2,··· ,s1) = P (sn |sn−1 ) . (3.22)
In general, the transition matrix Pij to get to the state sn = j from the state sn−1 = i, must
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fulfill both: 1) 0 ≤ Pij ≤ 1 and 2) ∑i Pij = 1. A Markov process is memory-less process:
predictions for the future of the process are based solely on its present state.
The evolution of the probability distribution is described by
fn (sn = j) =
∑
i
fn−1Pij (sn−1 = i) , (3.23)
in fact Eq. [3.23] gives the probability fn(sj) of being in the state sj from a previous state si
with probability fn−1(si) . The generalization to the continuous is straightforward:
f(x) =
∫
dyP (x→ y)f(y). (3.24)
An initial pdf f0 converges to the equilibrium pdf by the application of the transition matrix
P at many succesive steps:
fn = Pfn−1 = Pnf0. (3.25)
In order to ensure ergodicity, any state sj should be reached from a different state si , i.e.
Pij > 0 for at least one j(6= i). Detailed balance is guaranteed when:
f(j)Pij = f(i)Pji ∀ i, j (3.26)
being f the equilibrium distribution. The Metropolis–Hastings [94] is a Markov chain al-
gorithms for sampling a given probability distibution f(x). Before getting to the sampling in
the Metropolis algorithm; we introduce the configuration space used in MC.
In the configuration space, the position of a particle j is described by the vector Rj = (xj, yj, zj)
with j = 1, · · · , N ; being N the total number of particles in the simulation. However, it would
be more convenient from the statistical point of view, rather than using a single configuration,
to use W of them. Each configuration represent a possible state for the system. A more
suitable configuration space for MC is formed by N particles distributed in W walkers. The
configuration space can be represented as:
R =

(R1)1 (R1)2 · · · (R1)W
(R2)1 (R2)2 · · · (R2)W
... ... ... ...
(RN)1 (RN)2 · · · (RN)W
 , (3.27)
here (Rj)m is the position of the j − th particle in the m − th walker with j = 1, · · ·N and
m = 1, · · ·W . Averages of a given observable can be computed over a large number of walkers.
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Figure 3.1: Representation of the matrix [3.27]: each column of the matrix is a state where the
system lies. In our example we have N = 4 particles distributed on W walkers.
The transition matrix in the Metropolis–Hastings algorithm that satisfies detailed balance is
obtained as follows
P (x→ y) = T (x→ y)A(x→ y), x 6= y (3.28)
where T (x→ y) is defined as an arbitrary conditional probability which one is able to directly
sample with a proposed state y, given a previous state x and A(x→ y) is called the acceptance
probability of the move. The acceptance probability is defined as:
A(x→ y) = min
(
1, f (y)T (y → x)
f (x)T (x→ y)
)
. (3.29)
This acceptance probability is constructed in such a way that P (defined in Eq. [3.28]) fulfills
detailed balance and drives the Markov chain into the equlibrium pdf. In particular, we use
T as a Gaussian distribution defined as T (x → y) = 1√2piσ exp
(x−y)2
2σ2 that depends merely on
|x− y| and it has a variance σ. The acceptance probability yields a simple expression given by
A(x→ y) = min
(
1, f (y)
f (x)
)
. (3.30)
The Metropolis algorithm with the acceptance-rejection step is summarized as follows:
• Step 1: Start from a population of W walkers randomly distributed in the space of
configurations, example Fig. [3.1].
• Step 2: For each walker W at the position (−→x )W = x. Sample a “tentative” new vector
(−→y )W = y′ through the matrix T (x→ y′).
• Step 3: Compute the acceptance rate A = f(y′)T (y′→x)
f(x)T (x→y′) .
• Step 4: If A is larger than 1 the move is accepted. Then, the configuration is updated:
y′ = y.
– Else, a new number z is generated from a uniform distribution z ∈ U [0, 1].
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– if A = f(y′)T (y′→x)
f(x)T (x→y′) ≥ z the configuration is accepted and the configuration is updated.
Otherwise, y′ is not accepted and y = x.
In the case of continuous process, moves are usually proposed using a simple and fast transition
matrix T (x → y), where x = y + σξ, with σ a constant and ξ ∈ U(−1, 1) or ξ ∈ N(0, 1). The
stationary distribution f(x) is reached after some equilibration time. An important number that
should be under control is the rate acceptance, defined as A = Naccepted/Ntotal, where Nacceptance
and Ntotal stand for the accepted and the total number of moves respectively. Notice that if σ is
small the acceptance rate becomes large, and there is a strong correlation between moves. On
the other hand, if σ is large the acceptance rate is small and the point in configuration space
rarely moves. In an efficient algorithm σ is tuned such that the acceptance rate is in the range
0.4 − 0.7. For an equilibrium Markov chain, ergodicity claims that the temporal average can
be replaced by the average on ensembles. Then, rather than using one single walker it is more
efficient to use a large number of them in order to perform the random walks independently.
Expectation values of the observables are obtained by averaging over the walkers.
In a Markov chain the current configuration depends on the previous one, therefore correlations
always exist. Straightforwardly if one desires to calculate the expectation value of an observable
O, the CLT cannot be applied directly since it is based on the calculation of expectation values
on a set of independent poins in the configuration space. In order to overcome this situation
one divides the calculation in Nb blocks such that averages of different blocks are no longer
correlated. This is true if the length Nb of a single block is larger than the correlation lenght
of Markov chain for a given observable. The specific algorithm of block averages is explained
in appendix A.
The basic preliminary concepts needed in order to address Monte-Carlo techniques have been
discussed. Now, we will review the main features of the QMC methods and we will start by
discussing the QMC method based on the variational principle.
3.4 Variational Monte-Carlo (VMC)
In this section the Variational Monte-Carlo (VMC) method is discussed. It is based on both
the evaluation of multidimensional integrals using the Metropolis algorithm M(RT)2 and on the
variational principle. The ground-state properties of a many-body system can be investigated
by solving the many-body Schrödinger equation:
Hψi(R) = Eiψi(R), (3.31)
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where ψ(R) is the wave function of the system and R represents the DN−dimensional con-
figuration vector formed by N particles in the D dimensional space. The Hamiltonian can be
written as:
H =− ~
2
2m
N∑
i=1
∇2i +
N∑
i=1
U(ri) +
∑
i<j
V (ri − rj), (3.32)
where the first term is the kinetic contribution, the second is the one-body potential that
describes an external field and the latter term is the two-body potential accounting for the
interaction between particles. The study of the ground-state energy and the excitation spectrum
of liquid 4He have been addressed with VMC for first time by Millan [88].
The VMC method is based on the variational principle, which states that the expectation
value of the Hamiltonian calculated using a trial wave function ψT gives an upper bound to
the ground-state energy. Therefore, it is possible to estimate the energy without the complete
knowledge of the exact ground-state wavefunction of the system. The previous statement is
summarized as:
ET ≡
∫
dRψ∗T (R)HψT (R)∫
dR |ψT (R)|2
=
∑
i |ci|2Ei∑
i |c2i |2
≥ E0, (3.33)
where E0 is the lowest eigenstate of H and ψT is the trial wave function that can be expanded
in terms of eigenfunctions of the Hamiltonian H, namely, ψT = ∑i ciψi . So, ET ≥ E0 for any
ψT , and ET = E0 if and only if ψT = c0ψ0.
The specific form of the trial wave function will be discussed at the end of this section. Since
the variational principle is valid regardless of the statistics of the particles, the VMC method
is suitable for both bosons and fermions.
The trial wave function must contain a set of variational parameters {ai} in such a way that
the minimization of the energy is performed with respect to these parameters. Namely,
ψT = ψT (R; a1, a2, · · · , aN). (3.34)
In Section 3.6 we will discuss the specific form of the trial wave function used in our study.
Let us suppose we want to calculate the expectation value of the Hamiltonian H namely
〈H〉 =ET =
∫
dRf(R)EL(R), (3.35)
where EL ≡ HψT (R; {a})/ψT (R; {a}) stands for the local energy and the pdf is given by:
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f(R) = |ψT (R; {a})|2 / ∫ dR |ψT (R; {a})|2 . Then, the aim of the VMC method is to compute
the integral
ET =
∫
dR |ψT (R; {a})|2 HψT (R;{a})ψT (R;{a})∫
dRψ∗T (R; {a})ψ∗T (R; {a})
. (3.36)
One evaluates this integral by calculating the energy as a function of the variational parameters
{a} and determinates the values of the parameters corresponding to the lowest energy.
Points from the pdf f(R) are sampled using the Metropolis algorithm as follows:
• STEP 1: start from an initial configuration R = R0.
• STEP 2: generate a temptative new configuration R′(m) corresponding to the (m−th+1)
iteration, using
{
ξ
(m)
i
}N
i=1
,with ξ(m)ix , ξ(m)iy, ξ(m)iz∈ N(0, 1) (see Gaussian distribution
N(0, 1) [3.2]):
R(m) = (r(m)1 , r
(m)
2 , · · · , r(m)N )→ R
′(m) ≡ (r(m)1 + σξ(m)1 , r(m)2 + σξ(m)2 , · · · , r(m)N + σξ(m)N ), (3.37)
where the random displacement is chosen to be distributed according to a Gaussian pdf with
variance σv.
• STEP 3: if |ψT (R
′(m))|2
|ψT (R(m))|2 ≥ 1, the move is accepted. Otherwise draw z ∈ U(0, 1) and accept
the move if |ψT (R
′(m))|2
|ψT (R(m))|2 ≥ z.
• STEP 4: If R′(m) is accepted then the configuration is updated: R(j+1) ≡ R′(j), else the
configuration remains in the old configuration:R(j+1) = R(j).
• STEP 5: Repeat loop from STEP 2 to STEP 4.
After the equilibration time, one carries out the Monte-Carlo estimate:
ET = EM ± σM , (3.38)
where
EM =
1
M
M∑
i=1
EL(Ri), (3.39)
and
σM =
1√
M
(
1
M
M∑
i=1
E2L(Ri)− E2M
)1/2
, (3.40)
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over a collection of statistically independent configurations Ri (i = 1, · · · ,M). Where EL(Ri) =
HψT (Ri; {a})/ψT (Ri; {a}) is the local energy.
3.4.1 Time-dependent algorithm in VMC
For a real trial wavefunction ψT (R), the pdf associated is given by f(R) = |ψT (R)|2 / ∫ dR |ψT (R)|2
and it is alternatively sampled by using a process based on the Fokker-Plank equation instead
of the acceptance/rejection step used in the last section. The Fokker-Plank equation is given
by
∂f(R, τ)
∂τ
= D
N∑
i=1
∇i · (∇i − Fi(R)) f(R, τ). (3.41)
Here D is the diffusion coefficient D = −~2/2m and Fi(R) = (2∇iψT ) /ψT is the drift quantum
force.
The problem of sampling the time-dependent pdf f(R,τ) is turned into the problem of finding
the asymptotic solution of the Fokker-Planck Eq. [3.41]. The solution of the Fokker-Plank
equation is given in terms of the Green’s function as
f(R, τ) =
∫
dR′ G(R,R′, τ)f(R′, τ = 0), (3.42)
where the Green’s function G(R,R′, τ) satisfies the time-dependent equation
∂G(R,R′, τ)
∂τ
= D∇R · (∇R − F(R))G(R,R′, τ), (3.43)
with the boundary condition:
G(R,R′, τ = 0) = δ(R −R′). (3.44)
By using the previous boundary condition, the solution of Eq. [3.43] is given by
G(R,R′, τ) = exp
[
Dτ
(
∇2R −∇R · F(R)
)]
δ(R −R′). (3.45)
In general for a pair of non commutating operators Aˆ and Bˆ one can use the Trotter identity:
exp
[
τ
(
Aˆ + Bˆ
)]
' exp
[
τ
(
Aˆ
)]
exp
[
τ
(
Bˆ
)] (
1− τ 2
[
Aˆ, Bˆ
]
/2
)
valid in the limit of τ → 0. Then
Eq. [3.45] is reduced to
G(R,R′, τ) = exp
[
Dτ
(
∇2R
)]
exp [−Dτ∇R · F(R)] δ(R −R′) +O(τ 2), (3.46)
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and in the limit of small time-step δτ . The total Green’s function can be written as:
G(R,R′, δτ) =
∫
dR1GDiffusion(R,R1, δτ)GDrift(R1,R′, δτ) +O(δτ 2), (3.47)
with GDiffusion(R,R′, τ) = exp [Dτ (∇2R)] δ(R−R′) = exp−(R−R
′)2/(4Dτ)
(4piDτ)3N/2 and GDrift(R,R′, τ) =
exp [−Dτ∇R · F(R)] δ(R −R′) = δ(R(τ)−R′) with R(τ) satisfies the equation dR(τ)/dτ =
DF(R(τ)) and an initial condition R(τ = 0) = R. Putting all terms together it yields
G(R,R′, δτ) = exp [−R(δτ)−R
′]2 / (4Dδτ)
(4piDδτ)3N/2
+O(δτ 2). (3.48)
Where the results for the GDiffusion(R,R′, τ) and GDrift(R,R′, τ) are obtained calculating the
matrix elements 〈R| exp [Dτ (∇2R)] |R′〉 and 〈R| exp [−Dτ∇R · F(R)] |R′〉 by projecting the
operators on the momentum space |P〉 and solving the respective N−dimensional Guassian
integrals.
The Green’s function Eq. [3.48] gives the probability of moving from R to R´ during the time
interval δτ and using Eq. [3.42] one can find the temporal evolution of the pdf from an initial
time τ to a final time τ + δτ . Namely:
f(R, τ + δτ) = ∫ dR′ G(R,R′, δτ)f(R′, τ)
=
∫
dR′ exp [−(R(δτ)−R
′)2/(4Dδτ)]
(4piDδτ)3N/2 f(R
′, τ).
(3.49)
Notice that f(R, τ → ∞) = |ψT (R)|2 / |∫ dRψT (R)|2. For the time evolution defined in Eq.
[3.49] a linear algorithm can be devised which is correct to order linear in the time step δτ.
The drift step is carried out by R → R(δτ) = R + DδτF(R) and the diffusion step by
R(δτ)→ R′ = R(δτ) +√2Dδτχ where χx,(y,z) ∈ N(0, 1) (Gaussian pdf with µ = 0 and σ = 1
).
Both the diffusion step and the drift step are affected by a time-step error and require an
extrapolation to δτ = 0. Nevertheless, the time-step bias can be eliminated by introducing an
acceptance/rejection step similar to the Metropolis algorithm. The smart variational Monte-
Carlo (SVMC) implements this step.
3.5 Smart Variational Monte-Carlo (SVMC)
The principal motivation of using SVMC is to eliminate the time-step dependence seen previ-
ously in the time-dependent algorithms by introducing an acceptace/rejection step similar to
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the Metropolis algorithm M(RT)2. In the Metropolis algorithm the proposed moves R → R′ are
accepted according to the probability:
A(R,R′) = min
(
1, f (R
′)T (R′→ R)
f(R)T (R→ R′)
)
. (3.50)
Since the transfer matrix is symmetric namely, the probability of proposing the move R → R´
is equal to that of propose the move R´ →R. One obtains
A(R,R′) = min
(
1, |ψT (R
′)|2
|ψT (R)|2
)
. (3.51)
Nevertheless, in the time-dependent algorithm the transfer matrix G(R,R′, τ) given by Eq.
[3.46] is asymmetric and in general G(R,R′, τ) 6= G(R,R′, τ). The modified acceptance prob-
ability must read as:
A(R,R′) = min
(
1, G(R
′,R, δτ) |ψ (R′)|2
G(R,R′, δτ) |ψ (R)|2
)
. (3.52)
The acceptance/rejection step given by Eq. [3.52] can be implemented with the linear algorithm
devised in the last section. Then the Green’s function given by Eq. [3.48] is written as
G(R,R′, δτ) = exp [−R +DδτF(R)−R
′]2 / (4Dδτ)
(4piDδτ)3N/2
, (3.53)
and the acceptance probability becomes
A(R,R′) = min
(
1, exp [Q(R,R′, δτ)] |ψ (R
′)|2
|ψ (R)|2
)
, (3.54)
where
Q(R,R′, δτ) = [F(R) + F(R
′)]
2 ·
(
Dδτ
[F(R)− F(R′)]
2 − (R −R
′)
)
. (3.55)
The SVMC is called smart because it tends to move walkers according to the drift quantum
force. The SVMC method was introduced for the first time in addressing the problem of
Brownian motion in aqueous solutions [95]. In summary SVMC provides the correct sampling
of f(R) with a new transition probabilitity defined by Eq. [3.53] and an acceptance probability
defined by [3.54] in order to make the sampling independent of the time step. for instance, in
Fig. [3.2] the ground-state energy per particle for NB = 64 bosons in a box with nBa3 = 10−5
(nB = NB/V ) is calculated with the SVMC algorithm and this energy does not display a
dependence with the time.
Now we turn our attention to the specific form of the trial wave function Eq. [3.34] for the
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Figure 3.2: The ground-state energy per particle is calculated with the SVMC.
Green points represent the SVMC data and orange line represents the linear fitting. The time
dependent VMC algorithms [3.4.1] are affected by a time-step bias. By using the SVMC that
relies on a transition probabilitity defined by Eq. [3.53] and an acceptance probability given
by Eq. [3.54] the time-step dependence is eliminated.
different potentials we used in this thesis.
3.6 Trial wave functions
We consider the simulation of an infinite homogeneous system. The calculation is carried out
by using the periodic boundary conditions (p.b.c): N particles are placed in a cubic box of
size L and the box is virtually repeated in space by considering image particles in the nearest
neighboring boxes. Then, when a particle leaves the box on one side an image particle enters
the box from the opposite side Fig [3.3]. The use of virtual particles should not introduce
Figure 3.3: Periodic boundary conditions (p.b.c): when a particle (green ) leaves the box
on the left side, a virtual particle (gray) enters the box on the right side.
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Figure 3.4: Cut off radius r < L/2 for inter-particle correlations. Particle B lies inside the
radius and images of particle B lies outside.
spurious correlations. Correlations between particles A and the image particle B are real and
must be considered, however those between A and the other image particles B are not real and
should be neglected. If the inter-particle distance is smaller than the cut-off L/2 these sporious
correlations can be avoided as it is shown in Fig. [3.4].
We consider a dilute gas of N bosonic particles at T = 0 described by the following Hamiltonian:
H = − ~
2
2mB
N∑
i=1
∇2i +
∑
i<j
VB(rij) (3.56)
Here, the Hamiltonian is splitted in the kinetic energy and the interaction energy of the bosonic
system consisting of particles of mass mB and interacting through the two-body potential
VB(rij), which depends on the distance rij = |ri − rj| between a pair of bosons.
We can write the trial wave function of bosons in the form
ψJ(R) ≡
∏
i<j
f(rij), (3.57)
where f(rij) is called the two-body Jastrow correlation function and it depends on the inter-
particle distance rij = |ri − ri|. In order to be compatible with the p.b.c defined above, one
must impose a condition at the cut-off radius of correlations by requiring that f(r) = constant
for r ≥ L/2. This implies that df(r = L/2)/dr = 0 as a boundary condition on the Jastrow
factor.
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In the following, we will discuss the particular forms of the potential VB(rij) and their respective
Jastrow functions f(r).
3.6.1 Potential 1: Hard sphere (HS)
The inter-boson potential VB(rij) is modeled by the hard-sphere interaction described by:
VB(r) =
 +∞ r ≤ a0 r > a (3.58)
The main parameter of the system is given by nBa3 where nB = NB/V is the density of the
gas and a is the range of the interaction. In the HS potential a coincides with the s−wave
scattering length.
The general Jastrow wave function Eq. [3.57] for the HS potential is found by solving the
two-body Schrödinger equation, namely
[−~2
2mR
∇2 + VB(r)
]
f(r) = Ef(r), (3.59)
wheremR is the reduced massmR = m1m2/ (m1 +m2) and r = |r1 − r2| is the distance between
the particles. The form of the boson-boson wave function is,
f(r) =

0 r ≤ a
sin k(r − a)/r a ≤ r ≤ L/2
(2/L) sin k(L/2− a) r ≥ L/2
(3.60)
where the value of the wave vector k is chosen in such a way that the first derivative of the
function vanishes at r = L/2 (f ′B(r = L/2) = 0) in order to be consistent with p.b.c as it was
pointed out in the previous section. The wavefunction and its first derivative are continuous
functions at r = L/2. The value of k is found by solving the transcendental equation
tan [k(L/2− a)] = kL/2. (3.61)
3.6.2 Potential 2: Attractive square-well (ASW) potential
The interaction between the impurity and the bosons can be conveniently modeled by an
attractive square well (ASW) potential defined by:
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V (r) =
 −V0 r ≤ R00 r > R0 (3.62)
The ASW potential is characterized by the potential range R0 and the depth V0. These values
are chosen such as to give the value b of the scattering length which is determined by the
transcendental equation:
b = R0
[
1− tan(K0R0)
K0R0
]
, (3.63)
where K20 = 2mRV0/~2 in terms of the reduced mass mR = mImB/ (mI +mB). The impurity-
boson scattering length b is tuned by changing either the depth or the range of the potential. In
the case of the repulsive HS potential the scattering length is always positive, whereas for the
ASW potential the value of the scattering length can be either positive or negative depending
on K0R0. In particular, we use values in the range 0 < K0R0 < pi, corresponding to no bound
state (0 < K0R0 < pi/2) and a single bound state (pi/2 < K0R0 < pi) for the two-body problem.
In this latter case the molecular binding energy B is obtained from the transcedental equation
tan(κR0)
κR0
= ~
R0
√
2mR |b|
. (3.64)
This equation is obtained by requiring both the continuity of the wave function and of its first
derivative at r = R0. In Eq. [3.64], κ2 = 2mR (V0 − |b|) /~2. The particular value K0R0 = pi/2
corrresponds to the resonance (also known as unitary limit), where the s−wave scattering length
diverges and the bound-state energy vanishes.
In other words with the ASW potential we can tune the interaction between the two particles
either attractive when K0R0 < pi/2 (b < 0) or repulsive when K0R0 > pi/2 (b > 0).
The interaction between the impurity and the bosons is modeled by either a HS or a ASW
potential. Let us examine the Jastrow functions for the two potentials corresponding to positive,
negative or infinite value of the scattering length.
• HS: the hard-sphere potential is used to model the interaction between the impurity and
the bosons. The two-body solution Eq. [3.59] gives:
fI(r) =
 0 r < bsin k(r − b)/r r > b (3.65)
similar to the HS case of Eq. [3.60], but with the difference that the value of the s−wave
scattering length is given by b.
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• ASW: Repulsive branch (b > 0): fI is constructed from the zero-energy scattering
solution of the potential [3.62] orthogonal to the bound state existing for two particles
when b > 0 in the region, where Rm is a matching point. 0 < r < Rm. In addition, for
Rm < r < L/2 we use a wavefunction that reduces possible finite-size effects due to the
long-range tails of the wavefunction corresponding to r < Rm
fI(r) =

A sin(K0r)/r r ≤ R0
1− b/r R0 ≤ r ≤ Rm
B
[
1− e−αr − e−α(L−r)
]
Rm ≤ r ≤ L/2
2Be−αL/2 r > L/2
(3.66)
The matching point Rm < L/2 is introduced and for r > Rm the function fI goes rapidly
to a constant reached at L/2 and f ′I(r = L/2) = 0. The coefficients A, B and α ensure
the continuity of fI and of its first derivative at the points R0 and Rm.
• ASW: Attractive branch (b < 0): fI is constructed in the same way as for the repulsive
branch in Eq. [3.66], with the only difference that the scattering length b is negative.
• ASW: Attractive branch (b > 0): we use the solution of the two-body bound state
with energy b for 0 < r < Rm and use a functional form similar to Eq. [3.66] for
Rm < r < L/2
fI(r) =

A sin(κr)/r r ≤ R0[
e−m|b|r/m
]
/r R0 ≤ r ≤ Rm
B
[
e−αr + e−α(L−r)
]
Rm ≤ r ≤ L/2
2Be−αL/2 r > L/2
(3.67)
where κ2 = m (V0 − |b|) /~2. The coefficients A, B and α ensure the continuity of fI and
of its first derivative at the points R0 and Rm.
3.7 Diffusion Monte-Carlo (DMC)
In this section a more sophisticated method is discussed. It is called Diffusion Monte-Carlo
(DMC) and it was introduced for the first time by J.B Anderson [96, 97] . This method solves
the many-body Schrödinger equation in imaginary time by using the analogy with the classical
diffusion equation.
The time-dependent Schrödinger equation is written as
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i~
∂
∂t
ψ(R, τ) = − ~
2
2m∇
2ψ(R, τ) + V (R)ψ(R, τ), (3.68)
with τ = it/~ the imaginary time. Let us consider the case of bosons. The system can be
described by a Hamiltonian H . The eigenstates and eigenvalues of the system are |φα〉 and Eα
respectively. In such a way that H|φα〉 = Ea|φα〉.
The ground state |φ0〉 can be found using an iterative procedure which involves the time-
evolution operator. One can start from a generic state, say : |ψ0〉, provided it is not orthogonal
to the ground state. i.e 〈φ0 |ψ0〉 6= 0 . The temporal evolution from a state n− 1 to state n is
obtained by
|ψn〉 = exp [−δτ (H− ET )] |ψn−1〉 , (3.69)
and the iterative procedure generates a sequence in imaginary time
|ψn〉 = exp [−nδτ (H− ET )] |ψ0〉 , (3.70)
Here δτ = iδt/~ and ET is an energy shift. Let us introduce the completeness relation∑
α |φα〉 〈φα| = 1̂, in the previous equation and let us use the fact that H |φα〉 = Eα |φα〉.
Then
|ψn〉 =
∑
α
〈φα| ψ0〉 exp [−nδτ (Eα − ET )] |φα〉 . (3.71)
After many iterations all the contributions orthogonal to the ground state are killed out and
the only one which survives is
lim
n→∞ |ψn〉 = 〈φ0| ψ0〉 exp [−nδτ (E0 − ET )] |φ0〉 . (3.72)
The value of ET is chosen to maintain the normalization 〈ψn| ψn〉 of the state at large times
stationary during the iterative process (ET = E0 for n large).
In coordinate space the temporal evolution of Eq. [3.69] can be written in terms of the Green’s
function as
ψn(R) =
∫
dRnG(R,Rn, δτ)ψn−1(Rn), (3.73)
and G(R,Rn, δτ) is the Green’s function written as:
G(R,R′, δτ) = 〈R| exp [−δτ(H− ET )] |R′〉 . (3.74)
This evolution can be written in terms of convolution integrals over n terms
ψn(R) =
∫
dRn · · · dR1G(R,Rn, δτ) · · · G(R2,R1, δτ)ψ0(R1). (3.75)
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The Hamiltonian is written in general as H = T + V = − ~22m∇2R + V (R), where V (R) includes
both inter-particle interactions and external fields. Since in general the operators T and V do
not commute, the Trotter formula from section [3.4.1] is used. Therefore, for small a time step
δτ one obtains:
exp [−δτ(H− ET)] = exp
[
−δτ2 (V− ET)
]
exp
[
−δτ2 T
]
exp
[
−δτ2 (V − ET )
]
+ o(τ 3). (3.76)
The Green’s function in the small time-step approximation is written as
G(R,R′, δτ) =
〈
R|exp
[
− δτ2 (V− ET)
]
exp
[
− δτ2 T
]
exp
[
− δτ2 (V − ET )
]
|R′
〉
+ o(τ 3)
= exp
[
− δτ2 (V (R)− ET )
] 〈
R|exp
[
− δτ2 T
]
|R′
〉
exp
[
− δτ2 (V (R′)− ET )
]
|+ o(τ 3) , (3.77)
and finally, one obtains
G(R,R′, δτ) = 1(4piDδτ)3N/2 exp
[
−(R −R
′)2
4Dδτ
]
×exp
[
−δτ
(
V (R) + V (R′)
2 − ET
)]
+ o(τ 3).
(3.78)
The first term is called diffusion term, and the second represents the branching term.
This latter term modifies the normalization
∫
dRG(R′,R, δτ) 6= 1.
3.7.1 How does DMC work?
Let us consider a set of NW points in the configuration space R formed by N particles (called
walkers see Eq. [3.27]). These positions change according to the diffusion process and their
number changes according to the branching term. The moves of the algorithm are summarized:
1. An initial population of walkers NW (0) is distributed according to the function ψ0(R).
For instance, all the walkers can start from the same position R = R0 namely, ψ0(R) = δ(R−
R0).
2. Produce the n−th generation of walkers with a diffusion and a branching step:
• Diffusion step: new positions are generated by the diffusion step found in Sec [3.4.1]:
R → R′ =R +
√
2Dδτξ, (3.79)
with ξ ∈ N(0, 1).
• Branching step: Since the population of walkers is not constant the number of sons at
certain position R′ is calculated as
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ni = int
[
exp
{
−δτ
(
V(R) + V (R′)
2 − ET
)}
+ ξ′
]
. (3.80)
where ξ′ ∈ U(0, 1) and int(x) is the integer part of x.
• Population control: The energy shift is updated every m iterations, ET → ET + δET
in order to keep the population constant. This energy shift is given by
δET = log
(
NW (n+m)
NW (n)
)
. (3.81)
Some facts must be highlithed here. The pure diffusion algorithm described above may suffer
of large fluctuations in the branching term due to the spatial variations of the potential energy
V (R). The calculation is viable only for few particles and for bounded interatomic potentials.
In the general case the algorithm is highly inefficient because of large statistical uncertainties in
the expectation values. However, as we learned in the past section this problem can be solved
by means of importance sampling.
3.7.2 Importance Sampling
The previous algorithm can be more efficient if one has some physical knowledge concerning
the wavefunction of the system. One uses the following pdf corresponding to the n − th step
of the iterative procedure
fn(R) = ψT (R)ψn(R), (3.82)
where ψT (R) is a trial wavefunction. The evolution of fn(R) is provided by the modified Green’s
function GT ,
fn(R) =
∫
dR′GT (R,R′, δτ)fn−1(R′)
fn(R) =
∫
dR′ψT (R)G(R,R′, δτ) 1ψT (R′)fn−1(R′).
(3.83)
Where G is the Green’s function defined in Eq. [3.74]. The Green’s function and the modified
Green’s function satisfy the following time-dependent equations
−∂G(R,R′,τ)
∂τ
= (H− ET )G(R,R′, τ)
−∂GT (R,R′,τ)
∂τ
=
(
ψT (R)H 1ψT (R) − ET
)
GT (R,R′, τ) = (HT − ET )GT (R,R′, τ),
(3.84)
where the effective Hamiltonian HT takes the form
HT = −D∇2R +D∇R · F(R) + EL(R) = L+ EL(R). (3.85)
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Here D = ~2/2m is the diffusion coefficient and L = −D∇2R + D∇R · F(R) is the Langevin
operator. F(R) is the quantum drift force defined as 2∇R log(ψT (R)) and EL = HψT (R)ψT (R) is the
local energy. The solution of Eq. [3.84] for a small time step δτ yields
GT (R,R′, δτ) = 〈R| exp (−δτL) |R′〉 exp
{
−δτ
(
EL(R) + EL(R′)
2 − ET
)}
+ o(δτ 3). (3.86)
Recalling now the solution for the Green’s function of the Langevin’s equation in Eq. [3.48]
one finds
G(R,R′, δτ) = 〈R| exp (−δτL) |R′〉 = exp− (R(δτ)−R
′)2 /4Dδτ
(4piDδτ)3N/2
+ o(δτ 2). (3.87)
The branching term is now much smoother compared to the pure diffusion algorithm because
the local energy EL(R) is in general a slowly varying function in spatial coordinates.
3.7.3 DMC with importance sampling
An algorithm to produce the time evolution can be devised as:
1. Start from NW (0) walkers distributed according to the function ψ0(R) = ψT (R).
2. Produce the n−th generation of walkers.
(a) Diffusion and drift steps generate the new positions:
R → R′ =R +DF(R)δτ +
√
2Dδτξ, (3.88)
with ξ ∈ N(0, 1) .
(b) Acceptance/rejection step: In order to reduce the time-step dependence the
proposed move is accepted according to the probability given in Eq. [3.54] and Eq.
[3.55]. An acceptance rate is evaluated from the ratio of the number of accepted to
the total number of moves racc = #acceptedmoves#moves .
i. Branching : The time step δτ is modified by accounting for the acceptance
rate of the proposed moves δτ → δτ∗ = raccδτ . The number of sons of a walker
that has been moved from R to R′ is calculated as
ni = int
[
exp
{
−δτ ∗
(
V(R) + V (R′)
2 − ET
)}
+ ξ′
]
, (3.89)
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where ξ′ ∈ U(0, 1) and int(x) is the integer part of x.
3. Population control: The energy shift is updated in every iteration as:
ET (n+ 1) =
1
NW (n)
NW (n)∑
i=1
EL(R), (3.90)
for n iterations. An additional population control is required to maintain NW within
the range N− ≤ NW ≤ N+. This can de obtained by the updated of ET (n + 1) →
ET (n+ 1) + δET . Where
δET =

1
δτ∗ log
〈NW 〉
N+
NW (n) > N+
1
δτ∗ log
〈NW 〉
N−
NW (n) < N+
0 N+ < NW < N+
(3.91)
At large times, the obtained pdf is proportional to the ground-state of the system
lim
τ→∞ f(R, τ) = limn→∞ fn(R) = ψT (R)φ0(R). (3.92)
The Monte-Carlo estimate for the energy is given then by:
1
NW
NW∑
i=1
EL(Ri) =
∫
dRf(R, τ →∞)EL(R)∫
dRf(R, τ →∞) , (3.93)
=
∫
dRψT (R)φ0(R) 1ψT (R)HψT (R)∫
dRf(R, τ →∞) = E0. (3.94)
The previous DMC moves are summarised the Fig. [3.5].
Let us consider an example of the algorithm obtained above: our simulation starts with 3
particles distributed on 4 walkers. A move from R to R′ is proposed with a diffusion and a
drift contribution according to Eq. [3.88]. The number of sons of a walker that has been moved
from R to R′ is calculated with Eq. [3.89]. In particular, for both the first and third walker the
number of descendants is zero and the configuration is killed. Whereas, for the second walker
one son is obtained and the configuration survives. For the fourth walker two sons appears and
the configuration is copied.
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Figure 3.5: DMC moves
3.8 Observables
3.8.1 Energy
The energy is an important and central observable in all QMC methods. In the previous section,
we discussed how to calculate expectation values. Let us consider the expectation value of the
energy with the Monte-Carlo estimator
ET = EM ± σM , (3.95)
where
EM =
1
M
M∑
i=1
EL(Ri), (3.96)
and
σM =
1√
M
(
1
M
M∑
i=1
E2L(Ri)− E2M
)1/2
, (3.97)
over a collection of statistically independent configurations Ri (i = 1, · · · ,M). The local energy
is computed as
EL(R) =
1
T
j′+T∑
j=j′+1
EL(Rj), (3.98)
where the total number of iterations is MT.
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The local energy associated with the Jastrow wavefunction Eq. [3.57] is written as:
EL(R) =
HψJ(R)
ψJ(R)
, (3.99)
then
EL(R) = − ~
2
2m
N∑
i=1
∇2iψJ(R)
ψJ(R)
+ V (R). (3.100)
For the Jastrow wavefunction in Eq. [3.57] the above local energy takes the explicit form
EL(R) = − ~22m
∑N
i=1
∇2iψJ (R)
ψJ (R) + V (R)
= − ~22m
∑3
i=1
[∑
i 6=j
(
∇2αi f(rij)
f(rij) −
(∇αi f(rij)
f(rij)
)2)
+
(∑
i 6=j
∇αi f(rij)
f(rij)
)2]
+ V (R).
(3.101)
By carrying out the calculations, it yields
∇f(rij) =
(
rαi − rαj
rij
)
f
′ (3.102)
and
∇2αi f(rij) =
 1
rij
−
(
rαi − rαj
)2
r3ij
 f ′ +
(
rαi − rαj
)2
r2ij
f
′′
. (3.103)
Finally, the expression for the local energy is reduced to
EL(R) =
HψJ(R)
ψJ(R)
= −D
∑
i 6=j
f ′′(rij)
f(rij)
+ 2
rij
f
′(rij)
f(rij)
−
(
f
′(rij)
f(rij)
)2+ 14 ∑i F2i (R)
+ V (R),
(3.104)
where the diffusion constant D is defined as D ≡ ~2/2m. Fi(R) is defined as the quantum drift
force
Fi(R) = 2
∇iψJ(R)
ψJ(R)
= 2
∑
i 6=j
(
ri − rj
rij
)
f
′(rij)
f(rij)
. (3.105)
The previous expression in the case of two particles yields
EL(r1, r2) = −
(
~2/m
) [
f
′′ + (2/r12) f
′
/f
]
+ V (r12), (3.106)
that is precisely the solution of the two-body-Schrödinger equation.
In the case of the VMC method an alternative estimate of ET relies on the quantum drift force.
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Let us suppose that one can split the Hamiltonian H as the sum of a kinetic T and a potential
V term, namely, H =T + V (see Eq. [3.56]). The expectation value of H on the trial wave
function ψT can be written as
〈H〉 = ∫ dRψ∗T (− ~22m∇2R + V (R))ψT
= − ~22m
∫
dR∇R · (ψ∗T∇RψT ) +
∫
dR
(
~2
2m (∇Rψ∗T ) · (∇RψT ) + V (R) |ψT |2
)
.
(3.107)
In order to be compatible with p.b.c we recall that the boundary conditions on the Jastrow
term to make the surface term (Ω) vanish, namely the condition df(r = L/2)/dr = 0 implies
that:
∫
dR∇R · (ψ∗T∇RψT ) =
∫
dΩψ∗T∇RψT = 0. (3.108)
Then ET can be alternatively written as
ET =
∫
dR
(
~2
2m (∇Rψ∗T ) · (∇RψT ) + V (R) |ψT |2
)
∫
dR |ψT |2
, (3.109)
ET =
∫
dR f(R)
(
~2
2m
|∇RψT |2
|ψT |2
+ V (R)
)
=
∫
dR f(R)E ′L(R), (3.110)
where
E ′L(R) =
(∇Ψ∗T (R)
Ψ∗T (R)
)
·
(∇ΨT (R)
ΨT (R)
)
+ V (R), (3.111)
and it can be written in terms of the so called quantum drift force FQ = 2
(∇ΨT (R)
ΨT (R)
)
as
E ′L(R) =
1
4 |FQ(R)|
2 + V (R).
Then, the energy can also be estimated by
ET =
∫
dR f(R)
[1
4 |FQ(R)|
2 + V (R)
]
. (3.112)
The motivation for calculating the energy by using the force estimator in Eq [3.112] and for
comparing it with the direct estimator of Eq. [3.107] is to verify the correct implementation of
the wave function. Both estimators must be equal within statistical error. Nevertheless, the
variance in the force estimator is larger with respect to the direct estimator.
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Figure 3.6: Ground state energy per particle as a function of the iteration number
in VMC for a weakly interacting Bose gas with gas parameter (nBa3) = 10−5. Green line
direct estimator ED given by Eq. [3.107] and red line, force estimator EF given by Eq. [3.112].
In Fig. [3.6] the ground-state energy per particle is plotted for a system of interacting bosons
with the HS potential at the value of nBa3 = 10−5. Both the direct ED and the force estimator
EF are computed. The direct estimator gives E0D(NB)/NB = (1.262 ± 0.003) × 10−4, whereas
the force estimator is E0F(NB)/NB = (1.221± 0.20)× 10−4 in statistical agreement within the
errors bars, but the variance of EF is much larger.
3.8.2 Pair correlation function
Quantum Monte Carlo methods can be used to calculate not only the ground-state energy of
the system, but also other important two-body quantities such as the pair-correlation function.
This function can be written by using the Monte-Carlo integral estimator:
OMC =
∫
dROL(R)f(R), (3.113)
where OL(R) = ÔψT (R)ψT (R) is the local value of the operator Oˆ and f(R) is the probability
distribution. In particular for Oˆ = H (the Hamiltonian), we obtain the result [3.100]. In
general for operators which do not commute with H, the DMC method does not provide a pure
expectation value on the ground-state, but a “mixed” matrix element involving the ground-state
and the trial wavefunction. In fact, one has
1
NW
NW∑
i=1
O(Ri) =
∫
dRψT (R)φ0(R)OL∫
dRψT (R)φ0(R)
= 〈ψT | O | φ0〉〈ψT | φ0〉 ≡ 〈O〉mix . (3.114)
Pure expectation values, namely 〈O〉pure ≡ 〈φ0|O|φ0〉〈φ0|φ0〉 can be estimated by using an extrapolation
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technique which relies on the approximation |φ0〉 = |ψT 〉+ |δψT 〉 . Up to linear order in the real
function |δψT 〉 , one obtains:
〈O〉pure = 〈O〉mix +
〈δψT | O | φ0〉
〈ψT | ψT 〉 − 〈O〉var
〈δψT | ψT 〉
〈ψT | ψT 〉 (3.115)
and
〈O〉mix = 〈O〉var +
〈ψT | O | δψT 〉
〈ψT | ψT 〉 − 〈O〉var
〈ψT | δψT 〉
〈ψT | ψT 〉 , (3.116)
where 〈O〉var ≡ 〈ψT |O|ψT 〉〈ψT |ψT 〉 and the term
〈δψT |ψT 〉
〈ψT |ψT 〉 is eliminated yielding:
〈O〉pure = 2 〈O〉mix − 〈O〉var . (3.117)
An example is provided by the pair-correlation function. In general the pair-correlation function
is defined as:
g(r) = 1
n2
〈
Ψ† (r′) Ψ† (r′ + r) Ψ (r′ + r) Ψ (r′)
〉
, (3.118)
where Ψ† (r′) and Ψ (r′) are the standard creation and annihilation fields operators and n is
the density. The previous expression describes the process of removing two particles from the
position r′ and r′ + r, returning back to the same state after replacing the particles in the
same positions. In this work, we consider two pair-correlation functions: the boson-boson and
the impurity-boson pair correlation functions denoted by gBB(r) and gIB(r) respectively. A
simple algorithm is devised for the former case. For instance, for a Bose gas with N particles,
one choose a particle i, then, one counts the number of particles j > 1 bounded between the
interval (r, r+ dr), normalized by the number ndV, associated with a uniform density enclosed
in a spherical shell of width dr. Statistics is carrying out by averaging over all the particles
i = 1, · · · ,N and after the data is drawn in a hystogram such as Fig. [3.7, B].
A Monte- Carlo estimate of Eq. [3.118] is provided by
gBB(r) = V (1− 1/N)
∑N
i<j
∫
dR δ (r− |ri − rj|)ψT (ri, rj,R)φ0(ri, rj,R)∫
dRψT (R)φ0(R)
. (3.119)
The boson boson pair-correlation function gBB(r) will be also used for describing the distribu-
tion of bosonic impurities in the chapter 5: this is called the impurity-impurity pair correlation
function denoted by gII(r). The same algorithm used above is employed since the impurities
are bosons as well.
On the other hand, the impurity-boson correlation function gIB(r) is related with the density
profile. In other words, this function establishes how the density of the bosons looks in the
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Figure 3.7: Example of the boson-boson pair correlation function gBB(r): (A) For
short distances, this is related to how the particles are distributed in the simulation box. For
example, consider hard spheres (bosons). The spheres can’t overlap (HS potential), so the
closest distance between two centers is equal to the diameter of the spheres. Further away, the
bosons get more diffuse, and so for large distances, the probability of finding two bosons with
a given separation is essentially constant. This is represented by the boson-boson correlation
function. (B) histogram representing the statistics.
presence of the impurity. A similar algorithm used in the gBB(r) case can be devised for the
gIB(r) : in the system of a Bose gas with N particles and one impurity, one choose the impurity
as a fixed reference, then one counts the number of bosons j > 1 bounded between the interval
(r, r + dr) enclosed in a spherical shell of width dr and the data is drawn in a hystogram
normalized with respect to the number ndV . The density of the bosons as a function of the r
can be obtained by integrating gIB(r) over the spherical shell as follows
n(r) = nB
∫ r
0 dr
′4pir′2gIB (r′)
4pir3/3 . (3.120)
3.8.3 Effective mass
Let us consider a system formed by a weakly interacting Bose gas at T = 0 composed by N
bosons and one distinguishable impurity. The energy of the system of N + 1 particles can be
expanded in terms of the impurity momentum denoted by pα as
E(N + 1; pα) = E0(N) + µ+
p2α
2m∗ + · · · , (3.121)
where E0 is the ground-state energy of the Bose gas without impurity (see Eq. [1.34]) and
µ is the binding energy, defined as the difference between the energy of the system of N + 1
particles, E(N + 1), and the ground-state energy of the Bose gas E0(N). It means:
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µ = E(N + 1)− E0(N). (3.122)
In a DMC calculation let (R, ra) be the 3(N + 1)-dimensional vector of the positions of the
N + 1 particles. According to Eq. [3.49], the temporal evolution of a pdf f(R, ra, τ) of the
walkers at the time τ = τ0 + ∆τ after a large interval ∆τ is given by
f(R, ra, τ) =
∫
dR′dr′af(R′, r′a, τ0)
ψT (R, ra)
ψT (R′, r′a)
〈
R, ra
∣∣∣e−∆τ(H−ET )∣∣∣R′, r′a〉 . (3.123)
By using Eq. [3.121] one obtains:
f(R, ra, τ) = e−∆τ(E0(N)+µ−ET )
∫
dr′af(R, r′a, τ0)
ψT (R, ra)
ψT (R, r′a)
〈
ra
∣∣∣eD∗∆τ∇2a∣∣∣ r′a〉 , (3.124)
= e−∆τ(E0(N)+µ−ET )
∫
dr′af(R, r′a, τ0)
ψT (R, ra)
ψT (R′, r′a)
e
−(ra−r′a)2/4D∗∆τ
(4piD∗∆τ)3/2
, (3.125)
where rα is the position of the impurity, pa = i~∇a and D∗ = −~2/ (2m∗). By introduccing the
winding number estimator associated with the impurity W 2a (τ) =
∫ τ
τ0 dτ
′ dra(τ ′)
dτ ′ and by noticing
that ψT (R, ra) = ψT (R, r′a) when averaged over ra and r′a, one finds that the mean square value
is written as
〈
W2a(τ)
〉
= 1
NW
∫
dRdraf(R, ra, τ) [ra(τ)− ra(τ0)]2 = 6D∆τ m
m∗
. (3.126)
The previous estimator is distibuted for large intervals of time ∆τ according to a Gaussian
whose width increases linearly with ∆τ and the proportionality coefficient depends on the ratio
m/m∗ between the bare and the effective mass of the impurity. Therefore, the effective mass
can be estimated by
m
m∗
= lim
τ→∞
〈
|ra(τ)− ra(0)|2
〉
6D∆τ . (3.127)
3.9 Test case: Bose gas
In this section we consider a Bose gas in a cubic box of size L, density nB = NB/V and
gas parameter given by nBa3, where a is the s−wave scattering length. We investigate the
dependence of the ground-state energy on the different sources of systematic errors in the
DMC algorithm. Namely:
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Figure 3.8: SDMC ground-state energy per particle as a function of the time-step:
For δτ → 0 we obtain E0D(NB)/NB = (1.2617± 0.0020)× 10−4
• Zero time-step limit.
• Infinite population of walkers.
• Thermodynamic limit.
3.9.1 Time step
By using the Smart Variational Monte-Carlo SVMC we eliminated the time-step dependence
displayed in the VMC when a time-dependent algorithm is implemented (Sec. [3.4.1]). A
similar implementation can be done in the DMC. However, the time-dependence in DMC is
reduced rather than eliminated because of the presence of the branching term (see Eq. [3.78]).
The inclusion of the acceptance/rejection step improves significantly the convergence. In Fig.
[3.8] we plot the dependence of the ground-state energy per particle as a function of the time
step. We use a value of δτ = 5×10−2/D that turns out to be within the error bars of the value
extrapolated for δτ → 0: E0D(NB)/NB = (1.2617± 0.0020)× 10−4.
3.9.2 Number of Walkers
Additionally to the δτ → 0 extrapolation in the time-step the DMC is exact for a number of
walkers that can grow unbounded, namely 1/NW = 0. The ground-state energy per particle is
plotted as a function of the inverse of the walkers number NW in Fig. [3.9]. One extrapolates
to 1/NW = 0 and obtains the value for the ground-state energy given by E0D(NB)/NB =
(1.2625 ± 0.0100) × 10−4. If one uses NW = 50, the corresponding energy agrees with the
extrapolated value. However, the optimal NW parameter also depends on the specific physical
situation. Indeed, for a weakly interacting Bose gas with nBa3 = 1 × 10−5, a safe value is
NW = 50, whereas we find that for a system where the impurity is resonantly interacting with
the bosonic bath, the value of NW is significantly larger.
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Figure 3.9: Number of walkers dependence: ground-state energy per particle of a Bose gas
with nBa3 = 10−5 as a function the inverse on the number walkers. For 1/NW → 0 we obtain
a value E0D(NB)/NB = (1.2625± 0.0010)× 10−4.
Figure 3.10: Finite-size effects: ground-state energy per particle as a function 1/NB of
a weakly interacting Bose gas with nBa3 = 10−5. For nB = NB→∞V→∞ = constant, one gets
E0D(NB)/NB = (1.266± 0.010)× 10−4
3.9.3 Finite-size Effects
The properties in the thermodynamic limit must be checked as well. This limit is searched
for a very large number of particles (NB → ∞) and large volume (V → ∞), such that the
density nB = NBV is constant The ground-state energy should be computed as a function of
1/NB and the results extrapolated to 1/NB → 0 (see Fig. [3.10]). One obtains E0D(NB)/NB =
(1.266± 0.010)× 10−4. In these simulations we used the values of time-step δτ = 5× 10−2/D
and walker number NW = 50.
We now turn our attention for two interesting properties.
• The ground-state energy as a function of the gas parameter (nBa3)1/3.
• The boson-boson pair correlation function .
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Figure 3.11: Ground-state energy per particle of a Bose gas as a function of para-
meter (nBa3)1/3. Red line from the Bogoliubov theory Eq. [1.34] and green points are the
DMC simulations.
3.9.4 Equation of state. Gas parameter nBa3
In Fig. [3.11] we plot the ground-state energy per particle as a function of (nBa3)1/3. The
parameter nBa3 is ranging form the very dilute regime, nBa3 = 10−6 to nBa3 = 0.1. We
observe a good agreement between the Monte-Carlo results (green points) and the Bogoliubov
theory (solid red line) obtained from Eq. [1.34]. The Bogoliubov theory is applicable only on a
dilute system of bosons, whereas QMC simulations have no restrictions on the parameter nBa3.
In fact, small deviations start to appear between the Bogoliubov theory and the QMC data for
values of nBa3 > 10−2.
3.9.5 Pair correlation function
In Fig [3.12] we plot the boson-boson pair correlation function gBB(r) for a weakly interacting
Bose gas with gas parameter nBa3 = 10−5, time-step δτ = 5 × 10−2/D and walker number
NW = 50. Notice that the gBB(r) is zero for 0 ≤ r ≤ 1 due to the HS potential between the
bosons. In addition, for large distances, it approaches to the value gBB(r) = 1 indicating that
particles are no longer correlated.
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Figure 3.12: boson-boson correlation pair function as a function of the inter-boson dis-
tance. For a Bose gas with nBa3 = 10−5.
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Chapter 4
Single impurity problem
4.1 Statement of the problem
In this chapter we investigate the properties of an impurity immersed in a dilute and homo-
geneous Bose gas (Vext = 0) at zero temperature with gas parameter nBa3  1. We use both
mean-field techniques and quantum Monte-Carlo methods. The interaction between bosons
are modeled by the hard-sphere potential (HS) defined in Eq. [3.58] and characterized by the
s−wave scattering length a, whereas the interaction between the impurity and the bosons is
modeled by a short-range, attractive square-well (ASW) potential defined in Eq. [3.62]. Both
the sign and the strength of the s−wave scattering length b can be varied by adjusting the well
depth in Eq. [3.63]. The ground-state properties such as the ground-state energy, the effective
mass and the pair correlation functions are studied as a function of the coupling strength b/a.
In the weakly interacting regime, nBa3  1, the Bogoliubov theory is suitable to describe the
properties of a weakly interacting Bose gas (see Chapter 1). On the other hand, the ground-
state properties of an electron interacting with a bosonic bath such as the lattice vibrations
(see chapter 1) was addressed with perturbative methods. It turns out that the problem
of an impurity immersed into a Bose-Einstein condensate can be mapped onto the Fröhlich
Hamiltonian (see Eq.[1.1] in chapter 1) where the Bogoliubov excitations of the bosonic bath
play the role of the phonons. The ground-state properties will depend on the parameter b/a
and the gas parameter nBa3.
The Hamiltonian of a neutral single atom in the presence of a BEC is given by:
H = pˆ
2
2mI
+
∑
k
εkaˆ
†
kaˆk +
1
2
∑
k,k′,q
VBB(q)aˆ†k′−qaˆk+qaˆ
†
kaˆk′ +
∑
k,q
VIB(q)ρˆI(q)aˆ†k′−qaˆk′ (4.1)
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The first term represents the kinetic energy of the impurity atom with mass mI and momentum
p. The second term is the energy of the bosons, where aˆ†k (aˆk ) creates (annihilates) a boson
with mass mB, wave vector k, and energy εk = ~2k2/2mB − µ with µ the chemical potential
of the bosons. The third term depicts the interaction between bosons, where VBB(q) is the
Fourier transform of the boson-boson interaction potential. Finally the interaction between
the impurity and the bosons is given by the last term, where VIB(q) is the coupling potential
between the boson density and the impurity density ρˆI(q) written as:
ρI(q) = exp (−iq·rI) . (4.2)
Under the same assumptions used in the first chapter for the weakly interacting Bose gas, the
Bogoliubov approximation can be used on the Hamiltonian describing the impurity interacting
with the bosonic bath. The Bogoliubov transformation applied on the Hamiltonian in Eq. [4.1]
yields:
H = E0 +
∑
k 6=0
Ekbˆ
†
kbˆk +
pˆ2
2mI
+ nBVIB(0) +
∑
k 6=0
√
ξknB
Ek
VIB(k)ρˆI(k)
(
bˆ†−k + bˆk
)
. (4.3)
Here b†k and bk represent the creation and annihilation Bogoliubov excitations with momentum
k and dispersion relation Ek given by:
Ek =
√
ξk (ξk + 2nBVBB(k)). (4.4)
Where ξk = ~2k2/2mB and nB is the density of the bosonic gas. The Hamiltonian Eq. [4.3] is
divided as follows: the first two terms represent the Hamiltonian of a standard BEC without
impurity, with E0 the ground-state energy of the BEC given by Eq. [1.34]. Whereas the
remaining terms are the contributions of the impurity, namely: the third term is the kinetic
energy of the impurity with momentum p and the last two terms represent the interaction
between the impurity and the BEC mediated by interaction potential between the impurity
and the bosons VIB.
For both the boson-boson and the impurity-boson interactions, one assumes the contact pseudo-
potential written as VBB(r−r′) = gBBδ(r−r′) and VIB(r−r′) = gIBδ(r−r′). The gBB and the
gIB can be written in terms of the s−wave boson-boson scattering length a and the impurity-
boson scattering length b through the Lippmann-Schwinger equation (see Chapter 1). By using
these results, the Hamiltonian Eq. [4.3] is simplified to
H = Hpol = pˆ
2
2mI
+
∑
k 6=0
Ekbˆ
†
kbˆk +
∑
k 6=0
Vk exp(ik · rI)
(
b†−k + bk
)
, (4.5)
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with
Ek = c~ |k|
√
1 + (ξk)2 /2, (4.6)
and
Vk =
√
nB
[
(ξk)2
(ξk)2 + 2
]1/4
gIB. (4.7)
In the previous expressions ξ = 1/
√
8pianB is the healing length and c = ~/(
√
2mBξ) is the
speed of the sound in the Bose-Einstein condensate.
The Hamiltonian in Eq. [4.5] is identical in structure to the Fröhlich Hamiltonian originally
devised to investigate the interaction between electron/hole and longitudinal optical phonons
in a crystal (see Eq. [1.9]). However, for the Fröhlich Hamiltonianin Eq. [4.5], one finds that
the dispersion relation of the quaseparticles at low-momenta describes acoustic phonons. The
acoustic polarons have been investigated in the context of solid-state physics see [98, 99].
As it was discussed in the first chapter, the Fröhlich Hamiltonian has been a difficult problem
since it resists exact diagonalization. In our particular problem, when the impurity interacts
with a BEC, the solution of the Fröhlich Hamiltonian also becomes a difficult task and many
techniques have been proposed to address the problem. For instance, perturbation theory is
suitable for describing the ground-state properties of the system where the impurity interacts
weakly with the bosonic bath [100]. In the context of Bose-Fermi mixtures, where the fermi-
ons play the role of impurities, the ground-state properties have been also investigated with
perturbative methods [101]. A variational Gaussian wave function has also been used in or-
der to address this problem in the strongly interacting regime, where the impurity is expected
to exhibts self-localization [102]. A trial wavefunction similar to that used for the fermionic
polaron has been proposed and by means of variational methods the ground-state properties
of the impurity immersed in a Bose bath have been investigated [103]. A Variational method
based on Feynman’s path integral formalism have been used to treat both the weak and the
strong coupling [104, 105, 106] and features analogue to the acoustic polaron case are predicted
to ocurr including a transition between free to self-trapped polarons [98, 107]. On the other
hand, the problem has also been tackled using beyond mean-field techniques [103, 108]. In
contrast with variational methods, the self-trapping of the impurity has not been found with
the beyond mean-field techniques.
In this chapter we will address the problem using some of the methods mentioned above. In
particular, perturbative and variational methods based on the path integral formalism are
applied for the regime of weak coupling between the impurity and the BEC. Furthermore,
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quantum Monte-Carlo methods are used in order to investigate the ground-state properties for
any value of the coupling strength.
4.2 Perturbation Theory
4.2.1 Ground-state energy and effective mass
If the interaction between the impurity and the bosonic bath is small , a perturbative calculation
can provide a realiable description of the ground-state properties of the system such as the
energy and the effective mass.
One starts with the impurity-BEC Hamiltonian Eq. [4.5] written as:
H = H0 +H′ (4.8)
Where H0 is the Hamiltonian of the system without any perturbation (i.e the interaction
impurity-boson vanishes) and H′ is the perturbation, given in terms of the impurity-BEC
coupling. The Hamiltonian is split as follows:
H0 = p22mI + E0 +
∑
k 6=0Ekb
†
kbk
H′ = nBgIB(0) +∑k 6=0 Vk exp(ik · rI) (b†k + bk) (4.9)
Up to second-order, the correction to the energy can be written as
E(NB, 1) = E0(NB) +
〈
0
∣∣∣H′ ∣∣∣ 0〉+∑
n
〈
0
∣∣∣H′ ∣∣∣n〉 〈n ∣∣∣H′∣∣∣ 0〉
E00 − E0n
+ · · · , (4.10)
where |0〉 represents the state formed by the ground-state of the BEC and the impurity with
momentum p. Whereas |n〉 is an excited state represented by the collision between one phonon
of the bosonic bath and the impurity (see Fig. [4.1]). The first-order term yields the mean-field
energy of the system characterized by the coupling strength gIB:
〈
0|H′ |0
〉
= gIBnB. (4.11)
A relevant detail concerning the coupling strengths gBB and gIB must be considered with care.
The proper relation between gIB and the s−wave scattering length b is obtained by solving the
Lippmann-Schwinger equation Eq. [1.37] up to second-order. The proper relation between gIB
and b is written as:
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Figure 4.1: Perturbation of the impurity in the bosonic bath: A) The initial state has
an impurity of momentum p and no phonons B) an excited state is represented by the impurity
with momentum p + ~k and a phonon with momentum −~k.
2pi~2b
mr
= gIB − g2IB
∑
k′ 6=0
2mr
(~k′)2
, (4.12)
where mr is the reduced mass
(
m−1r = m−1B +m−1I
)
. Therefore gIB must be replaced by:
gIB → 2pi~
2b
mr
+ g2IB
∑
k′ 6=0
2mr
(~k′)2
. (4.13)
The second-order correction to the energy is given by
4E(2)= ∑
n6=0
∣∣∣〈0|H′ |n〉∣∣∣2
E0 − En +
nBg
2
IB
V
∑
k
2mR
~2k2
. (4.14)
Fig. [4.1] shows the process involved in the second-order term of Eq. [4.14]: the initial state
consists of one impurity with momentum p and the BEC in the ground-state [4.1.A] and
E0 = p2/2mI . Then, in an excited state the impurity has a momentum p+~k and an excitation
with momentum −~k is present. The second-order process in represented by the collision of
the impurity with one excitation of the bosonic bath. The energy of this excited state is
E0n = (p + ~k)
2 /2mI + Ek. Therefore
〈
n|H′ |0
〉
=
〈
n
∣∣∣∣∣∣
∑
k 6=0
Vk exp(ik · rI)bˆ†k
∣∣∣∣∣∣p , No phonons
〉
. (4.15)
In addition, if |n〉 = |p′ , 1 phonon〉 and using the fact that exp (ik · r) |p〉 = |p + ~k〉. One
obtains
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〈
n|H′|0
〉
= ∑k 6=0 Vk 〈p′ , 1 phonon ∣∣∣bˆ†k∣∣∣p + ~k , No phonons〉
= ∑k 6=0 Vkδp′,p+~k, (4.16)
where bˆ†k creates a phonon with energy Ek. The momentum conservation requires that p′ = p + ~k.
We obtain for the second-correction to the energy
4E(2) = ∑
k
V 2k
(p+k)2
2mI + Ek −
p2
2mI
+ nBg
2
IB
V
∑
k
2mR
~2k2
(4.17)
with
V 2k = nBg2IB
(
εk
Ek
)
. (4.18)
The second-order correction turns out to be
4E(2) = nBg
2
IB
V
∑
k
2mR
~2k2
−∑
k
(
εBk
Ek
)
1
~2
2mI
(
|k|2 + p · ~k
)
+ Ek
 . (4.19)
The previous expression can be expanded for small impurity momentum p. The sum over wave
vectors becomes
∑
k
(
εBk
Ek
)
1
~2
2mI
p·~k+ ~22mI |k|
2+Ek
= ∑k ( εBkEk
) 1~2
2mI
|k|2+Ek
−
~2
2mI
|k| cos θ(
~2
2mI
|k|2+Ek
) |p| −
(
~2
2mI
)2
|~k|2 cos2 θ(
~2
2mI
|k|2+Ek
)3 p2 +O(p3)
 . (4.20)
The term independent of p gives the connection to the ground-state energy. After replacing
the sum with an integral, ∑k → V(2pi)3 one finds
4E(2) = nBg2IB
1
(2pi)3
∫
dk
2mRk2
~2k2
− ε
B
k ~2k2
Ek
(
Ek + ~
2
2mI k
2
)
 , (4.21)
then,
4E(2) = nB16pi
2~4b2 (mB +mI)2
(mBmI)2 (2pi)3
∫
dϕ
∫
sin θ dθ︸ ︷︷ ︸
4pi
∫ ∞
0
dk
 2mBmI
(mB +mI) ~2
− ε
B
k k
2
Ek
(
Ek + ~
2
2mI k
2
)
 ,
(4.22)
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4E(2) = nB64pi
3~4b2 (mB +mI)2 2mBmI
(mBmI)2 (2pi)3 (mB +mI) ~2︸ ︷︷ ︸
A0
∫ ∞
0
dk
1− ~2 (mB +mI) ~22mB k4
2 (mBmI)Ek
(
Ek + ~
2
2mI k
2
)
 . (4.23)
The previous integral can be performed by using the following substitutions Ek = ~
2
2mB k
√
k2 + α2,
with α2 = 16pinBa3
a2 and χ =
mI
mB
. Finally one needs to calculate the following integral
4E(2) = A0
∫ ∞
0
dk
1− (1 + χ) k2√
k2 + α2
(
χ
√
k2 + α2 + k
)
 . (4.24)
In our specific case, one considers the balanced case where the masses of the bosons are equal
to the mass of the impurity (χ = 1) . Additionally a change of variable is done ς = α/k yielding
4E(2) = A0α
∫ ∞
0
dς
1− 2ς2√
ς2 + 1
(√
ς2 + 1 + ς
)

︸ ︷︷ ︸
=4/3
. (4.25)
Finally, the second-order correction is given by
4E(2) =
256
3
√
pi
(
nBa
3
)3/2 (b
a
)2 ~2
2ma2 . (4.26)
For the total to the ground-state energy one finds:
E(NB, 1) = E0(NB) + 8pi
(
nBa
3
) (b
a
)
+ 323
√
pi
(
nBa
3
)1/2 (b
a
)2 ~2
2ma2 . (4.27)
Valid to order b2. This total energy depends on both the gas parameter nBa3 and the coupling
strength b/a.
The binding energy of the impurity is defined as:
µ = E(NB, 1)− E0(NB), (4.28)
where E0(NB) is the ground-state energy of the system of bosons without impurity (see Eq.
[1.34]) and E(NB, 1) is the energy of the system of NB bosons plus the impurity at the same
volume V . For the perturbative case, one finds
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µ = 8pi
(
nBa
3
) (b
a
)
+ 323
√
pi
(
nBa
3
)1/2 (b
a
)2 ~2
2ma2 . (4.29)
A useful quantity is also the reduced binding energy defined as the binding energy once
the mean-field shift has been removed:
F = E(NB, 1)− E0(NB)− 8pi
(
nBa
3
)(b
a
)
. (4.30)
For the perturbative case, the previous expression is:
F =
[
µ− 8pi
(
nBa
3
)(b
a
)]
= 2563
√
pi
(
nBa
3
)3/2 (b
a
)2
. (4.31)
written in units of
(
~2
2mBa2
)
.
4.2.2 Effective mass
In the previous section we calculated the ground-state energy of a system of one impurity
coupled to a bath of non-interacting bosonic quasiparticles. From the energy as a function of
the polaron momentum p in Eq. [4.19] is possible to obtain the effective mass of the polaron.
The energy of the system can be expanded in the following form
E(NB + 1,p) = E0(NB) + µ+
p2
2m∗︸ ︷︷ ︸
∆E(2)
· · · (4.32)
where E(NB + 1,p) and E0(NB) are the energy of the bosonic bath with an impurity of
momentum p and the ground-state energy of the system without the impurity and µ stands
for the binding energy of the impurity (see Eq. [4.28]). The effective mass m∗ is related to the
kinetic energy of the quasiparticle with momentum p [109]. From the expansion Eq. [4.19] and
Eq. [4.20]. One gets that
∆E(2) = nBg2BF
1
(2pi)3
∫
d3k
√√√√ (ξk)2
(ξk)2 + 2
(
~2
2mI
)2
k2 cos2 θ(
~ωk + ~
2k2
2mI
)3 p2 = p22m∗ . (4.33)
By carrying out the calculations on the angular part and by using the substitutions α2 =
16pinBa = 2ξ−2, y = αk and γ = mI/mB one ends up with
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∆E(2) = 8~
2
3mI
(1 + γ)2 p2
∫ ∞
0
αdy
(αy)2
α
√
y2 + 1
(
αγ
√
y2 + 1 + αy
)3 . (4.34)
By using the fact that
∫∞
0 dy
y2√
y2+1
(√
y2+1+y
)3 = 215 , one obtains
m
m∗
= 1 + 6445
√
pi
√
(nBa3)
(
b
a
)2
. (4.35)
Independently of the sign of the coupling strength b/a there is an increase of the effective mass.
In other words, either attractive and repulsive interactions produce an increase of the effective
mass. Apart from the trivial first-order contribution gIBnB to the ground-state energy, the
second-order corrections in Eq. [4.27] and Eq. [4.35] scale in terms of the same dimensionless
parameter
√
nBa3
(
b
a
)2
. The condition
√
nBa3
(
b
a
)2
 1, (4.36)
therefore must be satisfied in order to ensure the validity of the perturbation approach. For
the strongly interacting limit where
√
nBa3
(
b
a
)2
> 1 mean-field methods are not realiable, we
will employ QMC methods (see Chapter 3).
We made use of perturbation methods to calculate the polaron binding energy (see Eq. [4.31])
and its effective mass (see Eq. [4.35]) in the weakly interacting regime. In the following
subsection a variational principle based on the path integral formalism is used to investigate
the problem. This formalism has been widely employed in the problem of impurities interacting
with a BEC [104] not only restricted to the weak coupling regime between the impurity and
the bosons, but also exploring the regime where correlations are strong [106, 107].
Starting from the general Hamiltonian of the impurity interacting with the BEC in Eq. [4.5],
an expression for the reduced binding energy at finite temperature in terms of the action of
the system is derived. Then, the reduced binding energy is minimized with respect to certain
variational parameters. In this work, the particular case of zero temperature is considered. We
will determine the reduced binding energy at zero temperature with the variational formalism
showing that it agrees with the result of perturbation theory. Using the variational method,
one finds a behaviour similar to acoustic polarons in solid-state physics, including a transition
between free to self-trapped polarons [104, 107].
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4.3 Variational principle: the Jensen-Feynman formal-
ism
The literature about polarons in a BEC investigated using the path integral variational method
is reviewed in [104]. In the following we will summarize the main features of the method.
The variational principle considered here states the following inequality involving the free energy
F 6 F0 + 〈H −H0〉0 , (4.37)
where F and H represent respectively the free energy and the Hamiltonian given by Eq. [4.5]
of the real system. The subscript “0” in the previous expression stands for the model system
that will be introduced in the following. It can be shown (see Ref.[21]) that the free energy of
the system can be written
F 6 F0 +
1
~β
〈S − S0〉0 . (4.38)
Here S is the action of the system described by the Hamiltonian in Eq. [4.5]. This action S is
found by integrating out the degrees of freedom corresponding to the Bogoliubov excitations
[23]. One obtains
S =
∫ ~β
0
1
2mI r˙
2(τ)dτ −∑
k 6=0
|Vk|2
2~
∫ ~β
0
dτ
∫ ~β
0
dσG(k, |τ − σ|) exp (ik · [r(τ)− r(σ)]) , (4.39)
where β = 1/KBT , mI is the mass of the impurity,
.
r is the velocity of the impurity, τ = it
is the imaginary time and G denotes the Green’s function of the Bogoliubov excitations. The
latter function is given by:
G(k, u) = cosh [ωk (u− ~β/2)]sinh (~βωk/2) . (4.40)
The system composed of an impurity interacting with the Bogoliubov excitations of the bosonic
bath is modeled by a mass m coupled to another massM through a spring with spring constant
MW 2 (see Fig. [4.2]). Both M and W are variational parameters. The action corresponding
to this trial system is given by:
S0 =
∫ ~β
0
1
2mI r˙
2(τ)dτ + MW
3
8
∫ ~β
0
dτ
∫ ~β
0
dσ
cosh [ωk (u− ~β/2)]
sinh (~βωk/2)
|r(τ)− r(σ)|2 . (4.41)
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Figure 4.2: Variational model for an impurity interacting with a BEC: the impurity
with massmI harmonically coupled to the bosonic bath with total massM with spring constant
MW 2.
By plugging Eq. [4.39], Eq. [4.41] and Eq. [4.38] into the Jensen-Feynman inequality (see Refs.
[21, 104]), one ends up with an expression for the free energy
F (M,Ω) ≤ − 32β ln
[
mI+M
mI
]
− 32β
[
M
mI+M
] (
~βΩ
2 coth
[
~βΩ
2
]
− 1
)
+ 3
β
{
ln
[
2 sinh
(
~βΩ
2
)]
− ln
[
2 sinh
(
~βΩ
2
√
1+M/mI
)]}
−∑k |Vk|2~ ∫ ~β0 du (1− u~β)G(k, u)M(k, u;M,Ω).
(4.42)
Here Ω a variational parameter that contains M and W , defined as Ω = W
√
1 +M/mI and
M(k, u;M,Ω) is called memory function and is given by
M(k, u; M,Ω) = exp
[
− ~k
2
2 (mI +M)
(
u− u
2
~β
− M
mI
cosh [Ω~β/2]− cosh [Ω (~β/2− u)]
Ω sinh (Ω~β/2)
)]
.
(4.43)
As it was discussed in the previous section, the proper relation between the coupling strength
gIB and the s−wave scattering length must be introduced. In addition, by plugging Eq. [4.6]
and Eq. [4.7] into Eq. [4.42], one finds
F ≤ 32β ln (1 +M) + 3β
{
ln
[
2 sinh
(
βΩ
2
)]
− ln
[
2 sinh
(
βΩ
2
√
1+M
)]}
− 32β
[
M
1+M
] (
βΩ
2 coth
[
βΩ
2
]
− 1
)
+b2aξ
(
1+χ
χ
)2 1
4pi
∫
dk
[(
2χ
1+χ
)
− k3√2+k2
∫ β/2
0 G(k, u)M(k, u;M,Ω)
]
.
(4.44)
The Green’s function and the memory function respectively are given by:
G(k, u) = cosh
[
k
√
k2 + 2 (2u− β) /4χ
]
sinh
(
βk
√
k2 + 2/4χ
) . (4.45)
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and
M(k, u;M,Ω) = exp
[
− k
2
2 (1 +M)
(
u(β − u)
β
+M cosh [Ωβ/2]− cosh [Ω (β/2− u)]Ω sinh (Ωβ/2)
)]
.
(4.46)
Where ~ = mI = ξ = 1 and the ratio between masses is defined as χ = mB/mI = 1 and the
energy is in units of ~2/ (mIξ2). The integration variables k and u as well as the variational
parameters M and Ω are dimensionless.
Let us turn our attention to the T = 0 case. The corresponding expression for the Green’s
function in Eq. [4.45] and the memory function at zero temperature (β → ∞) in Eq. [4.46]
reads
lim
β→∞
G(k, u) = GT=0(k, u) = exp
[ −k
2mB
√
2 + k2u
]
, (4.47)
lim
β→∞
M(k, u;M,Ω) =MT=0(k, u;M,Ω) = exp
[
− k
2
2 (1 +M)
(
u+M 1− exp [−Ωu]Ω
)]
.
(4.48)
By plugging these expressions in Eq. [4.46] one obtains the following results for the free energy
at T = 0
F =
3Ω
(√
1 +M − 1
)2
4(1 +M) +
[
Kc
pi
− 1
pi
∫ Kc
0
dk
k3√
k2 + 2
∫ ∞
0
duGT=0(k, u)MT=0(k, u;M,Ω)
](
b2
aξ
)
.
(4.49)
Here Kc is a cut-off that depends on the physical parameters of the system. The above free
energy is known as the Jensen-Feynman polaron energy or Jensen-Feynman reduced
binding energy .
The weak coupling limit is recovered by taking the limit M → 0 in Eq. [4.49] corresponding
to the trial action S0 =
∫ ~β
0 mI
.
r2(τ)/2. The Jensen-Feynman reduced binding energy in this
regime is written as:
Eweakpol =
[
4
√
2
3pi
b2
aξ
](
~2
mIξ2
)
. (4.50)
After the transformation(
~2
mIξ2
)
= 8pinBa
(
~2
mI
)
= 16pinBa3
(
~2
2mIa2
)
, (4.51)
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one recovers the perturbation theory result given (see Eq. [4.31]). Within this formalism the
strong coupling regime has been discussed in Ref. [106].
The effective mass of the polaron can be derived from the propagation of the particle from
R(τ = 0) to R(τ) = R(τ = 0) + vτ by using a transition probability of the form empolv2τ/2 [see
4.49]. The value of mpol ranges between 1 and 1 +M (for the case of equal masses) with M the
variational parameter defined previously [104]. According to the Jensen-Feynman calculation
of the effective mass, there is a critical value of the interaction strength where the effective
mass increases rapidily. This behavior qualitatively agrees with the jump of several orders of
magnitude in the effective mass of electron interacting with acoustic phonons in solid-state
physics.
4.4 Strongly interacting regime: mean-field techniques
and QMC calculation
So far we have discussed the problem of an impurity immersed in a bosonic bath by means of
mean-field methods such as perturbation theory. We also have used methods addressing the
problem from a variational point of view: namely the Jensen-Feynman approach. The results
obtained using perturbation theory for the ground-state energy and for the effective mass of the
polaron are restricted to the weak-coupling regime between the impurity and the bosonic bath.
More interesting features are expected to appear when one enters the strongly interacting limit.
In this regime QMC methods can provide a reliable description of the ground-state properties.
We now discuss the specific implementation of QMC methods for the problem of the impurity
coupled to the bosonic bath.
The ground-state properties are investigated for a specific value of the gas parameter, nBa3 =
10−5, which is realistic for ultracold atoms experiments.
4.4.1 Local energy for the impurity problem
In the previous chapter we learned how to calculate the energy of the weakly interacting Bose
gas with QMC methods (see Eq. [3.95]). For the system of an impurity interacting with a Bose
gas at zero temperature, we consider the impurity plus NB bosons in a cubic box of size L with
periodic boundary conditions. In the simulation box we have NB + 1 particles with a bosonic
density nB = NB/V and a gas parameter given by nBa3, where a is the s−wave boson-boson
scattering length.
The trial wave function for this system can be written as:
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ψT (R) =
NB∏
i=1
fI(riα)
∏
i<j
f(rij), (4.52)
with R = {rα, r1,··· ,ri, · · · , rN}. Here, rα is the position of the impurity and ri is the position of
the i− th boson. The functions f and f I describe respectively, the inter-boson and impurity-
boson correlations. Both correlation functions were discussed in the previous chapter (see Sec.
3.6).
The local energy (see Eq. [3.99] ) associated with the trial wave function in Eq. [4.52] yields:
EL(R) = −D
{∑NB
i=1
[
f
′′
I (riα)
fI(riα) +
2
riα
f
′
I(riα)
fI(riα) −
(
f
′
I(riα)
fI(riα)
)2]
+∑NBi<j
[
f
′′ (rij)
f(rij) +
2
rij
f
′ (rij)
f(rij) −
(
f
′ (rij)
f(rij)
)2]
+14
∑
i F2I + 14
∑
i F2B,i + 12
∑
i FI · FB,i
}
+ V (R),
(4.53)
where riα = |ri − rα| and rij = |ri − rj| . The quantum drift force are given by:
FI = 2
NB∑
i=1
(
ri − rα
riα
)
f
′
I(riα)
fI(riα)
(4.54)
and
FB,i = 2
∑
i 6=j
(
ri − rj
rij
)
f
′(rij)
f(rij)
. (4.55)
From the local energy in Eq. [4.53] and by using Eq. [3.95] we determine EDMC(NB, 1). Then,
the binding energy can be calculated as:
µ = EDMC(NB, 1)− EDMC0 (NB), (4.56)
and accordingly to Eq. [4.30], we define the DMC reduced binding energy as:
F = EDMC(NB, 1)− EDMC0 (NB)− 8pi
(
nBa
3
) b
a
, (4.57)
where EDMC0 (NB) is the DMC energy for the system without impurity. The study of the bias
from the time-step (δτ) and number of walkers (Nw) has been carried out as explained in the
section [3.9].
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Figure 4.3: Reduced binding energy (F = µ − µMF ) in units of 4pi~2nBam as a function
of the coupling strength a/b computed with perturbation theory (dashed black line), using
the Jensen-Feynman variational formalism (solid orange line) and the DMC method for two
different ASW potential ranges a/R0 = 5 (filled green circles) and a/R0 = 20 (filled red
diamonds) and the HS potential (blue square).
4.4.2 Binding energy of the polaron
The binding energy of the impurity interacting with the bosonic bath displays two branches.
The repulsive branch is present only for a/b > 0 and represents an excited state of the
impurity. The attractive branch is present for any value of a/b and represents the many
body ground-state. We remind that b is the s−wave scattering length between the impurity
and the bosons of the bath. In particular, following the attractive branch one can enter the
unitary limit where the impurity-boson scattering length b diverges (a/b = 0). This regime
will be investigated separately in chapter 5.
In this section we compare the results of the reduced binding energy obtained from perturba-
tion theory, from the Jensen-Feynman variational approach and from QMC calculations. The
reduced binding energy F is given by Eq. [4.31] in the approach of perturbation theory, by Eq.
[4.44] in the Jensen-Feynman approach and given by Eq .[4.57] within the QMC method.
The results for the reduced binding energy F = µ−µMF in units of gnB = 4pi~2nBam are shown in
Fig. [4.3] for the repulsive branch. In the weakly interacting limit (a/b & 0.1) all calculations
are in a good agreement. In this regime, the most important contribution comes form the mean-
field term µMF and the correction is tiny and positive. Notice that, in the DMC simulations we
used for the impurity-boson interaction both a HS potential (see Eq. [3.58]) and a short-range
ASW potential (see Eq. [3.66]) with two differents ranges: R0 = 0.2a and R0 = 0.05a. We
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observe no effects due the range R0 confirming that the short-range details of the potential are
not important, provided that it gives the proper value of the s−wave scattering length b.
On the contrary in the strongly interacting regime (a/b . 0.1) shown by both the shadow re-
gion and the inset in Fig. [4.3] , significant deviations appear between perturbation theory, the
Jensen-Feynman variational approach and DMC simulations. The deviations between perturb-
ation theory and DMC calculation are smaller compareted with the ones shown with respect
to the Jensen-Feynman approach. Both the DMC and the perturbation theory results of the
reduced binding energy increase with a/b, whereas the Jensen-Feynman result decreases be-
coming negative at a certain value of the coupling strength. The deviations between the QMC
results and perturbation theory is explained in terms of the range of validity of the latter, in
fact perturbation theory is expected to work only if
∣∣∣a
b
∣∣∣  (nBa3)−1/4 (see Sec [4.2]). The
deviations between the Jensen-Feynman approach and the DMC simulations can be explained
as follows. On one side, the Jensen-Feynman results are obtained from the minimization of
the energy functional associated with the Fröhlich’s Hamiltonian. The Fröhlich Hamiltonian
described the impurity coupled to the low-energy excitations of the bosonic bath and for a
certain critical value a
b
< 0.068, the Fröhlich polaron undergoes a transition from a mobile to
a self-localized state. On the other side, a question mark remains as to whether the Fröhlich
Hamiltonian, being a low-energy effective Hamiltonian, still provides a correct description of
the system in the regime of strong coupling.
For the repulsive branch, we used for the impurity-boson interaction an ASW potential and
the trial wavefunction fI (see Eq. 3.66). which corresponds to the scattering solution of the
two-body problem. The ASW potential also admits a bound state with energy B < 0. The
function fI is orthogonal to this bound state and decay into the ground state is avoided for
the two-body problem. At the many-body level the trial wavefunction we use contains a nodal
surface that allows one to follow the excited branch of the polaron preventing its decay into
the ground-state attractive branch. We can only follow this repulsive branch up to values of
a
b
∼ 0.03. Beyond that point large fluctuations in the energy make the calculation unfeasiable.
The energy we obtain with the DMC algorithm is the lowest compatible with the nodal surface
fixed with the choice of the trial wave function.
We discuss now the attractive branch corresponding to the ground-state of the polaron. We
use both perturbation theory and QMC methods to investigate this branch. For the impurity-
boson interaction in the DMC calculations we use a short-range ASW potential (see Eq. [3.66])
with two differents ranges R0 = 0.2a and R0 = 0.05a. The trial wave function fI for the
attractive branch is given by Eq. [3.66] for the a/b < 0 side which corresponds to scattering
states at negative scattering length and by Eq. [3.67] for the a/b > 0 side, which corresponds
to a two-body bound state with energy B. For a/b = 0, namely the unitary limit, both Eq.
[3.66] and Eq. [3.67] give the same result.
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Figure 4.4: (A) Binding energy as a function of the strength interaction, for both the
attractive and repulsive branch. In the inset we show the binding energy for a/b > 0 along the
attractive branch. The red line shows the two-body binding energy (B) Reduced binding
energy as a function of the coupling strength a/b for both the attractive and the repulsive
branch.
The binding energy µ in units of gnB defined by Eq. [4.28] in the perturbation theory approach
and by Eq. [4.56] within the DMC method are plotted in Fig. [4.4, A] for both the repulsive and
the attractive branch. Similar to the repulsive branch we observe no dependence of the energy
on the range R0 of the ASW potential. In the attractive branch we find that DMC calculations
and perturbation theory (see Eq. [4.31]) are in good agreement in the weakly interacting limit(
a
b
. −0.03
)
. On the contrary, for values of
(
a
b
& −0.03
)
one observes deviations. In particular,
perturbation theory predicts that the binding energy increases as one approaches the resonace
a/b→ 0 and diverges at the resonance. DMC results gives instead µ = (−23.95± 0.70) gnB at
the resonant point.
In Fig. [4.4, B] we plot the reduced binding energy defined as the binding energy once the mean-
field term µMF is substracted. The reduced binding energy is plotted for both the repulsive
and the attractive branch. We notice that the results on the attractive branch seem to be in
better agreement with perturbation theory once the mean-fileld contribution µMF linear in b/a
has been substracted. By approaching the resonance, however, the reduced binding energy lies
well bellow the second-order contribution of perturbation theory.
Once the resonance is crossed on the a/b > 0 side the energy decreases very rapidily with a/b
reaching values that are very below the two-body binding energy B (see Fig. [4.4, A]). This
result can be explained with the presence of deep cluster states as soon as one crosses the
resonance.
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Figure 4.5: Mean square displacement of the impurity as a function of the imaginary
time for the case where the impurity and the bosons do not interact (purple), a/b = −1
(yellow); a/b = −0.2 (blue), a/b = −0.1 (red) and a/b = 0 (green).
4.5 Effective mass
Another important property is the effective mass of the polaron. We studied the dependence of
the effective mass as a function of the coupling strength a/b. We investigated this dependence
both along the repulsive branch a/b > 0 and along the attractive branch for values −1 <
a/b < 0. On the repulsive branch, we compared results of perturbation theory (see Eq. [4.35]),
of the Jensen-Feynman approach (see Sec. [4.3]) and of DMC simulations (see Sec 3.8.3). For
the attractive branch we use instead both perturbation theory and DMC simulations. At the
unitary limit, a/b = 0 , the value of the effective mass and its dependence in the gas parameter
nBa
3 (see chapter 5) is obtained using QMC calculations.
As it was discussed in Sec. [3.8] in a DMC calculations the effective mass of the impurity can
be calculated from the mean square displacement in imaginary time. According to Eq. [3.127]
we calculate the slope of ∆r as a function of the imaginary time. In Fig. [4.5] we show ∆r for
differents values of a/b along the attractive branch.
In Fig. [4.6] we plot the results for the effective mass as a function of the coupling strength a/b.
Good agreement is found between all the approaches at weak coupling. In constrast, at strong
coupling the perturbative result diverges (see Eq. [4.35]) and the Jensen-Feynman approach
predicts a sharp transition from a mobile to a localized impurity. Instead, DMC calculations
provide a value of m∗/m which is always smaller than 2. In particular, at unitary limit we find
m ∗ /m = 1.63± 0.03
Similar results for the attractive branch were obtained in Ref. [108] using various T−matrix
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Figure 4.6: Effective mass as a function of a/b: perturbation theory (red dashed line),
Jensen-Feynman (solid blue line), DMC simulations with ASW potential (green points). The
range of the potential in the DMC simulations is R0 = 0.2a.
approximation schemes.
4.6 Pair correlation functions
The pair correlation functions are investigate in this section by means of QMC methods. In
particular, we consider both the boson-boson gBB(r) and the impurity-boson gIB(r) pair cor-
relation function. In Fig. [4.7] we plot gBB(r) for three values of the coupling strength both
on the repulsive and on the attractive branch. In all cases we find that there are no significat-
ive differences compared with the gBB(r) when the impurity is absent. This implies that the
structure of bosonic bath is not appreciably altered by the presence of the impurity.
The situation is completely different for the impurity-boson gIB(r) pair correlation function. In
fact, the distribution of bosonic atoms around the impurity is greatly affected by the impurity-
boson interaction.
In order to investigate the spatial distribution of the bosons for different coupling strenghts a/b,
we compute the impurity-boson pair correlation function gIB(r) as a function of the distance
in units of the healing length ξ = 1√8pinBa . From gIB(r) one obtains the density profile of the
bosons around the impurity:
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Figure 4.7: Boson-boson pair correlation function gBB(r) on the respulsive branch(
b
a
= +30
)
(green solid line), at the unitary limit (red solid line) on the attractive
branch and for the case where the impurity is absent (blue solid line).
n(r) = nB
∫ r
0 dr
′4pir′2gIB (r′)
4pir3/3 . (4.58)
In Fig. [4.8] we plot the density profile n(r) (in logarithmic scale) as a function of the distance
in units of the healing length ξ for both the attractive and the repulsive branch. The pair
correlation functions are calculated for values of b/a = ±10, ±20 and b/a = ±30. One of the
mean features of the gIB(r) function is a very large peak for distances r  ξ. It means that
there is a very large probability of finding a boson close to the impurity as a consequence of
the attractive nature of the ASW potential that mediates the impurity-boson interaction.
We observe a smooth behavior in the density profile for the attractive branch. The density
gradually decreases with the distance until the equilibrium density nB is reached at distances
r > ξ. On the contrary, along the repulsive branch, the density profile is characterized by
a minimum at distances r . ξ. For larger distances, the density approaches the equilibrium
value remaining always smaller than nB.
In the insets in Fig. [4.8] we plot the number of bosons surrounding the impurity defined as
NB(r) = nB
∫ r
0 dr 4pir′2gIB(r′) as a function of the distance (in units of the healing length) for the
attractive and repulsive branch. We notice that at short distances the quantity NB(r) increases
faster on the repulsive branch than on the attractive one. On the contrary, we also notice the
for the largest values of |b| /a the average number of bosons surrounding the impurityreaches
the values NB(r) = 1 already at distances on the order of r w 0.30ξ. For very large distances,
the number of bosons for the repulsive case is always lower than for the attractive case.
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Figure 4.8: Density profiles n(r) (in logarithmic scale) as a function of the distance in
units of the healing length ξ . The profiles are computed for both the attractive (solid blue
line) and the repulsive (green solid line) branches for coupling strengths: b/a = ±10, ±20 and
b/a = ±30. The dashed line represents the equilibrium density nB. In the insets the number
of bosons as a function of the distance in units of the healing length for the attractive and
repulsive branch.
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Figure 4.9: Enhacement for the attractive branch (right) and deplection for the
repulsive branch (left) of the density profile.The dashed line represents the equilibrium
density nB.
In Fig. [4.9] we plot separately the density profile for three values of a/b focusing on the behavior
at large distances. This regime of large distance and small deviations from the equilibrium
density can be appropriately described using the mean-field theory. On the contrary, the
regime of small distances and large deviations from nB can not be described neither by the
mean-field theory nor by the effective low-energy Fröhlich Hamiltonian.
Along the attractive branch we find an enhacement of the bosonic density at large distances
from the impurity, whereas along the repulsive branch, we find a significative reduction. This
modification of the bosonic bath far away from the impurity is caused by the impurity-boson
effective interaction that is attractive in the former case and repulsive in the latter.
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Chapter 5
Impurity interacting resonantly with
the bosonic bath
In the unitary limit the value of the s−wave scattering length b can be several orders of mag-
nitude larger than the range of the potential R0 and one enters into a new strongly correlated
regime. In dilute systems for which the effective range of the interaction R0 is much smaller
than the mean interparticle distance, namely nBR30  1, the unitary regime should not depend
on details of the impurity boson interaction [110]. In this regime the only natural parameter
should be for the problem of an impurity interacting with a bosonic bath given by nBa3.
The impurity-boson interaction is modeled using the ASW potential (R0 = 0.2a) corresponding
to the resonant condition k0R0 = pi/2. (see Section 3.6)
We investigate the binding energy, the effective mass and the correlation pair functions as a
function of nBa3.
The sources of systematic errors of the DMC algorithm are explicity analyzed for the special
case of the unitary limit. We carry out a systematic study of both the number of walkers and
the time step for different values of the gas parameter. For instance, at nBa3 = 3.375 × 10−6
(see Fig. [5.1, A]) and nBa3 = 10−6 (see Fig. [5.1, B] ), the binding energy µ (in units of gn)
is calculated as a function of the inverse of the number of walkers
(
1/NW
)
. For the values of
the gas parameter nBa3 = 3.0 × 10−7 (see Fig. [5.1, C]) and nBa3 = 10−6 (see Fig. [5.1, D] )
the binding energy is calculated as a function of the time step (δτ).
5.1 Binding energy of the impurity
Once the extrapolations to 1/NW = 0 and δτ = 0 are carried out for all the values of the gas
parameter nBa3, we determine the binding energy as a function of nBa3. The binding energy
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Figure 5.1: Binding energy at the unitary limit as a function of the inverse number
of the walker (time-step fixed δτ = 0.05) (A) nBa3 = 3.375×10−6 and (B) nBa3 = 10−6 and
as a function of the time step δτ (number of walkers NW = 400) (C) nBa3 = 3.0 × 10−7
and (D) nB = 10−6 .
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Figure 5.2: Binding energy as a function of the gas parameter (nBa3)1/3at the unitary.
Green points represent DMC simulations.
in units of gnB is shown in Fig. [5.2]. The gas parameter is ranging from the very dilute regime
i.e nBa3 = 3x10−7 to nBa3 = 10−4. We notice that the binding energy |µ| is always significantly
larger than the chemical potential of the bosonic atoms approximatively given by gnB. For the
smallest value of nBa3, |µ| can become as larger as 90gnB.
In Fig. [5.3] we plot the same binding energy in units of ~2
m
n
2/3
B which corresponds to an energy
scale similar to the Fermi energy in the Fermi polaron problem. A good fitting law is provided
by the following expression
µ = ~
2
m
n
2/3
B
(
a0
x
+ a1 + a2x+ a3x2
)
, (5.1)
where x = (nBa3)1/3 . The best fit results for the parameters is given by:
a0 = −0.0069,
a1 = 7.13,
a2 = 35.97,
a3 = −106.43.
(5.2)
It is interesting to notice that for x = 0, the binding energy diverges. Therefore the interactions
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Figure 5.3: Dependence on the binding energy with (nBa3)1/3 at the unitary limit:
Green points stand for DMC, whereas the red line is a power law fitting.
between bosons are crucial in order to guarantee a well defined binding energy. From the binding
energy calculation one observes that the coupling between the impurity and the bosonic bath
gets stronger when the bosonic bath is dilute.
The problem of an impurity resonantly interacting with a bosonic bath was addressed in the
work by Rath and Schmidt [111] using various T-matrix formalisms. At the density nBa3 = 10−3
the value of µ at unitarity obtained from their calculation agrees quite well with the result of
our DMC simulation. Nevertheless the results of [111] seen to depend very little on the value
of a (s−wave boson-boson scattering length), while from the expansion law of Eq. [5.1] the
dominant contribution to µ at small nBa3 is provided by ~2n1/3B /ma.
5.2 Effective mass
As it was discussed in the previous section the only dimensionless parameter that describes the
ground-state properties of the impurity interacting resonantly with the bosonic bath is given
by nBa3. Then, the effective mass should also scale with this parameter. Following Eq. [3.127]
we calculate the slope of the the mean square displacement of the impurity as a function of the
imaginary time. We follow a similar procedure carried out for the study of the effective mass
as a function of a/b at the value of the gas parameter nBa3 = 10−5.
The results are shown in Fig. [5.4] we plot the effective mass as a function of the gas parameter
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Figure 5.4: Effective mass of the polaron at the unitary limit as a function of the
gas parameter nBa3 of the bosonic bath.
nBa
3. We find a linear dependence of m/m∗ with the gas parameter according to the law
m
m∗
= α
(
nBa
3
)
+ β, (5.3)
where the values
α = 1.83× 103 and
β = 0.58
(5.4)
are determined from a best fit analysis.
It is worth noting that for the limit nBa3 → 0 the effective mass retains a defined value:
m∗/m = 1.72± 0.03, even though the binding energy increases as ~2
ma
n
1/3
B .
The effective mass at the unitary limit was calculated with the T−matrix formalism in Ref.
[111]. The value m∗/m = 1.17 is obtained at nBa3 = 10−3, to be compared in Ref. [111] with
m∗/m = 1.23 from our DMC simulations. On the other hand, when the special case of non-
interacting bosons (i.e nBa3 → 0 ) is considered the value m∗/m = 1.2 is obtained. As already
mentioned, our DMC simulations give instead the slighly large value m∗/m = 1.72± 0.03.
In Ref. [103] the impurity problem at resonance is addressed similar beyond-mean field tech-
niques based on a variational ansatz that relies on a wave function similar to the one intro-
duced for the first time in the context of Fermi polarons. In this work the value of the effective
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Figure 5.5: Boson-boson pair correlation function at the a/b = 0 for different values
of the gas parameter nBa3.
mass was calculated both at the density nBa3 = 1.35 × 10−4 and for vanishing interactions
(nBa3 → 0). In the first case m∗/m = 1.2 was obtained, whereas in the latter case a slighly
difference m∗/m = 1.17 was reported.
At the finite density nBa3 = 1.35× 10−4 we calculate an effective mass in good agreement with
the result in Ref. [103], while for vanishing interactions our result is larger.
5.3 Pair correlation functions
The boson-boson pair correlation function gBB(r) is computed as a function of the distance in
units of a for different values of the gas parameter nBa3. The function gBB(r) is plotted for
three different values of nBa3 in Fig. [5.5]. We observe that, by increasing the gas parameter,
the probability of finding two bosons at certain distance r slighly increases. The reason is that
the average interparticle distance decreases by increasing the nBa3 and, as a consequence, the
regime of uniform density of surrounding particles, corresponding to gBB(r) = 1, is reached for
shorter distances. According to the results of Fig. [5.5], we notice that the function gBB(r) is
only very slighly affected by the presence of the impurity.
More interesting features are related with the pair correlation function gIB(r) such as the
density profile, that is obtained by using Eq. [3.120]. In Fig. [5.6] we plot the density profile
in a logaritmic scale as a function the distance in units of the healing length ξ = (8pinBa)−1/2
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Figure 5.6: Density profile (in logarithmic scale) at the unitary limit as a function of the inter
particle distance for different values of nBa3: green (nBa3 = 3x10−6), red (nBa3 = 1x10−5),
blue (nBa3 = 1x10−4). Inset: parameter C contact as a function of (nBa3)2/3. The dashed line
represents the equilibrium density nB.
for different values of the gas parameter nBa3. We observe that the density reaches the bulk
value for distances larger than the healing length.
For shorter distances a sharp peak is visible which becomes narrower as the density is decreased.
In the inset of Fig. [5.6] we plot the dimensionless contact parameter defined as:
C = lim
r→0 gIB(r)
r2
a2
(
nBa
3
)2/3
, (5.5)
as a function of (nBa3)2/3 . This quantity, also known as Tan’s parameter C Ref. [112], corres-
ponds to the coefficient, determined by many-body effects, multiplying the short-range behavior
of the pair correlation function fixed by the two-body physics. In the above equation, the limit
r → 0 should be intended as the regime R0 < r  n−1/3B .
5.4 Efimov physics
Efimov states [113], i.e three-body bound states with peculiar scaling behavior, exist for the
problem of two bosons and one distinguishable particle with resonant interspecies interaction
[114]. The lowest Efimov state has an energy given by Etrimer ∼ 4 exp (−2pi/s0) = −10−6 ~2mR2
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Figure 5.7: Total energy in units of ~2/ma2 for a system consisting of two bosons and
one impurity with resonant interspecies interaction as a function of the inverse of
the size of the simulation box a/L.
when a/b = 0 (see Ref. [114]). Where R is the typical 3−body length and s0 is the parameter
associated with Efimov’s scaling law. For equal masses of the bosons and the distinguishable
particles one has that exp (pi/s0) ∼ 1986 and assuming R ∼ a, one can estimate Etrimer ∼
−10−6 ~2
ma2 .
We have calculated the energy of the system of three particles as a function of the size of the
simulation box and the results are shown in Fig. 5.7. The extrapolation to a/L = 0 gives an
energy that can not exceed E ∼ −10−6 ~2
ma2 in agreement with the above estimate. Bound states
more than three particles should also occur at the resonant point a/b = 0, but we estimate
similarly to the 3−body bound-state that their energy should be much smaller than the binding
energy of the polaron.
5.5 Discussion
In this chapter we studied the ground-state properties of the impurity interacting resonantly
with the bosonic bath. These ground-state properties were investigated as a function of the
dimensionless scale provided by the gas parameter of the bosonic bath. We computed the
binding energy as a function of (nBa3)1/3 and we found that the effects between the impurity
and the bosons are more relevant for dilute systems. In particular, when of a→ 0, the binding
energy diverges signaling that interactions in the Bose gas play an important role for the
stability of the system. We compare our results with the findings of the T− matrix calculation
in Ref. [111] obtaining good agreement at nBa3 = 10−3, but significant disagrements when
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nBa
3 → 0.
The effective mass was also calculated as a function of (nBa3) . We found a linear dependence
between the effective mass and the gas parameter in the dilute regime. The DMC results give
the value m∗/m = 1.72± 0.03 of the effective mass in the limit nBa3 → 0. This value indicates
that there is no self-localization of the polaron at the unitary limit regardless of the density.
Even though the coupling between the impurity and the bosonic bath is very strong for a dilute
system, the effective mass of the polaron is not larger than twice the mass of the impurity. We
computed the density profile obtained from the impurity-boson pair correlation function gIB(r)
as a function of the gas parameter and one realizes that for distances smaller that the healing
length, there is a large peak in the density and there is a large probability to find a boson in the
neighbourhood of the impurity. The effective mass was comparated also with the T−matrix
calculation in Ref. [111] and good agreement is found at nBa3 = 10−3, but important deviations
emerge when nBa3 → 0.
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Chapter 6
Many impurities in a Bose-Einstein
condensate
In the previous chapter we discussed the ground-state properties of one impurity immersed in a
Bose-Einstein condensate at zero temperature by using the perturbation theory, the variational
Jensen-Feynman approach and QMC methods. We found that QMC techniques provide a
strong and robust tool for describing the ground-state properties of the impurity interacting
with the bosonic bath beyond the mean-field regime. Now,we turn our attention to the case of
many impurities where the statistics plays an important role. In this chapter we investigate the
ground-state properties whenM bosonic impurities are immersed in a Bose-Einstein condensate
at zero temperature by using both mean-field and QMC techniques.
From the experimental point of view a system of few impurities immersed in a quantum gas
is more realistic than the case of a single impurity. In the context of ultracold atoms, binary
mixtures have already been realized experimentally. In these mixtures the two species can
either be two different hyperfine states of the same atoms [115, 116] or different atoms [117].
In particular, mixtures of bosonic species have been realized and unveil a range of interesting
phenomena such as the dynamics of coupled Bose-Einstein condensates [118], the phase coher-
ence and instability [119]. On the other hand, binary mixtures in a three dimensional optical
lattice have also been realized [120]. As for as fermionic impurities are concerned, Bose-Fermi
mixtures have been widely studied in the literature [121, 122, 123].
The many-impurity problem has been addressed by many theoretical approaches. One of them
is inspired by the idea of the Fröhlich polaron for the single impurity. According to this
approach, M distinguishable charged impurities in a polarizable medium form polarons and a
bound state arises called the Fröhlich multipolaron state [124]. The energy and the effective
mass of this state show a strong dependence on the number of impurities. In particular, the
special case of two impurities has been studied and the formation of bipolarons is predicted:
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a bound state of two polarons. The formation of bipolarons is related with the mechanism of
pairing in high temperature superconductivity [27, 69, 125].
In the context of ultracold atoms, the problem of many impurities has been tackled in the weak
[126] and in the strong-coupling regime [68] by using the Jensen-Feynman formalism. In the
latter case, for very large coupling strengths between the impurities and the bosonic bath, the
system can lead to clusterization of the impurities. Whereas, polaronic self-localization occurs
for lower values of the impurity–boson interaction strength [127].
In the following we discuss the Hamiltonian of the system within the Bogoliubov approximation.
Then, in order to investigate the ground-state energy of the system, we apply second-order
perturbation theory.
6.1 Theoretical model
The Hamiltonian of M impurities immersed in homogeneous Bose gas of N atoms at T = 0 is
given by:
H =
M∑
i=1
pˆi2
2mI
+
M∑
i<j
VII(ri − rj)︸ ︷︷ ︸
Impurities
+
∑
k
Ekbˆ
†
kbˆk +
1
2
∑
k,k′,q
VBB(q)bˆ†k′−qbˆ
†
k+qbˆkbˆk′︸ ︷︷ ︸
BEC
+
∑
k,q
VIB(q)ρˆI(q)bˆ†k−qbˆk︸ ︷︷ ︸
.
Impurities−BEC interaction
(6.1)
The first term represents the Hamiltonian of the M particles (impurities) with momentum pi
and mass mI . The impurity-impurity interaction is described by the interparticle potential
VII(ri − rj). The second term is the usual Hamiltonian describing uniform and dilute Bose
gas (see Eq. [1.22] ) where bˆ†k and bˆk, respectively, creates and annihilate a boson with mass
mB, wave vector k, and energy Ek = ~
2k2
2mB − µB, with µB the chemical potential of the bo-
sons and VBB(q) =
∫
VBB(r) exp [−iq · r/~] dr is the Fourier transform of the boson-boson
interatomic potential. Finally, the last term in Eq. [6.1] represents the interaction between
the impurities and the bosons mediated by VIB(q), which is the Fourier transform of the
impurity-boson interatomic potential that couples the boson density to the impurity density
ρI(q) =
∑M
i=1 exp [−iq · ri].
The M impurities can be distinguishable and the ground-state properties such as the energy
and the effective mass were investigated in [128]. In this work we are interested to the case
of indistinguishable bosonic impurities. Therefore, we consider bosonic impurities (bosons of
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type A) immersed in a bosonic bath (bosons of type B) at T = 0 . The Hamiltonian of the
system can be written as:
H =∑
k
EAk aˆ
†
kaˆk +
1
2
∑
k,k′,q
VAA(q)aˆ†k′−qaˆ
†
k+qaˆkaˆk′︸ ︷︷ ︸
BEC OF ATOMS A
+
∑
k
EBk bˆ
†
kbˆk +
1
2
∑
k,k′,q
VBB(q)bˆ†k′−qbˆ
†
k+qbˆkbˆk′︸ ︷︷ ︸
BEC OF ATOMS B
+gAB
∫
drnA(r)nB(r),
(6.2)
where aˆ†k and aˆk respectively create and annihilate a boson of type A, with mass mA, vector
k, and energy EAk = ~
2k2
2mA − µA, with µA the chemical potential of the bosons of type A.
The interaction term VAA(q) =
∫
VAA(r) exp [−iq · r/~] dr, is the Fourier transform of the
interatomic potential for the bosons of type A. Bogoliubov theory can be used if one assumes
that both bosonic gases are dilute. The Bogoliubov transformation for the species A and B
yields
type A :
 aˆk = u
A
k αˆk + υAk αˆ
†
−k
aˆ†k = uAk αˆ
†
k + υAk αˆ
†
−k
(6.3)
and
type B :
 bˆk = u
B
k βˆk + υBk βˆ
†
−k
bˆ†k = uBk βˆ
†
k + υBk βˆ
†
−k
, (6.4)
the operators αˆ†k(αˆk) are the creation (annihilation) quasiparticle operators for bosons of type
A and βˆ†k(βˆk) are the creation (annihilation) quasiparticle operators for bosons of type B. The
following mixed commutation relations are satisfied,
[
aˆk, bˆk
]
=
[
aˆk, bˆ
†
k
]
= 0 ⇒
[
αˆk, βˆk
]
=[
αˆk, βˆ
†
k
]
= 0. In addition,
(
uAk
)2
= 1 +
(
υAk
)2
= (ε
A
k +gnA+ω
A
k )
2ωA
k(
uBk
)2
= 1 +
(
υBk
)2
= (ε
B
k +gnB+ω
B
k )
2ωB
k
.
(6.5)
With εAk = ~
2
2mAk
2 and εBk = ~
2
2mB k
2. Plugging Eqs. [6.3] and [6.4] into Eq. [6.2] one ends up
with
H =EA0 +
∑
k
ωAk αˆ
†
kαˆk︸ ︷︷ ︸
BEC−A
+ EB0 +
∑
k
ωBk βˆ
†
kβˆk︸ ︷︷ ︸
BEC−B
+ gAB
∫
drnA(r)nB(r). (6.6)
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The previous expression is written as the Hamiltonian of bosons of type A, plus the Hamiltonian
of bosons of type B and the last term represents the interaction between the two condensates.
Here
EA0 =
1
2MgAnA
(
1 + 12815
√
pi
√
nAa3A
)
(6.7)
and
EB0 =
1
2NgBnB
(
1 + 12815
√
pi
√
nBa3B
)
, (6.8)
represent the ground-state energy of the bosons of type A and type B respectively. The cor-
responding densities of each component are given by nA = M/V for the bosons of type A and
nB = N/V for the bosons of type B.
For the interparticle interactions we assume contact pseudo-potentials, namely
VII(r) = gAδ(rA − r′A),
VBB(r) = gBδ(rB − r′B),
VIB(r) = gABδ(rAB − r′AB).
(6.9)
The interaction strengths gA, gB, and gAB are related to the corresponding scattering lengths
aA, aB and aAB through the Lippmann-Schwinger (LS) equation (see Eq. [1.37]). The inter-
bosonic coupling strengths in Eqs. [6.7] and [6.8] are given by the first-order result in the LS
equation
gA = 4pi~
2
mA
aA
gB = 4pi~
2
mB
aB
(6.10)
The second-order correction in the LS equation for the impurity-boson interaction reads
2pi~2
mr
aAB = gAB − g2AB
∑
k 6=0
2mr
(~k)2
, (6.11)
where m−1r = m−1A + m−1B is inverse of the reduced mass. The dispersion relations in Eq. [6.6]
are given by:
ωAk =
√
(ε2k)A + 2gAnA (εk)A (6.12)
and
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ωBk =
√
(ε2k)B + 2gBnB (εk)B (6.13)
where nA and nB are the density of the bosons of the species A and B respectively.
The inter-species interaction is written as:
gAB
∫
drnA(r)nB(r) = gABV nAnB + gAB
∑
k
ρAk ρ
B
−k (6.14)
with
ρAk = 1√V
∫
dr exp (ik · r) [nA(r)− nA]
ρBk = 1√V
∫
dr exp (ik · r) [nB(r)− nB] .
(6.15)
By using the Bogoliubov approximation the bosonic density fluctuation operator can be written
as a linear combination of quasi-particle operators:
ρAk = 1√V
∑
q aˆ
†
qaˆq+k u
√
nA
(
uAk + υAk
) (
αˆk + αˆ†−k
)
ρBk = 1√V
∑
q bˆ
†
q bˆq+k u
√
nB
(
uBk + υBk
) (
βˆk + βˆ†−k
) , (6.16)
and we neglected quantum deplection effects in the condensate of both components A and B.
Where we used Eq [6.3] and Eq. [6.4]. Then, the Hamiltonian Eq. [6.6] can be written as:
H = EA0 + EB0 + gABV nAnB +
∑
k
(
ωAk αˆ
†
kαˆk + ωBk βˆ
†
kβˆk
)
+gAB
√
nAnB
∑
k
(
uAk + υAk
) (
vBk + υBk
) (
αˆk + αˆ†−k
) (
βˆk + βˆ†−k
)
.
(6.17)
6.2 Perturbation theory
In this section we address the problem of M bosonic impurities immersed in a BEC by using
second-order perturbation theory. One assumes from now on, the case of equal masses mA =
mB = m. The Hamiltonian for this system (see Eq. [6.17]) can be witten as:
H = H0 +H′, (6.18)
where:
H0 = EA0 + EB0 +
∑
k
(
ωAk αˆ
†
kαˆk + ωBk βˆ
†
kβˆk
)
, (6.19)
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and
H′ =gABV nAnB
[
1 + 1
V
(nAnB)−1/2
∑
k
(
uAk + υAk
) (
uBk + υBk
) (
αˆk + αˆ†−k
) (
βˆk + βˆ†−k
)]
. (6.20)
The total correction to the ground-state energy up to second-order in the impurity-boson coup-
ling can be written as
E = EA0 + EB0 +
〈
0
∣∣∣H′∣∣∣ 0〉+∑
n
〈
0
∣∣∣H′∣∣∣n〉 〈n ∣∣∣H′ ∣∣∣ 0〉
E00 − E0n
. (6.21)
where |0〉 is the vacuum and |n〉 are states with defined number of quasiparticles consisting of
excitations of the bosons of type A and type B. Here EA0 and EB0 are given by Eqs. [6.7] and
[6.8] respectively. The first-order correction is easy to evaluate and gives
∆E(1)0 = |〈0|H′ |0〉| = gABV nAnB. (6.22)
The second-order term can be written as
∆E(2)0 =
∑
n6=0
|〈n|H′ |0〉|2
E0 − En + nAnBg
2
AB
∑
k
m
~2k2
. (6.23)
Where last term provides the regularization of the ultraviolet divergence (see Eq. [6.11]). By
plugging the perturbation Hamiltonian Eq. [6.20] into the matrix element entering second-order
correction of the energy, one finds that in sum
∑
k
∣∣∣〈n| (uAk + υAk ) (uBk + υBk ) (αˆkβˆk + αˆkβˆ†−k + αˆ†−kβˆk + αˆ†−kβˆ†−k) |0〉∣∣∣ 2, (6.24)
the only term that survives is
=
∑
k
(
uAk + υAk
)2 (
uBk + υBk
)2 ∣∣∣〈n| αˆ†−kβˆ†−k |0〉∣∣∣2 . (6.25)
In the previous equation the excited state |n〉 = |1α, 1β〉 represent the creation of one excitation
of type A and of type B. The energy difference between the unperturbed ground-state and
excited state is given by
E0 − En = −
(
ωAk + ωBk
)
. (6.26)
Thus, the second-order correction of the energy turns out to be
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∆E(2)0 = −g2ABnAnB
∑
k

(
uAk + υAk
)2 (
uBk + υBk
)2
ωAk + ωBk
− 12εk
 . (6.27)
Recalling that
(
uAk + υAk
)2
= εk
ωA
k
and
(
uBk + υBk
)2
= εk
ωB
k
, one finds
∆E(2)0 = −g2ABnAnB
∑
k
[
ε2k
ωAk ω
B
k
1
(ωAk + ωBk )
− 12εk
]
. (6.28)
By using the expressions in Eqs. [6.12 ] and [6.13] one obtains the following integral
∆E(2)0 = −g2ABnAnB 4piV(2pi)3
∫∞
0 dk k
2
[
ε2k√
ε2
k
+2gAnAεk
√
ε2
k
+2gBnBεk
× 1(√
ε2
k
+2gAnAεk+
√
ε2
k
+2gBnBεk
) − 12εk
 . , (6.29)
Where one replaces the sum by an integral, ∑k → V(2pi)3 ∫ d3k. In addition, by substituting
εk = ~
2k2
2m = x one ends up with
∆E(2)0 = −g2ABnAnB 4pi(2pi)3
(
m
~2
)
V 1√2
∫∞
0 dx
1√
x
[
2x3/2√
(x+2gAnA)(x+2gBnB)
x 1√
x+2gAnA+
√
x+2gBnB − 1
]
.
(6.30)
Let us consider the particular case where both species have the same scattering length, namely
aA = aB = a and therefore gA = gB = g. Additionally, the previous integral is simplified by
using the fact that
∫∞
0
1√
x
[
2x3/2√
x+a
√
x+b(√x+a+√x+b) − 1
]
dx = −8(a3/2−b3/2)3(a−b) . After carrying out the
substitutions, we have that the second-order correction to the energy reads
∆E(2)0 =
1
6pi2
(2m
~2
)3/2
nAnBg
2
ABV
(2gnA)3/2 − (2gnB)3/2
g (nA − nB) . (6.31)
The final result for the ground-state energy of the system of M impurities and N bosons is
given by
E(M,N) = 12gn
2
AV
(
1 + 12815√pi
√
nAa3
)
+ 12gn
2
BV
(
1 + 12815√pi
√
nBa3
)
+gABnAnBV
[
1 + gAB
√
2
3pi2
(
2m
~2
)3/2 (gnA)3/2−(gnB)3/2
g(nA−nB)
]
.
(6.32)
Now we substitute the expressions for the pseudo-potential g = 4pi~2a/m and gAB = 4~2b/m,
where b = aAB is the impurity-boson scattering length. The result reads
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E(M,N) = 4piM (nAa3)
(
1 + 12815√pi
√
nAa3
) (
~2
2ma2
)
+ 4piN (nBa3)
(
1 + 12815√pi
√
nBa3
) (
~2
2ma2
)
+8pinBa3M
[
b
a
+ 323√pi
(nA)3/2−(nB)3/2
(nA−nB) a
3/2 b2
a2
] (
~2
2ma2
)
.
(6.33)
We define the generalized binding energy of the mixture as:
µ(M,N)
N
= E(M,N)−E0(N)
N
= 4pinAa3
(
1 + 12815√pi
√
nAa3
)
M
N
+ 8pinBa3MN
[(
b
a
)
+ 323√pi
(nA)3/2−(nB)3/2
(nA−nB) a
3/2 b2
a2
]
.
(6.34)
We use units of
(
~2
2ma2
)
= 1. In the case of small concentration, x = M/N  1, the previous
equation can be written as:
µ(N, M)
N
= gnB
(
b
a
+ 323
√
pi
√
nBa3
b2
a2
)
x+ gnB
(
1 + 643
√
pi
√
nBa3
b2
a2
)
x2
2 , (6.35)
which in terms of the binding energy of the single impurity (see Eq. [4.28]) turns out to be
µ(N, M)
N
= µsinglex+ F (x). (6.36)
where
µsingle = 8pinBa3
(
b
a
+ 323
√
pi
√
nBa3
b2
a2
)
, (6.37)
and
F (x) = 8pinBa3
(
1 + 643
√
pi
√
nBa3
b2
a2
)
x2
2 . (6.38)
The function F (x) gives information about the interaction between polarons. One observes
that for x → 0 one recovers M times the binding energy of the single polaron. The previous
equations are valid for x 1 and
√
nBa3
b2
a2
 1. (6.39)
6.3 Collective variables method
In this section we use the results of Balabanyan [129] concerning the ground-state properties
of binary mixtures of weakly interacting Bose gases by using the method of collective variables
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developed for first time by Bogoliubov and Zubarev [130]. One considers a mixture of an
interacting Bose gas in a volume V at T = 0. The mixture is formed byM particles of the type
A and N particles of the type B. We also assume here the case of aA = aB = a, aAB = b and
the equal masses case mA = mB = m. The result for the ground-state energy of the mixture is
given by
E(N,M) = M
2
2V g +
N2
2V g +
NM
V
gAB +
4piV
(2pi)3
(2m
~2
)3/2 1
15
[
(β − γ)5/2 + (β + γ)5/2
]
. (6.40)
Here g = 4pi~2a/m and gAB = 4~2b/m. The above energy in units of ~2/2ma2 is then given by
E(N,M) = (4piMnAa3 + 4piNnBa3 + 8piMnBa2b)
(
~2
2ma2
)
+ 4piV(2pi)3a3
(
2ma2
~2
)3/2 1
15
[
(β − γ)5/2 + (β + γ)5/2
]
,
(6.41)
where nA = M/V and nB = N/V . From now on, we use units of
(
~2
2ma2
)
= 1. The coefficients
β and γ are given by:
β = 8pia3 (nA + nB) and
γ = 8pia3
√
(nA − nB)2 + 4nAnB
(
b2
a2
)
.
(6.42)
The stability condition, requiring a real value for the ground-state energy, one gets:
g2
gAB
> 1⇒ a
2
b2
> 1. (6.43)
Therefore, the mixture is stable under the condition a > 0 and −a ≤ b ≤ a.
6.3.1 Low concentration limit x = M/N  1
Now we investigate the limit of small concentration of the above theoretical treatmentM  N.
The terms (β ∓ γ)5/2 entering Eq. [6.41]
(β ∓ γ)5/2 =
(
8pinBa3
) [
(1 + x)∓
√
x2 + 2x (2α2 − 1) + 1
]5/2
, (6.44)
in terms of x and α = b/a. The previous expressions can be expanded for small concentration
x 1 one finds
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(β − γ)5/2 ≈
(
8pinAa3
)5/2 [4√2(1− α2)5/2]︸ ︷︷ ︸
A1
x5/2 +O(x7/2)
 , (6.45)
and
(β + γ)5/2 ≈
(
8pinBa3
)5/2 4√2︸ ︷︷ ︸
A0
+ 10
√
2︸ ︷︷ ︸
A2
x+ 10
√
2α2︸ ︷︷ ︸x2
A3
+O(x3)
 . (6.46)
Plugging both Eq. [6.45] and Eq. [6.46] into the ground state energy Eq. [6.41] we obtain
E(N,M) = 4piMnAa3 + 4piNnBa3 + 8piMnBa2b
+ 4piV15(2pi)3a3 (8pinBa
3)5/2
(
A0 + A2x+ A3x2 + A1x5/2
)
.
(6.47)
It is convenient to split the previous expression as follows:
E(N,M) = 4piMnAa3 + 4piNnBa3 + 8piMnBa2b
+ 4piV15(2pi)3a3 (8pinBa
3)5/2 (A0 + A2x) + 4piV15(2pi)3a3 (8pinBa
3)5/2
(
A3x
2 + A1x5/2
) , (6.48)
in such a way that
E(N,M) = 4piMnAa3 + 4piNnBa3 + 8piMnBa2b+ 512
√
pi
15 N (nBa
3)3/2
+256
√
pi
3 M (nBa
3)3/2
(
b2
a2
)
+ 4piV15(2pi)3a3 (8pinBa
3)5/2
(
A3x
2 + A1x5/2
)
.
(6.49)
Where A0 and A2 were substituted. After reorganizing the terms one ends up with
E(N,M) = E0(N) + 8piMnBa2b+ 256
√
pi
3 M (nBa
3)3/2
(
b2
a2
)
+4piMnAa3 + 4piV15(2pi)3a3 (8pinBa
3)5/2
(
A3x
2 + A1x5/2
) , (6.50)
where E0(N) is the ground-state energy of the weakly interacting Bose gas (bosons type B).
In addition, by using the definition of the binding energy for the single polaron µsingle (see Eq.
[4.28] ) and inserting the coefficients A1 and A3 into Eq. [6.50] we find the generalized binding
energy of the mixture as:
µ(N,M)
N
= µsinglex+ 8pia3nB
(
1 + 323
√
pi
√
nBa3
(
2b2
a2
− 12
b4
a4
)
x2
2
)
, (6.51)
or alternatively:
µ(N,M)
N
= µsinglex+ F (x). (6.52)
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Where
µsingle = 8pinBa3
(
b
a
+ 323√pi
√
nBa3
b2
a2
)
,
F (x) = 8pinBa3
(
1 + 323√pi
√
nBa3
(
2b2
a2 − 12 b
4
a4
))
x2
2 .
(6.53)
The previous expression coincides with the perturbative result Eq. [6.35] in the limit of both
small concentration x and weak impurity-boson coupling.
The perturbative result can be used for arbitraty concentration of impurities but only when the
impurity-boson coupling is weak. On the other hand, the collective variable results are valid
for −a ≤ b ≤ a with a > 0. In the next section we use DMC simulations in order to investigate
the ground-state energy of the system as a function of the ratio b/a of scattering lengths and
of the concentration x.
6.4 Monte-Carlo calculation
In this section we use QMC methods to calculate the energy of the system of M impurities in
a bosonic bath of N = 64 particles. In the QMC simulations we use 64 +M particles in a cubic
box of size L with periodic boundary conditions. The density of the impurities (bosons of
type A) is nA = M/V , whereas for the bosons of the bath (bosons of type B), is nB = N/V.
The general Hamiltonian of the system is written as
H = − ~
2
2mA
M∑
α=1
∇2α +
∑
α<β
V (rαβ)︸ ︷︷ ︸
Bosons A
− ~
2
2mB
N∑
i=1
∇2i +
∑
i<j
V (rij)︸ ︷︷ ︸
BosonsB
+
N,M∑
α,i
V (riα), (6.54)
The previous expression is splitted in terms of the Hamiltonian of the bosons of type A and
type B. The last term represent the interaction between the two bosonic components. Where
rαβ = |rα − rβ| is the inter-particle distance of the bosons of type A, rij = |ri − rj | is the inter-
particle distance of the bosons of type B and riα = |ri − rα| is the distance between particles
of type A and B. In addition, we use a trial wave function for this system written as:
ψT (RA,RB) = ΨA(RA)ΨB(RB)ΨAB(RA,RB), (6.55)
where RA and RB represents the positions of the bosons of type A and type B respectively. Here
ΨA(RA) is the trial wavefunction of the bosons of type A, ΨB(RB) is the trial wavefunction
of the bosons of type B and ΨAB(RA,RB) is the trial wavefunction describing the correlations
between the bosons of type A and type B. The explicit form of the above trial wavefunctions
is in terms of Jastrow functions is
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ΨA(RA) =
∏
α<β fA(rαβ),
ΨB(RB) =
∏
i<j fB(rij) and
ΨAB(RAB) =
∏
i
∏
α fAB(riα).
(6.56)
We also assume that each species interact via a HS potential (see Eq .[3.58]) with the same
scattering length, namely aA = aB = a. The Jastrow functions fA and fB are given by Eq.
[3.60] for each species and fAB is given by Eq. [3.66]. The impurity-boson potential is modeled
by a ASW potential similar to the case of a single impurity.
The local energy (see Eq. [3.99] ) associated with the trial wavefunction in Eq. [6.55] reads:
EL = − ~
2
2m
(
∇2RA +∇2RB
)
ψT (RA,RB)
ψT (RA,RB)
+ V (RA,RB). (6.57)
Carrying out the calculations, one obtains
∇2RAψT (RA,RB) = ΨB(RB)
[(
∇2RAΨA(RA)
)
ΨAB(RA,RB) + ΨA(RA)
(
∇2RAΨAB(RA,RB)
)
+2∇RAΨA(RA) · ∇RAΨAB(RA,RB))]
(6.58)
and
∇2RBψT (RA,RB) = ΨA(RA)
[(
∇2RBΨB(RB)
)
ΨAB(RA,RB) + ΨB(RB)
(
∇2RBΨAB(RA,RB)
)
+2∇RBΨB(RB) · ∇RBΨAB(RA,RB))] .
(6.59)
Therefore the local energy is written as:
EL = −D
∇2RAΨA(RA)ΨA(RA) + ∇2RBΨB(RB)ΨB(RB) +
(
∇2RA+∇
2
RB
)
ΨAB(RA,RB)
ΨAB(RA,RB)
+
[2∇RAΨA(RA)
ΨA(RA) ·
∇RAΨAB(RA,RB)
ΨAB(RA,RB) +
2∇RBΨB(RB)
ΨB(RB) ·
∇BΨAB(RA,RB)
ΨAB(RA,RB)
]}
+V(RA,RB)
(6.60)
with D = ~22mand finally,
EL = EAL (RA) + EBL (RB) + EAL (RAB) + EBL (RAB)
+ [FA · FAB + FB · FBA] +V(RA,RB)
(6.61)
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with the local energies
EAL (RA) = −D
(∇2RAΨA(RA)
ΨA(RA)
)
,
EBL (RB) = −D
(∇2RBΨB(RB)
ΨB(RB)
)
,
EAL (RAB) = −D
∇2RAΨAB(RA,RB)
ΨAB(RA,RB) ,
EBL (RAB) = −D
∇2RBΨAB(RA,RB)
ΨAB(RA,RB) .
(6.62)
Whereas, the quantum drift forces are defined as:
FA = −D 2∇RAΨA(RA)ΨA(RA) ,
FB = −D 2∇RBΨB(RB)ΨB(RB)
(6.63)
and
FAB = −D∇RAΨAB(RA,RB)ΨAB(RA,RB) , FBA = −D
∇BΨAB(RA,RB)
ΨAB(RA,RB)
.
The DMC energy associated with the local energy in Eq. [6.57] is denoted by EDMC(N,M).
According to the definition of generalized binding energy as:
µ(M,N)
N
= E
DMC(M,N)− EDMC0 (N)
N
, (6.64)
where EDMC0 (N) is the DMC energy of the system without impurities.
The generalized binding energy in units of gnBx is plotted in Fig. [6.1] as a function of b/a
for different number of bosons of type A (M = 3, 5, 7 and 9). The results refer to the repulsive
branch and the density of bosons of type B is fixed nBa3 = 10−5.We plot both the perturbation
result given by Eq. [6.34] and the DMC result obtained from Eq. [6.64]. The known sources
of systematic errors of the DMC algorithm, namely the dependence on the number of walkers
and the time step have been analyzed.
In Fig. [6.1] one observes a good agreement between perturbation theory and the DMC resuls
for both small concentrations and weak coupling between the two bosonic species. In contrast,
deviations appear for both large concentrations x and large coupling strengths b/a.
In Fig. [6.2] we summarize the results for the generalized binding energy in units of gnBx as
a function of b/a . We observe that for values of the coupling strength b
a
& 7 a dependence of
the generalized binding energy on the concentration showed.
In Fig. [6.3] we plot the generalized binding energy once the mean-field contribution µMF =
8pi (nBa3) ba is substracted as a function of b/a for different concentrations x. In the weakly
interacting and low concentration regime, the perturbation theory is in good agreement with
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Figure 6.1: Generalized binding energy in units of gnBx as a function of b/a along
the repulsive branch for different concentrations x = 3/64, 5/64, 7/64 and x = 9/64.
Both perturbation theory (blue dashed line) and DMC results (filled green circles).
Figure 6.2: Generalized binding energy (in units of gnBx ) as a function of b/a for
different concentrations x = 3/64, 5/64, 7/64 and x = 9/64.
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Figure 6.3: Generalized binding energy (in units of gnBx) once the mean-field term
(µMF ) is substracted as a function of b/a for different concentrations x = 3/64, 5/64,
7/64 and x = 9/64. Perturbation theory (blue dashed line) and DMC results (filled green
circles).
the DMC calculations. At small concentrations x . 964 , deviations are found for values of b/a
larger than b/a & 10. For these values, the energy defined above decreases as x increases.
6.5 Energy dependence on the concentration of impur-
ities
In this section we consider a fixed value of the ratio b/a and we investigate the dependence of
the energy on the concentration x = M/N . For values of b/a = ±5, belonging to the repulsive
and attractive branches. We plot the generalized binding energy in units of NgnB in Fig. [6.4]
as a function of the concentration x. Differences between DMC and perturbative results are
not visible
6.6 Interaction between polarons
From perturbation theory and the collective variables method we learned that for both small
coupling strength b/a and small concentration x, the generalized binding energy of the mixture
can be written as
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Figure 6.4: Generalized binding energy in units of gnBN as a function of the con-
centration x. For b/a = −5 (lower branch) and b/a = +5 (upper branch) computed with
perturbation theory (blue dashed line), collective variables method (solid red line) and DMC
results (filled green circles).
µ
NgnB
= µsinglex+ F (x), (6.65)
where µsingle is the binding energy of the single polaron and F (x) is called the residual function.
The residual function describes the interaction between polarons.
Accordingly to Eq. [6.36] in perturbation theory, Eq. [6.52] in the collective variables method
and Eq. [6.64] in the DMC, we find that the residual functions are written as follows:
• Perturbation theory
F (x) = 8pi
(
nBa
3
) [
1 + 643
√
pi
(
nBa
3
)1/2 ( b2
a2
)]
x2
2 . (6.66)
• Collective variables
F (x) = 8pi
(
nBa
3
)1 + 323√pi
(
nBa
3
)1/2 2( b2
a2
)
− 12
(
b2
a2
)2 x2
2 . (6.67)
• DMC calculation
F (x) = µDMC
N
−
(
µsingle
)
DMC
x. (6.68)
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Figure 6.5: Residual function F (x) as a function of the concentration x for both
(left) attractive interactions b/a = −5 and (right) repulsive interactions b/a = +5.
Perturbation theory (blue dashed line), collective variables method (solid red line) and DMC
results (filled green circles).
In Fig. [6.5] we plot the residual function F (x) corresponding to perturbation theory, to the
collective variable method and the results of DMC calculations. The function is plotted as a
function of the concentration x for two different values b/a = ±5 of the coupling strength.
We obtain a very good agreement between perturbation theory and the DMC results for both
values of b/a and for all values of x.
6.7 Stability conditions and phase diagram
In the past section we calculated the generalized binding energy of the mixture as a function
of the concentration x for fixed values of coupling strength b/a = ±5.
Based on the generalized equation of state we calculate the phase diagram of the mixture in
the regime of small concentration. By using the information about the equation we determine
the phase diagram as a function of both the parameter nBa3 and the coupling strength b/a for
the two possible phases in the system: homogeneous and phase separated state.
6.7.1 Phase I: homogeneous mixture
We investigate the condition for which an homogeneous phase can exist. This phase consists of
both bosons of type A and of type B distributed uniformly in a cubic box of size L as is shown
in Fig. [6.6].
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Figure 6.6: Homogeneous phase: M bosons of type A (green balls) and N bosons of type B
(blue balls) immersed in a cubic box of size L.
Mechanical equilibrium
In order to investigate the mechanical equilibrium of the homogeneous mixture we calculate
the compressibility matrix defined as
β =
 ∂µA∂nA ∂µA∂nB
∂µB
∂nA
∂µB
∂nB
 , (6.69)
where µA and µB are the chemical potentials of the bosons of type A and type B respectively.
The ground-state energy of the homogeneous mixture can be parametrized in general as
E(N,M) = E0(N) + gnBN
[
A
(
b
a
, nBa
3
)
x+ F
(
b
a
, nBa
3
)
x2
]
, (6.70)
where A is the binding energy of a single polaron, F is the residual function and x = M/N is
the concentration of the mixture.
The chemical potential of each component is written as:
µA = ∂E(N.M)∂M = gnB (A+ 2xF ) and
µB = ∂E(N.M)∂N = µ0 + gAnA + gA
′nAnB + gF ′n2A,
(6.71)
where
µ0 = gnB
(
1 + 323√pi
√
nBa3
)
,
A′ = ∂A
∂nB
,
F ′ = ∂F
∂nB
.
(6.72)
The derivatives involved in Eq. [6.69] can be readily computed, providing the results
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∂µA
∂nA
= 2gF,
∂µA
∂nB
= gA+ gA′nB + 2gF ′nA,
∂µB
∂nA
= gA+ gA′nB + 2gF ′nA,
∂µB
∂nB
= ∂µ0
∂nB
+ 2gA′nA + gA′′nAnB + gF ′′n2A,
(6.73)
and the compressibility matrix is given by:
β =
 g [1 + 16√pi√nBa3 + (2nBA′ + n2BA′′)x+ n2BF ′′x2] g (A+ nBA′ + 2nBF ′x)
g (A+ nBA′ + 2nBF ′x) 2gF
 . (6.74)
The mechanical stability of the mixture is obtained for det(β) > 0. It means:
2F
(
1 + 16√
pi
√
nBa3 + (2nBA′ + n2BA′′)x+ n2BF ′′x2
)
− (A+ nBA′ + 2nBF ′x)2 > 0,
(6.75)
for small concentration, x 1, one obtains
h1
(
nBa
3, b/a
)
≡ 2F
(
1 + 16√
pi
√
nBa3
)
− (A+ nBA′)2 > 0. (6.76)
From perturbation theory (see Eq. [6.35]) one can derive analytic expressions for the quantities
A, A′ and F yielding
A = b
a
+ 323√pi
√
nBa3
b2
a2 ,
nBA
′ = 163√pi
√
nBa3
b2
a2 ,
F = 12
(
1 + 643√pi
√
nBa3
b2
a2
)
.
(6.77)
In Fig. [6.7] we plot the function h1(nBa3, b/a) obtained from perturbation theory as a function
of b/a for different values of the gas parameter nBa3.
We observe that for values of nBa3 ≤ 10−4 the homogeneous mixture is stable in the range (see
inset of Fig. [6.7])
− 1 . b/a ≤ 1. (6.78)
However, for larger values of the gas parameter nBa3 & 10−3, the range where the mixture is
stable becomes significantly is wider when b/a < 0.
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Figure 6.7: Representation of h1(nBa3, ba) for differents values of
b
a
and nBa3. For values of
h1 > 0, the homogeneous phase is stable.
Figure 6.8: Phase II: (left) M bosons in the region A and N bosons in the region B
distributed in different volumes VA 6= VB. (right) stability of the phase separated
state,
A problem remains through with the predictions at large values of nBa3: first of all perturbation
theory might no be applicable when bosons of B are so strongly interacting and secondly even
DMC might no be reliable because at high densities results become model dependent (e.g on
the use of the Hard-sphere potential).
6.7.2 Phase II: phase separated state
In this phase we consider that the bosons of type A and of type B are distributed in two separate
sectors: M bosons of type A lie in a volume VA and N bosons of type B lie in a volume VB such
that VA + VB = V (see Fig. [6.8] ).
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The equation of state of every sector
EA(M) = 12gn˜AM
(
1 + 12815√pi
√
n˜Aa3
)
,
EB(N) = 12gn˜BN
(
1 + 12815√pi
√
n˜Ba3
)
.
(6.79)
Where n˜A = M/VA and n˜B = N/VB. Mechanical equilibrium requires that the pressure in both
sectors is equal. This means
pA = −
(
∂EA(M)
∂VA
)
N
= −
(
∂EB(N)
∂VB
)
M
= pB, (6.80)
1
2 n˜
2
Ag
(
1 + 645
√
pi
√
n˜Aa3
)
= 12 n˜
2
Bg
(
1 + 645
√
pi
√
n˜Ba3
)
. (6.81)
Eq. [6.81] yields n˜A = n˜B = n˜ and therefore,
M
VA
= N
VB
→ VA
VB
= x. (6.82)
From the previous relation one obtains that
n˜A = nB (1 + x) and
n˜B = nB (1 + x) .
(6.83)
where nB = N/V. The total energy can be written as
E(N,M) = EA(M) + EB(N)
= 12NgnB (1 + x)
2
(
1 + 12815√pi
√
nB(1 + x)a3
)
.
(6.84)
For small concentrations, x 1, one ends up with:
E(N,M) = 12gNnB
(
1 + 12815√pi
√
nBa3
)
+gNnB
[(
1 + 323√pi
√
nBa3
)
x+
(
1 + 16√
pi
√
nBa3
)
x2
2
]
.
(6.85)
Now, let us suppose that the energy to take a boson of the type A out of the sector A and put
it in sector B (right side of Fig. [6.8]) is positive. This process is energetically suppressed and
can not happen. In other words
− µA + µsingle > 0. (6.86)
where µA is the chemical potential of the bosons in the sector A and µ is the binding energy
of the impurity atom (boson of type A) in the bath of type B bosons. By writting the above
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Figure 6.9: Plot of h2(nBa3, ba) as a function of
b
a
for different values of nBa3. For values of
h2 < 0, the phase separated state is unstable.
condition using the result in Eq. [4.28] for µsingle one gets
− gn˜A
(
1 + 323
√
pi
√
n˜Aa3
)
+ 8pin˜Ba3
(
b
a
+ 323
√
pi
(
n˜Ba
3
)1/2 b2
a2
)
> 0. (6.87)
Using the fact n˜A = n˜B the previous equation can be written as
(
b
a
− 1
)[
1 + 323
√
pi
√
nBa3
(
b
a
+ 1
)]
> 0. (6.88)
Therefore if
h2(nBa3,
b
a
) ≡
(
b
a
− 1
)[
1 + 323
√
pi
√
nBa3
(
b
a
+ 1
)]
< 0, (6.89)
the phase separated state is unstable. In Fig. [6.9] we plot the function h2 as a function of the
coupling strength b/a and the gas parameter nBa3.
In the phase diagram Fig .[6.9] we observe that for values of nBa3 . 10−5 the phase separated
state is stable for large values of the coupling strength b/a on the attractive branch. Namely
b/a . −150 (for nBa3 = 10−6) and b/a . −50 (for nBa3 = 10−5). Whereas for the repulsive
branch the phase is stable for for b/a > 1.
In Fig. [6.10] we collect the results from Figs. [6.7] and [6.9]. The phase diagram in Fig. [6.10]
represents the stability of both the homogeneous phase (green region) and the phase separated
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Figure 6.10: Phase diagram for different values of nBa3 as a function of the coupling strength
b/a. The stable homogeneous phase is represented by the green region, whereas the stable phase
separated state is represented by the blue region. The horizontal dashed lines represent the
interval where perturbation theory works.
state (blue region) as a function of the gas parameter nBa3 and the coupling strength b/a.
The horizontal dashed lines represent the values where perturbation theory is applicable i.e√
nBa3
(
b2
a2
)
 1.
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Chapter 7
Conclusions and Perspectives
7.1 Conclusions
In this work we used quantum Monte-Carlo (QMC) methods to investigate the ground-state
properties of bosonic impurities coupled to a bosonic bath at T = 0. The ground-state prop-
erties studied here are the energy, the effective mass and the pair correlation functions. We
also used mean-field and variational approaches to address the single impurity problem aiming
to compare them with the QMC. This work is inspired by the recent experiments concerning
Fermi-polarons with ultracold atoms, which permit to investigate scenarios that are not ac-
cessible in solid-state physics. Even though, QMC methods provide different results for the
ground-state properties compared with those predicted by the Fröhlich Hamiltonian in the
strongly-interacting regime, a question mark remains as to whether this system can be used as
a quantum-simulator for polarons in solid state physics.
• In this thesis we calculated the ground-state properties of a single impurity interacting
with a dilute bosonic bath as a function of the coupling strength a/b with perturbation
theory, the Jensen-Feynman variational method and QMC techniques. We found two
branches, one corresponding to the repulsive branch (0.03 . a/b ≤ 1) which is an ex-
cited state of the system and to the attractive branch that represents the many body
ground-state of the system (−∞ . a/b < 0). The ground-state energy and effective
mass are found in good agreement with perturbation theory and variational methods
(Jensen-Feynman approach) in the weakly-interacting regime, where the so-called Fröh-
lich Hamiltonian describes the low-energy excitations of the bosonic bath coupled to the
impurity. On the other hand, for strong interactions between the impurity and the bo-
sons, QMC methods provide results that are completely differents from those predicted
by mean field and variational methods. For instance, self-localization of the impurity
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does not occur, the binding energy at the unitary limit is finite and the density profile
obtained from the impurity-boson correlation function displayes a large deviations from
the equilibrium density of the bosonic bath.
• The special case of an impurity interacting resonantly with the bosonic bath (unitary
limit, a/b = 0) is investigated as a function of the gas parameter nBa3. We found
a power-law dependence of the binding energy with the gas parameter in the limit of a
dilute bosonic bath. On the other hand, the effective mass shows a linear dependence with
the gas parameter. The problem of the impurity interacting resonantly with the bosonic
bath has also been investigated T−matrix techniques. The QMC results for the binding
energy and effective mass are in good agreement at relatively large values of nBa3. In the
limit of a very dilute bosonic bath the above two techniques present differences. According
to the results of the pair correlation functions, the structure of the bosonic bath is not
largely modified by the presence of the impurity, whereas the density of bosons around
the impurity is significantly modified over distances smaller than the healing length. The
Efimov effect was studied for a system of two bosons and one distinguishable particle with
resonant species interaction. Even though, a trimer bound state is predicted to occur, we
found that the energy of this state is not larger than the binding energy of the polaron.
• We also investigated the ground-state energy of a system of many impurities in a bosonic
bath. For small concentrations of the impurities and small values of the coupling strength
b/a in the phase we found good agreement with mean-field methods. The values of both
concentration and coupling strength for which the homogeneous mixture is stable are
limited. We determine the phase diagram.
7.2 Perspectives
• To investigate the ground-state properties of the the impurity coupled with the bosonic
bath as a function of the temperature. For instance, by using Monte-Carlo techniques at
finite temperature.
• To consider the case of different masses is interesting, since experimentally many bosonic
binary mixture of different components have been realized. On the other hand, concern-
ing the single polaron problem, the Efimov effect in the unbalanced case brings more
interesting features. Such as possible N−body bound states.
• The study of fermionic impurities immersed in the bosonic bath.
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Appendix A: Error estimates for
Markov chains
The QMC algorithms used in this thesis rely on the Markov chains concept. In a markov chains
the statistical errors are correlated and it must be treated in a proper way. Along this thesis
we used a bunching method that allow us to estimate the true error of a detemined observables
both VMC and DMC.
The idea of the bunching method algorithm is cutting-up the Markov chain in blocks. For
instance, one produces bunchs of size 2, 4 or 8,..., especially if the number of data points is a
power of two. The bunching into sets of increasing length can be done iteratively, by repeatedly
replacing two adjacent samples by their average value (see Fig. [7.1]) and the algorithm in Fig.
[7.2]. One starts with a sample of 2N correlated data, at each block, we compute the apparent
error, as if the data were independent. The average value remains unchanged. Bunching makes
the data become increasingly independent, and makes the apparent error approach the true
error of the Markov chain.
The question is how bunched data becomes less correlated? In the M block, bunches of size
2M are generated: let us suppose that the samples are correlated on a length scale  < 2M ,
but that original samples distant by more than2M are fully independent. It follows that, at
the block M , these correlations still affect neighboring bunches, but not next-nearest ones: the
correlation length of the data decreases from length 2M to a length 2.
The bunching algorithm makes the data become increasingly independent and makes the ap-
parent error approach the true error of the Markov chain for a determined number of blocks
M for which the data is no longer correlated. This is related with the correlation length ε.
For example let us consider Fig. [7.1] one considers a sample of 64 correlated data. One bunchs
two adjacent samples. Then, the first block (M = 1) contains 32 data and one calculates the
average and the error as if they were independent data. The procedure of bunching into blocks
is done again in such a way that for the second block (M = 2) we obtain 16 data. The average
and the error are estimated and so on. The bunching algorithm is summarized as:
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Figure 7.1: Bunching data algorithm for a sample of correlated data. Taking from Ref. [4].
Figure 7.2: Bunching data algorithmtaking from Ref. [4].
Figure 7.3: Estimation of the true error in a DMC simulation for 10000 iterations of the total
energy for a system of bosons in a cubic box.
140
The question now is how to determinate the correlation length . In our previous example,
the number of smapled is very small the data is correlated for any number of blocks. Instead
we use a realistic simulation with 10000 data. In Fig. [7.3] we plot the apparent error as a
function of M for a total sample of 8192 MC data (equilibrated data). We use the bunching
data algortihm (see Fig. [7.2]) . We observe that for M = 10 the data is not longer correlated
since the bunching of uncorrelated data does not change the expected variance of the data.
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Appendix B: The two-body problem.
The interaction between the impurity and the bosons can be modeled by an attractive square
well (ASW) potential defined by:
V (r) =
 −V0 r ≤ R00 r > R0 (7.1)
The two body-Schrödinger equation reads as:
f
′′(r) + 2
r
f
′(r) + V (r)f(r) = Ef(r) (7.2)
Plugging Eq. [7.1] in to the previous equation and considering the scattering states for E ≥ 0.
One obtains
fI(r) =

A sin(K0r)/r r ≤ R0
1− b/r R0 ≤ r ≤ Rm
B
[
1− e−αr − e−α(L−r)
]
Rm ≤ r ≤ L/2
2Be−αL/2 r > L/2
(7.3)
fI is constructed from the zero-energy scattering solution of the potential [7.1] orthogonal to
the bound state existing for two particles when b > 0 in the region, where Rm is a matching
point. 0 < r < Rm. Continuity of the wavefunction and its first derivative at r = R0
f ′I
fI
∣∣∣∣∣
r=R0
→ continuous (7.4)
yields that
b = R0
[
1− tan(K0R0)
K0R0
]
, (7.5)
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Figure 7.4: Plotting of Eq. [3.63]. For R0/a = 0.2. By tunning the deep and range of the
ASWP, one can access either to attractive interactions when K0R0 < pi/2 (a < 0) and or
repulsive when, K0R0 > pi/2 (a > 0) and there is one bound state.
where K20 = 2mRV0/~2 in terms of the reduced mass mR = mImB/ (mI +mB). Eq [7.5] is
plotted in Fig. [7.4]. Continuity of the wavefunction and its first derivative at r = Rm yields
the transcedental equation
1− αxexp(−αx)− exp(−α [2− x])exp(−αx) + exp(−α [2− x]) = 0. (7.6)
The impurity-boson scattering length b is tuned by changing either the depth or the range of
the potential. for the ASW potential the value of the scattering length can be either positive
or negative depending on K0R0. In particular, we use values in the range 0 < K0R0 < pi,
corresponding to no bound state (0 < K0R0 < pi/2) and a single bound state (pi/2 < K0R0 < pi)
for the two-body problem (see Fig. [7.4] ). In this latter case the molecular binding energy B
is obtained from the transcedental equation:
tan(κR0)
κR0
= ~
R0
√
2mR |b|
(7.7)
This equation is obtained by requiring both the continuity of the wave function and of its first
derivative at r = R0. In Eq. [7.7], κ2 = 2mR (V0 − |b|) /~2. The particular value K0R0 = pi/2
corrresponds to the resonance (also known as unitary limit), where the s−wave scattering length
diverges and the bound-state energy vanishes. The corresponding Jastrow wave function is given
by the solution of the two-body bound state with energy b for 0 < r < Rm and use a functional
144
form similar to Eq. [3.66] for Rm < r < L/2 :
fI(r) =

A sin(κr)/r r ≤ R0[
e−m|b|r/m
]
/r R0 ≤ r ≤ Rm
B
[
e−αr + e−α(L−r)
]
Rm ≤ r ≤ L/2
2Be−αL/2 r > L/2
(7.8)
where κ2 = m (V0 − |b|) /~2. The coefficients A, B and α ensure the continuity of fI and of its
first derivative at the points R0 and Rm through of the equation
√
|b|
2a2
Lx
2 + 1−
αLx
2
exp(−αLx2 )− exp(−αL2 [2− x])
exp(−αL2 x) + exp(−αL2 [2− x])
= 0 (7.9)
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