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COHOMOLOGIE D’INTERSECTION MODEREE
UN THEOREME DE DERHAM
Bohumil Cenkl, Gilbert Hector et Martin Saralegi1
Abstract
With a singular space K there is associated a differential graded module of polynomial differential
forms IT ∗,∗
p
(K) together with a filtration IT ∗,q
p
(K) ⊂ IT ∗,q+1
p
(K) in each degree ∗. IT ∗,q
p
(K) is a
graded module over the subring of the rationals Qq = Z[
1
2
, 1
3
, . . . , 1
q
]. These modules are defined
for any stratified pseudomanifold K and for any perversity p. It is proved that the cohomology of
such a differential module IT ∗,q
p
(K) is isomorphic to the intersection cohomology IH∗
p
(K;Qq). The
construction of IT ∗,∗
p
(K) is based on the deRham complex of Cenkl and Porter when applied to a
desingularization of K.
En se basant sur le travail de Sullivan [18], Cenkl et Porter [5] on construit pour tout complexe
simplicial C un complexe de formes diffe´rentielles qui calcule la cohomologie mode´re´e (et en particulier,
entie`re) de C. Ceci leur a permis de ge´ne´raliser la the´orie des mode`les minimaux de Sullivan aux
coefficients dans un syste`me d’anneaux. Le de´veloppement de la the´orie des mode`les minimaux dans le
cadre mode´re´ permet, non seulement d’obtenir des renseignements sur la torsion de la cohomologie, mais
encore d’e´tendre la dite the´orie au cas “infiniment engendre´” (cf. [16]).
Classification AMS. Primaire 55N35. Secondaire 57N80.
Mots cle´s. Cohomologie mode´re´e, cohomologie d’intersetion, pseudovarie´te´ stratifie´e.
1Allocation de recherche et Projet PB91-0142 du DGICYT-Espagne.
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D’autre part, l’homologie d’intersection a e´te´ introduite par Goresky et MacPherson [9] pour e´tendre
la dualite´ de Poincare´ aux varie´te´s singulie`res. Cette homologie partage plusieurs proprie´te´s avec l’ho-
mologie singulie`re: description axiomatique [10], the´orie de Morse [11], cobordisme [12], The´ore`me de
Lefschetz [8], The´ore`me de deRham [1], [2], [15] . . . . Elle co¨ıncide avec l’homologie ordinaire pour les
varie´te´s lisses, compactes et oriente´es. L’homologie d’intersection a e´te´ de´finie en premie`re instance
dans la cate´gorie line´aire par morceaux [9] (pseudovarie´te´s stratifie´es); elle s’e´tend naturellement aux
complexes simpliciaux a` l’aide d’une triangulation en drapeaux [13, Appendice] (pseudovarie´te´s strati-
fie´es simpliciales), cadre ou` se developpe [5].
Le but de ce travail est d’e´tablir un The´ore`me de deRham qui englobe les deux points de vue
pre´ce´dents: un The´ore`me de deRham pour l’homologie d’intersection mode´re´e dans la cate´gorie des
pseudovarie´te´s stratifie´es simpliciales. Plus pre´cisement, nous montrons le re´sultat suivant (cf. The´ore`me
5.2.1):
The´ore`me. Soit K une pseudovarie´te´ stratifie´e simpliciale. Fixons p une perversite´ et q un entier. Le
complexe IT ∗,qp (K) des formes diffe´rentielles d’intersection mode´re´es calcule la cohomologie d’intersection
IH∗p (K;Qq). L’isomorphisme
H∗(IT ·,qp (K))
∼= IH∗p (K;Qq)(1)
est induit par l’inte´gration habituelle
∫
des formes diffe´rentielles sur des simplexes.
Historique. La premie`re version a` la de deRham de la cohomologie d’intersection de K nous la
trouvons dans le travail de Cheeger [6]. Les formes diffe´rentielles d’intersection sont celles de carre´
inte´grable, pour une certaine me´trique riemannienne sur la partie regulie`re de K. En fait, Brasselet,
Goresky et MacPherson ont e´tabli dans [1] un lien direct entre la condition de permissibilite´ au niveau
des chaˆınes de [9] et la condition de permissibilite´ au niveau des formes de [6]. Remarquons que le syste`me
des coefficients est celui des coefficients re´els.
Dans le cadre des espaces stratifie´s, la notion de forme diffe´rentielle d’intersection est duˆe a` Goresky
et MacPherson [3]. Pour exprimer la condition de permissibilite´ des formes on utilise un syste`me de
voisinages tubulaires des strates singulie`res. Un autre point de vue est celui de [15], ou` pour mesurer la
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permissibilite´ des formes on fait appel a` un e´clatement de l’espace stratifie´ en question. Ici, a` diffe´rence
des approches pre´ce´dents, le The´ore`me de deRham obtenu utilise l’inte´gration habituelle
∫
des formes
sur des simplexes.
Dans notre travail nous avons choisi ce dernier point de vue. La notion d’e´clatement s’e´tend naturelle-
ment au cadre simplicial et c’est cet outil qui va nous permettre de travailler a` coefficients mode´re´s (en
e´clatant les formes) et d’e´tablir l’isomorphisme (1) par l’intermediaire de de l’inte´gration
∫
. Le chemin
que nous suivons pour e´tablir le The´ore`me de deRham est paralle`le a` celui utilise´ dans le cas non stratifie´.
Mais, pour y arriver, il y a un certain nombre de difficulte´s techniques, lie´es a` la nature des stratifications,
que nous devons surmonter. Les deux principales sont les suivantes.
• Choix de la triangulation. Une triangulation en drapeaux, qui fixe la structure simpliciale de K,
n’est pas assez fine pour e´tablir le The´ore`me de deRham que nous cherchons. On doit faire attention au
phe´nomene suivant.
Un point cle´ dans la de´marche de [5] est la filtration du complexe simplicial C par une suite
de´croissante de sous-complexes simpliciaux
C = Cn ⊃ Cn−1 ⊃ Cn−2 ⊃ · · ·
(les squelettes), dont les complexes relatifs (Ci, Ci−1) sont de´crits en fonction des i-simplexes de C. Ces
simplexes de´crivent la structure locale de C, car C est acyclique. Mais la structure locale d’une pseudova-
rie´te´ stratifie´e K n’est pas de´crite simplement par les simplexes (K n’est pas acyclique pour l’homologie
d’intersection). Localement, nous trouvons des joints de la forme α ∗ Lα, ou` α est un simplexe maximal
d’une strate et Lα est l’entrelac de α. Ainsi la triangulation fixe´e sur K doit tenir compte de ce fait.
Nous avons donc besoin de de´finir sur K une filtration F dont les complexes relatifs soient de´termine´s
par les joints α ∗ Lα. C’est chose faite avec le complexe re´siduel L(K) de K que nous introduisons dans
ce travail: L(K) est le sous-complexe de K de´termine´ par les simplexes qui rencotrent la dernie`re strate
de K en codimension strictement positive. Nous avons ainsi sur K la filtration F
K ⊃ L(K) ⊃ L2(K) ⊃ L3(K) ⊃ · · · .
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Malheureusement le complexe L(K) n’est pas une pseudovarie´te´ stratifie´e simpliciale. Pour cette raison
nous introduisons la cate´gorie des complexes stratifie´s, ou` l’ope´rateur L est interne. Un complexe stratifie´
est la donne´e d’un complexe simplicial K et d’une filtration de K par des sous-complexes simpliciaux
ferme´s
K = Kn ⊃ Kn−1 = Kn−2 = Σ ⊃ Kn−3 ⊃ · · · ⊃ K0 ⊃ K−1 = ∅,
ou` pour chaque σ ∈ Ki il existe τ ∈ Ki de dimension i avec:
σ < τ , σ ∩Ki−1 < σ et σ ∩Ki−1 = τ ∩Ki−1.
(Ici, < de´note “face de”). Cette condition demande une certaine homoge´ne´ite´ de chaque plongement
simplicial Ki−1 ⊂ Ki. Remarquons que la triangulation sous-jacente est en drapeaux.
Nous prouvons que toute pseudovarie´te´ stratifie´e K posse`de une triangulation qui fait de K un
complexe stratifie´. La notion de complexe stratifie´ est d’ailleurs strictement plus fine que celle de pseudo-
varie´te´ stratifie´e simpliciale.
Remarquons que chaque Ki, avec Ki 6= Ki−1, n’est pas une varie´te´ simpliciale de dimension i mais
un complexe simplicial de dimension i. Cette approche surprend d’un point de vue purement ”homo-
logie d’intersection” ou` les strates sont des varie´te´s. Mais elle est naturelle si nous nous plac¸ons dans
le cadre simplicial de [5]; la`, le The´ore`me de deRham est montre´ pour les complexes simpliciaux et non
seulement pour les varie´te´s simpliciales. La de´finition d’homologie d’intersection s’e´tend naturellement
aux complexe stratifie´s; bien suˆr, certaines proprie´te´s de l’homologie d’intersection disparaissent dans le
passage pseudovarie´te´s stratifie´es - complexes stratifie´s, nous pensons notamment a` l’inde´pendance de la
stratification. Re´tablir les proprie´te´s basiques de l’homologie d’intersection dans ce nouveau cadre des
complexes stratifie´s demande du travail supple´mentaire.
• Inte´gration
∫
. Toutes les formes diffe´rentielles d’intersection que l’on rencontre dans la litterature
sont de´finies sur la partie regulie`re de K, ce qui empeˆche a priori l’inte´gration habituelle des formes sur
des simplexes et donc le The´ore`me de deRham que nous cherchons. Pour palier a` c¸a nous introduisons
la notion d’e´clate´ment. L’e´clate´ K˜ est obtenu a` partir de K en remplac¸ant chaque point singulier A
de K par son entrelac LA. En collapsant chaque LA sur A nous obtenons l’e´clatement µK : K˜ → K.
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Conside´rons par exemple le simplexe standard ∆ de dimension 2, de sommets A0, A1 et A2 dont le lieu
singulier soit {A0}. L’e´clatement de ∆ est l’application: µ : [0, 1] × [0, 1] → ∆ de´finie par µ(t, s) =
tA0 + (1 − t)sA1 + (1 − t)(1 − s)A2. Pour de´finir le complexe des formes diffe´rentielles d’intersection
mode´re´es nous proce´dons en deux e´tapes.
1. Formes relevables. Un forme ω de´finie sur la partie regulie`re de K est relevable si elle s’e´clate en
une forme ω˜ de K˜. Nous sommes donc dans le cadre de [5]. Dans l’exemple pre´ce´dent, la forme
ω1 =
t0
1− t0
dt1 +
t1t0
(1− t0)2
dt0 est relevable avec ω˜1 = tds, et la forme ω2 =
t1
(1− t0)2
dt1 ne l’est
pas, car µ∗ω2 =
s
1− t
(−s dt+ (1− t) ds).
2. Degre´ vertical. Comme dans [15], la permissibilite´ d’une forme relevable ω par rapport a` une
strate Ki est mesure´e a` l’aide de l’e´clatement de K. Ainsi, le degre´ vertical ||ω||i est le degre´
de ω˜ relativement aux fibres de µK au dessus de Ki. Dans l’exemple pre´ce´dent, ||ω1||0 = 1 car
ω˜1|t=1 = ds.
Nous de´finissons les formes diffe´rentielles d’intersection mode´re´es de K comme les formes relevables ω,
avec ω˜ polynomiale mode´re´e, verifiant la condition d’intersection:
max(||ω||i, ||dω||i) ≤ n− i− 2− pn−i,pour tout i.
Bien que ces formes diffe´rentielles d’intersection mode´re´es soient de´finies sur la partie regulie`re de K,
l’inte´gration
∫
est bien de´finie car elle se realise finalement sur K˜. Un certain travail est ne´cessaire pour
montrer qu’il est aussi un morphisme diffe´rentiel (formule de Stokes), car dans le passage K 7→ K˜ des
nouvelles faces apparaissent. En effet, si ω est une forme de K, relevable en une forme ω˜ de K˜, et ξ est
une chaˆıne de K, relevable en une chaˆıne ξ˜ de K˜, la formule de Stokes
∫
ξ
dω =
∫
∂ξ
ω devient
∫
∂ξ˜−∂˜ξ
ω˜ = 0.
Bien qu’en ge´ne´ral ∂ξ˜ 6= ∂˜ξ, nous montrons que si ω et ξ sont d’intersection alors la restriction de ω˜ a`
∂ξ˜ − ∂˜ξ, s’annule.
La de´monstration du fait que
∫
induit un isomorphisme en cohomologie est faite comme d’habitude
en deux pas: d’abord localement dans chaque joint α ∗ Lα et apre`s par induction en commenc¸ant par
l’e´le´ment le plus petit de la filtration F .
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L’organisation du travail est la suivante:
1. Complexes stratife´s.
2. Cohomologie d’intersection.
3. Eclatement.
4. Cohomologie diffe´rentielle.
5. The´ore`me de deRham.
Nous introduisons, dans la premie`re section, le complexe stratifie´ comme une pseudovarie´te´ stratifie´e
avec une “bonne” triangulation. Dans la deuxie`me , nous e´tudions la cohomologie d’intersection d’un
complexe stratifie´. Nous de´finissons ensuite l’e´clatement d’un complexe stratifie´, ce qui nous permet
d’introduire les formes d’intersection mode´re´es dans la section 4. Dans la dernie`re section nous montrons
le re´sultat principal de ce travail: la cohomologie du complexe des formes d’intersection mode´re´es est
isomorphe, par l’inte´gration habituelle, a` la cohomologie mode´re´e (voir [4] pour un autre point de vue).
Nous terminons en discutant l’inde´pendence du complexe des formes cubiques d’intersection par rapport
a` la triangulation et la stratification choisies dans K ainsi comme en decrivant la dualite´ de Poincare´ et
la formule de Ku¨nneth en termes du produit exterieur des formes.
1 Complexes stratifie´s
La the´orie de Sullivan-Cenkl-Porter se situe dans la cate´gorie des complexes simpliciaux alors qu’une
pseudovarie´te´ stratifie´e est un objet de la categorie PL (voir [9] pour la de´finition pre´cise). Il s’ave`re
donc ne´cessaire de fixer une triangulation (structure de complexe simplicial) dans chaque pseudovarie´te´
stratifie´e. Nous faisons ceci de fac¸on a` pre´server la structure locale des pseudovarie´te´s stratifie´es. La
triangulation en drapeaux de [13] n’est pas assez fine. Nous introduisons dans cette section la notion de
complexe stratifie´, qui, elle, rend compte de la structure locale de la pseudovarie´te´ stratifie´e. Pour les
notions relate´es aux complexes simpliciaux nous nous referons a` [14].
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1.1 Complexes stratifie´s
Nous commenc¸ons en rappelant la de´finition de complexe cellulaire, notion qui englobe tous les complexes
qui apparaˆıtrons dans ce travail: complexes simpliciaux, complexes cubiques, complexes prismatiques,
. . . . Ensuite nous introduisons les complexes stratifie´s en deux temps: complexes filtre´s et complexes
stratife´s proprement dits.
1.1.1 Une cellule est un polye`dre compact et convexe. Un complexe cellulaire K est une famille finie
de cellules, ve´rifiant les conditions suivantes:
τ ∈ K,σ < τ ⇒ σ ∈ K et(2)
τ, σ ∈ K ⇒ τ ∩ σ < τ, τ ∩ σ < σ.(3)
Si pour un certain entier n on a:
σ ∈ K ⇒ il existe τ ∈ K de dimension n avec σ < τ,(4)
on dira que K est de dimension n et on e´crira n = dimK.
Par cohe´rence de notation on dira que l’ensemble vide est un complexe cellulaire de dimension −1.
Toute sous-famille X ⊂ K ve´rifiant (1) et (2) sera dite sous-complexe cellulaire de K. On posera
codimKX la codimension de X dans K. Dans ce travail on fera l’abus de notation suivant: avec σ on
designera e´galement un cellule de K et le complexe cellulaire de´termine´ par ses faces.
Dans la suite nous trouverons principalement les complexes suivants:
• Complexes simpliciaux. Si les cellules sont de simplexes.
• Complexes cubiques. Si les cellules sont de cubes.
Et plus ge´ne´ralement les
• Complexes prismatiques. Si les cellules sont des prismes, ou` un prisme est un produit fini
de simplexes. Nous conside´rerons toujours les coordonne´es locales donne´es par les coordonne´es barycen-
triques des simplexes.
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Une fle`che f : K → K ′ entre deux complexes cellulaires est cellulaire si elle envoie les cellules de K
sur les cellules de K ′ et de fac¸on diffe´rentiable. Nous dirons que f est un isomorphisme s’il est cellulaire
et si sa restriction a` chaque cellule de K est un isomorphisme line´aire.
1.1.2 La premie`re caracte´ristique d’une pseudovariete´ stratifie´e est l’existence d’un lieu singulier stratifie´.
Nous transposons ceci au cas des complexes simpliciaux.
Une filtration simpliciale sur un complexe simplicial K de dimension n est une filtration de K par
des sous-complexes simpliciaux
K = Kn ⊃ Kn−1 ⊃ Kn−2 ⊃ . . . ⊃ K0 ⊃ K−1 = ∅,
ou` pour chaque i ∈ {0, . . . , n}:
σ ∈ K ⇒ σ ∩Ki < σ, et(5)
dimKi = i, si Ki 6= Ki−1.(6)
La premie`re proprie´te´ e´quivaut a` dire que la triangulation de K est en drapeaux. La deuxie`me proprie´te´
sort K du cadre de [13] (Ki −Ki−1 n’est pas ici forcement une varie´te´), mais elle plus naturelle dans la
cate´gorie des complexes stratifie´s, n’oblions que le The´ore`me de de Rham de [5] a e´te´ prouve´ pour les
complexes simpliciaux et pas seulement por les varie´te´s simpliciales.
Remarquons que Kn est ne´cessairement diffe´rent de Kn−1. Par la suite on de´signera par Km le plus
petit e´le´ment non vide de la filtration, c’est-a`-dire Km 6= Km−1 = ∅; nous dirons que m est le degre´
minimal de K. La longueur de K, note´e long(K), est la somme de m et du nombre d’indices i pour
lesquels Ki 6= Ki−1.
Un complexe filtre´ est la donne´e d’un complexe simplicial K et d’une filtration simpliciale. Soit Y
un sous-complexe de K. Nous dirons que Y est un sous-complexe filtre´ si la filtration induite
Y = Y ∩Kn ⊃ Y ∩Kn−1 ⊃ . . . ⊃ Y ∩K0 ⊃ Y ∩K−1 = ∅
de´finit une structure de complexe filtre´ sur Y .
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1.1.3 Les proprie´te´s locales d’un complexe filtre´ peuvent eˆtre ame´liore´es apre`s une subdivision convenable.
Ceci donne lieu a` la notion de complexe stratifie´.
Une filtration simpliciale est une bonne filtration simpliciale si pour chaque σ ∈ Ki avec Ki 6=
Ki−1, il existe τ ∈ Ki de dimension i avec:
σ < τ et σ ∩Ki−1 = τ ∩Ki−1.(7)
Cette condition demande une certaine homoge´ne´ite´ de l’inclusion Ki−1 ⊂ Ki.
Un complexe stratifie´ est la donne´e d’un complexe simplicial K et d’une bonne filtration simpliciale
ve´rifiant
Kn−1 = Kn−2.(8)
Le sous-complexe Σ = Kn−1 est la partie singulie`re de K [9]. Un sous-complexe filtre´ Y de K est un
sous-complexe stratifie´ si la filtration induite de´finit une structure de complexe stratifie´ sur Y .
Comme on l’avait annonce´ au de´but de ce travail:
Proposition 1.1.4 Toute pseudovarie´te´ stratifie´e posse`de une triangulation qui en fait un complexe
stratifie´.
De´monstration. Voir Section (1.3) ♣
1.2 De´composition d’un complexe stratifie´ K
Nous pre´sentons dans cette section la de´composition d’un complexe stratifie´ K, qui joue un roˆle analogue
a` celui de la de´composition par squelettes utilise´e a` [5]. Nous commenc¸ons par pre´senter les “morceaux”.
1.2.1 Pour chaque complexe filtre´ K et chaque simplexe α ∈ Ki − Ki−1, i ∈ {0, . . . , n}, l’entrelac
transversal de α est le complexe simplicial
Lα = {β ∈ K/α ∗ β ∈ K et β ∩Ki = ∅}.
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Rappelons que α ∗ β est le plus petit simplexe de K contenant α et β; il est naturelement identife´ avec
{ta+ (1− t)b / a ∈ α, b ∈ β et t ∈ [0, 1]}.
Le complexe re´siduel du complexe filtre´ K est le complexe simplicial
L(K) = {τ ∈ K / dim(τ ∩Km) < m},
c’est-a`-dire, la famille des simplexes deK qui rencontrent le complexeKm dans le squelette de codimension
un. Les exemples de la page 11 illustrent ces notions.
Ces espaces jouissent des proprie´te´s suivantes.
Proposition 1.2.2 Soit K un complexe stratifie´. Le complexe re´siduel L(K) et chaque entrelac trans-
versal Lα sont des sous-complexes stratifie´s de K. Ils ve´rifient
a) dim(L(K) ∩Km) = m− 1,
b) dim(L(K) ∩Ki) = i, si i 6= m et L(K) ∩Ki 6= L(K) ∩Ki−1 ,
c) dim(Lα ∩Ki) = i− dimα− 1, si Lα ∩Ki 6= Lα ∩Ki−1,
d) long(L(K)) < long(K) et long(Lα) < long(K).
De´monstration Conside´rons d’abord le complexe re´siduel L(K). Distinguons deux cas. Si m = n alors
L(K) est le squelette de codimension un de K et le re´sultat est imme´diat. Supposons m < n. Il est facile
de voir que L(K) ve´rifie (2) et (3). Ve´rifions (7), ce qui implique (4) et (6). Soit σ ∈ L(K) ∩Ki avec
L(K) ∩Ki 6= L(K) ∩Ki−1.
Si i = m, degre´ minimal, le re´sultat est imme´diat car L(K)∩Km est un complexe stratifie´ de dimension
m− 1 (le squelette de codimension un de Km).
Supposons i > m. Puisque Ki ve´rifie (7), il existe τ ∈ Ki de dimension i, avec σ < τ et σ ∩Ki−1 =
τ ∩ Ki−1. Il suffira donc de montrer que τ est un e´le´ment de L(K). Pour cela rappelons l’inclusion
Km ⊂ Ki−1, qui implique: τ ∩Km = (τ ∩Ki−1) ∩Km = (σ ∩Ki−1) ∩Km = σ ∩Km, et donc τ ∈ L(K).
Puisque (5) et (8) de´coulent des proprie´te´s analogues pour K, nous en de´duisons que L(K) est un
complexe stratifie´. Les calculs pre´ce´dents montrent aussi les proprie´te´s a) et b). Finalement, l’ine´galite´
long(L(K)) < long(K) provient du fait que la dimension de L(K) ∩Km est m− 1.
Cohomologie d’intersection mode´re´e. Un The´ore`me de deRham. 11
La de´marche de la de´monstration est analogue pour un entrelac transversal Lα, ou` α ∈ Kj −Kj−1.
Montrons (1.3.2) et d). Soit σ ∈ Lα ∩Ki avec Lα ∩Ki 6= Lα ∩Ki−1. Remarquons l’ine´galite´ i ≥ j + 1.
Ainsi α ∗ γ ∈ Ki et il existe donc γ ∈ Ki de dimension i avec α ∗ σ < γ et γ ∩Ki−1 = (α ∗ σ) ∩Ki−1.
Puisque Kj ⊂ Ki−1 on a α = γ ∩ Kj et ainsi γ = α ∗ τ , pour un certain simplexe τ avec τ ∩ Kj = ∅.
Nous pouvons donc affirmer que τ est un simplexe de Lα ∩Ki de dimension i− dimα− 1, avec σ < τ et
σ ∩Ki−1 = τ ∩Ki−1. L’ine´galite´ long(Lα) < long(K) provient du fait Lα ∩Kj = ∅. ♣
1.2.3 Ces deux types de complexes sont un cas particulier d’une notion plus ge´ne´rale utilise´e au long
de ce travail. Nous dirons que’un sous-complexe Y d’un complexe stratifie´ N est transversal (resp. L-
transversal) si, pour le cas Y ∩Ni 6= Y ∩Ni−1 (resp. Y ∩Ni 6= Y ∩Ni−1 et i diffe´rent du degre´ minimal),
on a codimY (Y ∩ Ni) = codimN (Ni); c’est-a`-dire, si Y et Ni se rencontrent en position ge´ne´rale. Par
conse´quent, l’entrelac transversal est un sous-complexe transversal et le complexe re´siduel est un sous-
complexe L-transversal.
L’exemple suivant montre que, si K est seulement un complexe filtre´, le complexe re´siduel et les
entrelacs transversaux peuvent ne pas eˆtre de complexes filtre´s. Apre`s un sous-division convenable le
complexe filtre´ devient stratifie´ ainsi que le complexe re´siduel et les entrelacs transversaux.
Complexe stratifie´
K
′ = K′3 ⊃ K
′
1 ⊃ ∅
K ′ •
α
K ′1
❅
❅❅
 
  
 
  
❅
❅❅
 
  
❍❍❍
✟✟
✟
✟✟✟
❍❍
❍
❍❍❍
✟✟✟
L(K ′)
❅
❅❅
 
  
 
  
❅
❅❅
 
  
❍❍❍
✟✟
✟
✟✟✟
❍❍
❍
❍❍❍
✟✟✟
Lα
❍❍❍
✟✟✟
Complexe filtre´
K = K3 ⊃ K1 ⊃ ∅
K •
α
K1
❅
❅❅
 
  
 
  
❅
❅❅
 
  
L(K)
❅
❅❅
 
  
 
  
❅
❅❅
 
  
Lα
•
1.2.4 Joint. Soit ∆ un complexe simplicial de dimension ℓ. Le joint ∆∗K est le quotient ∆×K× [0, 1]
par la relation
(x1, x2, 0) ∼ (x
′
1, x2, 0) et (x1, x2, 1) ∼ (x1, x
′
2, 1).
Dans le cas particulier ou` ∆ est un point, on obtient le coˆne cK. Le joint ∆ ∗K posse`de une structure
naturelle de complexe simplicial de dimension ℓ+ n+ 1: {α ∗ β / α ∈ ∆, β ∈ K} (cf. [14, pag.23]). Il a
Cohomologie d’intersection mode´re´e. Un The´ore`me de deRham. 12
aussi une structure naturelle de complexe filtre´, donne´e par la filtration:
∆ ∗K = ∆ ∗Kn ⊃ ∆ ∗Kn−1 ⊃ ∆ ∗Kn−2 ⊃ . . . ⊃ ∆ ∗K0 ⊃ ∆ ⊃ ∅.
Remarquons ne´amoins que le joint n’est pas un complexe stratifie´: conside´rer σ ∈ K a` (7).
Le complex re´siduel du joint est donne´ par: L(∆ ∗K) = K, si dim∆ = 0, et L(∆ ∗K) = ∆′ ∗K, ou`
on a e´crit ∆′ le squelette de ∆ de codimension un.
1.2.5 La comparaison entre les cohomologies d’intersection mode´re´es simpliciale et diffe´rentielle est faite
en utilisant la de´composition de K:
K = L(K) ∪ (
⋃
α∈Im
(α ∗ Lα))(9)
ou` Im est la famille des simplexes de Km de dimension m. On ve´rifie aussi la relation:
L(K) ∩ (
⋃
α∈Im
(α ∗ Lα)) =
⋃
α∈Im
L(α ∗ Lα) =
⋃
α∈Im
(δα ∗ Lα).(10)
On remarquera que chaque α ∗ Lα est un sous-complexe transversale de K (cf. (1.2.2))
1.3 Pseudovarie´te´s stratifie´es versus complexes stratifie´s.
Dans cette section nous prouvons la Proposition 1.1.4 qui assure l’existence d’une structure de complexe
stratifie´ sur une pseudovarie´te´ stratifie´e donne´e. Pour cela nous avons besoin de deux Lemmes.
Lemme 1.3.1 Soient K un complexe simplicial de dimension n et X un sous-complexe simplicial. Alors
il existe une subdivision K ′ de K ve´rifiant:
a) K(n−1) ⊂ (K ′)(n−1) et
b) pour chaque σ ∈ K ′ il existe τ ∈ K ′ , de dimension n, avec σ < τ et σ ∩X = τ ∩X.
De´monstration. Remarquons tout d’abord que graˆce a` la condition a) on peut donc supposer que K est
un simplexe et queX est une face deK. Soient {B0, . . . , Bl} les sommets de X et {A0, . . . , Ap, B0, . . . , Bl}
les sommets de K. On notera ceci par: K =< A0, . . . , Ap;B0, . . . , Bl > et X =< B0, . . . , Bl >
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Faisons la de´monstration par re´currence sur l. Si l = −1, i.e. X = ∅, il suffit de prendre K ′ = K.
Supposons donc le re´sultat de´montre´ pour les dimensions strictement infe´rieures a` l. Conside´rons la
subdivision de K qui consiste a` ajouter comme sommet le barycentre P de K. Dans ce nouveau complexe
simplicial les simplexes de dimension n sont de deux types:
• εi =< A0, . . . , Ai−1, P,Ai+1, . . . , Ap;B0, . . . , Bl >, i ∈ {0, . . . , p}
• ηj =< A0, . . . , Ap, P ;B0, . . . , Bj−1, Bj+1, . . . , Bl >, j ∈ {0, . . . , l}
Les simplexes η0, . . . , ηl ve´rifient les conditions de l’hypothe`se de re´currence. Il existe donc des sub-
divisions respectives S0, . . . , Sl ve´rifiant a) et b). Posons finalement K
′ = S0 ∪ . . . ∪ Sl ∪ ε0 ∪ . . . ∪ εp, ce
qui est bien de´fini d’apre`s a). Puisque chaque ε0, . . . , εp ve´rifie a) il reste a` montrer que, par exemple, ε0
ve´rifie b). Soit σ une face de ε0. Il y a deux possibilite´s:
1. < B0, . . . , Bl >< σ. Posons τ = ε0 ∈ K
′; il est de dimension n et ve´rifie σ < τ et τ ∩ X =<
B0, . . . , Bl >= σ ∩X.
2. Il existe j ∈ {0, . . . , l} avec Bj 6∈ σ. Alors σ < ηj . Par hypothe`se de re´currence il existe τ ∈ Sj , de
dimension n, avec σ < τ et σ ∩X ∩ ηj = τ ∩X ∩ ηj , c’est-a`-dire, σ ∩X = τ ∩X. ♣
Lemme 1.3.2 Pour toute filtration simpliciale K = Kp ⊃ Kp−1 ⊃ . . . ⊃ K0 ⊃ K−1 = ∅ il existe une
subdivision K ′ ⊳ K pour laquelle la filtration induite K ′ = K ′p ⊃ K
′
p−1 ⊃ · · · ⊃ K
′
0 ⊃ K
′
−1 = ∅, est une
bonne filtration simpliciale.
De´monstration. Soit i ≥ 0 le plus grand entier pour lequel la filtration Ki ⊃ Ki−1 ⊃ . . . ⊃ K0 ⊃ K−1 =
∅ soit une bonne filtration simpliciale. Nous allons construire une subdivision K ′⊳K telle que la filtration
induite K ′i+1 ⊃ K
′
i ⊃ · · · ⊃ K
′
0 ⊃ K
′
−1 = ∅, soit une bonne filtration simpliciale. Une application re´ite´re´e
de cet argument termine la de´monstration.
Soit K ′i+1 ⊳ Ki+1 la subdivision donne´e par le Lemme pre´ce´dent applique´e a` X = Ki ⊂ Ki+1. La
filtration K ′i+1 ⊃ Ki ⊃ · · · ⊃ K0 ⊃ K−1 = ∅ , est bien de´finie (cf. (1.3.1 a))) et c’est une bonne
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filtration simpliciale (cf. (1.3.1 b))). Comple´tons la subdivision. D’apre`s [14, pag.32] , pour chaque
j ∈ {i+ 2, . . . , p} il existe une subdivision K ′j ⊳ Kj avec K
′
j−1 ⊂ K
′
j . Il suffit de conside´rer K
′ = K ′p ⊃
K ′p−1 ⊃ · · · ⊃ K
′
i+1 ⊃ Ki ⊃ · · · ⊃ K0 ⊃ K−1 = ∅ . ♣
1.3.3 De´monstration de la Proposition 1.1.4. Conside´rons sur K une filtration K = Kn ⊃ Kn−1 =
Σ ⊃ . . . ⊃ K0 ⊃ K−1 = ∅, par des sous-complexes simpliciaux ve´rifiant 6. Elle devient simpliciale
apre`s subdivision barycentrique. Puisque toute filtration simpliciale reste telle apre`s subdivision, il suffit
d’appliquer le Lemme pre´ce´dent pour avoir le re´sultat cherche´. ♣
Dans le reste de ce travail, K sera un complexe stratifie´ de dimension n et de filtration K = Kn ⊃
Kn−1 = Σ ⊃ . . . ⊃ K0 ⊃ K−1 = ∅.
2 Cohomologie d’intersection
Nous introduisons et e´tudions dans cette section la cohomologie d’intersection d’un complexe stratifie´ K.
Nous pre´sentons cette cohomologie du point de vue simplicial et non PL (cf. [13]).
On fixe pour la suite un anneau unitaire commutatif R comme syste`me de coefficients.
2.1 Cohomologie d’intersection d’un complexe stratifie´.
2.1.1 Une perversite´ p est une suite d’entiers (p2, . . . , pn) ve´rifiant p2 = 0 et pk ≤ pk+1 ≤ pk + 1 pour
tout k ∈ {2, . . . , n− 1}. Un simplexe σ ∈ K de dimension j est permis (ou p-permis) si:
dim(σ ∩Kn−k) ≤ j − k + pk(11)
pour tout k ∈ {2, . . . , n − 1}. On remarquera que si σ est un simplexe permis alors σ ∩ Σ est dans le
squelette de codimension 2 de σ.
Soit σ un simplexe de K et k le plus grand entier ve´rifiant σ ∩ Kn−k 6= ∅. Supposons k 6= 0, i.e.
σ ∩Σ 6= 0. Le simplexe σ s’e´crit sous la forme β ∗ γ, avec β = σ ∩Kn−k. D’apre`s (11) on a l’e´quivalence:
σ est p-permis ⇐⇒ dimγ ≥ k − 1− pk et γ est p-permis.(12)
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2.1.2 Le complexe des chaˆınes simpliciales (a` supports compacts) de K est note´ C∗(K;R), R
e´tant le syste`me de coefficients. Un e´le´ment de C∗(K;R) est donc une somme finie
∑
i∈I riσi , ou`
ri ∈ R et σi ∈ K. L’ope´rateur bord habituel sera note´ ∂. Le complexe des cochaˆınes simpliciales
de K est note´ C∗(K;R) = Hom(C∗(K;R);R). On notera d l’ope´rateur dual de ∂. La cohomologie de
(C∗(K;R), d) est H∗(K;R).
Une chaˆıne
∑
i∈I riσi est permise (ou p-permise) si chaque σi, avec ri 6= 0, est permis. On posera:
ICp∗ (K;R) = {c ∈ C∗(K;R)/c et ∂c sont des chaˆınes permises },
c’est un sous-complexe diffe´rentiel de C∗(K;R). Soit IC
∗
p(K;R) le complexe dual Hom(IC
∗
p(K;R);R).
L’homologie de (ICp∗ (K;R), ∂) sera l’homologie d’intersection de K, note´e IH
p
∗ (K;R). La cohomo-
logie de (IC∗p(K;R), d) sera la cohomologie d’intersection de K, note´e IH
∗
p (K;R). Observons que
tous ces complexes de´pendent non seulement de K, mais aussi de la filtration de K. Remarquons aussi
que tout isomorphisme entre deux complexes stratifie´s K et K ′ (cf. (1.1.1)) induit un isomorphisme de
modules entre l’homologie (resp. la cohomologie) d’intersection de K et K ′. Si K ne posse`de pas de
partie singulie`re alors IH∗p (K) est la cohomologie simpliciale habituelle H
∗(K).
Remarquons que les de´finitions pre´ce´dentes ont encore un sens si K est un complexe filtre´.
2.1.3 Conside´rons A une pseudovarie´te´ stratifie´e et notons IHp∗(A;R) l’homologie d’intersection de´finie
dans [9]. Fixons maintenant T une triangulation sur A qui en fait un complexe stratifie´ (1.1.4). D’apre`s
[13, Appendice] les modules IHp∗ (A;R) et IH
p
∗(A;R) sont isomorphes; la fle`che e´tant induite par l’inclu-
sion line´aire de T dans A. Dans la suite on identifiera IHp∗ (A;R) et IH
p
∗(A;R).
Entre la cohomologie d’intersection de K et celle des sous-complexes stratifie´s de K il y a la relation
suivante.
Proposition 2.1.4 Soit Y un sous-complexe stratifie´ de K. Alors:
a) ICp∗ (K;R) ∩ C∗(Y ;R) = IC
p
∗ (Y ;R), si Y est transversal, et
b) ICp∗ (K;R) ∩ C∗(L(K);R) = IC
r¯
∗(L(K);R), si L(K) n’est pas transversal et r¯ est la perversite´
de´finie par:
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rt =

pt si t < n−m+ 1
pt−1 + 1 si t = n−m+ 1
pn−m + 1 si t > n−m+ 1.
Cette perversite´ sera appele´e perversite´ re´siduelle.
De´monstration. a) Soit σ un simplexe de Y de dimension j et Y ∩Kn−k 6= Y ∩Kn−k−1. La condition
(11) devient:
• dim(σ ∩ Y ∩Kn−k) ≤ j − k + pk, dans K ∩ Y , et
• dim(σ ∩Kn−k) ≤ j − k + pk, dans K.
Puisque σ ∩ Y ∩ Kn−k = σ ∩ Kn−k et codY (Y ∩ Kn−k) = k les deux conditions pre´ce´dentes sont
e´quivalentes, d’ou` le re´sultat.
b) On proce`de de la meˆme fac¸on en tenant compte des e´galite´s: codL(K)(L(K)∩Km) = n−m+1 et
j − (n−m) + pn−m = j − (n−m+ 1) + rn−m+1, pour le cas dimL(K) = n. ♣
Remarquons que les sous-complexes suivants de K ve´rifient la condition a): Lα, α ∗ Lα avec α ∈ K;
le sous-complexe K de ∆ ∗K. Pour le cas ou` le complexe re´siduel n’est pas transversal, nous avons eu
besoin d’introduire la notion de perversite´ re´siduelle; en fait, la seule diffe´rence significative entre p et r¯
se trouve dans les termes (n−m) et (n−m− 1), ce qui correspond au passage Km → L(K)∩Km. Cette
meˆme siuation de changement de perversite´ dans le passage aux sous-complexes se trouve dans ([9, page
144]). Pour unifier la notation on posera r¯ = p pour le cas ou` L(K) est transversal.
En termes de cochaˆınes le re´sultat pre´ce´dent se traduit comme suit:
Proposition 2.1.5 La restriction des cochaˆınes induit les applications:
a) IC∗p(K;R) −→ IC
∗
p(Y ;R) si Y est transversal,
b) IC∗p(K;R) −→ IC
∗
r¯ (L(K);R).
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2.2 Calcul de IH∗p (K,L(K);R).
Nous montrons dans la suite comment obtenir la cohomologie d’intersection de K a` l’aide de la cohomo-
logie d’intersection de L(K) et de celle des α ∗ Lα, ou` α parcourt la famille des simplexes de K dont la
dimension est e´gale au degre´ minimal.
Nous commenc¸ons avec un Lemme qui sera utile dans la suite. Rappelons que le support d’une
chaˆıne ξ ∈ C∗(K;R), note´ ξ, est la re´union des simplexes dont les coefficients dans ξ sont diffe´rents de
ze´ro.
Lemme 2.2.1 Soit ξ une chaˆıne de ICp∗ (K;R). Soit k le plus grand entier ve´rifiant ξ∩Kn−k 6= ∅. Alors
ξ s’e´crit de fac¸on unique sous la forme:
ξ =
∑
α∈I
α ∗ γα + ξ
′(13)
ou`
a) ξ′ ∈ ICp∗ (K;R) avec ξ′ ∩Kn−k = ∅,
et pour chaque α ∈ I
b) α ∈ Kn−k −Kn−k−1,
c) γα est une chaˆıne non nulle de IC
p
>k−1−pk
(Lα;R) + (IC
p
k−1−pk
(Lα;R) ∩ ∂
−1(0)),
d) α ∗ γα ∈ IC
p
∗ (α ∗ Lα;R).
De´monstration. Remarquons que la condition d) implique que ξ′ est un e´le´ment de ICp∗ (K;R) (cf.
(2.1.4)). D’autre part, c) implique d) (cf. (12)). Il suffit donc de construire (13) ve´rifiant ξ′ ∩Kn−k = ∅,
b) et c).
La chaˆıne ξ s’e´crit de fac¸on unique sous la forme ξ =
∑
α∈I α ∗ γα + ξ
′, ou` ξ′ est une chaˆıne de
C∗(K;R) avec ξ
′ ∩Kn−k = ∅, α ∈ Kn−k −Kn−k−1 et γα est une chaˆıne non nulle de C∗(Lα;R). Il reste
donc a` montrer c). Puisque ξ est permise, les chaˆınes α ∗ γα sont permises; d’apre`s (12) chaque chaˆıne
γα est aussi permise et appartient a` C≥k−1−pk(Lα;R).
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Posons I0 = {α ∈ I de dimension maximale } et I1 son comple´mentaire. Le bord de ξ s’e´crit, au signe
pre`s ∂ξ = ±
∑
α∈I0
α ∗ ∂γα ±
∑
α∈I1
α ∗ ∂γα ±
∑
α∈I0
∂α ∗ γα ±
∑
α∈I1
∂α ∗ γα, ± ∂ξ
′ avec la convention 0 ∗
· = 0. Remarquons que, d’apre`s le choix de I0, les termes α ∗ ∂γα, pour α ∈ I0, ne sont pas elimine´s
dans l’e´criture de ∂ξ. En raisonnant comme plus haut, on montre que, pour α ∈ I0, les chaˆınes ∂γα sont
permises et appartiennent a` C≥k−1−pk(Lα;R). Ceci montre la proprie´te´ c) pour α ∈ I0. On termine la
de´monstration en conside´rant la chaˆıne ξ′ = ξ −
∑
α∈I0 α ∗ γα. ♣
Une premie`re conse´quence de ce Lemme est la
Proposition 2.2.2 La restriction ρ : IC∗p(K;R) −→ IC
∗
r¯ (L(K);R) est un epimorphisme diffe´rentiel.
De´monstration. D’apre`s le Lemme pre´ce´dent et (2.1.4) toute chaˆıne ξ ∈ ICp∗ (K;R) posse`de une et une
seule de´composition de la forme ξ =
∑
α∈Im α ∗ γα + ξ1 ou` ξ1 ∈ IC
r¯
∗(L(K);R) et γα ∈ IC
p
∗ (Lα;R) pour
chaque α ∈ Im. On de´finit une section S de la restriction en posant S(F )(ξ) = F (ξ1). La restriction ρ
commute avec les diffe´rentielles. ♣
2.2.3 De´signons par IC∗p(K,L(K);R) le noyau de la restriction IC
∗
p(K;R) → IC
∗
r¯ (L(K);R) et par
IH∗p (K,L(K);R) la cohomologie correspondante. On a la suite exacte
0 −→ IC∗p(K,L(K);R) −→ IC
∗
p(K;R) −→ IC
∗
r¯ (L(K);R) −→ 0
qui donne lieu a` la suite exacte de la paire (K,L(K))
· · · → IH i−1r¯ (L(K);R)→ IH
i
p(K,L(K);R)→ IH
i
p(K;R)→ IH
i
r¯(L(K);R)→ · · · .
Si K0 6= ∅ le complexe re´siduel est la re´union des coˆnes cLα , α ∈ K0. On trouve donc la relation
IH∗p (K,L(K);R)
∼=
∏
α∈K0
IH∗p (α ∗ Lα, Lα = L(α ∗ Lα);R).
Notre objectif est d’e´tendre cette relation au cas ge´ne´ral.
Soit ∆ le simplexe standard de dimension l. Rappelons que δ∆ de´signe le bord de ∆ conside´re´ comme
complexe simplicial. Le complexe δ∆ ∗K est justement le complexe re´siduel de ∆ ∗K. Pour l = 0 on
posera δ∆ ∗K = K. Le re´sultat principal de cette section s’enonce:
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Proposition 2.2.4 La restriction des cochaˆınes induit un isomorphisme
IH∗p (K,L(K);R)
∼=
∏
α∈Im
IH∗p (α ∗ Lα, δα ∗ Lα;R),
ou` Im est l’ensemble des simplexes de Km de dimension maximale m.
De´monstration. Remarquons que le module IC∗p(K,L(K);R) est isomorphe au module quotient
Hom(ICp∗ (K;R) / IC
r¯
∗(L(K);R);R). Il suffira donc de prouver que l’inclusion de complexes induit
un isomorphisme au niveau de quotients:
ICp∗ (K;R)
IC r¯∗(L(K);R)
∼=
⊕
α∈Im
ICp∗ (α ∗ Lα;R)
IC r¯∗(δα ∗ Lα;R)
Appliquons le Lemme
2.2.1 a` k = n−m. Toute chaˆıne ξ ∈ ICp∗ (K;R) s’e´crit donc sous la forme:
ξ =
∑
α∈Im
α ∗ γα + ξ
′′ avec ξ′′ =
∑
β∈Km−Im
β ∗ γβ + ξ
′(14)
ou` γα ∈ IC
p
∗ (Lα;R), α∗γα ∈ IC
p
∗ (α∗Lα;R) et ξ
′′ ∈ ICp∗ (K;R) avec dim(ξ′′∩Km) < m. Cette dernie`re
condition implique que ξ′′ est une chaˆıne de IC r¯∗(L(K);R) (cf. (2.1.4)). Par conse´quent on a l’e´galite´:
ICp∗ (K;R) =
∑
α∈Im
ICp∗ (α ∗ Lα;R) + IC
r¯
∗(L(K);R). Ainsi
ICp∗ (K;R)
IC r¯∗(L(K);R)
=
∑
α∈Im
ICp∗ (α ∗ Lα;R) + IC
r¯
∗(L(K);R)
IC r¯∗(L(K);R)
,
qui est isomorphe a`
∑
α∈Im
ICp∗ (α ∗ Lα;R)∑
α∈Im
ICp∗ (α ∗ Lα;R) ∩ IC
r¯
∗(L(K);R)
. Puisque δα ∗ Lα est le complexe re´siduel de
α ∗ Lα nous avons IC
p
∗ (α ∗ Lα;R) ∩ IC
r¯
∗(L(K);R) = IC
r¯
∗(L(δα ∗ Lα;R) (cf. (2.1.4)). Le quotient
pre´ce´dent devient
∑
α∈Im
ICp∗ (α ∗ Lα;R)∑
α∈Im
IC r¯∗(δα ∗ Lα;R),
qui n’est rien d’autre que
⊕
α∈Im
ICp∗ (α ∗ Lα;R)
IC r¯∗(δα ∗ Lα;R)
. Il est aise´ de
voir que l’isomorphisme est donne´ par l’inclusion. ♣
2.3 Lemme de Poincare´
Le complexe ∆ ∗K, ou` ∆ est le simplexe standard de dimension l, est un complexe filtre´ de dimension
n+ l+1. Dans ce paragraphe nous calculons IH∗p (∆ ∗K;R) a` partir de IH
∗
p (K;R). C’est le calcul local
caracte´ristique de la cohomologie d’intersection, qui joue le roˆle du Lemme de Poincare´ de [18].
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Nous commenc¸ons par de´crire les e´le´ments de ICp∗ (∆ ∗K;R) a` l’aide des e´le´ments de IC
p
∗ (K;R). Le
complexe tronque´ de K (cf. [10, pag.93]) est le complexe diffe´rentiel:
τCp∗ (K;R) =
⊕
j>n−pn+1
ICpj (K;R)⊕ (IC
p
n−pn+1(K;R) ∩ ∂
−1(0)).
En appliquant (2.2.1) pour k = n+ 1, toute chaˆıne ξ ∈ ICp∗ (∆ ∗K;R) s’e´crit de fac¸on unique sous la
forme:
ξ =
∑
α∈∆
α ∗ γα + ξ
′,(15)
ou` γα ∈ τC
p
∗ (K;R) et ξ
′ ∈ ICp∗ (K;R).
Lemme 2.3.1 L’application
f : C∗(∆;R)⊗ τC
p
∗ (K;R) −→
ICp∗ (∆ ∗K;R)
ICp∗ (K;R)
(16)
de´finie par line´arite´ a` partir de f(α⊗ β) = [[α ∗ β]] (classe de α ∗ β), α ∈ ∆ et β ∈ K est un isomor-
phisme diffe´rentiel de degre´ +1.
De´monstration. D’apre`s (12) le simplexe α∗β est permis, l’application f est donc bien de´finie. L’inverse
est donne´e par f−1(ξ¯) =
⊕
α∈∆(α⊗γα) (cf. (15)). Il suffit de montrer que f commute avec la diffe´rentielle;
puisque dimβ > 0 (n− pn+1 ≥ 1) il faut distinguer deux cas d’apre`s la dimension de α:
• Soit dimα > 0, alors f(∂(α⊗β)) = f(∂α⊗β+(−1)dimα−1α⊗∂β) = [[∂α∗β+(−1)dimα−1α∗∂β]] =
[[∂(α∗β)]] = ∂¯f(α⊗β), ou` ∂¯ de´signe la diffe´rentielle induite par ∂ sur le quotient ICp∗ (∆∗K;R)/IC
p
∗ (K;R).
• Soit dimα = 0, alors f(∂(α⊗ β)) = f((−1)dimα−1α⊗ ∂β) = [[(−1)dimα−1α ∗ ∂β]] =
[[ β + (−1)dimα−1α ∗ ∂β]] = [[∂(α ∗ β)]] = ∂¯f(α⊗ β). ♣
2.3.2 Remarquons que le dual de ICp∗ (∆ ∗ K;R)/IC
p
∗ (K;R) est naturellement isomorphe a` IC
∗
p(∆ ∗
K,K;R). En appliquant le foncteur Hom a` (16) et en tenant compte de ([17, pag.245]) et du fait que
C∗(∆;R) est libre, on a l’isomorphisme diffe´rentiel de degre´ -1:
Hom(f) : IC∗p(∆ ∗K,K;R) −→ C
∗(∆;R)⊗Hom(τCp∗ (K;R);R).
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Puisque le simplexe ∆ est contractile, la cohomologie du produit tensoriel est isomorphe a`
H∗(Hom(τCp∗ (K;R);R) (cf. [17, pag.230]). Ainsi, l’application
g∗ : H∗(Hom(τCp∗ (K;R);R) −→ IH
∗−1
p (∆ ∗K,K;R)
de´finie a` partir de g(F )([[α ∗ γα]]) =

0 si dimα 6= 0
F (γα) si dimα = 0
est un isomorphisme de modules. On est
finalement arrive´ a` la
Proposition 2.3.3 L’inclusion K ⊂ ∆ ∗K induit l’isomorphisme de modules
IH ip(∆ ∗K;R)
∼=

IH ip(K;R) si i ≤ n− 1− pn+1
0 si i ≥ n− pn+1
De´monstration. Puisque L · · · L︸ ︷︷ ︸
l+1 - fois
(∆ ∗ K) = K (cf. (1.2.4)) et en tenant compte de (2.2.2), on a la
suite exacte:
0→ IC∗p(∆ ∗K,K;R)→ IC
∗
p(∆ ∗K;R)→ IC
∗
p(K;R)→ 0.(17)
Elle a une section donne´e par S(F )(ξ =
∑
α∈∆ α ∗ γα + ξ
′) = F (ξ′). En utilisant l’isomorphisme g∗, le
connectant de cette suite devient la restriction IH∗p (K;R)→ H
∗(Hom(τCp)∗(K;R);R). Pour terminer
il suffit de remarquer que la restriction induit l’isomorphisme:
H i(Hom(τCp∗ (K;R);R)
∼=

0 si i < n− pn+1
IH ip(K;R) si i ≥ n− pn+1,
puis d’e´crire la suite exacte longue associe´e a` (17). ♣
3 Eclatement
Dans cette section nous introduisons l’e´clate´ K˜ du complexe stratifie´ K. C’est un complexe prismatique
a` bord obtenu a` partir de K en remplac¸ant chaque point de Σ par son entrelac transversal. Cette notion
correspond a` la re´solution des singularite´s de [19] et au de´plissage simplicial de [2]. A l’aide de cet
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outil nous de´finissons dans la section suivante les formes d’intersection mode´re´es; elles sont des formes
diffe´rentielles de K − Σ qui deviennent des formes globales sur le´clate´ K˜.
Nous commenc¸ons par l’e´tude locale de l’e´clatement.
3.1 Eclatement local
La filtration de K induit sur chaque simplexe σ une filtration par faces. L’e´clatement de σ (e´clatement
local) consiste a` remplacer chaque point singulier par (l’e´clatement de) son entrelac transversal. L’objet
ainsi construit est un prisme.
Dans (1.2.4) on a de´fini le coˆne d’un simplexe σ ∈ K comme e´tant le quotient σ × [0, 1]/σ × {0};
nous noterons [x, t] un e´le´ment ge´ne´rique du coˆne et s son sommet [x, 0]. Pour e´viter toute confusion, on
posera cσ = s si σ = ∅.
Fixons pour la suite un simplexe σ ∈ K − Σ.
3.1.1 Rappelons que la trace de chaque Ki sur σ est une face de σ (cf. (5)). Pour chaque i ∈ {0, . . . , n},
notons σi la face de σ ∩ Ki oppose´e a` σ ∩ Ki−1, c’est-a`-dire, σ ∩ Ki = σ ∩ Ki−1 ∗ σi. Pour e´viter un
traitement particulier du cas σi = ∅ (ce qui arrive pour i = n− 1) on adoptera la convention ∅ ∗ − = −.
On obtient ainsi: σ = σ0 ∗ σ1 ∗ · · · ∗ σn−1 ∗ σn, que l’on appelle de´composition induite de σ. La face
σ ∩ Σ est la face singulie`re de σ. La face σn, qui est non vide si σ 6∈ Σ, est la face re´gulie`re de σ;
c’est en fait, la plus grande face de σ incluse dans K − Σ.
L’e´clate´ de σ est le prisme σ˜ = cσ0 × cσ1 × · · · × cσn−1 × σn, et l’e´clatement de σ est l’application
µσ : σ˜ → σ de´finie par:
µσ([x0, t0], . . . , [xn−1, tn−1], xn) =
t0x0 + (1− t0)t1x1 + · · ·+ (1− t0) · · · (1− tn−2)tn−1xn + (1− t0) · · · (1− tn−1)xn.
Voyons trois exemples, dont le troisie`me avec deux strates singulie`res.
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L’application µσ est cellulaire: soient (~ai, si) les coordonne´es barycentriques de [xi, ti] ∈ c∆i, i ∈
{0, . . . , n − 1}, et ~an les coordonne´es barycentriques de xn ∈ ∆n, alors celles de µ([x0, t0], . . . ,
[xn−1, tn−1], xn) sont (~a0, s0~a1, . . . , s0 · · · sn−1~an); l’application µσ envoie bien les faces de ∆˜ sur les faces
de ∆ de fac¸on diffe´rentiable.
La restriction de µσ a` σ˜ − µ
−1
σ (Σ) (ouvert dense de σ˜) est un diffe´omorphisme sur σ − Σ. Si x est
un point de σi, avec i 6= n, son image re´ciproque est isomorphe au prisme cσi+1 × · · · × cσn−1 × σn,
c’est-a`-dire, l’e´clate´ du “entrelac transversal” σi+1 ∗ · · · ∗ σn−1 ∗ σn de x dans σ.
Bien plus, toute face τ de σ admet un e´clate´ τ˜ . Si τ n’est pas incluse dans la partie singulie`re de K
(i.e. τn 6= ∅), alors τ˜ = cτ0 × · · · × cτn−1 × τn est un face de σ˜ = cσ0 × · · · × cσn−1 × σn.
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3.1.2 Bord. Le processus d’e´clatement fait apparaˆıtre de nouvelles faces dans le bord de σ˜. Nous
de´crivons maintenant la relation entre l’e´clate´ du bord et le bord de l’e´clate´. Pour simplifier la situation
nous nous plac¸erons dans l’hypothe`se
codσ(σ ∩ Σ) ≥ 2;(18)
c’est avec ce type de simplexes que nous travaillerons dans la section 5.
Soient F une face de codimension un de σ˜ et C = µ(F ), la correspondante de σ. Il y a trois types:
(a.1) F = cσ0 × · · · × cσi−1 × cFi × cσi+1 × · · · × cσn−1 × σn, ou` Fi est
une face de codimension un de σi,
(a.2) F = cσ0 × · · · × cσn−1 × Fn, ou` Fn est une face de codimension un
de σn,
(b) F = cσ0 × · · · × cσi−1 × (σi × {1})× cσi+1 × · · · × cσn−1 × σn.
Lorsque F parcourt les faces de type (a.1) et (a.2) on ve´rifie aise´ment que C parcourt les faces de
codimension un de F . Pour le troisie`me type on voit que C est la face σ0∗· · ·∗σi = σ∩Ki. On remarquera
que dans ce cas la restriction de µ a` F est la projection canonique de F sur cσ0×· · ·×cσi−1×σi compose´e
avec µσ0∗···∗σi ; en particulier, la restriction de µ a` l’inte´rieur de F est une submersion sur l’inte´rieur de
C.
Conside´rons sur σ˜ l’orientation qui fait de µ un morphisme pre´servant l’orientation (comme µ est un
diffe´omorphisme a` l’inte´rieur de σ˜, c’est toujours possible !). Nous e´crivons donc les bords oriente´s ∂σ˜ et
∂σ en tenant compte de l’orientation induite. D’apre`s les observations pre´ce´dentes, on a la relation
∂σ˜ = ∂˜σ + ∂bσ˜(19)
ou` ∂˜σ est la chaˆıne constitue´e par les e´clatements des faces de codimension un de σ (cf. (18)) et ∂bσ˜ est
la chaˆıne forme´e par les faces de σ de type (b). On remarquera en particulier que l’e´clatement du bord
∂σ ne co¨ıncide pas avec le bord de l’e´clatement de σ.
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3.2 Eclatement de K
L’e´clatement de K consiste a` remplacer chaque simplexe de K de dimension n par son e´clate´ local.
L’objet ainsi construit est un complexe prismatique. Passons aux de´finitions pre´cises.
3.2.1 L’e´clate´ de K, note´ K˜, est la re´union des faces de σ˜, ou` σ est un simplexe de dimension n de
K − Σ, c’est-a`-dire:
K˜ =
⋃
{η < σ˜/ avec σ ∈ K −K(n−1)},
ou` “<” indique “face de”. L’e´clatement de K est l’application µ = µK : K˜ → K de´finie par
µ(x) = µσ(x), si x ∈ σ pour σ ∈ K − Σ.
D’apre`s la construction de µσ, cette application est bien de´finie.
L’application µ est cellulaire. La restriction de µ a` K˜−µ−1(Σ) (ouvert dense de K˜) est un home´omor-
phisme sur K − Σ.
L’e´clate´ du tore pince´ (cf. [9]):
est le cylindre
Plus ge´ne´ralement, si la dimension du lieu singulier Σ est 0, l’e´clate´ K˜ est construit de la fac¸on suivante.
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Conside´rons C(Σ,K) le complement simplicial de Σ dans K (cf. [14]). L’e´clate´ de K est la somme
amalgame´e
K˜ = C(Σ,K)
∐(∐
z∈Σ
Lz × [0, 1]
)/
∼
ou` x ∼ (x, 1) si x ∈ Lz avec z ∈ Σ. La structure prismatique de K˜ est de´finie naturellement a` partir de
la structure simpliciale de K. L’e´clatement µK est de´fini par
µK(x˜) =

x˜ si x˜ ∈ C(Σ,K)
tx+ (1− t)z si x˜ = (x, t) ∈ Lz × [0, 1], z ∈ Σ.
On conside`rera dans la suite le complexe prismatique auxiliaire P = cK × · · · × cK︸ ︷︷ ︸
n fois
×K. Remarquons
que K˜ est inclus naturellement dans P .
Comme on l’avait annonce´
Proposition 3.2.2 L’ensemble K˜ est un sous-complexe prismatique de P de dimension n.
De´monstration. Il suffit de ve´rifier les conditions (2), (3) et (4). La premie`re et la troisie`me de´coulent
directement de la de´finition. Pour la deuxie`me nous remarquons que P est un complexe prismatique. ♣
La relation entre l’e´clatement d’un sous-complexe de K et K˜ lui-meˆme est donne´e par la
Proposition 3.2.3 Soit Y un sous-complexe stratifie´ non inclus dans la partie singulie`re de K. Alors
il existe une et une seule injection ι : Y˜ → K˜ telle que µKι = µY et ι soit un isomorphisme sur le
sous-complexe prismatique ι(Y˜ ) de K˜.
De´monstration. Soit τ ∈ Yl − Yl−1, avec l = dimY . Nous avons deux de´compositions de τ : τ =
τi0 ∗ · · · ∗ τil−1 ∗ τil dans Y , et τ = τ0 ∗ · · · ∗ τn dans K, avec: {i0, . . . il} ⊂ {0, . . . , n}, il = n (τ 6∈ Σ) et
τj = ∅ si j 6∈ {i0, . . . , il}. Les e´clatements respectifs sont naturellement isomorphes car: τ˜(dans K) =
τ˜(dans Y ) × {sommet de c∅} × · · · × {sommet de c∅}︸ ︷︷ ︸
(n−l)-fois
. L’application ι ainsi construite est injective, est
un isomorphisme sur un sous-complexe de K˜ et ve´rifie la relation µKι = µY . L’unicite´ provient du fait
que µK posse`de une inverse sur K − Σ et du fait que Y − Σ est un sous-ensemble dense de Y . ♣
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Pour e´viter des complications techniques, on identifiera Y˜ evec i(Y˜ ) et on dira que Y˜ est un sous-
complexe prismatique de K˜. Avec cette meˆme identification on remarquera que l’on a K˜ = K, si la
partie singulie`re de K est vide.
3.2.4 Pour le joint ∆ ∗ K (cf. (1.2.4)) l’e´clate´ est le prisme c∆ × K˜ et l’e´clatement est l’application
µ∆∗K : c∆× K˜ → ∆ ∗K de´finie par µ∆∗K([x, t], y) = tx+ (1− t)µ(y).
La de´composition de K (cf. (9)) induit la de´composition suivante de K˜ en sous-complexes prisma-
tiques:
K˜ = L˜(K) ∪ (
⋃
α∈Im
( ˜α ∗ Lα)), avec L˜(K) ∩ ( ⋃
α∈Im
( ˜α ∗ Lα)) = ⋃
α∈Im
˜L(α ∗ Lα).
3.3 Rele`vement de Σ
Dans l’e´clatement de K, chacun des Ki de Σ devient une face de K˜, ces faces sont en position ge´ne´rale.
Ceci est traˆıte´ dans ce paragraphe.
3.3.1 Remarquons que si σ est un simplexe de K alors, pour i entre 0 et n − 1, l’image re´ciproque
µ−1(σ∩Ki) est la re´union des cσ0×· · ·×cσj−1× (σj×{1})×cσj+1×· · ·×cσn−1×σn, pour j entre 0 et i;
c’est la re´union de i+1 faces de codimension un en position ge´ne´rale. Ainsi, pour chaque i ∈ {0, . . . , n−1}
on posera
Ki =
⋃
{η < cσ0 × · · · × cσi−1 × (σi × {1})× cσi+1 × · · · × cσn−1 × σn / σ ∈ K −K
(n−1)},
que l’on appelera i-face de K˜ (cf. [19]). Dans le cas ou` K n’a pas de bord, le complexe K˜ est a` bord et
son bord est constitue´ par les i-faces, d’ou` la de´finition.
Proposition 3.3.2 Les faces de K˜ ve´rifient les proprie´te´s suivantes:
a) chaque face non vide est un sous-complexe prismatique de codimension un,
b) les faces se trouvent en position ge´ne´rale,
c) µ envoie Ki sur Ki, et
d) µ−1(Ki −Ki−1) = Ki −
⋃
j<iKj.
De´monstration. La de´monstration de a) est e´vidente. Pour b) il suffit de remarquer l’e´galite´
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cσ0 × · · · × cσi−1 × (σi × {1})× cσi+1 × · · · × cσn−1 × σn ∩
cσ0 × · · · × cσj−1 × (σj × {1})× cσj+1 × · · · × cσn−1 × σn =
cσ0 × · · · × cσi−1 × (σi × {1})× cσi+1 × · · · × σj−1 × (σj × {1})× cσj+1 × · · · × cσn−1 × σn
pour i < j. Pour c) on la relation µ(cσ0×· · ·×cσi−1×(σi×{1})×cσi+1×· · ·×cσn−1×σn) = σ0∗· · ·∗σi−1∗σi.
Finalement, pour d) il faut tenir compte de l’e´galite´ µ−1(σ ∩Ki) =
⋃
j<i σ˜ ∩ Kj . ♣
Remarquons que les de´finitions pre´ce´dentes ont encore un sens si K est un complexe filtre´. La relation
entre les faces de K˜ et les e´clatements des sous-complexes de K est donne´e par la
Proposition 3.3.3 Soit Y un sous-complexe stratifie´ de K non inclus dans la partie singulie`re. Si
Y ∩Ki 6= Y ∩Ki−1 alors Yj = Y˜ ∩ Ki, ou` j = dimY ∩Ki.
De´monstration. Il suffit de remarquer que (avec les notations de (3.2.3)) si τ ∈ Yl − Yl−1 alors nous
avons τij = τi. ♣
3.4 Complexe de Cenkl-Porter
Dans [5] Cenkl et Porter ont montre´ comment calculer la cohomologie modere´e d’un complexe simplicial
a` l’aide de formes diffe´rentielles. Pour cela ils ont introduit la “cubication” d’un complexe simplicial,
notion que nous rappelons et e´tendons a` l’e´clate´ d’un complexe stratifie´.
3.4.1 La cubication de ∆, simplexe standard de dimension l, est un proce´de´ qui de´compose ∆ en un
complexe cubique forme´ de l + 1 cubes de dimension l. Ces cubes s’appuient dans les sommets de la
de´composition barycentrique de ∆.
La cubication de Cenkl-Porter (en abre´ge´ cubication) de ∆, note´e ∆
✷
, est de´finie par induction
sur l. Pour l = 0, on posera ∆
✷
= ∆. Pour le cas ge´ne´ral fixons S une face de codimension un de ∆
et s le sommet oppose´. Le simplexe ∆ est le coˆne cS, ou` on a identife´ S avec S × {1}. Par hypothe`se
de re´currence nous avons de´compose´ S en l cubes {Ci}
i=l−1
i=0 . La cubication de ∆ est constitue´e par les
cubes de dimension l suivants:
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• le cube engendre´ par les sommets {P i0, . . . , P
i
2l−1
, Qi0, . . . , Q
i
2l−1
} , pour i ∈ {0, . . . , l−1}, ou` {P i0, . . . ,
P i
2l−1
} est l’ensemble des sommets de Ci et Q
i
j est le barycentre de {face dont le barycentre est
P ij} ∗ {s}, pour j ∈ {0, . . . , 2
l−1}, et
• le cube ♦
S
engendre´ par {Qij/i ∈ {0, . . . , l − 1} , j ∈ {0, . . . , 2
l−1}} ∪ {s}.
On remarquera que la famille des cubes de la cubication ∆
✷
qui rencontrent S est un complexe cubique
isomorphe a` S
✷
× [0, 1]. Le complexe ∆
✷
se de´compose ainsi en deux parties:
∆
✷
= (S
✷
× [0, 1]) ∪ ♦
S
(20)
dont l’intersection est S
✷
× {0}.
✧
✧
✧
✧
❜
❜
❜
❜
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
z × {1}
z × [0, 1]
z × {0}
♦
S
S
✷
cubication de cS
Puisque la cubication ainsi de´finie est compatible avec les faces (la restriction de la cubication a` une
face de ∆ est la cubication de la face en question), nous pouvons l’e´tendre aux complexes simpliciaux.
Ainsi, la cubication d’un complexe simplicial K de dimension n, note´e K
✷
, est le complexe cubique de
dimension n obtenu par cubication des simplexes de K.
3.4.2 Soit Π = σ0× · · · × σp un prisme. La cubication de Π, note´e Π✷ , est le complexe cubique obtenu
comme produit de (σ0)
✷
, . . . , (σp)
✷
. Bien suˆr, si Π est un simplexe alors cette notion de cubication
co¨ıncide avec la pre´ce´dente.
Comme dans le cas des simplexes nous pouvons e´tendre la notion de cubication aux complexes prisma-
tiques. La cubication d’un complexe prismatique P de dimension n, note´e P
✷
, est le complexe cubique
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de dimension n obtenu par cubication des prismes de P .
Cette construction va eˆtre utilise´e dans ce travail sur les complexes stratifie´s par l’intermediaire des
e´clate´s. Ansi, on associera a` chaque complexe stratifie´ K son e´clate´ K˜, qui sera cubique´ pour obtenir
K˜
✷
. Prenons par exemple le joint ∆ ∗K (cf. (1.2.4)); son e´clate´ est le produit c∆× K˜ dont la cubication
se de´compose en deux parties (cf. (20)):
c∆× K˜
✷
= (∆
✷
× [0, 1]× K˜
✷
) ∪ (♦
∆
× K˜
✷
)(21)
dont l’intersection est ∆
✷
× {0} × K˜
✷
.
3.5 Effet de la cubication sur K
La cubication de l’e´clatement induit sur le complexe K la de´composition K¨ = {µ(c)/c ∈ σ˜
✷
avec σ ∈
K −K(n−1)}. Nous montrons dans ce paragraphe que K¨ est un complexe cellulaire.
Nous commenc¸ons par de´crire µ(c0 × · · · × cn) pour c0 × · · · × cn ∈ σ˜✷ . Pour cela on pose [[cn]] = cn
et, pour tout i ∈ {0, . . . , n− 1}, on de´finit la cellule [[ci, . . . , cn]] par (cf. (20)):
[[ci, . . . , cn]] =

ci × [[ci+1, . . . , cn]] si ci ∩ (σi × {1}) = ∅,
zi × c[[ci+1, . . . , cn]] si ci = zi × [0, 1],
zi si ci = zi × {1}.
Lemme 3.5.1 Les faces de la cellule [[ci, . . . , cn]], avec i ∈ {0, . . . , n}, sont les sous-ensembles de la forme
[[c′i, . . . , c
′
n]], ou` chaque c
′
j est une face de cj.
De´monstration. Pour i = n et pour ci = zi×{1} le re´sultat est e´vident. Pour les autres cas on proce`de
par induction en distinguant encore deux cas. Si ci ∩ (σi × {1}) = ∅ on a:
face de [[ci, . . . , cn]] = (face de ci)× (face de [[ci+1, . . . , cn]])
et le re´sultat de´coule de l’hypothe`se de r’ecurrence.
Si ci = zi × [0, 1] alors on a: face de [[ci, . . . , cn]] =

(face de zi)× c(face de [[ci+1, . . . , cn]])
(face de zi)× {1} × (face de [[ci+1, . . . , cn]])
et
le re´sultat de´coule de l’hypothe`se de re´currence et du fait que zi × {1} est une face de cσi . ♣
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La relation de [[ci, . . . , cn]] avec µ(c0 × · · · × cn) est de´crite par:
Lemme 3.5.2 La cellule [[c0, . . . , cn]] est home´omorphe a` µ(c0 × · · · × cn).
De´monstration. L’image µ(c0 × · · · × cn) est le quotient du produit c0 × · · · × cn par la relation:
(x0,. . ., xi−1, (yi × {1}), xi+1, . . . , xn) ∼ (x0,. . ., xi−1, (yi × {1}), x
′
i+1, . . . , x
′
n),
ou` xj , x
′
j ∈ ci, yi ∈ zi, pour j ∈ {0, . . . , i− 1, i+ 1, . . . , n}, et i ∈ {0, . . . n− 1}. Distinguons maintenant
trois cas.
c0 × · · · × cn/ ∼=

c0 × (c1 × · · · × cn/ ∼) si c0 ∩ (σ0 × {1}) = ∅,
z0 × c(c1 × · · · × cn/ ∼) si c0 = z0 × [0, 1],
z0 × {1} si c0 = z0 × {1}.
On termine a` l’aide d’un argument de re´currence. ♣
On arrive finalement a` la
Proposition 3.5.3 La famille K¨ est un complexe cellulaire. L’application µ : K˜
✷
→ K¨ est cellulaire.
De´monstration. Montrons d’abord que K¨ ve´rifie les conditions de (1.1.1)). La premie`re de´coule de
(3.5.2). Pour la deuxie`me conside´rons c = c0×· · ·×cn et c
′ = c′0×· · ·×c
′
n deux cubes de K˜✷ et montrons
que l’intersection µ(c) ∩ µ(c′) est une face de µ(c) (cf. (3.5.1)). Pour cela il suffit de remarquer l’e´galite´
µ(c) ∩ µ(c′) = µ(c0 ∩ c
′
0 × · · · × ci ∩ c
′
i × ci+1 × · · · × cn) ou` i est le plus petit entier tel que µ(c) ⊂ Ki et
µ(c) 6⊂ Ki−1. La troisie`me est imme´diate.
Finalement, l’application µ est cellulaire par construction (cf. (3.2.1)). ♣
On notera Σ¨ le sous-complexe de K¨ constitue´ par les simplexes inclus dans Σ.
4 Cohomologie diffe´rentielle
Nous introduisons et e´tudions dans cette section le complexe des formes diffe´rentielles d’intersection
mode´re´es IT ∗.qp (K) qui va calculer la cohomologie d’intersection mode´re´e IH
∗
p (K,Qq). En suivant la
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philosophie de [3], une forme diffe´rentielle d’intersection ω doit eˆtre de´finie sur la partie re´gulie`re de K.
Ce fait empeˆche a priori l’inte´gration de ω sur les chaˆınes de IC∗p(K,Qq). D’autre part, il n’est pas claire
comment donner un sens a` la “mode´ration” de ω. C’est pour re´soudre ces deux questions que nous avons
introduit la notion d’e´clatement.
Une forme diffe´rentielle d’intersection ω est avant tout une forme diffe´rentielle sur K¨− Σ¨ qui se rele`ve
en une forme diffe´rentielle ω˜ de K˜
✷
. La “perversite´” de ω est lue dans le comportement de ω˜ dans la
partie ajoute´e dans le passage K 7→ K˜ (i.e. µ−1(Σ)). La mode´ration de ω est interprete´e comme la
mode´ration de K˜ dans la cubication de K˜
✷
, ce qui a un sens car K˜ est de´finie globalement sur K˜.
4.1 Formes diffe´rentielles
Nous commenc¸ons par rappeler la notion de forme diffe´rentielle sur un complexe cellulaire. Ensuite nous
introduisons les notions de forme mode´re´e et de forme d’intersection.
4.1.1 Etant donne´ un complexe cellulaire D, on notera Ω∗(D) le complexe des formes diffe´rentielles
de D. Un e´le´ment de Ω∗(D) est une famille (ωσ)σ∈D, ou` chaque ωσ est une forme diffe´rentielle sur σ,
ve´rifiant la condition de compatibilite´ suivante: ωσ = ωτ sur τ ∩ σ (plus pre´cisement, ι
∗
1ωσ = ι
∗
2ωτ ou`
ι1 : σ ∩ τ → σ et ι2 : σ ∩ τ → τ sont les inclusions). On de´finit la diffe´rentielle d : Ω
∗(D)→ Ω∗+1(D) par:
d(ωσ)σ∈D = (dωσ)σ∈D. Remarquons que si ω = (ωσ)σ∈D et η = (ησ)σ∈D sont deux formes diffe´rentielles
sur D, alors le produit ω ∧ η = (ωσ ∧ ησ)σ∈D et la somme ω + η = (ωσ + ησ)σ∈D sont aussi deux formes
diffe´rentielles sur D.
Soit D′ un sous-complexe cellulaire de D, conside´re´ comme plonge´ dans IRN . Une forme diffe´ren-
tielle sur D −D′ est une famille (ωσ)σ∈D−D′ ou` chaque ωσ est une forme diffe´rentielle sur un ouvert de
IRN contenant σ −D′ et ve´rifiant les meˆmes conditions de compatibilite´ que pre´ce´dement. On de´signe
par Ω∗(D −D′) la famille de ces formes, c’est aussi une alge`bre diffe´rentielle.
4.1.2 Complexe de deRham mode´re´ (cf. [5]). Chaque monoˆme
xν11 · · ·x
νj
j (dx1)
ε1 ∧ · · · ∧ (dxj)
εj ,
ou` εi ∈ {0, 1} et νi est un entier non ne´gatif, est une forme diffe´rentielle sur [0, 1]
j . L’entier max{εi+ νi}
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est le poids du monoˆme. On e´crira T p,qZ ([0, 1]
j) le module, sur l’anneau Z des entiers, engendre´ par tous
les monoˆmes ω de poids infe´rieur ou` e´gal a` q et de degre´ deg(ω) = p = ε1 + · · · + εj . Les e´le´ments du
Qq = Z[
1
2 ,
1
3 , . . . ,
1
q
]-module
T p,q([0, 1]j) = T p,qZ ([0, 1]
j)⊗Z Qq
sont les formes mode´re´es sur [0, 1]j de type (p, q). Le Qq-module T
∗,q(C) des formes mode´re´es sur le
complexe cubique C est une famille des modules T ∗,q(c) des formes mode´re´es du type (∗, q), sur tous les
cubes c de C, ve´rifiant les conditions de compatibilite´.
Les modules T ∗,∗(C) posse`dent les proprie´te´s suivantes:
(i) T ∗,q(C) −→ T ∗,q+1(C) est une injection,
(ii) T p,q(C)⊗ T p
′,q′(C)
∧
−→ T p+p
′,q+q′(C) est un produit commutatif; a ∧ b = (−1)deg a·deg bb ∧ a,
(iii) d : T p,q(C) −→ T p+1,q(C) est induite par la diffe´rentielle sur chaque cube.
On dira que T ∗,∗(C) est le complexe des formes mode´re´es de C. Le complexe T ∗,q(C) est un
sous-module diffe´rentiel de Ω∗(C) et T ∗,∗(C) =
⋃
q≥0 T
∗,q(C) est un sous-complexe diffe´rentiel de Ω∗(C).
4.1.3 Formes relevables. Conside´rons un e´le´ment c de la cubication K˜
✷
de Cenkl-Porter de K˜ .
Rappelons que µ(c) est une cellulee de K¨. Supposons que cette cellule n’est pas incluse dans Σ. On
dira qu’une forme diffe´rentielle ω sur µ(c) − Σ¨ est relevable s’il existe une forme diffe´rentielle ω˜ sur c
telle que ω˜ = µ∗ω sur c − µ−1(Σ). La forme µ∗ω est bien de´finie car µ est diffe´rentiable. La forme ω˜,
appele´e releve´ de ω, est unique car c− µ−1(Σ) est dense dans c. On remarquera les relations: d˜ω = dω˜,
˜ω + η = ω˜ + η˜ et ω˜ ∧ η = ω˜ ∧ η˜.
Voyons sur un exemple qu’il existe des formes non relevables. Conside´rons le simplexe standard
∆ de dimension 2, de sommets A0, A1 et A2. Soit Σ = {A0}. L’e´clatement de ∆ est l’application:
µ : [0, 1] × [0, 1] → ∆ de´finie par µ(t, s) = tA0 + (1 − t)sA1 + (1 − t)(1 − s)A2. Soient ω1 =
t1
1− t0
dt1
et ω2 =
t1
(1− t0)2
dt1 deux formes sur ∆− {A0}. La premie`re est relevable la deuxie`me ne l’est pas, car:
µ∗ω1 = s(−s dt+ (1− t) ds) et µ
∗ω2 =
s
1− t
(−s dt+ (1− t) ds).
Globalement, nous dirons qu’une forme ω = (ωµ(c)) ∈ Ω
∗(K¨ − Σ¨) est une forme relevable s’il existe
ω˜ = (ω˜c) ∈ Ω
∗(K˜
✷
) telle que chaque ω˜c est le releve´ de ωµ(c). Remarquons que si Σ = ∅ alors toute forme
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sur K¨ = K
✷
est relevable.
4.1.4 Formes d’intersection. Le degre´ de “perversite´” d’une forme relevable ω est mesure´ par le
comportement de ω˜ dans la partie ajoute´e dans le passage K ↔ e´clate´ de K: les i-faces de K˜. Nous
de´crivons maintenant cette situation.
Etant donne´e une forme diffe´rentielle ω sur c nous de´finissons son i-degre´ vertical ||ω||i comme
e´tant:
min{j ∈ N / ω˜(v0, . . . , vj ,−) = 0
pour toute famille v0, . . . , vj de vecteurs de c tangents aux fibres de
µ : Ki → Ki}.
Par convention on posera ||0||i = −∞. Remarquons les ine´galite´s: ||ω1 + ω2||i ≤ max(||ω1||i, ||ω2||i) et
||ω1 ∧ ω2||i ≤ ||ω1||i + ||ω2||i. C’est avec cette notion de degre´ que nous de´cidons de la “permissibilite´”
des formes diffe´rentielles (cf. [3, pag.10],[2]).
Nous dirons qu’une forme diffe´rentielle ω est permise (ou p-permise) si pour chaque i ∈ {2, . . . , n}
on a:
||ω||i ≤ n− i− 2− pn−i.(22)
La forme ω est d’intersection (ou de p-intersection) si les formes ω et dω sont permises.
La permissibilite´ d’un forme diffe´rentielle de c de´pend du complexe K de la fac¸on suivante.
Lemme 4.1.5 Soient Y un sous-complexe stratifie´ de K, non inclus dans la partie singulie`re de Σ, et c
un cube de Y . Pour toute forme diffe´rentielle ω sur c on a:
a) ω est p-permise (dans Y˜ ) ⇔ ω est p-permise (dans K˜), si Y est transversal,
b) ω est r¯-permise (dans Y˜ ) ⇔ ω est p-permise (dans K˜), si Y = L(K).
De´monstration. a) Posons l = dimY . D’apre`s (3.3.3) nous avons (Y 6⊂ Σ): Yl−k = Kn−k ∩ Y˜ , pourvu
que Yl−k 6= Yl−k−1. La Proposition (3.2.3) permet d’e´crire la relation ||ω||n−k (dans K˜) = ||ω||l−k (dans
Y˜ ), pour toute forme ω de Y˜ . On a termine´ car: ||ω||n−k ≤ k − 2− pk ⇔ ||ω||l−k ≤ k − 2− pk.
Cohomologie d’intersection mode´re´e. Un The´ore`me de deRham. 35
b) On proce`de de la meˆme fac¸on, sauf pour le cas i = m − 1 et dimL(K) = n. Ici nous avons:
(m− 1)− face de L˜(K) = Km ∩ L˜(K), et donc
||ω||m=n−(n−m)(dans K˜) = ||ω||m−1=n−(n−m+1)(dans L˜(K)).
Le re´sultat de´coule de l’e´quivalence: ||ω||m ≤ n−m− 2− pn−m ⇔ ||ω||m−1 ≤ n−m− 1− rn−m−+1. ♣
4.1.6 Une forme diffe´rentielle ω = (ωc) de K˜✷ est permise (ou p-permise) si chaque ωc est une forme
permise. La forme ω est d’intersection (ou de p-intersection) si les formes ω et dω sont permises. On
de´signera par IΩ∗p(K˜✷) le complexe des formes d’intersection. On remarquera que si la partie singulie`re
de K est vide, alors ce complexe co¨ıncide avec Ω∗(K
✷
), complexe des formes mode´re´es de K
✷
.
Le complexe des formes diffe´rentielles qui va calculer la cohomologie d’intersection mode´re´e de K est:
IT ∗,qp (K) = {ω ∈ Ω
∗(K¨ − Σ¨)/ω relevable et ω˜ mode´re´e et d’intersection},
que nous appellerons le complexe des formes mode´re´es d’intersection de K. C’est un sous-
complexe diffe´rentiel de Ω∗(K¨ − Σ¨).
Vu que l’ope´rateur µ∗ e´tablit un isomorphisme entre les formes relevables de K¨ − Σ¨ et les formes
diffe´rentielles de K˜
✷
nous identifierons dans la suite de ce travail ces deux complexes. Ainsi,
nous avons: IT ∗,qp (K) = {ω ∈ T
∗,q(K˜
✷
)/ω est d’intersection} = T ∗,q(K˜
✷
) ∩ IΩ∗p(K˜✷).
Remarquons finalement que si Σ = ∅, alors le complexe pre´ce´dent co¨ıncide avec le complexe des formes
mode´re´es de K
✷
. Les de´finitions pre´ce´dentes ont encore un sens si K est un complexe filtre´.
4.1.7 Illustrons cette notion par l’exemple du tore pince´ (cf. (3.2.1)). Puisque Σ est re´duit a` un point,
nous avons ne´cessairement p = 0. Rappelons que la re´alisation ge´ome´trique de K˜ est un cylindre. Un
cube c de K˜
✷
de dimension 2 ou bien ne rencontre pas le bord du cylindre, ou bien le rencontre dans
une face c′ de dimension 1. Dans le premier cas: IT ∗,qp (c) = T
∗,q(c). Pour le deuxie`me cas, posons
c = [0, 1]× [0, 1] et c′ = [0, 1]×{0}. Une forme ω ∈ T ∗,q(c) est permise si elle est engendre´e par monoˆmes
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du type:
• xν11 x
ν2
2 avec max{ν1, ν2} ≤ q,
• x1x
ν1
1 x
ν2
2 dx1 avec max{ν1 + 2, ν2} ≤ q,
• xν11 x
ν2
2 dx2 avec max{ν1, ν2 + 1} ≤ q, et
• xν11 x
ν2
2 dx1dx2 avec max{ν1 + 1, ν2 + 1} ≤ q.
Le comportement de ces formes par rapport aux sous-complexes stratifie´s est analogue au comporte-
ment des chaˆınes d’intersection (cf. (2.1.4) et (2.2.2)).
Proposition 4.1.8 La restriction des formes induit les applications:
a) IT ∗,qp (K)→ IT
∗,q
p (Y ) si Y est un sous-complexe transversal, et
b) IT ∗,qp (K)→ IT
∗,q
r¯ (L(K)).
De´monstration. Il suffit de remarquer que la restriction des formes conserve la caracte`re mode´re´e de
ces formes et de prendre compte de (4.1.5). ♣
4.2 Calcul de H∗(IT ·,qp (K,L(K))
Nous montrons dans la suite comment calculer la cohomologie de K a` l’aide de la cohomologie de L(K)
et celle des α ∗ Lα, ou` α parcourt la famille des simplexes de K dont la dimension est le degre´ minimal.
4.2.1 De´signons par IT ∗,qp (K,L(K)) le noyau de la restriction IT
∗,q
p (K)→ IT
∗,q
r¯ (L(K)) (cf. (4.1.8 b))).
D’apre`s la de´composition (9) la restriction des formes induit l’isomorphisme de modules diffe´rentiels
IT ∗,qp (K,L(K))
∼=
∏
α∈Im
IT ∗,qp (α ∗ Lα, δα ∗ Lα).
Le but des Lemmes qui suivent est de montrer que l’application restriction de K dans L(K) est surjec-
tive, c’est-a`-dire, que l’on a la suite exacte 0 −→ IT ∗,qp (K,L(K)) −→ IT
∗,q
p (K) −→ IT
∗,q
r¯ (L(K)) −→ 0.
Celle-ci induira la suite exacte longue
· · · → Hj−1(IT ∗,qr¯ (L(K)))→ H
j(IT ∗,qp (K,L(K)))→ H
j(IT ∗,qp (K))→ H
j(IT ∗,qr¯ (L(K)))→ · · · .
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Lemme 4.2.2 Soit σ un simplexe de K et π : σ˜ → cσ0 la projection sur le premier facteur (cf. (3.1.1)).
Pour tout cube c de σ˜
✷
et toute forme diffe´rentielle ω de´finie sur π(c), la restriction de π∗ω aux fibres de
µ est nulle.
De´monstration. Conside´rons l’application ρ : σ → cσ0 de´finie par ρ(α0x0+ · · ·+αnxn) = [x0, α0]. Elle
est cellulaire, car en coordonne´es barycentriques elle s’e´crit: ρ(u0, · · · , ul0︸ ︷︷ ︸
∈σ0
, · · · , v0, · · · , vln︸ ︷︷ ︸
∈σn
) = (u0, . . . , ul0 ,
1− (u0 + · · ·+ ul0)). Le re´sultat de´coule maintenant de la relation ρµ = π. ♣
Lemme 4.2.3 Soient c = c0 × c1 × · · · × cn et c
′ = c′0 × c1 × · · · × cn deux e´le´ments de la cubication
de K˜
✷
, avec c′0 face de codimension un de c0. Alors l’application restriction Ω
∗(c)→ Ω∗(c′) posse`de une
section S ve´rifiant:
a) Sω est mode´re´e, si ω est mode´re´e,
b) max(||Sω||i , ||dSω||i) ≤ max(||ω||i, , ||dω||i), pour i ∈ {0, . . . , n+ 1},
c) la restriction de Sω a` une face c∗ de c, est nulle si la retriction de ω a` c ∩ c∗ est nulle,
d) la restriction de Sω a` la face de c oppose´e a` c′ est nulle.
De´monstration. Posons c0 = c
′
0 × [0, 1] et identifions c
′
0 avec c0 × {0}. On note Pr la projection
canonique de c sur c′ et s la variable de [0, 1]. On pose Sω = (1− s)Pr∗ω; c’est bien une forme diffe´ren-
tielle sur c qui e´tend ω: Sω|s=0 = ω. Il nous reste a` montrer a), b) c) et d).
a) La forme ω ne contenant ni s ni ds, on a: poids(Sω) ≤ max(1, poids(ω)) ≤ q.
b) Nous avons l’ine´galite´
max(||Sω||i, ||dSω||i) ≤ max(||Pr
∗ω||i , ||d(1− s)||i + ||Pr
∗ω||i , ||Pr
∗dω||i).
D’apre`s le Lemme pre´ce´dent le i-degre´ vertical ||d(1−s)||i est nul. Il suffira donc de prouver: ||Pr
∗ω||i ≤
||ω||i. Distinguons trois cas d’apre`s la relation qu’il y a entre c ∩ Ki et c
′ ∩ Ki. N’oublions pas que si
c ∩ Ki est non vide, alors c ∩ Ki est une face de c de codimension 0 ou 1, et de meˆme pour c
′ ∩ Ki.
b1) c ∩ Ki = c
′ ∩ Ki × [0, 1] (ceci est le cas pour c ∩ Ki = ∅, c ou c
′ ∩ Ki 6= ∅ et 6= c
′). Si nous
prouvons que Pr envoie la (trace de c sur les fibres au-dessus de Ki −Ki−1) sur la (trace de c
′ sur les
fibres au-dessus de Ki −Ki−1) on aura fini, car ainsi on aura ||Pr
∗ω||i ≤ ||ω||i.
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Soit donc x ∈ µ(c) ∩ (Ki − Ki−1), l’affirmation pre´ce´dente de´coule des e´galite´s suivantes, montre´es
aise´ment a` partir de la de´finition de µ:
µ−1(x) ∩ c = {P0} × {P1} × · · · × {Pi} × ci+1 × · · · × cn , et
µ−1(x′) ∩ c′ = {P ′0} × {P1} × · · · × {Pi} × ci+1 × · · · × cn ,
ou` x′ = µ(Pr(Q)) avec Q ∈ µ−1(x) ∩ c.
b2) c ∩ Ki = c
′. Ici on a µ−1(x) ∩ c = µ−1(x) ∩ c′ pour tout x ∈ µ(c) ∩ (Ki −Ki−1).
b3) c∩Ki = c
′×{1}. Dans ce cas la coordonne´e s de c∩Ki est 1 et donc Sω|c∩Ki ≡ 0; par conse´quent
||Sω||i = ||dSω||i = −∞.
c) Sω|c∗ = s|c∗ ω|c∗∩c′ = 0.
d) Sω|s=1 = 0. ♣
Lemme 4.2.4 Soient C un complexe cubique et C′ un sous-complexe cubique de C. Alors l’application
restriction Ω∗(C)→ Ω∗(C′) posse`de une section S ve´rifiant
a) Sω est mode´re´e, si ω est mode´re´e,
b) max(||Sω||i , ||dSω||i) ≤ max(||ω||i , ||dω||i), pour i ∈ {0, . . . , n− 1}.
De´monstration. Proce´dons par e´tapes.
• C = c et C′ = c ∪ c′, faces de codimension un de c. L’application du Lemme pre´ce´dent assure
l’existence d’une forme diffe´rentielle ω′ sur c ve´rifiant a)-d) pour c′. Conside´rons η = ω|c′′ − ω
′|c′′ forme
diffe´rentielle sur c′′ et posons η′ la forme diffe´rentielle sur c donne´e par le Lemme pre´ce´dent pour c′′. La
forme ω′ + η′ est dans Ω∗(c) et ve´rifie (η′ + ω′)|c′ = ω|c′ , (η
′ + ω′)|c′′ = ω|c′′ , a) et b).
• C = c et C′ sous-complexe de dimension n− 1. Il suffit de re´ite´rer l’argument pre´ce´dent.
• Cas ge´ne´ral. Nous proce´dons par re´currence sur n = dim C. Comme le cas dim C = 0 est trivial,
on supposera le re´sultat montre´ pour les complexes de dimension strictement infe´rieure a` n. Soit C(n−1)
la re´union des cubes de C de dimension n − 1, c’est un sous-complexe cubique de dimension n − 1. Si
nous appliquons l’hypothe`se de re´currence a` (C(n−1), C(n−1)∩C′) nous pouvons e´tendre ω ∈ Ω∗(C′) en une
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forme sur C′ ∪ C(n−1) ve´rifiant a) et b). Maintenant on peut appliquer le cas pre´ce´dent, car pour tout
cube de C de dimension n, la forme ω est de´finie sur le bord de c. ♣
On est arrive´ au Lemme d’extension.
Proposition 4.2.5 L’application restriction IT ∗,qp (K)→ IT
∗,q
r¯ (L(K)) est surjective.
De´monstration. Soit ω ∈ IT ∗,qr¯ (L(K)); c’est une forme de p-intersection dans K˜ (cf. (4.1.5)). D’apre`s
le Lemme pre´ce´dent la forme Sω est l’image de ω par la section cherche´e. ♣
4.3 Lemme de Poincare´
Nous montrons dans cette section comment calculer la cohomologie de IT ∗,qp (∆∗K) (ou` ∆ est le simplexe
standard de dimension l) a´ partir de celle de IT ∗,qp (K). Le re´sultat obtenu est analogue a` (2.3.3).
Rappelons tout d’abord que la filtration de ∆ ∗ K est: (∆ ∗ K)i =

∅ si i < l
∆ si i = l .
∆ ∗Ki−l−1 si i > l
L’e´clatement est l’application µ∆∗K : ∆˜ ∗K = c∆ ∗ K˜ → ∆ ∗ K de´finie par µ∆∗K([x, t], y˜) = tx +
(1− t)µK(y˜) (cf. (3.2.4)). Les i-faces de ∆˜ ∗K sont: c∆×Ki−l−1, si i ≥ l + 1, et ∆× {1} × K˜, si i = l.
Dans ce dernier cas l’e´clatement µ∆∗K devient la projection sur le premier facteur.
L’application qui relie la cohomologie des deux complexes est la projection.
Proposition 4.3.1 La projection canonique sur le deuxie`me facteur pr : c∆ × K˜
✷
→ K˜
✷
induit les
applications pr∗ : IT j,qp (K)→ IT
j,q
p (∆∗K) pour j < n−1−pn+1 et pr
∗ : IT j,qp (K)∩d
−1(0)→ IT j,qp (∆∗K)
pour j = n− 1− pn−1.
De´monstration. Soit ω ∈ IT j,qp (K). La forme pr
∗ω est mode´re´e par construction. Il reste a` montrer
que son i-degre´ vertical est majore´ par v − i− 2− pv−i, pour i ∈ {l, . . . , v}.
Soit z = tx + (1 − t)y un point de (∆ ∗ K)i − (∆ ∗ K)i−1. Un calcul simple montre µ
−1
∆∗K(z) =
[x, t = 1]× K˜ si i = l
[x, t]× µ−1K (y) si i > l
. Ainsi ||pr∗ω||i =

j si i = l
||ω||i−l−1 si i > l
. Par hypothe`se et en utilisant le
fait que ω est permise nous arrivons a` ||pr∗ω||i ≤ v − i− 2− pv−i. ♣
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4.3.2 La proce´dure que l’on va suivre pour de´montrer que cette fle`che induit un isomorphisme en coho-
mologie, consiste a` de´composer l’e´clate´ de ∆ ∗K en deux sous-complexes (cf. (21)): ∆ × [0, 1] × K˜ et
♦
∆
× K˜, et a` e´tudier chacun d’entre eux, ainsi que leur intersection ∆× {0} × K˜.
Pour cela, nous conside´rons d’abord la situation locale. Fixons un cube c de la cubication de c∆ et
une face c′ de codimension un de c. Ainsi c = c′× [0, 1], on identifiera c′ avec c′×{0}. Nous supposerons
que c et c′ satisfont la relation:
c ∩ (∆× {1}) = (c′ ∩ (∆× {1}))× [0, 1].(23)
Nous e´tudions dans les Lemmes qui suivent la relation entre la cohomologie des formes mode´re´es d’inter-
section de c×K˜
✷
et celle de c′×K˜
✷
. Les applications utilise´es pour y arriver sont: la projection canonique
Prc : c → c
′ et les applications Pr : c × K˜
✷
→ c′ × K˜
✷
et ι : c′ × K˜
✷
→ c × K˜
✷
de´finies respectivement
par Pr(y, x) = (Prc(y), x) et ι(y, x) = (y, x).
Dans la suite on fera l’abus de notation suivant. Pour tout sous-complexe cubique C de K˜
✷
ou de
(∆˜ ∗K)
✷
on notera IT ∗,qp (C) le complexe des formes mode´re´es d’intersection de C.
Lemme 4.3.3 Les applications Pr∗ : IT ∗,qp (c
′× K˜
✷
)→ IT ∗,qp (c× K˜✷) et ι
∗ : IT ∗,qp (c× K˜✷)→ IT
∗,q
p (c
′×
K˜
✷
) sont bien de´finies.
De´monstration. Il est e´vident que la restriction ι∗ des formes est bien de´finie et que l’ope´rateur
Pr∗ conserve le caracte`re mode´re´ des formes. Soit donc ω ∈ IT ∗,qp (c × K˜✷), montrons que Pr
∗ω est
d’intersection.
La condition (23) assure, pour i = l, l’e´galite´ (c × K˜
✷
) ∩ (i-face de K˜
✷
) = (c ∩ (∆ × {1})) × K˜
✷
=
(c′ ∩ (∆ × {1})) × K˜
✷
× [0, 1] = ((c′ × K˜
✷
) ∩ (i-face de K˜
✷
)) × [0, 1]. Pour i ≥ l + 1 la description des
i-faces de (∆˜ ∗K)
✷
, faite au de´but de cette section, permet d’arriver a` la meˆme conclusion: (c× K˜
✷
) ∩
(i-face de K˜
✷
) = c× (Ki)
✷
= c′× (Ki)
✷
× [0, 1] = ((c′× K˜
✷
)∩ (i-face de K˜
✷
))× [0, 1]. Nous sommes donc
dans les conditions de (4.2.3 b) i)). Le meˆme raisonnement que la`-bas, montre que ||Pr∗ω||i ≤ ||ω||i et
||Pr∗dω||i ≤ ||dω||i. La forme Pr
∗ω est donc d’intersection. ♣
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La compose´e ι∗Pr∗ est l’identite´ sur IT ∗,qp (c
′×K˜
✷
). Nous allons construire dans la suite une homotopie
entre Pr∗ι∗ et l’identite´ sur IT ∗,qp (c× K˜✷).
Toute forme ω de c × K˜
✷
s’e´crit de fac¸on unique sous la forme α + ds ∧ β, ou` s est la variable
de [0, 1] et α et β ne contiennent pas le terme ds. On pose Dω =
∫−
0 β ∧ ds ; ceci de´finit l’ope´rateur
D : Ω∗(c× K˜
✷
)→ Ω∗−1(c× K˜
✷
).
Lemme 4.3.4 Soit ω une forme mode´re´e d’intersection sur c× K˜
✷
, Alors:
a) Dω est mode´re´e et d’intersection,
b) dDω +Ddω = ω − Pr∗ι∗ω.
De´monstration. Nous ve´rifions les trois faits suivants:
1. Dω est mode´re´e.
La forme ω s’e´crit comme un somme finie
N∑
i=0
si(ηi + ds ∧ γi), ou` ηi et γi ne contiennent pas les termes
s et ds. On aura donc max(i, poids(ηi)) ≤ q si ηi 6≡ 0, et max(i + 1, poids(γi)) ≤ q si γi 6≡ 0. D’autre
part, Dω est e´gale a`
N∑
i=0
1
i+ 1
si+1γi. D’apre`s les ine´galite´s pre´ce´dentes nous pouvons e´crire
1
i+ 1
∈ Qq si γi 6≡ 0, et poids(Dω) ≤ max(i+ 1 , poids(γi) / γi 6≡ 0) ≤ q.
2. dDω +Ddω = ω − Pr∗ι∗ω.
Par line´arite´, il suffira de prouver le re´sultat pour ω = si(ηi + ds ∧ γi). Il de´coule des e´galite´s suivantes:
Ddω = D(isi−1ds ∧ ηi + s
i(dηi − ds ∧ dγi)) = s
iηi − Pr
∗ι∗(siηi)−
∫ −
0
sidγi ∧ ds =
= siηi − Pr
∗ι∗ω − d(
∫ −
0
siγi ∧ ds) + s
ids ∧ γi = ω − Pr
∗ι∗ω − dDω.
3. Dω est une forme d’intersection.
Supposons montre´ que ||Dω||i ≤ ||ω||i , pour i ≥ l. La forme Dω est donc permise. La relation b) montre
que dDω est aussi permise. La forme Dω est donc d’intersection.
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Pour prouver l’ine´galite´ ||Dω||i ≤ ||ω||i, il suffira de ve´rifier que pour tout vecteur v de (c × K˜✷) ∩
(i-face de (∆˜ ∗K)
✷
) tangent aux fibres de µ∆∗K on a
D(v) = ±
∫ −
0
ω(v).(24)
Rappelons que l’on a (c×K˜
✷
)∩ (i-face de (∆˜ ∗K)
✷
) =

(c′ ∩ (∆× {1}))× [0, 1]× K˜
✷
si i = l
c′ × [0, 1]× (Ki−l−1)
✷
si i > l
. Dans
les deux cas, v est un vecteur tangent a` la troisie`me composante et donc ds(v) = 0. D’ou` (24). ♣
On arrive a` la
Proposition 4.3.5 Soit c un cube de la cubication de c∆, alors:
a) H∗(IT ·,qp (c× K˜✷))
∼= H∗(IT
·,q
p (c
′ × K˜
✷
)), si c = c′ × [0, 1] ve´rifie (23),
b) H∗(IT ·,qp (c× K˜✷))
∼= H∗(IT
·,q
p (K˜✷)), si c ∩ (∆× {1}) = ∅, et
c)
Hj(IT ·,qp (c× K˜✷))
∼=

Hj(IT ·,qp (K˜✷)) si j ≤ n− 1− pn+1,
0 sinon.
si c = c′′ × [0, 1] avec c ∩ (∆× {1}) = c′′.
Dans les trois cas l’isomorphisme de modules est donne´ par la projection.
De´monstration. a) Le lemme pre´ce´dent montre que D est une homotopie entre Pr∗ι∗ et l’identite´
de IT ∗,qp (c × K˜✷). Par conse´quent la projection Pr induit un isomorphisme entre H
∗(IT ·,qp (c × K˜✷)) et
H∗(IT ·,qp (c
′ × K˜
✷
)) (cf. (4.3.3)).
b) On pose c = [0, 1]a et on applique le re´sultat pre´ce´dent a fois. L’hypothe`se c∩ (∆×{1}) = ∅ assure
que chaque [0, 1]i, i ∈ {1, . . . , a}, satisfait (23).
c) Posons c′′ = [0, 1]a. Pour chaque i ∈ {1, . . . , a}, le cube [0, 1]i × [0, 1] avec la face [0, 1]i−1 × [0, 1]
ve´rifient (23). Nous appliquons a) et nous obtenons un isomorphisme H∗(c × K˜
✷
) ∼= H∗([0, 1] × K˜
✷
)
induit par la projection. Il reste a` calculer le deuxie`me terme, ou` [0, 1] est un cube de la cubication de
c∆ avec [0, 1] ∩ (∆× {1}) = {1}.
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La trace de [0, 1]× K˜
✷
sur la i-face de ∆˜ ∗K est
1) [0, 1]× (Ki−l−1)
✷
si i > l,
2) {1} × K˜
✷
si i = l
et l’ensemble vide ailleurs. Remarquons que le l-degre´ vertical d’une forme ω de [0, 1]× K˜
✷
est le degre´
de la restriction ω|s=1 (s e´tant la variable de [0, 1]). Ainsi, pour j ≤ n− 1− pn+1, les conditions qui font
de ω une forme d’intersection sont les conditions de 1). C’est la situation que nous trouvons en a), d’ou`
la premie`re partie du re´sultat.
Soient j > n− 1− pn+1 et ω un cocycle de IT
j,q
p ([0, 1]× K˜✷). La forme ω s’e´crit comme une somme
α+ds∧β, ou` α et β ne contiennent pas le terme ds. Soit D1ω la forme
∫ −
1
β∧ds. La meˆme de´monstration
que en (4.3.4) prouve que D1ω ve´rifie la condition 1). D’autre part, la restriction D1ω|s=1 est nulle par
construction. Ainsi, D1ω est un e´le´ment de IT
j−1,q
p ([0, 1]×K˜✷). Toujours d’apre`s (4.3.4), on a la relation:
D1ω = ω−Pr
∗ω|s=1. Puisque ||ω||l ≤ n−1−pn+1 nous voyons que ω|s=1 est la forme nulle. La restriction
de dD1ω = ω montre que la classe de ω est nulle. Ceci termine la de´monstration. ♣
Remarquons que ♦
∆
× K˜
✷
se trouve dans les conditions de la Proposition. Une simple ge´ne´ralisation
de ce re´sultat donne
Lemme 4.3.6 Soit C × [0, 1] un sous-complexe cubique de la cubication de c∆ ve´rifiant: (C × [0, 1]) ∩
((∆)
✷
× {1}) = (C ∩ ((∆)
✷
× {1}))× [0, 1]. La projection de C × [0, 1] sur C induit l’isomorphisme
H∗(IT ·,qp (C × [0, 1]× K˜✷))
∼= H∗(IT
·,q
p (C × K˜✷)).
De´monstration. Les cubes de C sont de la forme c = c′ × [0, 1] et ils ve´rifient (23). On proce`de comme
dans la partie a) de la Proposition pre´ce´dente en e´tendant les applications Pr, ι et D au complexe C×[0, 1]
tout entier. ♣
Ce re´sultat permet d’e´tablir la
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Proposition 4.3.7 La projection pr induit un isomorphisme de modules
H∗(IT ·,qp ((∆)✷ × {0} × K˜✷))
∼= H∗(IT
·,q
p (K˜✷)).
De´monstration. Soit R une face de ∆ × {0}, on prouve par re´currence sur la dimension de R que la
projection pr induit un isomorphisme H∗(IT ·,qp (R✷×{0}×K˜✷))
∼= H∗(IT
·,q
p (K˜✷)). Comme le re´sultat est
trivial pour dimR = 0, on suppose l’e´nonce´ vrai pour toute face de R. Fixons S une face de codimension
un de R. Rappelons que l’on a la de´composition R = cS = ♦
S
∪(S×[0, 1]) avec ♦
S
∩(S×[0, 1]) = S×{0}.
Conside´rons le diagramme commutatif (cf. (4.2.4))
0 −→ kerρ1 −→ IT
∗,q
p (R✷ × {0} × K˜✷)
ρ1−→ IT ∗,qp (♦S × {0} × K˜✷) −→ 0
0→ kerρ2 → IT
∗,q
p (S✷ × [0, 1]× {0} × K˜✷)
ρ2→ IT ∗,qp (S✷ × {0} × {0} × K˜✷)→ 0
✻ ✻✻ρ3 ρ4 ρ5
ou` ρ· est la restriction des formes.
Remarquons que ρ3 est l’identite´ car ♦S ∩ (S × [0, 1]) = S × {0}. Puisque (∆× {0})∩ (∆× {1}) = ∅
nous pouvons appliquer les re´sultats pre´ce´dents. Nous obtenons:
• ρ2 induit un isomorphisme en cohomologie, d’apre`s (4.3.6) et
• ρ5 induit un isomorphisme en cohomologie, d’apre`s (4.3.5 a)).
Le Lemme des cinq montre que ρ4 induit un isomorphisme en cohomologie. Puisque pr
∗ commute avec
la restriction ρ·, on a le re´sultat voulu. ♣
Pour la deuxie`me partie de la de´composition de c∆ on obtient la
Proposition 4.3.8 La projection pr induit un isomorphisme de modules
Hj(IT ∗,qp (∆✷ × [0, 1]× K˜✷))
∼=

Hj(IT ∗,qp (K˜✷)) si j ≤ n− 1− pn+1,
0 sinon.
De´monstration. On proce`de de fac¸on analogue a` la proposition pre´ce´dente a` l’aide du diagramme
commutatif (cf. (4.2.4)):
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0 −→ kerρ1 −→ IT
∗,q
p (R✷ × [0, 1]× K˜✷)
ρ1−→ IT ∗,qp (♦S × [0, 1]× K˜✷) −→ 0
0→ kerρ2 → IT
∗,q
p (S✷ × [0, 1]× [0, 1]× K˜✷)
ρ2→ IT ∗,qp (S✷ × {0} × [0, 1]× K˜✷)→ 0
✻ ✻✻ρ3 ρ4 ρ5
ou` ρ· est la restriction des formes.
Remarquons que ρ3 est l’identite´ car ♦S∩(S×[0, 1]) = S×{0}. Puisque (S×[0, 1]×[0, 1])∩(∆×{1}) =
S× [0, 1]×{1} = (S×{0}×{1})× [0, 1] = ((S×{0}× [0, 1])∩ (∆×{1}))× [0, 1], nous pouvons appliquer
(4.3.6) et nous obtenons que ρ2 induit un isomorphisme en cohomologie. L’hypothe`se de re´currence et
(4.3.5 c)) (que l’on peut appliquer car (♦
S
× [0, 1]) ∩ (∆× {1}) = ♦
S
× {1}) montrent que ρ5 induit un
isomorphisme en cohomologie. Le Lemme des cinq montre que ρ4 induit un isomorphisme en cohomologie.
Puisque pr∗ commute avec la restriction ρ·, on a le re´sultat voulu. ♣
On arrive finalement a`
Proposition 4.3.9 La projection pr induit un isomorphisme de modules
Hj(IT ∗,qp (∆ ∗K))
∼=

Hj(IT ∗,qp (K)) si j ≤ n− 1− pn+1,
0 sinon.
De´monstration. Conside´rons le diagramme commutatif suivant (cf. (4.2.4)):
0 −→ kerρ1 −→ IT
∗,q
p (∆✷ × [0, 1]× K˜✷)
ρ1−→ IT ∗,qp (∆✷ × {0} × K˜✷) −→ 0
0 −→ kerρ2 −→ IT
∗,q
p ((∆˜ ∗K)✷)
ρ2−→ IT ∗,qp (♦∆ × K˜✷) −→ 0
❄ ❄ ❄
ρ3 ρ4 ρ5
ou` ρ· est la restriction des formes.
Remarquons que ρ3 est l’identite´, car ♦∆∩(∆× [0, 1]) = ∆×{0}. La fle`che ρ5 induit un isomorphisme
en cohomologie d’apre`s (4.3.5 b)) et (4.3.7). Le Lemme des cinq assure que ρ4 induit un isomorphisme
en cohomologie. Il suffit maintenant a)de tenir compte de la Proposition pre´ce´dente et du fait que pr
commute avec la restriction. ♣
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5 The´ore`me de deRham
A l’aide des calculs re´alise´s dans les sections 2 et 4, nous montrons dans cette section que pour un
espace stratifie´ K, le complexe des formes mode´re´es d’intersection calcule la cohomologie mode´re´e de
K. L’isomorphisme en question sera obtenu par l’inte´gration
∫
des formes sur les simplexes. Cette
inte´gration n’est pas bien de´finie a priori. Pour pallier a` cet incovenant, on inte`gre en fait sur l’e´clate´ de
K. Un point cle´ dans l’obtention de cet isomorphisme est la formule de Stokes, elle provient du fait que
les e´clate´s des formes d’intersection s’annulent sur les faces ajoute´es des e´clate´s des simplexes permis.
5.1 Inte´gration
Fixons une forme mode´re´e d’intersection ω de K et un cube c de K˜
✷
avec µ(c) e´le´ment de K¨ − Σ¨. On
pose:
∫
µ(c)
ω =
∫
inte´rieur de µ(c)
ω.
A priori cette inte´grale pourrait eˆtre divergente. Or, si nous remontons a` l’e´clate´ et si nous tenons
compte du fait que la restriction de µ a` l’inte´rieur de c est un diffe´omorphisme, nous trouvons:
∫
µ(c)
ω =
∫
inte´rieur de µ(c)
ω =
∫
c
ω˜ ,(25)
qui est un e´le´ment de Qq (cf. [5]).
Conside´rons σ un simplexe de K − Σ. On posera
∫
σ
ω =
∑∫
µ(c)
ω, ou` la somme s’e´tend sur les
e´le´ments de la cubication de σ˜ de dimension maximale. D’apre`s (25) cette inte´grale est:
∫
σ
ω =
∑∫
c
ω˜ =
∫
σ˜
ω˜;(26)
qui est un nombre de Qq.
Pour toute chaˆıne ξ =
∑
i∈I qiσi, avec qi ∈ Qq et σi ∈ K −Σ pour i ∈ I, on posera
∫
ξ
ω =
∑
i∈I
qi
∫
σi
ω,
qui appartient a` Qq. Rappelons que si ξ est une chaˆıne permise alors on a la relation:
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dim(|ξ| ∩ |Σ|) ≤ dim |ξ| − 2 + p2 ≤ dim |ξ| − 2 ,(27)
c’est-a`-dire, la chaˆıne ξ n’a pas de simplexes dans Σ et nous pouvons de´finir
∫
ξ ω. Nous avons ainsi
construit l’ope´rateur:
∫
: IT ∗,qp (K) −→ IC
∗
p(K;Qq) / ω 7→ (ξ 7→
∫
ξ
ω).
Cet ope´rateur est diffe´rentiel, comme le prouve la formule de Stokes suivante.
Proposition 5.1.1 Pour tout simplexe permis σ et toute forme mode´re´e et d’intersection ω nous avons:
∫
σ
dω =
∫
∂σ
ω.
De´monstration. Remarquons tout d’abord que les deux termes de l’e´galite´ pre´ce´dente ont un sens car,
en proce´dant comme dans (27): dim(σ∩|Σ|) ≤ dimσ−2. D’apre`s (26) nous pouvons e´crire
∫
σ
dω =
∫
σ˜
dω˜
et
∫
∂σ
ω =
∫
∂˜σ
ω˜. D’autre part, la formule de Stokes habituelle dans K˜ e´tablit:
∫
σ˜
dω˜ =
∫
∂σ˜
ω˜. On est
donc ramene´ a` montrer que
∫
∂bσ
ω˜ = 0 (cf. (3.1.2)). Puisque ∂bσ est inclus dans la re´union des i-faces de
K˜ il suffira de prouver que la restriction de ω˜ a` chaque σ
✷
∩ (Ki)
✷
, i ∈ {0, . . . , n− 1} est nulle.
Fixons un tel i et soit c un cube de σ
✷
∩ (Ki)
✷
de dimension maximale dimσ − 1. Remarquons que
l’inte´rieur de c est dense dans c− |
⋃
j<iKj | et que µ(c) est inclus dans σ ∩ |Ki|. Si la restriction de ω˜ a`
c n’est pas la forme nulle, alors le i-degre´ vertical de ω est supe´rieur ou e´gal a` la dimension des fibres de
µ : {inte´rieur de c} −→ {inte´rieur de µ(c)},
c’est-a`-dire: ||ω||i ≥ dim c − dimµ(c) ≥ dimσ − 1 − dim(σ ∩ |Ki|). Les conditions d’intersection (11) et
(22) permettent d’e´crire n− i− 2− pn−i ≥ ||ω||i ≥ dimσ − dim(σ ∩ |Ki|)− 1 ≥ n− i− pn−i − 1. Cette
contradiction implique la nullite´ de ω˜|c et donc celle de
∫
∂bσ
ω˜. ♣
5.2 The´ore`me de deRham
Tous les re´sultats montre´s jusqu’a` pre´sent nous ame`nent au The´ore`me de deRham suivant, qui constitue
le noyau de cet article.
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The´ore`me 5.2.1 Pour tout complexe stratifie´ K l’inte´gration des formes induit un isomorphisme de
modules entre H∗(IT ·,qp (K)) et IH
∗
p (K;Qq).
De´monstration. Nous proce´dons par re´currence sur la profondeur de K. Si cette profondeur est ze´ro
alors IT ∗,qp (K) = T
∗,q(K
✷
) et IC∗p(K;Qq) = C
∗(K;Qq); le re´sultat de´coule de [5].
Supposons maintenant le re´sultat prouve´ pour les espaces stratifie´s de profondeur strictement infe´-
rieure a` celle de K. Conside´rons le diagramme commutatif suivant (cf. (2.2.2) et (4.2.5)):
0 −→ IT ∗,qp (K,L(K)) −→ IT
∗,q
p (K) −→ IT
∗,q
r¯ (L(K)) −→ 0.
0 −→ IC∗p(K,L(K);Qq) −→ IC
∗
p(K;Qq) −→ IC
∗
r¯ (L(K);Qq) −→ 0
❄ ❄ ❄
∫
1
∫
2
∫
3
Par hypothe`se de re´currence l’inte´grale
∫
3 induit un isomorphisme en cohomologie. Il suffira de prouver
que l’inte´grale
∫
1 induit un isomorphisme en cohomologie.
Puisque IT ∗,qp (K,L(K))
∼=
∏
α∈Im
IT ∗,qp (α∗Lα, δα∗Lα) (cf. (4.2.1)) et IC
∗
p(K,L(K);Qq)
∼=
∏
α∈Im
IC∗p(α∗
Lα, δα ∗ Lα;Qq) (cf. (2.2.4)) on est ramene´ a` montrer que dans le diagramme commutatif suivant
0 −→ IT ∗,qp (α ∗ Lα, δα ∗ Lα) −→ IT
∗,q
p (α ∗ Lα) −→ IT
∗,q
r¯ (δα ∗ Lα) −→ 0.
0→ IC∗p(α ∗ Lα, δα ∗ Lα;Qq)→ IC
∗
p(α ∗ Lα;Qq)→ IC
∗
r¯ (δα ∗ Lα;Qq)→ 0
❄ ❄ ❄
∫
4
∫
5
∫
6
la fle`che
∫
4 induit un isomorphisme en cohomologie. Or, ceci est le cas car: 1) d’apre`s (4.3.9), (2.3.3) et
l’hypothe`se de re´currence, l’inte´grale
∫
5 induit un isomorphisme en cohomologie et 2) d’apre`s l’hypothe`se
de re´currence, l’inte´grale
∫
6 induit un isomorphisme en cohomologie. ♣
5.2.2 Inde´pendence de la triangulation et de la stratification. Bien que le complexe IT ∗,qp (K) des
formes diffe´rentielles d’intersection mode´re´es de´pende de la triangulation et de la stratification choisies
dans K, le The´ore`me de deRham que nous venons de prouver montre que ledit complexe IT ∗,qp (K) calcule
toujours la cohomologie d’intersection de K. Mais cette relation qui apparaˆıt au niveau de la cohomologie
peut eˆtre re´alise´e au niveau des formes diffe´rentielles, de la fac¸on que nous passons a` de´crire.
Conside´rons le cas le plus simple de complexe stratifie´: K = cL, ou` L est une varie´te´ de dimension
n. Le complexe IT ∗,qp (K) devient {ω ∈ T
∗,q((cL)
✷
) / max(degre´(ω|{1}×L),degre´(dω|{1}×L)) ≤ pn+1}. En
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utilisant l’homotopie le long du facteur [0, 1], on prouve que le sous-complexe {ω ∈ T ∗,q(L)/max(degre´(ω),
degre´(dω)) ≤ pn+1} calcule la meˆme cohomologie. Cette ide´e, developpe´e a` l’aide des techniques utilise´es
tout au long des sections 4 et 5, permette de montrer que, pour un complexe stratifie´ K de dimension n, le
sous-complexe de IT ∗,qp (K) donne´ par IT
∗,q
p (K) = {ω ∈ T
∗,q(C(Σ,K)) / max(degre´(ω|σ),degre´(dω|σ) ≤
pn−k, si σ ∈ N(Kk,K)} calcule la meˆme cohomologie. Ici, C(K,L) et N(K,L) de´notent respectivement
le complement simplicial et le voisinage simplicial de L dans K (cf. [14]).
Nous pouvons ainsi calculer la cohomologie d’intersection mode´re´e de K a` l’aide d’un complexe de
formes mode´re´es habituelles d’une varie´te´ simpliciale.
Soit K ′ une subdivision de K, compatible avec les Qq coordonne´es. Puisque c(Σ
′,K ′) se re´tracte
line´airement sur c(Σ,K), il n’est pas difficile de ve´rifier que cette re´traction induit une homotopie entre
IT ∗,qp (K) et IT
∗,q
p (K
′).
En re´sume´, le complexe IT ∗,qp (K) est inde´pendent de la triangulation de K choisie, a` une suite de
quasi-isomorphismes pre`s. Si maintenant on conside`re un complexe stratife´ K provenant d’une pseudova-
rie´te´ stratifie´e, et surK une autre stratification, nous savons que les deux complexes respectifs des chaˆınes
d’intersection calculent la meˆme cohomologie d’intersection. Par conse´quent, le complexe IT ∗,qp (K) est
inde´pendent de la stratification de K choisie, a` une suite de quasi-isomorphismes pre`s.
5.2.3 Dualite´ de Poincare´. Supposons K compact. Pour toute forme ω de IT ∗,qp (K), l’inte´grale sur
K −Σ existe car
∫
K−Σ
ω =
∫
K˜
ω˜ et car la forme ω˜ est globalement de´finie sur le complexe fini K˜. Ceci
nous permet de de´finir l’accouplement < , >: IT ∗,q1p (K) × IT
n−∗,q2
q¯ (K) → Qq1+q2 , ou` p et q¯ sont deux
perversite´s quelconques et < ω, η >=
∫
A−Σ
ω∧η. On montre que cet accouplement passe en cohomologie
(formule de Stokes):
H∗(IT ·,q1p (K))×H
n−∗(IT ·,q2q¯ (K)) −→ Qq1+q2 ,(28)
et que , si p + q¯ = t¯ est la perversite´ maximale (cf. [9]), alors il est non de´ge´ne´re´. C’est la dualite´ de
Poincare´ que nous trouvons a` l’origine de l’homologie d’intersection (cf. [9]) et dont la version avec des
formes diffe´rentielles re´elles a e´te´ traite´e a` [3].
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5.2.4 Formule de Ku¨nneth. Conside´rons K et K ′ deux complexes stratifie´s. En utilisant la de´marche
suivie a` (1.3) nous munissons K × K ′, K, et K ′ avec des triangulations qui font de ces espaces des
complexes stratifie´s et pour lesquelles les projections canoniques pr:K × K ′ → K et pr′:K × K ′ →
K ′ sont des applications simpliciales. Ces projections s’e´clatent donc en deux applications prisma-
tiques p˜r: ˜K ×K ′ → K˜ et p˜r′: ˜K ×K ′ → K˜ ′ qui sont line´aires sur chaque prisme. L’application
P :H∗(IT ·,qp (K)) ⊗ H
∗(IT ·,qp (K
′)) → H∗(IT ·,qp (K × K
′)), donne´e par P ([ω] ⊗ [η]) = [pr∗ω ∧ (pr′)∗η],
est donc bien de´finie. Dans le diagramme commutatif
H∗(IT ·,qp (K))⊗H
∗(IT ·,qp (K
′))
P
−→ H∗(IT ·,qp (K ×K
′))
IH∗p (K,Qq))⊗ IH
∗
p (K
′, Qq))
P ′
−→ IH∗p (K ×K
′, Qq))
❄ ❄
∫
⊗
∫ ∫
les fle`ches verticales sont des isomorphismes (cf.(5.2.1)). Si la perversite´ p est dans les conditions de [7]
(par exemple, si p est la perversite´ moitie´) il en sera de meˆme pour P ′. Dans ce cas, nous avons la formule
de Ku¨nneth
H∗(IT ·,qp (K))⊗H
∗(IT ·,qp (K
′))
P
∼= H∗(IT
·,q
p (K ×K
′)).
5.2.5 Algebraicite´. Ce travail est le premier pas vers la construction d’un mode`le minimal d’intersection
de K. Cette de´marche se heurte avec la difficulte´ suivante: le complexe IT ∗,∗p (K) n’est pas en ge´ne´ral une
alge`bre. Par exemple, si les strates de K sont de dimension paire le produit de deux formes de IT ∗,∗m¯ (K)
est un e´le´ment IT ∗,∗
0¯
(K), ou` m¯ est la perversite´ moitie´ (cf. [10]) (voir la relation du degre´ vertical avec le
produit exte´rieur de (4.1.4)). Bien entendu, pour p = 0¯ le complexe IT ∗,∗p (K) est une alge`bre (voir (28))
qui nous donne le mode`le minimal de K (IH∗0¯ (K)
∼= H∗(K)). Il est peut-eˆtre inte´ressant de signaler
que, pour la plus part des perversite´s (celles qui ne touchent pas 0¯), la plus petite alge`bre contenant
IT ∗,∗p (K) est pre´cisement le complexe ambient T
∗,∗(K˜). Dans un prochain travail nous e´tudierons le
“de´faut d’alge´braicite´” du complexe des formes d’intersection mode´re´es et la construction du mode`le
minimal d’intersection de K.
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