We propose a framework for message passing that combines the best properties of dynamic epistemic semantics and history-based approaches. We assume that all communication is truthful and reliable. Our framework consists of Kripke models with records of sent messages in their valuations. We introduce an update operation for message sending. With this update we can study the exact epistemic consequences of sending a message. We define a class of models that is generated from initial Kripke models by means of message updates, and we axiomatize a logic for this class of models. Next, we add an update modality and sketch a procedure for defining it by means of equivalence axioms.
dynamic epistemic logic or DEL [2, 3, 5] . DEL defines the effect of messages (public announcements, group announcements), but without an explicit notion of agency (the message sender is 'outside' the model), and without keeping records of past communications. We propose a framework that combines the best properties of dynamic epistemic semantics and history-based approaches.
We start out by defining a rich set of factual messages, with a very strict identity criterion: messages are the same if and only if they have the same sender, the same recipient set, and the (syntactically) same body. In short: identity of messages means syntactic identity. Thus, we make a strict distinction between message form and message content. The two messages p ∨ q and q ∨ p from i to j have different syntactic form, but they have the same content, so they will have the same update effect, except for the trivial difference that syntactically distinct messages are remembered by the agents.
The basic action in our set-up is a communication step, an act of revealing part of one's factual knowledge to a particular audience by means of a message. Generally, a communication step is a choice that a particular agent addressing a particular recipient group makes about how much of the factual information she possesses to reveal to that audience. We will show how Kripke models can be constructed from finite sequences of communication steps, and how success of communication sequences can be measured with respect to existing Kripke models.
In this paper we only consider truthful communication, so a message can only be sent if the sender of the message knows that its content is true. Also, all messages are believed, so if an agent receives a message she gains knowledge of the contents. We also assume that the communication channel is reliable, so all messages that are sent are received immediately without any loss of information.
Our semantics allows us to model reasoning about the way the communication took place: agents remember which messages they sent or received, but they may be uncertain about the messages sent or received by other agents. Our construction models these uncertainties in a very precise way.
The system is designed for reasoning about an actual sequence of communication steps, given some initial situation represented by a Kripke model. The semantics allows us to check properties and effects of communication sequences that took place in the past, and allows a limited amount of reasoning about counterfactual situations, like "suppose instead of actual message m, another message, m had been sent." Also, we can reason about properties and effects of new communication steps.
A LOGIC FOR REASONING ABOUT FACTUAL MESSAGES
In this section we will define a rich language that allows to reason about the effects of messages and the knowledge of the agents about these messages. We start out with defining a simpler language L0 with the purpose that the content of messages is limited to formulas from this simpler language.
Let P be a set of proposition letters. Let N be a finite set of agents. Definition 1. Let L0 be the following language:
This is propositional logic enriched with factual messages: the formula (i, ψ, G) expresses that message (i, ψ, G) with body ψ was sent by agent i to the group G at some moment in the past. Let M be the set of all L0 messages. We adopt the convention that a sender always cc's to herself: any message (i, ψ, G) has i ∈ G. We will write (i, ψ, {i, j}) (a message with a single recipient, plus cc to the sender) as (i, ψ, j).
Note that this language does not contain any epistemic operators, so the messages cannot contain epistemic formulas. However, the messages can contain other messages, which allows us to express complex communication:
Example 1. Acknowledgement of receipt of a message (i, p, j) can be expressed as (j, (i, p, j), i). Forwarding of (i, p, j) can be expressed as (j, (i, p, j), k).
Example 2. A message (i, p, j) with bcc-list {k1, . . . , kn} can be modeled as a sequence of messages
Each member on the bcc list gets a separate message from the sender of the message to the effect that message (i, p, j) was sent. We will prove in Theorem 4 that the order in which the list (sm, (i, p, j), k1), . . ., (sm, (i, p, j), kn) is sent does not matter.
This example already shows that notation can become a bit thick when nesting messages. Therefore we will often shorten notation by naming our messages m, m , m1, etc. These names should be seen as pure abbreviations. If we abbreviate a message (i, ψ, G) with m then we mean with sm = i the sender of the message, bm = ψ the body of the message and rm = G the group of recipients of the message. We also use these abbreviations in the body of other messages: for example, (j, m, k) is an abbreviation for the message (j, (i, ψ, G), k).
In order to evaluate the truth value of a L0 formula we need a valuation that gives a truth value not only to the propositions in P , but also to all messages that are mentioned in the formula. Then a positive truth value for a message means that the message was sent, and a negative truth value that it was not sent. In order to know which messages we should consider we first assign a vocabulary to every formula. This is the set of all propositions and messages that are relevant to the truth value of the formula.
Definition 2 (Vocabulary of ψ).
Vp := {p}
Letting x, y range over vocabulary elements, we set x ≺ y if x = y and x ∈ Vy. This partially orders a vocabulary by 'depth of embedding'. For example, {p, q} ≺ (i, p ∨ q, j) ≺ (j, (i, p ∨ q, j), k). A vocabulary is a set of messages and proposition letters that is closed under taking V images. So if a vocabulary contains a message then it will also contain every proposition or message that is used in the body of that message.
Now we can give a truth definition for formulas of L0 given some valuation of their vocabulary: Definition 3 (Truth Definition for L0). Let Ψ be a set of L0 formulas ranging over some vocabulary VΨ. Let v be a subset of VΨ. Then truth at v is defined as follows for all formulas in Ψ:
Call a valuation truthful for a vocabulary if v |= m implies v |= bm, for all m in the vocabulary. We will set up our models as sets of truthful valuations.
Example 3. If m is a message, then (i, ¬m, j) is a message quoting m. The formula ¬m expresses that m was not sent. The message (i, ¬m, j) expresses that i informs j that m was not sent. The formula ¬(i, ¬m, j) expresses that the message (i, ¬m, j) was not sent.
Such messages can be used to set up a transition system with epistemic models (Kripke models) as states and messages as transition labels. Formal definitions for this will be given in Section 3; the following example illustrates the idea.
Example 4. Suppose the initial state M0 is an epistemic model where agent 1 knows about p, while agents 2 and 3 do not. Let m be the message (1, p, 2) of agent 1 informing agent 2 that p is the case. Let m be the message (2, p, 3) of agent 2 informing agent 3 that p is the case. If M0 is the initial state, the messages can only be sent with m preceding m , for we assume that the sender of a message has to know its contents, and 2 does not know p before the reception of m. This gives:
What do the models look like? M0 is a Kripke model where only 1 knows about p, while p is in fact true. Using grey shading for the actual world, this gives:
Sending message m will inform 2 about p, while agent 3 still considers it possible that nothing has happened:
Finally, after m is sent, everyone knows about p. Since 1 does not know that m was sent, 1 cannot distinguish the actual situation with the actual situation before the sending of m :
Note that in the actual situation of M2 both m and m were sent. 1 does not know that m was sent, 3 does not know that m was sent.
We will set up our formal definitions in Section 3 so that message sending actually has the epistemic effects pictured in Example 4. The example illustrates how our approach incorporates elements from message passing histories into epistemic models, and how epistemic models with history information are generated from initial epistemic models without such information.
To describe and reason about the epistemic effects of message exchange we will use epistemic PDL [9] . We start with a version without message modalities. Message modalities will be added in Section 4.
Definition 4 (Epistemic PDL language L). Let ψ range over L0 formulas:
Call α an epistemic program.
We use the usual abbreviations: φ ∧ ψ for ¬(¬φ ∨ ¬ψ) and [α]φ for ¬ α ¬φ. The formula i φ should be read as "agent i considers it possible that φ" while [i]φ stands for "agent i knows that φ". To interpret this language we use vocabulary-based Kripke models [6] .
Definition 5 (Kripke models with vocabularies). Let a set of agents N , a set of propositional atoms P and a set of L0 messages M be given. A vocabulary based Kripke model for N , P , Msg is a tuple M = (W, R, Val, Voc, W0) where W is a set of worlds, R is a function that assigns to each i ∈ N an equivalence relation ∼i on W , Voc ⊆ P ∪ M is a vocabulary, Val is a function that assigns to each world in W a subset of Voc (its valuation), and W0 ⊆ W is the set of actual worlds.
Definition 6 (Truth definition for L). Let Φ be a set of L formulas, and let M = (W, R, Val, Voc, W0) be a vocabulary-based Kripke model. Then the truth of an L formula φ such that V φ ⊆ Voc is given by:
and . . .
In each world there is for each agent a relation to the worlds he considers possible. It is not hard to see from this definition that [i]φ holds in a world w iff for all w such that w ∼i w , φ holds in w . So an agent knows something if it holds in all related possible worlds. Using the axioms and rules for S5 and for PDL we can get a complete axiomatisation for this language:
There is a complete logic of L for the class of S5 Kripke models. This logic is decidable.
But this is not quite what we want, for the model class is too large. For example, it contains models for non-truthful communication. In section 5 we will define and axiomatize an appropriate class of models.
MESSAGE UPDATING
We imagine that the mention of a new message always causes an awareness expansion, by which we shall mean vocabulary expansion, in the sense of [6] . The vocabulary of a Kripke model can be viewed as a global awareness function, indicating the set of propositions and messages that the agents are aware of across the model. Given that the initial facts only mention p and q, we can assume that the initial vocabulary is the set {p, q}. Our initial Kripke model looks like this: The vocabulary is indicated in the picture as the list of (proposition) letters that get assigned a truth value. Here p means p is true and p means p is false. Now message m : (1, p ∨ q, 2) gets sent. Then the vocabulary of the updated model will be {m, p, q}. The new vocabulary element m can be either true or false at a world: true means the message was sent, false means that it was not. The non-recipient 3 of the message cannot distinguish between these two cases. m can only be true in worlds where 1 knows p ∨ q. And if m is true, the recipient 2 knows that p ∨ q is true. This gives the following Kripke model: Note that 'back plane' of the picture is a copy of the old model. Agent 3 cannot distinguish situations where m was sent from situations where m was not sent. But as a result of the message update, in the m-worlds agent 2 now knows everything there is to know about the vocabulary: that p is true, that q is false, and that m was sent.
We now give a formal definition of the update with a new message:
Intuitively, M•m is the result of extending the vocabulary of M to include m. We take into account the fact that m can only be sent if its sender knows its contents by checking this for each world w before creating a (w, m) world. The fact that only the recipients of the message get to know that it is sent is reflected by the relations between the (w, m) and (w, m) worlds.
The following lemma shows that this update does not change any basic facts about the world:
Proof. A simple induction on ψ.
Also, the following theorem shows that in the case that m was actually not sent, the knowledge of the agents about basic facts does not change and even if it is sent, the knowledge of the agents who did not receive the message does not change.
We can now show formally that BCCs are unordered.
Proof. Check that {((w, x, y), (w, y, x)) | w ∈ WM, x ∈ {m , m }, y ∈ {m , m }} is a bisimulation. Theorem 4 and its (easy) proof illustrate that the framework enables us to formalize and prove subtle properties of message exchange. The next example shows that factual messages plus message quoting allows the establishment of 'common knowledge of learning'. 2 learns whether p from 1, and this becomes common knowledge, but outsiders do not learn whether p from the interaction.
Example 6. Let M be a model where 1 knows whether p, while 2, 3 do not (and this is common knowledge). Grey shading indicates the actual world:
Notice that 3 confuses all worlds, since he would not receive either message m1 or m2 if it was sent. On the other hand, in the worlds where m1 or m2 was sent, 1 and 2 have common knowledge of the truth value of p. Now suppose 1 and 2 want to create common knowledge among the three of them that they know the truth value of p, without revealing that truth value to 3. Then there could be a third message m3 of the form (1, m1 ∨ m2, {1, 2, 3}) that informs the three of them that either m1 or m2 was sent without revealing which of the two was actually sent. If we expand our model with this third model, we would see in the resulting model that in those worlds where m3 was sent, it holds that [3] Note that in the extended model, both worlds where the message was sent and worlds where it was not sent are actual. This means that in the extension with a message, we only make the agents aware of the possibility that this message was sent. We do not yet choose between the scenario where it was sent and the scenario where it was not sent. This allows us to go back to the situation where the message was not sent. 
Apart from the addition of m, the third model is identical to the first one. Clearly, Z is a bisimulation if we do not consider m so
As we will show in section 5, we need this definition of "removing" a message to give an axiomatization for the class of models we consider appropriate. The transitions from M to M • m can be seen as product updates in the sense of [3] . The appropriate action model is:
A LOGIC FOR MESSAGE PASSING
In [3] a technique is developed for compiling out action modalities from a language consisting of epistemic PDL plus action model modalities. We will give a brief sketch of how this can be adopted to show that adding the modalities does not increase the expressive power of L. We will give reduction axioms for the [m] and [m] modalities. For the Boolean cases, these look as follows:
The reduction axioms for formulas containing epistemic programs (the PDL modalities α) are more complicated. This is because when we take a step in the original model with an epistemic program, we can only take the same step in the updated model if this step is also possible in the action model. So we have to check whether this relation is present in the action model by doing the same step in both the original model and the action model "concurrently".
For all epistemic programs, we can compute an epistemic program that is the equivalent of the original program together with a concurrent step in the action model. Similarly, if we take e0 as start state and e1 as final state, we get:
For e1 as start and as stop state:
And finally, if we take e1 as start state and e0 as stop state:
All in all we get the following recipe for transforming an epistemic expression of the form π * : Now we can give the reduction axioms for the case of epistemic programs:
Now all that remains to do is to give reduction axioms for the update of removing a message. Since we simply only look at the worlds where m is false, the reduction axiom is simple:
This gives:
Theorem 6. The language L and the language L with message modalities added have the same expressive power.
PROPERLY GENERATED MODELS
As we mentioned before, we do not consider all models with messages appropriate. We assume that all communication is truthful and reliable, therefore any world where a message has been sent should also make its contents true, and the fact that it is sent should be known among its recipients. However, there are more subtle requirements for reasonable models, as the following example shows. This example shows that simple axioms expressing properties like "if a message is true then its content should also be true" are not enough to rule out unrealistic models. The class of models we would like to consider is the class of properly generated models:
Definition 9 (Properly Generated). A model M is properly generated iff there is some model M0 and a list of messages m1, ..., mn such that there are no messages in the vocabulary of M0 and
So a model is properly generated if it can be built from a model containing no messages (we call such a model an initial model) using our message update. We can check whether a model is properly generated by using our "removing" update.
Lemma 7. For any sequence of messages m1, ..., mn such that m1 ... mn and for any two models M, N such that
Proof. Let Z be a bisimulation between M and N . We define a relation X between M • m1 • ... • mn and N • m1 • ...•mn as follows. For any two worlds w ∈ WM and v ∈ WN and any sequence x = x1, ..., xn where xi = mi or xi = mi,
Note that the question of whether (w, x) exists depends on whether (M, w) |= Ks m 1 bm 1 if x1 = m1, and whether (M, w, x1) |= Ks m 2 bm 2 if x2 = m2, etcetera. Similarly for (v, x) and N . But because m1 ... mn, these things only depend on the propositions that are true in w and in v (which are the same because wZv) and the earlier messages. So (w, x) exists iff (v, x) exists. So X is total. It is clear from the definition of message update that X is a bisimulation.
Theorem 8. A model M is properly generated iff there is an order m1, ..., mn listing all messages in the vocabulary of M such that m1 ... mn and • mn is properly generated, and then so is M.
Given a set of messages M , let − → M be the set of all sequences listing all these messages that comply with ≺. Then the following theorem, which follows from Theorem 8 gives an axiom scheme that characterizes the class of properly generated models:
Let M be a model and let M be the set of messages in the vocabulary of M. Then M is properly generated if and only if it satisfies for any ϕ ∈ L:
RELATED APPROACHES
This work was inspired by the wish to incorporate explicit messages in Dynamic Epistemic Logic. We will clarify what the added value of our approach is compared to the usual DEL as in [2, 3, 5] .
In the usual DEL, there is no mention of any messages and the only atoms in the models are propositions. The models can be updated with so-called action models, of which our message update is a special case. In our approach we have tailored an action model for a specific kind of group messages with a sender and a set of recipients. This is very useful in modeling since it is no longer up to the user of the framework to come up with the right action model: this is automatically "generated" when defining the message. This way, we make a step towards formalizing the modeling procedure which makes it easier and less error-prone.
We have combined DEL with the vocabulary expansion proposed in [6] and use this to introduce messages explicitly in the models. This has the great advantage that we can model agents who reason about messages that have been sent and even include messages about other messages. This allows for constructions like forward, acknowledgement, BCC recipients etcetera.
A different approach to modelling email communication is presented in [11] . This work specifically investigates how common knowledge emerges in settings where emails are exchanged. There, the messages can only contain atomic notes which may be compared to propositions. Clearly this is less expressive than the messages containing any non-epistemic formula that we propose. This is partially made up for because in [11] there are explicit forward messages that include a previous message, and also each message has an explicit set of BCC recipients. In the framework of the present paper we can model forward by sending a message containing another message and in fact it is shown in [11] that BCC can be simulated by a number of forwards.
Another difference is that in [11] the initial situation is quite limited. Each agent has a set of notes he knows initially, and the agents do not know anything about each other's notes. Of course in the present framework we have a lot more possibilities for the intial situation: we allow any Kripke model without messages.
While the structure of messages and the initial situation in [11] is simpler than that in the present approach, on another level the approach presented there is a lot more complex because there is no finite set of possible messages. Instead, every message is considered possible by the agents. The number of possible basic facts the messages are about is still finite, but the number and depth of the forwards is unlimited. This may be more realistic in some situations, for example email communication where any email may be sent by one person to any group of people. However, it introduces the great complication that if the number of possible messages is infinite, then the number of possible states is infinite too. This makes model checking very complicated: in [11] a decidability result for only positive formulas is mentioned.
A key concept in [11] is that of a legal state. This is comparable to the notion of properly generated models of the present paper, but since there the relations are generated only from the messages that have been sent it is a condition on single states rather than on the whole (infinitely large!) model. There, a state is legal if the content of the messages that were sent were in fact true and known to the sender. In the present approach, these conditions are checked automatically when doing a message update, which ensures that all models that are generated using this update (i.e. properly generated models) are legal in their sense.
There is also a difference in perspective on the states: while in the present approach we consider our states as basic entities with the messages as their attributes, in [11] the states are defined by their messages and all relations between the states are generated by them. In practice, this does not change much because in the present framework the relations are (after deciding on the initial situation) generated by the message updates. However, the point of view is clearly different and it shows that while the present work is based in DEL, [11] leans more towards interpreted systems.
This brings us to the comparison of our work to interpreted systems as presented in, e.g., [8] . There, the focus is on a global state that is constructed by combining local states of the agents. Then two global states are related for an agent if that agent's local states match. In the present approach, there are no local states: all factual and epistemic information is encoded in a single multi-agent Kripke model.
Local states are definable in our setting in terms of local inboxes. The local state of an agent i is then given by the single-agent Kripke model that is generated by restricting an initial model to i, and then updating it with the messages in the i-inbox. This procedure defines a labeled transition system with local single-agent Kripke models as states, and with transitions labelled by messages. In future research we hope to investigate how such distributed models relate to the centralized multi-agent generated models of the present approach. Under which conditions can the multi-agent generated model be constructed out of the distributed single-agent models? Under which conditions can the multi-agent generated model be decomposed into local single-agent models linked by messages? This line of investigation might even lead to an alternative axiomatization of properly generated models: a distributed system of singleagent models is properly generated if an agent's epistemic accessibility relations are only between worlds that match on the agent's inbox.
The idea of time is clearly incorporated in interpreted systems. In our framework this is less explicit: we can show how the model evolves over time by doing a sequence of message updates, but once these updates have been done the only information that is preserved in the model is whether the message has been sent at some point in time, not when it was sent exactly. Neither do we have an ordering between the messages. Of course there is the vocabulary embedding relation ≺, but this only partially orders the messages. This has the advantage of keeping the framework simple, and in a lot of applications the exact ordering between messages is not so relevant. However, it might be interesting to incorporate timing in our framework and this is one of the points on our research agenda.
FURTHER WORK
Since the update modalities can be eliminated from the language without loss of expressive power, we know that an axiomatization without using update modalities must exist. However, if we simply apply our reduction axioms for [m] and [m − ] to our current axiomatization the result will be very long and uninformative. We have not yet found a simple, sound and complete axiomatization. The definition of messages in this paper is purely syntactic. The messages (1, p ∨ q, 2) and (1, q ∨ p, 2) are different: their bodies use different syntax to express the same propositional content. We intend to explore definitions with a more semantical flavour that identify messages with the same propositional content.
The treatment of awareness in the paper may be too blunt. The global awareness notion of the paper could be replaced with a more subtle one, where different agents may be aware of different vocabularies in different worlds [7, 4] .
Our system has the curious property that agents are affected by an expansion with messages that are not addressed to them: they consider the fact that such a message was sent possible. The history-based system of Parikh and Ramanujam has the same property, as does the process of updating with S5 action models for group announcements (see, e.g., [2] ).
In some situations this property is perfectly realistic, for example in a game where in every new round the agents know which messages may be sent. However, if we are modeling everyday communication it is less realistic: when two people are communication and a third person does not know what they are communicating about the third person usually thinks any message is possible, and does not have a specific possible message in mind.
Using awareness expansion does not change this property. For consider an agent j that is aware of p but does not know whether p is the case, and a message m not addressed to j that informs its audience that p is the case. Then, even if j is not aware of m, something changes in the model that j can notice: after m was sent j must hold it for possible that agents have learnt something about p.
Look at this informally. How can an agent i ever know for sure that another agent j does not know whether p? 
