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Abstract 
Orthogonal systems of idempotents are applicable to Physics, Chemistry and other 
areas of Mathematics. Given a finite group G, and a set partition {[HI], [Hz], [Ok]} 
of G, we present a method that is sometimes successful in constructing a system of or- 
thogonal idempotents that are constant on { [01], [&I., , [Ok]}. The functions are an ex- 
tension of the irreducible character of finite group. 0 1998 Elsevier Science Inc. All 
rights reserved. 
Kty+vr& Group partition; System of orthogonal idempotents: Simultaneously diagonalization of 
matrices 
1. Introduction 
The symmetricality of some objects have been widely investigated in Physics. 
Chemistry and other areas of Mathematics [l-3]. From [4], we find the symmet- 
ricality is equivalent to a kind of class idempotents (Definition 3). The functions 
are an extension of the irreducible character of finite group [5-S]. Given a finite 
group G, and a set partition p = {[O,], [&I, . , [Ok]} of G, we present a method of 
constructing the system of orthogonal class idempotents. The method requires 
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only simultaneous diagonalization of matrices by similarity and applies to all 
finite groups. Let Zr ,Z2,. . ,Zk denote the characteristic function of [e,], [f&l, 
. . , [Ok], respectively. The actual steps in constructing the system of orthogonal 
class idempotents about the set partition p may be summarized as follows: 
1. By means of the formula 
cij(es) = &zJj(B,)l c(es) = (cij(es)). 
IfC(b), C(b), . . . , C(&) are linearly independent, symmetrical, class matrices, 




G(h) Gl(e2> .” G(Qk) 
G,(b) G2(02) . . . G2(&) 
(s= 1,2 )‘..) k). 
. . . . . 
Gk(&) Gk(e2) . . . G(W 1 
2. Find an invertible matrix T such that T-‘R,T are diagonal matrices for all 
s= 1,2,... , k. First compute the distinct eigenspaces V, (Au)(i = 1,2, . . , k) of 
RI. If dim V, (Ati) = 1, let 0 # 5 E q(Ar,), then l is a common eigenvector of 
Rs(s = 1,2,. . , k). If dim(Vi(Au) > 1, Since V, (Ali) is an invariant subspace 
of R2, we can find eigenspaces V2(&)(j = 1,2,. . . , ki) of R2 in vl(Ar,). If 
dim(y?(Xi?l)) = 1, let 0 # VZ E .&(Aij), VZ is also a common eigenvector of 
R,(s= 1,2,... , k). If dim( fi(A.ij) > 1, we can find eigenspaces of R3 in V, (Xij) 
similarly. Finally we can obtain k one-dimensional subspaces V, , V,, . . . , V, 
andO#&EK(i=1,2 ,..., k).LetT=(S,,12 ,..., &).Then 
T-‘R,T = diag(/l,r, &, . . . ,A,) (s = 1,2,. . , k). 
Put A = (/lsj)kxk. 
3. Obtain the system of orthogonal class idempotents. Let 
crl rf2r . . . ,fk)T = A-‘(ZI,Z2,. . . ,Zk)‘, or 
(gl,gz>~. . ,gk)T = Tp1(I~,Z2,...,Ik)T, fi=djgj, 
dj = g,(e)lGl ci=, gj(o)gj(g-‘) (3 = 112, ‘. . 1 k), 
where e is the identity of G. Then {fi, f2, . . . , fk} is the unique system of orthog- 
onal class idempotents about the set partition p. 
2. Basic concepts 
Definition 1. Let [et], [&I,. . . , [Ok] be the distinct sets on G satisfying 
G = U[O,]: [Oil n [Oj] = 0, Vi #j. 
j=l 
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The set {[&I, [&I,. , [&I) . 1s called a set partition of group G, denoted by p. A 
complex valued function on G satisfying 
f(g) =f(0,) V’o E [S,], j= l-2,.. .:k 
is called a class function on G about p. 
Definition 2. Let p = {[&I? [&I) . . , [&]} b e a set partition of group G. For any j 
1 
1, (7 E PiI 
Z,(a) = (j= 1.2 ,..., k). 
O7 rJ e [@j] 
is called the characteristic function of G about p. 
Definition 3. A class idempotent is a class function on G about p which satisfies 
.f2 = 1Gl.f ‘d7.c E G, 
where ]G] is the order of G, the multiplication is the usual multiplication in the 
algebra of functions. 
Obviously the class function 0 is a class idempotent. In this paper we are in- 
terested in non-zero class idempotent. 
Definition 4. The class idempotents ft ~ f2 are called orthogonal if ft f2 = 0. 
Clearly the class function fi + f2 is also a class idempotent if J; >.f2 are or- 
thogonal. 
Definition 5. Let p = { [Ol], [&I,. . . , [Ok]} b e a set partition of group G. The set 
partition p is called usable if there exist k pairwise orthogonal non-zero class 
idempotents f,, f2, , fk. 
3. Main results 
Assume that G has a set partition p = {[O,]> [&I: ~ [Ok]}. With respect to 
the usual addition and scalar multiplication the set of functions that are con- 
stant on each of the sets {[&I, [&I, . , [&I} is a vector space W of dimension 
k. If I,,12,. . . , I, denote the characteristic functions of { [0,], [O,], . . [Ok]}, res- 
pectively, then Ii, 12,. . . , Ik form a basis of the space W. Every class idempotent 
belongs to W. 
Theorem 1. Assume that fi, fi, . , fm are pairwise orthogonal class idempotents 
on G and G has k distinct classes [Ol], [&I,. . [Ok]. Then (i) fi! f2,. . fn, are 
linearly independent; (ii) m < k. 
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Proof. It is trivial. 0 
From [6], we have the following theorem. 
Theorem 2. The conjugacy classes on G, i.e. [Oj] = (0-l Ojg; u E G}, V’ej E G 
form a usable set partition on group G. 
Theorem 3. Assume that p = {[&I, [&I, . , [Ok]} is a usable set partition of G, 
andfl,fz, . . ., fk are the pairwise orthogonal class idempotents on G. Then there 
exists an invertible matrix A such that 
f;: = ajIll + ar2 + . + aiJk (i = 1,2,. . . ,k), 
diagti(@,h(e), . . . ,fk(@) = AC(B (for 0 E G), 
where A = (aij)kxkl c(o) = (cij(@),,,, 
(1) 
cij(e) = hZiZj(Q) = &CZi(0)Zj(O-lO). 
BEG 
In fact 
diag(ay, azj,. . . ,akj) = AC(B)A’ (j = I, 2,. . . ,k). (2) 
Proof. Since the characteristic functions I,, Z2, . . . , zk of {[&I, [&I, . . . , [ok]} form 
abasisofthespace W,forjjf;: W, i=1,2,...,k,wehave 
J; = aill, + ai + . . + aikZk (i = 1,2, . . . , k). 
Let 
f = K ,A . . . Jir, 1 = [11,&Q.. .,&IT 
then f = AZ, where A = (aij). 
By Theorem 2, f,, f2,. . , fk are linearly independent, so A is invertible and 
for any 6’ E G 
+$-(o)/(“‘O)’ = +,~AZ(~)Z(&‘)‘A = AC(B)A’, 
CTtG C7EG 
where A’ denotes the transpose of A. The orthogonality of fi, f2, . . . , fk implies 
that 
dkCfi(e),h(e), . . . ,hw = +Jf(fl)f (C-V, 
UCG 
diagCfi (e),fm . . .4i4w = AWN, 
where C(e) = (Cij(Q)),,,, C,(e) = (l/ICI) AZ,(e). 
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When tl E [8j], we have 
diag(ft (Bj),f2(Qj), . ,fk(e,)) = AC(Q = AC(@ 
that is 
diag(ar,, a?,. . . . ,akj) =AC(fl)A’ (j= 1,2:...:k). 
This completes the proof. 0 
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Corollary 1. Let p = {[&I, [&I,. . . , [Ok]} be a usable set partition of group G. 
Then Cl (oj), Cz(dj), . , G(d,i) are linearly independent, symmetric, class 
matrices. 
Proof. By Theorem 3, for V’8 E [O,], we have 
C(0) = A-’ diag(ul,, azs, . . , ah)(A’) -’ 
SO Cl(e,), CZ(e,)-. > ck(gjj) are symmetric class matrices. 
Assume that there exist c, E C (s = 1,2;. . , k) such that 
by Theorem 3, we have 
k 
c r -I c,A-’ diag(al,, azv, . . . , a)@ 1 = 0, 
.s: I 
A-’ diag ecsa,.v, kc.Tah, , 
s=l s=l 
Since A is invertible, we have 
diag kc,a,,, kc,a,, . = 0, 
&=I s=l 
ec,a,.T = 0 (i = 1,2, . , k). 
,=I 
Define c = [c,, c2, . . . , cklT, we get AC = 0; hence c = 0. 0 
We conjecture that the necessary condition in Corollary 1 is also a sufficient 
condition. 
Now we shall discuss the construction and properties of A satisfying Eq. (2). 
Let A = (ai,) be a k x k matrix, define a, = [al]. a2j,. ,ak,]’ and 
a(j) = [ail, ail.. , ajk]’ We have A = (aI, ~22,. , ok) = (Ujl). a(z). . , a(k))‘. 
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Suppose that P = {[&I, [&I,. . , [&I) 1s a usable set partition of G, and 
fi ,f2, . . ,fk are the pairwise orthogonal class idempotents on G. Let 
RI, RS, . . , Rk be the following matrices: 
i 
G(h) G(Q2) ‘.’ Cd(&) 
R = G,(h) Gz(Q2) ‘.. G,(b) 
s (s= 1,2 )..., k), . . . . . . , . . 
G(fA) cde2) ..’ Gk(W 1 
where C,(tIj) = (l/IGI) Islj(fIj). 
We first give the following properties of R, (s = 1,2, . . . , k). 
Theorem 4. The matrices RI, Rz, . . . , Rk are linearly independent and simulta- 
neously diagonalizable. 
Proof. For any s 
R, = (eJC(Qj)ej)k,k, e, = (0.. OiO. . . O):,, (3) 
From Eq. (2), we have 
C(Oj) = A-r diag(atj, azj,. . . , a,)(A-I)‘. 
Let B = A-’ = (bij), Eq. (3) can be written as 




= Bdiag(b,,, bs2,. . . , bsk)A 
= A-‘diag(bSl, bs2, . . . , bsk)A. 
Notice that s is arbitrary, so the matrices RI, RI,. . , Rk are simultaneously di- 
agonalizable. 
Assume that there exist c, E C (S = 1,2, . . . , k) such that 




CcJ’ diag(b,r , bs2, . , b,k)A = 0, 
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A-’ diag ~~,b,t, ~c&2, . , 
I=1 i=l 
Since A is invertible, we have 
= 0, 
Let c = [c, i cl, . , ck]‘, B’c = 0 implies that c = 0. 0 
The simultaneous diagonalization of some matrices by similarity is an ele- 
mentary concept in matrix theory [3]. A general result will be given in the fol- 
lowing theorem. 
Theorem 5. Suppose that the invertible matrices Q and T satisjj 
T-‘R,T = diag(&t, &, . . . :&); 
for each s such that 1 <s < k. Let A = (&,)kxk, N = (q.yj)kxk, we have. 
1. A, N are invertible, 
2. Q = TPD, 
3. N-l = P’A-I, 
where P is a permutation matrix, D is an invertible diagonal matrix. 
Proof. ( 1) The invertibility of /1, N follows from the linear independence of the 
matrices RI. R2:. . . , Rk. 
(2) By the invertibility of T and Q, there exists an invertible matrix 
A4 = (mr,)kxl such that Q = XV. Now we prove A4 = PD, where P is a permu- 
tation matrix, D is a diagonal matrix. Let 
T = (t,,tZ> . . . . tk), Q= (%>q23....qk). 
For given j, by Q = 71M, we have 
9, = TMei = tlmlj + t2m2, + + tkmkr 
We prove that there is exactly one coefficient ml, not equal to 0. For any 
s (s= 1:2....,k), we have 
Ryqj = rl,imr,tt + ul.Yjm2jt2 + . ’ f %,mkJtk. (4) 
On the other hand 
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R,gj = R,(mljtl + mqt2 + . + mkjtk) 
= mljRstl f myR,tz + . . . + mkjR,tk 
= mlj&ltl + m2jAs2t2 t . . . f mk,i,&. 
From Eq. (4) and the above formula 
(&ml, - qsjmlj)tl + . ” + (&mkj - q,vjmkj)tk = 0. 
Since T is invertible, we have 
(&VI - V,-)mlj = /Islmrj - %,mij = 0 (I,s=1,2 )...) k) 
that is 
[(k, 121,. . . > %kllT - (rllj, ;rlZj> . . 1 Vkj)Ym!, = 0. 
Assume there exist m/j, ml/,, # 0 (I # I’), then we get 
(&I, 221,. . .:3~kl)T=(~lj,~2,'...,~kj)~ and 
(&, 121', . . ' > &l')T = (Ylj5y/2j," ,I?kj)” 
that is 
(/I,/, &I,. . )&J = (&, &‘, . . . )&J. 
This contradicts invertibility of _4. Hence for each j there is exactly one in- 
teger i such that mij # 0. For each j let g(j) denote the positive integer such that 
rn,blJ # 0. Then qj = m,G)jt,G). 
Since ql ,q2, . . , qk are linearly independent, we have 
a(i)#r~(j) fori#j,i,j=1,2 ,..., k 
and 0 is a permutation. Hence 
4 = (m,(l)tt,(l), ma(2)2b(2), . . . , h(k)kte(k)) 
= (t,(l), b(2), . . . , to(k)) diagh(l)l, mu(2)2, . . . , f%(k)k) 
= I diag(m,(l)l, mg(2)2, . . . , %(k)k), 
where 
Let P = P(o), D = diag(m,(,),, rno(2)2, . . . , m,(k]k). For (i = 1,2,. . . , k), 
rn,(+ # 0, D is invertible. We have Q = Tl?D. 
(3) For given s (1 <s < k) 
diadvl,, J s2, . . . , qsk) = Qp’RsQ = (Zi?D)-‘R,(TPD) 
= Dp’P-‘T-‘R,7F?D = D-‘P-‘diag(&t , ,Is2,. , &)PD 
= Dp’diwd&,p), k,(2), . . , &,(k))D 
= diw(A,(l), &r(2), . . , ‘b(k)). 
Hence 
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IV = (L,) = (A,),,,R(o) = nP(o), 
N-’ = P ‘@)A- = P’(a)A-‘. 
This completes the proof. 0 
From Theorem 4, we see that the eigenvalues of R, are just a row of A-‘. In 
fact, we have the following theorems. 
Theorem 6. Suppose that there exist.c un invertible mutrix T such that 
T’R,T=diag(&,.& . . . . >A,,) (s=1.2, . . . . k). 
Let I4 = (2& and 
Then {gl , g2. . gk} is the unique system qf orthogonul class idempotents &out 
the usable partition p. 
Proof. By Theorems 4 and 5, the matrix A satisfying Eq. (2) can be written as 
A = P(o)‘A-‘. Then dfr,fz,. . . ;fk)T = A(Z1!12,. . ./k)T = PT(o)K1(I1.Z~. _. . 
1~)’ = f”(fl)(gl,gz.. ,gk)T = (go ljll,go~~(2). ,g, ~,k))~. Hence 
{.fiJi.“~..fi) = {gl:gz,“‘,‘Q}. 
Since T is arbitrary, {,fi,,f& ..h} is unique. 0 
Theorem 7. Suppose that there exists un invertible matrix T such that 
T-‘R,T = diag(/2,,, &, .y/isk) (s= 1.2 . . . . . k). 
Let 
(g,.g?. . . ,g$ = T-‘(Lb,. . JiJ’, .r; = d,g,. 
d, = g,(e)lG/ 
c:=, g,(0k,(a-‘) 
(j= I,2 (.... k). 
where e is the identity of G. Then {g,,gl.. . gk > is unique system of orthogonal 
class idempotents about the usable partition p. 
Proof. By Theorems 4 and 5, the matrix A satisfying Eq. (2) can be written as 
A = D--‘P(a)?‘, where D = diag(m,(,)t 3 mc(2)2,. . mntk)k). 
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ti,h,‘. . ,M =A(z,,z2,'. . JkY 
= D-‘P*(o)T-‘(z~,z2,. . ,I$, 
=~-1~'(~)(gl,g2,... ,gJ 
= (d~~l(l)g,-l(,),d,~1(2)go~'(2), . . . >dr(k)&(k& 
where &I~, = rn;& G = 1,2,. . ,k). Hence 
Ul,.fk. ..,h} = {dlgl,d2g2,...,dkgk}. 
Let fi = djgj, since f, is an idempotent, we have 
Thus 
dj = gj(e)/GI 
yjT~~,gj(~)gj(~-‘) O’= 1,2,..,,k). 
Since T is arbitrary, {ft ,f2, . . . , fk} is unique. This finishes the proof. 0 
4. Some examples 
Example 1. For the group S3 = {e, (12), (13), (23), (123), (132)). Consider the 
set partition p: [OI] = {e}, [&I = {(12)}, [es] = {(23), (13)}, [f&l = {(123), 
(132)) where 01 =e,& = (12),& = (23),& = (123), write down 
They are linearly independent symmetrical matrices. Then we give the follow- 
ing matrices: 
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For simplicity of calculations, we find the eigenvalues and eigenspaces of 
R,: A3, G 2.A3, = I,& = -l.& = -2, and V(i3,) = ~(1. 1,2.2)‘, 
V(&) =C~(l,-lrlr-l)i. P(Eq3) =q(l.l,-l.-l.)T. 
V(&) = cq(l,-1;-2:2)T. 
where cl. c2, c3, c4 are arbitrary scalars. Let 
5, = (1. L2.2)‘: 52 = (1,-l, 1,-l)‘, 53 = (1,1.-1.-l)‘, 
& = (l.-l,-2.2)’ 
and T = ([, ( I’m! 53, t,). Then 
/l 0 0 0 0 0 0 
-1 0 0 
0 1 0 
0 0 -1 
2 0 0 
0 -1 0 
0 0 -1 
0 0 0 
T-‘&T = A 
6 
0 0 0 -2 1. 
By Theorem 6, we have 
1 1 1 1 1 1 1 1 
1 -1 2 -2 1 -1 
-1 -2 2 2 -1 -1 
2 -1 -1 2 1 -1 -1 1 







T-‘R2T = A 
6 
tition p as follows: 
f,(a) = II(O) +1?(Q) +&(a) +14(g), 
.fi(o) = 21,(a) - 212(o) + h(o) - I4(a), 
f3(u) = 211(a) + 212(c7) - 13(o) -14(g), 
Jh(o) = I, (0) - 12(g) - 13((r) +14(a), 
where fi(fl)l~Ji(~)l~ 3 e are not the characters of group S3, and the 
set partition p is not the conjugacy partition but it is usable. 
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Example 2. Let G = {e, (ab)(cd), (UC)(M), (ad)(k), (abc), (abd), (ucd), (bed), 
(ucb), (a&), (MC), (a&)}. Put x = (ub)(cd), y = (UC)(M), z = (aA)( 
t = (ubc). Consider the following partition p: 
PII = {e>, P21 = by), Pi = (~1, P41 = {f,tx,ty,tz), 
[&I = { t2, t2x, t2y, t2z}, 
where 01 = e, 02 = x, 03 = z, t14 = t, O5 = t2, write 
1 0 0 0 0 
0 2 0 0 0 
0 0 0 0 4 
0 0 0 4 0 
0 0 0 0 1 
0 0 0 0 2 
0 0 0 4 0 
1 2 1 0 0 
They are linearly independent symmetrical matrices. We also write down the 
following matrices: 
: 
1 0 0 0 0 
0 1 0 0 0 
I?,=; 0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 I 
Rx=; I 
0 0 1 0 0 
0 1 0 0 0 
1 0 0 0 0 
0 0 0 1 0 
0 0 0 0 1 1 
I 0 1 0 0 0 2 0 2 0 0 R2=$ 0 1 0 0 0 , 
0 0 0 2 0 
0 0 0 0 2 
I 
R4=& I 
0 0 0 1 0 
0 0 0 2 0 
0 0 0 2 0 ) 
0 0 0 0 4 
4 4 4 0 0 
I 
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I+; -; 
0 0 0 0 1 
0 0 0 0 2 
0 0 0 0 1 
4 4 4 0 0 
0 0 0 4 0 
I 
For the simplicity of calculations, we first find one eigenvalue with one-dimen- 
sional eigenspace of R2: i2, = -2, and 
b’(12,) = cl (el - 2e2 + e3). 
Similarly, we also find one eigenvalue with one-dimensional eigenspace of Ri: 
jb3r = -1, and three eigenvalues with one-dimensional eigenspace of R4: 
id, = 4, & = 4~0, i.43 = 40’, where o = -i + f&i/i and 
v(h,) = c3(el + 2e2 + e3 + 4el+ 4e5), 
v(b) = cb(el + 2e2 + e3 + 40)e4 $- 4t02e5). 
V(&) = cg(el + 2e2 + e3 + 4w2e4 + 4we5). 
where cI.cz. q,cI.cs are arbitrary scalars, e, = (0.. .O;O.. O)ix,. Let 
t, = (l.-2,l;O:O)‘: & = (l:O:--l,O,O)‘. :j = (1.2,1,4.4)‘, 
& = (1.2.1:4W.402)‘, (4 = (1.2,1,4a?.4tu)’ 
and T = (<, . &, t3, &,. t,). Then 
3 -3 3 0 0 
By Theorem 7, we have 
(g,,gz.. ,gk)’ = T-‘(I,,I?, .zk)T. f, = d,g,. 
d, = g,(e)/Gl c:=, &goMg-‘) = 12 (j= 1:2.....k), 
where e is the identity of G. Therefore we obtain five pairwise orthogonal class 
idempotents about the partition p as follows: 
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h(g) = 311 ((r) - 312 (0) + 13 (0)) 
f2(0) = W(a)- 613,(o), 
h(o) =I1(a)+h(fJ)+Z3(g) +14(G.)+z5(cJ), 
h(c) = b(a) +12(g) + 13(fJ) +w2z4w +(N(a), 
h(c) =11(a) fZ2((7) +13(g) +mZ4(0) + ~2z5(c7), 
wherchb)l~A~)l~ 2 e are not the characters of group G, and the 
set partition p is not the conjugacy partition but it is usable. 
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