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On the optical properties of carbon nanotubes–Part I.
A general formula for the dynamical optical conductivity.
April 6, 2018
Morten Grud Rasmussen∗, Benjamin Ricaud†, Baptiste Savoie‡
Abstract
This paper is the first one of a series of two articles in which we revisit the optical prop-
erties of single-walled carbon nanotubes (SWNT). Produced by rolling up a graphene sheet,
SWNT owe their intriguing properties to their cylindrical quasi-one-dimensional (quasi-1D)
structure (the ratio length/radius is experimentally of order of 103). We model SWNT by
circular cylinders of small diameters on the surface of which the conduction electron gas is
confined by the electric field generated by the fixed carbon ions. The pair-interaction poten-
tial considered is the 3D Coulomb potential restricted to the cylinder. To reflect the quasi-1D
structure, we introduce a 1D effective many-body Hamiltonian which is the starting-point of
our analysis. To investigate the optical properties, we consider a perturbation by a uniform
time-dependent electric field modeling an incident light beam along the longitudinal direction.
By using Kubo’s method, we derive within the linear response theory an asymptotic expan-
sion in the low-temperature regime for the dynamical optical conductivity at fixed density of
particles. The leading term only involves the eigenvalues and associated eigenfunctions of the
(unperturbed) 1D effective many-body Hamiltonian, and allows us to account for the sharp
peaks observed in the optical absorption spectrum of SWNT.
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1 The settings and the main result.
1.1 Modeling SWNT as quasi-one dimensional structures.
General assumptions–Infinite-volume systems. Consider a circular cylinder of infinite-
length with radius r > 0 on the surface of which lies a regular lattice of carbon atoms. We
suppose that the lattice is fixed and forms a non-degenerate periodic pattern of hexagons. Denote
by a and b = b(r) respectively the longitudinal and transverse periods of the lattice. Due to
the configuration, there exists l ∈ N∗ s.t. lb = 2πr. Besides, we assume that only one electron
per carbon atom is likely to be delocalized, and then plays the role of conduction electron. Each
conduction electron is confined on the surface of the cylinder by the electric field generated by
the positive carbon ions. The associated electric potential energy Vper is supposed to be periodic
w.r.t. the lattice and uniformly locally square-integrable, i.e. Vper ∈ L2uloc(R2) see e.g. [9, Sec.
XIII.16]. In particular, this implies that Vper is square-integrable on the unit cell of the lattice.
We point out that Vper contains all the information about the chirality (i.e. ’twist’) of the tube.
Furthermore, the conduction electrons interact with each other. The pair-interaction potential
energy that we consider is the 3D Coulomb potential restricted to the cylinder:
Vr(x, y) :=
e2
ε
√
x2 + 4r2 sin2( y2r )
, (x, y) ∈ R× rS, (1.1)
where e denotes the elementary charge and ε the electric permittivity of the material assumed to
be constant. Hereafter, we denote by C∞,r := R × rS the cylinder surface where S := R/(2πZ)
stands for the unit circle. (1.1) is justified by Pythagora’s theorem. The cylinder is embedded in
R3. The distance ρ from one particle to the other in R3 reads as ρ2 = (x1−x2)2+4r2 sin2(y1−y22r ),
where |2r sin(y1−y22r )| is the length of the chord joining two points of coordinate y1 and y2 on the
circle. From (1.1), Vr ∈ L1loc(C∞,r) but Vr(· , y) /∈ L1(R) even for y 6= 0. Nevertheless, its Fourier
transform exists whenever y 6= 0 and it has the explicit expression:
∀p ∈ R∗, V̂r(p, y) := 1√
2π
∫
R
dx′ e−ipx
′
Vr(x
′, y) =
√
2
π
e2
ε
K0(2r|p sin( y
2r
)|), (1.2)
where K0 is the modified Bessel function of the second kind, see [1]. Note that K0 ∈ L1([0,∞)).
We refer the readers to [4] for a spectral analysis of the Hamiltonian describing the dynamics of
two self-interacting charges of opposite sign (the so-called ’exciton model’) confined on C∞,r. The
pair-interaction potential energy considered is precisely (1.1).
Many-body Hamiltonian for finite-volume systems. Let Λ × rS be a strict subset of
C∞,r, where Λ is a non-empty interval centered at the origin of coordinates. For convenience, we
take Λ = [−La/2, La/2) with L ∈ N∗ so that its Lebesgue-measure satisfies: |Λ| = La, L ∈ N∗.
If N ∈ N∗ carbon ions lie on Λ × rS, then our assumptions imply that the number of conduction
2
electrons is N . Note that the parameters L,N, a, b are interrelated since the tube length and its
perimeter are multiple of a integer number of ions. Indeed, for n0 ions in the polygon of area a× b:
La
a
× 2πr
b
× n0 = N. (1.3)
A natural approach to investigate the dynamics of conduction electrons consists in imposing Dirich-
let boundary conditions on Λ (longitudinal direction) when defining the many-body Hamiltonian.
This will however break its translational invariance. The standard approach instead consists in im-
posing periodic boundary conditions on Λ; this boils down to working on the torus TLa× rS. Here
and hereafter, we identify τ -periodic functions on R with functions on the 1-dimensional torus:
Tτ := R/(τZ) which we define by identifying points in R that differ by τn for some n ∈ Z. From
now on, we assume that 0 < 2
√
2r < a without loss of generality. Denote by TLa,r := TLa × rS
the one-electron configuration space. Working on TLa,r requires to introduce a periodization (with
period La) of Vr(· , y) in (1.1) that converges point-wise to Vr when L → ∞. From the Poisson
summation formula and (1.2), we may suggest the following La-periodic symmetric function:
R ∋ x 7→
√
2π
La
∑
m∈Z∗
ei
2pi
La
mxV̂r(
2π
La
m, y), y 6= 0. (1.4)
We discarded the mode m = 0 since Vr(· , y) /∈ L1(R). Note that (1.4) can be rewritten as follows:
1
La
∑
m∈Z
ei
2pi
La
mx
∫ La
2
−La
2
dx′ e−i
2pi
La
mx′Vr(x
′, y)
− 1
La
∫ La
2
−La
2
dx′ Vr(x
′, y) +
1
La
∑
m∈Z∗
ei
2pi
La
mx
∫
|x′|≥La
2
dx′ e−i
2pi
La
mx′Vr(x
′, y).
The first term corresponds to the complete Fourier periodic expansion of Vr(· , y) restricted to the
interval [−La/2, La/2). From the second term (it is a part of the mode m = 0 discarded in (1.4))
arises a logarithmic divergence when y → 0. To dodge this artefact, we make the choice to remove
this ’singular’ term and then we instead define the periodized pair-interaction potential energy as:
VL,r(x, y) :=
√
2π
La
∑
m∈Z∗
ei
2pi
La
mxV̂r(
2π
La
m, y) +
1
La
∫ La
2
−La
2
dx′ Vr(x
′, y), y 6= 0. (1.5)
The above pair-interaction potential satisfies the following (we refer the readers to Sec. 5.2.2):
Lemma 1.1 ∀L ∈ N∗ and ∀0 < 2√2r < a:
(i). VL,r ∈ L1(TLa,r).
(ii). VL,r(· , y) is a positive smooth function on R.
(iii). VL,r(· , y) converges point-wise to Vr(· , y) when L→∞.
From the foregoing, introduce the many-body Hamiltonian describing the dynamics of conduc-
tion electrons in finite-volume systems. For any L ∈ N∗ and 0 < 2√2r < a, let L2(TLa,r) be the
one-particle Hilbert-space and L2(T NLa,r) ∼= ⊗Nj=1L2(TLa,r) be the N -particles Hilbert-space. Note
that in our analysis, N = NL and obeys (1.3). We formally consider the family of Hamiltonians:
HL,r := 1
2me
N∑
j=1
(−∆xj −∆yj ) +
N∑
j=1
Vper(xj , yj) +
λ
2
N∑
j,l=1
j 6=l
VL,r(xj − xl, yj − yl), (1.6)
where we set ~ = 1. me is the electron rest mass and λ > 0 is a coupling constant. We refer to Sec.
5.2.1 for a rigorous construction of (1.6) as a family of self-adjoint operators acting on L2(T NLa,r).
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A 1D effective operator. We continue the modeling by introducing a 1D effective operator
to reflect the quasi-1D structure of SWNT. The key-idea leading to its derivation is as follows.
The operator HL,r can be represented as a sum of orthogonal transverse modes using the periodic
boundary conditions along the circumference of the tube. For small radii of tube r, it is reasonable
to suppose that the high transverse modes do not contribute much to the low region of the spectrum
of (1.6). We therefore expect the low-lying spectrum of (1.6) to be approximated by an effective
operator acting on L2(TNaL), obtained from (1.6) by discarding the high transverse modes. This
ansatz is based on the works [3, 4] in which the low-lying spectrum of the Hamiltonian of the
’exciton model’ on the infinite-length cylinder C∞,r is analyzed. Following the ideas of [3, 4] and
generalizing the method to our actual model, we introduce in (1.12) below a 1D effective operator
which will be the starting-point of our study. Its derivation is outlined in Sec. 1.3. We stress the
point that no quantitative analysis justifying that the low-lying spectrum of (1.6) converges (in a
certain sense) to the one of (1.12) when r→ 0 will be given in this present paper.
Introduce some notation. The electric potential energy projected onto the circle is defined by:
vper(x) :=
1
2πr
∫ pir
−pir
dy Vper(x, y) =
1
2π
∫ pi
−pi
dy Vper(x, ry), x ∈ R. (1.7)
Note that vper ∈ L2uloc(R). Since Vper(x, · ) is 2πr-periodic, then Vper(x, r· ) is 2π-periodic. There-
fore, vper is nothing but the average value of the potential energy Vper along the transverse axis.
The pair-interaction potential energy in (1.1) projected onto the circle is defined by:
vr(x) :=
1
2πr
∫ pir
−pir
dy Vr(x, y) =
2
π
e2
ε
1√
x2 + 4r2
K (
4r2
x2 + 4r2
), x ∈ R∗, (1.8)
where K denotes the complete elliptic integral of the first kind, see [1]. Note that vr is continuous
outside of the origin and admits the following asymptotic expansions:
ε
e2
vr(x) =
1
πr
(3 ln(2) + ln(r) − ln(|x|)) + 1
16πr3
|x|2 ln(|x|) +O(|x|2) when |x| → 0, (1.9)
ε
e2
vr(x) =
1
|x| −
r2
|x|3 +O(
1
|x|4 ) when |x| → ∞. (1.10)
The periodized Coulomb potential energy in (1.5) projected onto the circle is defined by:
∀L ∈ N∗, vL,r(x) := 1
2πr
∫ pir
−pir
dy VL,r(x, y), x ∈ R \ (LaZ). (1.11)
vL,r is a symmetric aL-periodic function by construction and satisfies the following:
Lemma 1.2 ∀L ∈ N∗ and ∀0 < 2√2r < a:
(i). vL,r ∈ L2(TLa) and there exist two constants c1, c2 > 0 independent of L, r s.t.
‖vL,r‖2 ≤ c1r− 12 + c2.
(ii). vL,r is a positive continuous function on [−La/2, 0[∪]0, La/2[.
(iii). The projection onto the circle and the periodization commute: for almost every x,
vL,r(x) =
√
2π
La
∑
m∈Z∗
ei
2pi
La
mxv̂r(
2π
La
m) +
1
La
∫ La
2
−La
2
dx′ vr(x
′),
where v̂r denotes the Fourier transform of vr.
Introduce now the 1D effective Hamiltonian which will be the starting-point of our analysis.
Hereafter, the radius of the tube becomes a fixed parameter; say r = r0 > 0 obeying 0 < 2
√
2r0 < a
and sufficiently small. We refer to Sec. 1.3. For any L ∈ N∗, let hL := L2(TLa) be the one-particle
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Hilbert-space. The N -particles Hilbert space is hNL := L
2(TNLa)
∼= ⊗Nj=1L2(TLa). In our analysis,
N = NL and obeys (1.3). Denoting ∆L :=
∑N
j=1 d
2
xj
, define on C∞(TNLa) the family of operators:
HL = HL,r0 := −
1
2me
∆L +
N∑
j=1
vper(xj) +
λ
2
N∑
j,l=1
j 6=l
vL,r0(xj − xl), (1.12)
where we set ~ = 1. Remind that λ > 0 is a coupling constant. From (1.7) along with Lemma 1.2
(i), the perturbation HL− (− 12∆L) is −∆L-bounded with zero relative bound for any L ∈ N∗. By
Kato-Rellich theorem [8, Thm. X.19], HL is essentially self-adjoint on C∞(TNLa) and bounded from
below. Its self-adjoint closure, denoted again by HL, has domain the Sobolev space: D(HL) =
W2,2(TNLa). Note that by positivity of vL,r0, we have the lower-bound HL ≥ cste(N) for some
cste(N) ∈ R. Besides, since the injection W2,2(TNLa) →֒ L2(TNLa) is compact, then HL has purely
discrete spectrum with an accumulation point at infinity. We denote by {µk}k≥0, µk = µk(L,N)
with N obeying (1.3) the set of eigenvalues counting multiplicities and in increasing order.
1.2 Linear optical response of SWNT–The main result.
To model the incident light beam in the longitudinal direction of the tube, we consider the
following time-dependent electric field:
E(t) := Eℜ{eiωt}, t ∈ R,
where E denotes the amplitude of the field assumed to be uniform and ω > 0 its angular frequency.
Without loss of generality, we restrict the amplitude E to the compact interval [−1, 1]. Introduce
an adiabatic switching on of the electric field from time tini = −∞ defined as:
E(t) := eηtE(t), t ∈ R,
where η > 0 is the adiabatic parameter. By using Weyl’s gauge, the electric field is generated by
the time-dependent magnetic vector potential (below, c denotes the speed of light in vacuum):
A(t) := −c
∫ t
−∞
ds E(s) = −cEa(t), (1.13)
a(t) := ℜ(e
(iω+η)t
iω + η
), t ∈ R. (1.14)
Introduce the many-body Hamiltonian describing the dynamics of conduction electrons in the
presence of the time-dependent electric field. In view of (1.12) and (1.14), ∀L ∈ N∗, ∀E ∈ [−1, 1],
∀ω > 0 and ∀η > 0, let {HL(t), t ∈ R} be the family of operators on C∞(TNLa) defined as:
HL(t) :=
1
2me
N∑
j=1
(−idxj − eEa(t))2 +
N∑
j=1
vper(xj) +
λ
2
N∑
j,k=1
j 6=k
vL,r0(xj − xk), (1.15)
where we set ~ = 1. Remind that N = NL obeys (1.3). Denoting PL :=
∑N
j=1(−idxj ), define:
WL(t) := HL(t)−HL = − e
me
Ea(t)PL +
e2
2me
NE2a2(t), t ∈ R. (1.16)
∀L ∈ N∗, ∀E ∈ [−1, 1], ∀ω > 0 and ∀η > 0 the perturbation WL(t) is HL-bounded with zero
relative bound for any t ∈ R. By Kato-Rellich Theorem, (1.15) extends to a family of self-adjoint
and bounded from below operators ∀t ∈ R with t-independent domain D(HL(t)) = D(HL).
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Next, we turn to the time-evolution of the density matrix associated to the perturbed system.
At tini = −∞, the system is unperturbed (the electric field is switched off) and assumed to be at
thermal equilibrium with a thermal bath. Within the framework of quantum statistical mechanics,
the density matrix associated to the unperturbed system is given in the canonical conditions by:
ρeqL (β) := (TrhNL {e
−βHL})−1e−βHL , (1.17)
where β := (kBT )
−1 > 0 is the ’inverse temperature’ and kB denotes the Boltzmann constant.
Note that (1.17) is well-defined as trace-class operator on hNL = L
2(TNLa) since the semi-group
generated by HL is trace-class on h
N
L , we refer the readers to Sec. 5.1. Following Kubo’s method,
the perturbation by the electric field is adiabatically switched on as the system is brought in
time to the present. The time evolution of the density matrix is described by the Liouville-Von
Neumann equation. Denoting by [· , · ] the usual commutator, it formally reads as:{
i
∂ρL
∂t
(β; t) = [HL(t), ρL(β; t)], t ∈ R,
limt→−∞ ρL(β; t) = ρ
eq
L (β).
(1.18)
Before going further, we need a result of existence and uniqueness of solutions of (1.18). Below,
(I1(h
N
L ), ‖ · ‖1) denotes the Banach space of trace-class operators on hNL .
Proposition 1.3 ∀L ∈ N∗, ∀β > 0, ∀E ∈ [−1, 1], ∀ω > 0 and ∀η > 0 there exists a family of
operators, denoted by {ρL(β; t), t ∈ R}, belonging to I1(hNL ) satisfying the following:
(i). ρL(β; · ) is differentiable in the trace-norm topology;
(ii). ρL(β; · ) is the unique solution of the equation (1.18) on I1(hNL ) with initial value ρeqL (β), i.e.
lim
t→−∞
‖ρL(β; t)− ρeqL (β)‖1 = 0. (1.19)
Moreover, ρL(β; t)PL ∈ I1(hNL ) for any t ∈ R.
From Proposition 1.3, we can now consider the expectation value of the current operator. For
the need, we introduce the dependence in E and ω, η in our notation and use ρL,η(β, ω;E, t) instead
of ρL(β; t). The statistical quantities that we define below are functions of all those parameters.
The current per unit-length at a given time t ∈ R and at inverse temperature β > 0 induced by
the electric field of amplitude E ∈ [−1, 1] and angular frequency ω > 0 is defined as, see e.g. [6]:
JL,η(β, ω;E, t) := − e
me(La)
TrhN
L
{ρL,η(β, ω;E, t)
N∑
j=1
(−idxj − eEaη(ω; t))}, L ∈ N∗, (1.20)
where aη(ω; t) = a(t) is defined in (1.14). Note that
1
me
(−idx− eEaη(ω; t)) stands for the electron
velocity operator. By Proposition 1.3, the trace in the r.h.s. of (1.20) is well-defined.
Within the linear response theory, the dynamical optical conductivity at t = 0 and at β > 0 is
related to the induced current at t = 0 by the formal expression, see e.g. [6, Sec. 3.8]:
σL,η(β, ω) :=
∂JL,η
∂E
(β, ω;E = 0, t = 0). (1.21)
The main result of this paper is an asymptotic expansion in the low-temperature regime for the
dynamical optical conductivity at fixed density of electrons. The leading term that we obtain only
involves the eigenvalues and associated eigenfunctions of the unperturbed many-body Hamiltonian
HL in (1.12). Recall that {µk}k≥0, µk = µk(L,N) with N = NL obeying (1.3) denotes the set of
eigenvalues of HL counting multiplicities and in increasing order. Denote by {ψk}k≥0 the set of
associated normalized eigenvectors. Here is the statement of our main result:
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Theorem 1.4 ∀L ∈ N∗, ∀ω > 0 and ∀η > 0:
(i). The map E 7→ JL,η(β, ω;E, t = 0) is differentiable at E = 0 for any β > 0.
(ii). There exists a constant c = c(L,N) > 0 independent of β s.t.
σL,η(β, ω) = ςL,η(ω) +O(e−cβ), (1.22)
with:
ςL,η(ω) := 4
e2
m2e(La)
ωη
∞∑
k=0
|〈ψk, PLψ0〉|2
[(µk − µ0 − ω)2 + η2][(µk − µ0 + ω)2 + η2]+
+
e2
me(La)
η
ω2 + η2
{N − 2
me
∞∑
k=0
(µk − µ0) + 2ω
(µk − µ0 + ω)2 + η2 |〈ψk, PLψ0〉|
2}. (1.23)
Remark 1.5 The leading term in (1.23) still depends on the adiabatic parameter η which is an
’artificial’ parameter arising from Kubo’s method. From a Physics viewpoint, the relevant quantity
is the limit η ↓ 0 of (1.23). In this limit, the second contribution in the r.h.s. of (1.23) identically
vanishes. As for the first contribution, it blows up if ω = µk − µ0. This accounts for the sharp
peaks observed in the optical absorption spectrum of SWNT, peaks occurring when ω = µk − µ0.
To bring out the presence of peaks, we shall write in the distributional sense:
ςL(ω) := lim
η↓0
ςL,η(ω) = 4π
e2
m2e(La)
ω
∞∑
k=0
|〈ψk, PLψ0〉|2δ(µk − µ0 − ω).
1.3 Discussion: The 1D effective operator.
Here, we outline the derivation of (1.12) from (1.6). As mentioned in Sec. 1.1, for sufficiently
small radii of tube r, it is reasonable to expect that the high transverse modes do not contribute
much to the low region of the spectrum of (1.6). This ansatz is based on the works [3, 4] in which
the low-lying spectrum of the Hamiltonian of the ’exciton model’ on the infinite-length cylinder
C∞,r is analyzed. On the one hand, it is shown that the low-lying spectrum of the relative motion
is only slightly influenced by the high transverses modes for sufficiently small r. The low-lying
spectrum is then approximated by a 1D effective Hamiltonian and a result of spectrum stability is
given in [4, Sec. 4.2]. On the other hand, it is shown that the low-lying spectrum of this effective
Hamiltonian is well approximated by the spectrum of an operator with point-interactions on the
whole line which is exactly solvable. Numerical simulations reinforce this approximation, see [3, 5].
Following the method used in [4, Sec. 2.3], we separate HL,r into different parts taking advan-
tage of the cylindrical geometry, i.e. we represent HL,r as a sum of orthogonal transverse modes
using the periodic boundary conditions along the circumference of the tube. To do so, consider the
orthonormal basis of eigenvectors of − 12∆y with domainW2,2(rS). By the spectral decomposition:
−1
2
∆y =
∑
n∈Z
n2
2r2
P rn,
where the family of 1D orthogonal projections {P rn}n∈Z is defined by:
P rn := 〈Φrn, · 〉Φrn, Φrn(y) :=
1√
2πr
ein
y
r .
Introduce the family of orthogonal projectors Πrn := 1⊗ P rn, n ∈ Z which project from L2(TLa,r)
into the n-th transverse mode. Turning to the many-body problem, introduce the family Πr
n
:=
⊗Nj=1Πrnj . Since the projectors are orthogonal, HL,r can be written as the direct sum:⊕
n,m∈ZN
Πr
n
HL,rΠrm. (1.24)
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The diagonal part (n =m) and off-diagonal part (n 6=m) of the sum read respectively as:
Πr
n
HL,rΠrn = [(−
1
2
∆x1 + vper(x1) +
n21
2r2
)⊗ P rn1 ]⊗⊗Nj=2Πrnj + · · ·
· · ·+⊗N−1j=1 Πrnj ⊗ [(−
1
2
∆xN + vper(xN ) +
n2N
2r2
)⊗ P rnN ] +
λ
2
N∑
j 6=l=1
Πr
n
VL,rΠ
r
n
,
and the last term involves (1.11). If n 6=m, i.e. there exists at least a j ∈ {1, . . . , N} s.t. nj 6= mj :
Πr
n
HL,rΠrm =
N∑
j=1
Πr
n
VperΠ
r
m
+
λ
2
N∑
j 6=l=1
Πr
n
VL,rΠ
r
m
. (1.25)
We point out that the contributions to the off-diagonal part only come from the potential energies,
and they involve terms similar to (1.7) and (1.11) but with a factor ei(nl−mj)
y
r under the integrals.
By a natural unitary identification, one can work in the new Hilbert-Space ℓ2(ZN ;L2(TNLa)) with
vectors ψ = {ψn}n∈ZN , ψn ∈ L2(TNLa). Therefore, the original operator is now an infinite matrix
whose elements are operators in L2(TNLa). The diagonal matrix elements are given by the operators:
H
(n1,...,nN )
L,r := HL,r +
N∑
j=1
n2j
2r2
,
HL,r := −1
2
N∑
j=1
∆xj +
N∑
j=1
vper(xj) +
λ
2
N∑
j,l=1
j 6=l
vL,r(xj − xl).
One can see that for n 6= 0, the diagonal entries of the infinite operator valued matrix are pushed
up by a term proportional with 1/r2. For r sufficiently small, we thus expect HL,r to be a ’good’
candidate for a comparison operator for the low-lying spectrum of HL,r. We mention that an
attempt to make this latter statement precise can be found in [10]. By formally rewriting HL,r as:
HL,r = Hdiag + Voff−diag,
Hdiag :=
⊕
n1,...,nN∈Z
(HL,r +
n21
2r2
+
n22
2r2
+ · · ·+ n
2
N
2r2
),
where Voff−diag contains all the non-diagonal entries (coming from (1.25)) and zero on the diagonal,
we expect Voff−diag to be relatively form bounded w.r.t. Hdiag. Moreover, we expect Voff−diag to be
a ’small’ perturbation for sufficiently small r. A proof of this statement together with an analysis
of the low-lying spectrum of (1.12) will come in a companion paper.
2 Proof of Proposition 1.3.
For reader’s convenience, the proofs of the intermediary results are placed in Sect. 4.1.
Recall that (I1(h
N
L ), ‖ · ‖1) denotes the Banach space of trace-class operators on hNL .
Dealing with a family of time-dependent Hamiltonians, we need a first result related to the exis-
tence of propagators. We recall that a two-parameter family of unitary operators {U(t, s), (t, s) ∈
R2} is called a unitary propagator if it satisfies the three following conditions, see [8, Sec. X.12]:
U(r, t)U(t, s) = U(r, s), U(s, s) = 1 and (t, s) 7→ U(t, s) is jointly strongly continuous.
Here is a result of existence of propagators associated to the time-dependent Schro¨dinger equation:
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Lemma 2.1 ∀L ∈ N∗, ∀E ∈ [−1, 1], ∀ω > 0 and ∀η > 0 there exists a unitary propagator UL(t, s)
on hNL so that for each φ ∈ D(HL), ψs(t) := UL(t, s)φ ∈ D(HL) for all t ∈ R and satisfies:{
i
dψs
dt
(t) = HL(t)ψs(t)
ψs(s) = φ
. (2.1)
In particular, R ∋ t 7→ UL(t, s) is strongly (continuously) differentiable on D(HL) for any s ∈ R
and is solution of the integral equation taking place on D(HL):
UL(t, s) = 1− i
∫ t
s
dτ HL(τ)UL(τ, s), (t, s) ∈ R2.
In view of (1.12) and following Lemma 2.1, introduce ∀L ∈ N∗, ∀E ∈ [−1, 1], ∀ω > 0 and
∀η > 0 the two-parameter family of unitary operators {ΩL(t, s), (t, s) ∈ R2} defined on hNL by:
ΩL(t, s) := e
i(t−s)HLUL(t, s), (t, s) ∈ R2. (2.2)
For each φ ∈ D(HL), ΩL(t, s)φ ∈ D(HL) and (t, s) 7→ ΩL(t, s) is jointly strongly continuous. From
(1.16), introduce also the family {W˜L(t, s), (t, s) ∈ R2} defined on D(PL) =W1,2(TNLa) by:
W˜L(t, s) : = e
i(t−s)HLWL(t)e
−i(t−s)HL
= − e
me
Ea(t)ei(t−s)HLPLe
−i(t−s)HL +
N
2me
e2E2a2(t).
(2.3)
The second lemma gives some properties on the family of unitary operators defined in (2.2):
Lemma 2.2 ∀L ∈ N∗, ∀E ∈ [−1, 1], ∀ω > 0 and ∀η > 0 the operator-valued function R ∋ t 7→
ΩL(t, s) is strongly differentiable on D(HL) for any s ∈ R, and its derivative reads as:
dΩL
dt
(t, s) = −iW˜L(t, s)ΩL(t, s), (t, s) ∈ R2.
In particular, ΩL(t, s) is solution of the integral equation taking place on D(HL):
ΩL(t, s) = 1− i
∫ t
s
dτ W˜L(τ, s)ΩL(τ, s), (t, s) ∈ R2. (2.4)
In the third lemma, we investigate the strong limit t→ −∞ of the family {ΩL(· , s), s ∈ R}:
Lemma 2.3 ∀L ∈ N∗, ∀E ∈ [−1, 1], ∀ω > 0 and ∀η > 0 the strong limits:
s − lim
t→−∞
ΩL(t, s), s − lim
t→−∞
Ω∗L(t, s),
both exist on hNL for any s ∈ R. We denote them by Ω+L (s) and Ω∗+L (s) respectively. Moreover,
{Ω+L(s), s ∈ R} is a one-parameter family of unitary operators satisfying:
Ω+∗L (s) = Ω
∗+
L (s), s ∈ R. (2.5)
The fourth lemma assures in particular that Ω+L(s), Ω
∗+
L (s), s ∈ R preserve the domain D(HL):
Lemma 2.4 ∀L ∈ N∗, ∀E ∈ [−1, 1], ∀ω > 0, ∀η > 0, ∀α ∈ R∗ and ∀(t, s) ∈ R2 the following four
operators are bounded:
(HL + iα)ΩL(t, s)(HL + iα)
−1, (HL + iα)Ω
+
L(s)(HL + iα)
−1,
(HL + iα)Ω
∗
L(t, s)(HL + iα)
−1, (HL + iα)Ω
∗+
L (s)(HL + iα)
−1.
In particular, ∀L ∈ N∗, ∀ω > 0, ∀η > 0, ∀T ≥ 0 and ∀α ∈ R∗ there exists C > 0 s.t. ∀E ∈ [−1, 1]:
sup
s,t∈(−∞,T ]
‖(HL + iα)ΩL(t, s)(HL + iα)−1‖+ sup
s,t∈(−∞,T ]
‖(HL + iα)Ω∗L(t, s)(HL + iα)−1‖ ≤ C,
(2.6)
sup
s∈(−∞,T ]
‖(HL + iα)Ω+L(s)(HL + iα)−1‖+ sup
s∈(−∞,T ]
‖(HL + iα)Ω+∗L (s)(HL + iα)−1‖ ≤ C. (2.7)
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We are now ready for the actual proof of Proposition 1.3. From the foregoing, define ∀L ∈ N∗,
∀β > 0, ∀E ∈ [−1, 1], ∀ω > 0 and ∀η > 0 the following family of operators:
ρL(β; t) := e
−itHLΩL(t, 0)Ω
+∗
L (0)ρ
eq
L (β)Ω
+
L (0)Ω
∗
L(t, 0)e
itHL , t ∈ R. (2.8)
The rest of this section consists in proving that the family (2.8) satisfies (i)-(ii) of Proposition 1.3.
Let us first prove that (2.8) is a family of trace-class operators on hNL . For any α ∈ R∗:
ρL(β; t) = (HL + iα)
−1e−itHL{(HL + iα)ΩL(t, 0)(HL + iα)−1}
× {(HL + iα)Ω+∗L (0)(HL + iα)−1}(HL + iα)ρeqL (β)(HL + iα)
× {(HL + iα)−1Ω+L(0)(HL + iα)}{(HL + iα)−1Ω∗L(t, 0)(HL + iα)}eitHL(HL + iα)−1. (2.9)
Since the operators between braces are bounded by Lemma 2.4 and (HL + iα)ρ
eq
L (β)(HL + iα) is
a trace-class operator by Lemma 5.2 in Sec. 5.1, then (2.8) is trace-class by the ∗-ideal property
of I1(h
N
L ). From this, it follows that ρL(β; t)PL ∈ I1(hNL ) by virtue of Lemma 5.3 (i) in Sec. 5.1.
Let us secondly prove that (2.8) satisfies the initial condition (1.19). One has:
‖ρL(β; t)−ρeqL (β)‖1 ≤ ‖ΩL(t, 0)Ω+∗L (0)ρeqL (β){Ω+L (0)Ω∗L(t, 0)−1}‖1+‖{ΩL(t, 0)Ω+∗L (0)−1}ρeqL (β)‖1,
where we used that HL and ρ
eq
L (β) commute. Using that:
Ω+L(0)Ω
∗
L(t, 0)− 1 = Ω+L(0)(HL + iα){(HL + iα)−1(Ω∗L(t, 0)− Ω+∗L (0))},
ΩL(t, 0)Ω
+∗
L (0)− 1 = {(ΩL(t, 0)− Ω+L(0))(HL + iα)−1}(HL + iα)Ω+∗L (0),
together with (2.5), we arrive at:
‖ρL(β; t)− ρeqL (β)‖1 ≤
‖ΩL(t, 0)Ω+∗L (0)ρeqL (β)(HL+ iα)‖1‖(HL+ iα)−1Ω+L(0)(HL+ iα)‖‖(HL+ iα)−1(Ω∗L(t, 0)−Ω∗+L (0))‖
+ ‖(ΩL(t, 0)− Ω+L(0))(HL + iα)−1‖‖(HL + iα)Ω+∗L (0)(HL + iα)−1‖‖(HL + iα)ρeqL (β)‖1.
Since limt→−∞ ‖(HL+iα)−1(Ω∗L(t, 0)−Ω∗+L (0))‖ = 0 = limt→−∞ ‖(ΩL(t, 0)−Ω+L(0))(HL+iα)−1‖
as a result of Lemma 2.3 and the other factors are bounded by Lemmas 2.4 and 5.2, then (1.19)
follows. Let us thirdly prove that (2.8) is differentiable in the trace-norm topology. Note that
[ρL(β; t), HL(t)] is bounded, see (2.9) along with (5.4). Let t0 ∈ R. For h ∈ R∗ small enough:
(
ρL(β; t0 + h)− ρL(β; t0)
h
− i[ρL(β; t0), HL(t0)]) = Q1(t0, h) + Q2(t0, h),
Q1(t0, h) := {e
−i(t0+h)HL − e−it0HL
h
ΩL(t0, 0) + e
−i(t0+h)HL
ΩL(t0 + h, 0)− ΩL(t0, 0)
h
+
+ iHL(t0)e
−it0HLΩL(t0, 0)}Ω+∗L (0)ρeqL (β)Ω+L (0)Ω∗L(t0, 0)eit0HL ,
Q2(t0, h) := e
−i(t0+h)HLΩL(t0 + h, 0)Ω
+∗
L (0)ρ
eq
L (β)Ω
+
L (0){
Ω∗L(t0 + h, 0)− Ω∗L(t0, 0)
h
eit0HL+
+ Ω∗L(t0 + h, 0)
ei(t0+h)HL − eit0HL
h
− iΩ∗L(t0, 0)eit0HLHL(t0)}+
+ i{e−i(t0+h)HLΩL(t0 + h, 0)− e−it0HLΩL(t0, 0)}Ω+∗L (0)ρeqL (β)Ω+L (0)Ω∗L(t0, 0)eit0HLHL(t0).
By Stone Theorem [11, Thm. 7.38] and Lemma 2.2 respectively, it holds on D(HL):
s − lim
h→0
e−i(t0+h)HL − e−it0HL
h
ΩL(t0, 0) = −iHLe−it0HLΩL(t0, 0),
s − lim
h→0
e−i(t0+h)HL
ΩL(t0 + h, 0)− ΩL(t0, 0)
h
= −ie−it0HLW˜L(t0, 0)ΩL(t0, 0).
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In view of (2.3) and by using that (HL + iα)
−1 is a compact operator, then one has:
lim
h→0
‖[ e
−i(t0+h)HL − e−it0HL
h
ΩL(t0, 0) + e
−i(t0+h)HL
ΩL(t0 + h, 0)− ΩL(t0, 0)
h
](HL + iα)
−1
+ iHL(t0)e
−it0HLΩL(t0, 0)(HL + iα)
−1‖ = 0. (2.10)
We conclude that limh→0 ‖Q1(t0, h)‖1 = 0 since ‖(HL + iα)Ω+∗L (0)ρeqL (β)Ω+L (0)Ω∗L(t0, 0)‖1 < ∞,
see below (2.9). We can also prove that limh→0 ‖Q2(t0, h)‖1 = 0 by similar arguments. Therefore:
lim
h→0
‖ρL(β; t0 + h)− ρL(β; t0)
h
− i[ρL(β; t0), HL(t0)]‖1 = 0.
This can be extended to any t0 ∈ R. To end the proof, it remains to show that (2.8) is the unique
solution of the Von Neumann equation with initial value ρeqL (β). Assume that there exists another
solution, denoted by ρ˜L(β; · ). Define on hNL the one-parameter family of unitary operators:
YL(t) := e
−itHLΩL(t, 0)Ω
+∗
L (0), t ∈ R.
By Lemma 2.2, R ∋ t 7→ YL(t) is strongly differentiable on D(HL) and dYLdt (t) = −iHL(t)YL(t).
For any φ, ψ ∈ D(HL) and t ∈ R, one has:
〈φ, ∂
∂t
(Y ∗L (t)ρ˜L(β; t)YL(t)− ρeqL (β)ψ〉 =
〈φ, iY ∗L (t){HL(t)ρ˜L(β; t) + [ρ˜L(β; t), HL(t)]− ρ˜L(β; t)HL(t)}YL(t)ψ〉 = 0,
and this can be extended on hNL by density. Note that ρL(β; t) = YL(t)ρ
eq
L (β)Y
∗
L (t). Next use that:
‖ρ˜L(β; t)− ρL(β; t)‖1 ≤ ‖ρ˜L(β; t) − ρeqL (β)‖1 + ‖ρeqL (β) − ρL(β; t)‖1,
from which we get limt→−∞ ‖ρ˜L(β; t)− ρL(β; t)‖1 = 0. The uniqueness of the solution is proven.
3 Proof of Theorem 1.4.
For reader’s convenience, the proofs of the intermediary results are placed in Sect. 4.2.
In this section, we use the notation introduced below Proposition 1.3, see pp. 6.
We start by the following abstract Lemma:
Lemma 3.1 ∀L ∈ N∗, ∀β > 0, ∀E ∈ [−1, 1], ∀ω > 0, ∀η > 0, ∀t ∈ R and for any k, l ∈ {0, 1}:
(i). The operators P kLρ
eq
L (β)P
l
L and [ρ
eq
L (β), PL]e
−itHLPL are trace-class.
(ii). The operators P kLρL,η(β, ω;E, t)P
l
L and [ρL,η(β, ω;E, t), PL]e
−itHLPL are trace-class.
Moreover, their trace norms can be bounded uniformly in t ∈ (−∞, T ], with T ≥ 0.
In view of the formal definition (1.21), we need to investigate the behavior in E of (1.20):
Lemma 3.2 Under the conditions of Lemma 3.1, it takes place on I1(h
N
L ):
ρL,η(β, ω;E, t)P
k
L = ρ
eq
L (β)P
k
L +
e
me
ERL,η(β, ω; t)P kL +
e
me
ERL,η(β, ω;E, t)P
k
L , (3.1)
and each operator in the r.h.s. belongs to I1(h
N
L ). RL,η(β, ω; t) is E-independent and reads as:
RL,η(β, ω; t) := −i
∫ t
−∞
dτ aη(ω; τ)e
i(τ−t)HL [ρeqL (β), PL]e
−i(τ−t)HL , (3.2)
where aη(ω; t) = a(t) is given in (1.14), as for the last term, it is defined as:
RL,η(β, ω;E, t) := −i
∫ t
−∞
dτ aη(ω; τ)e
i(τ−t)HL [(ρL,η(β, ω;E, τ)− ρeqL (β)), PL]e−i(τ−t)HL . (3.3)
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From (1.20), one infers from Lemma 3.2 the following formula for the induced current at t = 0:
m2e(La)JL,η(β, ω;E, 0) = −emeTrhN
L
{ρeqL (β)PL}
+ e2E[meNaη(ω; 0)− TrhN
L
{RL,η(β, ω; 0)PL}]− e2ETrhN
L
{RL,η(β, ω;E, 0)PL}
+ e3E2Naη(ω; 0)[TrhN
L
{RL,η(β, ω; 0)}+TrhN
L
{RL,η(β, ω;E, 0)}]. (3.4)
Since the operator RL,η(β, ω;E, 0) can also be rewritten as (see (4.7)):
− e
me
E
∫ 0
−∞
dτ
∫ τ
−∞
ds aη(ω; τ)aη(ω; s)e
iτHL [ei(s−τ)HL [ρL(β, ω;E, s), PL]e
−i(s−τ)HL , PL]e
−iτHL ,
which holds in the trace-class operators sense by Lemma 3.1 (ii), then we expect the third and
fourth contribution in the r.h.s. of (3.4) to behave like O(E2) when E → 0. Indeed:
Lemma 3.3 ∀L ∈ N∗, ∀β > 0, ∀ω > 0, ∀η > 0 and for any k ∈ {0, 1} there exists C > 0 s.t.:
∀E ∈ [−1, 1], |TrhN
L
{RL,η(β, ω;E, 0)P kL}| ≤ C|E|(1 + |E|). (3.5)
Moreover, the map E 7→ ETrhN
L
{RL,η(β, ω;E, 0)P kL} is differentiable at E = 0, and one has:
∂
∂E
(E × TrhN
L
{RL,η(β, ω;E, 0)P kL})
∣∣∣
E=0
= 0.
We are now ready for the actual proof of Theorem 1.4. (i) directly follows from (3.4) along
with Lemma 3.3. We turn to (ii). In view of (1.21), we obtain from (3.4) along with Lemma 3.3:
σL,η(β, ω) = − e
2
m2e(La)
TrhN
L
{RL,η(β, ω; 0)PL}+ e
2
me
N
La
aη(ω; 0). (3.6)
Let us rewrite the first term in the r.h.s. of (3.6) in terms of eigenvalues and associated normalized
eigenvectors of HL. From (3.2), the quantity TrhN
L
{RL,η(β, ω; 0)PL} can be rewritten as:
i
∫ 0
−∞
dτ aη(ω; τ)TrhN
L
{PLeiτHLPLe−iτHLρeqL (β)− ρeqL (β)eiτHLPLe−iτHLPL},
where we used that [ρeqL (β), HL] = 0 together with the cyclicity property of the trace. Since the
ψks form an orthonormal basis in L
2(TNLa), then one obtains from the spectral theorem:
TrhN
L
{RL,η(β, ω; 0)PL} = − 2
ZL(β)
∫ 0
−∞
dτ aη(ω; τ)
∞∑
k=0
e−βµkℑ{e−iµkτ 〈PLψk, eiτHLPLψk〉},
where ZL(β) denotes the canonical partition function. Define the reduced partition function as:
∀β > 0, Z˜L(β) := eβµ0ZL(β) = eβµ0TrhN
L
{e−βHL}. (3.7)
By involving (3.7), we arrive at the following rewriting:
TrhN
L
{RL,η(β, ω; 0)PL} = T (0)L,η(β, ω) + T (1)L,η(β, ω),
T
(0)
L,η(β, ω) := −
2
Z˜L(β)
∫ 0
−∞
dτ aη(ω; τ)ℑ{e−iµ0τ 〈PLψ0, eiτHLPLψ0〉}, (3.8)
T
(1)
L,η(β, ω) := −
2
Z˜L(β)
∫ 0
−∞
dτ aη(ω; τ)
∞∑
k=1
e−β(µk−µ0)ℑ{e−iµkτ 〈PLψk, eiτHLPLψk〉}. (3.9)
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The rest of the proof consists in showing that (3.8) is the leading term of the expansion in (1.22),
and (3.9) is exponentially decreasing in β. By using the spectral decomposition of eiτHL , one has:
T
(0)
L,η(β, ω) = −
2
Z˜L(β)
∞∑
k=0
|〈ψk, PLψ0〉|2
∫ 0
−∞
dτ aη(ω; τ)ℑ{ei(µk−µ0)τ},
and a straightforward calculations leads to:
T
(0)
L,η(β, ω) =
2η
ω2 + η2
1
Z˜L(β)
∞∑
k=0
(µk − µ0){(µk − µ0)2 + η2 − 3ω2}
[(µk − µ0 − ω)2 + η2][(µk − µ0 + ω)2 + η2] |〈ψk, PLψ0〉|
2.
It remains to use the identities:
(µk − µ0)2 + η2 − 3ω2 = [(µk − µ0 − ω)2 + η2] + 2ω(µk − µ0)− 4ω2;
(µk − µ0){2ω(µk − µ0)− 4ω2} = 2ω[(µk − µ0 − ω)2 + η2]− 2ω(η2 + ω2).
As for the quantity in (3.9), we have the following estimate concluding the proof of Theorem 1.4:
Lemma 3.4 ∀L ∈ N∗, ∀ω > 0 and ∀η > 0 there exist three constants Cl = Cl(L,N, ω, η) > 0,
l = 1, 2 and c = c(L,N) > 0 s.t. for β sufficiently large:
|T (1)L,η(β, ω)| ≤ C1e−β(µ1−µ0) + C2
e−cβ
β
.
4 Proof of intermediary results.
4.1 Proof of Lemma 2.1–2.4.
For simplicity’s sake, we set me = 1 and e = 1 in the definitions (1.16) and (2.3).
Proof of Lemma 2.1. Let L ∈ N∗, E ∈ [−1, 1], ω > 0 and η > 0 be fixed. It is enough to verify
the assumptions of [2, Thm. 9.5.3]. (i). The family {WL(t), t ∈ R} is HL-bounded with zero
relative bound. (ii). By virtue of Lemma 5.4, define in the bounded operators sense:
C(t, s) := (HL(s)− i)(HL(t) + i)−1 − 1 = {WL(t)−WL(s)}(HL(s)− i)−1, (s, t) ∈ R2.
Note that t 7→ WL(t) is strongly continuous on D(PL) = W1,2(TNLa). In view of (1.16), it is easy
to see from (1.14) that ∀K ⊂ R compact subset there exists C > 0 s.t. ∀s, t ∈ K, s 6= t:
|a(s)− a(t)|+ |a2(s)− a2(t)| ≤ C|s− t|.
Since ∀t0 ∈ R (HL(t0) − i)−1 is compact, then t 7→ WL(t)(HL(t0) − i)−1 is continuous in norm
topology: limt→t1 ‖{WL(t)−WL(t1)}(HL(t0)− i)−1‖ = 0. For any (tj , sj) ∈ R2, tj 6= sj j = 0, 1:
C(t1, s1)
t1 − s1 −
C(t0, s0)
t0 − s0 = {
WL(t1)
t1 − s1 −
WL(t0)
t0 − s0 }(HL(s0)− i)
−1−{WL(s1)
t1 − s1 −
WL(s0)
t0 − s0 }(HL(s0)− i)
−1
− WL(t1)−WL(s1)
t1 − s1 (HL(s1)− i)
−1{WL(s1)−WL(s0)}(HL(s0)− i)−1.
From the foregoing together with (5.4)-(5.5), we obtain:
lim
(t1,s1)→(t0,s0)
‖C(t1, s1)
t1 − s1 −
C(t0, s0)
t0 − s0 ‖ = 0.
Thus, (t, s) 7→ (t− s)−1C(t, s) is strongly uniformly continuous on hNL if s, t belong to a compact
subset and s 6= t. (iii). In view of (1.16), the family {WL(t), t ∈ R} is strongly continuously differ-
entiable on the domain D(PL) =W1,2(TNLa). Define on D(PL) the following family of operators:
W ′L(t) := −Ea′(t)PL +NE2a′(t)a(t), t ∈ R. (4.1)
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For any φ ∈ hNL , the limit C(t)φ := lims→t(t−s)−1C(t, s)φ exists uniformly in each compact subset
of R, and t 7→ C(t) =W ′L(t)(HL(t)− i)−1 is continuous in the norm topology. 
Proof of Lemma 2.2. Let s ∈ R. For any t0 ∈ R, h ∈ R∗ small enough and ϕ ∈ D(HL):
ΩL(t0 + h, s)− ΩL(t0, s)
h
ϕ =
ei(t0+h−s)HL − ei(t0−s)HL
h
UL(t0 + h, s)ϕ
+ ei(t0−s)HL
UL(t0 + h, s)− UL(t0, s)
h
ϕ.
By using Stone theorem [11, Thm. 7.38] for the first term, and the fact that R ∋ t 7→ UL(t, s) is
strongly differentiable on D(HL) for the second term along with (2.1):
lim
h→0
ΩL(t0 + h, s)− ΩL(t0, s)
h
ϕ = iei(t0−s)HLHLUL(t0, s)ϕ+ e
i(t0−s)HL
dUL
dt
(t0, s)ϕ
= iei(t0−s)HL(HL −HL(t0))e−i(t0−s)HLei(t0−s)HLUL(t0, s)ϕ
= −iW˜L(t0, s)ΩL(t0, s)ϕ,
where we used (2.3). Since R ∋ t 7→ W˜L(t, s)ΩL(t, s) is strongly continuous on D(HL), we get:
ΩL(t, s) = ΩL(s, s)− i
∫ t
s
dτ W˜L(τ, s)ΩL(τ, s) = 1− i
∫ t
s
dτ W˜L(τ, s)ΩL(τ, s). 
Before turning to the proof of Lemmas 2.3-2.4, we need the following:
Lemma 4.1 ∀L ∈ N∗, ∀E ∈ [−1, 1], ∀ω > 0, ∀η > 0 and ∀α ∈ R∗ the following two-parameter
family of operators is bounded:
(HL(t) + iα)UL(t, s)(HL(t) + iα)
−1, (t, s) ∈ R2.
In particular, ∀L ∈ N∗, ∀ω > 0, ∀η > 0, ∀T ≥ 0 and ∀α ∈ R∗ there exists C > 0 s.t. ∀E ∈ [−1, 1]:
sup
t,s∈(−∞,T ]
‖(HL(t) + iα)UL(t, s)(HL(t) + iα)−1‖ ≤ C. (4.2)
Proof of Lemma 4.1. Introduce the following two-parameter family of operators:
Ts(t) := U
∗
L(t, s)(HL(t) + iα)UL(t, s)(HL(t) + iα)
−1, (t, s) ∈ R2.
Since ∀ϕ ∈ D(HL), UL(t, s)ϕ ∈ D(HL) and HL(t) is closed on D(HL), then Ts(t) is bounded by the
closed graph theorem. The difficulty consists in deriving an upper bound uniform in t, s ∈ (−∞, T ].
Let t0 ∈ R and pick h ∈ R∗ small enough. For any φ ∈ D(HL), ψ ∈ L2(TNLa), s ∈ R and α ∈ R∗:
〈φ, Ts(t0 + h)− Ts(t0)
h
ψ〉
= 〈UL(t0 + h, s)− UL(t0, s)
h
φ, (HL(t0 + h) + iα)UL(t0 + h, s)(HL(t0 + h) + iα)
−1ψ〉
+ 〈UL(t0, s)φ, HL(t0 + h)−HL(t0)
h
UL(t0 + h, s)(HL(t0 + h) + iα)
−1ψ〉
+ 〈(HL(t0) + iα)UL(t0, s)φ, UL(t0 + h, s)− UL(t0, s)
h
(HL(t0 + h) + iα)
−1ψ〉
+ 〈UL(t0, s)φ, (HL(t0) + iα)UL(t0, s) (HL(t0 + h) + iα)
−1 − (HL(t0) + iα)−1
h
ψ〉.
(4.3)
Since ∀ϕ ∈ D(HL), limh→0 h−1(UL(t0 + h, s)− UL(t0, s))ϕ = −iHL(t0)UL(t0, s)ϕ by Lemma 2.1,
then by taking the limit h → 0 in (4.3) the first and third terms cancel each other. From (4.1)
and by introducing the family of operators {Gs(t), (t, s) ∈ R2} defined as:
Gs(t) := U
∗
L(t, s)W
′
L(t)(HL(t) + iα)
−1UL(t, s)Ts(t)− Ts(t)W ′L(t)(HL(t) + iα)−1, (4.4)
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we are then left with:
lim
h→0
〈φ, Ts(t0 + h)− Ts(t0)
h
ψ〉 = 〈φ,Gs(t0)ψ〉.
Since the family Gs(t) defined in (4.4) is bounded on h
N
L by Lemma 5.3 and the foregoing, then
h−1(Ts(t0 + h) − Ts(t0)) ⇀ Gs(t0) (weak convergence) on hNL when h → 0. Such a result can be
extended to any t0 ∈ R. By using that R ∋ t 7→ Gs(t) is strongly continuous on hNL , by standard
arguments, it takes place in the bounded operators sense:
Ts(t) = Ts(s) +
∫ t
s
dτ Gs(τ) = 1+
∫ t
s
dτ Gs(τ), (t, s) ∈ R2.
Next, we remark that the above identity can be rewritten in virtue of (4.1) as:
Ts(t)− 1 = −E
∫ t
s
dτ a′(τ){U∗L(τ, s)PL(HL(τ) + iα)−1UL(τ, s)Ts(τ)− Ts(τ)PL(HL(τ) + iα)−1}
+NE2
∫ t
s
dτ a′(τ)a(τ){U∗L(τ, s)(HL(τ) + iα)−1UL(τ, s)Ts(τ) − Ts(τ)(HL(τ) + iα)−1}.
Note that PL(HL(t) + iα)
−1 = PL(HL + iα)
−1{(HL + iα)(HL(t) + iα)−1}. To derive the uniform
estimate in (4.2), we need to use the estimates in (5.2) along with (5.5). Both provide us with the
existence of a constant C > 0 s.t. ∀s, t ∈ (−∞, T ] and ∀E ∈ [−1, 1]:
‖Ts(t)‖ ≤ 1 + C
∫ T
−∞
dτ |a′(τ)|(1 +N |a(τ)|)‖Ts(τ)‖.
It remains to use Gro¨nwall’s inequality and the proof is over. 
Proof of Lemma 2.3. We start the proof by the following estimate. By Lemmas 5.3, 5.4 and
4.1, for any s ∈ R, α ∈ R∗ and t ∈ (−∞, T ], with T ≥ 0:
‖PLUL(t, s)(HL + iα)−1‖ = ‖PL(HL + iα)−1‖‖(HL + iα)(HL(t) + iα)−1‖
× ‖(HL(t) + iα)UL(t, s)(HL(t) + iα)−1‖‖(HL(t) + iα)(HL + iα)−1‖.
By using (5.2), (5.5) along with (4.2), there exists C > 0 s.t. ∀s ∈ R and ∀E ∈ [−1, 1]:
sup
t∈(−∞,T ]
‖PLUL(t, s)(HL + iα)−1‖ ≤ C. (4.5)
Let us now turn to the actual proof. Let t1, t2 ∈ R s.t. t1 < t2. Let T ≥ 0 s.t. t2 < T . From (2.4),
one has for any s ∈ R, E ∈ [−1, 1] and ϕ ∈ D(HL):
(ΩL(t1, s)− ΩL(t2, s))ϕ =
∫ t2
t1
dτ W˜L(τ, s)ΩL(τ, s)ϕ.
Let α ∈ R∗. In view of (2.3) and by using (4.5), one has:
‖(ΩL(t1, s)− ΩL(t2, s))ϕ‖2 ≤
∫ t2
t1
dτ |a(τ)|{C‖(HL + iα)ϕ‖2 + N
2
|a(τ)|‖ϕ‖2}.
Thus for T > t2 > t1, ‖(ΩL(t1, s) − ΩL(t2, s))ϕ‖2 goes to zero as t2 → −∞. Hence, ∀s ∈ R
(ΩL(· , s)ϕ) is Cauchy as t→ −∞. Since D(HL) is dense, then ΩL(· , s) is a strong Cauchy family.
From [11, Thm. 4.23], one concludes that for any s ∈ R there exists a bounded operator Ω+L(s) s.t.
ΩL(t, s)→ Ω+L(s) when t→ −∞ in the strong sense. From the foregoing, one cannot conclude that
{Ω+L(s), s ∈ R} is unitary since the strong limit of a family of unitary operators may not be unitary
(but it is isometric). Therefore, it remains to prove the unitary property. By a similar reasoning,
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one can prove that for any s ∈ R there exists a bounded operator Ω∗+L (s) s.t. Ω∗L(t, s) → Ω∗+L (s)
when t→ −∞ in the strong sense. Finally, by using that {ΩL(t, s), (t, s) ∈ R2} is unitary:
Ω+∗L (s)Ω
+
L(s) = s − limt→−∞Ω
∗
L(t, s)ΩL(t, s) = 1. 
Proof of Lemma 2.4. Let s, t ∈ R and α ∈ R∗. Let φ ∈ D(HL) and ψ ∈ L2(TNLa). Define:
ℓs,t(φ, ψ) := 〈(HL− iα)φ,ΩL(t, s)(HL+ iα)−1ψ〉 = 〈(HL− iα)e−i(t−s)HLφ, UL(t, s)(HL+ iα)−1ψ〉,
where we used the definition (2.2) of ΩL(t, s) in the last equality. Since:
UL(t, s)(HL+ iα)
−1 = (HL(t)+ iα)
−1(HL(t)+ iα)UL(t, s)(HL(t)+ iα)
−1(HL(t)+ iα)(HL+ iα)
−1,
then by Cauchy-Schwartz inequality:
|ℓs,t(φ, ψ)| ≤ ‖(HL + iα)(HL(t) + iα)−1‖‖(HL(t) + iα)UL(t, s)(HL(t) + iα)−1‖
× ‖(HL(t) + iα)(HL + iα)−1‖‖φ‖2‖ψ‖2.
Let T ≥ 0 s.t. s, t ≤ T . From Lemmas 5.4 and 4.1 there exists C > 0 s.t. ∀E ∈ [−1, 1]:
|ℓs,t(φ, ψ)| ≤ C‖φ‖2‖ψ‖2.
The B.L.T. theorem allows us to conclude. The other estimates follow by similar arguments. 
4.2 Proof of Lemmas 3.1–3.4.
For simplicity’s sake, we drop the dependence in ω and η in our notation.
Proof of Lemma 3.1. Let α ∈ R∗. We start with (i). We use the two following rewritings:
P kLρ
eq
L (β)P
l
L = P
k
L(HL + iα)
−1(HL + iα)ρ
eq
L (β)(HL + iα)(HL + iα)
−1P lL,
[ρeqL (β), PL]e
−itHLPL = ρ
eq
L (β)(HL + iα)(HL + iα)
−1PLe
−itHLPL
− PL(HL + iα)−1(HL + iα)ρeqL (β)(HL + iα)e−itHL(HL + iα)−1PL.
(4.6)
Due to the ∗-ideal property of I1, it suffices to use that (HL+iα)−1PL and (HL+iα)−1PLe−itHLPL
are bounded by Lemma 5.3, and (HL+ iα)ρ
eq
L (β)(HL+ iα) is trace-class by Lemma 5.2. To prove
(ii), we use the rewriting of ρL(β;E, t) = ρL(β; t) given in (2.9). Recall that all operators be-
tween braces are bounded and their operator norm can be bounded uniformly in t ∈ (−∞, T ],
see Lemma 2.4. Since (HL + iα)
−1PL is bounded and (HL + iα)ρ
eq
L (β)(HL + iα) is trace-class,
then P lLρL(β;E, t)P
k
L ∈ I1(hNL ). For the second part, we use an identity similar to (4.6) but with
ρL(β;E, t) instead of ρ
eq
L (β). Then use that ρL(β;E, t)(HL+iα) and (HL+iα)ρL(β;E, t)(HL+iα)
are trace-class (can be read off from (2.9)), and their trace-norm are bounded uniformly in t ≤ T . 
Proof of Lemma 3.2. Due to Lemma 3.1, it suffices to prove the following identity on I1(h
N
L ):
ρL(β;E, t) = ρ
eq
L (β)− i
e
me
E
∫ t
−∞
dτ a(τ)ei(τ−t)HL [ρL(β;E, τ), PL]e
−i(τ−t)HL . (4.7)
To do that, let us define the following family of trace-class operators:
ρ˜L(β;E, t) := e
itHLρL(β;E, t)e
−itHL = ΩL(t, 0)Ω
∗
L(0)ρ
eq
L (β)Ω
+
L (0)Ω
∗
L(t, 0), t ∈ R. (4.8)
In view of (2.3) and by mimicking the arguments used in the proof of Proposition 1.3, we prove:
lim
h→0
‖ ρ˜L(β;E, t0 + h)− ρ˜L(β;E, t0)
h
− i[ρ˜L(β;E, t0), W˜L(t0, 0)]‖1 = 0.
16
Since limt→−∞ ‖ρ˜L(β;E, t)− ρeqL (β)‖1 ≤ limt→−∞ ‖ρL(β;E, t) − ρeqL (β)‖1 = 0 by (1.19), one has:
ρ˜L(β;E, t) = ρ
eq
L (β) + i
∫ t
−∞
dτ [ρ˜L(β;E, τ), W˜L(τ, 0)].
(4.7) follows from [ρ˜L(β;E, τ), W˜L(τ, 0)] = e
iτHL [ρL(β;E, τ),WL(τ)]e
−iτHL along with (1.16). 
Let us turn to the proof of Lemma 3.3. To do that, we need the following estimate:
Lemma 4.2 ∀L ∈ N∗, ∀ω > 0, ∀η > 0 and ∀α ∈ R∗ there exists C > 0 s.t. ∀E ∈ [−1, 1]:
sup
t∈(−∞,0]
‖[1− ΩL(t, 0)Ω+∗L (0)](HL + iα)−1‖ ≤ C|E|(1 + |E|). (4.9)
Proof of Lemma 4.2. For any t ≤ 0, one has in the bounded operators sense:
[1− ΩL(t, 0)Ω+∗L (0)](HL + iα)−1 = [1− ΩL(t, 0)]Ω+∗L (0)(HL + iα)−1 + [1− Ω+∗L (0)](HL + iα)−1.
Let ψ ∈ hNL . From (2.4), the first term in the r.h.s. can be rewritten as:
[1− ΩL(t, 0)]Ω+∗L (0)(HL + iα)−1ψ = −i(
∫ 0
t
dτ eiτHLWL(τ)(HL + iα)
−1e−iτHL
× {(HL + iα)ΩL(τ, 0)(HL + iα)−1}{(HL + iα)Ω+∗L (0)(HL + iα)−1})ψ.
To treat the second term in the r.h.s., we use again (2.4):
[1− Ω∗L(t, 0)](HL + iα)−1ψ = i(
∫ 0
t
dτ Ω∗L(τ, 0)e
iτHLWL(τ)(HL + iα)
−1e−iτHL)ψ.
From (5.2) along with (2.6)-(2.7), there exists C > 0 s.t. ∀E ∈ [−1, 1] and ∀t ∈ (−∞, 0]:
max{‖[1− ΩL(t, 0)]Ω+∗L (0)(HL + iα)−1‖, ‖[1− Ω∗L(t, 0)](HL + iα)−1‖}
≤ C|E|
∫ 0
−∞
dτ |a(τ)|(1 +N |E||a(τ)|).
As a result of Lemma 2.3, such an estimate also holds true for ‖[1− Ω∗+L (0)](HL + iα)−1‖. 
Proof of Lemma 3.3. We start with the case of k = 1. From (3.3):
TrhN
L
{RL(β;E, 0)PL} = i
∫ 0
−∞
dτ a(τ)TrhN
L
{eiτHL [PL, (ρL(β;E, τ) − ρeqL (β))]e−iτHLPL}.
By introducing the operator QL := e
−iτHLPLe
iτHLPL, one has by cyclicity of the trace:
TrhN
L
{RL(β;E, 0)PL} = i
∫ 0
−∞
dτ a(τ)TrhN
L
{QL(ρL(β;E, τ)−ρeqL (β))− (ρL(β;E, τ)−ρeqL (β))Q∗L}.
Note that the above quantity is well-defined since QL(HL + i)
−1 is bounded due to (5.3) and
(HL+ i)(ρL(β;E, τ)− ρeqL (β))(HL + i) is trace-class, see (2.9) along with Lemma 5.2. From (2.8):
TrhN
L
{QL(ρL(β;E, τ) − ρeqL (β))} = TrhNL {QLe
−iτHL [ΩL(τ, 0)Ω
+∗
L (0)− 1]ρeqL (β)eiτHL}
+TrhN
L
{QLe−iτHLΩL(τ, 0)Ω+∗L (0)ρeqL (β)[Ω+L (0)Ω∗L(τ, 0)− 1]eiτHL}.
Let α ∈ R∗. By cyclicity of the trace for the first term in the r.h.s., one gets the upper bound:
‖e−iτHL [ΩL(τ, 0)Ω+∗L (0)− 1]ρeqL (β)eiτHLQL‖1
≤ ‖[ΩL(τ, 0)Ω+∗L (0)− 1](HL + iα)−1‖‖(HL + iα)ρeqL (β)(HL + iα)‖1‖(HL + iα)−1QL‖,
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as for the second term:
‖QLe−iτHLΩL(τ, 0)Ω+∗L (0)ρeqL (β){Ω+L (0)Ω∗L(τ, 0)− 1}eiτHL‖1
≤ ‖QL(HL + iα)−1‖‖(HL + iα)ΩL(τ, 0)(HL + iα)−1‖‖(HL + iα)Ω+∗L (0)(HL + iα)−1‖
× ‖(HL + iα)ρeqL (β)(HL + iα)‖1‖(HL + iα)−1{Ω+L(0)Ω∗L(τ, 0)− 1}‖.
By using (5.3) and Lemmas 5.2, 2.4 and 4.2 then there exists C > 0 s.t. ∀E ∈ [−1, 1]:
sup
τ∈(−∞,0]
‖QL(ρL(β;E, τ) − ρeqL (β))‖1 ≤ C|E|(1 + |E|).
Note that the same upper bound holds true for ‖(ρL(β;E, τ) − ρeqL (β))Q∗L‖1. (3.5) follows from:
∀E ∈ [−1, 1], |TrhN
L
{RL(β;E, t = 0)PL}| ≤ C|E|(1 + |E|)
∫ 0
−∞
dτ |a(τ)|,
for another constant C > 0. Let us turn to the second part of the Lemma. Firstly from (3.3),
TrhN
L
{RL(β; 0, 0)PL} = 0 since ρL(β;E = 0, t = 0) = ρeqL (β). Secondly, for |h| < 1 the quantity:
|i
∫ 0
−∞
dτ a(τ)TrhN
L
{eiτHL [PL, (ρL(β;h, τ)− ρeqL (β))]e−iτHLPL}|,
is bounded above by cste × |h| by (3.5) and then admits zero as limit when h → 0. Therefore,
E 7→ ETrhN
L
{RL(β;E, 0)PL} is differentiable at E = 0 with derivative equal to zero.
The case of k = 0 can be treated by similar arguments. 
Proof of Lemma 3.4. In view of formula (3.9), we have the upper-bound:
|T (1)L (β)| ≤ 2
∞∑
k=1
e−β(µk−µ0)‖PLψk‖22
∫ 0
−∞
dτ |a(τ)|,
where we used Cauchy-Schwartz inequality and the fact that Z˜β,L ≥ 1 by virtue of (3.7). By using
(5.18) and (1.14), there exist c1 = c1(η, ω) > 0 and (another) c2 = c2(N) > 0 s.t.
|T (1)L (β)| ≤ c1N
∞∑
k=1
(µk + c2)e
−β(µk−µ0).
It remains to estimate the above series. From (5.1) we infer that there exists k0 ∈ N∗ s.t. ∀k ≥ k0:
C0k
2
N ≤ 2µk ≤ 3C0k 2N ,
with C0 > 0 the constant in (5.1). Besides, there exists k1 ∈ N∗ s.t. ∀k ≥ k1, C0k 2N ≤ 4(µk − µ0).
Denoting by κ := max{k0, k1} ∈ N∗, we then obtain:
∞∑
k=1
(µk + c2)e
−β(µk−µ0) ≤ e−β(µ1−µ0)
κ+1∑
k=1
(µk + c2) + (
3C0
2
+ c2)
∫ ∞
κ
ds (s
2
N + 1)e−
C0
4
βs
2
N .
Note that the integrals in the r.h.s. can be expressed in terms of the incomplete Gamma function,
see [1, Eq. (6.5.3)]. Using its asymptotic behavior in [1, Eq. (6.5.32)], the second term in the r.h.s
can be bounded for β sufficiently large by c3e
−c4β/β for some cl = cl(N) > 0, l ∈ {3, 4}. 
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5 Appendix: Complementary results and missing proofs.
5.1 A few technical results.
Here, we collect some properties on the family of operators introduced in (1.12). We also give
a series of useful estimates on operator norms. The proofs of the below Lemmas lie in Sec. 5.2.3.
Let {µk}k≥0, µk = µk(L,N) with N = NL obeying (1.3) be the set of eigenvalues of HL
counting multiplicities and in increasing order. They satisfy the following asymptotic:
Lemma 5.1 There exists a constant C0 = C0(L,N) > 0 s.t.
µk ∼ C0k 2N when k →∞. (5.1)
From Lemma 5.1, we have the following:
Lemma 5.2 ∀L ∈ N∗, ∀β > 0 and ∀l ∈ N∗, H lLe−βHL is a trace-class operator on hNL .
We next turn to a series of estimates on operator norms:
Lemma 5.3 (i). ∀L ∈ N∗ and ∀α ∈ R∗ there exists C > 0 s.t.
‖PL(HL + iα)−1‖ ≤ C. (5.2)
(ii). ∀L ∈ N∗ and ∀α ∈ R∗ there exists C > 0 s.t. ∀t ∈ R:
‖PLe−itHLPL(HL + iα)−1‖ ≤ C. (5.3)
Lemma 5.4 (i). ∀L ∈ N∗, ∀ω > 0, ∀η > 0, ∀T ≥ 0, ∀α ∈ R∗ there exists C > 0 s.t. ∀E ∈ [−1, 1]:
sup
t∈(−∞,T ]
‖WL(t)(HL + iα)−1‖ ≤ C. (5.4)
(ii). ∀L ∈ N∗, ∀ω > 0, ∀η > 0, ∀T ≥ 0 and ∀α ∈ R∗ there exists C > 0 s.t. ∀E ∈ [−1, 1]:
sup
t∈(−∞,T ]
‖(HL + iα)(HL(t) + iα)−1‖ ≤ C. (5.5)
5.2 The missing proofs.
5.2.1 Construction of the family of operators (1.6).
Define the non-negative symmetric sesquilinear form h
(C)
L,r : C∞(T NLa,r)× C∞(T NLa,r)→ C by:
h
(C)
L,r (φ, ψ) :=
1
2
N∑
j=1
(〈−i∂xjφ,−i∂xjψ〉+ 〈−i∂yjφ,−i∂yjψ〉) +
λ
2
N∑
j 6=l=1
〈√VL,rφ,√VL,rψ〉. (5.6)
The first term in the r.h.s. is the ’kinetic’ sesquilinear form whose closure has domain the Sobolev
spaceW1,2(T NLa,r). We denote byH(0)L,r := 12
∑N
j=1(−∆xj−∆yj ) its associated self-adjoint operator.
Note that the second term is well-defined due to Lemma 1.1 (i)-(ii). It is the sesquilinear form
associated to the periodized Coulomb potential energy whose maximal domain is:
Q := {ϕ ∈ L2(T NLa,r) :
N∑
j 6=l=1
∫
T N
La,r
dxdy |
√
VL,r(xj − xl, yj − yl)ϕ(x,y)|2 <∞}.
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Extended to Q(h(C)L,r ) := Q ∩ W1,2(T NLa,r), the form (5.6) is densely-defined in L2(T NLa,r), non-
negative, symmetric and closed. By [7, Thm. VIII.15], it generates a unique positive self-adjoint
operator with form core C∞(T NLa,r). We denote it by H(C)L,r and represent it by convenience as:
H(C)L,r := H(0)L,r +
λ
2
N∑
j 6=l=1
VL,r(xj − xl, yj − yl).
Due to our assumption on Vper, the sesquilinear form associated to the electric potential energy is
infinitesimally form-bounded relative to H(0)L,r, and then to H(C)L,r since H(0)L,r ≤ H(C)L,r . By KLMN
Theorem [8, Thm X.17], the sesquilinear form hL,r : Q(h(C)L,r )×Q(h(C)L,r )→ C defined as:
hL,r(φ, ψ) := h
(C)
L,r (φ, ψ) +
N∑
j=1
〈φ, Vperψ〉,
is closed, bounded from below and with form core C∞(T NLa,r). By [7, Thm. VIII.15], it generates a
unique bounded from below self-adjoint operator on L2(T NLa,r). We represent it as (1.6). Note that
the above construction of HL,r corresponds to impose periodic boundary conditions on [−La2 , La2 ).
5.2.2 Proof of Lemmas 1.1–1.2.
For simplicity’s sake, we set a = 1 in the definition (1.5) and ε = 1 = e in (1.1).
Proof of Lemma 1.1. Let L ∈ N∗ and 0 < 2√2r < 1. For any x ∈ R and y ∈ [−πr, 0[∪]0, πr[:
VL,r(x, y) = IL,1(x, y) + IL,2(x, y), with: (5.7)
IL,1(x, y) :=
1
L
∑
m∈Z
ei
2pi
L
mx
∫ L
2
−L
2
dx′ e−i
2pi
L
mx′Vr(x
′, y),
IL,2(x, y) :=
1
L
∑
m∈Z∗
ei
2pi
L
mx
∫ ∞
L
2
dx′ 2 cos(
2π
L
mx′)Vr(x
′, y). (5.8)
Let us first prove that IL,2 is uniformly bounded. On the one hand, (5.8) can be rewritten as:
IL,2(x, y) =
4
L
∞∑
m=1
cos(
2π
L
mx)JL(m, y), JL(m, y) :=
∫ ∞
L
2
dx′ cos(
2π
L
mx′)Vr(x
′, y).
On the other hand, the first four derivatives of Vr(· , y) read as:
(∂xVr)(x, y) =
−x
(x2 + 4r2 sin2( y2r ))
3
2
, (∂2xVr)(x, y) =
2x2 − 4r2 sin2( y2r )
(x2 + 4r2 sin2( y2r ))
5
2
, (5.9)
(∂3xVr)(x, y) =
6(6r2 sin2( y2r )− x2)x
(x2 + 4r2 sin2( y2r ))
7
2
, (∂4xVr)(x, y) =
24(6r4 sin4( y2r )− 12r2 sin2( y2r )x2 + x4)
(x2 + 4r2 sin2( y2r ))
9
2
.
Note that (∂lxVr)(· , y) ∈ L1(R), l ∈ {1, 2, 3, 4} since y 6= 0 and lim|x|→∞ |(∂lxVr)(x, y)| = 0.
From the foregoing, one has by successive integrations by parts:
JL(m, y) = − cos(πm)( L
2πm
)2(∂xVr)(
L
2
, y)− ( L
2πm
)2
∫ ∞
L
2
dx′ cos(
2π
L
mx′)(∂2xVr)(x
′, y). (5.10)
Note that (∂2xVr)(· , y) ≥ 0 on [L2 ,∞) since L ≥ 1 ≥ 2
√
2r by assumption. Therefore:
|JL(m, y)| ≤ 2( L
2πm
)2[−(∂xVr)(L
2
, y)].
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From the definition of IL,2 in (5.8) along with the expression of (∂xVr)(· , y), one arrives at:
∀(x, y) ∈ R× ([−πr, 0[∪]0, πr[), |IL,2(x, y)| ≤ L
3
[−(∂xVr)(L
2
, y)]. (5.11)
Now we can start the actual proof of Lemma 1.1. Since IL,1(· , y) corresponds to the complete
Fourier periodic expansion of Vr(· , y) restricted to the interval [−L2 , L2 ), then one has:
∀x ∈ [−L
2
,
L
2
), VL,r(x, y) = Vr(x, y) + IL,2(x, y), y 6= 0. (5.12)
By using that IL,2 is uniformly bounded by cste/L (see (5.11) with (5.9)) and Vr ∈ L1loc(C∞,r),
then (i) follows. (iii) is straightforward since |IL,2(x, y)| = O(L−1) when L → ∞. Let us turn to
(ii). Since Vr(· , y) ↾ [−L2 , L2 ) reaches its minimum at x = −L2 , then from (5.12) along with (5.11):
VL,r(x, y) ≥ Vr(−L
2
, y)− |IL,2(x, y)| ≥ (1− 2
3
)
1√
(L2 )
2 + 4r2 sin2( y2r )
> 0.
Besides, from the above expressions of (∂lxVr)(· , y) one has by successive integrations by parts:∫
R
dx′ e−i
2pi
L
mx′Vr(x
′, y) =
1
il
Ll
(2πm)l
∫
R
dx′ e−i
2pi
L
mx′(∂lxVr)(x
′, y).
In view of (1.5) and by using that (∂lxVr)(· , y) ∈ L1(R), l ∈ {1, 2, 3, 4}, then by standard arguments
one gets that x 7→ VL,r(x, y) is twice differentiable on R and its first two derivatives read as:
(∂lxVL,r)(x, y) = −
1
L
∑
m∈Z∗
L2
(2πm)2
ei
2pi
L
mx
∫
R
dx′ e−i
2pi
L
mx′(∂l+2x Vr)(x
′, y), l ∈ {1, 2}.
By recursive arguments, we prove that R ∋ x 7→ VL,r(x, y) is a C∞-function. 
Proof of Lemma 1.2. We start by (i). From (5.12) together with (1.8) and (1.11):
∀x ∈ [−L
2
, 0[∪]0, L
2
[, vL,r(x) = vr(x) +
1
2πr
∫ pir
−pir
dy IL,2(x, y). (5.13)
On the one hand, one has by virtue of (5.11) the following upper-bound:
1
2πr
|
∫ pir
−pir
dy IL,2(x, y)| ≤ 1
πr
L
3
∫ pir
0
dy [−(∂xVr)(L
2
, y)] ≤ L
3
[−(∂xVr)(L
2
, 0)],
which is r-independent. On the other hand, vr ∈ L2(R) by virtue of (1.9)-(1.10). By using that
∀x ∈ R vr(x) = r−1v1(xr−1), one then obtains by Minkowski inequality:
‖vL,r‖L2(TL) ≤
1
r
‖v1( ·
r
)‖L2(TL) +
L
3
2
3
[−(∂xVr)(L
2
, 0)] ≤ 1√
r
(
∫
R
dx |v1(x)|2) 12 + 4
3
.
Let us turn to (ii). From (5.13) and by using (5.11) along with (5.9), one has ∀x ∈ [−L2 , 0[∪]0, L2 [:
vL,r(x) ≥ vr(x) − 2
3
1
2πr
∫ pir
−pir
dy
1√
(L2 )
2 + 4r2 sin2( y2r )
= vr(x)− 2
3
vr(
L
2
).
It remains to use that vr is symmetric and decreasing on (0,∞) leading to vL,r(x) ≥ 13vr(L2 ) > 0.
We turn to (iii). The starting-point is (5.7). Firstly, we have:
1
2πr
∫ pir
−pir
dy IL,1(x, y) =
1
L
∑
m∈Z
ei
2pi
L
mx
∫ L
2
−L
2
dx′ ei
2pi
L
mx′vr(x
′), (5.14)
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and since vr ∈ L2([−L2 , L2 )) from the foregoing, then the Fourier series in the r.h.s. converges for
almost every x by Carleson’s theorem. Besides, since R∗ ∋ x 7→ Vr(x, y) is smooth by Lemma 1.1
(ii) and (∂lxVr)(x, · ) ∈ L1([−πr, πr)), l ∈ {1, 2} then one has from (1.8):
v(l)r (x) :=
dlvr
dxl
(x) =
1
2πr
∫ pir
−pir
dy (∂lxVr)(x, y), x ∈ R∗.
Since v
(l)
r ∈ L1([ϑ,∞)), l ∈ {1, 2} with ϑ > 0 then by standard arguments one obtains from (5.10):
1
2πr
∫ pir
−pir
dy JL(m, y) = − cos(πm)( L
2πm
)2v(1)r (
L
2
)− ( L
2πm
)2
∫ ∞
L
2
dx′ cos(
2π
L
mx′)v(2)r (x
′).
By successive integrations by parts one then obtains:
1
2πr
∫ pir
−pir
dy IL,2(x, y) =
4
L
∞∑
m=1
cos(
2π
L
mx)
∫ ∞
L
2
dx′ cos(
2π
L
mx′)vr(x
′)
=
1
L
∑
m∈Z∗
ei
2pi
L
mx
∫
|x′|≥L
2
dx′ e−i
2pi
L
mx′vr(x
′).
(5.15)
Gathering (5.14) and (5.15) together, the proof of (iii) is over. 
5.2.3 Proof of Lemmas 5.1–5.4.
Proof of Lemma 5.1. Denote by {λ(per)k }k≥0, {λ(Dir)k }k≥0 and {λ(Neu)k }k≥0 the set of eigenvalues
(counting multiplicities and in increasing order) of − 12∆L with periodic, Dirichlet and Neumann
boundary conditions on [−La2 , La2 ) respectively. Since HL − (− 12∆L) is − 12∆L-bounded with zero
relative bound, then by the variational principle ∀ǫ > 0 there exists a C = C(ǫ,N) > 0 s.t.
(1− ǫ)λ(per)k − C ≤ µk ≤ (1 + ǫ)λ(per)k + C, k ∈ N,
From the above inequality, we have for k 6= 0:
| µk
λ
(per)
k
− 1| ≤ ǫ+ C
λ
(per)
k
,
and thus µk ∼ λ(per)k when k →∞. Let us derive an asymptotic for the λ(per)k s. By Weyl’s law:
λ
(Dir)
k ∼
4π2
(VN (1)LN)
2
N
k
2
N when k →∞,
where VN (1) := π
N
2 /Γ(N2 +1) is the volume of the unit ball in R
N ; Γ being the Gamma function.
Since this asymptotic also holds true for the λ
(Neu)
k s, then (5.1) follows by a Neumann-Dirichlet
bracketing-like argument. 
Proof of Lemma 5.2. Let L ∈ N∗ and β > 0. Let {µk}k≥0, with µk = µk(L,NL) be the set of
eigenvalues of HL counting multiplicities and in increasing order. By the spectral theorem:
‖H lLe−βHL‖1 =
∞∑
j=0
|µj |le−βµj , l ∈ N∗.
To see that the above series is convergent, use the asymptotic in (5.1) along with the inequality:
∀x > 0, xτ e−σx ≤ (2τe−1σ−1)τe− σ2 x, τ, σ > 0. 
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Proof of Lemma 5.3. We start by showing that under our assumptions, PL is HL-bounded with
zero relative bound. By Cauchy-Schwartz inequality, we have ∀ϕ ∈ W2,2(TNLa):
‖PLϕ‖22 ≤ 2N〈ϕ,−
1
2
∆Lϕ〉 ≤ 2N〈ϕ,HLϕ〉+ 2N |〈ϕ,
N∑
j=1
vperϕ〉|, (5.16)
where we used in the last inequality that vL,r0 ≥ 0, see Lemma 1.2. Since vper is −∆-bounded
with zero-relative bound, then for any ϑ > 0 there exists C(ϑ) ∈ R s.t.
|〈ϕ,
N∑
j=1
vperϕ〉| ≤ 2ϑN〈ϕ,−1
2
∆Lϕ〉+ C(ϑ)N〈ϕ, ϕ〉.
Since ϑ can be chosen as small as we like, then there exist 0 < c1 < 1 and c2(N) ∈ R s.t.
|〈ϕ,
N∑
j=1
vperϕ〉| ≤ c1〈ϕ,HLϕ〉+ c2(N)〈ϕ, ϕ〉. (5.17)
Gathering (5.16) and (5.17) together, we arrive at:
‖PLϕ‖22 ≤ 2N(1 + c1)〈ϕ,HLϕ〉+ 2Nc2(N)〈ϕ, ϕ〉. (5.18)
By using Cauchy-Schwartz inequality again, we then obtain:
∀ǫ > 0, ‖PLϕ‖22 ≤ ǫ2‖HLϕ‖22 + 2N(c2(N) +
1
ǫ2
)‖ϕ‖22. (5.19)
(i) directly follows from (5.19) by setting ϕ = (HL + iα)
−1ψ with ψ ∈ L2(TNLa). We turn to (ii).
Let ζ < 0 s.t. ζ < inf σ(HL). Such a choice is possible since HL is bounded from below. Write:
PLe
−itHLPL(HL + iα)
−1 = {PL(HL − ζ)− 12 }e−itHL{(HL − ζ) 12 (−1
2
∆L + 1)
− 1
2 }
× {PL(−1
2
∆L + 1)
− 1
2 }{(−1
2
∆L + 1)(HL + iα)
−1}.
We now prove that each one of the operators between braces is bounded. From the first inequality
in (5.16) and (5.18) respectively, there exists C(N) > 0 s.t.
‖PL(−1
2
∆L + 1)
− 1
2 ‖ ≤ 2
√
N, ‖PL(HL − ζ)− 12 ‖ ≤ C(N)(1 +
√
−ζ + (dist(ζ, σ(HL)))− 12 ).
Besides, for any ψ ∈ L2(TNLa):
‖(HL − ζ) 12 (−1
2
∆L + 1)
− 1
2ψ‖22
= 〈ψ, (−1
2
∆L + 1)
− 1
2 [(−1
2
∆L + 1) + (HL − (−1
2
∆L))− ζ − 1](−1
2
∆L + 1)
− 1
2ψ〉.
Since HL−(− 12∆L) is − 12∆L-bounded with zero relative bound, then there exists another C(N) >
0 s.t. ‖(− 12∆L + 1)−
1
2 (HL − (− 12∆L))(− 12∆L + 1)−
1
2 ‖ ≤ C(N), see e.g. [8, pp. 169]. Therefore:
‖(HL − ζ) 12 (−1
2
∆L + 1)
− 1
2ψ‖22 ≤ (2 + (−ζ) + C(N))‖ψ‖22.
For the last operator between braces use that:
‖(−1
2
∆L + 1)(HL + iα)
−1‖ ≤ (2 + 1|α| ) + ‖(HL − (−
1
2
∆L))(HL + iα)
−1‖.
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Since HL− (− 12∆L) is − 12∆L-bounded with zero relative bound, then it is HL-bounded with zero
relative bound. Ergo, the second term in the above r.h.s. is bounded by a constant C(N) > 0. 
Proof of Lemma 5.4. ∀L ∈ N∗ and ∀T ≥ 0, the family {WL(t), t ∈ (−∞, T ]} is HL-bounded
with zero relative bound. Let us make it precise. From (1.16) and by using (5.19), there exist two
constants c3 = c3(ω, η, T ) > 0 and c4 = c4(ω, η, T ) > 0 s.t. ∀t ∈ (−∞, T ] and ∀E ∈ [−1, 1]:
∀ǫ > 0, ‖WL(t)ϕ‖2 ≤ c3ǫ‖HLϕ‖2 + {c3C(N)(1 + 1
ǫ
) + c4N}‖ϕ‖2, (5.20)
which holds ∀ϕ ∈ W2,2(TNLa). By taking ϕ = (HL + iα)−1ψ, with ψ ∈ L2(TNLa) and α ∈ R∗:
sup
t∈(−∞,T ]
‖WL(t)(HL + iα)−1‖ ≤ c3ǫ+ {c3C(N)(1 + 1
ǫ
) + c4N} 1|α| . (5.21)
We turn to (ii). Fix ǫ in (5.21), say ǫ−1 = 4max{c3, c4}. Pick γ0 ∈ R∗ with |γ0| large enough s.t.:
2 sup
t∈(−∞,T ]
‖WL(t)(HL + iγ0)−1‖ ≤ 1.
Note that γ0 = γ0(N,ω, η, T ). By iterating the second resolvent equation, we infer the estimate:
sup
t∈(−∞,T ]
‖(HL + iγ0)(HL(t) + iγ0)−1‖ ≤ 3.
To obtain (ii) it remains to use the following identities (below, α ∈ R∗):
(HL + iα)(HL(t) + iα)
−1 = (HL + iγ0)(HL(t) + iα)
−1 + i(α− γ0)(HL(t) + iα)−1,
(HL + iγ0)(HL(t) + iα)
−1 = (HL + iγ0)(HL(t) + iγ0)
−1[1+ i(α− γ0)(HL(t) + iα)−1]. 
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