We present a linear in-time P1 finite element method for the computation of the micromagnetic scalar potential based on the ansatz of García-Cervera and Roma for the interface problem. The potential is determined by solving a Dirichlet problem and evaluation of the single layer potential by a fast approximation technique based on Fourier approximation of the kernel function. The latter approximation leads to a generalization of the well-known convolution theorem used in finite difference methods. We address it by a non-uniform FFT approach. Overall, our method scales O(M + N) for N nodes and M surface triangles. We confirm our approach by several numerical tests.
Introduction
In micromagnetic simulations one is interested in either finding magnetization configurations of minimal magnetic energy or the time evolution of the magnetic field under influence of internal and external fields [15] . In both cases the effective field, which consists of stray field, anisotropy, exchange, external and possibly thermal field, has to be computed in each step of an iterative procedure. Among them the stray field part is the most time consuming. Since we are interested in developing a new method for the computation of the latter one, we briefly state here the interface problem which defines the scalar potential of the stray field and give an overview of some existing numerical methods which address it. For the sake of further discussion, we define the magnet on an open and bounded subset Ω ⊂ R 3 . The micromagnetic stray field is given as h s = −∇φ, where the scalar potential φ for a given magnetization m ∈ C 1 (Ω) 3 ∩ C 0 (Ω) 3 fulfills the interface problem [12, 20] −∆φ = −∇ · m in Ω, where [.] stands for the jump at the boundary. The classical solution of (1) has to be determined in whole space and is at least two times continuously differentiable in Ω and the exterior region Ω c . Since we aim to compute a weak solution we further assume that Ω is a Lipschitz domain with polyhedral boundary ∂Ω. One reformulates the set of equations (1), [3] 
For given m ∈ H 1 (Ω) 3 the micromagnetic scalar potential φ := (φ int , φ ext ) ∈ H 1 (Ω) × H 1 loc (Ω compact}. The jump [.] is determined by taking the corresponding trace operators. Within this setting the existence of a unique solution to (1) has been proved. For details we refer the reader to [3, 8] and references therein. Several methods address the approximation of the solution to (1). Finite difference methods aim to directly compute the integral representation of the solution inside the magnetic body Ω [2, 9] , i.e. 
Discretization on an equispaced grid built of rectangular computational cells allows applying FFT techniques, making this methods quasi-optimal, i.e. the costs are O(N log N) for N grid points [2, 9, 12] . Also the fast multipole method and combination with FFT was applied to compute the magnetostatic field and energy [5, 24] . Within the framework of finite difference approaches also tensor grid methods were developed, which make further assumptions on the representation of the magnetization field through tensor formats, but then gain even sub-linear complexity [13, 14, 19] . A method using non uniform FFT from [21] on the quadrature approximation of the integral representation (2) discretized on unstructured 2-dimensional FE grids was reported in [23] . This method scales O(Q + N + n d log n) in the general case of d dimensions for Q quadrature points in total, N mesh-nodes and an auxiliary parameter n, see [27] for more details. Moreover, shell transformation techniques on a finite element mesh containing Ω were applied to address unbounded problems like (1), [7] . The discrete formulation of (1) translates to only one sparse linear system, which, however, tends to be very ill-conditioned due to the transformation. Algebraic multigrid preconditioners were successfully applied to address this issue [2] . On the other hand, the well-known hybride FEM-BEM coupling by the ansatz of Fredkin and Koehler [16] aims to solve (1) by the splitting φ = φ 1 + φ 2 , where φ 1 is determined by a Poisson equation with Neumann boundary conditions and φ 2 by a Laplace equation where the Dirichlet data are computed by the values of φ 1 through a boundary integral representation of the potential φ 2 . Hereby, the calculation of the boundary values of φ 2 leads to a dense matrix-vector product which scales O(N 2 b ) for N b boundary nodes. Compression techniques were introduced to reduce this complexity and storage requirements [22] .
In this work we present a P1 finite element method that solves (1) by the ansatz of García-Cervera and Roma [18] , where we develop a fast evaluation technique for the single layer potential. Approximation of a smoothed version of the Newtonian kernel N(x) = 1/|x| by a Fourier series will lead us to a computational scheme which is similar to the convolution theorem used e.g. in finite difference methods mentioned above. Based on FFT for nonequispaced data (non-uniform FFT, NFFT) [4, 10, 28] and linearily scaling near-field correction, we are able to efficiently compute the single layer potential. We then combine this solution with the finite element solution of a Dirichlet problem, yielding, in total, a complexity of O(M + N) for N nodes and M surface triangles. In the following section we discuss the ansatz of García-Cervera and Roma, which will be the basis for our method.
The ansatz of García-Cervera and Roma
In the following we will describe a linear in-time method for the ansatz of García-Cervera and Roma [18] . We split the potential into φ = φ 1 + φ 2 and get for
and set φ ext
. Hence, we have
) as x → ∞, with solution given by the single layer potential
with the Newtonian potential N(x) = (3) is a Poisson equation with Dirichlet data and, therefore, its Galerkin system after FE discretization is symmetric, positive definite and sparse, and only has to be solved for free nodes, i.e. non-boundary nodes, see Sec.2.1. As pointed out in [18] , the single layer potential in equ. (5) is continuous towards the boundary and less singular than the double layer potential which arises in the ansatz of Fredkin-Koehler and hence can be handled numerically more easily, also see Sec. 3.4. The potential (5) might be evaluated at boundary nodes, providing the Dirichlet data for the Laplace equation in (4) . In this connection, direct evaluation scales quadratically in the number of boundary nodes. Our intention, however, is to evaluate (5) on all nodes of a tetrahedral FE mesh within a P1 finite element method by a non-uniform Fourier approach, which yields the complexity O(M + N), i.e. linear in the number of boundary elements and nodes of the mesh, respectively. Without any restrictions, our fast evaluation scheme could also be applied for the calculation of the Dirichlet data for (4), followed by solving the arising Dirichlet Galerkin system to obtain an approximation of φ 2 at the free nodes. We further stress, that our approach can also be adapted for the ansatz of Fredkin and Koehler, which, however, will not be further discussed in this work.
FEM for the Dirichlet problem
For sake of completeness, we briefly describe here the FEM for Dirichlet problems like (3). The variational formulation of (3) reads:
We discretize (6) on a tetrahedral mesh T with elements T j , j = 1 . . . M and nodes x i , i = 1 . . . N and use affine basis functions ϕ
The usual assembly process by local stiffness matrices and load vectors leads to a linear system of size N × N, i.e. Ax = b. The stiffness matrix A then has the entries a km = M j=1 T j ∇η m · ∇η k , where η k , k = 1 . . . N is the nodal basis (hat functions) of the space of T -piecewise affine, globally continuous functions (a N-dimensional subspace of the Sobolev space H 1 (Ω)). Similiar, the load vector has the entries b k = M j=1 T j m · ∇η k , where m itself is assumed to be a T -piecewise affine nodal interpolation. Note that due to the known values of the solution at the boundary nodes, in our case of φ 1 already equal zero, every Dirichlet system can always be rewritten to a system with homogeneous boundary conditions. Since the nodal basis functions corresponding to free nodes (non-boundary nodes) form a basis of the space of T -piecewise affine, globally continuous functions that are zero at the boundary (a finite dimensional subspace of the Sobolev space H 1 0 (Ω)), we, hence, only have to solve a subsystem, i.e.
where fn and bn denote the N f and N b indices of free nodes and boundary nodes, respectively. The vector x bn is understood as the vector of Dirichlet data (in the case here discussed equal to zero, thus b( f n) = b( f n) ) extended to length N by zero-padding for indices of free nodes.
For an easily readable Matlab implementation in the 2-dimensional case we refer to [17] . The resulting system is reduced to the size N f × N f and is symmetric, positive definite and sparse. The solution gives the weights of the nodal basis functions at free nodes. We solve it by using an ILUpreconditioned CG method, making the complexity for (3) linear in N f .
The single layer potential
While φ 1 is determined in linear time by an ordinary FEM for Dirichlet problems, the direct evaluation of the single-layer potential, i.e.
at boundary nodes or all nodes of a FE mesh would cost O(N 2 b ) or O(N b N) respectively. In the following we will introduce an efficient evaluation technique of (5) based on Fourier approximation of the Newton kernel on an auxiliary tensor grid. Before we go into detail, we briefly state the main idea. Note that in our P1 FEM ansatz the function g is piecewise constant for each surface triangle. Thus equ. (8) in its discretized form therefore reads
where the S j denote the surface triangles. Following the idea in [27] , we split the kernel N(x) := 1/|x| in a singular and smooth part respectively, i.e.
where N s (.) is some approximation of N(.) on an interval [ , β], β > > 0 (see Sec. 3.3), which is defined on the whole axis and entirely smooth. N NF (.), on the other hand, is a 'near field' correction. We denote the corresponding multivariate functions by N s (.) := N s ( . ) and N NF (.) := N NF ( . ), respectively. Our approximation scheme (9) gets the form
The near field part φ NF 2 only has to be computed for elements that have less or equal distance than to the target point x i , i.e. N NF has small support. For the (weakly) singular cases, i.e. x i ∈ S j , we will use a simple integral transformation, see Sec. 3.4. The fast computation of the part φ s 2 is achieved by approximation of the smooth kernel N s by a Fourier series: For the sake of simpler notation, we assume a scaled domain, i.e. Ω ⊂ (−1/4, 1/4) 3 , such that the arguments of N lie in T := {x ∈ R 3 | −1/2 ≤ c x < c 1/2}. We approximate the smooth kernel N s by its Fourier series on T, i.e.
where I n := {l ∈ Z 3 | −n/2 ≤ c l ≤ c n/2 − 1} and the Fourier coefficients
Inserting (12) into φ s 2 in (11) and exchanging summation order yields
The latter sum is a non-uniform discrete Fourier transform (NDFT), which can be computed efficiently using FFT in O(|I n | log |I n | + N) operations by so-called non-uniform fast Fourier transform (NFFT), [21] . The efficient computation of the tensor B = (b l ) l∈I n will be discussed in the next section.
Overall, the approximation scheme for φ s 2 has a similar form as the well known convolution theorem for equispaced data, i.e.
where denotes elementwise multiplication and B is some generalization of an adjoint non-uniform discrete Fourier transform [28] to an 'integrated Fourier basis', i.e. S j e −2πiy·l dσ(y).
Due to the Fourier series approximation of N s , i.e. F N s , the splitting of N reads now
where due to neglecting the latter bracket an error is introduced, which, however, can be controlled by the size of the tensor grid, i.e. n = (n 1 , n 2 , n 3 ), and the near field , cf. definition of N NF in (10) . Nevertheless, analysis of the error in connection with our choice for approximating N by a smooth function N s in the far field region, see Sec. 3.3, will be given elsewhere.
3 Non-uniform FFT for the single layer potential
For the computation of the tensor B with entries b l = M j=1 g j S j e −2πiy·l dσ(y) we go similar lines as for the efficient computation of adjoint NDFTs [28] . The essential step is a gridding procedure of the data (g j ) j=1...M and FFT of the resulting tensor containing the 'smeared' source strengths. Hereby, gridding is done by convoluting the data with localized functions, whereas this is undone in Fourier space. The result is a generalization of the discrete Fourier transform to non-equispaced data.
For 3 dimensions we simply take the tensor product of the univariate functions to obtain a multivariate window function, i.e.
For ease of computation, we further introduce the truncated version of Φ with some truncation parameter m min q=1...3 n q , m ∈ N, i.e.
We then compute an auxiliary tensor A = (a r ) r∈I α n , where α > 1 is an over-sampling factor, i.e.
and denotes elementwise multiplication. Formula (20) can be seen as gridding of the source strengths g j on an auxiliary tensor grid of size |I α n |. The desired tensor B = (b l ) l∈I n in (14) can be computed by the Fourier transform of A. More precisely, we define a function f according to the definition of A by
By expressing the Fourier coefficients of f in two different ways, we will end up with a simple formula for computing the tensor B.
First we approximate the Fourier coefficients of f by the trapezoidal rule for l ∈ I n , i.e.
which can be computed by a multivariate FFT of the tensor A.
On the other hand, we also obtain an approximation of c l ( f ) by inserting the truncated Fourier series of Φ, i.e.
into the expression for the function f , i.e.
Thus, we have the relation (l ∈ I n )
Overall the computation of B consists of computing the coefficients c l ( f ) in (22) by a multivariate FFT of the gridding tensor A, followed by elementwise divison by the precomputed coefficients c l ( Φ).
We therefore conclude that this two steps together scale O(|I αn | log(|I αn | + |I n |)). As will be shown in the next section, the computation of the gridding tensor A can be done linearly in the number of surface elements, i.e. O(M). Hence, in total, computing B scales O M + |I αn | log(|I αn |) . We stress that, alternatively to the above procedure for computing the tensor B, we also could have directly transformed the expression into a discrete sum by using quadrature, i.e
which could then be computed by a standard adjoint NFFT [21] in O Q + |I αn | log(|I αn |) , Q := M j=1 Q j operations, also compare with [23] . Since the number of quadrature points Q might be very large, this approach is rather impractical. However, at least it gives us a direct analogy to the standard adjoint NFFT. In particular, the choice of window functions can be justified, since basically the same error estimates with respect to the cut-off parameter m and over-sampling factor α hold for our method, see Sec. 3.2.
Computation of the gridding tensor
We take a closer look at the computation of the tensor A (compare with (20)), i.e.
The aim is to compute (28) through sparse summation by exploiting the locality of the function Ψ. We further assume the domain scaled into the hypercube (−1/4, 1/4) d , hence we also have Ω ⊂ T.
A triangle of the surface mesh is given as S j ≡ {y 0, j , . . . , y 2, j , y k, j y l, j , for k l} where where ∆ 0 denotes the unit triangle in 2d. In order to achieve linear complexity in M we define a subset of I αn for each surface element S j that ensures that r (α n) −1 − y in (28) lies in the hypercube
We denote the q−th component of (30) by I (q) α n,m (S j ), where we take the q−th components of the vector expressions in the definition. For sake of computation we rewrite
From (29) it is easily seen that for the expressions y (28) is now computed by only using the index sets I n,m (S j ) in O(µM) operations:
• Initialize A with zeros
of length at most µ and add the corresponding components to A.
Thereby, the integrals are precomputed, since they only depend on the given mesh. We may store the sparse matrix
Nevertheless, since the integrals of (35) are smooth functions in the parameter l, we can think of tensor compression for the rows, i.e. A( j, :) ∈ α n,m (S j ) , reducing the storage to µ M for µ < µ depending on the tensor format and the accuracy. Tab. 1 shows examples for compression rates using tensor train (TT) approximation [25] .
Window functions
In [11, 26] it was shown that, in the case of Gaussian, Sinc, cardinal B-splines or Kaiser-Bessel window functions, the error for (adjoint) NUFFT decays exponentially in the cut-off parameter m. Hereby, Kaiser-Bessel functions have the fastest decaying error bound. For n ∈ 2N we define the univariate Kaiser-Bessel function
where b := π(2 − 1/α). The Fourier coefficients are given by
where I 0 is the modified zero order Bessel-function of the first kind.
For the univariat setting a bound for the relative error produced by NUFFT is [26] 
which already indicates small errors for m about 4 and α = 2, see Fig. 1 . Note that this error bound is independent of n and M. Since our method for computing B is mathematically equivalent to a NUFFT if just accurate enough quadrature is used (compare with (27)), we compare with the theoretical error bound (38) for standard NUFFT. In this context, also note that the computation of B is stable regarding round off errors [26] . Fig.1 shows the cut-off parameter m versus the relative error in the maximum-norm, i.e. max l |B − B exact |/ max l |B exact |, for a triangular mesh of the surface of a sphere, randomly choosen values g j ∈ [−1, 1] and α = 2. 
Kernel approximation
We now turn to the approximation of the Newtonian kernel N in a region [ , β], β > > 0, where we set β = 1/2 due to our scaling convention Ω ⊂ (−1/4, 1/4) 3 .
As described in [6] the kernel N(x) = 1/|x| can be approximated by exponential sums in an interval [1, R], i.e.
where the weights ω k and nodes γ k were computed for several configurations of the parameters R, S and uniform absolute error bound err. A simple transformation of the weights and nodes yields a corresponding approximation on the desired interval [ , 1/2], i.e.
where Note that N s and hence its Fourier transform are both sums of separable function, i.e.
This fact allows us to store only S
Near field correction
The near field correction is determined by (cf. (11))
Since N NF has small support, (45) only has to be computed for surface elements that have less or equal distance than to the target point x i , i.e. for summation we only use the index sets
It is easily seen that
where
Using this relation we can sum up (45) in a similar way like the gridding tensor in O(M) operations, cf. Sec.3.1, i.e.
• Initialize φ NF 2 with zeros
and add the corresponding components to φ NF 2 .
The integrals are again precomputed and stored in a sparse matrix. For reasonably uniform distribution of nodes nearby the boundary, we may assume that ν := max |I NF (S j )| is bounded by a small number compared to N. The complexity of the calculation of φ NF 2 is therefore at most O(νM). For the (weakly) singular cases in (45), i.e. x i ∈ S j , we use the following substitutions. Assume S j has the vertices x 1 , x 2 and x 3 and we want to evaluate at x 2 . We parameterize S j by
where ∆ 0 is the unit triangle in the plane. After the substitution s → s and t → st with Jacobian determinant |J| = s the integration domain gets the unit square in the plane and the integral gets non-singular. We then treat it by tensor product Gaussian quadrature.
Numerics
The tests were taken on a Linux Workstation with a hexa-core AMD Phenom II X6 1090T processor and 16 GB RAM. We used Matlab 7.13.0 and the C library NFFT 3 [21] . We first tested our method for computing the single layer potential for a cube. Fig. 3 shows the cputimes in seconds of the different parts of our algorithm for randomly choosen values g j ∈ [−1, 1]. The parts gridding and fft correspond to the computation of the tensor B, compare with (26) , where times for the elementwise division with the precomputed Fourier coefficients of the window function were included in the times for the FFT. We do not give the times for the elementwise multiplication of the Fourier coefficients of N s and B, since they are negliable. For the NFFT we used the C library NFFT 3. We set m = 5 and α = 2, both, in our gridding method as well as in the NFFT and used n q ≡ 48 for this tests. Further we have choosen such that ν in the complexity of the near field correction was below 3e2 and truncated the smooth approximation of N after S = 6 terms. One can observe linear complexity of all parts except the fft that is constant for constant n q . Note that the NFFT is linear in the number of nodes of the mesh. sphere with radius R and center at zero, were the exact solution is given as
which can easily be verified by inserting into (1). We took the same parameters as in the first experiment. Fig. 4 shows number nodes versus the maximum of the pointwise absolute error at the nodes of the mesh, i.e. l ∞ -error, of the computed solution in Ω compared to the analytical value. One observes linear error decay. We remark that φ int 1 ≡ 0 (compare with (3)), since ∇ · m ≡ 0 in Ω. Hence, this example only tests the computation of φ 2 , cf. (4).
In order to include the computation of φ 1 in our tests, we take the example m(x) = x/ x in a sphere with radius R and center at zero with exact solution
Since φ is zero at the boundary, we have φ int = φ int 1 in (3) and [
∂n ] = 0, hence φ 2 = 0 in (4). Nevertheless, in our numerical test we also include the computation of φ 2 through (5). Tab.2 shows the errors in . 
respectively, which we calculated by taking the nodal interpolations of the exact and computed solutions. We took n = 72, α = 2 and cut-off parameters m = 5. Note that the H 1 (Ω)-seminorm and thus the H 1 (Ω)-norm take the errors of the stray field h s = −∇φ into account.
Conclusion
We introduced a P1 finite element method for the computation of the micromagnetic scalar potential based on the ansatz of García-Cervera and Roma. The potential is computed by a splitting φ = φ 1 + φ 2 , where φ 1 is solved by a Poisson equation with zero Dirichlet boundary conditions and φ 2 by evaluation of the single layer potential. Our contribution is the development of a method to compute the single layer potential at all nodes of a tetrahedral mesh in linear time by means of Fourier approximation of a smoothed kernel and near field correction. The discretized integral operator splits into a part with smooth and singular kernel. The latter one has small support and therefore allows a computation by sparse summation, while for the smooth part Fourier techniques can be applied. Due to the unstructured FE-mesh, generalizations of discrete Fourier transforms arise, where we developed efficient implementations. Overall the method scales both linear in the number of nodes and surface elements. Similar, the storage requirements are linear in the number of surface elements, where we further introduced tensor train compression to reduce the constant in the storage estimate for the gridding procedure. We used exponential sums to optain an entirely smooth and seperable approximation of the Fourier coefficients of the Newtonian potential. As a consequence of the above mentioned splitting, which includes a near field correction, the only essential error of our methods (within the P1 FEM framework) is due to this approximation, cf. (16) . Nevertheless, numerical experiments for test cases with known analytical solutions show accurate approximations. Future work might include detailed mathematical analysis of this error, as well as possible extension to higher order finite element and boundary element methods. Finally, we stress that our approach could be seen as a generalization to general geometries of the FFT techniques used in finite difference based micromagnetic methods for cuboid and equispaced computational domains, since our scheme shows some analogy to the convolution theorem which is used there, cf. (15) .
