Abstract-Bronchoscopy is a major step in lung cancer staging. To perform bronchoscopy, the physician uses a procedure plan, derived from a patient's 3D computed-tomography (CT) chest scan, to navigate the bronchoscope through the lung airways. Unfortunately, physicians vary greatly in their ability to perform bronchoscopy. As a result, image-guided bronchoscopy systems, drawing upon the concept of CT-based virtual bronchoscopy (VB), have been proposed. These systems attempt to register the bronchoscope's live position within the chest to a CT-based virtual chest space. Recent methods, which register the bronchoscopic video to CT-based endoluminal airway renderings, show promise but do not enable continuous real-time guidance. We present a CT-video registration method inspired by computer-vision innovations in the fields of image alignment and image-based rendering. In particular, motivated by the Lucas-Kanade algorithm, we propose an inverse-compositional framework built around a gradient-based optimization procedure. We next propose an implementation of the framework suitable for image-guided bronchoscopy. Laboratory tests, involving both single frames and continuous video sequences, demonstrate the robustness and accuracy of the method. Benchmark timing tests indicate that the method can run continuously at 300 frames/s, well beyond the real-time bronchoscopic video rate of 30 frames/s. This compares extremely favorably to the s frame speeds of other methods and indicates the method's potential for real-time continuous registration. A human phantom study confirms the method's efficacy for real-time guidance in a controlled setting, and, hence, points the way toward the first interactive CT-video registration approach for image-guided bronchoscopy. Along this line, we demonstrate the method's efficacy in a complete guidance system by presenting a clinical study involving lung cancer patients.
I. INTRODUCTION

L
UNG cancer is the leading cause of cancer death in the United States [1] . The current practice for lung cancer staging involves two steps [2] - [4] . 1) Procedure planning: The physician inspects a patient's three-dimensional (3D) multi-detector computed-tomography (MDCT) chest scan to select diagnostic targets (suspect nodules, lymph nodes) and to plan lung airway routes leading to the targets. 2) Bronchoscopy: The physician uses the procedure plan to navigate a bronchoscope through the airways to each target and then performs tissue biopsies. Two difficulties, however, make this process problematic: 1) physicians poorly translate mentally derived MDCT-based procedure plans to bronchoscopy [5] , [6] ; 2) considerable skill variations exist between physicians who perform bronchoscopy [7] - [9] . Fluoroscopy, CT fluoroscopy, and endobronchial ultrasound assist with target confirmation and localization, but offer no guidance in navigating the bronchoscope through the lung airways [10] , [11] . Also, CT-guided percutaneous biopsy is a common alternative to bronchoscopy, but it can result in a high rate of pneumothorax [2] , [12] .
Virtual bronchoscopy (VB) has shown considerable promise for assisting guided bronchoscopic navigation [13] - [21] . VB, a form of virtual endoscopy specific to the chest, involves graphical rendering of the airway endoluminal surfaces, as captured in a 3D MDCT scan [22] , [23] . A sequence of VB views provides a 3D road map through the MDCT-derived "virtual" airways similar to the video stream provided by "real" videobronchoscopy. In fact, it is well accepted that VB views strongly resemble the structures depicted in bronchoscopic video [13] - [16] , [24] . Or, stated differently, the two basic assumptions of VB are as follows: 1) the airway surfaces are locally rigid within the 3D volume directly observed by the real bronchoscope; and 2) MDCT-derived endoluminal surfaces give an accurate geometric representation of the real airway surfaces.
Drawing upon VB, researchers have recently proposed two types of bronchoscopic guidance systems: 1) electromagnetic systems; and 2) VB only systems. Electromagnetic systems link an MDCT-derived VB sequence to a sensor probe, which is tracked through the lungs during bronchoscopy [25] - [28] . Unfortunately, these systems require substantial extra hardware and set up, do not provide direct bronchoscopic vision during navigation, are susceptible to interference from metal objects, suffer from breathing-motion errors, and may produce pneumothoraces. Hybrid approaches have attempted to ameliorate 0278-0062/$31.00 © 2013 IEEE Fig. 1 . Illustration of the virtual and real 3D spaces involved in the registration problem for image-guided bronchoscopy. The patient's chest corresponds to the World imaged by these two spaces. (a) 3D MDCT-based virtual space at a pose , where the left view depicts the patient's 3D MDCT scan (defines the complete virtual space), the middle view shows the rendered airway tree segmented from the MDCT scan, and the right view depicts a local VB view at pose in the virtual space; the airway tree shows the virtual bronchoscopic camera at pose . motion errors, but many of the aforementioned issues still remain [29] - [31] .
VB only bronchoscopy-guidance systems, on the other hand, do not require expensive sensor hardware or excessive set-up prior to bronchoscopy [6] , [20] , [21] . In addition, since the physician navigates the bronchoscope itself toward a target, VB only systems enable direct vision along the entire airway route. These systems, however, do not provide a direct linkage of VB information to the live bronchoscopic video. The physician must mentally "register" VB guidance views to the bronchoscopic video while navigating the bronchoscope.
On another front, motivated by research in image-guided surgery systems [32] - [34] , other VB only systems have attempted to employ automatic image registration between the MDCT-based VB guidance space and real bronchoscopic video space [8] , [35] - [42] . Fig. 1 summarizes the top-level registration scenario. Two distinct 3D spaces representing the patient's chest (the World) arise: a virtual space derived from the patient's 3D MDCT chest scan; and a real space drawn from the bronchoscope's video stream. During procedure planning, automated methods use the patient's 3D MDCT scan to define the airway tree, airway endoluminal surfaces, and guidance routes. During bronchoscopy, the guidance system draws upon this planning data to facilitate image-guided bronchoscopy.
Bricault et al. ' s pioneering effort combined concepts from mathematical morphology, shape-from-shading analysis, and a heuristic registration approach. Their method, however, draws upon many modeling assumptions that resulted in large registration errors [35] . Helferty et al. attempted to maximize the similarity between the VB view and bronchoscopic video by locally searching for the optimal VB viewpoint within the 3D MDCT space [8] , [36] , [37] . They applied the concept of normalized mutual information (NMI), while emphasizing the informationrich dark regions (airway lumen), to give a local pose-optimization method for static single-frame registration. Unfortunately, because of their high computational demand, the two methods above are not viable for continuous registration and tracking during a live interactive procedure.
In an effort to enable live interactive bronchoscopy guidance, other approaches have proposed some form of video tracking in conjunction with CT-video registration to strive for continuous synchronization of the two spaces. Deguchi and Luo, using the observation that much of a typical bronchoscopic video frame is uninformative and hence not useful for registration, proposed a registration/tracking method that only draws upon video data residing in structurally interesting subblocks [38] - [40] . Their approach uses features, such as intensity standard deviation and saturation level, to characterize subblock information content. Focusing on the selected subblocks, the approach then employs a modified mean-squared error measure and Powell's method to find the optimal matching VB view. Thus, unlike Helferty's method, the Deguchi-Luo method attempts continuous videosequence processing by using the results of the previous frame to initialize the analysis for the next frame.
Rai et al. also proposed an interleaved registration/tracking approach [41] . After an initial NMI-based CT-video registration to synchronize the real and virtual spaces, the method then processes the bulk of the incoming bronchoscopic video using real-time optical-flow (OF) analysis in conjunction with video warping to track the motion of the real bronchoscope. In particular, for each pair of successive video frames, the method determines the optimal warped version of the current video frame that best matches the subsequent incoming video frame, where the warping mechanism uses real-time OF analysis to estimate the bronchoscope's current pose. Unfortunately, optical flow tends to accumulate drift error over time. In addition, this tracking phase does not directly involve the MDCT-based virtual space. Hence, the updated pose derived from the video-only analysis gradually loses true alignment with the virtual space. To correct for these issues, the method periodically invokes single-frame NMI-based registration (e.g., every video frames) to resynchronize the poses of the real and virtual spaces. As pointed out later in Section III-C, this registration results in constant intolerable several-second halts during bronchoscopy, making the method unusable for interactive live studies.
As a forerunner to their work of [41] , Rai et al. had earlier proposed a registration/tracking approach that interleaves feature-based registration and the same optical-flow-based video tracking and warping as used in their later work [42] . Unfortunately, they found that image features, based on the scale invariant feature transform (SIFT), did not offer sufficient robustness to function effectively over a continuously changing bronchoscopic video sequence [43] , [44] .
Of all of the methods in [8] , [36] - [42] , only the method of Helferty has been applied successfully to live patient studies [8] , [37] . Nevertheless, as discussed later in Section III-C, all of these methods, including those methods that combine registration and tracking, typically require on the order of 1 s or more processing time per frame, much slower than the 30 frame/s video stream rate of standard bronchoscopes. Hence, no existing method permits continuous real-time multi-frame bronchoscopic video analysis along an extended airway route; i.e., they are not practical for interactive live guidance of patient studies.
We present a new framework that enables real-time continuous registration between the MDCT volume and bronchoscopic video. As elaborated on more below, our framework employs an image-alignment method known as the inverse-compositional formulation for extremely rapid image registration. Because the existing image-alignment methods do not provide the 3D information necessary to solve our problem, we also adapt a technique known as image-based rendering that enables MDCT-assisted 3D warping of the bronchoscopic video source. The method constitutes part of a large system under development for the planning and guidance of bronchoscopy [9] , [45] - [51] .
Our proposed framework for solving the CT-video registration posed by Fig. 1 is inspired by computer-vision innovations in the field of 2D-2D image alignment [44] , [52] - [58] . These methods consider the problem of linking together 2D images taken from different viewpoints of a large 3D scene. A typical application involves stitching together a series of small 2D photographs to form a larger panoramic view of a scene [44] , [54] . To accomplish this task, these methods parameterize the spatial relationships between the 2D images and employ some form of iterative algorithm drawing upon image warping to perform the alignment. Example methods include the pioneering Lucas-Kanade algorithm, which casts the problem as a Gauss-Newton minimization, and the computationally efficient inverse-compositional formulation, which uses derivative information that is calculated once instead of during every iteration [52] , [55] .
Unfortunately, these methods only give an affine transformation (eight-parameter homography) enabling alignment of the images produced by two cameras observing a 3D scene, which is precisely the situation we have for our problem of Fig. 1 . They do not give the complete set of extrinsic parameters relating the two cameras; i.e., the information defining the relative 3D positions of the two cameras with respect to each other [54] , [56] . Solving this problem requires a 3D-2D alignment, whereby a 2D image is aligned to a 3D scene. This, however, requires that 3D positional knowledge be known for one of the camera images, something which is generally unavailable.
Fortunately, in the scenario of bronchoscopy, this information is readily available from the 3D MDCT scan and accompanies every VB view. In our framework, the bronchoscopic video serves as the 2D image source and registrations occur on the 3D MDCT-based internal airway-tree surface model, which gives VB views and associated 3D positional knowledge. Thus, we extend the previously proposed 2D-2D image-alignment methods to handle general 3D camera motion, allowing us to iteratively solve for the extrinsic camera parameters and localize it within its environment. We then use this camera information to synthesize warped video views and perform the necessary 3D-2D alignment.
Overall, our method continuously synchronizes the real and virtual spaces for every incoming video frame, unlike approaches that interleave video tracking and periodic registration. To do this, our method performs image registration for all incoming video. The method draws upon a 3D-to-2D image-alignment algorithm to register the video to MDCT-based VB views. Registration is facilitated by 3D-to-2D image-based rendering to warp video frames to MDCT-based VB views. This is in contrast to the Rai et al. approach that performs a fundamentally different OF-based video-to-video warping for bronchoscope motion tracking, which does not result in a true synchronization of the real and virtual spaces [41] . Also, our new method performs registration for every video frame at a rate far exceeding real-time operation, as opposed to the Rai et al. approach which has the fatal flaw of requiring guidance to halt every few seconds for a NMI-based CT-video registration. Thus, as our results later demonstrate, our method enables truly interactive image-guided bronchoscopy.
Section II discusses the theory of our framework and outlines a series of computationally efficient algorithms for continuous multi-frame registration and guided bronchoscopy. Section III validates the efficacy of the proposed framework and illustrates the utility of our complete guidance system for human lung cancer patients. Finally, Section IV offers concluding remarks.
II. METHODS
The key step during image-guided bronchoscopy involves keeping the guidance system synchronized with the bronchoscope during navigation along an airway route. This requires aligning the virtual space with the real space. We do this by registering MDCT-based VB views to bronchoscopic video frames . Note that both of these image sources act as cameras imaging their respective 3D spaces during bronchoscopy, whereby each produces 2D endoluminal (interior) views of locations within the 3D airway tree (Fig. 1 ) [8] , [37] . Before registration, the virtual space's misalignment with the real space is given by an unknown 6-D pose vector where, per the standard camera-imaging geometry, are Euler rotation angles and specify translations along the three coordinate axes [59] . Image registration involves finding the optimal pose that enables alignment of the two spaces. This requires solving the optimization problem (1) where is the target bronchoscopic video frame, denotes a VB view moved an amount from base view , is an initial estimate of the desired pose, specifies a local search neighborhood about , and is a cost function. After registration, both cameras will face the same World location, implying that the coordinate systems of the two spaces have become aligned.
This section describes our approach for addressing the registration problem (1) . Section II-A lays out the basic camera geometry and elements for solving (1) . Section II-B provides the mathematical theory and algorithms defining our registration framework. Finally, Section II-C gives implementation details.
A. Problem Set Up
Let the virtual space be defined by a Euclidean coordinate system, whose origin and axes match those of the 3D MDCT scan. Similarly, let the real space be defined by a camera-centric Euclidean coordinate system, whose origin is at the bronchoscope tip and whose axes align with the image rows, image columns, and principal axis of the bronchoscope.
Consider a 3D point on the airway-tree endoluminal surface of the 3D MDCT scan given in homogeneous coordinates by (2) Under the basic assumptions of VB, there exists an unknown 3D rigid-body transformation (3) that relates virtual point to a corresponding real-space point (4) on the real airway endoluminal surface, thereby locally aligning the real and virtual surfaces as in the context of registration problem (1) when . Equation (3) introduces the 4 4 matrix (5) where is a member of the special Euclidean group applicable to rigid-body transformations [60] and is the standard 3D 3 3 rotation matrix given in [41] and [59] . Now, 3D point maps onto camera point (6) in the real bronchoscope camera's 2D image plane via the perspective projection (7) where the camera matrix (8) modeling the camera's intrinsic parameters assumes that the real camera abides by a pinhole camera model with focal length [59] . Combining (2) and (8), the correspondence between virtual-space surface point and its analogous real-space camera point is given by (9) Or, in 2D camera-plane coordinates (10) per (4) and (6) and (8) . Note that we deliberately preserve the depth information of the endoluminal surface points imaged on the camera plane and maintain homogeneous coordinates in (6) and (10), as this will be useful later when we apply the concept of image-based rendering for transforming the video frames .
Also, it is well accepted that (9) and (10) apply to both the real-and virtual-space cameras involved in image-guided bronchoscopy [8] , [35] , [61] . (Section II-C points out that we apply a calibration process to match the intrinsic parameters of the real-and virtual-space cameras.) In particular, suppose that the virtual camera is placed at a pose within the virtual-space airway tree. This produces a VB view of the observed endoluminal surfaces projected onto the virtual camera's image plane via (9) and (10) . Clearly, when , a point on the endoluminal surfaces projects onto the same 2D point in both the virtual-space VB view and real-space video frame , and should therefore have similar appearance in both images; i.e., (11) For image-guided bronchoscopy, the pose is unknown, and the general image-registration scenario involves trying to find the optimal pose to realize (11) . We find by solving the optimization problem (1) .
For this work, we use the illumination-robust normalized cross-correlation cost (12) successfully used by Mori et al., where and are normalized forms of and , and and denote the sample means and variances of the pixels in images and , respectively [38] . Optimization (1) becomes simpler when the cost is posed in a least-squares normalized sum-of-squared differences (NSSD) form (13) By expanding the right-hand side of (13) as (14) it is easy to show that (12) and (13) are affinely related, and, hence, give equivalent optima. To see this, first note that the first and last terms of (14) , which have sample means equal to zero and sample variances equal to one, individually sum to a constant. This leaves the middle term, which is obviously proportional to the right-hand side of (12) . Therefore, given the equivalence of (12) and (13), we can instead use cost function (13) in (1) to give the following nonlinear least-squares optimization problem: ( 
15)
B. Inverse-Compositional Formulation via Image-Based Rendering
The obvious approach to solving (15) involves incrementally moving the virtual camera toward the real camera's unknown position. This leads to the Lucas-Kanade-motivated forwardcompositional formulation [52] , [56] . Unfortunately, the forward-compositional formulation has a well-known high computational complexity [56] . In addition, in our scenario, this method incurs a considerable extra burden, since it requires the calculation of a very large number of new VB views during optimization. Nevertheless, because this formulation is a viable method for solving (15) and because Section III considers its performance, the Appendix summarizes it.
As an alternative, we propose a far more computationally efficient inverse-compositional formulation that is largely equivalent to the forward-compositional approach [53] , [54] . Instead of moving the virtual camera towards the real camera's unknown pose, we can derive the same relative rigid transformation by instead moving the real camera toward the virtual camera. The real camera being the bronchoscope is, of course, fixed during optimization, as we have no control over its movement. Thus, we must approximate the real camera's movement and in turn the updated video frame during optimization. Fortunately, this process is possible through a technique referred to as image-based rendering [44] , [58] . Image-based rendering has been widely considered by the computer-vision community for synthesizing photographs and video shots that appear to be captured from alternate viewpoints. This synthesis requires 3D positional knowledge of each image point . For our scenario (15), we can synthesize warped versions of at alternate viewpoints by gleaning the necessary 3D information from the MDCT-based virtual space. In particular, as with (6) and (7), a 3D surface point maps onto a virtual-space camera point via or, analogous to (10), maps onto (16) in virtual-camera VB view . Note that each image point of arises from a uniquely observed endoluminal surface point and has a known depth associated with it. Thus, we can perform an inverse projection of image point to find the unique 3D airway-surface point that maps to via (17) where signifies the inverse projection function. Note in passing that . Also, note that the information for (17) is automatically available from the depth map created during the rendering of VB view . For the final step, we then map the obtained point into the bronchoscope's 2D image plane using (9) (18) or in camera coordinates analogous to (10)
Using the parlance of image alignment, we will refer to function as a warping function [56] . Thus, in (19) , warps a 2D virtual camera point into a real camera point by combining (17) and (18) and (10) to give a view Given the above, it becomes possible to swap the roles of the real and virtual spaces in the optimization. This role reversal effectively treats the VB view as a static image, allowing it to be rendered only once during registration. We assume without loss of generality that is at an unknown initial pose , while VB view is at known fixed pose . The inverse compositional method switches the roles of and by warping so that it approximately matches a fixed target . In particular, to solve (15), the inverse-compositional formulation minimizes (20) with respect to , where represents the pose difference between the real and virtual spaces.
To solve (15) using (20), we assume that the pose difference and iteratively solve for the actual using the update rule (21) Paralleling the Lucas-Kanade formalism, we consider an iterative Gauss-Newton gradient-descent algorithm for the optimization [56] . To derive the necessary algorithm elements, we first linearize (20) by approximating by its first-order Taylor-series expansion about (22) where (23) is the gradient of with respect to . Now, differentiating (22) with respect to and setting to 0 gives the optimal Gauss-Newton descent direction (24) where (25) is the Gauss-Newton approximation to the 6 6 Hessian matrix of . Drawing upon this development, the inverse-compositional formulation addresses problem (15) by registering video frame at an unknown pose to VB view at a known pose; i.e., it moves the real-space camera toward the fixed virtual-space camera. In particular, the method iterates pose-update equations, (21) and (24), until (20) converges. As a major observation, note that the quantities remain constant during iteration of (24) . Thus, as we will see in Section II-C, the inverse-compositional formulation achieves considerable computational efficiency by having these quantities precomputed. Upon convergence, gives the optimal pose aligning the real and virtual spaces and (26) gives the VB view best matching video frame , where represents the optimal warp. Algorithms 1-3 incorporate the method into a system-level strategy for the two-step lung cancer staging process. As part of procedure planning, Algorithm 1 performs important precomputation, while, during bronchoscopy, Algorithms 2-3 enable continuous registration.
During procedure planning, we first derive an airway-tree model from the patient's 3D MDCT chest scan. The airwaytree model consists of the airway endoluminal surfaces, associated surface depth maps, airway centerlines, and guidance routes. We use the heavily validated automated methods of [8] , [45] - [48] to derive this model. Because bronchoscopy occurs inside the airways, we know that the airway tree constitutes the working navigation environment and, hence, encompasses the possible poses that the bronchoscope could assume during bronchoscopy. Given the airway-tree model, Algorithm 1 precomputes virtual-space quantities used by update (24) over a reference pose set , where spans the interior of the 3D airway tree. In particular, consists of a set of reference poses that finely span individual viewing sites along the airway centerlines.
During bronchoscopy, Algorithm 2 lays out the imageguided bronchoscopy process. It begins by having the guidance computer present an initial VB view at the beginning of a guidance route (line 1), generally near the main carina. The bronchoscopist then inserts the bronchoscope into the patient's chest and maneuvers the device close to the given VB view (line 2). At this point, Algorithm 2 invokes continuous video capture and registration (lines 3-6). The bronchoscopist now freely moves the bronchoscope along the guidance route, with registrations continuously occurring at real-time video frame rates. In particular, for each new video frame, Algorithm 2 calls Algorithm 3 at line 4 to invoke a registration of the real and virtual spaces.
Algorithm 3 begins with a coarse alignment and then iteratively arrives at a precise pose. More specifically, line 5 enables the coarse alignment by allowing multiple reference poses to be used during registration. This permits estimation of larger pose differences that could exist initially between the given video frame and target VB view; i.e., large relative to the fine granularity of the precomputed poses . Generally, after a few iterations, no longer changes at line 5. In particular, suppose at iteration , does not change from iteration . Then, the result of line 10 on iteration combined with the result of line 6 during the next iteration gives and the algorithm settles into iterating around the same global reference pose for iterations ; i.e., subsequent updates become incremental relative to the spacing of the reference poses and follow the mathematics of (21) and (24) .
Without question, the greatest benefit of the inverse-compositional formulation is its well-known computational efficiency [56] . In fact, for our CT-video registration scenario, the inverse method as embodied by Algorithm 3 offers vastly greater computational efficiency over the forward method. This is because the forward method requires the computation of 13 VB views per iteration, while the inverse method only computes one VB view per registration (see Appendix). Our results in Section III-C clearly bear out this efficiency.
We point out that while the inverse and forward approaches result in equivalent optima for 2D and 3D data, there is no such proof of equivalence for our so-called 2.5D situation, as first noted in [62] . This is because the functions relating the pixels of the real and virtual images must form a group. Along this line, while rigid transform , the inclusion of and , which involve projecting 3D data into 2D image planes, implies that the family of warping functions formed by composition (18) do not form a group. In particular, at the optimal pose , the gradients of the warping functions used by the inverse and forward approaches must be equivalent for all points in 3D space. Unfortunately, the optimality condition (11) only holds for points on the 2D airway surface.
Nevertheless, the inverse method's use of image-based rendering for our scenario effectively synthesizes a rigid-body 3D motion of the real-space video camera. Also, this process is assisted by Algorithm 3's coarse-to-fine alignment process and by our use of a very dense reference-pose set, as discussed below. This enables a decrease in gradient errors as the overall camera pose error decreases. (Romdhani and Vetter employed a related approach for fitting 3D morphable models to 2D images of faces [63] .) Practically speaking, this means that the inverse method's update applied to the synthesized real camera approaches the relative transformation between the real-and virtual-space cameras achieved by the forward approach. The empirical equivalence of the two approaches is clearly borne out in Section III.
C. Implementation Details
In our implementation of Algorithm 1, the reference poses are situated near points sampled mm apart along the automatically computed airway centerlines. To account for the bronchoscope's possible angular deflection, we actually precompute data for 13 distinct corresponding to each sampled 3-D centerline position : one given by the centerline point and twelve others accounting for individual small perturbations of each parameter constituting . Note that the bronchoscope always looks forward in the airway tree and its maximum angular deflection about an airway's central axis is generally . In addition, we compute extra poses for points at airway bifurcations: one directed toward the proximal end of the parent branch and others directed toward the distal ends of each child branch. This accounts for the bronchoscope's greater maneuverability near bifurcations. Thus, the reference-pose set gives a very dense sampling of reference poses.
Each image constituting one of the six components of in (23) is readily approximated as a simple first-difference of perturbed VB views (27) where refers to a parameter , in pose (Fig. 2) . Next, note that instead of the Gauss-Newton Hessian approximation (25) , researchers in the field of image alignment often approximate the 6 6 Hessian as an identity matrix . This results in a steepest-descent optimization process for the inverse-compositional formulation [56] . While this is a viable alternative, we instead draw upon a diagonal matrix of the form (28) where signifies a diagonal matrix. Equation (28) offers greater precision and faster convergence over an identity matrix [56] , [64] . It also permits tunable parameter weighting, which is useful given that the pose rotation parameters typically vary more than the translational parameters (Section III). Finally, (28) avoids matrix calculation/inversion, which substantially reduces computation [56] .
Our implementation of Algorithm 1 uses three methods to reduce the precomputation and concomitant data storage. First, note that the typical high-resolution 3D MDCT scans used for image-guided bronchoscopy have typical voxel resolution on the order of 0.5 mm. On the other hand, a bronchoscope's diameter is in the range mm mm. Thus, the automatically derived centerlines span far more airways than are actually accessible to the bronchoscope [45] . Therefore, we do not consider candidate reference poses occurring at airway locations inaccessible to the bronchoscope; i.e., locations smaller than the bronchoscope's diameter. This typically eliminates nearly half of the candidate poses. As motivation for the second reduction, we exploit the observation, noted by Bricault, Deguchi, and others, that most of a typical frame is uninformative [8] , [35] , [38] - [40] . For registration, note that only the video-frame pixels depicting airway bifurcations and regions immediately adjacent to the bifurcations provide useful registration information. Conversely, image pixels depicting bland uninteresting wall regions "dilute" registration efficacy. For this reason, for each reference pose , we only precompute VB-view pixels situated inside a bounding rectangle that spans the segmented airways plus a small margin. This idea can eliminate nearly 75% of the precomputation for a given . Lastly, note that a typical video frame depicts endoluminal airway structure having a real width mm. Yet, may contain, for example, 264 264 pixels (see Table I in Section III). This corresponds to a spatial resolution mm far higher than the MDCT data (0.5 mm). Hence, we precompute VB views having on the order of 150 150 pixels. Later, during bronchoscopy, we also downsample the video frames by a factor of 2 or 4 using a multi-resolution pyramid.
Using these reductions, we observed over five human cases that the size of the precomputed data generated by Algorithm 1 ranged from a minimum of 268 MB to a maximum of 1 GB (the number of airway branches in a case ranged between 81 and 233). Precomputation time on a mid-range PC equipped with a standard video card video memory) is generally min. As VB-view generation dominates the computational load, the computation time depends almost entirely on video-hardware speed. Note that all procedure planning operations, including airway-tree model computation and physician interaction, typically takes min for a human patient [45] . Thus, the computation of Algorithm 1 is not disruptive to the standard clinical work flow.
Regarding Algorithm 3, in line 5 the pose giving smallest Euclidean distance is selected as the one closest to the current target pose . If target is near a bifurcation, we consider all reference poses , including the additional poses precomputed for the parent and child airway branches, and designate the closest pose as the one at a viewing direction forming the smallest angle with 's viewing direction-this notion recognizes the importance of direction in reaching correct registrations while also noting the dense spacing of poses in reference set . In line 7 of Algorithm 3, image-based rendering occurs very quickly, since it only depends on the size of . In particular, we solve (9) and (10) for each required real-space point by mapping the 3D surface coordinates of the precomputed into a corresponding 2D real-space location using a relative warp derived via line 6 and (17) and (19) , and then interpolating the corresponding point for (Fig. 3 ). Doing this results in a warped image simulating what would be observed by the real bronchoscope camera if placed at the viewpoint of the virtual camera. Again, the dense spacing of poses in coupled with the high resolution of keep warping artifacts very small.
The update computation at line 8 of Algorithm 3 only uses pixels available in both the VB view and warped video frame. Thus, the sum in update (24) excludes pixel locations situated in the undefined (black) regions of , as illustrated in Fig. 3(f) . The sum also only considers pixels available in the VB view's bounding rectangle. In addition, we iterate Algorithm 3 until the cost in (20) changes between successive iterations. Finally, it is imperative that the fields of view of both the real and virtual cameras match per (11) . Otherwise, the many pixel-to-pixel calculations made by Algorithm 3 between a VB view and a video frame cannot be computed correctly. Hence, prior to bronchoscopy, we perform an offline camera calibration that allows the software-defined virtual camera to have identical intrinsic parameters to the bronchoscope's camera; i.e., the focal length of (8) is matched for both cameras [8] , [36] , [65] .
III. RESULTS
We tested the proposed methods over a wide range of situations with increasing complexity, beginning with controlled single-frame tests and culminating with live guided human studies. We summarize the presented results below.
1) Section III-B: Single-frame tests.
• Measure registration robustness for a single frame.
• Perform both virtual-to-virtual and virtual-to-real tests. 2) Section III-C: Tests using video sequences.
• Consider registration performance over a complete continuous video sequence.
• Perform both virtual-to-virtual and virtual-to-real tests.
• Measure computation time to assess feasibility for realtime operation. 3) Section III-D: Phantom studies.
• Consider method efficacy during live bronchoscopy.
• Run tests in a controlled environment, free of events occurring during a live patient procedure. 4) Section III-E: Live human studies.
• Test the methodology when integrated into a complete image-guided system. • Apply the system to human lung cancer patients in a real clinical scenario. The virtual-to-virtual tests of Sections III-B and III-C measure performance independent of the image-modeling differences existing between the virtual VB views and the bronchoscopic video frames . (As discussed further below, we substitute VB views in place of the video frames for these tests.) The virtual-to-virtual tests also enable ground-truth-based assessment of method performance. The subsequent virtual-to-real tests in Sections III-B and III-C then give a sense of performance degradation when true video is employed for registration. Next, the video-sequence tests of Section III-C show that continuous processing in real-time is possible for the inverse-compositional formulation, thereby pointing to the method's potential for guiding live bronchoscopy. Finally, Sections III-D and III-E illustrate method utility during live bronchoscopy. Before proceeding, we first introduce the primary data sets and error metrics employed in the tests of Section III-B to III-D.
A. Test Data and Error Metrics
The tests of Sections III-B-III-D drew upon data derived from five lung cancer patients, as summarized in Table I . Three different bronchoscopes were used to generate the video data. The parenthetical numbers associated with the video-frame sizes indicate the downsample factors employed for registration. For example, for patient A, we downsampled the original 592 440 bronchoscopic video frames by a factor of 4, resulting in 148 110 frames being used for registration.
We quantified registration performance as follows. which equals the distance between two points located a distance along the viewing directions of and . Measuring position and direction errors separately is vital for understanding the efficacy of bronchoscopy navigation, as they separate out the effect of image scaling. Roll error is important, because bronchoscopy navigation almost continuously involves device-roll (twist) maneuvers. To compute , we first rotate by angle in the plane defined by and (provided ); this aligns the direction vectors, with denoting the up vector associated with the rotated . The needle error models the measurement of the position difference of a biopsy needle extending from the bronchoscope tip [8] . This is important, because diagnostic targets often occur at extraluminal sites, sites that the bronchoscope cannot completely reach. Hence, for extraluminal targets, position and direction errors could conceivably become magnified when biopsies are attempted.
B. Single-Frame Registration
The goal of these tests was to determine how well registration performs for a single static video frame. These tests are vital, because if single-frame performance is poor, then registration would be unlikely to sustain success over a continuous video sequence. We present a set of controlled studies involving a variety of representative video frames and associated ground truth. To assess single-frame registration performance, we compared three registration algorithms: the inverse-compositional (IC) method of Algorithm 3; the forward-compositional (FC) method of the Appendix; and a previously validated method drawing upon normalized mutual information (NMI) [8] , [37] .
For single-frame registration, we iterated the IC and FC methods until cost changed between successive iterations ( given by (20) for IC, (30) for FC). For both the IC and FC methods, we used the following values for in (28): , , , . 
MAXIMUM PERTURBATIONS FROM THAT ENABLED SUCCESSFUL REGISTRATION OVER ALL TEST FRAMES PER CRITERIA (29) (A) VIRTUAL-TO-VIRTUAL RESULTS (B) VIRTUAL-TO-REAL RESULTS
Because the reference poses are computed over a spacing mm, these values encourage quicker alignment of the rotational components of , which tend to change a much greater amount. The weights are also in line with the pose changes observed experimentally (see results below).
We used data from three patients to perform the single-frame tests. The ground-truth test set consisted of 10 video frames from patient A and 7 frames each from patients B and C. These frames captured a wide range of typical pose and airway-morphology variations and also considered video drawn from three different bronchoscopes. To establish a video frame's groundtruth pose , we employed manual registration to derive the best-matching VB view (Fig. 4) . For the single-frame tests, we considered two distinct subsets of tests.
1) Virtual-to-virtual: These tests involved registering the virtual space to a target VB view acting as the "video" frame . By removing the image-modeling differences between the two sources, these tests have two distinct advantages. a) They admit the possibility of "perfect" registration, since both sources draw views from the same MDCT scan data. b) They separate out the effect of source differences and focus strictly on the performance of the registration method. 2) Virtual-to-real: These tests involved registering the virtual space to a target ground-truth video frame . Regarding these tests. a) They admit an added level of complexity over the virtual-to-virtual tests to the overall registration problem. Hence, they enable us to measure the impact of source differences. b) They represent the situation encountered during "real" bronchoscopy. Given this introduction, the first set of tests measured the sensitivity of registration to parameter variations in the starting pose . In particular, the tests measured how much could be perturbed one parameter at a time independently with respect to , while still enabling 100% successful registration over all test frames. For each parameter, we made successively larger perturbations and then ran registration. We continued this process for both positive and negative perturbations until registration failed. We deemed a particular to be a registration failure if it reached any of the following criteria: mm (29) Note that criteria (29) represent very conservative bounds for bronchoscopy. In particular, as the follow-up continuous-sequence results of Section III-C clearly demonstrate, they are much more stringent than necessary for successful continuous multi-frame registration. Nevertheless, they offer a useful benchmark for assessment of single-frame performance. Table II lists the perturbation ranges that enabled 100% successful registration over all test frames, while Table III focuses on the results for patient A. These results indicate that the more computationally efficient inverse-compositional formulation performs comparably to the forward-compositional method, and both methods offer substantially better robustness to pose variations than NMI-based registration. Interestingly, both IC and FC appear to be very robust to angular variations. As expected, the methods exhibit greater robustness for the virtual-to-virtual tests. Yet, the performance degradation when (Table III) , source differences between and only resulted in a 20% decrease in the perturbation ranges. This attests to the veracity of the image model employed for the MDCT-based VB views [37] .
We point out that the ranges in Tables II and III tend to be very conservative-for every test frame, registration was frequently successful for much larger parameter deviations. For instance, for virtual-to-real registration, the methods typically tolerated (pitch/yaw) variations near 25 and (roll) variations near 60 . Also, registration often succeeded for starting poses mm from the target location. Note that 10 mm is a very large positional deviation, given that the segmental/lobar airways typically have lengths between 5-30 mm and diameters between 2-10 mm.
Additionally, note that the position change represented between successive video frames, and , during bronchoscopy tends to be small. For example, a bronchoscope velocity of 10 mm/s translates to mm video frame rate frames s , a positional change well under the ranges listed in Tables II  and III . Hence, registration is likely to be successful for all practical bronchoscope navigation velocities. On the other hand, we caution that for a video frame not in the test data set, registration failure can occur for perturbations smaller than the ranges indicated in the tables.
For the next set of tests, we measured registration accuracy and success rate for the situation where we subjected all starting-pose parameters to random simultaneous perturbations. This test employed the patient A video frames and considered 20 randomly perturbed poses for each frame. Each starting pose was generated through the following sequence of perturbations for a given : 1) translation performed in the plane with radius distributed uniformly on mm mm ; 2) translation along direction distributed uniformly on mm mm ; 3) rotation of the viewing direction whose angle was distributed on and rotation axis distributed uniformly on the plane; 4) random roll applied about the perturbed direction vector , with angle distributed uniformly on . This resulted in starting pose errors randomly distributed as follows:
uniformly distributed over mm , uniformly distributed over , and uniformly distributed over . Table IV summarizes the results. The inverse-compositional method in general equalled or exceeded the accuracy of the forward-compositional method, with both IC and FC performing substantially better than NMI-based registration. In particular, the median errors for IC and FC were well under success criteria (29) . Regarding registration success, IC proved to be the most robust method. In accordance with our discussion of Tables II and III, we emphasize that the registration success rates reported in Table IV tend to be conservative, as many registration successes arose from large perturbations.
Finally, using the patient-A data, we performed a second virtual-to-real test involving random perturbations of over a large number of trials. We derived starting poses by considering 450 random perturbations around of each video frame. We computed the perturbations as above, but considered much wider starting error ranges: radial translation distributed uniformly on mm mm , axial translation uniform on mm mm , directional rotation uniform on , and (roll) rotation uniform on . From this candidate pose set, we selected starting poses whose errors with respect to fell within binned ranges. By independently varying each error metric separately, we computed success rates and registration errors as a function of initialization error. Fig. 5 gives results. It is important to note that the perturbations of other pose parameters can be quite large for the results tabulated in Fig. 5 . For example, a given trial for the mm entry in Fig. 5 a can have a large additional rotation/roll 
TABLE V VIRTUAL-TO-VIRTUAL CONTINUOUS REGISTRATION RESULTS FOR TWO PATIENT-A AIRWAY PATHS. AIRWAY-PATH SPECIFICATIONS AND MEAN REGISTRATION ERRORS ALONG EACH PATH ARE GIVEN
error in accordance with the initial pose set described above. Nevertheless, IC and FC again both substantially outperformed the NMI-based method. The results also point out that initial position difference is more important than initial direction difference for achieving successful registrations.
C. Continuous Registration and Computation Time
We next tested the ability of the proposed IC methodology (Algorithms 2-3) to perform continuous registration over a prerecorded video sequence. Hence, these tests simulated the ability of the proposed methods to track bronchoscope movement as the bronchoscope navigates through the airways. We again performed virtual-to-virtual and virtual-to-real tests.
For the virtual-to-virtual tests, we generated synthetic "video" sequences along two centerline-based airway paths in patient A, where a sequence consisted of MDCT-based VB views (Table V) . One path started midway along the left main bronchus and proceeded eight airway generations through the left lung toward the left lower lobe. The second path started midway along the right main bronchus and traveled four airway generations through the right lung toward the right lower lobe. These idealized virtual-to-virtual tests again eliminated MDCT/video model differences. Also, because the paths followed smooth centerlines through the airways, they reduced the impact of non-ideal bronchoscope movements that occur during "real" bronchoscopy. Thus, they represented a best-case scenario for continuous registration.
Each test began with a starting pose situated near the location of the first video frame. We then performed continuous registration over an entire sequence using Algorithms 2-3. For each video frame , we compared our method's optimized pose to the actual ground-truth pose of , as given by the known pose of the VB view representing
. From these data, we computed the position error and direction error over an entire sequence. Table V and Fig. 6 summarize the results. The proposed method successfully performed continuous registration over the entire sequences, with small mean registration errors. As Fig. 6 . Virtual-to-virtual continuous registration tests [67] . The figure presents error metric plots for the airway paths listed in Table V the right-lung path was "straighter" than the left-lung path, the errors for the right lung tended to be smaller. As an indication of the quality of the registrations, the median position errors were under 0.5 mm, similar to the resolution of the underlying 3D MDCT scan. Errors arose from the pose estimate briefly lagging behind the true location within each airway, with large errors generally occurring near the transitional bifurcation regions.
It is important to note that registration succeeded over a sequence even if it "failed" at individual frames relative to the conservative criteria of (29) . In fact, two related observations bear mentioning. First, registration succeeded for individual frames starting at locations having relatively large initial pose errors, with worst-case initial-pose errors being mm and . Second, registration managed to "get back on track" after intermittent discrete registration "failures," asserting the resilience and robustness of the registration process.
For the virtual-to-real tests, we drew upon six previously recorded bronchoscopic video sequences from the live human procedures associated with the Table I test cases. As these sequences arose from "real" bronchoscopy, the bronchoscope's velocity varied between 0 and 20 mm/s during a sequence. Also, the sequences for patients B-D contained many more frames than those of patient A, because the bronchoscopist hovered longer over certain sites. After initializing a test at a sequence's first video frame, we processed the sequence until an irrevocable failure occurred. We define an irrevocable failure as a situation whereby registration permanently loses track; i.e., it is a multi-frame event whereby the registered VB views clearly differed visually from the video frames over several consecutive frames. As a rule, this situation implied that the registration process had irrevocably gone off track and could not recover during any subsequent frames [e.g., Fig. 7(d) ]. Table VI summarizes the numerical results, Fig. 7 depicts sample registered image pairs and a registration failure, and Figs. 8 and 9 depict pictorial montages spanning complete sequences. Analogous the observations made earlier on how the registration process is able to get back on track after intermittent registration failures, Fig. 9 gives an example of a recovery after a registration failure.
These tests also point out that the registration success rates reported in Table IV in accordance with criteria (29) are overly conservative-registration success actually tends to be near 100% over the course of a continuous sequence. More importantly, the continuous process tends to readily "recover" from single-frame "misregistrations." Along this line, it is vital to realize that single-frame misregistrations are fleeting transient events. During the course of a real-time sequence, such frames manifest themselves as mild "wobbles," which become straightened out by subsequent frames. Such a phenomenon is not surprising, since the rapid 30 frames/s video rate implies that consecutive video frames, and , only exhibit incremental changes, and the new incoming frames give opportunities for the registration process to get back on track. Nevertheless, registration failures can occur for small pose differences, as a small pose change can result in a large view change (as an analogy, envision suddenly approaching the edge of a cliff). We also tested the robustness of NMI-based method for continuous registration for the sequences of patients C and D [8] , [37] . The NMI method succeeded for the entire patient C sequence, but failed irrevocably by frame 29 for patient D. Furthermore, as discussed below, NMI-based registration unfortunately demands on the order of 8 s/frame, far below a real-time rate.
We point out that the IC methodology ran in real time for all sequences. Thus, it is clear that continuous real-time registration is feasible with the proposed methods. It is important, however, to measure the actual computation time required by the methods. The faster a method is, the better, as this would then free a guidance system to perform other tasks during a procedure.
To benchmark computational efficiency, we used a Dell Precision T7500 PC (2.8 GHz Xeon X5660 dual CPU, NVidia Quadro 4000 video card). We developed all computer code for the system using Visual C++, with little effort made to optimize code efficiency. For typical bronchoscopic video sequences, the IC method continuously processed video frames at a rate of 300 frames/s (3.3 ms/frame), with single-frame convergence generally occurring within 30 iterations-this rate is far beyond the real-time 30 frames/s video rate. As a comparison, tests with the forward method resulted in a rate of 0.096 frames/s (10.4 s/frame) [or 0.43 frames/s (2.33 s/frame) for ], while NMI could process 0.12 frames/s (8.51 s/frame) [8] , [37] . Furthermore, the recent efforts by Deguchi and Luo quoted single-frame registration speeds on the order of 1 s/frame [39] , [40] . In addition, the method of Rai, which interleaved OF-based video tracking and NMI-based single-frame registration, also achieved a rate on the order of 1 s/frame [41] .
Hence, computational efficiency is a major advantage of the inverse-compositional formulation. The method not only allows true real-time processing during bronchoscopy, but also reduces the computational burden over other methods by two orders of magnitude.
D. Phantom Studies
The phantom studies considered the efficacy of the IC method over a series of live controlled bronchoscopy tests. These tests give an indication of the method's functionality during live realtime navigation, without the complications that occur during a live patient procedure such as breathing. Thus, they provide an indication of the method's potential for live interactive imageguided bronchoscopy.
For these studies, we used the MDCT data from patients A and E. In particular, for a given MDCT scan, we applied a series of previously validated automatic image-processing methods to segment the airway tree, extract the airway endoluminal surfaces, and define a series of navigation paths traversing the major airways [45] , [46] , [49] . Using the endoluminal surface data, we then fabricated two airway-tree phantoms out of acrylonitrile butadiene styrene, a common rigid thrmoplastic used in rapid prototyping [9] . Thus, during live bronchoscopy, an airway-tree phantom served as "the patient."
For all tests, we employed an Olympus BF P180 true-color bronchoscope (BF P180 scope #1 in Table I ). Table VII specifies the paths navigated within the two phantoms. For a particular path, we first situated the bronchoscope at a proximal airway to initialize the system. We then navigated the bronchoscope along the path without stopping until an irrevocable registration failure occurred. The navigation times for the tests ranged from 7 to 14 s (30 frame/s video rate), the average bronchoscope velocity ranged from 8 to 14 mm/s, and the number of airways navigated ranged between three and eight generations. Figs. 10 and 11 give illustrative montages of registered views along two sample paths. The figures depict examples of the variety of maneuvers normally occurring during bronchoscopy, such as twisting and backing up. It is important to note, however, that since the phantoms consist of rigid airways involving no breathing motion, bronchoscopic navigation through a phantom is considerably easier than inside a real patient. Nevertheless, the tests clearly revealed the efficacy of the proposed IC method for real-time bronchoscopic navigation. Note that path 1 of phantom A, navigated in 13 s, represented a remarkable trajectory spanning 8 airway generations. Navigation was relatively easy for this path, since it involved a "straight shot" from a generation-3 right middle-lobe airway to a peripheral generation-10 right lower-lobe airway trachea generation . In real patients, however, a physician essentially never navigates more than three consecutive airways before pausing. In addition, the physician as a rule carefully weighs maneuvers before making them and often hovers over certain sites before moving the bronchoscope-such motion patterns appeared prominently in the human video sequences considered earlier in Table VI. Thus, neither the length of a video sequence nor the navigation time indicates how far the bronchoscope has moved. Using this observation, we believe that the number of airways traversed and the path length are the more telling limits on navigation success. By these measures, it is clear from the results of the phantom study and the earlier Section III-C tests that the IC method can operate in real-time continuously over substantial distances within the lungs.
E. System Integration and Human Studies
We have integrated the proposed registration methods into a complete planning and guidance system. The system facilitates both procedure planning and follow-on image-guided bronchoscopy for lung cancer staging. Here, we give a brief overview of the system and highlight its uses during bronchoscopy. Companion works give more complete description [45] , [46] , [49] - [51] .
During procedure planning, the system provides tools for extracting the airway tree, defining diagnostic targets, and computing suitable centerline paths leading to the defined targets. This results in a procedure plan employed during image-guided bronchoscopy. To apply the system during bronchoscopy for a particular target, the system first cues the physician with a VB view near the main carina. The physician then navigates the bronchoscope close to this view. At this point, system guidance begins in two modes: 1) single-view registration at each major bifurcation along a guidance path; or 2) continuous registration. For the single-view mode, registration occurs instantaneously, thanks to the rapid convergence of the inverse-compositional method. By comparison, previous work drawing upon NMI-based single-frame registration required several seconds per registration [8] , [37] . (To the best of our knowledge, these are the only other prior works that have applied automatic computer-based CT-video registration to human patients during live bronchoscopy.) Table VIII profiles a 10-patient pilot study focusing on mediastinal nodal staging. The study was conducted under IRB approval at our University's medical center, with all patients providing informed consent. The first two cases established system proof of concept and helped determine the ergonomic factors in applying the system clinically. Example factors included understanding proper work flow from beginning to end, finalizing system configuration in the bronchoscopy suite, and establishing smooth communication with the attending staff during a procedure. (Patient 1 corresponds to patient A in Table I .) For the remaining patients, we entered a "production mode," whereby all planning and guidance procedures were run in the context of the lung cancer clinic. Fig. 12 gives example system views for patient 8, who underwent nodal staging. The figure illustrates successful guidance and final biopsy of a hilar node in station 10L. During bronchoscopy, the system keeps all views continuously synchronized. It also employs data fusion, whereby information from the MDCT-based procedure plan is graphically merged with the video. Fig. 13 gives sample views for patient 6, which involved more difficult peripheral maneuvers. For patient 7, the physician decided to terminate the procedure, as the patient's oxygen level dropped to an unacceptable level while under sedation. Guidance did begin successfully, however, for this case. Overall, the study showed the system's feasibility in the clinical environment. The number of airways navigated for the 19 targets considered ranged from 2 to 5 generations. In all cases, Fig. 12 . Example system views for a 44-year-old female during a lymph-node staging procedure (patient 8). Part (a) depicts the system's display at a particular site en route 22.3 mm from the center of a station 10L lymph node. The top section shows a registered pair for the current video frame (left) and VB view (right). The bottom section depicts the rendered airway tree (left) and axial 2D MDCT section (right) corresponding to the current pose, with the cross-hairs indicating the specific location. On all views, the red region represents the target node, red lines indicate airway centerlines, and the blue line represents the guidance path leading to the node. By using data fusion, the guidance path and predefined lymph node are superimposed on the video. Regarding the rendered airway tree, the green needle on the blue guidance path indicates the bronchoscope's current pose; note how the needle points toward the node. Part (b) depicts a registered pair at the time of biopsy 17. the system functioned smoothly and safely and provided useful guidance to the predesignated diagnostic targets.
Our system has also been successfully evaluated in a phantom study for peripheral nodule biopsy. The study, which involved 12 physicians, compared the guidance system to standard bronchoscopy practice. Results showed that image-based guidance significantly improves peripheral-lung biopsy performance over standard practice from 43% to 94% [9] . In addition, several other studies have shown that the system fits smoothly within the standard two-step lung cancer staging work flow [46] , [50] , [51] , [68] . For example, we have applied the system to 30 patients who underwent peripheral bronchoscopy (age range: 18-85 years; 9 males, 21 females). For a typical peripheral target, the physician navigated an ultrathin bronchoscope 7.5 airways and performed the first target biopsy in 6 min 48 s (time includes system initialization and localization of biopsy site) [51] , [68] . This compares very favorably to a study using a competing system (mean route length airways, mean time to first sample min [69] ). During this study, we noted that for one patient, cough and extreme respiratory variation made sampling difficult, while for another patient, laryngospasm forced early procedure termination. Yet, for all patients, the system functioned properly with no adverse system events.
IV. DISCUSSION
The inverse-compositional framework provides a robust accurate method for CT-video registration in image-guided bronchoscopy. In addition, instead of taking seconds per frame, the method accomplishes single-frame registration in milliseconds. Hence, as demonstrated for both video sequences and live clinical situations, truly interactive image-guided bronchoscopy can occur at real-time frame rates. On another front, the registration method, which draws upon the concept of image-based rendering for video warping, is general, and, hence, could conceiv- ably be applied to other image-guided endoscopy applications such as colonoscopy [70] , [71] .
An alternative forward-compositional approach uses no precomputation step, requires no storage of precomputed data, and avoids video warping. We do not recommend the method, however, because it offers no advantage in robustness or accuracy and demands two orders of magnitude more computation than the inverse approach. Also, as has been reported previously in the field of image alignment, the forward and inverse compositional methods, while approximately equivalent, do not strictly speaking converge to the same results [56] . It is important to consider the forward method, however, given its potential advantages. As future work, we note that the inverse-compositional method could conceivably be improved by employing enhancements offered by the Levenberg-Marquardt algorithm.
The inverse method does requires high-quality VB views to be effective (as does the forward method). This entails having effective MDCT-based airway-tree segmentation and endoluminal surface generation. Over a wide range of human tests, our methods for these operations have shown that successful registration can occur at locations deeper than generation-10 airways [45] , [46] , [50] . Conversely, we point out that registration failures can occur early in the airway tree, but the overarching factor in such failures is the starting pose, not the quality of the VB views. In addition, registration performance depends on MDCT spatial resolution. For our studies where voxel resolution was on the order of 0.5-1.0 mm, registration is largely successful for airways having physical diameter mm ( generation or less). The generation-11 site of Fig. 10(g) illustrates this situation, where the registration failure can be attributed to the small-airway size-note the blocky-looking VB view, a tell-tail sign of insufficient resolution.
The method has been integrated successfully into a system for image-guided bronchoscopy. Human studies indicate that the system can fit seamlessly into the clinical work flow and outperforms competing systems. Deguchi and Luo, however, pointed out the prevalence of registration failures for video frames corrupted by air bubbles and specularities and for frames exhibiting low-information content [39] , [40] . Note that our methods often succeed for such frames; e.g., Fig. 4(b) and Fig. 13(b) . As stated in Section II-C, our method achieves a mild level of immunity from such imperfections, because the registration calculation focuses on the region about airway bifurcations. Fig. 9(c) , however, shows a failure that occurred at a frame excessively corrupted by air bubbles. Our methods can also fail for low-information frames, such as those where the bronchoscope points at an airway wall. But, even here, if the event is "short" (i.e., involves few video frames), then the method can recover and get back on track, similar to the results discussed in Section III-C.
Occlusions also could possibly result in registration errors. We believe, however, that occlusions, if any, have little impact given that the airways have a largely convex structure and that the actual distances considered are small. Furthermore, the bronchoscope in general moves slowly through the airway structure relative to the video frame rate. Hence, the video source is highly oversampled in time (i.e., highly redundant), implying that the net positional change-and overall change in the view-from one frame to the next tends to be small. Our results for video sequences and for phantom and human studies appear to bear these points out.
The biggest difficulty arises when a patient coughs during a procedure. Such episodes can last for many seconds. To account for such procedural events, our complete guidance system employs a fail-safe guidance feature referred to as the "base camp," whereby successive bronchoscope maneuvers are captured and saved (generally the previously encountered bifurcation) [50] . With this strategy, after a coughing episode, the physician can back up to last known correct location (the "base camp") and reinitialize guidance at this location.
APPENDIX
We can also solve (15) by using a forward-compositional formulation. Following a derivation similar to the one given in Section II-B for the inverse-compositional formulation, we instead minimize the cost (30) with respect to , where signifies the composition of two mappings for via (9) and (10) . At each iteration, we compute the pose update (31) with (32) where and are given by (23) and (25) . Thus, similar to the inverse method, which iterates (21) and (24) until (20) converges, the forward method iterates (31) and (32) until (30) converges. Upon convergence, the optimal transformation enables the virtual and real spaces to become registered per (11) , where approximately matches . Implementation of the forward method is similar to Algorithm 3, but involves no precomputation step as with Algorithm 1 and no storage of precomputed data. Unfortunately, at every iteration, the quantities must be recomputed in (32) for the updated pose in (31) . This adds an especially heavy computational burden, since, from (23) and (27) , the computation of alone demands 12 new VB-views (two views per gradient component).
