I. Introduction
In the literature on professional team sport a standard empirical exercise has been to estimate a demand function. Typically, single equation models are estimated using OLS techniques, where attendance is the endogenous variable and the exogenous variables are some combination (depending on data availability) of factors common to all demand studies (price, income, etc.) and specific to team sports (team success, outcome uncertainty). The results are then used to address a variety of behavioural and policy issues which range from, considering whether teams maximize profits, through determining the optimum structure of a league, to assessing the viability of individual teams. 1 Unfortunately, and almost inevitably given the emergence of better data sets and the advances in econometric testing, few of these studies are free from criticisms of one kind or another and the result is that the whole literature has the feel of a work in progress. For instance, studies using time series data and OLS procedures tend to gloss over the difficulties that arise from the potential lack of stationarity in the data and so risk introducing spurious regression problems into the estimates. This, in turn, means that the empirical results may be seriously flawed, rendering the behavioral and policy inferences highly suspect.
Consider, for example, the case of British Rugby League. On the one hand, Burkitt and Cameron (1992) use OLS procedures to estimate an attendance function from time series data , but fail to test for stationarity. From their results they deduce that team success is a positive determinant of attendance, and the 1973 restructuring of the league into two divisions could be considered a modest success in promoting both league and team viability. On the other hand, Davies, Downward and Jackson (1995) , correcting for the lack of stationarity in their own data and using a VAR model to estimate another attendance function, 3 come to opposite conclusions: attendance drives team success; there is no evidence that the league restructuring scheme was a success; and the best way of ensuring league survival is to, "develop the grassroots of the game via the amateur network" (p.1007).
Since the econometrics of the study by Davies et al. are more sophisticated than those employed by Burkitt and Cameron there is a temptation to accept the former results at face
value. Yet, the Davies et al. study raises three areas of concern. First, the data base is quite limited, comprising a panel of only five teams which have existed continuously in the First Division from 1964 to 1993. These teams cover a fraction of the thirty plus teams operating in any one season during this period and, hence, questions arise about the representativeness of the sample. Second, the model courts serious misspecification confined as it is to, basically, one endogenous (attendance) and one exogenous (team success) variable. Third, there is a surprising lack of reported diagnostic testing, given that the criticisms of Burkitt and Cameron by Davies et al. are principally econometric in nature. It is important, therefore, to address these three areas of concern before accepting Davies et al.'s conclusions, and by inference rejecting those of Burkitt and Cameron. Accordingly, the object of this paper is to reconsider the demand for rugby league by estimating an attendance function for the seasons 1982/83 to 1990/91 inclusive. Our research methodology is to estimate a single equation, multi-variable model using panel data covering virtually every team that played in the first and second division over this time period; and to subject the model to extensive diagnostic testing. From the analytical point of view the time period has the advantage of being one of relative structural stability in the league: two divisions operated throughout and the number of new team entries and exits was at an absolute minimum. This contrasts with the post-1991 era when the number of divisions jumped from 4 two to three then back to two, a Super League was introduced and the season shifted from Fall and Winter to Summer.
Our major conclusions are as follows. First, the most appropriate model for analyzing variations in league attendance in this time period is a random effects model in which the dependent variable is attendance weighted by market population (attendance per capita) rather than the more conventional attendance (unweighted). Second, of the exogenous variables, "team success" is an important determinant of attendance; but the success associated with "trophy" competitions did not translate into increased league attendance. Third, "team quality"
(as proxied by first and second divisions teams) and economic "market quality" (proxied by the unemployment rate) are also significant determinants of attendance. Finally, all of these conclusions depend crucially on a series of diagnostic tests on which the final form of the estimated model is based. Without them, it is fair to say that the statistical results would be questionable and the associated inferences defective.
The remainder of the paper details the rationale for these conclusions: section II outlines the model; section III considers the empirical analysis; and section IV offers extended conclusions.
II. The Model
The regression model underlying our analysis is a variation on a fairly standard approach to estimating the demand for team sport using annual time series data. Our intention is to estimate a single equation model using panel data where team attendance is determined by a series of exogenous variables representing team success and player, team and locational quality. The most critical factor governing the model's empirical content is data availability and the complete model is summarized by equation (1). On a priori grounds we anticipate the following relationships. The standard expectation is that ATT will be positively related to team success in league competition in both current and previous seasons (α 1 , α 2 >0). Nevertheless, if the results reported by Davies et al. (1995) are indicative, causation runs from attendance to success. The argument, presumably, is that large crowds produce more revenue which can be spent on better players which, in turn, leads to increased team success.
The coefficients of the promotion zone dummies should be unequivocally positive (α 3 , α 4 >0) , because these variables represent successful involvement in a more meaningful "contest within a contest" where the outcome is even more uncertain. By the same token, the relegation zone dummies should also be positive (α 5 , α 6 >0) , since this is a contest, replete with its own attendant uncertainties, to see who stays in the first-division. Of course, the 7 reverse could be true: exceptionally poor league performance could be rewarded by reduced attendance despite the increased uncertainty over the outcome.
As far as the "trophy" competitions are concerned we anticipate that success in these contests will have a positive impact on league attendance (α 7 to α 29 >0). In effect, success in cup competition acts as a positive externality for attendance at league games. However, whether some competitions − the Challenge Cup, Yorkshire Cup, Lancashire Cup, Regal Trophy, Premiership − are more important than others in this regard, is moot. Likewise, if there are positive externalities from trophy competitions, are they confined to finalists or are there positive impacts for semi-finalists or quarter-finalists? These propositions can be tested by reference to the individual coefficients and also by a series of joint tests for groups of coefficients.
With regard to player, team and market quality, we expect a positive relationship between attendance and all measures of quality. As crowds are often drawn to see "superstars" (presumably the apogee of player quality) irrespective of the performance of the team, we anticipate that MAN and BEST will be positive (α 30 ,α 31 >0). In addition, as the quality of team play is likely to be higher in the first division, the divisional dummy variable (DD) should be positive (α 32 >0). We also expect the better quality market areas to be positively associated with attendance. If we proxy "better quality" markets by size (population, POP) and economic condition (proxied by unemployment, UEM) we expect POP to be positive (α 33 >0) and UEM to be negative (α 34 <0). Lastly, inured as spectators in the north are to bad weather in the Fall and Winter, we, nevertheless, expect that bad weather, as measured by rain and temperature (RAIN, TEMP), will negatively (positively) effect attendance (α 35 <0; α 36 >0). 8 Finally, we should note again that, in common with most statistical work, the content of the basic estimating equation is determined principally by data availability. In the present context, some variables which should be included in equation (1) Table A1 below). There is a maximum of 37 and a minimum of 32 teams for any one season, giving a maximum of 309 actual observations in the sample. However, by applying the Ryan-Giles (1998) procedure we were able to fill in the missing gaps and increase the sample size. Thus, the stationarity and functional form testing (III (i) and (ii) below), are undertaken with a larger 333 observation sample using the SHAZAM computer package; but the panel estimations (III (iii), and (iv) below) are undertaken with a 309 observation sample using the TSP package, because the panel is "unbalanced," in the sense that not every time-series observation is available for every cross-section data point.
Given the content of equation (1) we now turn to the empirical analysis.
III. Empirical Analysis
The empirical analysis of the model in equation (1) proceeds in the following sequential steps: (i), the data are tested for stationarity; (ii), the specification of equation (1) is tested for functional form and the most appropriate form is selected; and (iii), the interactive effects of the panel data are tested via a series of regression models of (ii) representing the between, fixed, and random effects of the data, and the most appropriate form of the basic model is 9 selected; and (iv) in light of the model selected in (iii), the a priori expectations developed in I are considered. Table 2 shows the results of the non-stationarity tests for the non-dummy variables in equation (1) using the panel sample of 333 observations. Given the panel nature of the data, the usual single-series unit root tests, such as those of Dickey and Fuller (1981) , are not applicable. Various alternative tests have been suggested for this situation (for example, Tables 2 and 3 below * The critical value is -1.645 for a at 5% one-tail test. Karlsson and Löthgren, (1999) ), and we have used the testing procedure proposed by Wirjanto (1996) to investigate the stationarity properties of our data. Wirjanto's test statistic is asymptotically standard Normally distributed, and as can be seen in Table 2 , the null of a unitroot is clearly rejected. Thus, the data need not be adjusted for non-stationarity prior to estimating equation (1).
(i) Non-Stationarity Testing
(ii) Functional Form Table 3 reports some basic diagnostic tests from estimating equation (1) using various functional forms. These are based on OLS estimation with White's (1980) heteroskedasticityconsistent covariance matrix as implemented by the SHAZAM computer package.
3 In comparing models 1 through 4, model 4 (the semi-log specification) is preferred principally on the grounds that the associated homoskedasticity tests and Ramsey RESET tests are superior to those of models 1 through 3. Unfortunately, the homoskedasticity tests for model 4 still suggest that the null of homoskedasticity should be rejected, thus compromising this specification for analytical purposes.
In an attempt to rectify this problem we adopted a different definition of the dependent variable in equation (1): attendance per capita (attendance/population, APC) was substituted for the more standard attendance (ATT) used in models 1 through 4. In addition, population (POP) was removed as an exogenous variable. Diagnostic tests from estimating alternative functional forms of this revised model revealed that the semi-log form (LAPC) was preferred.
The diagnostic tests of this semi-log form are shown as model 5 in 
RESET Tests
131.560 (1, 271) 2.452 (1, 271) 120.360 (1, 271) 0.806 (1, 271) 0.189 (1, 272) RESET (3) (ν ν 1 2 , )
69.326 (2, 270) 11.435 (2, 270) 69.613 (2, 270) 0.406 (2, 270) 0.147 (2, 271) RESET (4) (ν ν 1 2 , )
46.046 (3, 269) 1.624 (3, 269) 46.367 (3, 269) 0.824 (3, 269) 0.296 (3, 270) As a further point of comparison, Table 4 shows the complete results of estimating models 4 and 5. The presence of heteroskedasticity in model 4 obviously renders the levels of significance of the individual coefficients, highly suspect. While a direct comparison of the individual coefficients in models 4 and 5 is clearly invidious, it should be noted that there is a great deal of compatibility between their signs and levels of significance.
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To summarize: in statistical terms, model 5, in which the dependent variable ATT is in effect weighted by market size (as measured by population), and population is dropped as an exogenous variable, is the most appropriate form for the study of rugby league attendance in this time period, and, therefore, serves as the basis for all further estimation in this study.
(iii) Panel Estimates
Taking account of the fact that we have an unbalanced panel of data, Table 5 shows the results of estimating the fixed, random, and between effects versions of model 5. 4 The Hausman (1978) test indicates that the random effects model cannot be rejected in favour of the fixed effects version and so the former becomes the analytical model of choice. A full range of diagnostic tests, complete with commentary, are shown in Appendix B. Together they establish that the model is well specified statistically.
(iv) Panel Results
As far as the individual coefficients in Table 5 are concerned the results are mixed. As anticipated, playing success in the same or previous season (LPS and LPP, respectively) is positively and significantly related to attendance. However, the issue of the direction of causality is moot. The fact that LPP is significant and positive suggests some causality from previous success to attendance. However, the significance of LPS in the same model leaves open the possibility of bi-directional causality, but does not formally establish its presence. One way around this conjecture would be to use the notions of Granger causality. Regrettably, the number of independent variables in the model combined with the 9-year time period precludes using Granger causality testing in our analysis. Thus in statistical terms, on the basis of our data set, there is no way to conclude definitively whether either Burkitt and Cameron (1992) or Davies et al. (1995) are correct about the direction of causality.
14 In addition to success in league play, promotion zone competition in the current season (PZS) has a positive effect on attendance as does relegation zone competition in both the current (RZS) and, in particular, the previous (RZP) season. These results are as expected.
The results for the "trophy" competitions, however, are somewhat surprising.
Very few of the t-statistics are even greater than 1 and a number of coefficients are anomalously signed. Joint Wald tests for each competition − Challenge, Yorkshire, Lancashire, Regal and Premiership − support a conclusion that such competitions are of relative unimportance for league attendance. All tests (see Table 6 Table 3 and   4 indicate, comparing models 4 and 5 on the basis of the size of the R 2 and t-statistics − a fairly standard practice − would result in selecting a specification (model 4) which fails the tests for homoskedasticity. In fact, the 2 R values should not be compared, and the t-statistics are distorted by heteroskedasticity. This, in turn, renders its high R 2 suspect.
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Second, any empirical study can be improved by more and better quality data. This current study could be improved by data on price, income and a longer time series on all variables. As we have only a nine year panel, we cannot be conclusive about the direction of causation between team success and attendance, because we cannot incorporate Granger causality tests. By the same token, we do not have sufficient data on the requisite variables to treat both attendance and playing success as endogenous variables in a multiple equation demand system.
Our results as they stand are compatible with those of Burkitt and Cameron: playing success is a highly significant determinant of attendance; and promotion and relegation zone dummies are also positively related to attendance. Thus, success determines attendance and, as the two division set-up also increases attendance -without two divisions there would be no promotion and relegation zones -this suggests that the post 1973 restructuring of the league is a success, at least over our time period. However, we cannot reject Davies et al.'s proposition that attendance determines success because our time series does not go back far enough; and preferably, promotion and relegation zone variables should really be compared with a time period in which they did not exist (pre-1973) .
Third, while more and better data would be useful, our present study does provide some strong support for a number of standard hypotheses. Team success in its different guises − with the exception of the hypothesized positive external effect of trophy competitions − is a significant determinant of attendance. The quality of team play (first and second divisions) is also positively related to attendance as is the "economic quality" (proxied by the unemployment rate) of the market. Player quality, as measured by BEST and MAN, is not significant. But these may not be particularly good measures with time series data, and 18 "superstar" effects may be more apparent with cross section (game by game) data. Finally, bad weather, as anticipated, has a negative impact on attendance.
Clearly, to resolve all of the issues raised by Burkitt and Cameron on the one hand, and
Davies et al. on the other hand, more and better data are necessary. Until then this study is also part of a literature in progress.
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Since we began this project a number of colleagues have raised the issue of whether three Canadian academics should be analyzing British Rugby League. This is an apparent extrapolation of the view, popular in literary and humanist circles in Canada, that one group
should not write about the behaviour of another group, because they rarely get it right or, even when they do, "voice" is being (mis) appropriated. As none of us has played British Rugby
League, we are sensitive to the criticisms that we may be unable to get it right or that we have usurped the prerogatives of some more appropriate research group. Our response is twofold.
First, all co-authors were born in the U.K., played rugby (albeit "union" rather than "league") and have watched it extensively over the years. We therefore understand and empathize with the game. More specifically, one co-author was born outside Leeds, remembers the legendary Lewis Jones performing feats of magic on the rugby league field, still follows the results from afar and watches the game whenever in the "North." Another coauthor was born in Wales, developed an early antipathy to "league" ("Y Cynghrair byth, yr Undeb am byth"), but remembers Lewis Jones' magic before he (some would say 'traitorously') "went North." The other co-author was born in Sheffield, and is now a New
Zealander who naturally has an encyclopedic knowledge of all things rugby.
Second, we embrace the "Nicol" proposition. Eric Nicol, winner of a Canadian Governor General's literary award, was criticized for writing about professional hockey because "he never played." His reply, which we endorse, was that, in the last analysis, "you don't need to have a baby in order to be a gynecologist" (The Joy of Hockey, p.160).
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1 The sports demand literature has been surveyed in Cairns et al. (1986) and Cairns (1990) .
Not all studies estimate OLS single equation models (for examples of multiple equation demand systems in sport see, Jones and Ferguson (1988) , Stewart, Ferguson and Jones (1992) and Cocco and Jones (1997) ), although it is more common than not; and the data used ranges over single and multi seasons (game by game observations and one observation by team by season, respectively). More recent examples of demand studies for British sports include:
soccer (Dobson and Goddard (1992) , and Baimbridge, Cameron and Dawson (1996) ); cricket (Hynds and Smith (1994) ); and rugby league (Burkitt and Cameron (1992) , Davies, Downward and Jackson (1995) , and Baimbridge, Cameron and Dawson (1995) ). There is no study of rugby union. This undoubtedly reflects the amateurish (deliberately?) reporting of attendance and financial data for this heretofore "amateur" game. Presumably this will change with the professionalization of the game. However, the early evidence from both Welsh and English clubs and their actual and potential insolvencies suggest that, rather than professionalize the players, they should professionalize their accountants. standard such tests appear in Table B3 . The headings "W1", "W2" and "W3" refer to Wald tests against various forms of "dependent variable heteroskedasticity". These tests are constructed by regressing the squared residuals against the level, square, or logarithm of the square of the "fitted" values associated with these residuals. The square of the slope coefficient "t-ratio" is then asymptotically Chi-Square with one degree of freedom. The headings "LM1", "LM2" and "LM3" refer to the corresponding Lagrange Multiplier tests, the statistics being (NxR 2 ), where N is the sample size and R 2 is the coefficient of determination from one of the regressions noted above. These statistics are also asymptotically Chi-Square with one degree of freedom under the null, but their finite sample properties differ from those of the Wald tests.
With very few exceptions, these tests suggest that heteroskedasticity is not a problem in our models. 
