Abstract. Using the definition of solution and the qualitative properties established in the recent paper [17] , some existence results are obtained both for crossing radial solutions and for positive or compactly supported radial ground states in R n of quasilinear singular or degenerate elliptic equations with weights and with non-linearities which can be possibly singular at x = 0 and u = 0, respectively. The technique used is based on the papers [1] and [12] . Furthermore we obtain a non-existence theorem for radial ground states using a technique of Ni and Serrin [13] .
1.
Introduction. Recently, in [17] for the p-Laplacian equation with weights in R n , under general conditions for the non-linearity f , uniqueness of ground states and various qualitative properties of solutions were established. Here we prove existence of crossing radial solutions for f positive near u = 0, and existence of radial ground states in R n for f negative near u = 0 of such spatially dependent equations. More specifically, we use a unified proof and a new subcritical condition (Φ) on f at infinity, which was introduced in [1] . Indeed, in canonical cases, (Φ) is interesting in applications and (Φ) is more general than the well known subcritical condition (Φ1) of Castro and Kurepa [4] , adopted in several related papers, as [22] , [8] and [12] .
In particular, we are interested in finding sufficient conditions for existence of radial ground states of the singular quasilinear elliptic equation with weights div(g(|x|)|Du| p−2 Du) + h(|x|)f (u) = 0 in R n \ {0},
where g, h : R + → R + and Du = (∂u/∂x 1 , · · · , ∂u/∂x n ), when f < 0 near u = 0. By a ground state we mean a non-negative non-trivial solution of (1) which tends to zero at infinity. In the radial form (1) becomes
where a(r) = r n−1 g(r), b(r) = r n−1 h(r), n ≥ 1 and r = |x|. The simple LaplacePoisson equation arises when a(r) = b(r) = r n−1 , where n is the underlying space dimension.
Moreover, with the same technique, when f > 0 near u = 0, we are also able to prove the existence of a radial crossing solution of (1) in its maximal continuation interval where u > 0 and u < 0. We recall that these existence results were established in [1] for general quasilinear elliptic equations without weights, while in [22] for the p-Laplacian equation without weights.
In addition to the ground state problem, when f < 0 near u = 0, we can also consider existence of non-trivial radial solutions of the homogeneous DirichletNeumann free boundary problem div(g(|x|)|Du| p−2 Du) + h(|x|)f (u) = 0 in B R \ {0},
for some R > 0. A number of examples fall into the general category of (1) . A first is the celebrated Matukuma equation and several generalizations of it in stellar dynamics, cfr. [11] , [2] , [23] , [5] , [10] , [7] and [14] - [17] . All these models are discussed in detail in Section 4 of [17] , as special cases of the main example introduced in [17] div(r k |Du| p−2 Du) + r r
In particular, under the following general conditions on the exponents
where p is the Hőlder conjugate of p, and on f
in [17] a careful definition of semi-classical solution for (1) was given, as well as a qualitative theory. Finally the main uniqueness theorem of [17] can be applied to (4) under appropriate behavior of the non-linearity f (u), satisfied i.e. by
In other words radial non-negative non-singular semi-classical ground states for equations of type (4)- (6) are unique. Some existence and non-existence results for radial ground states of special cases of (2) are given in [5] when f is continuous also at u = 0 and non-negative for u > 0 small. In the recent paper [9] some existence, non-existence and uniqueness results for radial ground states of some special cases of (2) are given when f > 0 everywhere in R + but singular at u = 0. For a more detailed discussion and comparison with our results we refer to the Remarks after Theorems 5 and 6 in Section 7. We emphasize, however, that the main case treated in the present paper is when f < 0 for u > 0 small, as in [17] .
Throughout the paper we shall adopt the definition of semi-classical solution for (1) proposed in [17] , when f satisfies (f 1) and F (u) = u 0
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well defined integral function of f . In the main existence theorems of Section 7 we suppose also that either (f 2) there exists β > 0 such that F (u) < 0 for 0 < u < β, F (β) = 0 and f (β) > 0, as in [8] , [12] and [1] , or (f 3) there exists c > 0, possibly infinite, such that f (u) > 0 for 0 < u < c, as in [22] and [1] .
Using the main change of variable of [17] , we transform (2) into the equivalent equation
that is, into an equation of type (2), but with the same weights. In the special case when (7) arises with q(t) = t N −1 for some N ≥ 1, then earlier theory can be applied, see e.g. [18] and [19] , but of course, in general q is no longer a pure power. In order to study the existence of semi-classical solutions of (2), we ask that the transformed equation (7) is compatible with the basic structure assumptions of [17] , namely:
The paper is organized as follows: in Section 2 the definition of semi-classical solutions of (1) and preliminary qualitative properties for such solutions are given. In Section 3 we present and summarize the main properties of solutions of the corresponding initial value problem, in the spirit of [6] . Section 4 is devoted to showing the connections between the following subcritical growth conditions (Φ1) and (Φ), with
where
Property (Φ1) is equivalent to the famous condition of Castro and Kurepa [4] , used in [22] , [8] , [12] and [1] in the standard case, when q(t) = t N −1 . While property 
is equivalent, when q(t) = t N −1 , to the condition introduced in [1] . Of course c λ < C λ . Section 4 ends with some remarks about the independence of the two different growth hypotheses (Φ) and (Φ1). Proposition 1 shows that, under (f 1) and the assumption lim inf u→∞ f (u) = k 0 > 0, with k 0 possibly ∞, condition (Φ1) is stronger than (Φ). Examples illustrating the independence of (Φ) and (Φ1) are given in Section 5. For instance, when 1 < p < N , the two typical examples covered in this paper, but not in [22] , [8] and [12] , are given by f (u) = u
, see Section 5 and also [1] . In Section 6 some preliminary lemmas are presented to simplify the main proofs. In Section 7 existence of crossing solutions is established when (f 3) holds, as well as the principal existence theorems if (f 2) is verified. Finally, in Section 8 a non-existence theorem for positive radial semi-classical non-singular ground states of (1) is given under condition (f 2).
From the main results of Sections 7-8, the following consequence can be derived.
(i) There exists a semi-classical non-singular radial ground state u of (1) whenever 0 < m < ℘ < p * N − 1, and
holds. Moreover, u is positive in the entire R n if and only if m ≥ p − 1, while it is compactly supported when 0 < m < p − 1.
(ii) There exists a positive radial semi-classical non-singular solution of the corresponding homogeneous Dirichlet-Neumann free boundary value problem (3) if
then the constructed solution u of (1) and (8) 
where g, h : R + → R + . Prototypes of (9), with non-trivial functions g, h, are given, for example, by equations of Matukuma type and equations of Batt-FaltenbacherHorst type, see (1.4) and Section 4 of [17] . In several interesting cases g can be singular at the origin, and in general h also may be singular there; thus it is necessary in (9) that Ω excludes the point x = 0 and also points where u(x) = 0 because of the assumption (f 1) which allows f to be singular at u = 0.
We shall be interested in the radial version of (9), namely
where, with obvious notation,
As in [17] , in order that the transformed equation (7) should satisfy the requirements (q1)-(q3) we shall ask that the coefficients a, b have the following behavior
is positive and strictly decreasing in R + , where p is the Hőlder conjugate of p (> 1),
In Section 4 of [17] several equations, such as (4), satisfying the above conditions and modelling physical phenomena, are presented. As noted in [17] , in the special case when g ≡ 1 or equivalently a(r) = r n−1 , assumptions (A1) and (A2) also appear in [10] , though in somewhat different circumstances, see also [15] and [16] .
As noted above, since (9) is possibly singular when x = 0 and when u = 0, it is necessary to define carefully the meaning to be assigned to solutions of (9) , and in turn, of (10) . One can consider weak distribution solutions of (9), or alternatively distribution solutions with suitable further regularity conditions and well defined values at x = 0. Following [17] we shall thus consider the following definition.
Definition. A semi-classical radial solution of (9) is a non-negative function u of class C 1 (R + ), which is a distribution solution of (10) 
In Proposition 2.1 of [17] it is proved that every semi-classical radial solution becomes a classical solution in R + when f is continuous in R + 0 with f (0) = 0. Conditions which guarantee non-singular behavior of solutions of (10) at r = 0 are also given in [17] .
As noted in the Introduction, equation (2) can be transformed in equation (7) by the following change of variables of [17] 
Of course t : 
Obviously, if u = u(r) is a semi-classical solution of (10) 
and it satisfies (7) in I = {t ∈ R + : v(t) > 0}, namely v is a semi-classical solution of (7). We emphasize that q ∈ C(R + 0 ) ∩ C 1 (R + ) by condition (q1). In particular v satisfies (7) in I in the classical sense with v ≥ 0 and
For details see 
and the limit value N − 1 in (A4) is given by
which immediately yields
by (5). Finally 1 < p < N if and only if k > p − n. The latter condition implies that
. In this case, as proved in [17] via the main result of [7] , the natural Sobolev exponent of (4) and its transformed equation (7) is given by
Here p * N > p because N > 1.
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To obtain the asymptotic behavior of u (r) for r near 0 one can apply Theorem 3.2 of [17] , since
and in turn (17) can be rewritten in the form
Thus from (3.10) of [17] we find as r → 0
It is finally interesting in this example that the parameter s in (4) does not appear in any of the exponent relations (5), (17)- (18). This is a reflection of the fact that the term r s /(1 + r s ) in (4) can be replaced by more general functions having the same asymptotic behavior.
Conditions (5) have the first consequence that ≥ −n. Moreover, either a can be discontinuous (k < 1 − n) or b discontinuous (−n ≤ < 1 − n), but not both in view of the second condition of (5). One can show that necessarily N < p when a is discontinuous, while it is possible to have
The well-known Matukuma model is the subcase of (4) when k = 0, − = σ = s, and the exponent conditions for (A1)-(A4) reduce simply to p ≥ σ and
For the standard Matukuma equation, namely when k = 0, p = 2, − = σ = s = 2 and n = 3, the transformed equation (7) arises with q(t) = sinh 2 t/ cosh t. In this case we have N = n = 3, and so the critical Sobolev exponent is 2 * 3 = 6, the usual critical exponent for the Matukuma equation in R 3 , as well known in the literature. The case σ = 0 in (4) is not allowed. If, nevertheless, we do set σ = 0 then conditions (A1)-(A4) will be satisfied if the relations of (5) hold as strict inequalities, with
This is clear in the main example of [18] , see also [17] , when in (9)
Indeed, here σ = 0 and (A1)-(A4) hold if
with
At the same time using the main change of variable (12) we see that (7) takes the canonical form
by (12) and (13), that is, N serves as the natural dimension for this example.
For this case we have n > p if and only if N > p. This condition also implies that
Thus the natural Sobolev exponent is
confirming again the role of N as the natural dimension of the problem. For other equations modelled by (4) we refer to Section 4 of [17] .
3. Preliminary Results. For simplicity, from this point on we write = d/dt if there is no confusion in the notation. In this section, as in [1] , we present some preliminary results useful for the proof of the main existence theorems of crossing solutions and of radial ground states of (2) via equation (7). In particular, they are semi-classical solutions of the initial value problem
Define
Moreover, as in [1] , from now on we assume together with (f 1) also
Finally, we restrict our attention to solutions v of (21), with
Lemma 1. Assume that f satisfies either (f 2) or (f 3). If v is a semi-classical solution of (21) and (22), then v (t) < 0 near the origin. Moreover v is unique until it exists and remains in
Proof. From (22), we deduce that there exists t 0 > 0 sufficiently small such that
is strictly decreasing in (0, t 0 ) and it assumes value zero at t = 0 from (q1). Consequently v (t) < 0, t ∈ (0, t 0 ). Thus v is a solution of the first order differential system
where we have used the fact that sgn w(t) = sgn v (t), being w(t) = |v (t)| p−2 v (t). Finally, (q1) and (f 4) guarantee that (23) admits a unique solution such that
Lemma 1 says that the unique local solution v α of (21) and (22) can be continued exactly until t α ≤ ∞, where t α is the first point in R + , uniquely determined, such that either v α (t α ) = 0 and v α (t α ) ≤ 0, or v α (t α ) > 0 and v α (t α ) = 0.
Let I α = (0, t α ) denote the maximal interval of continuation of every semiclassical solution of (21)- (22), under the restrictions
From the definition of I α , it is clear that the solutions of (21) we consider have the property that v (t) < 0. Letting ρ(t) = |v (t)|, problem (21)- (22) can be rewritten as
In analogy to [1] and [12] we give the following lemmas. 
Proof. By using (q1)-(q3), the proof of Lemma 2.3 of [12] for the special case q(t) = t N −1 can be repeated since it was used only the fact that f ∈ Lip loc (0, γ) together with (f 1). For a complete proof we refer to Lemma 4.2 of [3] .
A natural energy function associated to solutions v of (7) is given by
which is of class C 1 (I ∪ {0}), with E (0) = 0 and in I
see Lemma 5.3 and Section 5 of [17] for more detailed properties.
Lemma 3. Suppose that f satisfies alternatively either (f 2) or (f 3). Let v be a solution of (25). Then the following results hold. (i) The limit
Proof. (i) Clearly the limit in (28) exists and is non-negative, since v is strictly decreasing and positive in I α by (24). Suppose first that (f 2) holds. Then α ∈ [0, γ) by (22) . Assume by contradiction that α ∈ [β, γ). Then β ≤ α < v(t) < α in I α , and in turn, by (25) and (f 2), from [q(t)|v (t) 
Therefore E admits finite limit as t → ∞. By (26) also ρ(t) has limit as t → ∞, and
since α ∈ [β, γ) by contradiction. Rewrite the equation in (25) in the equivalent form
By (30) and
and in turn by (31) lim
Suppose now that (f 3) holds and that α > 0 by contradiction. We can repeat the above proof, with [β, γ) replaced by (0, γ), and obtain the desired contradiction.
(
. While if α > 0 and t α = ∞, arguing as in (i), case t α = ∞, and using (29), we obtain the validity of (30).
(iii) If t α = ∞, by (i) and the fact that E admits limit as t → ∞ then v (t) → 0 as t → ∞.
(iv) In this case the proof is an immediate consequence of the fact that v is strictly decreasing in I α by (24).
As in [1] define
where F := max
When f satisfies (f 3), clearly F = 0.
Proof. Let α / ∈ I − and suppose by contradiction that there existst ∈ I α such that
We claim that there is T 1 ∈ [t, t α ), with M = ρ(T 1 ). Indeed, since α / ∈ I − one of the following three cases occurs: [t, t α ) .
Moreover
Indeed if (f 2) holds, then α ∈ [0, β) and E(t α ) = F ( α ) ≤ 0; while if (f 3) holds, E(t α ) = F ( α ) = 0. Using (q2) and (24)
Hence by (27) and (34)
Now by (34) and (35)
By the assumption of contradiction (33)
, and so
Therefore by (36) we get
Consequently by (37)
E. CALZOLARI, R. FILIPPUCCI AND P. PUCCI and in turn by (36) and (38)
This is the desired contradiction.
be the function given in assumptions (Φ1) and (Φ) of the Introduction, and along a solution v of (25) in I α let P be defined as
Clearly P (0) = 0 by (f 1), since v (0) = 0 and Q(0) = 0.
We present an inequality proved with the same technique of Lemma 2.4 of [12] .
Proof. By Lemma 5.3 of [17] the energy function E is of class C 1 (I α ) and by the regularity of v in I α we can differentiate P in (40), obtaining in I α by (29)
where we have used (25) 
By (39) and the fact that Qq /q 2 ≤ 1 in R + by (q1)-(q3), we have
Finally (41) follows at once since P (0) = 0, as noted above.
We recall that throughout the section we continue to assume the validity of (f 1) and (f 4). Then I − = ∅.
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Proof. Suppose by contradiction that
Take µ and λ as required in (Φ), and α > 0 so that α > µ > d = 0 by (f 3). Without loss of generality we suppose that λ is so close to 1 and µ > 0 so close to 0 that
with Ψ = q/q and where t λ , t µ ∈ I α are by Lemma 3 (iv) the unique points t such that v(t λ ) = λα and v(t µ ) = µ. Indeed, (43) 3 holds for µ > 0 sufficiently small by (f 5) and the fact that Ψ(0) := lim t→0 + Ψ(t) = 0 by (q3) since N > 1. Clearly
, by (43) and the fact that v < 0 in I α , and
Integrating the equation in (25) on [0, t], with t ∈ (0, t λ ), we obtain
since ρ(0) = |v (0)| = 0. Hence, putting
we have f (λ 2 α) > 0, since λα > µ > 0. Therefore by (44)
and in turn
since Q(t)/q(t) ≤ t by (q1). Integrating this inequality on [0, t λ ],
by (45). Consequently
where c λ is the constant given in (Φ). Since α / ∈ I − and F = 0 by (f 3), from Lemma 4
Therefore by (q3) and the fact that q/q is invertible by (q2), we have by (43)
Clearly By construction we now have
Since 1 < p < N , by (40), (24), Lemma 5, (49) and (q1) for all t ≥ t µ p(N − p)Q(t)E(t) ≥ P (t)
since F is strictly increasing in R + 0 by (f 3) and the assumption γ = ∞, so that
Hence by (46) for all t ∈ (t µ , t α )
We now treat the cases t α < ∞ and t α = ∞ separately. Assume first that t α < ∞. For each ε > 0 define
(52) By (Φ) we can take α > µ/λ so large that by (51)
In particular for t = T ε
We claim that
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Assume for contradiction that T ε = t α < ∞, then v (T ε ) = v (t α ) = 0. Indeed α = 0 in (28) by (f 3) and Lemma 3 (i). Furthermore, since α / ∈ I − , then v (t α ) = 0. Hence by (26) and (50) E(T ε ) = F (v(T ε )) ≤ F (µ), which contradicts (54) and proves the claim (55).
By (53) for all t ∈ (t µ ,
that is v(T ε ) < 0. This is impossible since v > 0 in [0, t α ) and completes the proof in the case t α < ∞. Assume next that t α = ∞. By (51), (26), (50) and the assumption 1
Since (t µ , t µ + 1) ⊂ I α , by (56) for all t ∈ (t µ , t µ + 1)
where c µ is the number defined in (48), which depends only on µ, p, F , but is independent of α, and we have used (q1) to have that 
which contradicts the fact that v > 0 in I α = R + and completes the proof also in the case t α = ∞. 
by (q4). Lemma 4 guarantees that α ∈ I − , concluding the proof when γ < ∞. Case 2: γ = ∞. We can proceed as in the proof of Theorem 1 until (47), namely
and now by (q4)
At this step we can proceed exactly as in the proof of Theorem 1 with the single exception that R + is replaced by (d, ∞).
Remarks. However (q4) holds in several cases. For instance, for the general equation (4), since q (t)/q(t) = ψ(r(t)), under conditions (5), by (15) we have
In particular in all the cases of (4) in which the parameters verify either
condition (q4) is satisfied. For instance (57) holds when n = p = σ = − = 3, s = 2 and k = 0 so that q(t) = tanh 2 t; while condition (58) is valid when n = p = 2, σ = s = − = 1 and k = 0 with q(t) = (t 2 + 4t)/2(t + 2).
Assumption (q4) in terms of the radial weights a and b of the original radial equation (2) (40), (13) and (12) . In particular in the interesting subcase of (1) 
h h see also [17] .
We now establish the results contained in Theorems 1 and 2 when (Φ) is replaced by condition (Φ1) of Section 1, which was introduced in [4] for the Laplacian equation in a ball. Condition (Φ1) is the analogue subcritical assumption used in [8] and [22] for the p-Laplacian equations with no weights. The results of [8] were extended in [12] to A-equations, while those of [8] and [22] were extended to A-equations in [1] , with a unified proof and also with the introduction of the new subcritical condition (Φ).
Proof. We proceed as in the proof of Theorem 3 until (45). Now
, which replaces (46) in the proof of Theorem 3. Proceeding as in the proof of Theorem 3 until (51), which becomes
Also in this case we distinguish the two cases t α < ∞ and t α = ∞, and get the same conclusions as before.
Proof. In analogy of the proof of Theorem 3, following the proof of Theorem 2, we arrive to the desired conclusion.
4. Relation between (Φ) and (Φ1) when γ = ∞. In this section we compare the two growth conditions (Φ) and (Φ1), as done in [1] when the weight q is the standard weight r n−1 . In particular we shall show that in cases interesting in applications, condition (Φ) holds while (Φ1) does not.
then (Φ1) implies (Φ).
Proof. Fix λ ∈ (0, 1) and first note that for all
By (59) we have lim inf
Hence there is v 0 ≥ µ/λ sufficiently large, where µ > d is the number given in (Φ1),
Thus for v ≥ v 0 by (60) and (61)
since Q is increasing by (q1). In turn by (Φ1) we have
, and the conclusion follows.
The two growth conditions (Φ1) and (Φ) are independent, since also the reverse implication of Proposition 1 holds, as shown in the next
then (Φ) implies (Φ1).
Proof. As in the proof of Proposition 1, fix λ ∈ (0, 1). By (60) for all λ 2 ∈ [λ, 1] and v > d/λ we have
By (62) 
Hence by (63)
the conclusion follows at once, as above.
Remark. When assumption (62) holds with the limsup replaced by the limit, then lim v→∞ f (v) = 0, and the existence problem could be solved with much simpler techniques. Moreover, the non-linearities which frequently appear in applications tend to infinity at infinity, a subcase of (59).
Hence in cases interesting in applications (Φ) is more general than (Φ1). In particular under (59), Theorems 3 and 4 are immediate corollaries of Theorems 1 and 2, since in general (59) together with (Φ), (f 1), (f 4) and either (f 2) or (f 3) do not imply the validity of (62). This will be clarified in the next section.
5. Canonical non-linearities in the case γ = ∞. Since in conditions (Φ) and (Φ1) only the behavior of f at infinity is important, in the examples we present in this section, we shall define the various non-linearities only for large values of v. We also recall that in the sequel 1 < p < N and γ = ∞. To simplify the notation in (Φ) and (Φ1) we shall denote by χ and χ 1 the main involved functions, namely
, and also in such a way that f satisfies (f 1), (f 4) and either (f 2) or (f 3) in its entire domain R + , and finally so that Φ is locally bounded near v = 0. Clearly also (59) holds
Hence, setting c 0 :
Of course Φ is positive for all v sufficiently large, say for v ≥ µ,
, and in turn (Φ) holds. While we claim that (Φ1) does not hold. Indeed, 
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and the claim is proved.
Remark. Since the number N , given in (q3), is strictly greater than 1, we claim that for all ε ∈ (0, N − 1) there is t 0 = t 0 (ε) > 0 and two constants C 1,ε , C 2,ε > 0, depending on ε and N , such that
Indeed, fixed ε ∈ (0, N − 1), by (q3) there is t 0 = t 0 (ε) > 0 such that for all t ∈ (0, t 0 )
Integrating on [s, t 0 ], with s ∈ (0, t 0 ), we get by (q1)
, that is, putting κ 1,ε := q(t 0 )t
and κ 2,ε := q(t 0 )t
Now, integrating the above inequality from 0 to t, we obtain (65), with
, and also in such a way that f satisfies (f 1), (f 4) and either (f 2) or (f 3) in its entire domain R + , and finally so that Φ is locally bounded near v = 0. Also (59) is satisfied with k 0 = ∞. By (f 1) for all v ≥ v 0
Thus the right hand side approaches zero as v
by the choice of ε. Therefore (Φ1) does not hold.
By Proposition 2 when (62) holds then Theorems 1 and 2 are corollaries of Theorems 3 and 4, respectively, since (Φ) implies (Φ1). To show this we shall present some examples of non-linearities satisfying (62) and (Φ1), but not (Φ).
and let f be defined in [0, 
with v 0 = 0 in case (f 3). Otherwise we take v 0 > 0 and define 
Finally we present two examples to which all Theorems 1-4 can be applied, since both growth conditions (Φ) and (Φ1) hold.
and let f be defined in [0,
, and also in such a way that f satisfies (f 1), (f 4) and either (f 2) or (f 3) in its entire domain R + , Φ is locally bounded near v = 0, and with the further property that
and so, putting c 2 : Let
Now, for all λ 1 , λ 2 ∈ [λ, 1] we have C λ λ 
thanks to (f 2). Moreover, E is strictly decreasing in I β by (27), hence E(t) < 0 in I β by (71). Now, fix t 0 ∈ I β , then F (v(t)) ≤ E(t) < E(t 0 ) < 0 in (t 0 , t β ).
Hence, by letting t → t β , we get F ( β ) ≤ E(t 0 ) < 0, where β is defined in (28). In turn β > 0 by (f 2), since F (0) = 0 by (f 1). Thus β ∈ I + .
Lemma 7. I + is open in [β, ∞).
Proof. Fix α * ∈ I + . Let v * be the solution of (25), with α replaced by α * , defined in its maximal interval I * = (0, t * ), in the sense of (24). Clearly * ∈ (0, β) and v * (t) → 0 as t → t − *
by Lemma 3 (i), (ii) and the fact that α * ∈ I + . Thus
by (26) and (f 2), since * ∈ (0, β). First fix t 0 ∈ I * such that E * (t 0 ) < 0. If α > 0 is chosen sufficiently close to α * and v is the corresponding solution of (25), then by Lemma 2 we have that (0, t 0 ] ⊂ I, where I is the maximal interval of continuation of v. Furthermore E(t 0 ) ≤ E * (t 0 )/2 < 0. As in the proof of Lemma 6, this implies that α is in I + .
Lemma 8. I
− is open.
