In this paper we consider semiparametric duration models and e±cient estimation of the parameters in a non-i.i.d. environment. In contrast to classical time series models where innovations are assumed to be i.i.d., we show that, for example in the often-used Autoregressive Conditional Duration (ACD) model, the assumption of independent innovations is too restrictive to describe¯nan-cial durations accurately. Therefore, we consider semiparametric extensions of the standard speci¯cation that allow for arbitrary kinds of dependencies between the innovations. The exact nonparametric speci¯cation of these dependencies determines the°exibility of the semiparametric model. We calculate semiparametric e±ciency bounds for the ACD parameters, discuss the construction of e±cient estimators, and study the e±ciency loss of the exponential pseudo-likelihood procedure. This e±ciency loss proves to be sizeable in applications. For durations observed on the Paris Bourse for the Alcatel stock in July and August 1996, the proposed semiparametric procedures clearly outperform pseudo-likelihood procedures. We analyze these e±ciency gains using a simulation study which con¯rms that, at least at the Paris Bourse, dependencies among rescaled durations can be exploited.
Introduction
During the last decade, the availability of¯nancial data at a tick-by-tick level has greatly increased. The irregularly spaced data requires new econometric techniques to extract the economic information contained in such data. This paper concentrates on the durations between transactions on¯nancial markets. To that extent, we base ourselves on the Autoregressive Conditional Duration (ACD) model of Engle and Russell (1998) . For the data at hand, the traditional assumption of independently and identically distributed innovations seems to be inappropriate. Therefore, we have to extend the traditional semiparametric time series models where innovations are i.i.d. We consider a sequence of semiparametric models imposing less and less structure on the innovations (with i.i.d. innovations on the one end of the speci¯cation and martingale innovations on the other end). To obtain e±cient estimators in these semiparametric models, we have to extend the semiparametric results available from the emerging literature on semiparametrics.
During recent years, an enormous progress has been made in the area of semiparametric estimation. Starting with the work of Stein (1956) , about the possibility of adaptiveness in the symmetric location model, the techniques have been further developed ever since. The work by H ¶ ajek and Le Cam is especially worth mentioning here. Traditionally, the models considered are based on i.i.d. observations. A fairly complete account on the state of the art in i.i.d. models can be found in the monograph by Bickel, Klaassen, Ritov, and Wellner (1993) . Newey (1990) provides an overview from an econometric perspective. Semiparametric e±ciency considerations and adaptiveness in time series have been discussed as well, beginning with Kreiss (1987a Kreiss ( ,1987b for ARMA-type models. In this stream of literature the innovations are assumed to be i.i.d. Koul and Schick (1997) discusses nonlinear autoregressive location models with special emphasis on the initial value problem. Drost, Klaassen, and Werker (1997) considers so-called group models, covering nonlinear location-scale time series. Steigerwald (1992) studies linear regression models in a time series context. Linton (1993) discusses linear models with ARCH errors. particularizes to the GARCH model and Wefelmeyer (1996) calculates e±ciency bounds in models with general Markov type transitions. We discuss in this paper the ACD model which is, probabilistically, closely related to the ARCHtype models. However, all previous work on semiparametric e±cient estimation for ARCH-type models assumed the innovations to be i.i.d., an assumption that we will relax signi¯cantly.
The present paper drops the i.i.d. assumption on the innovations. The semiparametric techniques mentioned above are used and extended to build an adequate model for durations between transactions on¯nancial markets. Therefore, we consider semiparametric speci¯cations where the innovations may have dependencies of unknown functional form. As shown in Section 2, such a speci¯cation leads to a non-trivial analysis of semiparametric e±ciency. The empirical results in Section 4 show that the gains from considering these more complicated semiparametric procedures may be important, at least for the present dataset and under the imposed hypotheses. Whether sizeable gains are available in other situations, remains an empirical issue. Possible e±ciency gains are important since they allow for much more precise parameter estimates and predictions. Also in¯nancial applications, where the number of observations is typically large, this may lead to a more precise empirical analysis.
The crucial ingredient in semiparametric e±ciency calculations is the e±cient score-function. Let us recall this concept here. For a rigorous treatment, one may consult, e.g., Bickel, Klaassen, Ritov, and Wellner (1993) or Drost, Klaassen, and Werker (1997) . Consider a setup where i denotes the observation number and µ 2 £ is a¯nite dimensional parameter of interest. We denote (conditional) expectations under µ by E µ . In general, a score function s i (¢) is a random function of the parameter µ, such that E µ 0 fs i (µ 0 )g = 0; µ 0 2 £; i = 1; : : : ; n: (1.1)
Generally, the expectation in (1.1) has to be conditional on \the past" in order to get a martingale structure allowing for the derivation of limiting distributional results of estimators based on s i . A Z-estimatorμ based on the score function s i is subsequently de¯ned as the solution of 1 n n X i=1 s i (μ) = 0:
In parametric settings, the optimal score function is given by the derivative of the conditional log-likelihood for µ. An estimator based on the parametric score function is clearly infeasible in a semiparametric situation. However, the key idea in a semiparametric setting is to reduce the problem to a speci¯c well-chosen parametric one. This special parametric model is called the least-favorable parametric submodel (compare also Newey (1990) ). For completeness we repeat the argument here. First, consider an arbitrary parametric submodel of the semiparametric model under consideration. Obviously, since the information for statistical inference decreases if one enlarges the model, a lower bound (evaluated at distributions within the parametric submodel) on the asymptotic variance of estimators in the parametric submodel, is also a lower bound for the behavior of estimators in the semiparametric model. Since this holds for any parametric submodel, the lower bound on the asymptotic variance of semiparametric estimators must be larger than each of these parametric lower bounds. Thus, the supremum of the lower bounds over the class of all parametric submodels also gives a lower bound for the semiparametric model. The particular parametric submodel for which this supremum is attained (if it exists) is called the least-favorable parametric submodel. The second problem is to prove that a given lower bound is sharp. Usually, sharpness of a given bound is proved by providing a semiparametric estimator attaining this bound. Hence, if one¯nds a parametric submodel and an estimator in the semiparametric model, such that the bound of the parametric submodel is attained by the semiparametric estimator, then the bound is sharp and the estimator is e±cient.
In order to¯nd the least-favorable submodel, a technique based on tangent spaces has proved to be very useful (see, e.g., Bickel, Klaassen, Ritov, and Wellner (1993) or Van der Vaart (1998) ). If one passes from a parametric model (say a model in which the density f of the innovations is completely known), to a semiparametric model where one supposes that f is unknown, there is usually an e±ciency loss. This e±ciency loss is caused by local changes in the density f that cannot be distinguished from local changes in the parameter of interest µ. Let _ l denote the score function for µ in the parametric model. The tangent space for f is de¯ned as the space generated by all possible score-functions for the nuisance parameter, i.e., those score functions that can be obtained by changes in the nonparametric nuisance parameter f . The least-favorable parametric submodel induces a nuisance score (i.e. an element of the tangent space) that is closest to the score _ l induced by µ. This nuisance element is, by construction, the projection of _ l onto the tangent space. The residual of this projection de¯nes the information left for estimating µ once f is unknown. This residual is called the e±cient score-function. In this paper we extend this idea to the situation where innovations are not likely to be i.i.d. (as in duration models). The known procedure for time series models with i.i.d. innovations is adapted to cover several forms of dependencies. In Section 2, we develop the necessary theory leading to the relevant tangent spaces and e±cient score functions of the parameters of interest. The paper's outline is as follows. In Section 2, we discuss duration models in their general form and we develop the semiparametric theory as discussed above for the non i.i.d. setting at hand. Examples (Section 2.3) show how common speci¯cations may be obtained. These speci¯cations include di®erent assumptions on the innovations, like i.i.d.-ness or a Markov type assumption. The estimation problem is considered in Section 3. We consider the consistency and e±ciency of pseudo-likelihood procedures and a construction generally leading to e±cient semiparametric estimators. These semiparametric procedures prove to be superior over pseudo-likelihood procedures. Section 4 discusses the properties of the durations observed on the Paris Bourse for the Alcatel stock in July-August 1996. We choose this sample, because it has been considered previously in the literature, see, e.g., Ghysels, Gourieroux, and Jasiak (2001) or Gourieroux and Jasiak (2000) . To give a possible explanation for the semiparametric e±ciency gains observed in Section 4, we study some parametric extensions of the basic ACD model in Section 5. These extensions are chosen such that they exhibit similar dependencies as we¯nd in the Alcatel data. The simulation study in Section 5 con¯rms the empirical¯ndings of Section 4. Finally, Section 6 contains some concluding remarks.
The ACD model

The parametric ACD model
In this paper we focus on the Autoregressive Conditional Duration (ACD) model as introduced in Engle and Russell (1998) . Suppose that we observe durations x 1 ; : : : ; x n . These x's represent the time elapsed between two events, e.g., transactions of some asset. Let F i denote the information available for modeling x i+1 ; x i+2 ; : : :. We will set F i = ¾(x i ; x i¡1 ; : : : ; x 0 ), but it is very well possible to include exogenous variables in F i . This is because the derivations that follow are independent of the parametric form of the conditional duration Ã i¡1 de¯ned in (2.1). Such extra exogenous variables would allow other observable factors to in°uence the distribution of future durations.
The key ingredient in the ACD model is the (conditional) mean duration time,
In its simplest form, the formulation of the ACD model is completed by stipulating, e.g.,
where F denotes a particular distribution function (or a parametric set of distribution functions) on the positive half-line. In this case, the parameter of prime interest is µ = (®;¯;°) T . In its original parametric setting, standard choices of F include the exponential distribution and, as an extension, the Gamma and log-normal or Weibull distributions. The distribution F has to be normalized to have expectation one in order to identify the constant in the speci¯cation of Ã i . If F is not speci¯ed parametrically, we obtain a semiparametric model. The model (2.2) is implicitly based on underlying i.i.d. innovations. It is not di±cult to see that (2.2) is equivalent to saying that
de¯nes a sequence of i.i.d. positive random variables, each with distribution function F . Moreover, note that the ACD model is closely related to ARCH-type models. Rewriting (2.4), with´2 i = " i , y 2 i = x i , and ¾ 2 i¡1 = Ã i¡1 , yields y i = ¾ i¡1´i , the standard ARCH-formulation. Our results are thus easily adapted to ARCH-type models. Finally, note that all our results rely on the assumption that the conditional mean equation is correctly speci¯ed, as in other papers in this literature.
The above ACD model, including various extensions, is introduced by Engle and Russell (1998) and has been studied as well in Engle (2000) together with a modeling of prices. These papers explicitly recognize the fact that the independence assumption in (2.2) implies that all temporal dependence between durations is supposed to be captured by the conditional mean duration function Ã i . In that case, several parametric and nonparametric speci¯cations of the distribution of the innovations F are studied. Zhang, Russell, and Tsay (2001) relax the independence assumption on the innovations by introducing a parametric regime switching model. In this paper, we relax the assumption of independent innovations to semiparametric alternatives. The general model is speci¯ed in the next section and analyzed subsequently.
The semiparametric ACD model
Often, the strong i.i.d. assumption (2.2) is considered to be unsuitable and one would like to relax it. In our speci¯cation, this is equivalent to allowing F to be dependent on the past as well. If it is unknown in what way F should depend on the past, a semiparametric approach seems to be the most reasonable one. We assume that one is willing to de¯ne a set of variables that may in°uence F and we will see that the actual choice of these variables in°uences the semiparametric analysis. In complete generality, we assume that IP f" i · "jF i¡1 g is H i¡1 -measurable, where H i¡1 ½ F i¡1 . So, the restricted information set H i¡1 (of the full information set F i¡1 ) de¯nes the relevant past variables to be used as parameters in the conditional distribution of the innovations " i . As we will see, the situation where H i¡1 is strictly smaller than F i¡1 is both common and relevant. We do not assume that (H i ) forms a¯ltration, i.e., H i¡1 is not necessarily included in H i . This allows for, e.g., semiparametric Markov models, see below.
Formally, our semiparametric model is now described by (2.1) and
One may choose the speci¯cation (2.3) of Ã i , but other choices (like the ones in Engle (2000)) do not change the arguments presented below. Writing " i = x i =Ã i¡1 , we clearly have from (2.1) that Ef" i jF i¡1 g = 1. We do not make other assumptions on the innovation's distribution, although later some assumptions are needed for the non-parametric estimation. It is known that symmetry of the density sometimes helps in semiparametric estimation. In the present case, given the positiveness of duration, symmetry could be imposed for the distribution of the log-innovations. We do not make such an assumption, as its empirical foundation is unclear at the moment. Note that, in our speci¯cation (2.5), the choice of the restricted information set H i formalizes the dependence among the innovations " i . A model with independent innovations can be obtained by taking H i equal to the trivial sigma-¯eld, i.e., H i = f;; −g. There are two other important cases. If one chooses H i = F i , one leaves the dependence structure of the " i completely unrestricted. In more familiar terms, this would lead to a model that is solely characterized by the moment condition (2.1). One could also set H i = ¾(" i ). In that case, the conditional distribution of " i given the past, may only depend on " i¡1 . This induces a¯rst-order Markov assumption on the innovations. In a similar manner, one can study the e®ect of a K-order Markov assumption by taking H i = ¾(" i ; : : : ; " i+1¡K ).
Of course, there are many more possibilities. The theoretical derivations in the rest of this paper are based on a general speci¯cation with an arbitrary choice of H i and we will specialize to the above mentioned choices in order to point out their di®erences from an estimation point of view in Section 2.3.
In order to derive e±ciency bounds in the semiparametric model described by (2.1) and (2.5) with an arbitrary speci¯cation of the conditional expected duration Ã i¡1 and H i¡1 , we follow the steps as set out in the introduction. Let µ denote the Euclidean parameter of interest describing the functional form of the conditional mean duration Ã i¡1 , for example µ = (®;¯;°)
T in (2.3). Write f i¡1 for the density associated with L (" i jH i¡1 ). We assume that f i¡1 admits a Radon-Nikodym derivative f 0 i¡1 , i.e. f i¡1 can be written as
Note that this rules out, e.g., a uniform innovation distribution. Regularity conditions under which the results to be presented below hold, are standard in the semiparametric's literature (see, e.g., Bickel, Klaassen, Ritov, and Wellner (1993) , Section 2.1, or Drost, Klaassen, and Werker (1997) , Section 2). The score function for µ can be obtained by di®erentiation of the log-likelihood:
To obtain the e±cient score function in the semiparametric model in which the conditional density f i¡1 remains unspeci¯ed, we need to calculate the projection of the score _ l i (µ) on the tangent space generated by the nuisance function f i¡1 . As is argued below along the general lines of, e.g., Bickel, Klaassen, Ritov, and Wellner (1993) , this tangent space T i (µ) is generated by all observation-i score functions h i¡1 (¢) for which:
As we have only two conditions on f i , we have two conditions on the scores in the tangent space. Condition (2.7) follows from the fact that f i¡1 is known to depend on H i¡1 only, so that scores obtained by local changes in f i¡1 also depend on H i¡1 only. Condition (2.8) is the standard constraint in tangent space calculations, following from the fact that densities, by de¯nition, integrate to one. In more classical terms it represents the condition that expectations of score functions are always zero (compare (1.1)). Finally, condition (2.9) results from the moment restriction
The argument is as follows. Local changes in f i¡1 represented by the score h i¡1 induce a change in the¯rst (conditional) moment of
However, this moment is restricted to be one by condition (2.1). Therefore, the change must always be zero (otherwise one would not remain in the speci¯ed model). With these ingredients, we are ready to state the key proposition providing the lower bound for estimation of the parameters in Ã i of the general semiparametric model described by (2.1) and (2.5).
Proposition 2.1 In the semiparametric model described by (2.1) and (2.5), the projection of the score function
Proof: First of all, note that the proposed projection (2.10) indeed belongs to the tangent space T i (µ) since it satis¯es conditions (2.7){(2.9). Secondly, the residual of the proposed projection of _ l i (µ) can be written as
We show that both terms at the right-hand side are orthogonal to the tangent space T i (µ). Let h i¡1 2 T i (µ) be arbitrary. Then, we obtain for the¯rst term:
From equations (2.8) and (2.9) we see that the latter term equals zero, proving the desired orthogonality. For the second term in (2.11), we obtain
where the last equality follows from (2.5). It is easily seen that this expression equals zero, by¯rst conditioning on H i¡1 . This completes the proof of the proposition. 2
The proof of the above proposition is indirect. Only very few constructive arguments for obtaining e±cient score functions are known in the semiparametric literature. It is important to note that the e±cient score functions is, as a projection, unique. See, also, Newey (1990) for a more general discussion.
As mentioned before, the residual (2.11) of the projection (2.10) is the e±cient score function, which we denote _ l ¤ i (µ). Optimal semiparametric estimators must be based on this score-function. However, (2.11) cannot be used directly, since it depends on the unknown density f i¡1 and on Ef(d=dµ) log(Ã i¡1 )jH i¡1 g. In Section 3.2, we discuss how to estimate f i¡1 and Ef(d=dµ) log(Ã i¡1 )jH i¡1 g in order to get a semiparametrically e±cient estimator of µ.
Adaptiveness occurs (by de¯nition) in case the e±cient score function (2.11) equals the parametric score function (2.6). Thus, adaptiveness means that the projection of the parametric score on the tangent space is zero. In that case, there is (asymptotically) as much information in the semiparametric model as in the parametric model for estimating µ: the parametric score and the semiparametrically e±cient score coincide. In the ACD model (2.3), we have Ã i¡1 > 0. Therefore, using (d=dµ) log(
T , that speci¯cation implies (d=dµ) log(Ã i¡1 ) > 0. Hence, adaptiveness occurs if and only if
It is easily seen that this is equivalent to, for some positive c i¡1 ,
Hence, adaptiveness occurs if and only if the conditional innovation's distribution is of the Gamma type (rescaled to have expectation 1). Note that the free parameter c i¡1 may be time-varying and that innovations thus need not be i.i.d. for adaptiveness to occur. A similar result has been obtained for location models where adaptiveness occurs for the normal distribution and symmetrized square-roots of Â 2 -distributions (see Gonz ¶ alez-Riviera (1997) ). In our scale case, we have adaptiveness for the exponential and Gamma-distributions. The practical consequence of such a result is, of course, limited since the bound is calculated in a model that does not make any distributional assumptions.
It is well-known that densities at which adaptiveness occurs, are often also the densities for which the pseudo maximum likelihood estimator (PMLE) is consistent (see, e.g., Bickel (1982) ). This shows that, a PMLE type estimator is consistent if and only if it is based on a Gamma distribution. Since for these densities 1+"f 0 (")=f (") is always proportional to 1 ¡ ", the obtained PMLE estimators are in fact identical and the resulting PMLE is purely based on the moment condition (2.1). The estimator thus obtained is consistent in the full semiparametric model. In Section 3.1, we will see that the PMLE is only semiparametrically e±cient under very restrictive conditions. An alternative estimator that is semiparametrically e±cient in the model under consideration is given in Section 3.2.
The information for estimating µ in the parametric model is given by the variance of the parametric score (2.6). Assuming stationarity, this yields
where J f denotes the Fisher information for scale, i.e.,
The information loss of the semiparametric model, with respect to the parametric model, is given by the variance of (2.10):
Note that the information loss is indeed zero (adaptiveness) if and only if the (conditional) density f i¡1 belongs to the Gamma class. This follows, since we have, by the Cauchy-Schwarz inequality,
with equality if and only if f i¡1 is of the form (2.12). The information in the semiparametric model is given by the variance of the residual of the projection which, by the Pythagorean theorem, equals
Examples
We consider the e±ciency calculations in more detail in three speci¯c models. 
¾ is a vector of constants.
This implies that all components of the projection (2.10) generate the same direction in the tangent space T i (µ). Moreover, in this case f i¡1 = f . Adaptiveness in such models is well studied, see Drost, Klaassen, and Werker (1997) . The e±cient score function becomes 
: (2.14)
General statements are di±cult to make in this setting. Clearly, the¯rst-order Markov case is easily generalized to higher-order Markov settings.
Example 2.3 [martingale condition] Consider the case where H i = F i . In that case, the second factor in (2.10) reduces to d log Ã i¡1 =dµ and the e±cient score be-
In this expression, the (conditional) density f i¡1 enters only through varf" i jH i¡1 g. This shows that the semiparametrically e±cient estimator of µ is the moment estimator based on (2.1) with (optimal) instrument,
Note that our general semiparametric approach shows that, in the present example, the optimal semiparametric estimator is a moment estimator. We did not limit attention to moment estimators a priori. Wefelmeyer (1996) obtains similar results in more general models speci¯ed in terms of conditional moments conditions only. Note that the same e±cient score would be obtained in any model where
The e±cient score does not alter if one enlarges such a model to the martingale model with H i = F i . One may also turn this argument around. Starting from a model which is solely characterized by the relation (2.1), no statistical information is added if one imposes that the conditional distribution of the innovations given the past F i¡1 is determined by d log Ã i¡1 =dµ alone. In that sense, adaptiveness occurs between these two situations. However, the construction of e±cient estimators is much simpler in case the restricted information set H i¡1 is not too large. Therefore, from a practical point of view, alternative speci¯cations of the restricted information set H i¡1 , like the one we use in Section 4, are relevant.
3 Estimation in semiparametric ACD models
Pseudo-likelihood procedures
The most basic ACD models assume that innovations are i.i.d. and exponentially distributed. This assumption has been easily rejected in several studies (see, e.g., Engle and Russell (1998) or Engle (2000)), but it can be used in a pseudo-likelihood procedure. The score-function in the ACD model with i.i.d. exponential innovations is given by
In view of (2.1), the above score clearly satis¯es the score-condition (1.1). Consequently, the pseudo-likelihood estimator based on i.i.d. exponential innovations yields consistent estimators under standard regularity conditions. However, this estimator is only e±cient under fairly restrictive conditions that are discussed at the end of the current section. One might consider enlarging the distributional class of the innovations in order to accommodate the misspeci¯cation in the exponential density. However, such an enlargement may have undesirable consequences, as we will see shortly. Two classes are widely used in the literature: the Gamma and the log-normal distributions. In both speci¯cations one added parameter makes the exponential distribution more°e xible. Let f¸denote the density of a normalized Gamma distribution (denoted ¡(¸;¸)), i.e., f¸(x) / x¸¡ 1 exp(¡¸x); then we have
Thus, a pseudo-likelihood procedure based on this Gamma distribution yields a score function that is proportional to (3.1). Therefore, the estimator obtained is identical to the one obtained from an exponential pseudo-likelihood procedure. The \exten-sion" to Gamma distributions is thus void as far as a pseudo-liklihood procedure is concerned. Of course, in a parametric setting, a Gamma distribution provides a more°e xible way to¯t the residuals than the exponential distribution. A second popular class of distributions is the log-normal class. The density of the normalized log-normal distribution (denoted LN (¡ 1 2 ¾ 2 ; ¾ 2 )) is given by
In this class, the scale score function is given by
However, the score-function (3.2) does not satisfy the score-condition (1.1) in the full semiparametric model as de¯ned by (2.1) and (2.5). Therefore, pseudo-likelihood estimators in the ACD model based on log-normal distributions will be inconsistent. Similarly, pseudo-likelihood procedures based on other parametric classes of distributions (like the Weibull distributions) will generally yield inconsistent estimates. For the Weibull distributions this result may seem counterintuitive, since the exponential distribution is in the Weibull class. However, the inconsistency of the Weibull-based PMLE follows from the fact that the score-condition (1.1) does not hold for the full semiparametric model. Summarizing, the exponential distribution is essentially the only pseudo-distribution for which the PMLE provides consistent estimates of the ACD parameters in semiparametric settings. However, this exponential PMLE is only semiparametrically e±cient under very restrictive assumptions. Indeed, the exponential PMLE is semiparametrically e±cient if and only if (3.1) is proportional to the e±cient score (2.11). Since, in order to achieve general e±ciency, this has to hold at all f i¡1 , we¯nd that the exponential PMLE is e±cient if and only if (d=dµ) log Ã i¡1 belongs to H i¡1 and varf" i jH i¡1 g is degenerate. Relaxing the pseudo-distributional assumptions in a PMLE setting may spoil the consistency of the exponential pseudo-likelihood procedure. This holds even if the relaxation includes the exponential as a special case. While there are many other examples of this e®ect in the literature, it is often overlooked. These considerations con¯rm the adaptiveness results below (2.12).
Construction of e±cient semiparametric estimators
As we have seen, the often-used PMLE does not produce e±cient estimators in the semiparametric ACD model. If one does not use an exponential pseudo-density, the PMLE may not even be consistent. In order to obtain semiparametrically e±cient estimators, we follow standard lines that we brie°y outline here. The interested reader is referred to Bickel, Klaassen, Ritov, and Wellner (1993) , Theorem 7.8.1 and Proposition 7.8.1, or Drost, Klaassen, and Werker (1997) , Theorem 3.1.
The idea is to improve an arbitrary given p n-consistent estimator towards an e±cient estimator. Letμ n denote this arbitrary p n-consistent estimator, for example the exponential PMLE of Section 3.1. In a parametric context, where the functional form of f i¡1 is known, an e±cient estimator is obtained from a one-step NewtonRaphson improvement
Indeed, the estimatorμ n is easily seen to have in°uence function
In the semiparametric model, a similar procedure is followed. The parametric score function _ l i in (3.3) has to be replaced by the semiparametrically e±cient score functions _ l ¤ i , outlined in Section 2.3. Here the unknown (conditional) densities and expectations need to be consistently estimated by nonparametric methods. The exact estimation procedure is irrelevant, as long as the estimators are consistent in integrated mean-square sense.
The idea of a one-step improvement using an estimated e±cient score function is rather old. Intuitively, the estimatorμ n brings you in a p n-neighborhood of the true value µ 0 . Then, in order to obtain a locally and asymptotically e±cient estimator, we need to construct an estimator with in°uence function
The local Gaussian behavior of the model, implies that the log-likelihood is approximately quadratic. The estimatorμ n is then the maximum likelihood estimator obtained from maximizing the approximate quadratic log-likelihood following from the initial estimatorμ n . In Sections 4 and 5, we use kernel estimators to estimate unknown densities and their derivatives and Nadaraya-Watson regression estimators for the conditional moments and variances that appear in the e±cient score function. The density of the residuals is, generally speaking, approximately Gamma shaped. Therefore, we decided to use local bandwidth choices in the kernel estimators for the densities and their derivatives. To be precise: at a given point, we started by choosing the k nearest neighbors to the left of that point and the k nearest neighbors to the right. Here k = n 4=5 = p 2 for the model with independent innovations.The local bandwidth is chosen as the standard deviation of these 2k + 1 points. The factor 1= p 2 is included to enforce that the traditional bandwidth choice is obtained under a uniform distribution. The nearest neighbor rule guarantees that the bandwidth will be smaller in regions where the density is larger. We use these bandwidths (without further constants) in Section 4 for density estimation. For bivariate densities, however, the rate n ¡1=5 above is replaced by n ¡1=6 . Conditional expectations and variances are based on nearest neighbor estimates with the same choices as for density estimation.
Paris Bourse: Alcatel
We illustrate the applicability of the proposed semiparametric techniques using durations observed at the Paris Bourse for transactions in Alcatel. The observations cover July and August 1996, which leads to 43 trading days (on August 15 and 16 the Paris Bourse was closed). During this period all transactions are observed. Durations vary from 1 to 1720 seconds. The¯rst and second order raw autocorrelation are 0:24 and 0:22, respectively. The Paris Bourse opens at 10:00am, and closes and 17:00pm. At the opening, buy and sell orders that arrived before opening are matched in a call auction. During the day, the market operates as a continuous auction. We delete trades within 15 minutes of the opening, in order to focus on durations during the day. Simultaneous trades are aggregated: so there are no zero durations in our dataset. These simultaneous trades are usually due to large orders on one side of the market that are matched against several orders on the other side. On July 4, the market opened late, but we did not exclude this date from our dataset. The average number of trades per day is 458, with a standard deviation of 184. The minimum number of trades on a date is 238, the maximum 1022. Ghysels, Gourieroux, and Jasiak (2001) provide some more information on the Paris Bourse structure.
The mean duration in our sample is 53.2 seconds with a standard deviation of 84.8 seconds. For each time between 10:15am and 17:00pm, the continuous line in Figure 4 .1 plots the cumulative number of trades over all days. Hence, the slope of the line re°ects the average trading intensity (over all days) at a certain moment during the day. From Figure 4 .1 it is clear that the average trading intensity is almost constant during the day, with lunchtime as an important exception. During lunchtime there is a clear°attening of the average trading intensity. The lower market activity is pronouncedly present in our data set and, therefore, we have to consider a mean duration function that is slightly more complicated than (2.3). We use the following speci¯cation
where d i is an indicator for lunchtime. This extension seems to be su±cient, for the case at hand, since the trading intensity is almost constant before noon and after 2:30pm. We set d i = 1 for transactions that occur between noon and 1:15 pm. Note that the exponential smoothing parameter°will take care of a smooth transition of the \normal" intensity to the lower lunchtime intensity. By the same e®ect, the intensity will increase again after 1:15pm. This gradual change is seen in Figure 4 .1 as the S-shaped form of the cumulative intensity around lunchtime. Engle (2000), considering IBM data, adopts a nonparametric speci¯cation of the constant in the conditional mean duration equation. There, the expected durations°uctuate in a more pronounced way over the day and the simple approach (4.1) would fail. As long as one is interested in the parameters¯and°, this nonparametric approach could also be adopted in our current setup. As mentioned before, our theoretical results rely on a correctly speci¯ed meanduration Ã i in (4.1). To assess the accuracy of our speci¯cation informally, the dotted line in Figure 4 .1 shows the cumulative number of trades against the transformed time axis in the top of the¯gure. The time-transformation is based on estimated expected duration calculated according to (4.1). In particular, given the estimated values of ®,¯,°, and ±, we calculate the expected value of Ã i using the recursion dt. The transformed intensity estimate is almost constant. This shows that our speci¯cation of the expected duration picks up the salient features of the data at hand. It is important to note that, besides the introduction of the lunchtime dummy d i , we do not enhance the speci¯cation of the conditional mean duration Ã i or apply any pre-analysis transformation to the data.
We estimated the ACD model using the PMLE method and three semiparametric methods. The¯rst estimator (indicated by \Martingale"), uses the score (2.15) where the conditional variance of the innovations is estimated by a Nadaraya-Watson nonparametric regression of the squared innovations on the previous innovation " i¡1 only, using the procedure outlined in Section 3.2. Such an approach is often followed in practice, even if, theoretically, the conditional variance in the optimal GMM score (2.15) depends on the whole past, i.e., " i¡1 ; " i¡2 ; : : :. The second semiparametric estimator is based on a Markov assumption for the innovations " i , see Example 2.2. Again, unknown conditional densities in the e±cient score function, in this case (2.14), are estimated using kernel techniques and this estimation does not a®ect the asymptotic semiparametric e±ciency of the estimator. The estimator thus obtained is denoted \Markov". The third semiparametric estimator imposes independence of the innovations, i.e. H i = f;; −g, without specifying the exact distribution (see the e±cient score (2.13) in Example 2.1). This estimator is denoted by \IID" and its theoretical properties in the general non-i.i.d. semiparametric model are unknown, but there is no reason to expect that even an elementary property as consistency is preserved. Since, the analysis of the residuals later in the present section clearly Table 1 : Estimates of the parameters in the ACD model (4.1) for the Alcatel data based on the four procedures described in the main text. \PMLE" refers to the pseudo-likelihood method based on an exponential innovation distribution. \Martin-gale" is the estimator where conditional distributions are assumed to be based on past innovations. \Markov" is the e±cient semiparametric estimator in case the innovation's distribution is only a®ected by the last innovation. \IID" refers to the optimal semiparametric estimator in the model where the innovations are assumed to be independent over transactions. Robust standard errors are reported in parentheses, see main text for details.
shows that the innovations are unlikely to be independent, the \IID" estimator is only given for comparison and not discussed further. Results of all four estimators for the Alcatel data are presented in Table 1 . Table 1 shows that the semiparametric procedures \Martingale" and \Markov" provide smaller standard errors than the pseudo-likelihood estimator. Generally speaking, the gain is equivalent to an increase in the number of observations by about 30%. This number is obtained as the average relative e±ciency of the \Martingale" estimator and the \Markov" estimator with respect to the PMLE. The GMM-type estimator \Martingale" and the e±cient semiparametric estimator in the Markov model \Markov" behave similarly for the data at hand. A concern is a possible bias in the \Markov" estimates for the long-term levels of the durations as measured by ® and ± in (4.1).
It is known that estimates for the Fisher information in semiparametric models often have weak convergence properties. Therefore, we do not base the standard errors in Table 1 on the estimated Fisher information directly, but we apply a re-sampling technique. For each day separately, estimates of the parameters are obtained. The estimates and standard errors presented are based on the location and dispersion of the daily estimates. Assuming that the model innovations are independent over di®erent days, this gives consistent estimates for the standard errors. Whether the true independence in the data is su±cient to apply this technique, is an empirical issue that lies outside the scope of the present illustration. We use the median and the median absolute deviation as measure for location and dispersion, respectively, to prevent a dominating e®ect of outlying daily estimates. The median absolute deviation is standardized such that, in case of normality, the standard deviation is obtained. Note that, on average, the daily estimates are based on approximately 500 observations. Of course, an alternative would be to use a bootstrap-type procedure, but the theoretical properties of such an approach would be di±cult to establish in our non-i.i.d. situation and the computational e®ort involved would be enormous.
In order to assess the source of the gain of the semiparametric procedures over the pseudo-likelihood procedure, we study the residuals from the pseudo likelihood procedure. In Figure 4 .2, an estimate of the unconditional density of the innovations is plotted, together with a standard exponential density. Engle (2000) ¯nds a similar graph (see his Figure 1 ) and the data suggest a non-exponential marginal distribution. To study the dependencies between the innovations, Figure 4 .3 shows the autocorrelation function of the residuals, the squared centered residuals, and the log-residuals. We clearly see that both residuals and their squares are (almost) uncorrelated, while the log-residuals show a small but signi¯cantly positive autocorrelation. The proposed semiparametric procedure takes such dependencies e®ectively into account. The¯rst-order autocorrelation of log-residuals is only about 0.094. Apparently, such low dependencies still show up in the e±ciency gains for the semiparametric estimators. Of course, another possibility could be that the conditional mean is misspeci¯ed. Then a nonparametric speci¯cation of the conditional mean could resolve the problem.
Simulation results
The results in the previous section indicate that even small dependencies in the innovations as measured, e.g., by the autocorrelation of the log-residuals can induce sizeable e±ciency gains of e±cient semiparametric procedures over pseudo-likelihood procedures. In the current section we investigate this in more detail. We consider parametric models that mimic the most salient features of the Alcatel data. We do not advocate to use these parametric models as an alternative to the semiparametric models introduced in Section 2.2, since misspeci¯cation is quite likely and may adversely a®ect the estimators. The parametric models in this section are merely used to con¯rm the properties of the semiparametric estimators in realistic settings.
The residuals of the Alcatel durations in Section 4 show some delicate dependencies. Clearly, the model speci¯cation requires that the residuals be uncorrelated. Squared residuals also appear to be uncorrelated, while logarithmic residuals show some weak but signi¯cant¯rst-order autocorrelation. An extension of the classical Gamma (including the exponential) or log-normal speci¯cations incorporating these stylized features, is obtained by making the parameters of those distributions timevarying. As an example, consider the following possible speci¯cations . Clearly, the above speci¯cations are not the only parametric ones that generate dependence structures comparable to those found in the Alcatel data. Therefore, we advocate the use of a semiparametric technique for econometric analysis of the structural parameters in the speci¯cation of the conditional expected duration Ã i . This seems all the more reasonable since a parametrically misspeci¯ed model of the innovation's distribution does not produce consistent pseudo-likelihood estimates in general. As has been pointed out before, this holds also if the parametric speci¯cation includes the i.i.d. exponential speci¯cation for which pseudo-likelihood procedures are consistent.
We present results for the same four estimators as used in the analysis of the Alcatel data. The¯rst estimator ("PMLE") is the exponential PMLE. For the second estimator (\Martingale"), the conditional variance of the innovations may depend in an arbitrary way on the past. The third estimator (\Markov") is based on the e±-cient semiparametric score (2.14) and assumes that the innovations follow a Markov process with unknown transition density. The¯nal estimator (\IID") is the e±cient semiparametric estimator in case the innovations are i.i.d., see Example 2.1. The true values in (2.3) are ® = 4:50,¯= 0:10, and°= 0:80 and we consider both the Gamma speci¯cation (5.1) and the log-normal speci¯cation (5.2). The daily number of observations is, in accordance with the average in the Alcatel data,¯xed at 500. The computational e®ort in the simulations is substantial. Therefore, the number of replications is limited to 2; 500. Again, we present location and dispersion estimates that are based on robust estimates, i.e., the median and the median absolute deviation. The reported standard errors are multiplied with q 2; 500=43 in order to make them comparable to the empirical results of Section 4.
The simulation results for the Gamma and the log-normal speci¯cation are presented in Tables 3-4 . For reference, we also present the results in case the innovations are independently and identically exponentially distributed, see Table 2 . We present both the estimation results based on exact scores (i.e., as appropriate for the data generating process at hand) and results based on estimated scores. The exact scores are calculated from the relevant formulae in Section 2.3 using the speci¯ed densities. From these exact scores, we can then infer the theoretical semiparametric e±ciency gain and the theoretical ranking of the various semiparametric estimators. The e®ect of the non-parametric density and regression function estimates follows from comparing the results with exact and estimated scores, respectively. Table 2 presents the results in the ideal situation of i.i.d. exponential innovations " i . As discussed in Section 3, all four estimators are e±cient (even adaptive) in this case. Indeed, the scores used by all estimators are the same and, consequently, when using exact scores, the estimators are identically equal to the PMLE. In case the score functions are estimated, the estimators still behave theoretically the same. Table 1 for an explanation of the terminology used.
sults con¯rm this as there is little variation with respect to standard errors. One may notice a slight increase in the variation for the semiparametric \Markov" estimator which is caused by the non-parametric conditional density estimation therein. The somewhat better behavior of the Martingale estimator over the IID estimator using estimated scores, is due to sampling error. To examine the e®ect of dependencies on the performance of the estimators, wē rst consider the conditional Gamma innovations in (5.1). In this case, the PMLE and the \Martingale" and \Markov" semiparametric estimators provide consistent estimates. There is no guarantee (known to us) that the IID semiparametric estimator is consistent in this setting with dependent innovations. Of course, calculations with exact scores cannot be performed for this estimator. The results based on exact scores, show that the theoretical standard errors of the PMLE are larger than those of the two consistent semiparametric estimators. This con¯rms the results of Section 3 as the conditions under which the PMLE provides e±cient estimates are not met in the present simulation where varf" i jH i¡1 g is non-degenerate. Note, however, that since the innovations are conditionally Gamma distributed, the \Martingale" and \Markov" semiparametric estimators are theoretically equal. This follows immediately from plugging in the theoretical conditional Gamma density in the e±cient score functions in Example 2.2 and 2.3. However, the density estimation required in the implementation of the \Markov" semiparametric estimator increases its variability to the level of the PMLE, while the \Martingale" estimator retains its theoretical variability.
The former two simulations are still quite speci¯c since, asymptotically, the \Mar-tingale" and \Markov" semiparametric estimators coincide. We, therefore, also con- = 0:1 + 0:9" i¡1 . See Table 1 for an explanation of the terminology used.
ducted the analysis using conditionally log-normally distributed innovations as in (5.2).
As noted before, the log-normal distribution is not suited as a pseudo-distribution in a PMLE procedure, since such an estimator would generally be inconsistent. However, it is informative to investigate the e®ect of log-normal innovations on the simulation results, see Table 4 . Indeed, as can be seen from the bottom line in Table 4 , the last semiparametric estimator (based on an i.i.d.-ness assumption on the innovations) does not produce consistent estimates in this case. As before, the \Martingale" and \Markov" semiparametric estimators show e±ciency gains over the exponential PMLE, however these estimators are no longer asymptotically equivalent. The table shows an improvement of the \Markov" estimator, but there also seems to be a bias-variance trade-o®. The gains of the e±cient semiparametric procedures over the standard exponential PMLE are, as for the Alcatel data, roughly in the order of magnitude of 30% of the number of observations. Note that the standard errors for all simulations di®er somewhat from those found for the Alcatel data. This suggests that in the Alcatel data even more complicated dependencies than those studied in this section play a role. Clearly, the use of semiparametric techniques avoids misspeci¯cation problems inherently present when using parametric models. Note that, the simulation results for the \Martingale" and \Markov" semiparametric estimators are quite similar in all cases. Apparently, for the speci¯cations chosen in this section, the respective scores (2.14) and (2.15) are close.
Summarizing, the simulations con¯rm that signi¯cant e±ciency gains may be obtained from the use of semiparametric procedures. We prefer the theoretically optimal semiparametric estimators. Even if large numbers of observations are available for the study of intra-day durations, the semiparametric procedures allow for much = 0:1 + 0:9" i¡1 . See Table 1 for an explanation of the terminology used.
more precise empirical analysis and prediction. Moreover, with large datasets the distortions induced by the nonparametric density estimation are likely to disappear. Recall that our results are based on only a moderate sample of 500 observations.
Concluding remarks
We discussed optimal estimation in semiparametric duration models. The models differ in the speci¯cation of the possible dependencies between the innovations. These speci¯cations range from the case where innovations are i.i.d. with unknown density to completely arbitrary dependencies that only impose an identifying martingale restriction. For these speci¯cations, we derived the e±cient score functions for the parameters of interest that govern the conditional expected duration. We also showed that the often used exponential PMLE is only e±cient under very restrictive conditions and that the other PMLE's (e.g., based on the log-normal or Weibull distribution) are not consistent. We showed that an easily implementable semiparametric estimator allows for signi¯cant (comparable to 30% of the observations) e±ciency gains. In order to¯nd a possible explanation for this phenomenon, we set up a simulation experiment with time-varying parameters in the innovation's distribution. The stylized features of the Alcatel data for our observation period are mimicked in this experiment. These simulations con¯rm the fact that the semiparametric procedures outperform pseudo-likelihood procedures.
