Abstract. In this paper, we consider the nonlinear Schrödinger equation,
Introduction
We study the Cauchy problem for the following nonlinear Schrödinger equation (NLS) on R × R d : i∂ t u + ∆u = µ|u| p u, u(0, x) = u 0 (x), (1.1) with µ = ±1, p > 0. Here u(t, x) : R × R d → C is a complex-valued function. The case µ = 1 is referred to the defocusing case, and the case µ = −1 is the focusing case. The class of solutions to equation (1.1) is invariant under the scaling u(t, x) → u λ (t, x) = λ 2 p u(λ 2 t, λx) for λ > 0, (1.2) which maps the initial data as u(0) → u λ (0) := λ 2 p u 0 (λx) for λ > 0. Denote
Then the scaling leavesḢ sc norm invariant, that is,
which is called critical regularity s c . It is also considered as the lowest regularity for which the problem (1.1) is well-posed for general H s (R d )-data. Indeed, one can find some special initial datum belonging to H s (R d ), s < s c such that the problem (1.1) is ill-posed.
The H 1 -solution of equation (1.1) also enjoys mass, momentum and energy conservation laws, which read M(u(t)) := |u(t, x)| 2 dx = M(u 0 ), P (u(t)) := Im u(t, x)∇u(t, x) dx = P (u 0 ), E(u(t)) := |∇u(t, x)| 2 dx + 2µ p + 2 |u(t, x)| p+2 dx = E(u 0 ).
(1.
3)
The well-posedness and scattering theory for Cauchy problem (1.1) with initial data in H s (R d ) were extensively studied, which we here briefly review. The local well-posedness theory follows from a standard fixed point argument, implying that for all u 0 ∈ H s (R d ), there exists T 0 > 0 such that its corresponding solution u ∈ C([0, T 0 ), H s (R d )). In fact, the above T 0 depends on u 0 H s (R d ) when s > s c and also the profile of u 0 when s = s c . Some of the results can be found in Cazenave and Weissler [10] .
Such argument can be applied directly to prove the global well-posedness for solutions to equation (1.1) with small initial data in H s (R d ) with s ≥ s c . In the mass-subcritical cases, that is, p < , if we consider the solution in L 2 (R d ) space, the local theory above, together with the mass conservation laws (1.3), yields the global well-posedness for any initial data u 0 ∈ L 2 (R d ). In the mass-supercritical, energy-subcritical cases, that is,
, if we consider the solution in energy space H 1 (R d ), the local theory above together with conservation laws (1.3) yields the global well-posedness for all initial data u 0 ∈ H 1 (R d ) in the defocusing case µ = 1, and for any initial data u 0 ∈ H 1 (R d ) with some restrictions in the focusing case. Furthermore, the scattering under the same conditions were also obtained by Ginibre, Velo [27] in the defocusing case and [24] in the focusing case. In the mass-critical and energy-critical cases, since the conservation laws do not imply directly the global existence of the solutions, the problem becomes much more complicated. In the energy-critical case, the global well-posedenss and scattering in the defocusing case was first proved by Bourgain [3] in the radial data case and then by Colliander, Keel, Takaoka, Staffilani and Tao [13] in the non-radial data case; the global well-posedenss and scattering in the focusing case was proved by Kenig and Merle [30] in the radial data case, then by Killip, Visan [42] in the non-radial case when the dimensions are five and higher, and by Dodson [21] in four dimensions, see also [43, 60, 61, 63, 64] for some previous works and simplified proofs. In the mass-critical case, the global well-posedenss and scattering was first proved by Killip, Tao, Visan [39] in the radial data case in dimension two, and Killip, Visan, Zhang [45] in dimensions higher than two, then in the non-radial data case, the problem was solved in a series of papers of Dodson [17, 18, 19, 20] .
More complicated situation appears if one considers the general nonlinear Schrödinger equations in the critical spaceḢ sc (R d ). Recently, conditional global and scattering results with the assumption of u ∈ L ∞ t (I,Ḣ sc x (R d )) (here I is the maximal lifespan) were considered by many authors, which was started from [31, 32] , and then developed by [5, 23, 25, 26, 33, 36, 37, 40, 41, 42, 48, 49, 50, 51, 65] However, it seems that no such large data global results are known, if only the initial data u 0 ∈Ḣ sc (R d ). Furthermore, many authors considered the large global solutions for rough data from a probabilistic point of view, that is, one may construct a large sets of initial data of super-critical regularity which leads to global solutions, see [1, 2, 6, 7, 8, 14, 15, 16, 22, 38, 52, 53, 54, 55, 56, 57, 58, 62] .
In the first part of our series of works, we consider the global solution for the masssubcritical nonlinear Schödinger equation in the critical spaceḢ sc (R d ). Due to the mass conservation law, L 2 -initial datum lead to the global solutions. It is known from Christ, Colliander and Tao [12] and Kenig, Ponce, Vega [35] that the problem is ill-posed in some sense for the non-radial datum inḢ s (R d ), s < 0. However, for the radial data, due to the better radial Strichartz estimates, one may establish the local well-posedness result in negative regularity Sobolev spaces. Indeed, it was proved by Guo and Wang [28] that there exists p 0 (d) <
In this paper, we prove unconditional global well-posedness. We prove that for radial initial data with compact support in space, and is in the critical space, there exists solution global in time.
), the following is true. Suppose that u 0 ∈Ḣ sc (R d ) is a radial function satisfying supp u 0 ⊂ {x : |x| ≤ 1}.
Then the solution u to the equation (1.1) with the initial data u 0 exists globally in time, and
Remark 1.2. We make several remarks regarding the above statements.
(1) Our conclusions are valid for both of the focusing and the defocusing cases. Further, by scaling, one can extend the size of the radius 1 to an arbitrary large number. Moreover, the compact support assumption on initial data are not necessary and can be replaced by some weighted assumption.
(2) In the present paper, we are not going to give the sharp conditions on p 0 (d) and d.
In the mass-subcritical cases, there is a new difficulty when we consider the global solution in the negative Sobolev space. It is worth noting that in this case, we can not use the mass, energy conservation laws, and Morawetz estimates. Moreover, the pseudo-conformal conservation law has no good sign.
Further, because all of the conservation laws are beyond the critical scaling regularity, we believe that analogous scattering result inḢ sc (R d ) is very hard to pursue in the masssubcritical case (it is similar to the energy-supercritical case in which all the conservation laws are below the critical scaling regularity), even if the initial data is smooth enough.
Sketch of the proof:
First, in step 1, we show an improved (supercritical) Strichartz estimates for the initial data localized in space under the linear flow. More precisely, we prove that for all N ≥ 1, there exist α 0 > 1, β 0 > 0, such that
(a slight stronger estimate is needed, see Section 5 below). From this estimate, we gain the regularity and time decay for t 1.
In step 2, given small constant δ 0 > 0, we break the initial data into two parts, u 0 = v 0 + w 0 , with
Now, let v be the solution of the following time cut-off equation,
In this step, we prove that the analogous estimates in Step 1 hold true for the nonlinear solution v. That is,
which we use later with t 1.
In step 3, we prove the uniform in time boundedness of w(t) L 2 x (R d ) . Note that w obeys the equation of
We find that the nonlinearity obeys
Due to the good estimates on χ 1 (t)v obtained in Step 2, we can prove the desired estimate by the almost mass conservation of w.
Preliminary
2.1. Notation. We write X Y or Y X to indicate X ≤ CY for some constant C > 0. If C depends upon some additional parameters, we will indicate this with subscripts; for example, X a Y denotes the assertion that X ≤ C(a)Y for some C(a) depending on a. We use O(Y ) to denote any quantity X such that |X| Y . We use the notation X ∼ Y whenever X Y X.
The notation |∇|
. Sometimes, we use the notation
Throughout this paper, we use χ ≤a for a ∈ R + to be the smooth function
Moreover, we denote χ ≥a = 1 − χ ≤a and χ a≤·≤b = χ ≤b − χ ≤a . We denote χ a = χ ≤2a − χ ≤a for short.
Also, we need some Fourier operators. For each number N > 0, we define the Fourier multipliers P ≤N , P >N , P N as
and similarly P <N and P ≥N . We will usually use these multipliers when N are dyadic numbers (that is, of the form 2 k for some integer k).
2.2.
Some basic lemmas. First, we need the following radial Sobolev embedding, see [61] for example.
Lemma 2.1. Let α, q, p, s be the parameters which satisfy
Moreover, at most one of the equalities hold:
The second is the following fractional Leibniz rule, see [34, 4, 46] and the references therein.
, and let f, g ∈ S(R d ), then
A simple consequence is the following elementary inequality.
Here the implicit constant is independent on a. The same estimate holds for χ ≥a g.
Proof.
The case γ = 0 is trivial. Further, we may assume that 0 < γ < 1. Otherwise, we can use the standard Leibniz rule and the Hölder inequality to reduce the derivatives.
From Lemma 2.2, the Hölder and Sobolev inequalities, we have
Hence we obtain (2.1).
Note that χ ≥a g = 1 − χ ≤a g, then by (2.1), we have
Hence, the same estimate holds for χ ≤a g. Thus we finish the proof of the lemma.
Moreover, we need the following mismatch result, which is helpful in commuting the spatial and the frequency cutoffs.
Lemma 2.4 (Mismatch estimates, see [47] ). Let φ 1 and φ 2 be smooth functions obeying
for some large constant A. Then for σ > 0, M ≤ 1 and 1 ≤ r ≤ q ≤ ∞,
Furthermore, we need the following elementary formulas.
Lemma 2.5. Let the vector function f ∈ (S(R d )) d and the scale function g ∈ S(R d ), then for any integer N,
where we have used the notation
Proof. When N = 1, it is directly followed from the Leibniz rule. Denote that
The identity is then followed from the induction.
2.3. Linear Schrödinger operator. Let the operator S(t) = e it∆ be the linear Schrödinger flow, that is, (i∂ t + ∆)S(t) ≡ 0.
The following are some fundamental properties of the operator e it∆ . The first is the explicit formula, see for example Cazenave [9] .
Moreover, for any r ≥ 2,
The following is the standard Strichartz estimates, see for example [29] .
Lemma 2.7. Let I be a compact time interval and let u : I × R d → R be a solution to the inhomogeneous Schrödinger equation
Then for any t 0 ∈ I, any pairs (q j , r j ), j = 1, 2 satisfying q j ≥ 2, r j ≥ 2, and 2
the following estimates hold,
.
We also need the special Strichartz estimates for radial data, which was firstly proved by Shao [59] , and then developed in [11, 28] .
be a radial function, k be an integer, then for any triple (q, r, γ) satisfying
, where the triples (q, r, γ), (q,r, −γ) satisfy (2.4).
The following is a remark regarding the lemma above.
Remark 2.9. One may ask about the optimal smoothing effect one can gain from the radial Strichartz estimates, corresponding to the supremum of γ as above. In fact, from Lemma 2.8, fixing q ≥ 2, then we find
On the other hand, for any q ≥ 2 and any γ <
, there exists r such that (q, r, γ) verifies (2.4), and thus the radial Strichartz estimates hold.
Linear flow estimates on localized functions
We begin with preliminary linear estimates we need. In this section, we give the following estimates.
Proposition 3.1. Let r ≥ 2, then for any t : |t| ≥ 100 N , and any s satisfying
the following estimate holds,
Moreover, let d ≥ 3, (q, r, γ) be the triple satisfying (2.4) and
Then there exist s * = s * (q) < 0, α * = α * (q, r, γ) ≥ 1 and β * = β * (q, r, γ) > 0, such that for any α ≥ α * , β ≤ β * , and any s c ∈ [s * , 0), the following estimate holds,
Remark 3.2. From the proof of Proposition 3.1 below, it also follows that s * (q) can be chosen to be a decreasing function with s * (+∞) = 0.
The proof of the proposition is based on the following two lemmas. First of all, we show the estimate in the local domain.
Moreover, let (q, r, γ) be the triple satisfying the same conditions as in Proposition 3.1, and let α, β be the constants satisfying
Then there exists s * ,1 = s * ,1 (q) < 0 such that for any s c ∈ [s * ,1 , 0), the following estimate holds,
Proof. First, we show that for any
To show this, we use the formula in Lemma 2.6 to obtain
Fix x, ξ, and define the phase as
Moreover, we have
and
Note that |t|M ≥ 100, |ξ| ≥ 9 10 M, |y| ≤ 101 10 , and |x| ≤ 11 100 M|t|, from (3.10) we have
Then using the formula
and integration by parts K times on right-hand side of (3.9), we obtain
We claim that
Indeed, from Lemma 2.5, we expand the left-hand side of (3.14) as
Note that from (3.11) and (3.12), we have that for any non-negative integer vectors l, l ′ ,
Hence, using these two estimates,
Therefore, we obtain (3.14).
Inserting (3.14) into (3.13), we obtain
Note that when the derivatives hit the cut-off functions χ ≤ 1 10 M |t| and χ ≤10 , the estimates on χ ≤ 1 10 M |t| e it∆ χ ≤10 P M g become better, hence by choosing K suitable large, we obtain that for any s ∈ Z + ,
Further, using (3.7), Lemma 2.4, Hölder's inequality and interpolation when s is not an integer, we obtain (3.4). Now we prove (3.6). We write
For the first term, using (3.4), we have
Here we have used the condition of d(
For the second term, we have
Here we have used the condition α ≥ 1 in the second step. Now we consider (3.16)-(3.18) term by term.
For (3.16), if s c + γ ≥ 0, then using Lemma 2.3 twice and Lemma 2.8, it is controlled by P M g Ḣsc (R d ) . If s c + γ < 0, we further decompose it into the following two parts,
For (3.19), using the Hölder and Sobolev inequalities, it is bounded by
Now we set s
≥ 0, then using Lemma 2.4 twice, we obtain
For (3.20), since s c + γ < 0, using Bernstein's inequality, it is controlled by
Then we decompose it into following two subparts again,
The first subpart, we treat similarly as (3.19) , and conclude that it is bounded by M −10 P M g Ḣsc (R d ) ; the second subpart, we use Bernstein's inequality and Lemma 2.8, and conclude that it is bounded by P M g Ḣsc (R d ) . Hence, we obtain (3.20)
Combining (3.21) and (3.22), we get
For (3.17) and (3.18), using Lemma 2.4 twice and Lemma 2.8, we obtain
This last estimate combined with (3.23) yields
Together with the estimates of the first and the second terms, we get (3.6).
The second lemma shows the estimates of the linear flow in the domain far away from the origin.
Moreover, let (q, r, γ) be the triple satisfying the same conditions as in Proposition 3.1, and let α, β be the constants satisfying α ≥ 1, β > 0 and
25)
Then there exists s * ,2 = s * ,2 (q) < 0 such that for any s c ∈ [s * ,2 , 0), the following estimate holds,
Proof. From the radial Sobolev embedding, we have
Using Lemma 2.3, we have
. This last estimate combined with (3.27) yields
Similarly, we also obtain that for any s ≥ 0, we have (3.24). Indeed, if the derivatives hit the cut-off functions χ ≥ 1 10 M |t| (since M|t| 1) and χ ≤10 , the analogous estimates become better. Hence by the same way as (3.28), we obtain the estimates above. Now we prove (3.26). We decompose it into the following three terms.
For the term (3.29), if s c + γ ≥ 0, then using Lemma 2.3 and Lemma 2.8, we have
If s c + γ < 0, then setting s * ≥ − 1 q , using the homogeneous Littlewood-Paley decomposition and treating similarly as (3.16), we also get the bound of P M g Ḣsc (R d ) .
For the term (3.30), since
we have
Then using Lemma 2.4 twice, Lemma 2.3 and Lemma 2.8, it is bounded by
Therefore, we obtain
For the term (3.31), we have
If s c + β + γ ≥ 0, using (3.24), (3.32) is bounded by
Using the condition of (d − 1)(
Now we claim that
Indeed, using (2.4), the left-hand side of (3.34) is equal to 2α
Note that α ≥ 1, and from (3.25):
, the last quantity above is negative. Hence, (3.34) is valid. Using (3.34), we have that (3.33) and then (3.32) are bounded by
If s c + β + γ < 0, using the Bernstein inequality and then using (3.24), (3.32) is bounded by
Then similarly as above, and using the condition of (d − 1)(
, it is also bounded by P M g Ḣsc (R d ) . Hence, we obtain that
Combining the three estimates above, we get (3.26).
Together with Lemma 3.3 and Lemma 3.4, we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. Using Littlewood-Paley's decomposition, we have
Using Lemma 3.3, we get that for any
Using Lemma 3.4,
Combining these estimates, we obtain (3.1).
Now we prove (3.
The reason is that, the triple (q, r, γ) above satisfies the conditions in Proposition 3.1 when d ≥ 3, moreover, the estimates on the general cases can be followed by the estimate on this case and the Sobolev inequality. Then using Littlewood-Paley's decomposition,
Since q ≥ 2, r ≥ 2, it is dominated by
Now we check the conditions (3.5) and (3.25). Setting
then s c + γ ≥ 0. Hence, the conditions (3.5) and (3.25) reduce to
which is valid by choosing αβ small enough. Then by Lemma 3.3 and Lemma 3.4, we have
This proves the proposition.
Nonlinear flow estimates on localized initial data
In this section, we give some nonlinear estimates. Firstly, we give some local time and small data estimates.
we have the following local and small data results, the proofs are standard. However, we give the details for the sake of the completeness. The first is essentially proved by Guo, Wang [28] .
Here the triple (q, r, γ) verifies (2.4) and γ ∈ [−s c , −s 0 ). Proof of Lemma 4.1. We only show (4.1) for some t 0 = t 0 (u 0 ) > 0. Then the local wellposedness with the lifespan [0, t 0 ) is followed by the standard fixed point argument. In the following, we prove (4.1) by two cases: p ≤ 1 and p > 1 separately.
If p ≤ 1, we denote the parameter r 1 as 1
Then for any s c > −
and γ ≥ −s c , by the Duhamel formula and Lemma 2.8, we have
where (q,r) satisfiesq
Hence, by Lemma 2.2, we get
, where the parameter r 2 satisfies 1
Then by the Sobolev inequality, we obtain that
Therefore, there exists δ > 0, if
then by the continuity argument,
Note that
2) is verified when t 0 = t 0 (u 0 ) is small enough, and thus we have (4.3).
Similarly,
Then by (4.3), we obtain that
Further, for general triple (q, r, γ) verifying (2.4) and γ ∈ [−s c ,
Hence, we get
If p > 1, we denote the parameter r 3 as 1
Then similarly as above, we obtain that for any s c > −
where r 4 satisfies
Hence, by Lemma 2.2 and Sobolev's inequality, we get
Treating similarly as above, by choosing t 0 = t 0 (u 0 ) small enough, we obtain that
and thus obtain (4.1).
For simplicity, we set t 0 (u 0 ) = 2. Moreover, let δ 0 be some positive small constant decided later, we set a number N = N(δ 0 ) such that
To prove Theorem 1.1, we split the initial data u 0 into three parts as
Accordingly, let
and v be the solution of the following equation,
Moreover, let
and w = u − v. Then w is the solution of the following equation,
Then the second result is a global result with small data. 
Here the triple (q, r, γ) verifies (2.4) and γ ∈ [−s c , −s 0 ).
Proof. We adopt the same notation and argue similarly as in the proof of Lemma 4.1. In the case of p ≤ 1, for any s c > −
Hence, by the continuity argument and choosing δ 0 small enough, we obtain
Using the estimate above, we have the desired results. In the case of p > 1, for any s c > −
Hence, arguing similarly as above, we obtain the desired estimates again.
Nonlinear estimates on v.
In this subsection, we give the estimates on v. For convenience, we introduce some notation. We denote X(α, β) be the space with the norm:
Then the main result in this subsection is Proposition 4.4. Let v be the solution of (4.5), then there exist α 0 ≥ 1, β 0 > 0 and s * < 0, such that for any s c ∈ [s * , 0),
Proof. We write
(4.8)
Estimates on (4.7). Note that
Then by Lemma 4.3 (where we choose the triple (q, r, γ) = (2,
, 0)), it is further controlled by v 0 Ḣsc (R d ) . Therefore, we have the bound of (4.7) as
Estimates on (4.8). It is controlled by
We only consider the positive time, that is, t ≥ 0, the negative time being obtained in the same way. Now we write
then we need to consider the following three parts,
; (4.10)
(4.12)
Estimates on (4.10). Here we choose s * = s * (2), α 0 ≥ α * (2,
, 0) and β 0 ≤ β * (2,
, 0), where s * , α * , β * are the parameters obtained in Proposition 3.1 (we may narrow s * suitably in the following if necessary). Then by Proposition 3.1, we obtain that for any s c ≥ s * ,
Estimates on (4.11). From Lemma 2.6,
where we have used the relationship |t − s| ∼ |t|. We can choose α 0 β 0 small enough, such
. Then taking L 2 t first and using Bernstein's inequality, the inequality above is bounded by
Now we consider the following two cases. The first case is s c +
ds.
Using the Hölder inequality, it is further controlled by
(4.14)
Let q 1 verify 1
, −s c ) verifies (2.4) (decreasing the distance between p 0 (d) and
to satisfy the conditions in (2.4) if necessary).
Note that q 1 ≥ p+1 when s * is close enough to zero (indeed, if s c = 0, then q 1 = 2(p+1)), and thus (4.14) is bounded by
Using Lemma 4.3, it is bounded again by
. Hence, we obtain
The second case is s c + 1 2α 0 > 0. Then (4.13) is bounded by
Then using Lemma 2.2 and the Hölder inequality, it is further controlled by
, then for suitable large α 0 and small |s * |, (q 2 ,
(In particular, if s c = 0, α 0 = +∞, then q 1 = q 2 = 2(p + 1), hence the conclusions verify when we choose |s * | small enough and α 0 large enough). Hence, (4.15) is bounded by
Using Lemma 4.3 again, it is bounded by
. Hence, we also obtain
Therefore, we get
(4.16)
Estimates on (4.12). By the Sobolev and the Bernstein inequalities, we have
(4.17)
Now we split it into two cases: p ≤ 1 and p > 1.
If p ≤ 1, using Lemma 2.7 and (4.17), (4.12) is further bounded by 18) where r 1 is the parameter satisfying 1
Now we consider the term
We write
(4.20)
We choose s * < 0 suitably close to 0 such that for any s c ∈ (s * , 0),
Then for (4.19) , by Bernstein's inequality, we have
where ǫ is a small positive constant such that s c + β 0 + ǫ < p + 1. Then by Lemma 2.2, we further obtain
Now by Littlewood-Paley's decomposition, we write
Note that by Lemma 4.3,
Hence, we obtain that
Now by Lemma 4.3 and the definition of
Inserting these two estimates into (4.21), then (4.21) is controlled by
Taking summation, we obtain
For (4.20) , by Bernstein's inequality, we have
Similar as above, it is further bounded by
Taking summation, we obtain that
Now, together with (4.18), (4.19), (4.20), (4.22) and (4.23), we obtain the estimates on (4.12) in the case of p ≤ 1 as
Next, we consider the case when p > 1 (now d = 2, 3), which can be treated similarly as above. Then using Lemma 2.7 and (4.17), (4.12) is bounded by
Arguing similarly as the case of p ≤ 1, and based on the Hölder inequality,
we also obtain (4.24) when p > 1.
Now collecting the estimates in (4.10), (4.16) and (4.24), we get the estimates on (4.8) that
Combining this estimate with (4.9), we obtain that
Using (4.4) and choosing δ 0 suitably small, we give the proof of the proposition.
As a consequence, we have Corollary 4.5. There exists s * < 0, such that for any s c ∈ [s * , 0), the following result holds. Let (q, r, s) be the triple satisfying 26) and q ≤ q 0 for some
Remark 4.6. This corollary implies that v has the smoothing effect when the time is away from zero. Moreover, one may note that q 0 (s c ) → +∞ if s c → 0.
Proof of Corollary 4.5. For the low frequency part, by Lemma 4.3 we have
For the high frequency part, from Proposition 4.4 and Sobolev's inequality, we have that for any M ≥ 1,
This implies that
Choosing s * small enough such that β 0 + s c > 0, then the last estimate interpolating with the following estimates from Lemma 4.3: for any the triple (q, r, γ) verifies (2.4),
gives that
Hence, we obtain the desired estimates.
5. The proof of Theorem 1.1
In this section, we prove Theorem 1.1.
Nonlinear estimates on w.
In this subsection, we give some nonlinear estimates of the solution with the low frequency initial data.
The first we need is the following local estimates of w in more regular spaces. First, for u 0 ∈Ḣ sc (R d ), s c < 0 with supp u 0 ⊂ {x : |x| ≤ 1}, we claim that
Indeed, by the mismatch estimate in Lemma 2.4,
and by the Bernstein estimate,
This gives (5.1).
Lemma 5.1. Under the same assumption in Lemma 4.1, the Cauchy problem (4.6) is locally well-posed in
In particular, the solution w satisfies that
Here the triples (q, r, s), (q,r, 0) verify (4.26) or (q, r, s) = (∞, 2, 0).
Proof. Note that when s = s c , the estimates follow directly from Lemmas 4.1 and 4.3. Now we consider the case when s = 0, then the general cases s ∈ (s c , 0) can be obtained by interpolation. By Lemma 2.8, we have
where (q,r, 0) verifies (2.4) or (q,r, 0) = (∞, 2, 0). Next, we consider
Here we denote the time-dependent functionsχ ≤1 (t) = χ 1 p+1 ≤1 (t) andχ ≥1 (t) = 1 −χ ≤1 (t). Hence,
where
and r 1 , r 2 satisfy 1 r 1 = 2 dp
Narrowing suitably the distance between p 0 (d) and 
Without loss of generality, we may assume that 
Hence, combining this estimate with (5.4) and (5.2), we obtain
Therefore, we obtain that for any triple (q,r, 0) verifies (2.4),
Note that (q 1 , r 2 , 0) verifies (2.4), thus a consequence of (5.5) is
Inserting this estimate into (5.5), we get that
This finishes the proof of the lemma.
Next, we give the global estimates of w. The following is a modified mass estimate foṙ
and I be the lifespan of the solution u, then there exists s * < 0, such that for any s c ∈ (s * , 0), the following estimate holds,
Proof. For simplicity, we denote
Then from the equation (4.6), we have
Integrating in time, we obtain that for any t ∈ I,
We may assume t ≥ 2, otherwise, the estimate has been included in Lemma 5.1. Then we further write
First, we consider
which is bounded by
Then from the proof of Lemma 5.1, we have
Moreover, by Lemma 5.1, we have
Hence, we get
Second, we consider
To do this, we denote the time-dependent functionsχ ≤1 (t) = χ 1 p+1 ≤1 (t) andχ ≥1 (t) = 1−χ ≤1 (t) as before, and write
Moreover, because of the time support, we find
Hence,
and thus
For the first term in (5.8), we write
where j 0 , J are some numbers with µ 0 j 0 N −2 ∼ 1, µ 0 JN −2 ∼ t, µ 0 is a small constant decided later, and
Since d ≥ 4, we find p < 1. Now we denote some parameters a, ̺ 1 , σ 1 , ̺ 2 , σ 2 , which satisfy 1
and a ≤ 1 is a positive parameter decided later. Then by Hölder's inequality, we get
For the second term in (5.8), we have
To continue, we need the following three lemmas. The first is related to some fixed length spacetime estimates.
Lemma 5.3. Suppose that w exists on [0, T ) with T ∈ I and T > 2, and
Then there exists an absolute constant µ 0 ∼ 1, such that for any
Proof. By the Duhamel formula,
and by Lemma 2.7, we have for any
Treating similarly as (5.2) (using the same notations there), we obtain
Hence, by Lemma 4.3 and Corollary 4.5, we further obtain that
Let q 2 be the parameter satisfying 1
. Hence, by Hölder's inequality, we get
Then by Cauchy-Schwartz's inequality we obtain that there exist 0 < p 1 < p + 1 and
For convenience, we denote
and thus for any t ≤ min{t 0 + µ 0 N −2 , T },
Choosing µ 0 and δ 0 suitably small and using the continuity argument, we have that
Lemma 5.4. There exist s * < 0 and µ(a) > 1, such that for any s c ∈ (s * , 0), the following estimate holds.
Proof. By the Duhamel formula and the Sobolev inequality, we have
From Proposition 3.1, we get
From Lemma 2.6, we have
Since t ≥ 2, it is further bounded by
Let q be the parameter satisfying 
Therefore, choosing a suitable small such that q ≥ p + 1 (q = +∞ when a = 0), we have
This together with (5.14) yields
Note that when p is suitable close to
and a is suitable small,
) − s c ≤ 0 and the right-hand side of the inequality above is integral in time from 2 to ∞. Moreover, by
), dp 2 − a}. Then we can choose s * and a suitable small, such that (5.15) is valid and µ(a) > 1. This finishes the proof of the lemma.
The second lemma we need is the following.
Lemma 5.5. There exists s * < 0, such that for any s c ∈ (s * , 0), the following estimate holds.
when s * is suitable close to 0.
ds. .
Hence, we obtain that This last estimate combined with (5.17), gives the proof of the lemma.
Now we continue to prove the proposition.
From Lemma 5.1, we have that there exists some absolute constant C > 0, such that
Suppose that there exists a time T with 2 < T ∈ I, such that
x ([0,T )×R d ) ≤ 2C 1 + w 0 L 2 (note that by continuity, it is valid when T is suitable close to 2). Then using Lemma 5.3 and interpolation, we have
for any j = j 0 , · · · , J with µ 0 j 0 N −2 ∼ 1, µ 0 JN −2 ∼ T . Hence, using (5.10), the last estimate above and Lemma 5.4, we obtain 
This together with (5.6) and (5.7) yields that for any t ≤ T ,
Note that p < 1, then choosing δ 0 suitable small and N suitable large, by the CauchySchwartz inequality, we obtain
Hence, by the bootstrap argument, we can extend T = sup I. By (5.1), we obtain the desired estimate. This finishes the proof of the proposition.
5.2.
Global existence. Now we prove I = R. It follows from the standard bootstrap argument. Fixing any 2 ≤ t 0 ∈ I and δ > 0, then by Lemma 2.8, we have
, where (q,r, 0), (q, r, γ) verify (2.4). Similar as the estimation in (5.2), we have 
Using Proposition 5.2, w(t 0 ) L 2 (R d ) is only dependent on N, but not dependent on t 0 . Hence δ = δ(N). This extends the lifespan to R and thus proves the global well-posedness.
Lastly, we prove that w(t) ∈Ḣ sc (R d ) for any t ∈ R. Suppose that for some t 0 ∈ R, w(t 0 ) ∈Ḣ sc (R d ), then arguing similarly as the proof of Lemma 4.3, we obtain that for
where we denote the parameter r 1 as
Note that from Proposition 5. . Hence, combining the last estimates and Lemma 4.3, for Since t 0 = 0, w(t 0 ) ∈Ḣ sc (R d ), the inductive sequence t k = µ 0 N −2 2 k can extend from 0 to any t ∈ R + , and thus proves that w(t) ∈Ḣ sc (R d ) for any t ∈ R + . Further, w(t) Ḣsc (R d ) δ 0 ,µ 0 ,N 1 + t.
The negative direction can be treated similarly. This finishes the proof of Theorem 1.1.
