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Allgemeine Algebra.
Von Kenjiro SHODA.
In der vorliegenden Arbeit soil die friiher schnittweise publizierte
Theorie der allgemeinen algebraischen Systeme ) zusammengefasst und
weiter gefuhrt werden. Wir betrachten dabei diejenigen Systeme mit,
deren Verknupfungen nicht notwendig eindeutig sind. Den Ausgangs-
punkt der Theorie bilden die verschiedenen Definitionen der Homomor-
phismen und die der entsprechenden Restklassensysteme. Wenn man die
starkesten Definitionen annimmt, so kann man die in der Gruppentheorie
bekannten Isomorphiesatze beweisen unter der Voraussetzung, daβ das
System ein Nullelement besitzt.
Wenn ein Meromorphismus, d.h. ein mehr-mehrdeutiger Isomorphis-
mus zweier Systeme ein Ίsomorphismus zweier Restklassensysteme indu-
ziert, wie in der Gruppentheorie ίiblich ist, so heisst er ein Klassenmeromor-
phismus. Die ganze Theorie wird dann aufgebaut unter den folgenden
Voraussetzungen:
Jedes vorkommende Systeip Si geniigt den Bedingungen
I. 5ί besitzt ein Nullelement.
II. Die Vereinigung zweier normalen Untersysteme von 31 ist aiich
normal.
III. Der Meromorphismus zweier zu Sί homomorphen Systeme ist
stets ein Klassenmeromorphismus.
Aus II folgt, daB die samtlichen normalen Untersysteme von 31 einen
modular-Verband bildet, der ein Unterverband des aus alien Untersystemen
von 31 gebildeten Verbandes ist. Aus III folgt, daB die samtlichen Kon-
gruenzen von 31, d. h. Restklassenzerlegungen von 31 einen modular-Verband
bildet. Es ist dann leicht den Schreierschen Sate fΐir Normalketten,
den Jordan-Hόlderschen Satz fίir Kompositionsreihen und den Remak-
τ ) K. Shoda, Ubar die allgemeinen algebraischen Systeme I-VIII, Proc. Imp. Aad.
Tokyo, 17 (1941), 323-327; 18 (1942), 179-184, 227-232, 276-279; 19 (1943), 120-124 259-
263, 515-517; 20 (lϊ*44), 584-538. Dort haben wir uns auf eindeutige Systeme bsschrϋnkt.
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Schmidtschen Satz fur direkte Zerlegungen zu beweisen.
1st jede Verknϋpfung eindeutig und sind je zwei Elemente aus Sϊ
stets verknίipfbar, so stimmen die verschiedenen Definitionen der Homo-
morphismen ίiberein. Wenn man ferner a!s Axiome fur System Sί nur
gewisse Gleichungen betrachtet, die, wie Assoziativgesetz, Distributivgeεetz,
fϋr'alle Elemente aus SI gelten, so nennt man das System primitiv. Die
Theorie der primitiven Systeme ist einfach und grundlegend. Vor allem
kann man freie Systeme konstruieren. Die Erweiterung eines Systems
und die Einbettung eines Systems in ein anderes werden mit Hilfe der
freien Systeme aufgeklart. Der in der Korpertheorie iibliche Begriff der
algebraischen Abhangigkeit wird in der Theorie der allgemeinen Systeme
eingefiihrt und die von van der Waerden angegebenen Grundsatze werden
bewieεen. Durch Spezialisierung erhalt man den BegriiF der linearen
Abhangigkeit und den der aligemeinen linearen Algebra. Durch weitere
Spezialisierung gelangen wir zu den BegriiF der fc-linearen Systeme, der
eine direkte Verallgemeinerung des BegriίFes des fc-Moduls ist.
Die Grundsatze ίiber die auflόsbaren Gruppen, die nilpotenten Gruppen
werden auch in die Theorie der primitiven Systeme ϋberεetzt.
Die Galoissche Theorie d.h. die eineindeutige Zuordnung zwischen
den Untersystemen zweier Systeme wird auch unterεucht und der Krull-
sche Satz fiir die unendlichen Galoiεschen Erweiterungskόrper wird auch
auf unseren allgemeinen Fall ίibertragen.
Wir betonen hier, daβ der BegriiF des Verbandes als Verband der
Untersysteme oder als Verband der Kongruenzen in der allgemeinen
Theorie auftreten, wahrend der BegriiF der Gruppe als Automorphismen-
gruppe von der allgemeinen Theorie unentbehrlich ist. Der BegriiF der
Ringe sercheint als Endomorphismenring in der Theorie der Abelschen
Gruppe. Also erhalt man eine Verallgemeinerung des Ringes, wenn man
den Bereich der Endomorphismen eines Systems axiomatisch betrachtet.
Gewisse Ringtheorie findet sich ihre Analogon in solchen Systemen.
Um ein abstrakt angegebenes System darzustellen, ist es natϋrlich
gewunscht, daβ man das System durch ein besonderes System derselben
Art darstellt, wodurch das System mit der allgemeinen Theorie in Bezie-
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hung steht. Zum Beispiel die Darstellung der Gruppe durch Permu-
tationen (Automorphismen der Menge ohne Verknupfungen), durch
mpnomiale Substitutionen (Automorphismen des Systems mίt einer Operator-
gruppe), durch lineare Substitutionen (Automorphismen eines fc-Moduls
mit einem Korper k) die Darstelluug des Verbandes durch Untermenge,
Kongruenzen einer Menge die Darstellung des Ringes oder der Algebra
durch Matrizen (Endomorphismen des fc-Moduls). In dieser Note besch-
ranken wir uns auf die Darstellungen eines Systems durch die Endomor-
phismen eines anderen. Die Theorie soil also eine Verallgemeinerung der
Darstellungstheorie der Ringe oder der Algebren betrachtet werden.
Der Einfachheit halber beschranken wir uns in der vorliegenden Note
auf Systeme mit Verknίipfungen, d.h. mit binaren Operationen oder,
anders gesagt, mit Funktionen zweier geordneten Elemente. Diese Ein-
schrankung ist aber nicht weεentlich. Man kann wohl analog vorgehen
auch, wenn man etwa Systeme mit Funktionen der halbgeordneten Menge
betrachtet.a)
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Kapitel I. Grundbegriffe
§ 1. Homomorphismen. Eine Menge 21 mit den Verknίipfungen α,
β,... heisst ein (algebraisches) System, wenn aab fur gewisses Paar
α, b als eine nicht leere Teilmenge von 21 definiert ist. Die Menge der
Verkniipfungen bezeichnen wir mit V. Besteht aab nur aus einem ein-
zigen Element, wenn es ίiberhaupt definiert ist, so heisst 21 ein eindeutiges
System.
Ist eine eineindeutige Zuordnung zwischen den Elementen von den
Verkniipfungssystemen V, V von 21,21' vorgegeben, so kann man, ohne
wesentliche Beschrankung der Allgemeinheit, die entsprechenden Ver-
kniipfungen identifizieren. Es seien 21,21' zwei Systeme mit einem Ver-
knΐipfungsbereich. Wenn eine eineindeutige Abbildung von 2ί auf 21': a
auf α', b auf &', eine Abbildung von aab auf α' a b' induzίert, d. h. wenn
(a a by — a' a b' fur jedes a aus F, so heisst die Abbildung ein Isomor-
phismus von 21 auf 21'. Dabei soil a a b existieren, wenn α' a 6' existiert,
und umgekehrt.
Fίfr eine eindeutige, nicht notwendig eineindeutige, Abbildung von
2ί auf 21' werden wir die folgenden Bedingungen voraussetzen.
Bedingungen fiir die Verkniipfbarkeit :
1. Aus der Existenz von a a b folgt die von α' a 6'.
2. Existiert a' abf, so existiert a a b mindestens fΐir ein Paar α, b.
3. Existiert a' a bf, so existiert a a b fίir jede Urbilder α, 6.
Bedingungen fίir die Wertebereiche: Die Menge der Urbilder von α'
bezeichnen wir mit A. Mit A a B bezeichnen wir die Menge derjenigen
Elemente, die mindestens in einem aab, aeA, beB, enthalten sind.
Solange die Formeln Sinn haben, seien
I. (AαβΌ'αb'.
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II. (A a By = a' a &'.
III. (a a By = (A a by — af a b1 fur jedes a aus A und jedes b aus B.
IV. (a a by = a' ab' fur jedes a aus A und jedes 6 aus B.
Im folgenden sprechen wir von dem Homomorphismus,B) wenn die Ab-
bildung den Bedingungen 1 und I genϋgt. Besteht ferner etwa 2 und II,
so mag die Abbildung ein (2, II)-Homomorphismus heissen.
Durch eine eindeutige Abbildung erhalt man εtets eine Klassenein-
teilung von 31. Jede Klasεeneinteilung von 31 definiert ein Restklasεen-
system, das aus den Klassen A, B,... besteht. Dabei bedeutet die Klassen-
verknϋpfung AaB die Menge der Klasεen, die mit AaB im frίiheren
Sinne gemeinsame Elemente besitzen. 1st "φ ein Homomorphismus von SI
auf 83, so erhalt man ersichtlich einen eineindeutigen Homomorphismus φ
des Restklassensystems 2ί
φ
 auf 93, der nicht notwendig ein Isomorphisms
zu sein braucht. Der Vollstandgikeit halber werden wir nun den Einfluss
der weiteren Bedingungen des Homomorphismus in diesem eineindeutigen
Homomorphismus φ genau studieren.
Ein (2, H)-Homomorphisrmιs φ von §ί auf. 33 induziert ersichtlich
einen Isomorphismus φ von §ί
φ
 auf S3. Umgekehrt ist jedes Restklassen-
system von SI zu SI (2, Iiyhomomorph. )
Eine Untermenge SI' von SI heisst ein Untersystem, wenn a a b fur
jede Elemente α,.6 aus SΓ stets in SI' enthalten ist, solange αund b durch
a verkniipfbar sind. Das (3, IV^homomorphe Bilcl in 93 eines Unler-
systems von SI ist ein Untersystem von 93. Das Urbίld eines Unter-
systems von 93 ist fur jeden Homomorphismus stets ein Untersystem
von SI.
Ein Element heisst ein Nullelement, wenn es ein Untersystem (mit
einem einzigen Element) bildet. Wir setzen nun die Existenz eines Null-
elementes vpraus, und wir setzen ein Nullelement fest, das mit 0 bezeich-
net v/ird. Die Urbilder eines Nullelementes 0' von 93 bei einem Homo-
morphismus φ von SI auf 93 bilden ein Untersystem von 31. Das Bud
3) z. B. stetige Abbildung des topologischen Raumes, Homomorphismus der topolo
gischen Gruppe.
4 j (2, II)-oder (2, IV -Homomorphismus ist nichts anderes als der offene Homomor-
phismus der topologischen Gruppe.
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eines Nulleίementes 0 von Sί εei O". Dann ist O" auch ein Nulίelement
von 23, wenn O α ό existiert, solange 0/; a 0" existiert, also natϋrlich
wenn die Bedingung 3 gilt. Wenn die 0 enthaltende Restklasse ein
Untersystem 31' von Sί ist, wie es immer der Fall ist, wenn IV und
O ά O = 0 fίir jedes a aus -V oder, wenn 3. IV gelten,* so spricht man
von dem Restklassensystem von Sί modulo SI', welches mit Sί/SΓ bezeich-
net wird. Man beachte, daβ 31/81' im allgemeineii durch 31' nicht eindeutig
bestimmt ist. Bei einer Kongruenz (Restklasseneinteilung) von Sί εeien
α, 6 bzw. c, d miteinander kongruent. Wenn aus der Verknϋpfbarkeit von
a und c stets die von 6 und d folgt, so heisst das Restklassensystem ein
(3, II)-Restklassensystem. Wenn ferner mit einem Element aus aac
mindestens ein Element aus bad kongruent ist> so heisst das Restklassen-
system ein (3, IV)-Restklassensystem. Nach der obigen Uberlegung erhalt
man ohne Miihe: , . • »
Ein (3;IΓ)-bzw .. (3, IVyHomomorphismus von 31 auf 33, der 0 auf
0' abbildet, induzίert eίnen Isornorphismus eines (3,ΊΓ)-bzw. ' (3,7F)-
Restklassensystems §ί/3Γ auf S3. Dabeί besteht 21' aus den Urbίlder von
O'. Jedes (3, IΓ)-bz^v (3, IV)-Restkla,ssensystem lasst sich in der Form
SI/SI' darstellen τtnd es ist zu Sί (3, IΊ)-bzw. (3, IVyhomomorph. Dasselbe
gilt auch fur (2, II)-bzw. (2, IV}-Homomorphismus und (2,II)-bzw.
(2, IV)-Restklassensystem, wenn die 0 enthaltende Restklasse ein Unter-
system ist. ;
Ein das festgesetzte' Nullelement 0 enthaltende Untersystem heisst
normal ((3, Π)-bzw. (3, IV)-normal), wenn es eine Restklasse eines Rest-
klassensystems ((3, Π)-bzw. (3,IV)-Restklassensystems) von SI ist.
Wir betrachten nun eine mehr-mehrdeutige Zuordriung zwischen zwei
Systeme Sί, 21' mit demselben Verkniipfungsbereich F, und die folgenden
Bedingungen:
1'. Existiert aab in Sΐ, so gibt es zwei zugeordnete Elemente α', &'
aus 2ί', die durch a verknίipfbar sind, und umgekehrt.
2'. Existiert α α & i n 2 ί , so sind jede zugeordnete Elemente α',b'
aus 21' durch a verkniipfbar, und umgekehrt.
I', aab und afabf enthalt mindestens ein Paar der zugeordneten
Elemente.
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IΓ. Jedem Element aυs a a b entspricht mindestens ein Element aus
α' «.&', und umgekehrt.
Eine mehr-mehrdeutige Abbildung heisst ein Meromorphismus, wenn
die Bedingungen Γ, Γ erfiillt sind. Gilt IΓ, so beweist man leicht, daβ
das Blίd eίnes Unter systems von 3ί ein Untersystem von 3Γ ist und
umgekehrt.
Es seien zwei (3,1)-Homoιhorphismen von 31 auf 23, © vorgegebφn.
Dann erhalt man einen Meromorphismus z wischen 33 und &, wenn man
die Bilder in 33 und (£ eines Elementes aus §1 zuordnet. Existiert namlich
blab2 in S3, so existiert .ataa^ nach 2 mindestens fur ein Paar der
Urbilder in 21 und folgiich existiert c, a c2 nach 1 fίir die Bilder von e ,^ q,2
in K. Daher gilt 1'. Aus 3 folgt ferner 2'. Sind_61, 68 bzw. cp c2 die
Bilder von al9 α, so folgt nach 3 aus der Existenz von b^ab2 die von
0,1 a a., und die Bilder b, c von α aus α
ά
 α α, sind zugeordnete Elemente in
bi a 6, und c, α: c2. Damit ist Γ bev/iesen. Wenn die Homomorphismen
von 31 auf 33 und £ der Bedingung II genugen, so gilt IF fur den
induzierten Meromorphismus von S3 und (£. Man erhalt also:
Die (3,1)-bzw. (3,11)-Homomorphismen von 3ί cm/ S3 und & induzίe-
ren einen .(2', Γ)-bzw. (2', //')-Meromorphismus von 33 wraZ (£.
Es seien S, B isomorphe (3, IV)-Restklassensysteme von 31 und S3.
Ordnet man jede Elemente α, 6 in den entsprechenden Klassen aus 3ί, $8
zu, so erhalt man einen (2', ΠO-Meromorphismus von 31 und S3. Es seien
namlich A, Af zwei Restklasεen aus 3ί und 5, Bf die entsprechenden
Restklassen aus S. Existiert aaaf fur a aus ^4 und af aus .^', so exis-
tiert A a A', also BaBf und folgiich & < * & ' fur jedes 6 aus β und jedes
6r aus Bf. Nach IV ist es auch klar, daβ IΓ gilt. Ist im allgemeinen
ein Meromorphismus von 31 und 33 durch einen Isomorphismus der Rest-
klassensysteme von 31 und 33 vermittelt, so heisst er ein Klassen-
meromorphismus.
Ein Meromorphismus von 31 und 33 ist dann und nur dann Klassen-
meromorphismus, wenn aus der Zuordming a^b^, a,^biy α2-^62, α;?^62
die Zuordnung aL<^ 62, α3 -^  bt folgt.
Mit C
a
 bzw. Cb bezeichnen wir die Gesamtheit der a bzw. b zuge-
ordneten Elemente aus 33 bzw. 3ί. Ist ^-^6,, so ist jedes einem Element
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α, aus Cbi zugeordnete Element 62 aus 93 in Caι enthalten. Umgekehrt
entspricht einem beliebigen Element 6 aυs CGl sicher &, da α1~5,α1~
bl9 a2 ~ &! 1st. Damit 1st der Klassenmeromorphiεmus aufgestellt. Die
Umkehrung ist klar.
Es seinoch bemerkt, daβ ein (2', ΠO-Meromorphismus sich auf einen
(3, IV)-Homomorphismus reduziert, falls die Abbildung ein-mehrdeutig
ist. Ein (2,11)-Homomorphismus reduziert sich auf einen Isomorphkmus,
falls die Abbildung eineindeutig ist.
§ 2. Isomorphiesatze. In dieεem Paragiaphen betrachten wir Systeme
mit demselben Verkniipfungsbereich. Wir setzen ein Nullelement in
jedem System fest. Als Untersysteme betrachten wir nur diejenigen,
die das festgesetzte Nullelement enthalt und wir betrachten nur die-
jenigen lεomorphiεmen, Homomorphkmen und Meromorphismen, die die
Nullelemente zuordnen.
Es sei 99 ein normales (genauer (2, II)-normales) Untersystem von 51.
Die Menge aller Restklasεensysteme Sί/93 bezeichnen wir mit [21/33],
ferner [SI/0] mit [SI]. [2Ϊ/S3] heisst zu [51793'] einseίtig isomorpk, wenn
zu jedem 5Ϊ/93 mindestens ein 5ίγ33r isomorph ist. Wenn ferner [5Γ/W]
zu [51/93] einεeitig isomorph ist, so spricht man von dem (gegenseitigen)
Isomorphismus. Da wir uns jetzt mit der Relation zwischen den Homo-
morphiεmen und den Kongruenzen beschaftigen, εo verεtehen wir unter
dem Homomorphismus bzw. dem Restklassensystem stets (2, II)-Homomor-
phismus bzw. (2, Π)-Restklassensystem. Dann erhalt man nach § 1
Homomorphiesatz. 1st 51' zu 51 homomorph, so ist 51' einem Rest-
klassensystem Si/93 modulo einem normal-en Untersystem 93 isomorphy wo
93 aus den sdmtlichen dem Nullelement von 51' zugeordneten Elementen
aus 51 besteht. Also ist [51'] zu [51/93] einseitίg isomorph. 1st 0^0 = 0 ^
fur jedes a und gilt IV, so lasst sich jedes Restklassensystem von 51 in
der Form 51/93 mit einem normalen Untersytem 93 darstellen und es ist
zu SI homomorph.^.
Der erste Teil dieεes Satzes lasst sich bekanntlich folgendermaεsen
verallgemeinern.
Dieser Satz enthalt wesentlich den Homomorphiesatz der topόlogischen Gruppe.
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Erster Isomoί phiesatz. 1st 3ί' zu §ί homomorph und ίsl 33' ein
normales Untersystem von 8ί', #o:ί&£ [3I'/33'] zu [31/33] einseίtig isomorph,
Wo $8 das SB' entsprechende normale Untersystem vonty. 1st.
1st 33/S ein Untersystem von 3I/(£, so 1st S3 ein Untersystem von 31
und zwar dann und nur dann normal, wenn 33/(£ normal in 3ΐ/(£ ist. Als
Zuεatz des ersten Isomorphiesatzes erhalt man unmittelbar: Ist E ein
normales Untersystem von 31 und ist S3/& ein normales Untersystem
eίnes 3ί/&» ^o isί [(5ί/e)/(S3/(£)] £'« [SΓ/S3] einseitig ίsomorph.
Es sei £ ein normales Untersystem von 9t. 1st SIr ein S enthaltendes
Untersystem von Sί, so ist E normal in 31'. Denn eine Kongruenz 95* von
31 nach (£ induziert eine Kongruenz von 31' nach K. Ist im allgemeiiien
M eine Untφrmenge von 3ί, so bezeichnen wir mit Mφ die Menge aίler
Elemente, die mit den Elementen aus M nach φ kongruent sind. S3φ ist
lur.ein Untersystem SS von 31 ein Untersystem von 31, wenn ((K f \ 9 f y a
(L/^S))φ^Kα:L fur..;.je.de Restklaεsen K, L aυs 3t/K, die mit S3
gemeinsame Elemente besitzen. Dabei bedeutet p\ den mengentheoretis-
chen Durchschnitt. Gilt fur jede Kongruenz ψ von 31 nach (£ ((K/^Sg) α
(Lft.^f^K aL: fur jede Restklasεen K, L, so heisst £ bίnormal6)
Dabei bedeutet 33 ein beiiebiges Untersystem von 3ί. Ist K binormaJ in
31 und ist S' ein S enthaltendes Untersystem, εo ist K binorjnaf in S'.
Die durch φ induzierte Kongruenz von (£' εei φ' und ίί', L' seien die in
K, L enthaltenen RestkJassen von φr. Jst 33 ein Untersystem von K', so
ist, {K' f\^ a (L' A-»):= (K A S3) α (^-A *)• w^e ((X' A *) « (L* A
33) )φ/^:Φ Kf a L', so musste gegen der Vorausεetzung ((K A S3) Λ (L A
33) )φ F|F ^  α L sein. Ein Restklassensystem nach einem binormalen Unter-
system heisst ein Birestkloissensystem die zugehorige Kongruenz bzw.
der Homomorphismus heisst Bikongruenz bzw. Bihonwmorphίsmus. Sind
23/&,CV3I/ε Birestklassensysteme, so ist 33 dann und nur dann binomial
in 3ί, wenn 33/(£ binomial in 3I/S ist. Dann gelten der Homomorphieεatz,
der erste Isomorphieεatz und der Zuεatz auch fur. bίnormale Untersysteme.
6) Wenn jeder Homomorphismus (2, II -Homomorphismus ist, so ist jedes normale
Untersystem binormal. Dies ist bekanntlich immer der Fall, wenn $ί etwa eine kom-
pakte Gruppe ist.
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Zweiter Isomorphiesatz. Es set 33 eίn JJntersystem, & ein bίnor-
males Untersystem von SI. Dann ist [33\J &/&] ..zΰ [33/33 Λ&] einseitig
isomorph.
Dabei bedeutet \J bzw. /°\ das kleinste 33, (£ enthaltende Untersystenl
(Vereinigung) von SI bzw. das grόsste in 93, (£ enthalteue Untersystem
(Dαrchschnitt) von SI. Zum Beweis des Satzes setzen wir ein 33 A&/&
fast. Die Restklassen aus 33V7S/S, die mindestens ein Element aus 33
eiαthalten, bilden nach der Voraussetzung ein Untersystem, das sich durch
sJi/(£ darsteUeα lasst, da 33 uui ® das vorgegebene Nullelement gemein-
sam enthalt. Dann ist Ji ein Untersystem, das 33 und (£ enthalt, daher ist
91 = 33 \J •(£. Daαiit ist eine eineindeutige Zuordnung zwischen 33 \J. S/E
und 33/33 A ^ aufgestellt. Daβ diese Zuordnung ein Isomorphismus ist,
folgt aus der Voraussetzung des Satzes unmittelbar.
Die Gasamtheit der Untersysteme von Si bildet bekanntlich einen
voilstandigen Verband in Bszug auf \J und f~\. Auf der anderen Seite
bilden die samtlichei Kongiuenzen von Sϊ einen voilstandigen Verband.
•
Sind φ±9 φ,,.. .Koigrαeuzei von SI, so sind die Restklassen nach φ, f\
φ, [\... die nicht leareα Dαrchschnitte der Restklassen nach den^u
Die Vereinigung der Kongrueiuen kann man bekanntlich folgendermassen
koαstruiereα. Man setze die Restklasseα C
λ
, DL nach φ^ zusammen, wβnxi
maα endlichviele Restklassen Clf Eir ... ,EιmΓDί aus den φ3 annehrnen
katin, so da3 die aufeinander folgenden Glieder mindestens ein Eleinerit
gem^insam haben.
Wenn die Kongruenzen. φt nach demselben normalen Unters3rteriι
33 aαgegeben sind, so ist die Vereinigung auch eine Kongrueuz nach 33;
wie man sich leicht nach der obigen Konstruktion ίiberzeugt. Daher
bilden die samtίicheα Kongruenzen nach einem bestimmten normalen
Unte system 33 eineα vo'lstaαdigan Verband. Daher gibt es ein grosstes
RestWassensystem Sί/33, so da3 jedes Restklassensystem nach 3J:durob
waitere. Klasseneinteilung von SI/33 erhaltlich ist. Wir bezeichnen dieses
grosste ResWassensystem mit 3ί//33, welches natϋrlich durch Sί und 33
eindeutig b33timmt ist. Bezeichnet man SI//Q mϊt | SI | , so ist ersicht-
lich SI//33 = I SI/33 | fur jeies Si/33. Sind 3ί/33 und ^^/33^ isomorph,-/so
ist SV/S = i Sί/S 1 zu SI7/33' = I 31733' |
:
 isomorph. Aus dem einsei-
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tigen Isomorphismus von [21/93] zu [2t'/33;] folgt ersichtlich der Isomor-
phismus von SΪ//3B auf 21'//33'. Ersetzt man also in den Isomorphiesatzcn
[31/33] durch SΪ//33, so kann man statt des einseitigen Isomorphismus
den Isomorphismus behaupten, wίe etwa in der Gruppentheorίe ilblίch ist.
Die in diesem Paragraphen aπgegebenen Satze gelten auch, wenn
man sich auf (3, Π)-bzw. (3, IV)-Homomorphismen und (3, ID-bzw. (3, IV)-
Restklassensysteme beschrankt. Man beachte dabei, daB (3, IV)-normale
Untersysteme stets binormal sind. Wir haben nun zu beweisen, daβ die
Vereinigung der (3, Π)-bzw. (3, IV)-Kongruenzen auch (3, Π)-bzw. (3, IV)-
Kongruenz ist. Es sei <?/, F//,. . . , Fj
n
'y DL' eine Reihe, die zwei Rest-
klassen C/ und ZV verbindet und zwar a e Cf1 Γ\ Fiv a
f
 e Fj
n
f
 f\ DLf.
Bezeichnet man die a bzw. a' enthaltende Restklasse nach φ^ mit G
Λ
 bzw.
GΛ so sind
ι^> Gj
v
 ..., GJn, Fil9 — , Fim, D}
C', FjS,..., Fj
n
', GΪ, ..., Gi
m
', ΌJ
auch Reihen mit der verlangten Eigenschaf c. Ist ein Element aus C
ί
 mit
einems Element aus C/ durch a verknίipfbar, so ist jedes Element aus C
λ
mit jedem Element aus C/ verkniipfbar. Nach der Konstruktion der
beiden obigen Reihen kann man endlich schlieβen, daβ jedes Element
aus /V mit Jedem Element aus DL' verkniipfbar ist. Damit ist die Be-
dingung 3 bewiesen. Die Bedingung IV fur φL besagt, daβ jedes Element
aus Ct a C/ mit einem Element aus c a c', c e (7, cf e Cf, kongruent ist.
Da c und cf beliebig angenommen werden konnen, so ist jedes Element
aus D^a />/ mit einem Element aus c a c' kongruent nach φ
λ
 \J φ, \J ....
Damit ist die Bedingαng IV bewiesen.
.§ 3. Primitive Systeme. Wir setzen nun voraus, daβ die Verknupf-
ungen eindeutig sind. Dann stimmen die Bedingungen I bis IV miteinan-
der ϋberein. Existiert ferner a a b fur jede α, b aus SI und fίir jedes a
aus F, so stimmen die Bedingungen 1, 2, 3 ίiberein. In diesem Fall heisst
51 ein homojenes System beziiglich V. Eine durch Verknϋpfungen aus
F dargestellte Funktion heisst v-Funktion. Setzt man zwei v-Funktionen
gleich, so mag man eine v-Gleichung erhalten. Es sei eine Menge A der
v-Gleichungen vorgegeben. Ein homogenes System 31 heisst ein A-Sys-
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tern, wenndie Gleichungen aus A durch jede Elementeaus 2ί erfίillt sind.
Sind die bestimmten v-Gleichungen nicht vorgegeben, so εpricht man im
allgemeinen von primίtiven Systemen. ) Es gilt ersichtlich:
Jedes Untersystem eines A-Systems 1st auch ein A-System. Ein zu
eίnem A-System homomorphes System ist auch ein A-System.
Eine v-Funktion zweier Eleniente eines homogenen Systems 31 heisst
eine Folgeverknupfung ) von 31. Besteht V aus gewissen Folgeverknupf-
ungen von 3ί, so kann man 31 als ein System mit dem Verknίipfungs-
bereich Vr auffassen. Eine ^-Gleichung heisst eine Folgegleichung von
A, wenn sie durch Anwendung der Gleichungen aus A beweisbar ist.
Solche Gleichungen kann man freilich dem A hinzutϋgen. Ist Af eine
Menge der Folgegleichungen von A, die durch die Folgeverknϋpfungen
aus V dargestellt sind, so ist 31 ersichtlich ein A'-System mit dem
Verknίipfungsbereich V. Besteht umgekehrt V aus den Folgeverkniipf-
ungen von V[ und A aus den Folgegleichungen von A', so sind die beiden
Begriffe der A-Systeme und der A'-Systeme aφiivalent. In dieser Weise
kann man verschiedene Definionen eines Begriffes erhalten.
Ist eine v-Gleichung
F (x, a19 ..., αj = G (x, aίy..., αj
fίir jede α* aus A durch x losbar und ist 31' zu 31 homomorph, so gilt
dasseJbe auch fiir 31'. Ist 31r/ auch zu 31 homomorph, so kann man_einen
Meromorphismus zwischen 31' und 31/; aufstellen. Sind α/, . . . , α
Λ
f
, und
α/,...., α/ die zugeordneten Elemente aus SI' und 31", so gibt es unter
den zugehorigen Losungen x' und x'f mindestens ein Paar xr, x" der zuge-
ordneten Elemente. Es sei 31 ein A-System bezuglich V. Wenn aus der
Existenz der Losung der obigen Gleichung die Eindeutigkeit der Lόsung
folgt, so kann man x als eindeutige Function von α , . . . , a
Λ
 auffassen :
x = f ( a , l 9 . . . , αΛ). Dann ist 31 als System bezuglich V und dieser Funk-
tion / primitiv. Dabei soil A durch die Gleichung
F (f (X,. . . , α
Λ
), al9..., αj = G(f (α , . . . , αn), α.,..., α.J
7
ι Z. B. Gruppen, Ringe, Verbίίnde.
8j Wenn man allgemeine Verkniipfung, vgl. die Einleitung, batrachtet, so kann man
jede ϋ-Funktion als Folgeverknupfung annehmen.
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erganzt werden.. In der Theorie der allgemeinen Systeme ist es wichtig
zu eatscheiden, ob ein System primitiv 1st oder nicht. Dafίir wird diese
Uberlegung brauchbar sein.
Kapitel II. Konstruktionstheorie
§ 4. Freie Systeme.9) In diesem Kapitel beschranken wir uns auf
primitive Systeme. Es seien eine Menge E = fα,; α,, . . ,} und eine
Menge V der Symbolen al9 α2,—vorgegeben, die die Verknίipfungen
darstellen sollen. Die samt lichen formalen Ausdriicke, die durch end-
lichen σ,{ und ctj gebildet werden, bilden ein System bezϋglieh V. Dabei
soil die Verknϋpfung ganz formal definiert werden. Solches System heisst
das durch E erzeugte absolut freie System und es wird mit OV(E~) oder
einfacher mit 0(E) bezeichnet.
Es sei nun eine Menge A der v-Gleichungen beziiglich V vorgegeben.
Ist /' ein Element aus O (E), das man durch endlichmalige Anwendungen
der Gleichungen aus A auf einem Element / aus O(E) erhalt, so setzen
wir /ΞΞE/'. Dadurch erhalt man eine Klasseneinteilung von O (E\ und
aus / = /;, g = gf folgfc ersichtlich / a g == /' a gf fίir jedes a aus V.
Dieses Restklassensystem von O(E) heisst das durch E erzeugte freie
A-System uiid es wird mit AV(E] oder einfacher miί A(E) bezeichnet.
Es ist ersichtlich, daβ A(E} ein A-System ist.
Die GJeichungen zwischen den Elementen aus OC^heissen Rela-
tionen. Es sei B eine Menge der Relationen. Dann kann man durch A
und B eine Kongruenz in O(E) definieren. Dieses Restklassensystem
von O (E} heisst das durch E erzeugte freie ^-System mit den Relationen
ff .- Es wird mit A*\E, B) oder mit A(E,E) bezeichnet. B heiset die
definterende"Relation von A (E, B). Bezeichnet man mit (αf) die a^E
enthaltende Restklasse aue *A(E, B), so wird A(E,B} durch die (α<)
erzeugt und die (α,) genϋgen den Gleichungen aus B.
Wenn man zwei in A(E,B) kongruente Elemente aus 0(E} gleich
setzt, so erh'alt man aUe Gleichungen, die durch endlichmalige Anwen-
9; VgK hierzu etwa K. Re.ideniaister, Einfϋhrung in die kombinatorisclie, Topologie,
Braunschweig (1932j.
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dungen der Gleichungen aus A und B beweisbar Bind. Di£se Gleichungen
heissen die Folgerelationen von B. Besteht Bf aus deh Reίatϊonen aus
•
B und gewissen Folgerelationen, so ist ersichtlich A(E,B}—.A(E',;B'y.
Wir setzen C>£, falls jede Folgerelation von B eiήe von C ist Siίαd
C^>J5 und zugleich C<^B, so heissen C und B aquivalent, iri Zeichen
C ~ B. 1st C ~ B, so ist ersichtlieh A (#, B) = A '(E, C).
Gelten die Gleichungen aus B in einem durch E erzeugt6ή A-System
SI, so ist 31 zu A(EyB} homomorph. Fasst man namlich die ein%
Element aus 'Ά darstellenden Elemente aus O (E) in eine Klasse zusam-
men, so erhalt man ein zu Sί isom3Γf)hes System W. Zwei in A (E> B^
kongruente Elamente aus 0 (£7) stellen kongruente Elemente nach SΪ dar,
da die Relationen aus B nach der Vόraussetzung auch in % gotten. Daher
ist Sϊ und folglich Sί zd Ά(E, B) homomorph. Wenn man die in S kon
gruenten Elemente gleich setzt, so mag ήian eine Menge C der Reίationeh
erhalten. Dann ist Sί — A (E, C), C^>B. 1st umgekehrt C•> S, so ist
A (E, C) zu A (E, β) hompmorph. Zusammenfassend erhalt man den
folgenden Hauptsatz fur freie Systeme.
Ein durch E erzeugtes, die Relatίonen B genύgendes A-System ί&t
zu A(E,B) homomorph und zu A(E,C),C^>B,isόmorph. 1st umgekekrt
C^>B, so ist A(E,C) zu A(E,B) homomorph. Insbesondere ist fades
durch E erzeugte A-System zum freien A-Sysϊem A (ί7) homomorph und
einem A (E, B) mit einem geeigneten B isomorph.
Da jedes A-System SI aΐs eίn freies A-Sγstem Ήiit Relationen! aύf-
gefasst wird, so erHa^t man eίn RestklassensysteiTi Sί* von SI, wέnn into
gewisse Gleichungen zwischen den Elementen voraussetzt und die
Bilder der Gleichungen beim Homomorphismus SI -> W* gelten in 21*.
Wenn man insbesondere gewisse ^Gleichungen voraussetzt, die fiir jede
Elemente gelten sollen, so erhalt man ein Restklassensystem, welches ein
A*-System ist. Dabei besteht A1" aus den /y-Gleichungeri aϋs A Und den
neuen ^Gleichungen. Ferner ist jedes Resΐklassensystem von SI, welehes
ein A^-Systern ist, zu diesem eberi konstruiertea Restklassensystem homo-
morph.
Wir werdea ίnun den bekannten Tietzesehen Satz in der Theorie der
freien Gruppen auf unseren allgemeinen Fall ϋbertragen.
196 Kenjiro SHOD A
i) Aus B ~ Br folgt A (E9 B} = A (E9 β')
ii) 1st E C E' C O (E), so ist A (E, β) zu A (Ef, B') isomprph, wo
Br aus den Relationen B und den Relationen 6=./(17), besteht die die
Elemente b aus E" durch die Elemente aus E darstellen.
iii) Ist A(E, β) schon durch eine Untermenge Et von E erzeugt, so
ist A(E,B) zu A(E19BL) isomorph. Dabei erhalt man B , wenn man die
Relationen B durch E^ ausdruckt. Wir kόnnen narhlich die Elemente a
aus E durch E
λ
 ausdrucken : a = 0 (#,). Besteht β' aus 5 und den
Relationen a = g (EJ, so ist A (E, B) = A (E, 'B'), da a = g (EJ Folgere-
lation von B ist. Da aber B Folgerelationen von β
x
 und den a = g (EJ
ist, so ist nach ii) A (E19 BL) zu A (E, B'), folglich zu A (/& B) isomorph.
iv) Wenn es eine eineindeutige Zuordnung zwischen den Erzeugenden
E, Ef gibt, die die Zuordnung zwischen den Relationen B,B* induziert,
so ist A (E, β) zu A (Er, B') isomorph.
Der Tietzesche Satz lautet :
Die Isomorphie zwischen A (E, β) und A (E, β) kann man stets nach
den obigen vier Schlussweisen beweisen. D. h. A (E, B) und A (E9 β)
sind dann und nur dann zueinander isomorph, wenn man E aus E und
zugleiςh β aus B nach den in i) bis iv) angegebenen Isomorphismen
ableiten kann.
DaB diese Bedingung hinreichend ist, ist klar. Ist A (E, β) zu
A (E, β) isomorph, so kann man nach iv) die zugerordneten Elemente
identifizieren, so daβ E durch E und umgekehrt E durch E ausgedrϋckt
wird. Dann ist die Behauptung nach den folgenden Schlussen klar :
Wir fϋhren nun den Begriff der freien Produkte ein. Es seien Afι
(E19 βj, A ,Γ2(E,9 β,), . . . beliebige Systeme, V sei ein den samtlichen Vt
enthattender Verknϋpfungsbereich. Dann bilde man zunachst OV(E\
E = EΪ\J E2 \J .... Unter dem absoluten freien Produkt von den
Af^EtrBd bezίiglich V verstehen wit das Restklassensystem von 0V(E),
das man erhalt, wenn man in OV(E} alle Gleichungen At, Bt voraussetzt.
Jedes AftίEv Bt] ist im absoluten freien Produkt enthalen. Wenn man
ferner gewisse 'y-Gleichungen A voraussetzt, so erhalt man ein Rest
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klassensystem des absoluten freien Produktes, welches das freie A-
Produkt heisst. Wichtig ist der Fall, daB V= Vl= V2 = .. ., A =
A = A = ... sind. In diesem Fall ist jedes AΓ (Eiy B^ im freien A-
Produkt enthalten. Besteht Aγ(Et, Z?«) fiir jedes i aus einem einzigen
Element ohne Verknίipfung, oder ist es ein durch ein Element erzeugtes
freies A-System, so ist das freie A-Produkt nichts anderes als das freie
A-System AV(E}.
§5. Einbettung und Erweiterung der Systeme. Es sei 31 ein A-
System bezuglich V, und Vf sei eine Menge der Folgeverkniipfungen «',
die durch
α a' b = / (α, 6)
angegeben sind. Dabei bedeuten die / y-Funktionen bezuglich V. Ist
eine Untermenge SΓ von 3ί nach den Verknupfungen aus V abgeschlossen,
so heisst 3Γ eίngebettet in 31. Ist dabei SΓ = Af (Ef, BfJ, wo A' aus den
Folgegleichungen von A besteht, die durch V dargestellt sind, so ist das
durch E'j nach V erzeugte Untersystem W zum freien A-System ΔV(E'}
homomorph. Wenn man in AV(E') die Relationen Br (ausgedrίickt nach
V) voraussetzt, so erhalt man ein Restkiassensystem 31, und W ist zu 31
homomorph nach dem Fundamentalsatz der freien Systeme. Da 31' C 31"
ist, so steUen zw'ei verschiedene Elemente aus SΓ sicher zwei verschiedene
Elemente aus 31 dar. Es sei nun ein A' (Er, Bf) vorgegeben, dessen Ver-
knupfungen V aus V und dessen Gleichungen Af aus A abgeleitet werden.
Dann bilde man Ar(Ef). Setzt man Br (ausgedrίickt nach F) voraus, so
erhalt man ein Restkiassensystem von AV(E'}. Wenn dabei zwei ver-
schiedene Elemente aus Af (Er, B'} zwei verschiedene Elemente des Rest-
klassensystems darstellen, so kann man A ' ( E f , B f ) in einem A-System
einbetten. Nach der obigen Ubenegung kann man entscheiden, ob ein
A'-System in einem A-System einbettbar ist oder nicht.1C)
Ist ein A-System S3 Untersystem eines A-Systems 3ί, so heisst 31
eine Erweiterung von S3. Man bilde nun das freie A-Produkt von S3
und einer Menge M ohne Verknupfung. Jede Erweiterung 31 von S3 ist,
tu) Vgί. E. Witt, Treue Darstellung Liescher Ringe, J. f. reine u. angevv. Math. 188
(1937;; G. Birkhoff, Representabίlity of Lie algebras and Lie groups by matrices, Ann.
Math. 33 (1937;
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wίe man sich leicht ϋberzeugt, einem solchen freien A-Produkt homo-
morph. Setzt man dann geeignete Relationen voraus, so erhalt man ein
zu- 31 isomorphes System. Wenn zwei verschiedene Elemente aus 35
verschiedene Elemente aus dem Restklassensystem des freien A-Produktes
darstellen, so erhalt man sicher ein System, welches ein zu S3 isomorphes
Untersystem besitzt.
In der Theorie der Erweiterung sind die folgenden beiden Falle von
Wichtigkeit. Erstens seien zwei A-Systeme S3, K vorgegeben. Wir be-
trachten das Problem die samtlichen A-Systeme 3ΐ zu konstruieren, die
S3 als normales Untersystem enthalten, so daβ ein Restklassensystem
2I/S3 zu (£ isonlorph ist.ll) 1st (£ — A (E, C), so bilde man das freie A-
Produkt 3Ϊ von S3 und E. Wir setzen jetzt voraus, daβ fίir jedes A-
System gilt:
:
 Das durch SΪ/S3 induzierte Restklassensystem g/33 eines S3
enthaltendes (nicht notwendig normales) Untersystems $ ist ein Unter-
system von SΪ/S3. Dann erzeugβn die Vertreter der Erzeugende von SI/S3
und S3 sicher das ganze System Sί. Also ist E zu 31 homomorph. Da
ft S3 enthalt, so reduziert sich das Problem auf die Bestimmung des
Restklassensystems 31* mit den folgenden Eigenschaften: i) Jede Rest-
klasse enthalt hόchstens nur ein Element von S3. ii) Die ein Element
aus S3 enthaltenden Restklassen bilden ein normales Untersystem 33* von
31 *. iii) Es gibt ein zu (£ isomorphes Restklassensystem SiysS'.
Zweitens sei eine Menge B der Gleichungen vorgegeben, die durch
die Elemente c^, a,... aus einem A-System §t und die Unbestimmten
XL, x£9... mittels der Verknίipfungen aus V ausgedrϋckt sind. Wir betrach
ten nun das Problem eine Erweiterung von Sί zu bestimmen, die mindes-
tens eine Losung der Gleichungen aus B enthalt.13) Ein solches 31*
enthalt das durch Sί und die Lόsungen λ,, λ j , . . . erzeugte Untersystem.
Daher nehmen wir an, daβ 31* schon durch SI und λA, λ _ , . . . erzeugt ist.
SI* ist dann zum freien A-Produkt 31 [x
ϊ9 a;,, . . . ] von 31 und x19 xί9...
homomorph. Also ist.. SI* zum durch B definierten Restklassensystem
11) Nach dieseni Prinzip wurde das Schreiersche Erweiterungsprobleni wieder gelδst
in K. Shoda, Ubsr den Schreierschen Erweiterungssatz, Proc. Jmp. Acad. Tokyo 17
(1941). Vgί. auch H. Nagao, Ubar die Beziehungen zwischen dem Erweiterungssatz von
O. Schreier und dem von K. Shoda, ebanda (1949;
12) Dies ist in dar Steinitzschen Korpertheorie wichtig,
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91 [x19 a? g , . . . ] homomorph, wo SI zu SI isomorph ist. Umgekehrt ist ein
zu diesem Restklassensystem homomorphes System einer verJangten Erwei-
terung isomorph, wenn der Homomorphismus den Isomorphisms von §1
auf 31 induziert. Daher reduziert sich das Problem auf die Bestimmung
der Kongrnenz von 51 [ x 1 9 x « , . . - . ' ] derart, daβ zwei verschiedene Elemente
aus Si inkongruent bleiben.
Wir werden nun wie ίiblich den Begriff der direkten Produkte ein-
fίihren. Es seien Sί,, 3t2,... allgemeine (nicht notwendig eindeutige)
Systeme mit demselben Verknϋpfungsbereich V. Wir betrachten die
Symbolen (αA, a,,...), α, e 31*, die der Einfachheithalbar mit (α*) bezeichnet
werden. Dann und nur dann existiert (α,) a (6*), wenn at a fy fur jedes
ί existiert, und (α/) a •(&<) besteht aus (c,), c^ e α, α 6/. Dann heisst das
System SI der Symbole (α,) das direkte Produkt von den Slί.
Besitzen die SI* Nullelemente Oί, so ist (0? ) das Nullelement von 3ί.
Sind Oi a 0< = 0* fiir jedes α aus V, so bilden die Elemente (&& at = O/,
i Φ 7v, ein zu 2ίfc isomorphes System, das auch mit 3Ifc bezeichnet werden
mag. Wenn man auf der anderen Seite -(α,) auf at abbildet, erweist es
sich, daβ 31* zu 3ί (2, IV)-homomorph ist. Denn (α<) α (6/), α£ = 6^ = 02,
i 4= fc, existiert, wenn αfc α 6^ existiert, also gilt 2. IV ist nach der
Definition des direkten Produktes ersichtlich.
Die von endlich vielen von 0^ verschiedenen Elementen at gebildeten
Elemente (α^ bilden ein Untersystem des direkten Produktes, welches
das eingeschrankte direkte Produkt genannt wird. Es ist durch die
Komponenten §^  erzeugt, falls Ό, a at = aiaOi = aί fίir jedes άt iind ein
a ist.
Sind ferner die 21, samtlich A -Systeme, so ist das direkte Produkt
auch A-System. Dasselbe gilt natiirlich auch fiir das eingeschranlίte
direkte Produkt.
§ 6. Algebraische Abhangigkeίt. Es sei L ein Verband. Wir be-
trachten die Abbildung d der Menge der Paare (α, 6), a > 6, α, 6 e L auf
ein aus zwei Elementen 6, η bestehendes System, wobei 8 <^ ?;, 8' = 8, s?j =
η'— ?;6— 77 sind. Wenn dabei die folgenden Bedingungen erfίillt sind,
so heisst L (nach der Vereinigung) quasίgraduiert.
ϊ) d (a, a) = β fiir jedes α.
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ii) Aus a^>b^> c folgen d (α, 6)<^d (α, c), d (6, c)<^d (α, c), d (α, c)
" ' < d (α, 6) d (6, c).
iii) Aus α, α' > 6 folgt d (a \J a', 6) < d (α, 6) c? (V, 6).
iv) d (α\7 c, 6\J c)<cZ (α, 6).
Es sei L ein quasigraduierter Verband, \b] ein durch & erzeugtes
Dualideal. Die Elemente α mit d (a, b) = 8 bilden ein Ideal Lb von [6].
Sind namlich d (a
λ
, 6) = d (a , 6) — £, so folgt aus iii) d (α, \J a,b')=.€.
Da b<^a f\af <^a fur jedes α' aus [6] ist, so folgt aus ii) cί (α/^α', b) =
6. Nach i) ist die Menge von a nicht leer. Nach ii) ist L
α
<L
δ
 und
folglich L
rt = Lδ y°\ [α] fίir α e Lδ. Ist umgekehrt ein Ideal Lδ in [6] fίir
jedes 6 so definiert, daβ aus α e L 6 stets-Lα= L6/^'[α] folgt, so setze
man rf (α, 6) = £ fur α e L
δ
 und d (α, 6) = ?; sonst. Dann gelten die Bedin-
gungen i), ii), iii).
Der Verband aller Untersysteme eines Systems O sei quasigraduiert.
Ist d (21, S3) = 8 fiir Untersysteme 5t ^  S3 von O, so heisst 31 eine endlίche
Erweiternng von S3. Ein Element α heisst endlich ίiber 33, wenn a
mindestens in einer endlichen Erweiterung von S3 enthalten ist. Die
samtlichen endlichen Elemente ίiber S3 bilden nach iii) ein Untersystem.
Ein Element a heisst endlich iiber einer Untermenge B, wenn a
endlich uber dem durch B erzeugten System 33 iεt. Ist a endlich iiber
einer endlichen Untermenge von J5, so heisst a algebraisch iiber B. Die
samtlichen algebraischen Elemente iiber B bilden ein Untersystem. Man
beweist leicht:
1) Jedes Element aus B ist algebraisch iiber B.
2) Ist a algebraisch uber B und ist jedes Element aus B algebraisch
uber Cy so ist a algebraisch uber C.
a sei algebraisch iiber b , . . . , b
n
 aus B und bt sei algebraisch iiber
cfv > dm: aus C. Bezeichnet man das durch a bzw. bt bzw. c{J erzeugte
System mit 31 bzw. S3 bzw. <£, so ist d («\J S3 \7 <£,<£) = £, da d(W\J
33 \J e, 33 \J (E) — 6, d (S3 V7 e, (E) - <? εind.
Wir nehmen jetzt an, daβ O ein A-System ist. Wenn das durch
eine Untermenge E erzeugte Untersystem das freie A -System A (E) iεt,
so heisst E unabhangig. Ist E unabhangig, so ist jede Untermenge von
E unabhangig. Ist E abhangig, so gibt es Relationen und man erkennt,
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daβ E Untermenge mit endlich vieίen Elenienten besitzt, die schon
abhangig ist.
Wenn a zu E gehόrt oder, wenn es eine Relation von a und einer
endlichen Untermenge F von E gibt, die keϊne Folge der Relationen von
F ist, so heisst a von E abhangig, sonst unabhangig. Bezeichnet" man
mit c das Komplement eines Elementes c in E, so ist E dann und nur
dann uraibbSngig, wenn jedes Element c vom Komplement c unabhangig
ist. Ist namlich E unabhangig, so ist ~c sicher von c unabhangig. 1st
E abhangig, so sei f (a , . . . , a
r
y eine Relation mit wenigsten Elementen
α. Ist 1 •< r, so ist α
α
 von α . , . . . , a
r
, also von α, abhangig. Ist 1 — r,
so iεt cij von der leeren Menge abhangig. Ist E wohlgeordnet, so ist E
dann und nur dann unabhangig, wenn jedes Element vom Abschnitt unab-
hangig ist. Man beweist leicht:
1) Jedes Element aus E ist von E abhangig.
2) Ist a von b , . . . . &„__,, b
n
 abhangig und von b
ίf..., 6 w _j unab-
hangig, so ist b
n
 von & , . . . , b
n
_19 a abhangig.
3) Ist a von E abhangig, so ist E von einer endlichen Untermenge
von E abhangig.
Da 1) und 3) klar sind, so beweisen wir nur 2). Falls a mit einem
6, ίibereinstimmt, ist 2) auch klar. Also betrachten wir eine Relation,
die mit keiner Relation von den b{ nach A Equivalent ist. Da a von
b,..., b
n
_
λ
 unabhangig ist, so enthalt die Relation sicher (α und) b
n
.
Daher ist b
n
 von b
v
 ..., b
n
_
v
 a abhangig.
Wir nehmen jetzt an, daβ der Verband aller Untersysteme von 51 so
quasigraduiert ist, daβ a dann und nur dann endlich ίiber E, wenn a von
E abhangig ist. Dann spricht man von der algebraischen Abhdngίgkeit.
In diesem Fall stimmen die drei Begriffe " endlich ", " algebraisch ",
" abhangig " ίiberein. Ist jedes Element aus E algebraisch abhangig von
E', so heisst E algebraisch abhangig von Ef. Sind 51 ^  S3 Untersysteme
von ίl und ist 5ί algebraisch abhangig von 39, so heisst 51 algebraische Er-
weiterung von 35. Jefle endliche Erweiterung von 33 ist eine algebraische
Erweiterung, wenn die algebraische Abhangigkeit in O definiert ist.
Wenn in O die algebraische Abhangigkeit definiert ist, so gelten die
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folgenden Grundsatze, die von van der Waerden1?) deutlich formuliert
wurden.
1) Jedes Element mis E ist von E algebraisch abhangig.
2) 1st & von E und E von F cilgebraisch abhangig, so ist a alge-i
braiςch abhawgig von F.
3) 1st a von •&_,,......., &„_!, bti algebraisch* abhangig uncl von b},...,
bn^\ algebraίsch ^inabhangig, so ist b
n
 algebraisch abhangig von fy, ...,
b
n
^ a .,
4) 1st a von E algebraisch abhangig, so ist a von einer cndlichcn
Untermenge von E algebraisch abhangig.
Auf idem Grund dieser vier Satze kann man bekanntlich die Theorie
der algebraischen Abhangigkeit aufbauen. Zwei yon einander algebraisch
abhangige Mengen heissen aquίvalent. Ein von der leeren Menge alge-
«
braisch abhangiges Element heisst algebraίsches Element, sonst trans-
zendentes Element.
§ 7. Lineare Abhangigkeit. Wenn nur die Elemente aus dem
durch eine nicht leere Menge E erzeugten System algebraisch abhangig
von E, so spricht man von der linearen Abhangigkeit. Damit ist der
Begriff der linearen Abhangigkeit als ein spezialer Fall der algebraischen
Abhangigkeit eingefiihrt. Die lineare Abhangigkeit ist also die algeb-
raische Abhangigkeit, die dadurch definiert ist, daβ d (21, S3) — s nur im
Fall 9Ϊ —33 ist. jedes von E algebraisch abhangige Element ist im durch
E erzeugten System enthalten, wenn aus d (31, 35) = <9 stets §1 = 35 folgt.
1st umgekehrt a von E linear abhangig, so ist a im durch E erzeugten
System enthalten. Setzt man d (21, '33) = £ nur fur 31 = 35, so wird der
Verband aller Unίersysteme quasigraduiert. Dadurch wird die vorgege-
bene lineare Abhangigkeit definiert. Ein System heisst lineares System,
wenn die lineare Abhangigkeit definiert ist.
Besitzt ein lineares System ί2 ein Nullelement 0, so stimmt jedes
algebraische Element mit 0 ίiberein, da es von 0 linear abhangig ist.
Daher besitzt ein lineares System hochstens nur ein Nullelement. Ist E
l3; van der Waerden, Moderne Algebra I. Den von ihm angegebenen Hauptsϋtzen
1,2,3, miissen wir 4 hinzufϋgen, wenn wir die unendlichen Erweiterungen betrachtet.
VgL E. Stein it z, Algebraische Theorie der Korper,
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eine mit Ω aquivalente linear unabhaπgige .Menge, εo ist jedes Element
aus ίl im durch E erzeugten System enthalten, da es von E linear
abhangig ist. Das lineare System ist daher das durch E erzeugte freie
System, wenn E nicht leer ist, also, wenn Ώ mindestens ein transzen-
dentes Element enthalt. Im anderen Fall besteht O nur aus einem Null-
element, wenn Ω ein .Nullelement hat.
Ein A- System Ω ist dann und nur dann linear, wenn jedes durch
eine Menge E' erzeugte Untersystem schon durch jede maximale unabhan
gige Untermenge von Ef erzeugt wird. DaB dieεe Bedingung notwendig
ist, 1st klar. Sie ist auch hinreichend. Ist namlich a von F abhangig,
so wird das durch a und F erzeugte Untersystem durch eine maximale
unabhangige Untermenge von F erzeugt, also ist a im durch F erzeugten
System enthalten. Daher kann man die algebraischfc Abhangigkeit definie-
ren, wenn man d (21, SB) =6 fur 31^33 setzt. Daher iεt Ω linear.
Auf lineare Systeme werden wir im nachsten Kapitel wieder zurίick-
kommen.
§ 8. Galoissche Theorie. 14) Ein Verband mit einer Abschliessungs-
operation a heisst topologisch, wenn i) a*^>a, ii) aus a^>af folgt
α
o t>α r α, 3) a** = a*.
Es sei φ eine eindeutige Abbildung eines topologischen Verbandes
A in einen topologischen Verband B und ψ eine eindeutige Abbildung
von B in A derart, daB
I. Aus α>α' folgt α?<α^. Aus &>&' folgt &Ψ<6 Λ K
II. . α?Ψλ>αα 6Ψ^>6α
III. tf* = a*** b'^^b^
fur a aus A und b aus B. Bezeichnet man φ ty bzw. ^φ mit Φ bzw. Ψ,
so ist A bzw. B ein topologischer Verband mit der Abschliessung Φa
bzw. Ψcv, wie man sich leicht ίiberzeugt. Die zwei Abbildungen φ,ψ
heissen Galoissch bezϋglich α, wenn αφα — αα und &ψα = b*.
Die Abbildungen φ, ψ sind stets Galoissch bezuglich Φa und Ψa.
Denn es ist a**x = α*3Cφ3ί == a φx und analog δψψα = 6ψ α
i*) Ahniiche Uberlegung findet sich in O. Ore, On Galois Correspondence, Trans.
Amer. Math. Soc. 55 (1948), C. J. Everett, Closure operators and galois theory in
lattices, ebenda 55 (1948).
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Ein-Element a aus A heisst abgeschlossen, wenn α~α α und zwar
regular abgeschlossen, wenn ft — αφαΨα. α heisst ojfcw, wenn α = αφαΨ un d
zwar regular offen,ι:) wenn α=αφαΦα, Nach III ist αφ*Ψ = αα?orΨ, d. h.
jede ofFene Ableitung ist eine regular oίFene Ableitung. II besagt
α
φαψα ^>
 α
«
 un(j die Abbίldungen ^>, ψ sind dann nur dann Galoissch, wenn
jede abgeschlossene Ableitung in A und B eine regular abgeεchlosεene ist.
Bedeuten φ und \\τ die Komplementierung, so ist A — B ein ίibiicher
topologischer Verband. Daher kann man die Galoissche Theorie als eine
Verallgemeinerung des Satzes in der Topologie ansehen, daβ jede abge-
schlossene Ableitung regular ist, wenn jede oίFene Ableitung regular ist.
Es sei noch bemerkt, daB die Abbildungen φ, ψ Galoissch bezuglich a
sind, wenn sie Galoissch bezuglich der diskreten Topologie, a°=a, sind.
Ein Verband L heisst reell-graduiert, wenn eine reellwertige Funk-
tion d (α, 6) fiir α>6 aus L vorgegeben ist, die den Bedingungen von §6
gehugt. Dabei soil noch vorausgesetzt werden:
vi) d (α, α) = 1.
v) Fur die endlichen Werte d gelten:
d (α, 6) Φ d (α, c) fίir a > 6 Φ c d (6, c) φ d (α, c) fiir a Φ b > c.
Es seien A und B topologische Verbande mit / und O — Oα, die so
reell-graduiert sind, dafi d (7, O), daher jedes d (a, α'), d (6, 6') endlich ist.
Dann sind die Abbildungen φ, ψ» Galoissch, wenn
d (/,
 Γ
,/) = d (
α
?*, O), d (7, 6α) = d (6Ψλ, 0).
Denn aus a*x = α?^* folgt d (c^α, 0) = d (αW, O), also cZ (7, αα) —
d (7, αφΨα). Da α?Ψ* > α ist, so folgt hieraus a^* = α*.
Es seien nunmehr 2ί, 33 zwei Systeme. Der Verband gewisεer Unter-
menge von 21 bzw. S3 sei A bzw. B. Definiert man eine Abschliessurigs-
operation a in A bzw. B, so wird 1^ bzw. B ein topologischer Verband.
Sind die Abbildungen φ, ψ Galoissch, so erhalt man eine eineindeutige
Zuordnung zwischen den abgeschlossenen Untermengen von 2ί und 93,
die eine Galoissche Zuordnung genannt wird.
5) Vgl. H. Terasaka, Die Theorie der topologischen Verbiinde, Fund. Math. 33
(1939). Die hier angegebene Definition der regular offenen Ableitung ist etwas anderes
als die von Terasaka.
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Wir nehmen jetzt an, daβ A bzw. B der Verbarid aller Untersysteme
von SI bzw. 93 ist. Ein Untersystem a von % heisst Galoissch>wenn αφ
ein normales Untersystem von 93 ist. 1st IS ein Restklassensytem nach
α
φ
, so versteht man unter α'? fur α'<^α die Gesamtheίt der mindestens
ein Element aus α'Ψ enthaltenden Restklassen,. d. h. das Bild . yon α'φ in
δ. Mit &Ψ fίir &C93 bezeichnen wir das .Untersystem W A α » wo &
aus den in!> enthaltenen Elementen aus S3 besteht. Dann bedeuten φ, ψ
Abbildungen zwischen den Verbanden A, B der Untersysteme von α,S.
Sind A, B reell-graduiert, so kann man 2, S naturgemass graduieren.
Wir nehmen jetzt an: i) φ, ψ sind Galoissch, wenn d (α, 0), d (33, O)
endlich sind. ii) Der Durchschnitt der Kongruenzen von 93, die Ϊ8 mit
endlichen ώ(93, O) definieren, ist O. iii) Jedes Element λ aus 21 ist in
einem Galoisschen a mit endlichen d (#, O ) enthalten.
Die Gesamtheit der mit einem Element 7 aus S3 nach S8 kongrueήten
Elemente bezeichnen wir mit S3 (7). Dann ist 93 ein topologischer Raum
mit den Umgebungen 93(7). Dadurch kann man die Abschliessungs-
operation a in B einfΐihren. Setzt man aa = a in A, so beweist man
nach dem Vorbild von W. Krull, daβ &ψα— 6α raid a? = a,*x. Gilt auf
der anderen Seite αφ = α, so erhalt man also die Galoissche Zuordnung
zwischen den Untersystemen von 21 und den abgeschlossenen Unter-
systemen von S3.
Kapitel III. Strukturtheorie
§ 9. Verband der normalen Untersysteme und der Kongruenzen.
In diesem Kapitel betrachten wir wieder ein allgemeines (nicht notwendig
eindeutige&) System 2ί. Wir beweisen zunachst:
Ist der durch die (3, II}-bzιv. (3, IV)-Homomorphismen von 3H auf
S3, & ίnduzierte Meromorphismus zwischen S3 und (£ stets ein Klassen-
merfrmorphismus, so bilden die samtlichen (3, Ity-bzw. (3, IV)-Kongrιιen-
zen von 2ί eίnen vollstandigen modularen Verband.
Wir wissen schon, das der Verband vollstandig ist; also haben wir
nur zu beweisen, daβ er modular ist. Den Meromorphismus zwischen
den durch zwei Kongruenzen φ, ψ bestimmten Restklassensystemen
erhalt man, wenn man die Restklassen mit gemeinsamen Elementen zuord-
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net. Nach unserer Vorausεetzung erhalt man die Restklassen K von
φ\J ψ, wenn man die R^stklasisen von φ in eine Klasse zusammensetzt,
die mit einer Restklasse von ^  gemeinsame Elemente besitzen. Es seien
φ*, φ, ψ> Koήgruenzen von SL Urn die Modularitat des Verbandes zu
beweisen, geniigt es - zu zeigen, daβ aus </?* ^  φ, φ* φ φ> φ* \J ψ =
φ \J ψ stets φ* Γ\ ψ Φ φ /\ \/Λ folgt. Da φ* Φ- φ ist, so gibt es eine Rest-
klasse C* von <p*, die eine Restklasse C von φ und noch andere Resklasse
enthalt. Ist C" eine Restklasse von ψ, die mit C gemeinsame Elemente
besitzt, so enthalt die C enthaltende Restklasse K von φ \J ψ nur Rest-
klasseiα von φ, die mit C" gemeinsame Elemente besitzen. Aus φ*\J ψ> =
^>V f folgt K^>C* und C* f\C' φC f\C'; also r/>* /^ψ φ ^ f\ψ,
Wir betrachten nun normale Untersysteme von 5ί. Sind 21/33, .
Restklassensysteme nach <p, ψ , so erhalt man nach φ f\ψ eine 31/33
Daher ist der Durchschnitt zweier normalen Untersysteme stets normal.
Es sei 33 ein normales Untersystem von SI und 33* ein 35 enthaltenies
Untersystem von SI. Ein SI/SB induziert ein 33*/33, welches nicht ήot-
wendig Untersystem von 2I/S3 zu sein braucht. Ist 33* auch normal in
St, so kann man 31/33 stets so annehmen, daβ 33*/33 Untersystem von
31/33 ist. Zum Beweis hat man nur den Durchschnitt der Kongruenzen
zu bilden, die zwei beliebige Restklassensysteme 31/33, 31/33* definieren.
Ist der durch zwei (3, Π)-bzw, *(3, IV)-Homomorphismen von 3ί indu
zierte Meromorphisums zwischen zwei Systemen ein Klassenmeromor-
phismus und 33* ^  33 (3, Π)-bzw. (3, IV)-normale Untersysteme von 3ί, so
ist das durch ein 31/35 induzieϊte 33*/33 ein Untersystem von 31/33. Ist
Sί/33 durch die Kongruenz φ vermittelt, so bilde man die Vereinigung
von φ mit einer Kongruenz ψ> nach 33*. Nach der oben angegebenen
Konstruktion der Vereinigung der Kongruenz erkennt man leicht, daβ
33* aus gewissen Restklassen aus 31/33 besteht.
Ist ferner die Vereinigung zweier (3, Π)-bzw. (3, IV)-normalen Unter-
systeme 33, & von SI auch normal derselben Art und sind 31/33, 3l/(£ die
Restklassensysteme nach φ, ψ , so definiert φ\J'ty .ein .31/33 \J ® . Da
33 \J (E , normal "in 31 ist, so ist 33 \J S/33 Untersystem von SI/33. Daher
besteht 33 VS ^us den Restklassen aus 31/33, die mit S gemeinsame Ele-
mente besitzen. Daraus folgt unmittelbar die Behauptung.
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Zusammenfassend erhalt man :
1st der durch zwei (3, II)-bzw. (3, IV)-Homomorphίsmen von 31
ίnduzierte Meromorphismus zwischen zwei Systemen ein Klassenmeromor-
phismus und ίst die Vereinigung zweier (3, II)~bzw. (3, IV*)-normalen
Untersysteme auch normal derselben Art, so ist der Verband aller
(3, Iί)-bzw. (3, IV}-normalen Untersysteme vou 31 zum Verband aller
(3,II)-bzw. (3> IV)-Kongruenzen von 31 komomorph, also ist er modular.
Da die Voraussetzungen dieses Satzes grundlegend fur die folgenden
Untersuchung sind, so werden wir sie ausdriicklich formulieren.l6)
(I ) 3t besitzt das festgesetzte Nullelement.
(II) Die Vereinigung zweier [(3, Π)-6zw.] (3, IVynormalen Unter-
systeme von 31 ist auch normal derselben Art in 31.
(III) Die [(3,II}-bziv.] (3, IV)-Homomorphismen von 31 auf 23, (£
induzieren stets ein Klassenmeromorphismus zwischen S3 und
<£.
Fiir die Bikongruenzen und die binormalen Untersysteme von 31 kann
man analog vorgehen, wenn man voraussetzt:
I. 31 besitzt das festgesetzte Nullelement.
II. Die samtlichen Bikongruenzen bilden einen vollstandigen Ver-
band.
IF. Die Vereinigung zweier binormaίen Untersysteme von 31 ist
binormal.
III. Die Bihomomorphismen von 31 auf S3, £ induzieren stets ein
KlassenmsromDrphismus zwischen 95 und (£.
Aus II, IF folgt, da8 die samtlichen binormalen Untersysteme einen voll-
standigen Verband bilden. Die Modularitat beweist man auch unabhangig
von III wie folgt. 93*, 93, & seien binorφale Untersysteme von 31 und
93* 35 93, 33* φ S3, 93* \J (E — 33 \J (E. Wir nehmen an, dafi 93 \J (E/» »*/»
enthalt. Jede Restklasse aus 93 \J ®/93 enthalt mindestens einΈlement aus
(£, wie man aus dem Beweis des zweiten Isomorphiesatzes ablesen kann.
Da 93* mindestens zwei Restklassen aus 93 \J K/93 enthalt, so ist 93* Λ® Φ
93 f\ S. Daher ist der Verband aller binormalen Untersysteme modular.
l<5) Diese VoraαBsatzungen galten fur "loops ', komplementierte modular-Verb ϊnde,
also natiirlich fur Gruppen, Ringe, Bootesche Algebra, abar nicht fur allgemeine Verbiinde.
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Es sei V eine Untermenge des Verknupίungsbereiehes V von 3L
Wenn 31, aufgefasst als System bezϋglich F', der Bedingung III genίigt,
so gilt dasselbe auch fur 31 bezϋglich F. Setzt man I, II, III voraus, so
kann man IP aus demselben fίir F' ableiten. 1st φ bzw. ψ Bikongruenz
von 31 nach SB bzw. (£ und ist φ\J ty die Kongruenz von 31 nach Φ, so
ist ersichtlich Φ ^> S3 V7 <£- Auf der anderen Seite wird S durch S3 und
(£• mittels F' erzeugt. Daher ist © = 3B V7 &, also gilt IP. Die Beding-
ungen (II), (III) folgen also aus (II), (III) .fur F', wenn man (I) voraussetzt.
§ 10. Normalkette und Kompositionsreihe. l7) Eine Kette der r + 1
Untersysteme von 31 :
heisst eine Binormalkette, wenn 3Ii+1 binormal in 31, ist. r heisst die
Lange der Kette. Die r Birestklassensysteme
si //si,,
heisst Biresίkette. Zwei Birestketten heissen zuejinander isomorph, wenn
sie bis auf die Reihenfolge zueinder isomorph sind.
Schreierscher Satz. Aus zwei Binormalketten kann man stets durch
Verfeinerung zwei Binormalketten konstruieren, der en Birestketten
zueinander isomorph sind.
Es seien
•-.a^a0^ai>..oar = o > - a = »e^»o.--O».=FO-
die vorgegebenen Binormalketten. Man bilde
Diese Reihen sind Binormalketten von 31^  undjδί, da *Άk+: f\%$i binormal
in 3l f cA^ -und 21^ Λ.SB*+ι binormal in Vlj f\&*: sind. Wenn ^ das
2V23
ίfl vermittelt, so erh£lt man
Dann ist »t+lf , binormal in SBW. Denn (£« — (SI*
In diesem Paragraphen gebrauchen wir die Bedingungen III nicht.
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ist binormal in 5UA®o da ?U A^+i und ςΛ fc+] A** beides binormal in
ϊl fcA^ sind Daher ist ein S^/^UA^+i binormal in 21* A ^ /^Λ
S3
ί+l und (£** beseteht aus den mit den Elementen aus 3U+ 1Λ®< kon-
gruenten Elementen. Nach der Definition von 33fc, ist aber Stfc A^/% Λ
33
ί+1 zu 33fcί/33<+1 isomorph. Einer Restklasse aus <£*/%. Λ^+i entspricht
dabei eine Restklasse aus 83
w
/S3n.
:
, die aus den mit den Elementen aus
a3
Λ+1,« kongruenten Elementen besteht. Daher entsprechen CWSl* A®i+ι
und »4+li , /»<+l miteinander. Da C«/afc Λ »ί*ι binormal in Sίfc Λ»*/«* A
S3
ί+i ist, so ist a9Λ+lf ./».>, binormal in a9A</»ί+., also ist SB*^,, binormal
in »„..
Unter Benϋtzung der Binormalkette von 31^  definieren wir analog
Um den Schreierschen Satz zu beweisen, genίigt es zu zeigen, daβ Sl
w
//
Slfc. i + J und S3*ι//a3*+ι, < isomorph sind. Wir wissen aber schon die Iso-
morphie :
A »
<+, ~
Hieraus folgt
51, Λ»*+ι//(a* Λ%+I) W (a»+ι A»0 ~
Die linke Seite ist analog zu 5ίfcί//5lfc,ί+J isomorph. Damit ist die Iso-
morphie von 5ίfcί//Slfc,ί+1 und 93fcl//a5fc+1)ί bewiesen.
Wenn man eine Binormalkette nicht weiter verfeinern kann, so spricht
man von der Bikompositionsreihe. Dann folgt aus dem Schreierschen Satz.
Jordan-Hόlderscher Satz. Besitzt Sΐ eine Bikompositionsreihe, so
sind die Birestketten zweier Bikompositionsreihen zueinander isomorph.
Wenn man nur die binormalen Uritersysteme von 91 betrachtet, so
kann man analog vorgehen und den Schreierschen Satz, den Jordan-Hόl-
derschen Satz beweisen. Dabei spricht man von der Bihauptreihe statt
Bikompositionsreihe.
Wenn man sich auf (3, Π)-bzw. (3, IV)-normalen Untersysteme besch-
rankt, so kann man natϋrlich analog vorgehen und zwar im Fall (3, IV)
unter den Voraussetzungen (I), '(II).
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§11. Direktes Produkt und direkte Vereinigung. Wir betrachten
nun das direkte Produkt endlich vieler, etwa n Systeme 31, mit einem
Verkmipf ungsbereich V :
Jedes Element a aus 31 lasst sich in der Form
a— (a, O....O, 0^631*
darstellen. Durchlauft α alle Elemete eines Untersystems 33 von Si, so
durchlauft a> ein Untersystem 33
έ
 von 31*. Das Untersystem $8 =
(33A 93, ... 33 J heisst die Hulle von 93 in bazug auf die direkte Zerlegung
von 31; 33 heisst ein subdirektes Produkt von den 33*. Die Kongruenz
φl von 33 sei definiert durch den Homomorphismus, der & auf α, abbildet.
Dann ist ersichtlich
Sind umgekehrt φlf φ , . . . , φn (3, IV)-Kongruenzen von 33, deren Durch-
schnitt O ist, so ist 33 das subdirekte Produkt von den durch φt definier,
ten zu 33 (3, IV)-homomorphen Systemen 33*.
Ein System heisst (3, IV)-irreduzibel, wenn es keine (3, IV)-Kongruen-
zen φ, ψ» mit φ f\ ψ = O besitzt. Da nach (III) der Verband aller (3, IV)-
Kongruenzen von 31 modular ist, so erh'alt man bekanntlich :
Gilt der aufsteigende Kettensatz im Verband aller (3, IV}-Kongruen-
zen von 31, so ist die Anzahl.der (3, lV)-irreduzίblen Faktoren der unver
kurzbaren subdirekten Produktdarstellung von 3Ϊ itnabhangίg von der
Darstellung.
Unter derselben Voraussetzung ist die Darstellung dann und nur
dann, bis auf die Reίhenfolge, eίndeittig, wenn der Verband aller
(3, IV)-Kongruenzen von 31 distributiv ist.
Im folgenden beschranken wir uns auf die direkte Produktzerlegung
% == (^  . , . 31J derart, daβ 31, zu 31 (3, IV)-homomorph ist. Daher werden
wir (3, IV) auslassen. Eine subdirekte Produktdarstellung eines Unter-
systeims 33 von 31 nach ,.S.=.Sl = (3^31.) sei vorgegeben, Wenn man
zwei Elemente 6P 6, mit (6A6jG33 zuordnet, so erhalt man einen Mero-
morphismus von 3l
x
 und 31,. Nach (III) gibt es isomorphe Restklassen-
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systeme von 3^  und 3L, die aus den Restklassen C\, D19 , . , ••;. C2 , A, ...
bestehen, so daB je zwei Elemente aus C
λ
 und (7,, u. s. w. zugeordnet
sind. Wenn 3Ij bzw. SI, durch die Kongruenz φ1 bzw. 99, definieit ist,
so definiert ψ — φy\J φ, das aus (Cf1 C,), (Z?A Zλ,), . . . bestehende Rest-
klassensystem. 1st φL \J φ2 — /, so ist 33 = S = 31 — (31, 3Ϊ2). Die Um-
kehrung ist klar. Nach Induktion erhalt man also
Es seien 3lj, . . . , Sl
n
 . cZie durch die (3, IVyKongruenzen .<p19 . . . , 9^
definierten zu 35 homomorphen Systeme. ^8 ist dann und nur dannzum
direkten Produkt (^  31^  ____ 3iJ isomorph, wenn φi .f\ . . . f\φn = O,
OA Λ - .{\ φ^\J <Pic+ι = I fur k= 1, . . . , 7^-l smcZ.
Man erkennt leicht, daβ εolche direkte Produktzerlegung von 31 nur
im Fall auftreten kann, wo je zwei Elemente aus 31 durch .jedes a aus
V verknίipfbar sind. . Ist 0; das Nullelement von 3l£ und ist 31 = (31 j . . .
31J, so ist 0 = (0, ... OJ ein Nullelement von 31. Die (0, . . . 0,^  at Oi+1 ,
. . . 0 J bilden ein zu 31, isomorphes normales , Untersystem von 31 es
wird auch mit 31* bezeichnet. Nach der ubliqhen Schreibweise gebrauchen
wir dann den Ausdruck 31 = Slj x ... x3I
w
.
Es sei 31 — 3t
r
x3l2 und φ^φ. seien die zugehorigen Kongruenzen
nach 3L, 3lj Dann muss
 :
./= φ
Λ
 \J φ., eine Kongruenz nach 31, \J 312 sein.
Daher ist 31 = 9^ \J 31,. Diese Tatsache kann man unabhangig von (II)
beweisen, wie folgt. .Die Hίille von 31^ 31, ist ersichtlich gleich 3ί.
Wie im Beweis des vorigen Satzes kann man ^  \J 3ί, erhalten mit Hilfe
der isomorphen Restklassensysteme von SI, ^ und 3I2. Da aber ^ \J 3l_, alle
Elemente von der Gestalt (Oft^/X^O) enthalt, so muss 311 \J 31 , ~ ^  x 3L
sein. Nach Induktion erhalt man also: Aus •Sl = Sl Jx .-. .- x9ln folgt
91 = 91, V7 - - - W .^-. Dabsi ist ersichtlich
Dies kann man folgendermassen formulieren :
Ist 3Ϊ das direkte Produkt der normalen Unter systeme 3lj, . . . , 3ί
w
,
so ist 3t die direkte Vereinίgung derselben.
1st 31 das direkte Produkt 3ί
:
 x3L und ist 33 ein 31, enthaltendes
Untersystem von 31, so ist S3 = 31, x(3L f\^. Denn die Hίίlle S enthalt
31, also ist 3S = 3Ϊ, xςJJi, lϋί C 31.. Nach der oben angegebenen Konstruk-
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tion von 93 aus $ ϋberzeugt man sich teicht, dafi 93 = » = §ίj x(9L
ist.
7sί Sl = 93x(£ — 93 x£', «o siraZ £ und & isomorph. Denn jedes
Restklassensystem aus [(£] bestimmt ein Restklasεensystem aus [SI/33].
Da aber 33 xS =f= S3 V7 £ ist, so ist nach dem zweiten Isomorphieεatz [3ί/33J
zu [(£] einseitig isomorph. Folglich sind [91/83], [<£], [£'] zueinander gegen-
seitig isomorph. Dann mϋssen K und (£' als die feinsten Restklassen-
systeme zueinander isomorph sein.
Mit Hilfe der von Ore lδ) angegebenen Verbandtheoretischen For-
mulierung des Remak-Schmidtsehen Satzes kann man nun ohne Mϋhe
behaupten :
Remak-Schmidtscher Satz I. Hat der Verband aller (3, IV)-Kon-
gruenzen von SI endlίche Lange, so ist die Zerlegung von SI in das
direkte Produkt der direkt (3,IV)^tnzerlegbaren Faktoren bis auf die
Anordnung der Faktoren und bis auf die Isomorphie eindeutig. Dabei
kann man jeden Faktor einer Zerlegung durch den entsprechenden
Faktor einer anderen ersetzen.
Betrachtet man den Verband aller binormalen Untersysteme von 93,
so folgt aus der Modularitat des Verbandes unmittelbar
Remak-Schmidtscher Satz II. Sind
93 = S3, \J 932 \J . . . \J 33, =; SB/ \J SB, ' \J < . . 33/
zwei Zerlegung eines Syetems 93 mit einer Bihauptkette in die direkte
Vereinigung der direkt unzerlegbaren Faktoren, so ist n = n' und' j 93
έ
 | ,
I 33j I sind nach einer geeigneten Reihenfolge isomorph. Dabei kann man
23* durch das entsprechende 33/ ersetzen.
Dafϋr dual kann man behaupten :
Remak-Schmidtscher Satz III. Sind
» = »ι A», Λ - Λ»» = »ι' Λ«,' Λ - - Γ\^n'f
zwei Zerlegungen eines binormalen Untersystems 33 von SI in den direk-
ten Durchschnitt der direkt unzerlegbaren Faktoren und hat SI//93 eine
Bihauptreihe, so ist n = n' und 9t//^3,, 31//93/ sind nach einer geeigneten
O. Ore. On the foundation of abstract algebra I, II, Ann. Math. 36 37 (1935-36).
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Reihenfolge isomorph. Dabei kann man S3* dureh das entsprechende SB/
ersetzen.19)
Wir beweisen nun:
Es sei Sί = 33 \J & die direkte Vereinigung der (5, IV}-norma,len
Untersysteme S3, (£. Sind 33, (£ die Bilder von S3, @ w 51 — | 21 | , so
ist 5ί = $B x (£. 7s£ umgekehrt | SI | das direkte Produkt von 33 |
wmZ j ® , so isέ 51 die direkte Vereinigung von S3 w^cZ K.
Aus 8l = 5BU.ε f<Λgt di^ direkte Vereinignng a=.»ViE.. Nach
dem zweiten Isomorphiesatz ist S//S bzw. ^//K zn K bzw. S isomorph.
Die Vereinigung der ..SΪ//ΪB und S//K definierenden Kongruenzen von 31
ist /, da »vye=-a. ist. Der Durchschnitt ist O, da ^A^^0 ist
Daher ist M zu (S ®) isomorph und^ zwar 21 •===SB x C, wie man siph leicht
ίiberzeugt, Ist umgekehrt j 51 | = | S | x | e [ , so bilden die in | 93
bzw. 1 Qc J enthaltenen Elemente aus ,5ί ein nprmales Untersystem ^B bzw.
K. Da I S3 und | ® | nur das Nullelement gemeinsam hat, so ist
S3 Λ ® = O. S3 W e ist normal in 5ί und es hat mit jeder Restklasse aus
151 gemeinsame Elemente. Daher ist 23V/G: = SΪ. Damit ist der Satz
bewiesen.
Es sei noch bemerkt, daβ | -S3 | = S, | ε | •== S sind und, daβ aus
5l = S3xK stets | 5ί = ] S3 | x | g: | folgt. Ist insbesondere das Rest-
klassensystem durch das normale Untersystem eiήdeutig bestimmt, so ist
I 51 I =5ί und folglich ist der Begriff der direkten Vereinigung mit dem
des direkten Produktes aquivatent. Wenn man sich ferner auf ^4-Systeme
beschrankt, so ist der Begriff der direkten Vereinigung mit dem des
freien Produktes aquivalent, falls jedes Untersystem stets normal ist.
§ 12. Li near e Systeme. Ein System 5ί heisst einfach (genauer
(3, IV)-einfach), wenn es keine von / und O verschiededne (3, IV)-Kon-
gruenz hat. Das direkte Produkt der einfachen Systeme heisst vollstdndig
reduzibel. Der modulare Verband aller Kongruenzen eines vollstandig
reduziblen Systems 51 ist komplementiert. Also erhalt man bekanntlich:
Ein zu einem vollstdndig reduziblen System Si homomorphes System
S3 ist vollstdndig reduzibel und 51 ist dem direkten Produkt von S3 und
1 9 j Der Satz I gilt unabhίίngig von der Bedmgung (II), wjihrend die Satze II und
III unabhϋngig von (III) gelten. r
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einem anderen & isomorph.
1st 21 = «pA x. . . χ*pΛ. mit ehifachen^, so ist nach § 11 31 — Sft V/ - -
V7 Sβ
n
 und umgekehrt, da | φ, | = ^  ist. Also ist | 51 | = 21. Damit
ist gezeigt :
Ein Restklassensystem eines vollstandig reduziblen Systems wird
durch das normale Untersystem eίndeύtig bestimmt.
Nach der bekannten Schlussweise kann man ferner behaupten :
Jede Kompositίonsreihe eines vollstandig reduziblen Systems ist eine
Hauptreihe,
Es sei ϊt vollstandig reduzibeϊ und a = a3x(£. Besitzt S3 und &
keine isomorphen direkten Faktoren, so ist jedes normale Untersystem
von 21 das direkte Produkt der normalen Untersysteme von 39 und (£.
Fasst man die zueinander isomorphen Faktoren φ* eines vollstandig
reduziblen Systems 21 in ein System zusammen, so mag man die ίdeale
Zerlegung von 21 erhalten :
Dann ist jedes normale Untersystem von 21 das direkte Produkt der nor-
malen Untersysteme von den 2lt. Die ideale Zerlegung wird eindeutig
bestimmt.
Wir beschranken uns von jetzt an auf die ^1-Systeme. Es sei 5^ ein
einfaches A-System, dessen Untersystem stets normal ist. Dann besitzt
21 kein von 0 und φ verschiedenes Untersystem. Also wird φ du|ch
jedes von 0 verschiedene Element a erzeugt. Ist ferner φ das durch a
erzeugte freie A -System, so definiert jede Abbildung von a auf 6 Φ O
aus φ einen Automorphismus von φ, der mit fb bezeichnet wird. Mit /0
bezeichnen wir die Abbildung von ^ auf 0. Dann kann man Sβ als ein
durch a erzeugtes System mit dem Operatorbereich F~ f / & } auίFassen.
Nach
(/>, a f
c
) (a) — A (a) a f
e
 (a) =± bac
bilden die Operatoren A 'ein zu φ isomorphes System. Setzt man
/
δ
/
c
W - A ( / c W ) ,
so wird die Multiplikation definiert, die ersichtlich das Distributivgesetz
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fίir jedes a aus V erfullt.
Es sei nun 31 ein vollstandig reduzibles System, dessen Untersystem
stets normal 1st. 1st Sϊ ferner ein freies A-System, so 1st 31 das direkte
Produkt der φ4 von der obigen Beschaffenheit. Da alle φ« isomorph sind,
so bezeiehnen wir den aus den /
δ
 besiehenden Operatorbereich fiir jedes
φ< mit K. Dann kann man SI in der Form
darstellen. *Wir beweisen, daβ 2ί ein lineares System ist. Es sei E eine
Untermenge von SI und K(E) sei das dureh E erzeugte Untersystem.
Da K(a) fiir jedes Element αeinfach ist, so ist K(a) /~\K(Ey=Q oder
K-(a)(^K(E'). Da aber jedes Untersystem von SI normal ist, so ist der
Begriff der direkten Vereinigung mit dem des freien Produktes aquiva-
lent. Daher ist a dann und nur dann von E abhangig, wenn a in Jζ (E}
enthalten ist. Also ist 31 ein lineares * System. Wir sagen, daB 31 ein
K-lίneares System ist.
Zusammenfassend erhalt man also :
Ein vollstandig reduzϊbles freies A-System ist ein K-lineares
System, wenn jedes Untersystem normal ist.
Wir beweisen nun
&in durch endlich viele Elemente erzeugtes lineares System 3t,
dessen Restktassensystem durch das normale Untersystem eindeutίg bes
timmt ist, ist ein K-lineares System, wenn jedes Untersystem normal ist.
Ein lineares System ist nach §7 ein freies System mit einem ein-
zigen Nullelement. Jedes von 0 verschiedene Element erzeugt ein freies
System. Besitzt ein lineares System kein wesentliches Untersystem, so
lasst es sich in der Form K (a) darstellen und umgekehrt. Wenn 31 durch
endlich viele Elemente erzeugt ist so ist 31 das freie Produkt von d%ϊϊ
K(aJ. In diesem Fall ist aber das freie Produkt mit dem direktfen
Produkt gleichbedeutend. Daher ist 31 ein ίΓ-lineares System.
§13. Auflosbare Systeme und niJpotente Systeme. Es εei 31 ein
A-System. Einem Untersystem S3 von 3ί ordnen wir je eine Untermenge
33' und ein S3, 23' enthaltendes Untersystem S3* zu. Zunachst werden wir
diese Zuordnungen festsetzen und sie mit θ bezeichnen. Besteht B aus
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den v-Gleichungen von den Elementen a?p . . . , xm, #/,</. . . , xn'9 so betrach-
ten wit B = B (&,&') mtix aus 33 und x' aus 33' als Relationen in 33*.
Dadurch erhalt man ein Restklassen&ystem S3 (0) = 33*/33θ von 33* und
folglich ein von S3. Bestehen die Gteichungen F(S3, 33') fur die homo-
morphen Bilder von S3 und S3' in emem Restklasseπsystem 33*/(£, so ist
33*/(£ nach dem Fundamentalsatz der freien Systeme zu 33*/33θ homomorph
und folglich S ^ > 33°. D. h. 33Θ ist der Dtirchschnitt aller εolchen S.
Wir setzen nun voraus, daB S/^aS^SS^^SB,* fur 33,^)23, ist
und, daB -33 ^> 33Θ ist. Dann ist 33,° >33/. Definitionsgemass%besteht 23,°
bzw. 332° namlich aus den mit dem Nullelement kongruenten Elementen
aus 33,* bzw. »,*. Es ist aber B (33,, 33/) ^  B (332, 332'), woraus die
Behauptuήg folgt. Aus 33 ^ > 33Θ folgt also 33° ^ > 3302 == (33°)θ und man
erhalt eine Reihe
Ist 33°^— 0 fur ein r, so heisst diese Reihe die absteigende (#, #)-Reihe.
Ist 33°r~l Φ 0, so heisst r die Lange der Reihe. Ein Untersystem 33 mit
der absteigenden (θ, B) -Reihe heisst (θ,B)-aufl6sbar.
Sti sei zu SI homomorph, 33 sei das Urbild eines Untersystems 33j
von 2lj und 33/, 33^  seien die Bilder von 33', 33*. Dann mag man die
Zuordnung 0A erhalten. 33j (#,) ist zu 33 (θ) homomorph. Ist namlich S*
das zu 33^  isomorphe Restklassensystem von 33*, so ist die durch B
definierte Kongruenz in 33,* gleichbedeiitend mit der durch B definierten
Kongruenz in 33* nach 33*. D.h. 33A (θ^ ist zu 33 (0) homomorph.
33^ 1 ist zu W homomorph. S* sei namlich zu 23*/3) isomorph.
Beriicksichtigt man den Isomorphismus, so erkennt man den Isomorphis-
mus von 33/1 auf 33ΘV "S)/SJ, also auf 33fl/33° Λ® Damit ist der Homo-
nfephismus von 33° auf 33/3 bewiesen. Wir beweisen nunmehr
Sli sei zu 21 homomorph. Das Bild eines (θ, B}-auflosbaren Unter-
systems 33 von 91 ist {Θ^B^auflόsbar. Die Lange der absteigenden
(0,; β)-Reihe von 33A ist nicht grosser als die Lange der absteigenden
(0,B)-Reihe von 33.
Denn aus 33°"^ 0 folgt »1
eir=0r da 33// zu 33θί" homomorph ist.
Jedes Untersystem (S eines (θ,B)-auflosbaren Untersystems 33 ist
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(0, B)~auflosbar.
Denn aus <£ C * folgt (£° C »θ> - - > eβ
Eine Normalkette von S3 :
heisst eine (0, Z?)-Reihe, wenn 2^+,^) 3%° uhd 33/+J ein normales Unter-
system vojn, S3f* iεt.
*( ΛJ
33 ist dann und nur dann (0, β)-auflόsbar, wenn S3 eine (θ, B)-Reϊhe
besitzt. Die Lange der (0, B)-Reihe ist nicht kleiner als die Lange
absteigeήden (θ, S)-Reihe.
Denn 33X ^  33
Θ
, S3, ^  S3,0 ^> S3θ2, . . . , »
r
 ^  S3°r = 0.
Es sei θ eine andere Zuordnung a&SJ'-SΪfc Sind »' C »ff »*
so ist 33"° ^> S3Θ also ist jedes (θ, β)-auflδsbaϊe Untersystem stets (θ, β)-
auflosbare. Ist ^ zu | a | isomorph und, ist S32 ein (β|f β)-auftosbares
Untersystem von Ά19 so ist S3 (0, 5)-auftasbar. Bezeichnet man mit ,^ Sr,
S* die Urbilder von S3j, SB/, SB,* bei dem Hόmomorphismus von 21 auf
5lp so sind 33 ^> S3, »' ^  S3', S3* ^> S3*. Ordnet man S3 auch 25', S* zu, so
ist SB und folglich S3 (θ, β)-auflόsbar. Daher ist S3 (Θ, β)-auflόsbar.
Es sei φ eine Kongruenz von SI und St
φ
 = Sl/S das zugehorige Rest-
kiassensystem. Setzt man S3, = 33
φ
 = SB9/S fίir ein S enthaltendes
Untersystem S3, so gilt: Dann und nur dann ist S3 (θ, β)-aufldsbar, wenn
S3j (<9J,β)-aufldsbar und K (0, #)-auflόsbar sind. Ist namlich
, S3f /e, . . . , SB? /<£, S3? = (£
eine ( ,^ S)-Reihe von Si, und ist
<£, Kj, . . . , e, = 0
eine (0, β)-Reihe von (£, so ist
33?, 33Λ ...,»?=«, (£, . . . , £, = 0
eine ((9, β)-Reihe von 33φ. Daher ist 33φ und folglich S3 (θ, β)-auflόsbar.
Die Umkehrung ist klar.
Eine (θ, 5)-Reihe
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heisst aufsteigende (θ, B)-Reihe, wenn es keine (0, Z?)-Reihe
gibt derart, daB b< = b/, bl+1 SΞ b «*, fur ein i gelten.
Setzt man die Maximaibedingung fiίr den Verband aller Untersysteme
von 33 voraus, so ist S3 dann und nur dann (Θ, #)-auflόsbar, wenn 33 eine
aufsteigende (θ, F)-Reihe besitzt.
Zum Beweis genϋgt es bp b2, . . .stets maxima] anzunehmen.
Man beweist auch leicht : Ist 33* = 31 fur jedes 33, so ist jedes in
einer (θ, β)-Reihe auftretende System normal in 31. Dann gibt es eine
(θj B)-Reihe, deren Lange mit dem der absteigenden ubereinstimmt.
Im Fall 33* = SI, 33' = S3 bzw. 33' = 33* =21. spricht man von dem
auflosbaren System bzw. von dem nilpotenten System.
Kapitel IV. Darstellungstheorie.
§ 14. Endomorphismen. Es sei 31 ein eindeutiges System mit dem
Verknίipfungsbereich V. Definiert man die Verkniipfung θaθr zweier
Abbildungen 0, θ' von 3ί in sich durch θ(a}aθ' (ά)==(θaθf)(cι), εo bilden
die samtlichen Abbildungen ein System Δ mit F. Dabei soil θaθ' dann
und nur dann existieren, wenn θ (a) aθr (a) fίir jedes a existiert. Definiert
man ferner die Multiplikation durch (θθ^ (a) = θ (θf (a) ), so gilt das
rechtsseitige Distributiygesetz fίir jedes a aus V.
Ist die Abbildung θ ein Homomorphismus, so spricht man von dem
Endomorphismus. Die samtlichen Endomorphismen von 31 bilden eine
Untermenge Γ von Δ, die beziiglich der Multiplikation abgeschlosεen ist.
Wir betrachten im folgenden nur die Endomorphismen von Sί, die das
festgesetzte Nullelement 0 in sich abbilden. Bezeichnet man mit 0 die
Abbildung von 31 auf 0, so ist 0 θ = θ 0 = 0 fur jedes θ und 0 a 0 ! = 0,
wenn es existiert. Ist 31 homogen, so ist die Abbildung 0 ein Endomor-
phismus und man erhalt :
Die Gesamtheίt der Endomorphismen eίnes homogenen Systems^
bίldet ein System V (nicht fyotwendig ein Uniersystem von Δ) bezgulίch
y, welches noch eine Verkniipfung (Midtiplikatίon) besitzt. Dabei gilt
das zweiseίtige Distributivgesetz und Γ besitzt ein Nullelement 0,
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welches der Gleίchung 0 θ = θ 0 — 0 fur jedes θ aus T genugt.
Es sei nunmhr SI ein A-System. Sind zwei Endomorphismen von 31
durch jedes a aus V stets verknupfbar, so bilden die samtlichen Endo-
morphismen ein ^-System. 1st ferner 31 das dureh # = {α/} erzeugte
freie A-System, so wird ein Endomorphismus durch die Bilder der
Erzeugende eindeutig bestimmt. Umgekehrt erhalt man stets einen Endo-
morphismus, wenn man den Erzeugenden je ein beliebiges Element
zuordnet.
Besitzt ein einfaches System SI kein zu SI isomorphes Untersystem,
so ist jeder von 0 verschiedene Endomorphismus ein Automorphismus.
1st SI das durch ein Element erzeugte freie A -System, so bilden die
Endomorphismen ein zu 31 isomorphes System.
Es sei nun St vollstandig reduzibel :
und die Faktoren SI, seien alles zueinander isomorph. Da SI durch die
SI^ erzeugt ist, so wird ein Endomorphismus von 31 durch den Homomor-
phismus von SI/ in SI bestimmt. Wir setzen den Isomorphismus von den
SI/ fest a
ί9 . . . αrt seien die isomorph zugeordneten Elemente. Ist
θ (a,) - (6,, . . . &,„),
so ist die Abbildung ak — > bi}, ein Endomorphismus θίλ. von SI und man
kann θ durch die Matrix
darstellen. Ist 31 zugleich das freie A-Produkt von den 3I
a
 wie es immer
der Fall ist, wenn die Kongruenz von 31 durch das normale Untersystem
eindeutig bestimmt ist, und wenn jedes Untersystem normal ist, so stellt
jede Matrix einen Endomorphismus dar.
Da die SI* zueinander isomorph sind, so kann man annehmen, dafr
θin aller Elemente aus demselben System sind. Wir definieren :
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(βtj) a (Θ(J' ) = (θt} a 0,/j fur a € F
Dann bilden die Matrizen ein zum System der Endomorphismen isomor-
phes System. Uber die Multiplikation der Matrizen bemerken wir ;nur
das Fplgende. Wenn man die Matrizen Θ durch
Θ
n
θ
ml Θm 3...θn
darstellt, wo Θ0 Matrizen d^ Grades wi|, Σ^3^^? sind, so sind die
Produkte je zweier Matrizen mit StJ = 0, i < /, auch von derselben Form.
Denn solche Matrizen bedeuten die Endomorphismen von 31, die 2lcfc> =
(Stj. . . ΪU* 0 ... 0), ίfc = Σm?» * = 1,..., m, in sich abbilden. 1st Θ ein
Automorphismus, so bedeutet θlt ein Automorphismus von Sl
r/
γ?lcί~l).
Es sei 31 ein JfiΓ-lineares System
a = (J5Γ(α J)...X(α r)).
Da 3ί das durch die at erzeugte freie System ist, so gibt es eine v-Funk-
tion / derart, daB
a = f'(a
Λ9..., αr) fur a = (a1... αr).
Ist 6 = (6j ... 6P) ein beliebiges Element aus 81, so bestimmen die Endo-
morphismen a>i —> 6^ von -K" (α,) einen Endomorphismus von 3ί, der a auf
6 abbildet. Daher ist 6 =7 (6,,..., 6
r
).
Ausser der Darstellung eines Endomorphismus Θ von 31 durch
Matrizen mit Koeffizienten aus K erhalt man eine Darstellung
Θ (α,) — / (^ (αj,..., θtί (αr)) = (0fl K). . . θir (αr)), ^0 € ff,
durch die Funktion /. Dann erkennt man leicht.
(Θ a Θ') (a,) - / ((^ α ^3') (αj, . . . , (έ?fr α ft/) (αr))
(ίβ') (α,) = / ( . . . , / (ftaft,' (αj,..., (?fcrftr (αr)),...).
Besitzt 31 eine Verknίiptting -f derart, daB 0-fα — α + 0 fur jedes α gilt,
so ist
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Dies ist der in der Literatur ίibliche Fall.
§ 15. Verallgemeinerte Ringe. J°) Bin eindeutiges System SI mit
einem Verknupfiingsbereich V heisst ein verallgemeinerter Ring, kurz
z -Ring, weun es noch eine andere Verknϋpfung (Multiplikation) besitzt,
die den folgenden Bedingungen geniigt: 1) Assoziativgesetz, 2) zweisei-
tiges Distributivgesetz fur jedes a aus T7, 3) 0 a = a 0 = 0 fur das Null-
element 0. Die Gesamtheit der Endomorphismen eines Systems bildet
dann einen v-Ring mit Einselement e (bezuglich der Multiplikation).
Wenn man 21 als ein System bezuglich V, welches 31 als Linksoperator-
bereich besitzt, auffasst, so ist SI zum Endomorphismensystem des Systems
isomorph. Dabei setzen wir die Existeiiz des Einselementes voraus.
Ein normales Untersystem 35 eines v-Ringes SI heisst Ideal von St.
Ein normales Untersystem 23 von Si, aufgefasst als ein System bezuglich V
mit dem Links- bzw. Rechtsoperatorbereich Si, heisst Links- bzw.
Rechtsideal von SI. Fur Links- bzw. Rechtsideal S3 gilt α 33 C 33 bzw.
33 α C S3 fiir jedes a e 21. Wenn ein Restklassensystem von 31, als System
bezuglich V, durch das normal Untersystem eiudeutig bestimmt ist, so ist
ein Links- und Rechtsideal stets Ideal von SI.
Ein ί -Ring 21 heisst regular, wenn i) das Restklassensystem von 21,
aufgefasst als System bezuglich V, durch das normale Untersystem eindeu-
tig bestimmt ist und ii) Links- bzw. Rechtsideal durch a 33 C 33 bzw.
S3αd33 charakterisiert wird. Ein ?;-Ring mit Einselement heisst ein v-
Korper, wenn jedes von 0 verschiedene Element Einheit, d. h. Element
mit reziprokem Element ist. Ein regularer v-Ring Si ist dann und nur
dann ein ^ -Korper, wenn SI kein von 21 und 0 verschiedenes Linksideal
oder Rechtsideal besitzt.
Da wir im folgenden nur die Thhorie der Ringe etwas modifizieren,
so werden wir die Theorie kurz skizieren. .
1st ein y-Ring 21, aufgefasst als ein System bezuglich V mit dem
Rechtsoperatorbereich St, das direkte Produkt von Rechtsidealen :
so) Vgl. hierzu E. Noether, Hyperkomplexe Grδssen und Darstellungstheorie, Math.
Zeitschr. 30 (1929)*
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und 1st
das Einselement, so sind die e?: orthogonale Idempotente und 9^ = ^ 91..
1st 31 ein regularer v-Ring.mit Einselement und sind β1? .. . . _, en orthogo-
nale Idempotente, so ist ei 91 \J . . . \J en 91 die direkte Vereinigung
(direktes Produkt) von den et$i.
Hieraus folgt :
Ist ein regularer 'y-Ring mit Einelement e das direkte Produkt von
Rechtsideale 9Ϊ0 so ist 9^=^91 mit orthogonalen Idempotenten ..et und
91 ist das direkte Produkt von Linksidealen Sf = Sle f. Denn man be-
weist . leicht, daβ 91 e
a
 \J . . . \J 9t e
n
 das Einselement e ejithalt.
Ist ein v-Ring 91 mit Einselement das direkte Produkt von Idealen
a,,, so. sind .%5 = a,,Sl
ί
al! = 0 ( i=t=fc) . Sind umgekehrf die 9ί? Ideale
von 91, die Einselemente' et enthalt und sind 9ί; ' = 9ίt, 9ί,SlA: = 0 (tφ.fc),
so ist die Vereinigung von den 9i; die direkte Vereinigung.
Die Gesamtheit der mit jedesm Element aus 91 vertauschbaren (nach
Multiplikation) Elemente bildet v/egen des Distributivgesetzes ein Unter-
system, das das Zentrum heisst.
Ist die direkte Zerlegung
»=?(«, - .--a-)
eines v-Riήges 91 mit Einselement auch eine direkte Zerlegung von 91,
aufgefasst als ein System mit Links- und Rechtsoperatorbereich 9ί, so
lasst sich das Zentrum in
zerlegen und 31(3< = 3li Sind die 313, fur die Ideale 3<
 y
on 3 stets
Ideale von 91, so gilt auch die Umkehrung.
Ist H homogen bezϋglich y, so kann man die Resultate von § 13 in
unseren Fall anwenden,.
:
indem man als B die Relation α6~ 0 annimmt.
Man beweist ferner, daβ jeder auflόsbare f-Ring stets nilpotent ist. Ein
regularer ^-Ring 91 mit Maximalbedingung fίir nilpotente Ideale besitzt
das grόsste nilpotente Ideal (Radikal) SJΪ und 9t/sJi ist halbeinfach, d. h.
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3I/sJί besitzt kein nilpotentes Ideal. 31 enthalt alle nilpotenten Links-
bzw. Rechtsideale von 31.
Man beweist f erner : Ein Rechtsideal eines regularen ^-Ring mit
Doppelkettensatz fίir Rechtsideale ist dann und nur dann nilpotent, wenn
er kein Idempotent enthalt.
Es sei 31 ein regularer ^-Ring, c ein Idempotent. Bezeichnet man
mit 3ΐ das Rechtsideal, das aus den Elementen x mit cx = 0 besteht,
so ist
31 ^  c 31 x 9i.
Gilt dabei das Gleichzeichen fur jedes c, so heisst 31 ein rechtsseitiger
Peircescher v-Ring. Ist 31 gleichzeitig rechtsseitiger und linksseitiger
Peircescher v-Ring, so heisst 31 ein Peircescher v-Rίng. Dann beweist
man :
In einem Peirceschen ^-Ring mit Einselement, der den Doppelketten-
satz fur Rechts- und Linksideale geniigt, sind die folgenden vier Begriffe
Equivalent: rechtsseitige vollstandige Reduzibilitat, linksseitige vollstan-
dige Reduzibilitat, zv/eiseitige vollstandige Reduzibilitat, Halbeinfachheit.
Die ideale Zerlegung eines vollstandig reduziblen Peirceschen v-Ringes
31, aufgefssst als ein System bezuglich V mit den Rechtsoperatorbereich
31, ist nichts anderes als die Zerlegung in das direkte Produkt der ein-
fachen Ideale. Daher ist ein einfacher ^-Ring 31 mit Einselement das
direkte Produkt
der zueinander operator isomorphen einfachen Rechtsideale et 31. Daher
erhalt man nach § 14 : Es sei 31 ein einfacher Peircescher τ;-Ring mit
Einselement, der dem Doppelkettensatz fίir Rechts- und Linksideate
geniigt. Ist 31 ein freies System bezuglich V, so ist 31 einem Matrizea-
system mit Koeffizienten aus einem ^-Kόrper K isomorph. Daher ist der
Rang von 3ί, als .K-lineares System, gleich einer Quadratzahl.
§ 16. Darstellungen durch Endomorphismen, In diesem Paragra-
phen nehmen wir an, dafi 3Jί ein A-System mit dem Verknupfungsbereich
Vyi ist, und daB das System der Endomorphismen von yjl auch ein A-
System 31* bildet. Dann ist 31* ein A*-System beziiglich V*, wo A* aus
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A, dem Assoziativgesetz und dem Distributivgesetz der Multiplikation
besteht. V* besteht aus Fund der Multiplikation. Besteht der Ver-
knίipfungsbereich V eines homogenen System SI aus den Folgeverknϋpfun-
gen von F*, so kann man ohne Beschrankung der Allgemeinheit annehmen,
daB V C F* ist. A sei das System der Folgegleichungen von A* die
durch V ausgedriickt werden, und SΓ sei das Restklassensystem von 81,
das man erhalt, wenn man A in SI voraussetzt. Dann ist die Darstellung
von SI in 3ί* nichts anderes als die von 31. Daher kann man annehmen,
daβ SI ein A~-System, V C F*, A~.C A*, ist.
Besitzt 2ίί das Rechtsoperatorbereich 31 und gelten dabei
(α α b) m — am a bm, (αb) m = a (bm )
fur a e F, α, b e A, m e M so heisst 2Jί ein (Rechts) darstellungssystem von
SI. Ordnet man jedem Element a den zugehδrigen Endomorphismus
m -* am zu, so erhalt man eine Darstellung von SI durch die Endomor-
phismen von SJJI. Ist umgekehrt eine Darstellung von SI durch die Endo-
morphismen von SJJI vorgegeben, so kann man annehmen, daβ SJJI ein
Darstellungssystem von SI ist.
Enthalt F das Vyyt, welches nicht leer ist, so ist Om fίir das Null-
element 0 von St stets ein Nullelement, welches auch mit 0 bezeichnet
wird. Denn
Om = (0 a 0) m = Om a Om.
Dann ist die Darstellung von Si einem Restklassensystem Si/33 isomorph,
wobei 93 aus den α mit am = 0 fiir alle m aus 2)ί besteht.
Ist η ein Automorphismus von 9DΪ, so erhalt man eine sogennante
aquivalente DarsteDung, wenn man einem Element a aus Sί den Endomor-
phismus m-» η-la,<ηm zuordnet. Wenn E == {mp m2 . . . } die Erzeugende
von TO sind, so gibt es ^-Funktionen aif so daB
timt — <*>i(miv . . . mlr).
//m , . . - . ' } sind natiirlich auch die Erzeugende von 2Fί. Ist
so beweist man leicht, daβ die beiden Funktionen α, und c&J1 fiir eine
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feste Erzeugende E aquivaίente Darstellung bestimmen.
Es sei nunmehr 5DΪ ein 7<f-lineares System
2JΪ = (Km, . . . Km
r
).
Wenn man die Erzeugende festsetzt, so wird der Endomorphismus von 2ft
durch Matrix in K eindeutig bestimmt. Also erhalt man eine Darstel
lung von §X durch Matrizen, wenn man einem Element α die Matrix (α
u
) :
anti = (a
έl m^ . . . α^mr), atj € K,
zuordnet. Sind
m/ = η m,, am4/ = (a// m/ . . . a?>'m/), a,/ € Ar,
so erweist man sich leicht
wo (*7< j) die durch ?; bestimmte Matrix bedeutet. Die beiden Darstellun-
gen durch Matrizen (α^), (α,/) heissen άhnlich. Die ahnlichen Darstellun-
gen durch Matrizen werden durch eine Darstellung durch Endomorphismen
mit zwei Erzeugenden E, Er oder durch aquivalente Darstellungen mit
einer festen Erzeugende bestimmt.
Wir sind nun in der Lage die Darstellungstheorie der Ringe wόrtlich
in unseren Fall zu ίibertragen, was wir jetzt auslassen mόchten.
(Eingegangen 8. Februar, 1949)

