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“All men dream: but not equally. Those who dream by night in the dusty recesses
of their minds wake in the day to find that it was vanity: but the dreamers of the
day are dangerous men, for they may act their dreams with open eyes, to make it
possible.”
Thomas Edward Lawrence
v

Abstract
During the sleep the brain generates different types of waves depending on the
brain stage. To characterise these brain states, the two structures exist: the
macrostructure and microstructure. The macrostructure is composed by five sleep
stages (designated by N3, N2, N1, REM, W) whose classification is based on the
present wave types. The microstructure is characterised by transitional states and
the Cyclic Alternating Pattern (CAP) is an example of it. CAP is a periodic
cerebral activity prevalent during NREM sleep-stage and composed by A-phases
(A1, A2 or A3) and B-phases.
The visual scoring of macro- and microstructure are important elements for the
diagnosis and prognosis of some diseases. Although this task of both is a time
consuming process, which demands automatic scoring.
This thesis proposes different classifications methods (discriminate classifiers, k-
NN and SVM) to detect automatically the sleep stages and A-phases. The classi-
fiers are validated with a dataset that comprise 30 patients. For sleep stages the
better model is SVM which obtained an accuracy off 72%, the sensitivities for the
each sleep stage are 62%, 54%, 73%, 83% and 69% for W, N1, N2, N3 and REM
stages. Regarding the CAP staging the best classifier method is also SVM with an
accuracy of 71%, the sensitivities are 76%, 58%, 44% and 24% for B, A1, A2 and
A3, respectively. The prediction of A-phases with the SVM yield the best results
to date.

Resumo
Durante o sono o ce´rebro gera diferentes tipos de ondas, dependo do estado em
que se encontra. Para caracterizar estes estados cerebrais existem duas estruturas:
a macroestrutura e microestrutura. A macroestrutura e´ composta por cinco difer-
entes estados de sono (designados por N3, N2, N1, REM, W), cuja classificac¸a˜o e´
baseada de acordo com o tipo de onda gerado. A microestrutura e´ caracterizada
por estados transicionais, sendo um exemplo o Padra˜o C´ıclico Alternante (CAP).
O CAP e´ uma actividade cerebral perio´dica prevalente durando o estado de sono
NREM e composto por fases A (A1, A2 e A3) e fases B.
O estadiamento visual da macro e microestrutura sa˜o importante para o di-
agno´stico e progno´stico de algumas doenc¸as. Contudo, esta tarefa e´ um processo
bastante demorado para ambas as estruturas, o que gera uma necessidade de um
estadiamento automa´tico.
Esta tese propo˜es diferentes me´todos de classificac¸a˜o (classificadores discrimi-
nantes, k-NN e SVM) para detectar automaticamente os diferentes estados de
sono e as fases A. Estes classificadores sa˜o validados com uma amostra composta
por 30 pacientes. Para os estados de sono o melhor modelo e´ o SVM que obte´m
uma taxa de sucesso de 72% e de sensibilidades para cada estado de sono W, N1,
N2, N3 e REM de 62%, 54%, 73%, 83% e 69%, respectivamente. Quanto ao esta-
diamento do CAP o melhor me´todo de classificac¸a˜o e´ tambe´m o SVM com uma
taxa de sucesso de 71% e sensibilidades de 76%, 58%, 44% e 24% para as fases B,
A1, A2 e A3. As sensibilidades obtidas por este u´ltimo me´todo sa˜o muito acima
das encontradas na literatura ate´ a` data.
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Introduction
1.1 Contextualisation
The quality of sleep has a great importance for a good cerebral activity. During
sleep process the brain passes through different states that generate different types
of brain waves. To organise the sleep two structures emerged: the macrostructure
and microstructure. On the one hand, the sleep macrostructure describes the
temporal organisation of sleep based on discrete levels that are related with the
sleep deepness. On the other hand, sleep microstructure describes the transient
and phasic events in the electrical activity of the brain [1–4].
Some macrostructure sleep-states of macrostructure are related to the neurotoxic
waste remotion, the maintenance and creation of synapses (which has a creation
impact on cognitive performance). Besides, many sleep disorders, that affect nor-
mal physical, mental, social and emotional functioning are detected analysing the
brain stages during the sleep [1]. The microstructure can also provide complemen-
tary information of clinical importance. An important example of a microstruc-
ture phasic event is the Cyclic Alternating Pattern, whose rate has been found
to be related with some pathologies and, in some cases, useful for the diagno-
sis and treatment of a disease. For instance, high rates are present in individuals
with obstructive sleep apnea syndrome, the upper airway resistance syndrome and
epilepsy [5, 6].
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1.2 Motivation
About 150 million people worldwide are currently suffering from sleep problems. [1].
Sleep macrostructure and microstructure analysis are, nowadays, used as a diag-
nosis and prognostic tool. Besides, the visual scoring of sleep stages and micro-
events is an exhaustive and time consuming process. In the last few years, the
interest in automatic sleep staging as well as micro-events have been growing. As
a consequence, a lot of models with different methodologies have been developed.
Although, the performance of automatic staging it is not satisfactory enough to
replace the visual scoring. In this thesis it is proposed a methodology based on
some classification algorithms to both macro- and microstructure staging. At the
end our methodology is compared with other algorithms present in literature.
1.3 Objectives
• Analysis of the existing algorithms for scoring the sleep stages and detect
CAP sequences.
• Development of a bi-level algorithm for scoring sleep stages and CAP se-
quences.
Chapter 2
Background Concepts
In 1935, Alfred Loomis, discovered that sleep is not a continuous process, but has
different depths that are related to brain waves [7, 8]. The brain waves in deep
sleep are characterised by low frequencies (slow waves), whereas light sleep is more
affiliated with high frequency waves (fast waves). Different studies along with dif-
ferent sleep classification methods, using different signals, have emerged since [9–
11]. In 1968, a group of sleep researchers under the chairmanship of Rechtschaffen
and Kales (R&K) developed the first standardised criteria for sleep staging [12]
in healthy adult subjects, using polysomnography (PSG). The PSG uses the en-
cephalogram (EEG), electromyogram (EMG), electrooculography (EOG) and elec-
trocardiogram (ECG) to measure the brain, muscle, ocular and cardiac activity.
These are the used metrics to divide the sleep into two main stages: Non-Rapid
Eyes Movements (NREM) and Rapid Eye Movement (REM). Within NREM four
possible stages were defined, namely: NREM1, NREM2 NREM3 and NREM4
from the lighter to the deepest sleep stage. These rules assign a sleep stage for
each 30 seconds of the study. Nevertheless, within 30 seconds scored as stage X
there can be a few seconds which are not characteristic of X but of the stage Y.
These transitions within a stage are designated by micro-events and might pro-
vide important physiologic and pathologic information. One of this transitions are
arousals, which basically are waves of awake stage within a sleep stage, but with
a duration inferior to 15 seconds. The first definition and set of rules to detect an
arousal was proposed by the American Sleep Disorders Association (ASDA) [13] in
1992. Different micro-events events were detected since 1968 which are not present
in R&K manual, besides, it existed some disagreement about the four sleep stages
within NREM due the resemblance between NREM3 and NREM4. Thus, a new
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scoring system [14] came out in 2007, proposed by the American Academy of Sleep
Medicine (AASM), presenting new sleep scoring rules and considering the micro-
events (events whose duration is inferior to 30 seconds within a sleep stage). In
this manual only three NREM stages are considered (due the similarity between
NREM3 and NREM4 they are joined) designed by N1, N2 and N3. This thesis fo-
cus only in EEG which will be explained below, as well as its patterns and related
sleep stages and micro-events.
2.1 EEG
The number of neurons in brain is of the order of 1011. Each neuron can be
connected to 100000 other neurons, which are organised in a highly interconnected
network [15].
To measure the neural activity electrodes are placed over the scalp, the standard
disposition is shown in Figure 2.1 along with the electrodes names, which will be
used in this thesis. The signal acquired corresponds to the electrical difference
between the electrode and a fixed reference, and is also designated by monopolar
signal (channel).
Figure 2.1: The international 10−20 disposition of electrodes placed over the
scalp (Adapted from: [15])
The difference between two monopolar channels is called bipolar signal (or chan-
nel). The difference is less susceptible to artefacts, since the bipolar processing
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can remove mutual interferences on two adjacent electrodes, for instance, EOG
or EMG artefacts. Besides, it provides a better spatial resolution compared to
monopolar signals since it might reduce the volume conduction [16].
Yet, at any given instant, multiple neurons are activated, so each electrode mea-
sures a sum of the electrical currents that are being generated near it. The major
drawback of scalp EEG is the attenuation effects of bones and tissues. This effect
can be simulated by an low-pass filter with a determined cut-off frequency.
This measurement technique have been widely used for the diagnosis and treatment
of several diseases, like epilepsy, since it gives the brain functioning state. It have
been also used to study the different stages of brain during sleep.
Each sleep stage is characterised by a specific EEG pattern and some physiological
changes like heart rate, muscle tone or breathing rate.
To score the macro and microstructure the recommended EEG monopolar channels
are F4−A1, C4−A1 and O2−A1, in the case of any of this channels is not available
the alternatives derivations are Fz − Cz, Cz − Oz and C4 − A1 (the configuration
can be seen in Figure 2.1). Some sleep elements identify the sleep stages and
micro events, and are used in the course of these thesis 1 It is also important
to define that the brain waveforms can be subdivided into bandwidths known
as delta (δ = 1 − 4 Hz), theta (θ = 4 − 8 Hz), alpha (α = 8 − 13 Hz), sigma
(σ = 13 − 16 Hz) and beta (β = 16 − 35 Hz), which along this thesis, will be
designated by conventional frequency bands [17].
2.2 Sleep macrostructure
Sleep scoring is performed considering sequential epochs of 30 seconds (since the
start of the study). For each epoch, a stage is assigned and in case of two or
more stages coexist in the same epoch, the stage present in the majority prevails.
According to the latest sleep-staging rules the possible sleep stages are REM, N1,
N2, N3 and, if the subject is awake, the corresponding stage is assigned the letter
W (Wakefulness).
An example of brain waves for each sleep stage is represented in Figure 2.2.
1to facilitate the reading they are described along the thesis but also in Appendix B.
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Figure 2.2: Examples of the characteristic brain waves for each sleep stage
according to [14] scoring rules. (Adapted from: [18])
2.2.1 Wakefulness (W)
The physiology activity, in this stage, is the standard for an awakened person.
Analysing the EEG, the W stage is identified when more than 50% of the epoch
has alpha rhythms (trains of sinusoidal 8−13 Hz activity recorded over the occipital
region with the eyes closed, attenuating with opening of the eyes) over occipital
region. If there is no alpha rhythm but instead eye blinking, or if high muscle tone
is detected, the epoch is also considered a W stage [14].
2.2.2 NREM stage 1 (N1)
Usually, in the absence of any pathology, when a person starts to sleep the first
stage is N1. The alpha rhythm present in W state is attenuated and replaced
by low amplitude and mixed frequency activity for more than 50% of the epoch.
However, some individuals do not generate alpha rhythms. In this case, an epoch
is assigned as N1 if most of frequencies present are in the range of 4− 7 Hz with
slowing of background frequencies by more than 1 Hz, or if vertex sharp waves
(sharply contoured waves with duration less than 0.5 seconds maximal over the
central region and distinguishable from the background activity), or/and slow eye
movement are present.
The normal duration of this stage is 1−7 minutes in the initial cycle, constituting
2 − 5% of total sleep. This stage is highly sensitivity to noise, which means that
is easy to waken a person in this sleep stage.
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Physiologic changes take place in this stage, the breathing becomes slow and even,
heartbeat becomes regular, blood pressure falls, and blood flow to the brain re-
duces [14].
2.2.3 NREM stage 2 (N2)
In this stage the low frequencies gain relevance, although the delta activity should
be present in less that 20% of the epoch. An epoch is considered a N2 if at
least one K-complexes or sleep spindles unassociated with the arousals (i.e. a
sudden frequency shifts toward faster rhythms) appear in it. The K-complex is a
well-delineated negative sharp wave immediately followed by a positive component
standing out from background EEG, with total duration > 0.5 seconds, usually
maximal in amplitude when recorded using frontal derivations. The sleep spindle
is a train of distinct waves with frequency 11−16 Hz (most commonly 12−14 Hz)
with a duration > 0.5 seconds, usually with a maximal in amplitude using central
derivations. Figure 2.3 showns these two sleep elements [14].
Figure 2.3: Example of a K-complex followed by a sleep spindle (Adapted
from: [19])
After an epoch is scored as N2 the following epochs will also be classified as N2
unless two situations occur: when is a transition to other sleep stages (W, N2 or
REM) or if an arousal not proceed by a K-complex or sleep-spindle appear, in the
latter sleep stage changes to N1. This stage can occupy between 45− 55% of the
total sleep episode. An individual in N2 requires more intense stimuli than in N1
to awaken [14].
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2.2.4 NREM stage 3 (N3)
This is the most deep sleep stage, and is characterised by high-amplitude slow
waves. For an epoch to be scored as N3, the slow wave activity must occupy more
than 20% of the epoch. The sleep spindles can also be present in this stage, yet
the same is not applied for eye movement which is not typically seen during this
stage [14].
2.2.5 REM
In REM sleep the cerebral activity suddenly becomes much more active. REM
sleep is distinguishable from NREM sleep by changes in physiological states, in-
cluding rapid eye movements. In the absence of any pathology, the entrance in
this stage leads to an increase of blood pressure, the breathing becomes irregular
oxygen consumption increase and the muscle groups including submental muscles
(muscles of chin and neck) have no activity.
The EEG waves observed have low amplitude and are irregular, i.e. they have
mixed frequencies. In EMG the amplitude is low due to muscle paralysis, and in
EOG the rapid eye movements could be detected. This last event is the one that
most characterises this stage.
An epoch should be scored as a stage REM sleep, even in the absence of rapid eye
movements, for epochs following one or more epochs of sleep stage, if the EEG
continues to show low amplitude, mixed frequency activity without K-complexes
or sleep spindles and the chin EMG tone remains low [14].
2.3 Sleep microsctruture
The term microstructure refers to EEG features below the time dimension of the
conventional 20–30 seconds scoring epoch. The first microstructure defined and
proved to be related with some pathological conditions was the arousal.
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2.3.1 Arousal
The arousals are transient and generally do not result in behavioural awakening,
reoccurring in some conditions as often as once per minute. They are defined
as “an abrupt shift in EEG frequency, which may include theta, alpha and/or
frequencies greater than 16 Hz but not spindle” [14]. This event must last at least
three seconds preceded by ten seconds of stable sleep, the maximum duration of
an arousal is 15 seconds.
The arousal origin can be extern or intern and can be associated with unstable
sleep conditions [20]. Spontaneous arousals are an intrinsic component of phys-
iological sleep and it can be a measure of the sleep quality [21]. Arousal and
awakings are responsible for sleep fragmentation, and the sleep fragmentation is
correlated with an increase in daytime sleepiness, in some extreme cases a night
with high sleep fragmentation or sleep depravation cause similar effects in the
daytime sleepiness [20, 22].
The arousals are associated with activation of neurovegetative functions (heart
rate, blood pressure), and it was noticed that phasic slow wave activities during
NREM (in particular K-complexes and delta bursts) also have an increase of neu-
rovegetative functions which can trigger muscle activity [23]. However, in spite
of their ascertained arousal-equivalent role, the rules proposed by ASSM [14] do
not contemplate the K-complexes and delta bursts as arousal elements if it is not
preceded by a frequency shift.
The K-complex is considered an elementary expression of arousal during sleep. It
is a spontaneous marker of NREM sleep, specially of stage N2, but it also may
be triggered by sensory stimulation. Neurophysiological evidence indicates that
all types of K-complexes are accompanied by an increase of sympathetic activity,
consequently they are considered as momentary arousals. However, it has been
demonstrated that alpha arousals lead to significantly different increases in systolic
and diastolic blood pressure than K-complexes, which means that all arousal events
are different in terms of strength and duration [24].
The cellular behaviour underlying K-complexes are similar to the ones that char-
acterise vertex waves. The only difference is that the two phenomena occur at
different stages of the sleep process. The isolated appearance of vertex potentials
during early sleep stages coincide with the onset of the slow oscillation, and with
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the relatively lower synchronisation of the cortical network. As the network be-
comes more and more synchronised, and the slow oscillation spreads coherently
over larger territories, vertex potentials become ampler and are recognised as K-
complexes [25].
2.3.2 Cyclic alternating patterns
Cyclic alternating patterns (CAP) was first detected in patients in comatose [26]
and it was used for diagnosis and prognostic of this disorder. A CAP sequence
is composed by a succession of CAP cycles each with two elements: an A and B-
phase. The A-phases in lighter stages of comas are closely related to hyperventila-
tion and increase of pulse rate and can be associated with greater muscle activity,
restless and cerebral spinal fluid. In contrast, automic and muscles activities are
attenuated during the B-phases. Subsequent investigations discover that CAP is
a physiologic component of NREM sleep stages, and do not occur, under nor-
mal conditions, in REM. Some pathological conditions generate CAP sequences
in REM, therefore it can be used as a prognostic of such diseases.
CAP tends to appear associated to some dynamic events of sleep like sleep changes
stages, falling asleep and arousal without waking [27].
2.3.2.1 Definition
In 2001, a group of researchers met and wrote down the CAP definition and
the rules to score this event. CAP was defined as a periodic EEG activity of
NREM sleep characterised by sequences of transient electrocortical events, that are
distinct from background EEG activity and reoccur at up to 1 minute intervals [28].
The A-phase of CAP is a transient phenomena translated by an increase ampli-
tude and/or frequency which is clearly distinguishable from background activity.
This phase is related to a brain activation including cortical arousal and, for this
reason, it is a potential trigger of somatomotor activities. B-phase is the back-
ground activity, thus is an EEG indicator of rebound deactivation, which induces
somatomotor inhibition and becomes a potential limiting factor for the duration
of any body movement during the NREM sleep periods. Each phase could have a
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duration between 2 and 60 seconds. The mean duration, in young adults, of CAP
sequences is two and half minutes, which contains in average six CAP cycles [29].
A B-phase finishes when an A-phase starts. If an A-phase is not preceded and
succeeded for a A-phase in 60 seconds, it is called an isolated A-phase and does
not belong to a CAP cycle. All CAP sequences have at least two consecutive CAP
cycles, thus three or more consecutive A-phases are required.
An A-phase can be composed by high-voltage slow waves which are manifesta-
tions of EEG synchrony and/or low-amplitude fast rhythms are evidence the EEG
desynchrony.
Depending on the percentage of each waves types present in the transition epoch,
the A-phase is classified into different subtypes (details in Appendix B):
Figure 2.4: Example of the different subtypes of A-phases and their re-
spectively spectrogram computed for the bipolar derivation F4-C4. (Adapted
from: [29])
• Subtype A1: It is composed by high-voltage slow waves. This subtype
can be classified by an increase in amplitude of at least 1/3 of the normal
background activity. The synchronized EEG pattern must occupy more than
80% of the epoch classified as A1. Normally this event is originated in the
frontal region.
Micro events: Delta bursts, K-complex sequences
• Subtype A2: This subtype has elements from subtypes A1 and A3 so, it
is composed by a mixture of fast and slow rhythms. The elements from the
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subtype A1, which mean high-voltage slow waves, must occupy more than
50% of the length of an entire A-phase.
Micro events: polyphasic bursts
• Subtype A3: The rapid low voltage rhythms prevails in this subtypes, it
exists an increase in frequency compared to the background. This event is
generated in occipital region.
Micro events: K-alpha, EEG arousals and polyphasic bursts.
Note: A movement artefact within the CAP sequence is also classified as
subtype A3.
Observing Figure 2.4 the maximum frequency for all subtypes are within the delta
band, although A1 is the one which registered the high value and having the
smooth spectral tail. In others subtypes the spectral tail is more thick, conse-
quently the low and high frequencies have almost the same presence. The A3 have
also a maximum, in alpha band, which almost reaches the one present in delta
band, which is characteristic of an arousal.
2.3.2.2 Macrostructure and CAP relationship
The NREM portion of the sleep cycle starts with a slow descending branch sloping
from the more superficial to the deeper NREM stages. It then continues with a
central trough, that represents the deepest stages of the sleep cycle, and ends with
a rapid reverse ascending branch, expressed by the more superficial NREM stages
that precede REM sleep. Accordingly, the NREM sleep architecture delineates
a continuous pattern of build-up (descending branch), maintenance (trough) and
resolution (ascending branch) of EEG synchrony. A detailed investigation has
ascertained that the spontaneous EEG fluctuations centered on the 20−40 seconds
periodicity of CAP are implicated in the subtle mechanisms that regulate the
production and attenuation of slow-wave activities during sleep. In particular,
there is evidence that the different components of CAP have a sculpturing effect
on the profile of the sleep cycle. The regular EEG oscillations that proceed the
transition from light sleep to deep stable sleep are basically expressed by the A1
subtypes. Within the sleep cycle, 90% of the A-phases detected in the descending
branches and 92% of the A phases are detected in the troughs are subtypes A1,
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while 64% of the A-phases identified in the ascending branches are subtypes A2
(45%) or A3 (19%) [30].
CAP is the EEG translation of unstable sleep which coordinates responses in
disparate brain regions and follow the dynamic evolution of the sleep process such
as falling asleep, stage shifts, NREM/REM transition and intra sleep awakenings,
which are the crucial point for the motor events generation during sleep. The
absence of CAP, for more that 60 seconds, is scored as non-CAP and reflects a
condition of stable consolidated sleep in which body movement has less chance to
appear, due to the overall multi-system stability [4].
These findings indicate that both slow and rapid EEG activating complexes are
involved in the structural organisation of sleep.
2.3.2.3 Epilepsy, Sleep and CAP
In 2005 a task force of the International League Against Epilepsy (ILAE) for-
mulated conceptual definitions of epileptic seizure and epilepsy [31]. It defined
epileptic seizure as a transient occurrence of signs and/or symptoms due to ab-
normal excessive or synchronous neuronal activity in the brain, and epilepsy as
a disorder of the brain characterised by an enduring predisposition to generate
epileptic seizures, and by the neurobiological, cognitive, psychological, and social
consequences of this condition. The definition of epilepsy requires the occurrence
of at least one epileptic seizure.
The epileptic seizures occur because of the malfunctioning of the electrophysiolog-
ical system of the brain where the normal neuronal network abruptly turns into
a hyper-excitable state causing sudden excessive electrical discharge in a group of
brain cells (i.e. neurons). Instead of controlled electrical discharges, there is an
abrupt and huge surge of energy by the brain cells causing the epileptic seizures.
Involvement of cerebral cortex neurons may leads to abnormalities of motor func-
tions causing jerky spasms of muscles and joints [5].
The human knowledge regarding the functioning of the brain is still insufficient to
understand the mechanisms behind epilepsy, but it is known that some biological
factors, like the biological clocks, influences the development of seizures. The hu-
man body is regulated by several rhythms that exert control on behavioural and
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physiological processes. Some of these rhythms which influence the seizures devel-
opment are in some types epilepsies related with the sleep-wake process, sleep-cycle
or CAP [32]. These three processes are related with some types of epilepsy, like the
nocturnal frontal lobe epilepsy (NFLE) [33]. NFLE is primarily characterised by
seizures occurring exclusively or predominantly during sleep. Patients often com-
plain of nocturnal sleep discontinuity and some of them report either difficulty in
waking, morning tiredness or excessive daytime sleepiness [6]. Nocturnal attacks
are more numerous during non-REM sleep, while their occurrence during REM
sleep is quite rare. These findings indicate that non-REM sleep is likely endowed
with particular facilitatory properties. During NREM sleep, cerebral electrogen-
esis tends towards a synchronised functional activity that facilitates the neuronal
discharges and the spreading mechanisms of the EEG paroxysmal abnormalities.
Physiological desynchronisation of cerebral rhythms operating during REM sleep
is responsible for an inhibitory action on the occurrence of epileptic discharges and
for the more restricted spatial distribution [4, 33].
Figure 2.5: CAP before epilepsy (Adapted from: [4])
The number of spikes, in NREM, is significantly higher during CAP than dur-
ing non-CAP. This enhancement is due to the activating properties of A-phase
(mainly subtypes A1, around 82%), while B-phase exerts a powerful and prolonged
inhibitory action [4]. A1-phase is the most synchronous of the A-phases, therefore
it has characteristics which are propitious for the development of seizures.
Seizures cannot be regarded in isolation but require a process of changes in brain
dynamics that starts long before its manifestation. Analysis of preictal synchroni-
sations indicates that epileptic seizures do not occur in a behavioral vacuum, but
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depends on the functioning of the brain before the seizure occurs. The preictal
period may reflect a state of increased susceptibility for pathologic synchronisa-
tion, which acts as a route to the seizure. In patients with NFLE, major episodes
lasting between ten and 60 seconds are preceded by a prolonged CAP sequence
which reflects a condition of sustained arousal instability. An example of a seizure
and the EEG that preceded it is shown in Figure 2.5, where it can be seen a high
rate of A-phases before the seizure occurs. A powerful activating effect of CAP-
related events has been described also for interictal epileptic discharges in A-phase
(1.71 spikes/min) than in phase B (0.74 spikes/min). This study also reveals an
intermediate activating effect of NCAP (1.18 spikes/min) between phase A- and
phase B [32].
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Automatic sleep staging
algorithms
All methodologies for automatic sleep staging share general steps, like feature
extraction, feature selection, classification and performance evaluation, a briefly
description of each is provided in this chapter.
At first the signals are filtered to remove undesired frequencies which are normally
associated with muscular and ocular artefacts. The common practice is to filter
the signal between 1− 35 Hz. A band-pass filter can be also applied to the EEG
signal to generate the signal corresponding to one of the conventional frequency
bands.
A sliding window is applied to the filtered signal(s), with a determined length and
step, dividing the signal into portions with equal length. If the value of step is less
than the window length, two or more consecutive windows will share a fraction of
EEG, while if it is equal or higher than the window length the data contained in
consecutive windows will be completely different (non-overlapping).
After, several transformations can be applied to each signal segment and the result
will be a measures, designated as features. Features have a different type of signal
information, that originally was not available, or, at least, not in an explicit way.
Finally, a classification method is used to assigned a class to each segment. Super-
vised classifiers assign a class based on a model built on prior knowledge about the
relationship between features and the class labels. Classifiers developed without
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any prior information about the relation between the features and the class label
are unsupervised classifier.
Different classification algorithms have been widely used in different scientific ar-
eas, and they have a good performance. Some examples are artificial neural net-
works, support sector machines, discriminant analysis, K-nearest neighbors, among
others. To evaluate the algorithm some performance measures like sensitivity,
specificity and accuracy might be computed.
Different automatic classification algorithms have been emerging in the past years.
Some of the most important ones will be presented in this Chapter.
3.1 Automatic macrostructure staging
Doroshenkov et. al [34] proposed an automated system for the classification of
sleep stages based on Hidden Markov Model [35] using two bipolar EEG channels
(Fpz-Cz and Pz-Oz). An amplitude feature is calculated for a non-overlapping
window of 30 seconds for alpha, beta, theta and delta frequency-band signals. The
highest accuracy is obtained for the REM stage with more than 86% of accuracy.
However, N1 has a low accuracy of 5%. With this method N1 stage is incorrectly
classified as N2 or REM, 48% and 47% of the times, respectively.
Artificial neural networks (ANN) [36] have been broadly used in automatic stag-
ing. Schaltenbrand et al [37] uses three polisomnogram signals: EEG (C4-A1),
EOG and EMG to build a model for automatic sleep classification. In this study
the signals are segmented into epochs of two seconds and frequency features are
extracted. The classification system use a ANN trained with the back-propagation
algorithm, which obtained a sensitivity superior to 80% in all stages except for W
and N1 which have a sensitivity of 70% and 53% respectively. Oropesa et al [38]
also uses ANN for sleep classification. From the channel C3 a wavelet decom-
position [39] is performed to obtain the the conventional frequency-bands. Each
signal is subdivided into epochs of 30 seconds and power and energy features are
extracted. In total, 13 features are considered as the input to the neural network
with three a layers and trained using the Levenberg-Marquardt algorithm. Al-
though, they only used two patients in this method and, due the lower number
of N3, the ANN is only trained to classify the W, REM N1 and N2. The overall
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accuracy obtained for the training and test is 98% and 77% respectively. The N1
is the stage with more misclassified epochs, having an agreement around 20%.
Fraiwan et al [40] uses a single EEG bipolar channel (C3-A2 or Fpz-Cz) decom-
posed in the conventional frequency-bands using wavelets. The different features
are computed for each 30-seconds epochs. The classification system used is the
Linear Discriminant Analysis (LDA) [41] which obtains accuracies around 80%
for all stages except for stage N1, that reaches an accuracy of 70% (mostly of
the misclassification of this stage yields REM). Helland et al [42] also proposed
a method based on LDA method but only for the stages W, N2, N3 and REM.
For the monopolar channel C4-A1 the power for conventional frequency-bands and
also the relative power between frequency bands are computed. The respiratory,
EMG and ECG signals are also considered. For respiratory and EMG the mean,
standard derivation, median, and root mean square standard deviation are com-
puted. For ECG the heart rate variability parameters are computed. The features
are extracted for signal windows of three minutes. With these set of features the
accuracies obtained for each sleep stages are superior to 80%.
Gu¨nes¸ et al [43] proposed a model for sleep staging based on k-means clustering [44]
based feature weighting (KMCFW) combined with k-nearest neighbors (k-NN) [45]
or with a decision tree classifier [46]. At first, the signal is segmented in epochs of
30 seconds and for each the spectral features are extracted. From the 129 features
collected four are selected based on statistical measures. A space transformation
based on KMCFW is applied to the data. Afterwards a classification algorithm
is applied, k-NN or a decision tree classifier (developed with the C4.5 algorithm)
is applied. If the four features are not submitted to the KMCFW transformation
the best result for the total accuracy with this method is 56%, for k = 40, whereas
with the transformation the best accuracy is 82%, for k = 30. With KMCFW and
k-NN most of stages have a sensitivity superior to 80%. The same do not applies
to N1 and N3 whose sensitivities are 7% and 65%, respectively. The results for
the decision tree are inferior to the ones obtained with k-NN.
Another method based on k-NN was proposed by Phan et al [47], which classifies
4-classes of sleep: W, N1/REM, N2 and N3. Due to the similarity between REM
and N1 they are grouped. Statistical, frequency and amplitude related features are
computed for each non-overlapping window of 30 seconds. The overall accuracy
for this 4-class model is 94%, the stage better classified is the W with an accuracy
of 98% and the poorly classified ones are the N1/REM with 76%.
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Liang et al [48], for example uses a decision tree with EEG, EMG and EOG signals
for sleep stage classification. Twelve frequency related features are extracted from
EOG EMG and EEG signals. This method presents an overall accuracy of 87%,
but N1 only has an accuracy of 35%.
Another model was proposed by Han et al [49] using fuzzy logic [50] to classify
sleep stages. In this analysis a single monopolar channel, C3-A2, is used and the
relative powers for each conventional frequency bands are computed. In total five
features are extracted and considered as the inputs for a Mamdani-type fuzzy
classifier in combination with a genetic algorithm. The accuracy of the method
is 85% with an accuracy to detect N1 of 80% for all the four subjects studied.
Although presenting a good result for N1, only four patients were used in this
study. D. A´lverez-Este´vez et al [51] also used a fuzzy inference system of the
Mamdani type to construct a classification model. In this models two centrals
EEG derivations are used, C2-A2 and C4-A1 as well as EMG and EOG signals
from both EOG electrodes. From the five signals amplitude and energy features
are extracted with a moving window os 3-second and 1-second of length and step,
respectively. Afterwards, the features extracted are combined resulting in five
final features which are used in classification step in the fuzzy classification. The
average accuracy, sensitivity and specificity for six patients are 95%, 95% and 95%,
respectively.
Support Vector Machine [52] (SVM) has been widely used for sleep classification.
For instance, Lajnef et al [53] uses a SVM method in a multichannel analysis.
Their main methodology involves feature extraction using linear and non-linear
time measures for all monopolar channels (C3, Cz, EOG1, EOG2 and EMG),
and frequency features only for EEG channels. In total, 102 features are used
related to amplitude, energy and frequency. The features are submitted to an
statistical, t-test, to compare the mean of each feature across all pairs among the
five stages, and he top 32 features are selected. They reach a mean accuracy of
92% and once again the stage with lower performance is in N1, with a 93%, 41%
and 87% for specificity, sensitivity and accuracy. Also, Koley et al [54], used SVM
for a automatic staging using only one EEG channel. In this method two types of
features, amplitude and frequency, are used. A total of 21 features are computed
for the C4-A1 channel. The reported results give a accuracy of 96% respectively.
No disrepancy for the performance values between the sleep stages are reported
by the authors.
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Sotelo et al [55] proposed a method based on J-means clustering [56] where the
features used are based on entropy. In this paper the set of features is also used
for a neural network classification, and an adequate accuracy in N3 and N2, sim-
ilar in W, is reported. Overall, the results using a neural network and J-means,
achieves an accuracy of 80%. Also, the paper evaluates the accuracy of the method
in patients from an another database, consequently the neural network shows a
significantly drop of performance, while J-means maintains it. Therefore the un-
supervised algorithms are promising methodologies for automatic scoring of sleep
stages. The methods described in this this section are summarised in Table 3.2
along with the overall performance and individual sensitivities.
3.2 Automatic CAP scoring algorithms
Barcaro et al [57] proposed a simple methodology to detect A-phases. The Macro-
Micro-Structure Descriptor (MMSD), described in more detail in section 4.2.3.1 is
computed, for the conventional frequency bands. They developed a rule imposing
two thresholds values, called: the existence and length thresholds. The segments of
MMSD with amplitudes greater than the length threshold, and at least one of the
values greater than the existence threshold, are considered as possible A-phases.
An example is shown in Figure 3.1 where it can be noticed that some values above
the length threshold are not considered as A-phase because the sequence of values
above the the length threshold do not include any element above the existence
threshold.
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Figure 3.1: Example of the model used to classify the A-phases based on two
threshold values with MMSD. The A-phases candidates are represented by the
vertical red lines. Both coloured bullets, green and red points, represent the
points above the length and existence threshold respectively within an A-phase
candidate.
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Barcaro et al proposed different combinations of the MMSD features to detected
the A-phases subtypes. In a paper published in 1998 [57] all the bands are used
for the detection when the rule mentioned before is satisfied for at least one of the
bands. A different frequency-band combination was proposed in 2010 [58] here,
an A-phase is only detected when the rule is satisfied in the delta or/and theta
MMSD signals. Additionally, if the rule is also satisfied, at least, in one of the
other MMSD signals (α, σ and β bands) the A-phase candidate is considered an
A2/A3, otherwise it as considered an A1-phase. The reported results for correct-
ness, specificity and sensitivity are 77% , 90% and 84%, respectively. Without
discrimination between A-phases sub-types the performance values are 79%, 81%
and 81% respectively. Lastly, in 2004 [59] if the rule is satisfied for the theta,
sigma and beta bands it is considered an A2 or A3. If existence threshold are only
crossed on MMSD in the delta band, the subtype is considered A1. If the time
distance between two subtypes is less than 1.5 seconds they are joined. The re-
ported correctness for the methodology is 83.5% for A-phase detection and 73.7%
to distinguish between subtypes.
A proposed model explaining the origin of the EEG collected at the scalp level
is outlined by Rosa et al [60]. It simulates activity based on excitatory and in-
hibitory neural populations interacting with each other and this can be modelled
as feedback loops. A schematic representation of this is shown in Figure 3.2. The
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Figure 3.2: EEG Generation Model by feedback loops
model include several rhythms generators corresponding to the feedback loops.
Each loop is composed by a bandpass filter with the same spectral characteristics
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of the EEG rhythms and a loop gain modelling the global effect of the underlying
excitatory and inhibitory neuronal populations. The input of the system is a com-
bination of a white noise input (wni), modelling the tonic or background activity,
and a random pulse input (imp), representing the afferent sensory stimuli, which
corresponds to most of the phasic activity (the reared events). The input is pro-
cessed by the different rhythms giving origin to cortical EEG1. The model can be
inverted and from the EEG the reared impulses and the background activity can
be estimated. This methodology was used to detect K-complexes [61] and vertex
waves, where a true detection rate for all sleep stages of 89% is obtained. However
the number of false positives is 49%. Also is was used to detect CAP sequences,
by considering four rhythms generators which correspond to the frequency bands
(δ, α, θ and σ) [62]. The results presented for this analysis are: a mean correctness
of 90%, CAP detectability mean of 95% and a mean sensitivity of 90% [60].
A method based on wavelets and genetic algorithm tuning was proposed by R.
Largo [63] to identify the A-phases independently of the subtype. Basically, the
signal is decomposed in five different frequency bands, using the wavelets proce-
dure, and for each one the MMSD is computed. The detection of the starts and
end points of each A-phase is made, by combining and comparing the MMSD of
each band a against threshold. The accuracy reported is 79%.
Stam and van Dijk [64] published a study which defines the synchronization like-
lihood (SL) between two channels and proposed a method to calculate this value.
Synchrony was defined as a measure of the dynamical interdependencies between
two channels. At first they proved that this measure is useful for epilepsy seizure
prediction. Later, it was applied for A1 detection [65], where the signal is fil-
tered between the frequencies 0.25− 2.5 Hz. Afterwards the SL for each possible
combination of channels is computed. They concluded that the levels of SL in
the frequency range of 0.25–2.5 Hz during sleep have significant fluctuations de-
pending on the appearance of CAP. The subtype A1 appears to be related with
a increase in SL, and the difference is more significant in N2. After, this feature
was applied to distinguish between A1-phase and B-phase in sleep stage N2 with
good results are obtained [66]. However in the other stages this feature did not
provide a proper performance to differentiate between A1 and the background or
to identify the others subtypes [65, 66].
1or intracranial EEG
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In 2012, a method for detecting A-phase using SVM and other classifiers was
implemented [67]. The model aimed the A-phase detection, without subtypes
discrimination, and it used seven features. The features included the MMSD
for the five frequency-bands, but instead of the absolute signal amplitude the
amplitude squared is considered. The others two features are the Hjorth activity,
which is the variance of the delta band for a window of three seconds and the EEG
variance for each second. In addition to SVM other classifiers are considered: LDA,
SVM, Adaboost [68] and ANN. The reported results are shown in Table 3.1
Table 3.1: Performance results for different classification methods for A phase
detection
method Sensitivity (%) Specificity (%) Accuracy (%)
Linear Discriminant 72.5± 10.9 86.6± 6.3 84.9± 4.9
SVM 70.1± 8.6 84.0± 11.1 81.9± 7.8
Adaboost 68.5± 6.7 79.3± 9.4 79.4± 5.5
Neural Network 72.9± 7.5 82.3± 7.1 81.5± 6.4
Analysing Table 3.1, the LDA method, which requires less computational resources
than the other classification methods, obtains better results for for specificity and
accuracy. However this values are only for A-phase detection and not take into
account the different A phases subtypes.
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Chapter 4
Material and methods
Two analysis are performed in this thesis: algorithms development to predict A-
phases and sleep stage, and a statistical analysis to compare the differences in
macro and microstructure in patients with and without epilepsy. The latter aims
to analyse the evolution of A-phases before and during a night with seizures,
this analysis can be consulted in Annex A. In the previous Chapter some of the
automatic methods present in literature are described. Yet, the studies developed,
until now, are not sufficient to score the macro and microstructure without a
technician revision. In this Chapter it is detailed a new methodology for sleep and
A-phases automatic staging, as well as the data used in this thesis.
4.1 Materials
The dataset used in this thesis is available on an online database, called the CAP
Sleep Database [69]. This database comprises several one-night polysomnographic
recordings from different patients with different pathologies. Each polysomno-
graphic record is provided in an European Data Format (EDF) file. Associated
with the EDF file is a text file, where the manual macrostructure and A-phases
scoring are listed. This database has been used in several studies [2, 58, 59, 63, 67].
Consequently, only patients with nocturnal frontal lobe epilepsy (NFLE), desig-
nated in the website as NFLE1-NFLE40, are considered for the development of the
algorithms. Some patients, in this range are excluded from the study for two rea-
sons. First, in some patients, the channels required are not present. Second, some
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inconsistencies between the scoring and EEG were found on the recordings. The
patients used to perform the automatic sleep-elements scoring are in Table 4.1.
Number File name Sex Age freq sample % A-phase
1 NFLE2 F 41 512 13.72
2 NFLE3 M 29 512 10.76
3 NFLE5 F 22 512 15.68
4 NFLE6 F 32 128 11.50
5 NFLE8 M 14 256 12.51
6 NFLE9 F 21 512 13.94
7 NFLE10 M 18 128 14.50
8 NFLE11 M 31 128 12.85
9 NFLE12 F 67 512 12.06
10 NFLE14 M 35 512 15.22
11 NFLE15 F 29 512 13.55
12 NFLE16 F 30 512 19.77
13 NFLE17 M 25 512 16.67
14 NFLE18 M 25 512 11.74
15 NFLE20 F 26 128 13.95
16 NFLE21 M 27 512 18.90
17 NFLE22 F 42 512 21.22
18 NFLE24 M 39 512 12.33
19 NFLE26 M 38 128 12.85
20 NFLE28 F 28 512 11.87
21 NFLE30 F 26 512 10.27
22 NFLE31 M 33 128 12.45
23 NFLE32 F 34 512 14.27
24 NFLE34 M 26 512 13.72
25 NFLE35 M 44 512 14.55
26 NFLE36 F 18 512 12.68
27 NFLE37 M 16 512 12.42
28 NFLE38 M 31 512 23.67
29 NFLE39 M 24 512 11.23
30 NFLE40 F 60 512 22.80
Table 4.1: Patients used in statistics analysis and in algorithms development
The recordings were acquired at the Sleep Disorders Center of the Ospedale Mag-
giore of Parma, Italy, and included in the CAP-Sleep database. The polysomno-
graphic data includes at least three EEG channels (F3 or F4, C3 or C4 and O1
or O2, referred to A1 or A2), two EOG channels, three electromyographic EMG
signals, respiration signals and the ECG. For some patients, additional bipolar
EEG monopolar channels were included: Fp1− F3, F3−C3, C3− P3, P3−O1
and/or Fp2− F4, F4− C4, C4− P4, P4−O2.
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The macrostructure scoring was annotated according to the R&K rules, while
CAP was detected in agreement with Terzano reference atlas [28]. However, as
mentioned in Chapter 2, the rules of R&K [12] were replaced by ASSM rules.
Therefore, NREM stages 3 and 4 were joined together aiming to obtain a classifi-
cation according to the actual rules.
4.2 Methods
4.2.1 Overview
The main methodological steps, performed in this thesis for monopolar channel
C4-A1, are represented in Figure 4.1. The methodology used for automatic sleep
staging and for automatic A phases classification is the same, although, the post-
processing rules are different. In the next sections a closer look into the each one
of the steps, will be presented.
Filtering
Moving window
Feature extraction
Feature pre-processing
Feature selection
Classification
Post-processing
Performance evaluation
Biomedical signal
Figure 4.1: Methodological steps for automatic sleep staging and A phase
staging
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4.2.2 Filtering
Delta frequencies are prominent in N3, in N2 both delta and theta are present, N1
is characterised by alpha rhythms, REM sigma and alpha are observed whereas
beta identify the awake stage. Regarding the A-phases, the subtype A1 occur
within the delta band, A3 in alpha band and A2 in both (since it is a mixture of
A1 and A3). For this reason, the signal in these frequency bands contains crucial
information for automatic staging, of both sleep stages and A-Phases. Thus, the
EEG signal is filtered, using a third-order Butterworth filter [70], to obtain the
EEG signal filtered in the conventional frequency bands.
4.2.3 Feature extraction
The visual scoring of the macro and microstructure is based on the amplitude and
frequency of the signal. Deep sleep stages are characterised by slow high-voltage
waves while in lighter stages the signature is the existence of fast low-voltage
waves. Therefore, the features extracted must be related with the amplitude, the
frequency or both.
Some features extracted from the EEG, will be introduced, that will be used latter
for classification.
4.2.3.1 Macro-Micro Structure Descriptor
MMSD is a adimensional and normalised measurement of how the mean amplitude,
C, of the activity in a given frequency band ϕ differs, at a given instant t, from a
signal portion, called its background. The MMSD is given by Equation 4.1.
MMSDϕ =
Cϕ,τ0(t)− Cϕ,τ (t)
Cϕ,τ (t)
, (4.1)
Where Cϕ,τ (t) represents the mean amplitude at time t over a certain time interval
τ . If the τ is long enough it represents the background signal, while if it is too
short it is related with instant activity. It can be proved that if the size of τ is
approximately one minute, and ϕ is one of the conventional EEG frequency bands,
the Cϕ,τ (t) trend is generally related to the sleep macrostructure [57]. An interval
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Figure 4.2: Evolution of the a) Cδ,τ , b) Cδ,τ0 and c) MMSDδ d) the corre-
sponding hypnogram throughout a whole night of sleep for the patient NFLE2.
time (τ0) is used to evaluate the instant activity, Cϕ,τ0(t), and it is related with
sleep microstructure. It can be shown that the descriptors, MMSDϕ, are connected
to the microstructure. Consequently, it is possible to identify epochs of transient
increase in some frequency bands. This measure is used in some automatic CAP
staging studies [57–59].
From the MMSD computation, three features can be obtained, namely: Cτ,ϕ,
Cτ0,ϕ and MMSD and they are used in this thesis. Each one of these features are
extracted from the signal correspondent to the conventional frequency bands, for
a τ = 60 and a τ0 = 2. A representation of the progress of these three features,
for delta band, along with hypnogram 1, are presented in Figure 4.2.
1representation of the sleep stages with time
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4.2.3.2 Teager Energy Operator
The Teager Energy Operator (TEO) can be defined as a measure of how much
energy is required to generate a signal [71]. The TEO, Ψ, can also be viewed as an
instantaneous measure of energy [72]. It is a non-linear energy-tracking operator
is given, in its continuous form, by:
Ψ(x(t)) = x˙(t)2 − x(t)x¨(t), (4.2)
where x˙ is the first derivative of x, and x¨ represents its second derivative. The
discrete form is given by:
Ψ[x[n]] = x[n]2 − x[n− 1] ∗ x[n+ 1], (4.3)
This operator has been successfully used in several signal processing applications.
For example, it was used in speech processing [73–76], and feature extraction from
EMG signals [77]. The TEO has been referred as adequate for the identification
of some EEG elements which are crucial for the CAP scoring, like sleep-spindles
(96.17% sensitivity and 95.54% specificity) [78], and K-complexes (with a rate of
7% false positives and 89% true positives) [79].
TEO is a remarkable feature to detect amplitude or frequencies changes relatively
to the background. Consequently one may hypothesise that it is appropriate for
A phase detection.
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Figure 4.3: Evolution of a) normalised TEO feature in the delta band fre-
quency band and b) the corresponding hypnogram over a whole night of sleep
for patient NFLE2).
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The TEO is computed for each signal sample, in all conventional bands, and for
each second it is selected the maximum TEO value to represent it. An example
of TEO progression, for delta band, is in Figure 4.3.
4.2.3.3 Zero-Crossing
Zero-Crossing (ZC) rate is a measure of the number of times in a given time interval
that the amplitude of a signal passes through the value of zero. ZC is a fast,
intuitive and low complex way to obtain information about the signal frequency
in a short period of time [80, 81]. Basically, it is a measure of the central-frequency
changes of a signal by counting the number of baseline crossings in a fixed time
interval [82].
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Figure 4.4: Evolution of a) ZC feature computed for EEG signal for a whole
night of sleep, after a moving average window of 30 seconds was applied and b)
the respective hypnogram, for patient NFLE2.
Theoretically, the ZC value will decrease as sleep becomes deeper. This feature was
already used to map the sleep of newborns [82], along with another features. In the
microstructure automatic scoring it was used in arousal detection [83]. Besides the
sleep applications, one of the main areas of ZC applications in speech recognition
[84–87].
The ZC rate is computed for moving window with 1-second length, for EEG and
all conventional frequency-bands. The ZC on an EEG is shown in Figure 4.4, as
well as the respective hypnogram.
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4.2.3.4 Lempel-Ziv Complexity
Lempel-Ziv complexity (LZC) is a metric used to evaluate the randomness of
finite sequences proposed by Lempel and Ziv, in 1976 [88]. To compute the LZC
complexity, c(n), a numerical sequence has to be transformed into a symbolic
sequence. One popular approach is to convert the signal, x(n), into a binary
sequence, P = s(n), comparing the signal with a threshold, Td. The points whose
value is greater than Td are converted to 1, otherwise to 0. Usually the median
is used as Td, due of its robustness to outliers. Previous studies have shown that
0− 1 conversion is adequate to estimate the LZC in biomedical signals.
At first the c(n) = 1 and the P signal is scanned, from left to right, and very time
that a new subsequence of consecutive characters is encountered is c(n) increase
one unit. The procedure, adapted from [89], is:
1. Being S and Q two sequences of P and SQ the concatenation of S and Q,
while sequence SQpi is derived from SQ after its last character is deleted
(pi denotes the denotes the operation of deleting the last character in the
sequence). Let v(SQpi) denote the vocabulary of all different subsequences
of SQpi. At beginning: c(n) = 1, S = s(1), Q = s(2), this SQpi = s(1);
2. In general, S = s(1), ..., s(r) and Q = s(r + 1), then SQpi = s(1), ..., s(r) if
Q belongs to v(SQpi), the Q is a subsequence of SQpi, not a new sequence;
3. Renew Q to be s(r+1), s(r+2) and verify if Q belongs or not to the existence
vocabulary v(SQpi);
4. Repeat the previous steps until Q does not belong to v(SQpi). At this point,
Q = s(r+ 1), ..., s(r+ i) is not a subsequence of SQpi = s(1), ..., s(r+ i− 1),
so increase c(n) by one;
5. Thereafter, S is renewed to be S = s(1), ..., s(r + i) and Q = s(r + i+ 1)
This procedure is repeated until Q is the last character. Finally, for a sequence of
two symbols (0 and 1), the LZC is given by:
LZC =
c(n)
n
log2(n) (4.4)
Chapter 4 Material and methods 35
On the one hand, LZC parameter increases with the frequency, noise power present
in quasi-periodic signals, signal bandwidth increase. On the other hand, LZC does
not evidence any sensibility to amplitude modulation [89].
Coding, data compression, and generation of test signals were the first application
areas of LZC [90]. Recently, it has been applied extensively in biomedical signal
analysis as a metric to estimate the complexity of discrete-time physiologic signals.
For instance, it was used in recognition of structural regularities, for complexity
characterisation of DNA sequences [89].
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Figure 4.5: Evolution of a) LZC feature for a whole night of sleep, after a mov-
ing average window of 30 seconds was applied and b) the respective hypnogram,
for patient NFLE2.
The LZC is also used to characterise the sleep [91]. The values of LZC increase
about 30% at the transition from sleep to waking, while going back to sleep was
associated with a comparable decrease. In addition, a LZC-based index (called
the perturbational complexity index) was proposed and validated as a measure
of consciousness in an extensive set of data obtained in patients recorded under
anesthesia, in coma, persistent vegetative state, and during sleep [92]. Another
study showed that activated brain states-waking and REM sleep are characterised
by higher LZC compared with NREM sleep.
In this thesis the LZC rate is computed for a moving window with 1-second length.
An example of the LZC as compared with the hypnogram is presented in Figure 4.5
for the EEG signal.
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4.2.3.5 Discrete Time Short Time Fourier Transform
Discrete Fourier Transform (DFT) is the simplest form of time–frequency analysis
for discrete stationary signals, and is given by:
X[k] =
N−1∑
n=0
x[n]e−j
2pikn
N , (4.5)
where N is total the number of samples in a given signal segment, x[n] is the value
of the signal at instant n, k is the discrete frequency (0 to N-1 Hz).
The EEG is a non-stationary signal, with different portions of time having dif-
ferent frequencies. If the DFT is applied to the signal the information about
frequencies present in a determined instant will be lost. Thus, the solution is to
divide the signal into pieces through the application of a window, w, and apply
the DFT [93], this technique is designated by discrete time short time fourier
transform (DTSTFT).
X[n, k] =
∞∑
m=−∞
x[m]w[n−m]e−j 2pikmN (4.6)
The window w[n] is assumed to be non-zero only in a interval of length Nw and
is referred to as the analysis window. The sequence x[m]w[n−m] is called short
section of x[m] at time n [94].
The short-sections must be small enough to fulfil the requirement of stationarity.
Besides, due the Heisenberg principle the time–frequency resolution of DTSTFT
is directly determined by the segment size: the smaller the segment, the higher the
time resolution and lower the frequency resolution whereas larger windows have
less time resolution but greater frequency resolution.
This methodology has been widely used in the analysis of sleep EEG mainly due
to its simplicity and straightforward implementation [95] in epileptic seizure pre-
diction [96] and in automatic sleep staging [48].
In this thesis the spectrogram for each second is computed for a window of three
seconds centred in the second of interest. From the spectrogram the frequency
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Figure 4.6: Evolution of frequency features a) farea b) fmax c) fmean and d)
the respective hypnogram for a whole night of sleep, and after a moving average
window of 30 seconds was applied, for patient NFLE2.
corresponding for the amplitude maximum, fmax, the mean amplitude of frequen-
cies, fmean, and also the area under the curve of spectrogram, farea, are extracted.
It can be seen in Figure 4.6 the evolution of each one of the three features.
4.2.3.6 Empirical Mode Decomposition
Empirical Mode Decomposition (EMD) is a decomposition technique to obtain a
series of signals related to the characteristic oscillation of the signal. The signal
is decomposed based on a Hilbert-Huang transformation [97], and the decomposi-
tions are designated by intrinsic mode functions (IMF) – each of them representing
an embedded characteristic oscillation on a separated time-scale. The EMD ap-
plication requires a continuous signal, with the number of maxima equal to the
number of minima, and also a mean signal of zero.
38 Chapter 4 Material and methods
After the restrictions above are satisfied the IMF’s are computed as follow (adapted
from [98]):
• For a given signal, x(t), all the local minima and maxima of x(t) are identi-
fied;
• The upper envelope En(U) is computed by using a cubic spline to connect all
the local maxima. Similarly, the lower envelope En(L) is calculated from the
local minima. The upper and lower envelopes should enclose all the signal
samples;
• The mean En of the upper and lower envelopes are computed, and the signal,
x(t) is updated by subtracting the mean from it x(t) = x(t)− En;
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Figure 4.7: Twelve levels of decomposition a) IMF1 b) IMF2 c) IMF3 d) IMF4
e) IMF5 f) IMF6 g) IMF7 h) IMF8 i) IMF9 j) IMF10 k) IMF11 k) IMF12 for the
signal with EMD method, in 200 seconds of EEG for patient NFLE2.
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• The En is the new potential IMF, although it must satisfy the restrictions
above. If they are not the three previous steps are executed over En obtained
until they are satisfied;
• The first IMF, IMF1(t), is subtracted from x(t) to get the residue r1(t);
• The residue r1(t) is now taken as the starting point instead of x(t), and the
previously mentioned steps are repeated to find all the IMFs IMFi(t) so that
the final residue rn either becomes a constant, a monotonic function, or a
function with a single maximum and minimum from which no further IMF
can be extracted.
Therefore, at the end of the decomposition, the signal, x(t), can be represented as
the sum of IMFs and a residue rn:
x(t) =
n∑
i=1
IMFi(t) + rn(t), (4.7)
The IMFs with the lower indices correspond to high frequency oscillations, whereas
those with higher indices correspond to the signal trend. Therefore it is possible
to separate the trend from the original signal, and obtain a detrended signal.
The EMD has been used in EEG applications, for example, for classification of
mental tasks [71, 99] and in automatic sleep staging using ECG [100].
In this thesis the EMD is computed for twelve decomposition levels for EEG,
n = 12. In Figure 4.7 can be seen the evolution of a portion of the signal with
200 seconds in the different decomposition levels.
4.2.3.7 Shannon entropy
Shannon entropy (ShEnt) gives a value of relevance in the entire dataset based on a
probability. The higher the probability is for an event to happen, less information
exists in it. For instance, the following example exemplifies ShEnt with a real-
world situation: “Alice arrives always on time at work, so the probability of this
event is high. If today she is late, which is rare (low probability), something might
happen, however if she arrived on time which is the usual there is no additional
information with it”.
40 Chapter 4 Material and methods
Let A = (A, p) be a discrete probability space. Where A = a1, ..., an is a finite
set, with the probability of each event pi. The information gain G(B|A) measures
the gain obtained by the knowledge that the outcome belongs to a set B ⊂ A.
Equation 4.8 defines the information gain
G(B|A) = log2
[ 1
p(B)
]
= − log2[p(B)], (4.8)
where p(B) =
∑
i∈B pi. The shannon entropy of A is:
H(A) = −
n∑
i=1
pi log2(pi). (4.9)
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Figure 4.8: Evolution of a) absolute ShEnt feature computed for EEG signal
after a moving average window of 30 seconds was applied and b) the correspond-
ing hypnogram for a whole night of sleep, for patient NFLE2
ShEnt has been widely used in EEG processing, for example to distinguished
between normal and epileptic EEG [101]. It was proved that this feature is pro-
portional to the sleep macro and microstructure[3] and it has been applied in the
automatic staging of both [54, 55, 102, 103].
In this thesis, ShEnt is computed for each second. The feature evolution of this
with time and the respective hypogram are shown in Figure 4.8
4.2.3.8 Fractal Dimension
Fractal Dimension (FD) quantifies how many times the same sequence appears in a
signal. In other words a signal can be composed by basic blocks forming a pattern,
Chapter 4 Material and methods 41
the FD is related to the number of these basic blocks. The algorithm proposed by
Higuchi [104] is generally used for finding FD of EEG signals. The EEG signal is
assumed as the time sequence x(1), x(2), ..., x(n). From the EEG signal a new time
series xkm is constructed as follow: x(n)
k
m = x(m), x(m+ k), ..., x(m+ (N −m)/k),
m = 1, 2, ..., k, where m and k are integers that indicate the initial time and the
time interval, respectively. The length of the curve, x(n)km, is defined as follows:
Lm(k) =
(∑N−m
k
i=1 |x(m+ ik)− x(m+ (i− 1)k)|
)
N−1[
N−m
k
]
k
k
(4.10)
The length of the curve for time interval k, < L(k) >, is defined as the average
values over k sets of Lm(k). If < L(k) >∝ k−D then the curve is fractal with the
dimension D.
FD have been broadly used in biomedical signal analysis as a measure of the
complexity of signals. It can be used to study the dynamics of transitions between
different brain stages.
FD is related with sleep macro and microstructure [3] and have been used in the
automatic staging of sleep pattern [54, 103].
For each second, FD is computed and is represented in Figure 4.9.
0 0.5 1 1.5 2 2.5 3
x 104
0
0.5
1
time (s)
(a)
0 0.5 1 1.5 2 2.5 3
x 104
N3
N2
N1
REM
W
time (s)
(b)
Figure 4.9: Evolution of a) FD feature after a moving average window of 30
seconds was applied and b) the respective hypnogram for a whole night of sleep,
for patient NFLE2
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4.2.3.9 Variance
The variance is the standard deviation of the a segment of data squared. This
simple measure have been used in the automatic sleep staging [54] and A-phases
detection [67]. In this thesis the variance is computed for each second. The
evolution of variance with the time and the respective hypnogram is presented in
Figure 4.10
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Figure 4.10: Evolution of a) variance feature after a moving average window
of 30 seconds was applied and b) the respective hypnogram for a whole night of
sleep, for patient NFLE2
4.2.4 Features Pre-processing
First, the features are smoothed using a moving average window filter [105], except
for MMSD, TEO and EMD features. These features are excluded because they
detect changes in amplitude and frequency, and if the smoothing technique is
applied important information might be lost.
Secondly, the outliers are removed. Assuming the data follows a normal distri-
bution, the points which are four standard deviations away from the mean are
considered as outliers. Their value is replaced for the median of the feature. In
literature, the usual value used is three standard deviation [106], although the
A-phases are likely to be considered outliers. Therefore, the maximum distance
allowed is extended.
Finally the values of each feature are normalised to be between 0-1.
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4.2.5 Feature ranking and transformation
The selection or reduction of the features used for the classification task is essential
for a good performance of the classifier, since it is desired that the features should
be correlated with the class labels. Feature selection also contributes to reduce
the computational cost associated with high dimensionality problems. So the
features must be analysed to select the best set to use in the classification step. In
this thesis the minimum redundancy maximum redundancy (MRMR) ranks the
features and the principal component analysis (PCA) transform them.
MRMR: This algorithm tries to achieve two objectives: obtain the highest
correlation between the selected features and class labels (maximum relevance) and
reduce the redundancy between features (minimum redundancy). This technique
used is described in detail in references: [107, 108].
PCA: In a few words, PCA implements transformation in the features with
dimension d, to another space to maximize the data variance with a dimension
n. This transformation combines features to obtain the new space which allows
to reveal hidden information about the data, however the physical meaning of the
axis is lost [109].
4.2.6 Classification
The different classification methods used in this thesis are presented next.
4.2.6.1 Discriminant Analysis
Discriminant Analysis (DA) [41] is generalisation of Fisher’s linear discriminant
used in a different areas like: statistics, pattern recognition and machine learning.
In this thesis the DA is used as a classification method (machine learning). The
basic principle is to find the best decision boundary, g, to separate the classes.
Considering a feature vector x of size (1 × d), and c classes ωk (k = 1, 2, ..., c),
to find the best discrimination function, g, the type must be at first defined. It
can be linear, g(x) = wx + w0 and in this case the classifier is named by LDA,
or quadratic, g(x) = w0 +
∑d
i=1wixi +
∑d
i=1
∑d
j=1 xixjwij, and in this case is
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designated by quadratic discriminant analysis (QDA) classifier where w is the
weight vector and w0 is the bias.
The next step is to minimise the following criteria, using n examples of training
data:
J(w) =
1
n
n∑
k=1
(tk − g(xk, w))2 (4.11)
where t is the vector with the labels of x.
In a multiclass problem with c classes discrimination procedure is to evaluate c
discriminant functions, and classify x as ωi is the discriminant function with the
higher value. For DA the resulting classifiers are designated by linear machine and
is represented in Figure 4.11, along with an example of space region divided by a
linear machine for a c = 3.
(a) (b)
Figure 4.11: Example of a three class problem, a) the linear machine b)
regions in space for a linear g
4.2.6.2 k-NN
k-NN is a non-parametric method, which means that there is no assumption about
the underlying pattern distributions. To label the new data the k-NN calculates
the probability density function (meaning the distribution must be well-behaved
and smooth). The probability function p(x) at point x is estimated by considering
a sufficiently small region R with volume V , centred at x, as follows:
p(x)V ≈
∫
R
p(u)du (4.12)
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Suppose the training set has n classes and k of these are within the region R,
based on Equation 4.12 the number of classes within R could be given by:
pˆ(x) ≈ k/n
V
(4.13)
Figure 4.12: k-NN example, where the green point is the data to label and
the red triangles and blue squares are the training data (adapted from: [110])
However, in the one hand if the number of samples is small compared to the volume
an high variance will be obtained. On the other hand, if the volume is too big, a
large number of samples will be included in it. So to overcame this problem one
variable, V or k, must the fixed.
In k-NN the number of k samples is fixed, and the volume V is determined. At
first, a smaller volume around x starts to increase until k samples are within the
V , these k points are the nearest neighbors of x. Each k sample will belong to a
certain class, and the label of x will be equal to the majority of the classes within
the V . Observing the Figure 4.12 we can see that if k = 3 the green circle will
be classified as a red triangle while if k = 5 the circle will be considered a blue
square. So the choice of k is essential for a good classifier.
4.2.6.3 Support Vector Machine
Support Vector Machine (SVM) finds a decision hyperplane that maximises the
separation between patterns belonging to two different classes.
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Considering the the training data {xi, yi}, i = 1, ..., n, yi ∈ {−1, 1}, xi ∈ Rd,
where and yi are the class labels and xi the features values. Supposing that a
hyperplane exists which separates the two classes. The points x which lie on the
hyperplane satisfy wx+b = 0, where w is the vector normal to the hyperplane and
|b|/‖w‖ is the distance from the hyperplane to the origin (an example is shown in
Figure 4.13). The distance of any data point xi to the hyperplane is |w′xi+b|/‖w‖.
The vectors corresponding to the closest points are designed by support vectors
and are distance from the hyperplane1/‖w‖. Meaning that all the other points
satisfy:
ti(w
′xi + b) ≥ 1 t ∈ −1; 1 (4.14)
Figure 4.13: SVM for a linear separable two class problem ([111]). The sup-
port vectors are coloured by red.
Therefore, these vectors will define the margin of separation. The principle of
SVM is to maximise of the separation margin (2/‖w‖), which is translated by the
minimisation criterion Ψ(x), given by:
Ψ(w) =
1
2
‖w‖2; yi(w′xi + b) ≥ 1,withi = 1, .., n (4.15)
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The equation above can be solved by the Lagrange multipliers method, αi, where
the saddle point of the Lagrange function is computed as:
J(w, b, α) =
1
2
‖w‖2 −
n∑
i=1
αi(yi(w
′xi + b)− 1) (4.16)
However, the example above is for a completely linear separable problem. For non-
linearly separable classes a penalty part, C
∑n
i=1 ξ, is added to the minimisation
criteria. The new equation system is:
Ψ(w) =
1
2
‖w‖2 + C
n∑
i=1
ξ; yi(w
′xi + b) ≥ 1− ξi, i = 1, .., n (4.17)
and the goal is to minimise Ψ(w). The ξ defines the separation margins. If ξ < 1
the data points could be in the separation region between the hyperplane and
the margin, otherwise misclassification of some points is allowed. C defines the
influence of ξ in the minimisation criterion Ψ. If C is large the influence of ξ will
be reduced, so there is a high tolerance to misclassification whereas if C is small
the influence of ξ will be big, leading to points being misclassified and shorter
margins.
In the case of a non-linear SVM the features space is projected into a higher
dimensional space based on a Kernel projection where the linear principle still can
be applied.
Considering the dataset x1, ..., xl ⊂ ϕ (where ϕ is usually in the RN space) is
transformed into a new feature space through Kij := k(xi, xj), where k is a non-
linear mapping of the actual features into a new space F where the features might
be linear separable. This mapping is called feature map associated with k and is
designated by Φ : RN → F with the dot product being the projection of features
into the new space, k(xi, xj) = (Φ(xi)Φ(xj)).
The function that describes the nonlinear decision boundary is given by Equa-
tion 4.18 where xi are the training examples. The vectors for which αi 6= 0 are
called support vectors [112].
f(x) = ti
[ l∑
i=1
αik(xi, xj) + b
]
(4.18)
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The most popular feature space transformation is the by the radial basis function:
k(xi, xj) = e
γ‖x−xi‖2 , γ =
1
2σ2
(4.19)
The description above is for a two-class problem. However, the sleep stages and
A-phases are multi-class problems. Due to various complexities, a direct solution
of multi-class problems using a single SVM formulation is usually avoided. The
better approach is to use a combination of several binary SVM classifiers to solve
a given multiclass problem. Different methods exist but in this thesis the one
used is one-against-all multi-class. Considering the training set with c classes:
{xi, yi}, where i=1,...,n, and yi ∈ {1, ..., c}. This method transforms the multi-
class problem into a series of c binary subtasks that can be trained by the binary
SVM. The ith classifier output function ρi is trained taking the examples from
ci as 1 and the examples from all other classes as -1. For a new example x this
method assigns to x the class with the largest value of ρi [113, 114].
4.2.7 Post-processing
The sleep stages and A phases have different post-processing steps.
Macrostructure
For each second the features are computed and a sleep stage is assigned. Although,
according to [14], the scoring is done considering epochs of 30 seconds. Hence, for
each 30 seconds of the signal, the stage assigned to each one is the most present.
Microstructure
The length of A-phases must be within the interval [2, 60] seconds, then, the A-
phases with duration less than two seconds are removed as a possible A phase.
Other approaches are tested, if A-phases is less than 2 seconds distant from another
A-phase they are united. Although, the results are worse.
4.2.8 Performance evaluation
Cross validation (CV) is a popular strategy for the assessment of algorithms per-
formance. It splits the data in several blocks and, in each iteration, two groups
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are generated: the training and testing set. The training set is used to create
the model, the test set is used to evaluate its performance. In this thesis it was
used the Leave-one-out approach [115]. This is the most classical exhaustive CV
procedure. Supposing that our data is composed n patients, the algorithm will be
trained n times. In each iteration, a different patient is ´´left out” to be the test
data and the remaining ones are training data. In macro and microstructure some
stages or phases can be in majority. To avoid discrepancies in the train set, each
sleep stage, in macro, and each phase, in micro, must have the same number of
training points. The same is not applied for test patients where the whole night
of sleep is evaluated.
The algorithm output for each patient is compared to the real staging and the
confusion matrix and Table 4.2 is filled.
Table 4.2: Confusion matrix for a k-class problem, Ci is the real output while
Cˆi is the one provided by the algorithm, where i = 1, ..., k
C1 ... Ck
Cˆ1 n11 ... nk1
..
.
..
. ... ..
.
Cˆk n1k ... nkk
On the one hand, the diagonal terms, nii(where, i ≤ k), correspond to the in-
stances where the algorithm’s output, Cˆ, was consistent with to the real class
label, C. On the other hand, the values nij(where1 ≤ i, andj ≤ k) with i 6= j,
are the number of instances classified by the algorithm as k when, in fact, the real
class is j.
Considering the class i, four measurement can be taken:
• True positive (TPi): number of instances correctly classified as class i;
• False positive (FPi): number of instances classified as i when in fact they
belong to other class;
• True negative (TNi): number of instances correctly not classified as i;
• False negatives (FNi): number of instances assigned to class i when in
fact they belong to other classes;
The equations for this variables computation are given by:
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n+,j =
k∑
i=1
nij ni,+ =
k∑
j=1
nij
TPi = nii; FPi = ni,+ − ni,i; FNi = n+,j − ni,i; TNi = n− TP − FP − FN
(4.20)
To evaluate the algorithm’s performance three measures are used: sensitivity
(SE), specificity (SP) and accuracy (acc), which are given by:
SE =
TP
TP + FN
; SP =
TN
TN + FP
; acc =
TN + TP
TN + FP + FN + TN
(4.21)
Regarding the number the A-phases percentage comparing to the B-phases (shown
in Table 4.1), it can be seen that the B-phases are more present than the A-phases,
sometimes seven times more. Therefore, when an algorithm correctly detects most
of the B-phases (even through performance is not as good as A-phases), it usually
has a higher accuracy. Since the main objective is to correctly detect the A-phases,
this measurement, might not yeild a correct view of the overall performance of
the algorithm. Thus, another performance measure is considered, which will be
designated by a weighted accuracy, accw, that takes in account the number of a
class instances for the accuracy computation. In other words, a miscomputation of
B-phase instance will have lower impact on accuracy than one in A-phase instance.
The weighted accuracy is given by:
accw =
k∑
j=1
njj
n+,j
; (4.22)
The simple accuracy is also computed to better compare the results with the literature.
The weight accuracy is only computed for microstructure algorithms.
4.3 Summary
To summarise, for each patient, the following steps are implemented:
1. Filter the signal, to generate: EEG filtered (EEG filtered between 1 − 35 Hz),
EEGδ, EEGθ, EEGα, EEGσ, EEGβ (this last 5 are the signals corresponding to
the δ, θ, α, σ and β frequency bands);
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2. Extract features from the signals (55 features in total);
3. Apply a moving average filter for all features except for MMSD, TEO and EMD;
4. Remove the outliers (all points whose value is above mean(feature)+4×STD(feature);
5. Normalise the features values to range between 0 and 1;
At this point each patient has 55 features, for each second, for a whole night recording.
Different algorithms, with different conditions, will be validate to predict the sleep stages
and A-phases for each patient. A patient is ’left out’, while the others are used for train
the algorithm. The patient ’left out’ is used to test the algorithm. This is performed for
all patients.
The algorithms used are: linear algorithm (threshold), LDA, k-NN, SVM. For the linear
algorithm the threshold value ranged from 0.0001 to 1 spaced by 0.0005. The discrim-
ination functions used for DA are linear and quadratic. For KNN the k values are: 3,
5 ,9,11,15 and 25. Lastly, for SVM it is performed a grid search for c = 2−5, 2−3, ..., 215
and γ = 2−15, 2−13, ..., 25 values;
For each patient (test patient) and for each algorithm with a specific condition the
following steps are executed:
1. Create the matrix train (matrix train): for all patients (p except for test patient):
(a) Discover the class with less instances (i) for patient p;
(b) Select randomly i instances from each class in patient p;
(c) Add the instances chosen, with the all features, to the matrix train;
2. Select the x best features based on MRMR;
3. Construct the training set, train MRMR, with x best features chosen by MRMR,
x MRMR;
4. Train the classifier with train MRMR;
5. Construct the test set with all instances of the test patient and with x MRMR
features;
6. Predict the instances for test set with the algorithm;
7. Compute the performance values;
8. Apply the PCA to matrix train, and extract the axis transformation;
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9. Create the train set PCA with the best x projections of PCA;
10. Train the classifier with train set PCA;
11. Apply the axis transformations to the features of test patient, and select the same
projections, test PCA;
12. Predicted the classes instances, the test patient with test PCA and the classifier
previous trained;
13. Compute the performance values;
Chapter 5
Results
5.1 Feature Ranking and Tranformation
MRMR
Aiming to facilitate the analysis for each feature a numerical ID is assigned and they are
represented in Table 5.1. Some features are computed for the filtered EEG while others
are computed for the signal corresponding to one of the conventional frequency bands.
To distinguish both situation the nomenclature used is feature nameX where X is eeg
in first case and one of the conventional bands (δ, θ, α, σ and β) in the second case. The
variance is represented by v, due the used of σ to represented one of the conventional
frequency bands.
Table 5.1: Feature ID and the corresponding name
ID 1 2 3 4 5 6 7 8 9 10 11
name Cτ0,δ Cτ0,θ Cτ0,α Cτ0,σ Cτ0,β Cδ Cθ Cα Cσ Cβ ϕδ
ID 12 13 14 15 16 17 18 19 20 21 22
name ϕθ ϕα ϕσ ϕβ TEOδ TEOθ TEOα TEOσ TEOβ ZCeeg ZCδ
ID 23 24 25 26 27 28 29 30 31 32 33
name ZCθ ZCα ZCσ ZCβ LZeeg LZδ LZθ LZα LZσ LZβ fareas
ID 34 35 36 37 38 39 40 41 42 43 44
name fmean fmax IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9
ID 45 46 47 48 49 50 51 52 53 54 55
name IMF10 IMF11 IMF12 ShEnt FD veeg vδ vθ vα vσ vβ
Since MRMR is a supervised technique ( one of the terms analyse the correlation between
features and the output), a feature rank is generated for macro and microstructure
which might be equal or not. Therefore, for each patient two ranks exist, one for macro
and microstructure. An extended version of the results are displayed in Annex C in
Tables C.1 and C.2.
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In both ranking sequences, whether applied for sleep stages or A-phases, there are no
patient with the same feature ranking sequence. The features obtained from the EEG
are not correlated with the output in the same way in all patients, being an evidence of
the interindividual variability.
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Figure 5.1: Frequency of occurrence of each feature in the top 15 of all patients
using the MRMR with a) macrostructure and b) microstrcuture
Analysing the MRMR results for macrostructure the set of features since the rank 46 is
the same for all individuals, and they are 23 − 26, 28 − 32, 49. Considering the top 15
ranked features for all patients, their frequency can be analysed in Figure 5.1(a). The
most frequent features are 1 − 11, 16 − 21, 35 and 27. Thus, these features are the
most informative and less redundant among all features. Moreover, some features with
frequency equal to zero correspond to the ones below the rank 46 (mentioned above).
Regarding the microstructure and contrary to the macro results, the last ranks do not
converge for the same features. Consequently, there are no agreement between the
patients, about the features that have a smaller amount of information to predict the
A-phases. In Figure 5.1(b) can be observed the features frequency in top 15, the most
present are [50-55], [9-21], 33 and 15.
Comparing top ranked features for both outputs, macrostructure have more features
with frequency equal to 100 and 0 than the microstructure. Hence, the macrostructure
results show better consistency. Additionally, the macro and microstructure do not share
the same best features, in spite of this, some features does not appear on top 15 in both
(25,20-32).
In Figure 5.2(a) it is represented the distribution of instances belonging to the different
sleep stages classes for the two high-ranked features, LZeeg and Cτ0,β. Firstly, in can
be seen a greater superposition of the classes. The W stage is superposed with almost
all sleep stages. N1 is almost covered by the REM stage. This last observation is in
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Figure 5.2: Representation of the distribution of the values of two best features
for a) macrostructure and b) microstructure classes for patient NFLE2
accordance with the literature, since in some algorithms these two stages are merged
due to their similarity.
In Figure 5.2(b) is represented the distribution of A- and B-phases for the two best
features, MMSDβ and Cτ0,σ. It can be seen a resemblance with 5.2(a) where the W
stage is behind all the other sleep stages. In this case the same applies to B-phase shows
in Figure 5.2(b). Although, apparently, the microstructure problem is less separable
between the classes than in the macrostructure problem.
PCA
For each patient, the PCA method is applied, and afterwards the eigenvalues are anal-
ysed. This technique does not depend on the output, therefore the transformation is the
same for macro and microstructure. The evolution of the mean value and the standard
deviation, of eigenvalues, with the number of components, is shown in Figure 5.3. As
expected the mean eigenvalue decreases with the number of components.
0 10 20 30 40 50 600
0.1
0.2
0.3
0.4
0.5
principal component number
e
ig
en
va
lu
e
 
 
mean
error
Figure 5.3: Mean of eigenvalues for 30 patients for the different principal
components
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In Figure 5.4(a) it is represented the distribution of sleep stages in the new PCA space,
for the top two principal components. The classes seems to overlap more than using
the simple features ( Figure 5.2(a)). Considering the PCA for microstructure, shown in
Figure 5.4(b), again the separation between the classes is clearly reduced compared to
using the original features, presented in Figure 5.2(b).
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Figure 5.4: Representation of the distribution of the values of the two principal
components with the a) macrostructure and b) microstructure classes
Concluding, the results shows that for two dimensions, the classes seem to be more
separable using the features than using the PCA transformation. Although, this cannot
be extrapolated for other dimensions, using more principal components might improve
the separability.
5.2 Classification
5.2.1 Macrostructure
Different supervised models were build to predict the classes of macrostructure. The
results obtained for each model are presented in the next sections.
5.2.1.1 Discriminant analysis
The accuracy obtained with LDA and QDA, with both feature selection and trans-
formation techniques, are presented in Figure 5.5. QDA reaches a clear maximum in
performance, whereas the performance of LDA always monotonically increases with the
dimensionality. The QDA shows better performance than LDA for lower dimensions,
although when more features are considered (more than 13) the results obtained for
LDA are better. For a LDA the maximum is 72%, for features, and using PCA is 68%
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(for 55 components). Therefore, to achieve the best accuracy with this method all the
features and components are needed.
More details about the specificity and sensitivity for each stage are given. In Appendix D,
in Figure D.1. Figure 5.6 is shows the sensitivity (SE) and specificity (SP) evolution
for each sleep-class with the dimensionality. Considering MRMR, the SE shown in
Figure 5.6(a) is quite different between the stages, being N1 the one with low SE (47%
for 55 features). N2 and N3 are the stages more correctly classified, with a SE of 70%
approximately. Regarding SP, Figure 5.6(b) shown the value for all stages are between
90-95%, except for N2 with 85%. The W ( N2 ) stages have the higher ( lower ) value
of SP, therefore, they are the stages less (most) confused by the algorithm with another
stages. Regarding PCA, the SE values (shown in Figure 5.6(c)) for all stages are close
to each other and above 50%. The REM stage is the one with higher sensitivity, around
70%, for more than 40 principal components. The SP values are more disperse than
SE values, as presented in Figure 5.6(d). The stage with less ( most ) confused with
other stages are N3 ( N2 ), since they are the ones with high ( low ) SP. Regarding the
feature selection methods, the best SE for PCA is obtained for REM stage whereas with
MRMR is the N3. The high value of SP in MRMR is reached for W stage while in PCA
is for N3 stage.
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Figure 5.5: Performance comparison between different DA types (Q: QDA
and L: LDA) for different selection methods a) MRMR b) PCA
The conclusions taken from Figures 5.6 can be complemented looking at Table 5.2, where
it can be seen that, in general, when a stage is not detected correctly by the algorithm,
significant confusion occurs with other stage. Some misclassified stages are common to
both feature selection techniques and are the N3, REM and W are confused with the
stages N2, N1and N1, respectively. For N1 and N2 the situation differs using features
and principal components. Most of the N2 are considered by the algorithm as N3,
using features, while using PCA the misclassification with N3 is almost non-existant but
greater with N1. Combining LDA with PCA around 31% and 9% of N1 are classified as
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Figure 5.6: Evolution of SE (a and c) and SP (b and d) for two LDA models
using 55 features (a and b) and principal components (c and d)
W and REM. While using features the the N1 misclassification increase 26%, 15%, 11%
and are confused with W, REM and N2, respectively.
The SE is larger for all sleep stages using features than using principal components
with LDA, except in N1. Besides, with PCA transformation the N1 and REM are
never confused with N3 and in feature selection this misclassifications happens. It is
important to notice that with this method the performance is different from patient to
patient, because sometimes the standard deviation have the same order of magnitude
than the SE. The distribution of accuracies both models are present in Figure 5.7. Using
a LDA model with dimension 55 ( all features ) the high and lower accuracy obtained is
83% and 40% respectively. Using a model build based on the 55 principal components
the high and lower accuracy obtained is 87% and 40%, respectively.
5.2.1.2 k-NN
The computational cost of this method greatly increases with the dimensionality. There-
fore each k-NN was only computed for a maximum of 40 features or principal compo-
nents. The k-NN classification method is performed for six values of k=[3 5 9 11 15 25].
The accuracy results are present in Figure 5.8 for all k’s, the SE and SP are detailed in
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Table 5.2: Mean of confusion matrix for the LDA model with 55 dimensions
using a) features and b) principal components
real (%)
N3 N2 N1 REM W
o
u
tc
o
m
e
N3 77 ± 16 8 ± 10 0.5 ± 1.5 0.18 ± 0.45 6 ± 7
N2 23 ± 16 75 ± 12 11 ± 16 7 ± 10 5 ± 7
N1 0.08 ± 0.18 5 ± 5 47± 19 17 ± 22 25 ± 20
REM 0.3 ± 0.7 7 ± 7 15 ± 18 74 ± 24 4 ± 5
W 0.2± 0.6 3 ± 4 26 ± 20 2.1 ± 2.5 62 ± 25
(a)
real (%)
N3 N2 N1 REM W
o
u
tc
o
m
e
N3 63 ± 16 1.8 ± 2.0 0 ± 0 0 ± 0 1.04 ± 1.3
N2 35 ± 15 70 ± 10 1.8 ± 2.6 2.4 ± 3.5 0.62 ± 1.37
N1 0.29 ± 0.50 13 ± 6 58 ± 19 16 ± 14 30 ± 27
REM 0.7 ± 1.2 11 ± 4 9 ± 8 78 ± 16 4 ± 5
W 0.7 ± 1.4 4.7 ± 3.1 31 ± 22 4 ± 5 64 ± 29
(b)
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Figure 5.7: Accuracy distribution for the different patients for LDA con-
structed with a) 55 features b) 55 principal components
Annex D in Figure D.2 for all sleep stages. Analysing the accuracy, both MRMR and
PCA contribute with monotonically increasing performance with the number of input
dimensions. The performance of k-NN using a small feature dimension, d, is better use
d principal components than features. For instance, the accuracy of k-NN for d = 2
principal components is 50% while using the two best features is 30%. Besides, for high
dimensions the features chosen by MRMR have a better performance than principal
components of PCA. In both cases not much difference between the performance are
observed for different k values. For PCA the best mean accuracy is 65%, and is achieved
with k = 3 and for a dimension of 34, although, since eight principal components are
used the accuracy value is above the 60%. For MRMR is with k = 25 and the best
accuracy value is 71% for a dimension equal to 24.
The progress of SE and SP using a k-NN classifier, with k = 25, relative to dimensions is
shown in Figure 5.9, for the different feature selection methods (PCA and MRMR). N3
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Figure 5.8: Accuracy evolution with the dimensionality for different k values
using k-NN classification method with the dimensions chosen by a) MRMR and
b) PCA
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Figure 5.9: Replace caption by: Evolution of SE (a and c) and SP (b and d)
for two k-NN models for k = 25 with 24 features (a and b) and k = 3 with 34
principal components (c and d)
is the stage which most benefits with the k-NN approach. In both approaches the SE
tends to be equal or greater than 50%. In spite of some differences in PCA and MRMR,
regarding the disposition of performance for sleep stages, the N3 and W registered a
higher and lower SE values, respectively, for both feature selection techniques. Regarding
the SP for MRMR the values are between 85% and 95%, with W having the best
specificity, while N2 and N1 having the lower one. For PCA there is a contrast between
W and N3 which have a SP around 95% and W, REM and N1 whose values are close
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to 85%. Concluding the best model for using MRMR is k-NN with k = 25 and a
dimensionality of 24, while using PCA, k = 3 with 34 components yields the best
results.
Table 5.3: Mean of confusion matrix for MRMR+k-NN, k = 25 and d = 24
(a) and PCA+k-NN, k = 3 and d = 34 (b), for sleep staging prediction
real (%)
N3 N2 N1 REM W
o
u
tc
o
m
e
N3 84 ± 11 14± 10 1 ± 4 0.12 ± 0.23 5 ± 6
N2 15 ± 11 71 ± 11 10 ± 12 6 ± 6 5 ± 5
N1 0.15 ± 0.29 6 ± 4 54 ± 14 17 ± 17 30 ± 19
REM 0.14 ± 0.48 8 ± 6 17 ± 13 69 ± 24 9 ± 8
W 0.25 ± 0.54 1.8 ± 1.6 17 ± 13 7 ± 12 52 ± 23
(a)
real (%)
N3 N2 N1 REM W
o
u
tc
o
m
e N3 68 ± 13 7 ± 7 0.6 ± 1.5 0.08 ± 0.22 2.4 ± 2.7
N2 30 ± 12 66 ± 9 6 ± 5 2.7 ± 3.0 6 ± 5
N1 0.12 ± 0.30 5.8 ± 2.6 53 ± 10 24 ± 15 31 ± 16
REM 0.9 ± 1.8 19.5 ±9 22 ± 14 70 ± 17 8 ± 9
W 0.09 ± 0.21 1.4 ± 1.3 18 ± 13 3 ± 3 52 ± 22
(b)
Table 5.3 presents the confusion matrix, using all patients, with the two best models.
Comparing this table with Table 5.2 and regarding the LDA and k-NN with MRMR
feature selection method, the big changes that are the real N3 classified as N2 drops to
half, and the misclassification of N2 as N3 increase twofold. Relative to PCA when a
stage is misclassified using PCA and LDA it was confused N1 and REM, 11% and 13%
of the times, while in k-NN+PCA is 6% and 20%, respectively. The misclassification
with N1 decrease whereas in REM it increases. Regarding N1, 30% of times is confused
with the W stage and almost none with others.
The accuracies distributions are represented in Figure 5.10. The distribution in 5.10(b)
are more concentraded than in 5.10(a), therefore the model built with PCA is more
consistent. The high and lower accuracy for a model build with the 24 best features
chosen by MRMR are 83% and 50%, respectively, while using the 34 best components
81% and 49%, respectively.
5.2.1.3 SVM
The SVM classifiers training is computationally costly, because it requires an appropriate
parameter search. Thus some restrictions were considered, as describe next. Considering
the previous results obtained with DA and k-NN the accuracy starts to stabilise, in
some cases, when 15 features are attained. Therefore, the SVM models are build for
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Figure 5.10: Accuracy distribution for the different patients a) d = 24 chosen
by MRMR and k = 25 and b) d = 34, principal components, and k = 3.
two dimensions, one with d = 15 and other with d = 30. With LDA and k-NN the
MRMR achieves an better accuracy in comparison to PCA. Therefore, the SVM models
are computed for 15 and 30 best features using MRMR. The accuracy, for the grid
search, is shown in Figure 5.11, and SE and SP for each sleep stage class are shown
in Annex D in Figures ??. For some c and γ the SVM model does not converge, the
points are represented with an accuracy equal to zero. Additionally, points that do not
converge, have a representation of the accuracy proportional to the hottest of the colour.
With d = 15 the better accuracy average obtained is 70%, for c = 2−3 and γ = 2. For
this c and γ the best accuracy is 85% and the lowest is 46%. Figure 5.12(a) shows
the distribution of average accuracies obtained for each patient. For d = 30 the better
average value for all patients is 72% for c = 2−3 and γ = 2−1. The higher accuracy
obtained is 88% and the lower is 50%, shown in Figure 5.12(b). Each patient obtained
a maximum for different c’s and γ’s.
Considering each patient individually the maximum accuracy ranges from 76 − 89%,
although these good values are for different c’s and γ’s.
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Figure 5.11: Accuracy for SVM classifier with a) d = 15 and b) d = 30 , for
a grid search where c = 2−5, 2−3, ..., 215 and γ = 2−15, 2−13, ..., 25
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The confusion matrix for the c and γ which obtained the highest accuracies, are pre-
sented in Table 5.4. The previous observations, about the misclassification of the stages
observed in LDA and k-NN using the MRMR are the same, for both dimensions. The
number of features is shown in the Table 5.4, which has a much more higher compu-
tational cost, despite the performance do not change significantly. The performance
differences for N3, REM, N2, N3 increase 8%, 6%, 3%, 1% from d = 15 to d = 30, re-
spectively. In W stage the sensitivity is the same. It is also notable that the differences
in the accuracies obtained differ less from patient to patient in the SVM with higher
dimensionality.
Table 5.4: Mean of confusion matrix for MRMR and SVM for c = 2−3 and
γ = 2, for 15 dimensions (a) and c = 2−3 and γ = 2−1, for 30 dimensions (b)
for sleep staging prediction
real (%)
N3 N2 N1 REM W
o
u
tc
o
m
e N3 82 ± 14 12 ± 11 0.4 ± 1.9 0.20 ± 0.70 3 ± 6
N2 17 ± 13 70 ± 16 11 ± 20 7 ± 8 5 ± 6
N1 0.07 ± 0.19 7.32 ± 8.14 48 ± 22 21 ± 26 22 ± 16
REM 0.2 ± 0.7 8 ± 14 17 ± 22 65 ± 32 8 ± 16
W 0.8 ± 1.3 3 ± 3 24 ± 20 6 ± 145 62 ± 22
(a)
real (%)
N3 N2 N1 REM W
o
u
tc
o
m
e N3 83± 12 11 ± 11 0.2 ± 0.9 1.4 ± 0.5 3 ± 5
N2 16 ± 12 73 ± 14 10 ± 17 6 ± 6 6 ± 8
N1 0.05 ± 0.17 6 ± 6 54 ± 18 19 ± 23 23 ± 18
REM 0.2 ± 0.8 7 ± 13 16 ± 17 69 ± 29 6 ± 12
W 0.7 ± 1.5 2.9 ± 3.3 20 ± 19 5 ± 14 62 ± 24
(b)
Finally, from the histograms in Figure 5.12, it is seen that the distribution is more ho-
mogenous in an high dimensional SVM, more than 50% of the patients have an accuracy
superior to 70%, and the number of patients with low accuracy is low.
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Figure 5.12: Accuracy distribution for the different patients a) d = 15 (c =
2−3 and γ = 2) and b) d = 30 (c = 2−3 and γ = 2−1)
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5.2.2 Microtructure
Different models are build for DA and k-NN in macrostructure, the metric used to choose
the best model of a determined classification method is accuracy. Although there, due
the A-phases being in lower percentage relative to the B-phases, background, the metric
used is weighted accuracy, more detail is specified in section 4.2.8.
5.2.2.1 Discriminant Analysis
The LDA and QDA are used to classify the B and A-Phases. The SE and SP results
are presented for each stage and the different methods, in Figure D.7. The accuracy
and weighted accuracy are shown in Figure 5.13. For MRMR the performance in both
accuracies measures monotonically increases with dimensionality and stabilise between
30− 40 features. Using features to build a model the linear boundary is the best shape
(better weighted accuracy). For 30 features in LDA, the mean weighted and simple
accuracy is 45% and 61%, respectively. Using the principal components, the maximum
mean weighted accuracy, 49%, is achieved using 12 components with a quadratic dis-
crimination function. For QDA with 12 principal components, the mean accuracy is
68%. In Figures 5.14(a) and 5.14(b) it is shown the sensitivity and specificity of B and
A-phases with MRMR with LDA. SE and SP stabilise as well as the accuracy after 30
features. The performance for B-phases and A1-phases monotonically increases, while
for A2 and A3 phases the performances reach a maximum at 10 and 3 features, respec-
tively and, after that, they start to decrease. For B-phases specificity increases and
maintains (having a slight decrease at 18 features), while for A1-phases declines with an
increase in features the A2 and A3 specificity enhances with the number of features.
In Table 5.5 is represented the confusion matrix for the best combination of features. B-
phases are misclassified by the algorithm almost the same number of times as the other
classes, around 10%. A1 is confused around 22% of the times with the A2 subtype, and
it is less confused as a A3 (8%). Most of the times that A2 is misclassified as A1. The
A3 is classified as an A2 and B-phase 30%, of the times, approximately, while with A1
is only 20%. Comparing to the macrostructure classification, here all the A-phases are
much more misclassified. Considering the PCA with LDA for A-phases subtypes the
disposition is the same. Although here the B-phases are classified as A2 or A3 only
6%, with A1 14% of the times. Despite the same disposition it is notorious that the
misclassification of A2 as an A1 increases 10% using the PCA.
An accuracy distribution, for the different patients, with the different methods is shown
is Figure 5.15. It can be seen that the both accuracies for QDA + PCA have a gaussian
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Figure 5.13: Performance evaluation, of accuracy simple (a and c) and weight
(b and d) for the A phase using and LDA with different number of features
chosen by MRMR (a and b) and LDA with different number of components (c
and d)
shape, while in the LDA + MRMR they are more equally distributed. Considering the
simple accuracy, the maximum obtained for MRMR + LDA was 81% while for PCA +
QDA was 75%. The minima registered are 43% and 60%, respectively. Due the fact
the fact that LDA method registered both best and worst values, the results are most
disperse than the ones obtained for QDA.
Detection
Considering no discrimination between the A-phases subtypes. If the features are used
to build a model, the maximum weighted of 72% is achieved for 43 dimensions. The
SP, SE and accuracy are 65%, 78% and 67% respectively, for LDA. Using the principal
components, the maximum is achieved for 15 dimensions with 76%. The SE, SP and
accuracy are 79%, 74% and 73%, respectively for QDA.
5.2.2.2 k-NN
The k values analysed to classify the macro- and microstructure are the same. The
quantified results using both accuracies are shown in Figure 5.16. The weighted accuracy
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Figure 5.14: Sensitivity (a and b), and specificity (c and d), using
MRMR+LDA (a and c), and PCA+ QDA (b and d)
is the criterion to choose the best k value, the k that achieved higher weighted accuracy
is 25. Considering a k-NN model with 30 features the mean for weighted and simple
accuracy is 46% and 70%, respectively. If it is build based on principal components it
is 47% and 61%, respectively. In Appendix D can be consulted the SE and SP for each
class of CAP in Figure D.10.
The SE and SP for each A-phase subtypes and background are represented in Figure 5.17.
Considering the disposition of SE in both feature selection method, the A3 and A2 are
the ones with lower SE and the disposition is the same in both methods, independently
of the dimension (except in four dimensions). In PCA the A1 is always greater than B-
phase for a dimension inferior to 19, although the situation inverts for higher dimensions
than 19. Analysing SP obtained with MRMR the classes have approximately the same
value from 2 until 19 dimensions. For more than 19 dimensions the SP value of A-
phases and to decrease for B-phases decrease. Using PCA the major changes occurs at
the beginning and for dimensions superior to 20 the value for each class is practically
the same.
The confusion matrix for a k-NN classification problem, with k = 25 is presented in
Table 5.6. Analysing the table the B and A3 classes have a better agreement with
features than with principal components, while for A1 and A2 the situation is in reverse.
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Table 5.5: mean of confusion matrix for MRMR+LDA linear for a) 30 dimen-
sions and b) PCA+QDA with 12 dimensions, for A-phase prediction
real (%)
B-phase A1 A2 A3
o
u
tc
o
m
e B-phase 71 ± 10 14 ± 10 22± 15 30 ± 12
A1 12 ± 5 55 ± 19 30 ± 18 20 ± 11
A2 10 ± 8 ± 5 22 ± 14 37 ± 16 26 ± 12
A3 10 ± 6 8 ± 10 11 ± 11 25± 9
(a)
real (%)
B-phase A1 A2 A3
o
u
tc
o
m
e B-phase 73 ± 5 13 ± 8 18 ± 9 30 ± 8
A1 14 ± 4 66 ± 13 40 ± 10 25 ± 7
A2 6.3 ± 2.0 18 ± 9 37 ± 8 27 ± 7
A3 6.1± 2.1 2.3 ± 3 5 ± 4 18 ± 6
(b)
The misclassification of B-phase as A1 and A2 with MRMR is practically the same 4.1%
and 4.5%, respectively. Although, in PCA, if is quite different being 10.7% and 4.5%, and
the sensitivity of A1 in PCA is twofold than in MRMR. The majority of the misclassified
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Figure 5.15: Accuracy simple (a and c) and weight (b and d) distribution for
MRMR and LDA (a and b) and PCA and QDA (c and d)
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Figure 5.16: Performance evaluation, of accuracy simple (a and c) and weight
(b and d) for the A phase using and k-NN classification method with features
chosen by MRMR (a and b) and PCA (c and d)
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Figure 5.17: Sensitivity (a and b), and specificity (c and d), using k = 25 for
MRMR (a and c), and PCA (b and d)
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Table 5.6: Mean of confusion matrix for kNN, k = 25, with 30 best features
chosen by a) MRMR and the b) 30 principal components for A-phase staging
prediction
real (%)
B-phase A1 A2 A3
o
u
tc
o
m
e B-phase 81 ± 4 23 ± 9 30 ± 12 40 ± 9
A1 10.32 ± 3 59 ± 12 34 ± 14 21 ± 8
A2 4.1 ± 1.5 16 ± 6 31 ± 9 22 ± 6
A3 4.5 ± 1.1 2.2 ± 1.8 4.9 ± 3.9 16 ± 5
(a)
real (%)
B-phase A1 A2 A3
o
u
tc
o
m
e B-phase 65 ± 4 7.1 ± 2.7 10 ± 4 25 ± 8
A1 20.15 ± 3 73 ± 9 49 ± 10 32 ± 7
A2 10.7 ± 1.8 19 ± 7 39 ± 8 31 ± 7
A3 4.5 ± 1.4 1.02 ± 0.9 2.4 ± 1.9 12.7 ± 4.7
(b)
A1 are B-phases when MRMR is applied and A2 when PCA is applied. All the non-
detected A2 as such in PCA are considered A1 (49%) and using MRMR are classified as
A1 and B-phases (around 30% for each). For A3 in MRMR, around 20% are considered
by the algorithm as A1 and A2, and 40% are considered as B-phases.
The distributions of simple and weighted accuracy are shown in Figure 5.18. Consid-
ering the accuracy the high and low values of sensitivity are given with a k-NN build
with 30 features is 76% and 63%, respectively for a k-NN model build with 30 principal
components is 68% and 52%, respectively. Regarding the weighted accuracy the maxi-
mum and minimum values obtained for accuracy with 30 best features is 53% and 39%,
respectively and with 30 principal components is 53% and 40%, respectively.
Detection
Using the k-NN model, with k = 25 and 55 features, the better performance values are
75% and 80% for simple and weighted accuracy, respectively, and for sensitivity and
specificity is 82% and 68%, respectively. Regarding k-NN, k = 25, and PCA principal
components for the same model, the maximum of accuracy weight is achieve for 54
components with the value 75%. The SE, SP and accuracy simple is 86%, 65% and
68%, respectively.
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Figure 5.18: Accuracy simple (a and c) and weight (b and d) distribution for
MRMR (a and b) and PCA(c and d) for a k-NN with a k = 25 for 30 dimensions
5.2.2.3 SVM
The SVM is also used for microstructure classification. From the DA and k-NN it can
be seen that the PCA reaches stability at around 30 dimensions, while for the features,
more dimensions are needed. Thus, two grid searches are performed, one for the 30
principal components and other for 40 features. The accuracy results, for weighted and
simple accuracy are shown in Figure 5.19. SE and SP for each A-phase and B-phase
class can be seen on the Annex D, in Figures ?? and ??. The criterion to find the best
c and γ is the weighted accuracy, the best values for c and γ are different when the
model is build with features or if designed with principal components. For a SVM build
with features the better mean weighted accuracy is obtained for the values, c = 2−1 and
γ = 2−1, and the mean weighted and simple accuracy are 51% and 71%, respectively.
While for a best model build with principal components is for the a c = 2−5 and γ = 2−9,
for a weighted and simple accuracy of 47% and 56%, respectively. A confusion matrix
for the best c and γ is shown in Table 5.19
Table 5.7, shows that for SVM with c = 2−1 and γ = 2−1, it can be seen that the B-
phases are confused around 10% of the times with the A-phase subtypes. Approximately
21% of the A1 phases are confused with A2 but only 3.6% with A3. A2 is more confused
with A1, although 20% of these phases are considered by the algorithm as B-phases.
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Figure 5.19: Accuracy (a and c) and accuracy weight (b and d) for each
class of CAP events using SVM classifier build with 40 features (chosen by
MRMR) (a and b) and 30 principal components (c and d) for a grid search with
c = 2−5, 2−3, ..., 215 and γ = 2−15, 2−13, ..., 25
A3 is the one with lower sensitivity and the misclassification is quite high, around 30%
are confused with A2 or B-phase and 15% with A1. The A3 and A1 are the most
distinct types, thus it was expectable that they were less confused. Regarding the
results obtained with c = 2−5 and γ = 2−9, the A1 and A2 are more misclassified with
only one class, A2 and A1 respectively. Besides, the classes are more correctly classified
using features than using PCA, except the A2.
The simple and weighted accuracy for a SVM with 40 features are shown in Fig-
ure 5.20(a) and 5.20(b). The maximum and minimum, for the simple accuracy, obtained
with this approach is 77% and 63%, respectively. Regarding the weighted accuracy the
maximum and minimum is 58% and 42%, respectively. For a SVM based on 30 principal
components the distributions are shown in Figure 5.20(c) and 5.20(d). The maximum
and minimum simple accuracy for the c = 2−5 and γ = 2−9 are 65% and 52%, respec-
tively. Concerning the weighted accuracy the maximum and minimum are 55% and
38%, respectively.
For this (c, γ) pair a simple and weighted accuracy of 71% and 51%, respectively, is
obtained. The detection without discrimination yields 88.3% and the A-phase is not
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Table 5.7: Mean of confusion matrix for MRMR and SVM for a) c = 2−1
and γ = 2−1 with features and b) for c = 2−5 and γ = 2−9 with 30 principal
components, for CAP prediction
real (%)
B-phase A1 A2 A3
o
u
tc
o
m
e B-phase 76 ± 5 15 ± 8 21 ± 12 27 ± 11
A1 11 ± 36 59 ± 14 27 ± 13 17 ± 10
A2 11 ± 6 ± 3 22 ± 12 44 ± 15 32 ± 11
A3 7.2 ± 2.3 5 ± 4 8 ± 8 24 ± 10
(a)
real (%)
B-phase A1 A2 A3
o
u
tc
o
m
e B-phase 61 ± 3.1 5.0 ± 2.4 9 ± 4 26 ± 9
A1 17 ± 4 60 ± 17 35 ± 12 25 ± 8
A2 16 ± 4 32 ± 15 53 ± 10 38 ± 9
A3 6.3 ± 2.0 2.0 ± 2.5 3.1 ± 2.5 13 ± 5
(b)
totally found, but only 76.5%, with discrimination. This values drops to 50.2% for
discrimination but only in 42.6% of its duration.
Detection
Considering now a two-class problem where the objective is to separate the A-phases
from B-phases, for a SVM with 40 features. A new range of accuracies are obtained.
On the one hand, the high weighted accuracy for SVM is achieved with c = 2−1 and
γ = 2−1 and is 78%, for this pair of (c, γ) the simple accuracy, SP and SE is 76%, 79%
and 77%, respectively. On the other hand, the higher accuracy simple is 84%, for the
c = 23 and γ = 21, and in this case the accuracy simple, SP and SE is 50%, 90% and
70%, respectively.
5.3 Literature algorithms
Some algorithms, described in Chapter 3.2, are implemented and aiming to develop
trustworthy comparisons.
5.3.1 MMSD
One of the methodologies, with different versions, were proposed by Barcaro et al. The
principle is simple, an A-phases is detected based on a simple model of two thresholds
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Figure 5.20: Distribution of (a and c) accuracy simple and accuracy weight
(b and d) distribution for c = 2−1 and γ = 2−1 with 40 features (a and b) and
for c = 2−5 and γ = 2−9 with 30 principal components (c and d)
applied to a MMSD feature (section 4.2.3.1). In total, five MMSD features are extracted
from the signal (one for each conventional band) and are combined, in different ways,
to detect the A-phases.
The algorithm is implemented, using the reported parameters, τ = 64, τ0 = 2 and a
length and existence threshold of 0 and 1, respectively.
The method reported in [57], only detected A-phases, without any distinction between
the subtypes. The A-phase is detected using the MMSDδ, MMSDθ, MMSDα and
MMSDσ signals. The specificity, sensitivity, simple and weighted accuracy are 81.2%,
58%, 77.8%, 71.3, respectively. The sensitivity of this method is quite poor, nevertheless
the specificity and accuracies are reasonable. The weighted accuracy drops almost 10%
relatively to simple accuracy due to the misclassification of A-phases that have a greater
impact than B-phase misclassification.
The second version of the algorithm distinguishes the considered two subtypes of A-
phase (the A2 and A3 are considered together). The results obtained are in Table 5.8
and the mean of confusion matrix for all epileptic patient is in Table 5.9. The simple and
weighted accuracies are 79.4% and 48.7%, respectively. This method classify correctly
most of the B-phases, although only 50% of A1 and 7% of A2 and A3-phases. Analysing
Table 5.9, around 50% of the A2 and A3-phases are detected but considered as A1-phase.
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Moreover, when the method classify an epoch as A3-phase it is rarely wrong, therefore
it has a high specificity.
Table 5.8: Results of sensitivity and specificity of A-phase subtype with the
method proposed in [58]
B A1 A2 & A3
SE (%) 89.0± 1.8 51± 8 6.5± 3.0
SP (%) 49± 6 86.5± 2.7 99.50± 0.63
Table 5.9: Confusion matrix with the method [58]
real (%)
B A1 A2&A3
outcome
B 89.1 ± 1.8 48 ± 9 52 ± 5
A1 10.6 ± 1.7 51 ± 8 41 ± 5
A2&A3 0.42 ± 0.25 1.7 ± 1.8 6.5 ± 3.0
Considering the same algorithm but without any discrimination between the A-phases
subtypes, the performance values are 89.40%, 51.59%, 83.3%, 69.23% for specificity,
sensitivity, simple and weighted accuracy, respectively.
Another algorithm, with different MMSD signal combinations, is used. The results are
shown in Table 5.10, and the respective confusion matrix is on Table 5.11, and the simple
and weighted accuracy for this method is 71.9% and 48.9%, respectively.
Table 5.10: Results of sensitivity and specificity of A-phase subtype with the
method proposed in [59]
B A1 A2 & A3
SE (%) 79.3± 2.7 57± 8 10± 5
SP (%) 67± 6 76.4± 2.7 99.80± 0.63
Table 5.11: Mean confusion matrix with the method [59]
real (%)
B A1 A2&A3
outcome
B 79.3 ± 2.7 41 ± 9 28 ± 7
A1 19.6 ± 2.4 57 ± 8 61 ± 5
A2&A3 1.05 ± 0.57 1.8 ± 1.9 10 ± 5
This version of the method, has a better A-phases classification. The mean of sensitivity
for A1 and A2&A3 increased around 8% and 6%. Although, this increase in sensitivity
is accompanied by a decrease in specificity around 10% for A1 and 1% for A3. Regard-
ing the confusion matrix (in Table 5.11) and comparing to the previous method, it can
be seen that more 20% of A2 and A3 are classified by the algorithm as A1-phase. If
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the subtypes are not considered around 58% and 70% of A1 and A2&A3 are detected,
respectively. The algorithm classifies less A1 and A2 phases as a B-phase which trans-
lates in a high specificity for the B-phase, although the B-phases correctly classified
drops 10%. For detection this method obtained 80.17± 2.49, 58.00± 8.60, 77.50± 2.43,
73.08±3.17 for specificity, sensitivity, accuracy simple and accuracy weight, respectively.
The length threshold values are varied between -1 and 1.5 in steps of 0.05 with the
existence thresholds one unit above, to verify if the threshold values proposed in the
Barcaro et al methods (which are 0 and 1), are the appropriate to the problem. The
ROC curve is shown in Figure 5.21, with black bullets representing the best threshold
values for B, A1, A2/A3 phases, and they are different for each classes. Therefore, a
mean is performed between B and A1 threshold best points. The A2/A3 is not considered
because do not achieve great values. For the length threshold the best values are -0.05
and 0.01 for A1 and B-phase, respectively. Thus, the best length threshold is 0.
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Figure 5.21: ROC curve for the methodology proposed in reference [59], for
different length and existence threshold values
Comparing the different MMSD features combination, the best performance is achieved
with the algorithm proposed in reference [59]. In spite of the reasonable values found for
weighted accuracy without discrimination, it is concluded that some subtypes are more
correlated with some diseases. For instance, the A2 is greater for epileptic individual
than in the control group, while A1 is practically the same. Therefore, is important
discriminate the A-phases types. Although, in any version of this model the weighted
accuracy is below 50%. The accuracy reported in reference [59] is 84% that compares to
72% obtained with the same method. The difference between the results might be due
the number of patients. While in reference [59] uses only 10 patients, here 30 patients
are used making this study more reliable due to the statistical increase.
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5.3.2 Stochastic Algorithm
As previously explained (see section 3.2), this method simulated the EEG brain with a
feedback loop model. The loops are the EEG rhythms, in the conventional frequency
bands, each one associated with a gain proportional to the presence of the rhythm in
the signal. The expression proposed, to compute the gains (K), assumes that the signal
segments, used for estimation procedures, are extracted from a stationary and from a
gaussian regular processes [62]. Therefore the KS-test is applied to each epoch, for the
EEG and all conventional bands. Two scenarios are tested, epochs with one and two
second duration. The results are present in Table 5.12. The Table 5.12 shows that the
Table 5.12: Percentage of epochs that rejected the null hypothesis of Kol-
mogorov–Smirnov, do nor follow a normal distribution, at the 5% significance
level for different sleep stages
mean
sEEG delta theta alpha sigma
1sec 2sec 1sec 2sec 1sec 2sec 1sec 2sec 1sec 2sec
all 57 55 82 83 40 41 23 26 22 27
N3 64 63 83 84 40 42 23 25 24 31
N2 57 55 82 83 40 42 23 26 24 30
N1 45 44 81 83 39 40 24 27 20 23
REM 53 52 80 82 39 41 23 25 19 21
W 41 40 84 85 39 41 28 30 20 23
Table 5.13: Percentage of times that a A-phase is included epoch that does
not follow a gaussian distribution, for all subtypes and, in particular, for each
subtype
mean
sEEG delta theta alpha sigma
1sec 2sec 1sec 2sec 1sec 2sec 1sec 2sec 1sec 2sec
all 66 66 85 86 41 44 24 28 23 30
A1 77 77 85 87 42 44 23 26 25 32
A2 69 69 84 86 42 45 24 28 23 30
A3 53 54 84 86 40 42 25 29 21 26
rejection of null-hypothesis is greater for deeper sleep stages. With Table 5.13 it can
conclude that the majority of A-phases are included in a segment that does not follow
a gaussian distribution. Also, the rejection of null-hypothesis is proportional to the size
of epochs. Another interesting conclusion is that the epochs corresponding to the lower
frequencies have higher null-hypothesis rejection. This is in concordance with the fact
that deeper stages have a greater rejection, since they are composed by low frequencies.
The K-values are computed according to the literature [62, 116], for the instances that
follow a normal distribution. This feature revealed to be highly discriminative, although
it could not be computed for all time instances.
The model applies a filter to transform the scalp EEG in cortical EEG to reverse the
attenuation effects from tissues and bones. An exhaustive search in the literature was
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performed, aiming, to construct the filter, but not enough information was found. This
step was therefore skipped, and might have lead to the high null-hypothesis rejection
obtained.

Chapter 6
Discussion
Analysing the features ranking for macrostructure, the eight lower ranked features are
equal for all patients. This observation lead the conclusion that these eight features
were irrelevant, and the other 47 features were important to the classification process.
Although, the accuracy evolution with the number of features for macrostructure clas-
sifiers (DA in Figure 5.5(a) and k-NN in Figure 5.8(a)) stabilise for more than twelve
features. Therefore, it can concluded that, for macrostructure, only the first 12 best
ranked features provide informative and non-redundant information. Contrarily to the
macrostructure, the rank sequences in microstructure do not have any resemblance be-
tween the patients from a given rank. Thus, it was supposed that all of them were
important for the classification task. Besides, since more than 30 features are used to
build a classifier, the accuracy does not change significantly (either in LDA, shown in
Figure 5.13(a), or in k-NN, shown in Figure 5.16(a)). Consequently, the more informa-
tive features for microstructure are the first 30 ranked features.
Considering now the performance evolution with the number of components (PCA) for
macrosctructure (for LDA shown in Figure 5.5(b), and k-NN shown in Figure 5.8(b)),
the accuracy performance increases until approximately 12 features. After these number
of features, the accuracy values are approximately constant until 27 − 28 features and
starts to increase again until 30 features, maintaining afterwards. For microstructure
staging (in DA shown in Figure 5.13(c), and in k-NN shown in Figure 5.16(c)), the
accuracy function monotonically increases until 30 features, and afterwards the accuracy
values maintain. This stabilisation of accuracy for a dimension superior to 30 can be
understood by looking at the Figure 5.3, that shows that from 30 components onwards,
the information added for a component is reduced or almost zero.
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Table 6.1: Comparison of the best classifier model proposed in this thesis with
the ones present in literature to predict sleep stages.
Method
sensitivity (%)
acc (%)
W N1 N2 N3 REM
DA
thesis 62 47 75 77 74 72
L. Fraiwan [40] 93 69 79 82 80 79
V. Helland [42] 83 - 97 94 90 91
k-NN
thesis 52 54 72 84 52 71
S. Gu¨nes¸ [43] 80 7 89 81 76 65
H. Phan [47] 99 - 89 81 77 86
SVM
thesis 62 54 73 83 69 72
T. Lajnef [53] 90 41 70 76 97 75
B. Koley [54] 96 83 89 99 94 92
The models with the higher accuracy for each classification technique (DA, k-NN and
SVM) are considered and compared with some methods presented in the literature.
A summary of the comparisons is presented in Table 6.1. Regarding the LDA, two
classifiers present in literature, L. Fraiwan [40] and V. Helland [42], are compared with
the best model for LDA proposed in this thesis. The LDA classifier proposed by L.
Fraiwan have the higher accuracy of 91%, however their model only considers four sleep
stages (REM stage and N1 stage are joined) and are only validated with 10 patients.
The LDA proposed by V. Helland are applied to 32 patients and considers all the sleep
stages, which is more comparable with the LDA of this thesis. V. Helland method has
higher sensitivities for the all stages than the ones reported in this thesis.
Two k-NN classifiers present in literature, S. Gu¨nes¸ [43] and H. Phan [47], reported the
accuracies of 65% and 86%, respectively. The k-NN proposed in this thesis have a higher
and lower accuracy comparing to the previous two methods, respectively. Besides, the
H. Phan method do not considers N1 stage and is only performed in four patients, in
spite of having a greater accuracy the results are less reliable. Comparing the k-NN of
the thesis with S. Gu¨nes¸ method, the first one has a greater N1 sensitivity relative to
the second (54% versus 7%), the N3 stage in this thesis its 3% above of the S. Gu¨nes¸
method. Although, for the other sleep stages, N2, W and REM the accuracy is higher
in the literature method.
Finally, considering the two SVM classifiers proposed in literature, T. Lajnef [53] and
B. Koley [54], present accuracies of 74.8% and 92%, respectively. In comparison, the
SVM proposed in this thesis has higher sensitivities for N3, N2 and N1 stages than the
T. Lajnef SVM classifier, but for REM and W the literature method has the better
performance. Relative to B. Koley SVM method it has always a better performance for
all stages.
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All the methods present in literature report N1 as the sleep stage with lower sensitivity,
the proposed classifiers in this thesis also follow this tendency. The stage with more
discrepancies between our classification methods and the literature is W stage. Some
hypnograms, used in this thesis, were analysed by a technician expert in sleep staging
to verify if the W epochs are correctly classified. It was noted that there exist some
A3 in the database which occupy more than 50% of the epochs, and are complete
epochs (30 seconds), and the epochs with these A3 are considered one of the NREM
stages. Besides an A3 is an arousal and, according to the ASSM rules, when an arousal
occupies more than 50% of an epoch this epoch should be classified as W stage. In their
database the minimum duration of an W stage is 60 seconds, when exist a transition
for W stage with less than 60 seconds they considered that is an A3 subtype in an
NREM stage. The NREM stage assign to the W stage is the equal to the previous
epoch. Consequently, there exist stages classified as NREM which have characteristics
of W stage. This have a great impact in algorithm performance. Once the algorithm
’learn’ with the training cases exist epochs belonging to the W stage that are wrongly
are labeled as NREM. Consequently, the algorithm will learn in a wrong way since it
learn based on wrong examples. This might be an explanation for lower performance
obtained. Other explanation might be due the use of a moving window with a length
of 1 or 3 seconds (depending on the feature) while in literature the length used is 30
seconds. Besides, observing the Table 3.2 it can be seen that some of the high accuracies
are obtained when N1 is joined or not considered or a short number of patients are used
to validate the model. Concluding, in general the approach presented in this thesis have
an acceptable performance since the number of patients used is 30, considered all sleep
stages and in the dataset some instances are mislabeled.
The majority of the models for automatic staging of A-phases are only for detection with-
out discrimination among different subtypes. In this thesis it is evaluated the proposed
approach considering both detection and discrimination performance.
The detection of the methods proposed in this thesis and the ones present in literature
are shown in Table 6.2. The method proposed by Rosa et al [60], is not implemented in
this thesis because it does not fulfil the requirement of normality. Besides, the method
is only tested in four patients, which makes their validation less reliable. In general,
the accuracy reported in literature is higher than the ones for the methods reported in
this thesis. This is due to the fact that they reported the standard accuracy that not
accounts for class imbalance. Therefore they give more importance to the B-phases, that
are in majority, than to the A-phases. Comparing their values of SE and SP with the
one obtained with the different methods proposed in thesis. The SP presented in the
literature has higher SE values. In models proposed in this thesis, the data imbalance
is taken into account, which leads to a higher SE than SP, and consequently to a lower
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Table 6.2: Comparison of the best classifier model proposed in this thesis with
the ones present in literature to detect A-phases.
Method paper SE (%) SP (%) acc (%)
DA
thesis 79 74 76
Mariani, S. [67] 72.5 86.6 84.9
k-NN thesis 82 69 75
SVM
thesis 79 76 77
S Mariani [67] 70 84 82
MMSD
Barcaro et al [57] 58 81 78
Barcaro et al [58] 52 89 83
Barcaro et al [59] 58 80 78
accuracy comparative to literature methods. The highest accuracy mean for a SVM
with 40 features is 84%, although the SE and SP are 50% and 90%, respectively. This
results are comparable to the literature, although the algorithm goal is not to find the
best accuracy but to have the best trade off SE and SP, given more importance to SE
since they correspond to rare events.
Only two methods [58] and [59] that discriminate between A-phases are found in liter-
ature, proposed Barcaro et al. In these methods the subtypes A2 and A3 are joined
and classified as one, A2&A3. Due to its simplicity they are implemented in this thesis
and their results, as well the results for the other methods, are described in Table 6.3.
Observing this table it can be seen that the sensitivities of A2&A3 are quite low, in
the two versions proposed by Barcaro et al (below the 10%). Although, the accuracy
of this method is high. As explained before, this value is due a high sensitivity of the
B-phases, which occupies 70% of the all data. Then, due to the a high sensitivity of B-
phases, the accuracy will be high as well, even if the sensitivity of A-phases is low. The
methods proposed in this thesis for A-phases discrimination are built to detect the three
A-phases subtypes, which is an innovation. All the A-phases sensitivities are higher than
the literature methods. The accuracies relative to the A-phases, in descending order,
are: A1, A2, and A3 in all methods. Which is interesting since the frequencies in A1
to A3 increase. Most of the A3 are arousals which are events with characteristics of
W sleep stage. Therefore, the model was trained with B-phases similar to A3 phases,
which lead to a lot of A3 phases being classified as B-phase. This can be seen observing
the confusion Tables 5.5, 5.6 and5.7. The characteristic waves of the A1-subtype are
only typical of it (an K-complex) which explained the higher results for this subtype,
compared to the A2 and A3. Therefore, to identify better an A3, it might be useful to
have information about the context (sleep stage).
According to the ASSM rules an A-phase should have a minimum duration of 2 seconds,
and maximum of 60 seconds. Therefore it is possible for a subtype A3 to have a duration
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Table 6.3: Comparison of the best classifier model proposed in this thesis with
the ones present in literature to predict the A-phases subtypes
Method paper
sensitivity (%)
acc (%)
B A1 A2 A3
LDA thesis 73 66 37 18 68
k-NN thesis 81 59 31 16 70
SVM thesis 76 58 44 24 71
MMSD
Barcaro et al [58] 89 51 6.5 79.4
Barcaro et al [59] 79.3 57 10 71.9
of 40 seconds, and this event corresponds to an EEG arousal. Although, an arousal with
40 seconds is against the rules to scored the macrostructure in both manuals (R&K and
ASSM). As mentioned before, the signal is divided into epochs of 30 seconds and the
signal is analysed. An epoch is classified based on the majority of the signal character-
istics. The previous example has a duration superior to 15 seconds, so the EEG arousal
occupies 50% of the epoch, so in this case, the epoch should be classified as a Wake state
than as an NREM stage with a A3 phase. Therefore, it is a disagreement between the
two scoring rules which should be revised.

Chapter 7
Conclusion and Future Work
This thesis presents a machine learning multi-feature approach to classify both sleep
macro and microstructure. Concerning macrostructure, the proposed approach presents
an improved performance when the classifier is of the SVM type. The better performance
achieved was an accuracy of 72% which is not always better than the results published
in the bibliography. However, it is believed that the hypnogram available may have
problems. Future steps will encompass the review of the hypnograms aiming to improve
the macrostructure classification.
Concerning microstructure algorithms are new comparing to the microstructure the re-
sults are satisfactory and from an overall point of view better than the performance
obtained with the algorithms in the literature. The best performance for microstruc-
ture is with SVM with a accuracy of 71%, and a sensitivity of 76%, 58%, 44%, and
24% for B, A1, A2 and A3-phases, respectively. The lower sensitivity for A3 might be
resolved taken in count the sleep stage. Therefore a future work is used the output of
a microstructure algorithm to predict microstructrure. The CAP sequences should be
studied as a precursor of epileptic seizures.
Future steps will encompass the consideration of the macro-structure classification as an
additional information for micro classification. This information could be important to
discriminate A3 phases, given that it can be confused with the awake state. Other future
step is the analysis of the benefits of micro-structure staging as a disease biomarker, more
particularly as a precursor of epileptic seizures.
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Appendix A
Statistical Analysis
One of the objectives of this thesis is to evaluate the utility of A-phases to predict
epileptic seizures. It was already proved that some pathologies, like insomnias, bruxism,
epilepsy, etc., are related with higher rates of CAP. CAP, in normal conditions, only
appear in NREM sleep. Therefore, the percentage of CAP also depends on the sleep
stages distribution through the night.
This Chapter focus to compare the percentage of each sleep stage and A-phases subtypes
in a night of sleep in epileptic patients comparing to a control group.
A.1 Materials
Besides the dataset presented in Table 4.1 it is also used a control group (without
epilepsy) designated by N1-N16 is also used. To analyse the A-phases evolution with
seizures patients from Centro Hospitalar e Universita´rio de Coimbra (CHUC) are used,
Table A.1.
The N1-N16 have the same properties than NFLE1-NFLE40 described in section 4.1.
EPI1-EPI2 were recorded at CHUC including, at least, three EEG channels (F3 or F4,
C3 or C4 and O1 or O2, referred to A1 or A2) but without the EMG and EOG. The
staging was performed by a technician from Centro de Sono do Hospital dos Covo˜es.
The macrostructure was scored according to the ASSM rules and the A-phases according
to the Terzano reference atlas [28].
The technician was not trained by specialists but instead learned based on the examples
provided in the CAP sleep database [69]. To validate the scores, the patient NFLE12
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Number File name Sex Age
1 N1 F 37
2 N2 M 34
3 N3 F 35
4 N4 F 25
5 N5 F 35
6 N6 M 31
7 N7 M 31
8 N8 F 42
9 N9 M 31
10 N10 M 23
11 N11 F 28
12 N12 M 29
13 N13 F 24
14 N14 F 35
15 N15 M 34
patient Sex Age night # of seizures
EPI1 M 55
night 2 2
night 3 0
EPI2 M 18
night 2 3
night 4 0
Table A.1: Patients used in statistics analysis, the control patients in left side
and the patients to study the evolutions of A-phases in right side
was used to compare the output obtained by Covo˜es technician to the one provided in
database. The comparison is shown in Table A.2. In [2] it is presented an agreement
between four scores in 11 patients relative to A-phases, a summary of the results is
presented in Table A.3. One of the parameters in Table A.3 is the Kendall’s coefficient
of concordance [117] which is a nonparametric test to measure the concordance among
the raters. It can be seen that agreement is greater in A1, and lower in A3, in duration
as well as in total number of A-phases. Analysing the Table A.2 it can seen that the
differences between the scores are in concordance with the ones found in literature.
Table A.2: Comparison between two scores of NFLE12 patient
italian scorer covo˜es scorer
Total no. A1 227 254
Total no. A2 122 133
Total no. A3 205 243
A mean duration (s) 6.97 7.52
A1 mean duration (s) 4.93 5.59
A2 mean duration (s) 6.27 7.34
A3 mean duration (s) 9.64 9.63
The total agreement, without discrimination between the subtypes is 78.58%, and for
A1, A2, and A3 is respectively 74.38%, 64.71%, 73.94% considering that the italian score
is correct. These values, only considering the A-phases, are the ratio between A-phase
scored at Covo˜es which are in concordance the italian database and the total number
of A-phases of the italian scorer. The global agreement, non A-phase and subtypes of
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Table A.3: Analysis of the inter-rater variability of A-phases parameters be-
tween the four different scorers and the Kendall’s coefficient of concordance (W)
((Adapted from: [2])
CAP Parameter Scorer 1 Scorer 2 Scorer 3 Scorer 4 W
Mean SD Mean SD Mean SD Mean SD
Total no. A1 262.5 81.16 277.0 89.58 378.6 90.59 358.6 114.98 0.844
Total no. A2 111.8 57.99 42.8 18.98 30.5 20.32 41.3 22.04 0.713
Total no. A3 41.9 24.71 34.5 18.97 13.5 11.27 27.7 15.73 0.527
A mean duration (s) 8.4 0.86 10.5 2.37 7.0 0.90 8.8 1.29 0.646
A1 mean duration (s) 6.7 0.95 8.8 2.07 6.4 0.75 7.8 1.17 0.535
A2 mean duration (s) 10.2 1.79 13.9 4.63 11.9 3.52 11.8 2.17 0.772
A3 mean duration (s) 14.6 2.00 20.5 5.43 14.0 5.04 17.2 4.86 0.519
A-phases is 91.33%. Therefore, even though the Covo˜es scorer lack of training with
experts, the results are accordance to the literature, thus are reliable.
A.2 CAP presence analysis
This section presents a comparison between a normal and epileptic group relative to
A-phases and sleep stages distribution, using different statistical tests. The control
patients are also available on database, and were considered in this part. The output
of a statistical test is the p-value which ranges from 0 to 1, and p is proportional to the
certainly of null-hypothesis. Is considered that exist statistical difference, null-hypothesis
rejection, when the p-value is less than 0.05 or 5% [118].
Regarding the sleep stages, their percentage through the night, for all patients in a de-
termined group, is represented in Figure A.1. At first glance, it appears that no different
exist between the two groups, comparing the sleep stages. Besides, a statistical test must
applied to verify this conclusion. The choice of the proper test depend on the data dis-
tribution, if it has or not a normal distribution. Thus, at first, the Kolmogorov–Smirnov
(KS) test [119, 120], whose null-hypothesis is that data come from a standard normal
distribution, was applied to distribution of each sleep stage, in both groups. When
data follows a standard distribution the appropriate test is one-way ANOVA [121, 122]
while if does not the a non-parametric test must be applied, Kruskal-Wallis [123]. The
null hypothesis, in the these two tests, is the same: The groups come from the same
population.
The null hypothesis was never rejected, thus, the proper test to verify if the sleep stages
distributions is affected by NFLE is the ANOVA test. The results, of p-values, are
present in Table A.4. Considering the significance level imposed, the null hypothesis
was never rejected, then the sleep stages are have, approximately, the same presence in
individuals with and without epilepsy. The stage with similar appearance in both groups
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is N2, contrarily to N3 which is the most different. It can also be seen, in Figure A.1, that
N2 stage prevailed over the others sleep stages while N1 is the one with less presence.
N3 N2 N1 REM W
0
10
20
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40
50
(a) control group
N3 N2 N1 REM W
0
10
20
30
40
50
(b) epileptic group
Figure A.1: Sleep Stages percentage for the both groups study
Table A.4: p values for ANOVA test for the sleep stages with the two groups
N3 N2 N1 REM
p value 0.26 0.97 0.71 0.64
Considering the A-phases, it was computed, for each patient, the ratios between number
of seconds occupied by an A-phase(s) in stage x and number of seconds of stage x, where
x are one of the sleep-stages N1, N2, N3, NREM. As previously, the KS-test must be
applied to decide which test should be used to verify if there are differences between the
epileptic and control group, ANOVA or Kruskal-Wallis. For all ratios, except NREM
stage with A1 and A2 subtypes, the distribution of patient’s ratio follows a standard
distribution. Therefore, for this patients the ANOVA test was applied, and for the
other two cases ( NREM stage with A1 and A2 subtypes) the non-parametric test,
Kruskal-Wallis, was performed. The results for the mean of the ratio in each group and
the p-value, for the test that verify if the groups come from the same population, are
present in Table A.5.
Table A.5: Mean of percentage of A phases in one or more NREM sleep stages
for epileptic population (x¯epi) and a control population (x¯control), p-value of the
ANOVA test comparing both groups, epileptic and control.
all subtypes subtype A1 subtype A2 subtype A3
x¯epi x¯control p x¯epi x¯control p x¯epi x¯control p x¯epi x¯control p
NREM 14.50 10.30 1.70× 10−4 5.48 4.81 0.28 3.16 2.11 6.17× 10−3 5.86 3.38 1.76× 10−4
N1 20.25 23.35 0.47 0.59 0.75 0.65 0.29 2.50 0.48 19.36 20.09 0.87
N2 19.89 12.98 8.94× 10−5 3.90 3.34 0.38 5.55 3.58 0.007 10.45 6.06 2.70× 10−4
N3 22.45 18.33 0.023 15.53 14.10 0.39 3.64 2.32 0.04 3.28 1.89 5.38× 10−3
The generic case, for all A-phases subtypes in NREM stage, have p-value below 0.05.
Consequently, the A-phases occupied more space in NREM stage in epileptic group than
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in control group, and this difference is significantly. Regarding the A-phases subtypes in
NREM, the A1 have the same presence in both groups, on contrary, the A2 and A3 are
increased in this disease. Analysing the p-values for N1 stage and for A1 subtype, they
are always above the significance level, thus, N1 stage and A1-phase are not affected
by NFLE. For A2 and A3 in N2 and N3, the null-hypothesis is rejected, therefore the
NFLE interfere with this subtypes and results, always, in an increase of the A-phases
presence. Whether the lower is p-value more different is the presence of an A-phase
subtype between the groups. Therefore, the greater difference between the groups is in
stage N2 considering all A-phases.
Besides the differences, some conclusions are common for both groups. In N1 the subtype
A3 appearance prevails over A1 and A2. Doing deeper, in N2 the disposition remains,
however, the A1 and A2 are more present while A3 subtype drops, at least, 50%. In N3,
on the contrary, the majority of the A-phases subtypes are A1. This disposition was
expectable, since the A1 is a subtype characterised by a decrease in frequency relative to
the background while A3 is by an increase. Therefore, the A1 must appear in the stage
composed by high-voltage slow waves, N3, whereas A3 must be present in the stage with
low-voltage fast waves.
Respecting to A-duration, it was compared the mean duration of A-phases and the
number of A-phases in patients with epilepsy. The increase of the number of seconds of
A-phases in a determined stage can be due the increase of the number of A-phases or
to the duration of A-phases. Once more, to analyse if the epilepsy alters the duration
or number of A-phases, the ANOVA or Kruskal-Wallis must be applied. The KS-test
was performed for the two groups, and the null-hypothesis was never rejected. Thus,
ANOVA was applied for all cases, a resume is shown on Table A.6. For A-phases
duration, the the null hypothesis was never rejected, consequently, the NFLE does not
interfere, significantly, with the the A-phases duration. Looking at A-phases number it
can be seen that the null.hypothesis is rejected for all A-phases, A2 and A3 subtypes.
Therefore, the differences observed in A.5 do not results from A-phases more longer
but, instead, in the A-phases number.
Table A.6: Mean duration and A-phases number in epileptic and control group
all subtypes subtype A1 subtype A2 subtype A3
x¯epi x¯control p x¯epi x¯control p x¯epi x¯control p x¯epi x¯control p
duration 7.79 7.72 0.98 5.77 5.88 0.57 7.23 8.10 0.20 13.69 13.75 0.37
number 557 402 1.0× 10−4 294 246 0.14 128 80 2.6× 10−3 135 76 4.0× 10−4
Considering only the A-phases of epileptic patients, their the distribution, overall, and
concerning the A-subtypes are shown in Figure A.2. In total, 16704 A-phases exist in
all dataset, used in this thesis, being 8805, 3840 and 4059 A1, A2 and A3, respectively.
The minimum duration, two seconds, of an A-phase is independently on the subtype.
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However, for maximum duration, the situation is different, A1, A2 and A3 have 29, 57
and 59 seconds, respectively. The number of A1 is, at least, twice than the number of
A2 and A3. Although, the maximum duration of A2 and A3 is two times greater than
the observed for A1. Observing the Figure A.2, the A1 curve is more narrow than the
A3 duration curve, thus, most of A3 have a major duration. This explains why in spite
of the A1 have double number of phases, in NREM the number of seconds occupied by
A3, 5.86%, is greater than the A1, 5.81%, Table A.5.
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Figure A.2: Distribution of the A-phases duration in patients with epilepsy
Statiscal example from another disease with CAP [124], paroxysmal dystonia where the
patients do not show a change in macro but in micro yes.
A.2.0.1 CAP predict seizure
The percentage of the sleep stages in the patients from the CAPsleep database and
CHUC are in Table A.7. The W stage are much greater in patients from CHUC, and
the percentage of N3 is below the average of the patients from the CAP sleep database.
This results might be associated with the hospital conditions, which in CHUC worse
than in italian hospital.
Table A.7: Percentage of each sleep stage, since the moment that patients
started to sleep until they awaken
N3 (%) N2 (%) N1 (%) REM (%) W (%)
database 27.31±7.40 40.70± 6.85 4.81± 4.24 19.92± 5.27 7.27± 6.59
EPI1 with crisis 14.01 31.01 17.58 9.86 27.55
EPI2 with crisis 4.69 37.64 13.09 10.10 34.49
EPI2 without crisis 19.36 36.67 20.64 0 23.33
For patient 285, in the night with a epileptic crisis, comparing with the normal night, the
W stage have more presence whereas N3 have less appearance. Relatively to A phases,
A3 is higher in the night with crisis while the values for the others subtypes do not differ
much. The range of A1 of CAPsleep database include the values found for the CHUC
patients. Although, for A2, in patient 169 the values is quit high while 256 have a low
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Table A.8: Percentage of each A-phase subtype in NREM stage, since the
moment that patients started to sleep until they awaken
A1 (%) A2 (%) A3 (%)
database 8.12± 3.04 4.39± 1.60 8.23± 2.96
EPI1 with crisis 10.79 9.60 13.04
EPI2 with seizure 9.28 0.8260 9.81
EPI2 without seizure 8.46 0.70 5.28
values, for both nights. Although, this discrepancies could be related with the patient
characteristics.
In Figure A.3 is represented the rate, per 5 minutes, of the A-phases and, in patients
from CHUC with seizures, the are marked. The only remarkable thing that can be
concluded is that the percentage of A tends to diminish along the night. Although, the
same, is not observed, with such evidence, in patients from CAP sleep database.
Finally, no relationship was found between the A-phases appearance with the begin of
the seizure. However, in literature is reported that the appearance of A1-subtype is
prominent before the seizure whereas the A2 and A3 are likely after.
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Figure A.3: Distribution of the A-phases rate (five per minute) for patient
EP1 (a) and EP2 (b and c) in a night with (a and b) and without seizures (c)

Appendix B
Sleep Elements
• Alpha rhythm: Trains of sinusoidal 8−13 Hz activity recorded over the occipital
region with eye closed, atenuating with eye opening.
• Eye blinks: Conjugate vertical eye movements at a frequency of 0.5 − 2Hz
present in wakefulness with the eyes open or closed.
• Rapid eyes movement (REM): Conjugate, irregular, sharply peaked eye
movement with an initial deflection usually lasting < 500 ms. While rapid eye
movement is a characteristic of REM stage, they may also be seen in wakefulness
with the eyes opened when subjects scan the environment.
• Slow eye movement (SEM): Conjugate, reasonably regular, sinusoidal eye
movement with an initial deflection usually lasting > 500 ms
• Low Amplitude, mixed frequency activity: Low amplitude, predominantly
4− 7 activity.
• Vertex sharp waves (V waves): Sharply contoured waves with duration less
than 0.5 seconds maximal over the central region and distinguishable from the
background activity
• Sleep onset: The start of the first epoch scored as any stage other than stage
W.
• K-complex: A well-delineated negative sharp wave immediately followed by
a positive component standing out from background EEG, with total duration
greater than 0.5 seconds, usually maximal in amplitude when recorded using
frontal derivations. For an arousal to be associated with a K-complex, it must
start no more than one second after termination of the K-complex.
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• Sleep spindle: A train of distinct waves with frequency 11 − 16 Hz (most
commonly 12 − 14 Hz) with a duration greater than 0.5 seconds, usually with a
maximal in amplitude using central derivations.
• Slow wave activity: Waves of frequency 0.5−2 Hz and peak amplitude> 75µV ,
measured over the frontal regions.
• Delta bursts: Sequence of at least two waves in the frequency bandwidth ranging
from 0.5 to 4 Hz and with an amplitude 1/3 higher, or more, than the background
activity. Delta bursts are most prominent in the fronto–temporal regions. They
may appear in consolidated stage N2, and become increasingly common in stages
N3 os sleep. Compared to the background EEG delta rhythm of stages N3, delta
bursts tend to be lower in frequency.
• Vertex sharp transients: Transients are EEG potentials of 50–200 ms duration
and variable amplitude (up to 250 mV) expressed maximally on derivations at the
central vertex areas. Sequences of vertex sharp transients, composed of two or
more repetitive potentials lasting 2 s or more, often appear at the transition from
stage N1 to stage N2 of sleep.
• K-complex sequences: Series of two, or more, consecutive K- complexes. Each
K-complex presents a bi-/triphasic pattern consisting of an initial rapid negative
component followed by a slower positive wave. The K-complex may be mixed
with or followed by a sleep spindle. The duration of a single K-complex ranges
from 0.5 to 2 s; therefore, a K-complex sequence duration is generally two seconds.
K-complex sequences can appear in sleep stages N2 and N3.
• Polyphasic bursts: Clusters of high-voltage delta waves, intermixed with theta,
alpha or beta rhythms. Polyphasic bursts can include two or more delta peaks
and occur in sleep stages N2 and N3. However, polyphasic bursts most commonly
appear in stage N2, especially before REM sleep onset.
• K-alpha: K-complex followed immediately by an alpha burst.
• Intermitten alpha: Alpha EEG rhythm (8 - 13 Hz), usually prominent in trac-
ings from posterior derivations is commonly recorded from occipital areas. At
sleep onset, the alpha rhythm field tends to spread anteriorly, then, in sleep stage
N1, it fragments into intermittent sequences and, finally, as sleep progresses, it
disappears. Alpha EEG activity may also increase in amplitude and decrease in
frequency just before it vanishes. In addition to occurring at sleep onset, inter-
mittent alpha may appear when stage 1 reemerges and during REM sleep.
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• EEG arousals: Sudden frequency shifts towards faster rhythms (theta, alpha,
beta, but not spindles) that shortly interrupt sleep continuity for 3 s.

Appendix C
Feature Selection Results
99
Appendix C. Feature Selection Results Appendix C Feature Selection Results
patient
rank 2 3 5 6 8 9 10 11 12 14 15 16 17 18 20 21 22 24 26 28 30 31 32 34 35 36 37 38 39 40
1 27 9 4 9 21 9 9 21 27 4 21 9 4 2 4 21 27 4 9 9 21 4 21 9 5 21 6 21 10 21
2 10 21 6 1 6 21 6 48 8 6 4 21 21 21 3 27 4 6 2 27 3 21 3 34 3 9 4 4 6 5
3 9 34 34 7 8 4 10 4 21 3 27 27 7 4 21 2 7 2 10 4 4 1 5 4 21 4 7 10 4 2
4 5 4 9 4 10 1 7 5 6 1 18 4 6 7 9 7 6 21 8 6 2 9 6 1 8 6 9 9 21 6
5 4 8 1 6 9 7 1 1 3 2 9 5 9 34 8 4 21 9 1 2 5 3 10 2 10 8 21 2 5 10
6 6 1 5 2 1 6 4 6 5 8 1 7 2 9 7 10 1 1 4 1 6 17 2 6 1 1 1 6 3 4
7 21 7 3 8 3 19 21 10 1 21 10 8 1 1 5 1 2 7 5 5 8 10 4 10 6 2 2 5 1 1
8 1 37 21 19 7 2 3 35 7 9 2 18 34 3 2 6 9 48 7 21 7 2 1 21 34 3 8 8 9 7
9 34 3 2 21 5 35 2 34 10 48 6 10 27 6 18 5 5 3 6 7 9 8 27 3 27 34 34 7 8 34
10 3 10 10 3 4 3 5 20 9 5 8 3 5 8 1 3 10 16 3 16 1 6 7 7 2 7 48 1 2 9
11 7 6 8 20 27 18 8 19 2 18 7 2 8 17 6 8 48 8 21 10 10 5 34 8 9 27 3 34 34 27
12 12 27 7 17 2 16 16 16 18 17 5 34 3 19 10 17 8 20 20 3 17 27 8 16 16 16 35 3 27 18
13 2 2 19 5 16 48 48 45 4 7 3 6 16 35 19 20 16 35 16 20 18 7 16 5 7 5 16 27 7 3
14 8 36 16 34 34 17 27 2 34 10 16 1 10 20 48 19 18 19 27 18 34 35 9 18 4 11 13 14 35 8
15 16 5 20 18 17 34 35 3 20 35 34 19 35 18 36 34 34 18 34 34 19 34 18 35 11 54 14 11 18 41
16 11 18 11 16 35 8 17 9 19 16 35 20 17 16 17 9 35 17 19 19 16 16 35 17 18 12 17 36 48 11
17 36 35 15 12 48 20 18 18 16 27 19 13 36 14 20 16 3 34 11 17 48 48 48 48 13 51 18 45 17 37
18 51 17 17 15 40 11 34 47 11 19 48 41 19 48 35 18 20 11 36 36 35 20 12 14 20 13 19 43 16 20
19 37 16 14 14 14 14 19 7 12 34 20 12 48 54 37 41 11 12 40 41 11 18 17 19 55 10 27 40 37 17
20 41 12 54 13 19 33 13 12 17 12 17 35 41 12 11 40 13 50 17 40 13 19 40 11 19 15 15 20 36 12
21 13 19 35 10 51 54 20 8 13 20 11 36 13 52 16 36 55 14 39 42 20 11 19 53 12 35 11 44 19 19
22 40 13 12 37 33 15 11 17 42 53 13 40 40 51 41 14 19 36 15 54 27 12 51 36 36 53 36 54 41 42
23 42 33 18 55 18 51 14 39 55 11 12 37 18 27 40 51 17 5 12 37 14 51 11 12 17 14 53 51 42 36
24 15 40 48 11 50 12 54 11 41 13 36 16 37 11 38 12 14 51 46 39 53 13 14 41 37 44 12 41 20 39
25 52 41 13 54 54 13 51 13 48 14 50 17 11 50 39 37 15 15 18 51 54 46 50 20 15 19 54 13 39 13
26 14 43 55 40 39 5 12 46 35 15 53 39 39 53 14 55 53 10 35 14 41 14 52 54 41 33 33 42 43 38
27 33 42 53 36 41 50 50 50 14 51 51 11 51 43 42 50 12 37 43 8 39 33 13 39 48 45 50 47 13 40
28 50 39 36 50 13 10 33 53 51 33 55 48 14 33 54 11 39 27 51 43 40 50 43 51 14 50 5 12 44 14
29 45 51 40 48 42 55 15 33 54 54 40 43 20 5 44 52 51 54 48 50 12 15 53 40 51 18 10 52 14 51
30 39 48 33 52 15 27 53 15 15 40 14 15 42 55 12 15 33 33 41 12 50 55 20 37 38 55 51 15 53 15
31 55 50 27 35 53 45 52 44 46 50 54 55 15 15 53 42 54 52 54 15 33 45 42 13 35 17 20 55 45 52
32 46 44 50 51 52 52 55 51 52 44 41 42 54 10 27 54 50 55 50 11 51 47 45 42 40 52 52 38 50 47
33 47 20 52 53 38 41 36 14 43 52 33 51 12 13 34 46 46 53 55 55 36 54 54 33 39 20 41 39 47 50
34 48 14 51 46 55 46 40 55 47 55 42 14 50 44 43 13 45 44 33 47 15 52 55 50 44 39 42 50 12 55
35 38 11 39 39 12 36 43 54 53 42 37 38 45 41 45 35 42 42 45 13 52 36 44 55 47 38 40 46 33 45
36 35 54 42 33 20 47 41 43 50 41 47 50 33 42 51 47 43 39 44 48 42 53 39 38 43 36 39 53 46 46
37 54 47 38 43 11 53 44 36 44 36 43 33 38 22 52 43 44 41 47 35 38 44 33 43 53 48 37 37 15 43
38 17 45 45 45 46 42 47 37 33 43 39 54 52 39 13 53 47 47 37 52 55 40 15 15 33 22 43 35 51 35
39 44 53 44 38 44 40 39 38 40 45 15 52 43 37 33 38 41 46 53 33 44 37 41 47 42 41 38 48 55 54
40 43 52 37 41 36 38 45 42 45 47 52 47 47 40 46 39 52 38 13 53 45 38 37 52 54 40 46 17 11 44
41 53 46 46 47 47 43 42 52 37 37 38 46 46 23 50 45 36 13 42 44 47 39 36 44 50 46 55 19 54 16
42 20 15 43 44 43 37 46 27 36 46 44 22 55 24 15 33 37 40 38 46 37 42 38 45 46 43 44 16 40 48
43 19 55 47 42 37 44 37 40 39 39 46 44 44 25 55 48 38 43 14 38 46 43 46 46 52 37 45 33 38 33
44 18 38 41 22 45 39 38 41 38 38 45 53 53 26 47 44 40 45 52 45 43 41 47 22 45 42 47 18 52 53
45 22 22 22 23 22 22 22 22 22 22 22 45 22 46 22 22 22 22 22 22 22 22 22 23 22 47 22 22 22 22
46 23 23 23 24 23 23 23 23 23 23 23 23 23 28 23 23 23 23 23 23 23 23 23 24 23 23 23 23 23 23
47 24 24 24 25 24 24 24 24 24 24 24 24 24 29 24 24 24 24 24 24 24 24 24 25 24 24 24 24 24 24
48 25 25 25 26 25 25 25 25 25 25 25 25 25 30 25 25 25 25 25 25 25 25 25 26 25 25 25 25 25 25
49 26 26 26 27 26 26 26 26 26 26 26 26 26 31 26 26 26 26 26 26 26 26 26 27 26 26 26 26 26 26
50 28 28 28 28 28 28 28 28 28 28 28 28 28 32 28 28 28 28 28 28 28 28 28 28 28 28 28 28 28 28
51 29 29 29 29 29 29 29 29 29 29 29 29 29 49 29 29 29 29 29 29 29 29 29 29 29 29 29 29 29 29
52 30 30 30 30 30 30 30 30 30 30 30 30 30 38 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
53 31 31 31 31 31 31 31 31 31 31 31 31 31 47 31 31 31 31 31 31 31 31 31 31 31 31 31 31 31 31
54 32 32 32 32 32 32 32 32 32 32 32 32 32 36 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32
55 49 49 49 49 49 49 49 49 49 49 49 49 49 45 49 49 49 49 49 49 49 49 49 49 49 49 49 49 49 49
Table C.1: MRMR feature selection for each patient to predict sleep stages
Appendix C. Feature Selection Results 101
patient
rank 2 3 5 6 8 9 10 11 12 14 15 16 17 18 20 21 22 24 26 28 30 31 32 34 35 36 37 38 39 40
1 9 2 4 2 3 2 21 1 2 4 21 3 4 2 2 21 1 4 3 9 1 5 21 2 19 2 21 2 21 5
2 15 11 51 51 12 50 15 50 55 50 52 50 52 55 5 51 52 50 50 55 55 50 50 50 34 4 52 5 52 51
3 53 55 52 52 52 53 52 13 52 11 51 20 50 50 50 19 55 52 53 50 51 52 53 11 50 50 50 51 19 4
4 51 51 34 15 51 52 50 52 15 52 3 33 21 21 55 50 51 11 14 15 50 33 14 52 54 52 15 13 50 52
5 54 15 50 50 33 33 33 51 51 6 33 52 12 53 52 52 4 51 16 52 53 55 51 33 14 15 53 4 55 50
6 5 20 53 53 15 12 19 5 53 51 50 15 53 15 33 17 15 1 10 17 5 11 3 51 52 55 51 55 11 1
7 34 52 18 55 53 51 17 19 5 15 4 51 33 51 51 55 50 20 51 11 52 53 52 15 4 51 55 14 51 53
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45 45 10 43 34 18 16 46 32 35 37 6 37 30 37 42 45 46 39 38 49 38 2 8 36 41 36 9 37 6 35
46 12 3 46 43 8 41 39 49 42 34 45 48 8 38 35 38 38 41 40 4 42 17 29 5 45 18 18 48 45 39
47 52 27 20 14 19 36 38 40 12 46 41 16 31 7 39 37 37 5 42 35 46 4 30 16 20 1 27 45 46 41
48 1 16 1 46 1 42 9 38 41 1 46 41 32 45 41 41 5 37 46 38 34 16 34 48 12 22 36 16 47 13
49 40 7 7 7 48 43 16 35 20 3 34 7 49 39 4 39 35 38 20 48 35 10 31 18 42 44 6 8 34 2
50 4 35 8 19 7 9 48 2 18 35 19 17 40 5 36 42 14 48 47 1 9 1 32 9 1 38 17 41 7 46
51 11 8 21 21 5 5 10 44 10 7 7 10 6 12 3 47 8 35 36 8 48 35 20 35 8 19 8 17 48 16
52 7 1 10 3 9 21 7 37 8 8 48 6 10 48 48 43 7 16 7 34 8 8 49 3 10 34 16 35 3 47
53 10 18 3 9 27 6 1 10 1 48 10 35 27 9 7 44 18 3 35 10 18 6 36 6 3 8 48 6 35 6
54 2 6 6 6 16 19 8 8 21 10 8 18 35 34 6 48 3 8 6 16 7 7 48 1 7 27 1 40 8 40
55 6 17 9 8 6 35 35 47 7 16 18 1 16 8 8 36 10 6 5 7 3 3 17 8 6 6 35 44 10 8
Table C.2: MRMR feature selection for each patient to predict A phases
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Figure D.1: Sensitivity (a-e and k-o) and specificity (f-j and p-t) evolution
for the different sleep stages with the dimensionality increase using a-j) MRMR
and k-t) PCA as feature selection for different LDA classification method (L:
Linear; Q: Quadratic)
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Figure D.2: Sensitivity (a-e and k-o) and specificity (f-j and p-t) evolution for
the different sleep stages with the dimensionality increase using a-j) MRMR and
k-t) PCA as feature selection and k-NN classification algorithm for different k’s
values (3, 5, 7, 9, 15 and 25)
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Figure D.3: Sensitivity (a, c, e and g) and specificity (b, d, f and h) using a
SVM classification algorithm, for a grid search where c = 2−5, 2−3, ..., 215 and
γ = 2−15, 2−13, ..., 25, using 15 best features for a-b) N3, c-d) N2, e-f) N1 and
g-h) REM sleep stages
Appendix D. Other results Appendix D Results
−10
0
10
20
−20
−10
0
10
0
20
40
60
80
100
 
cγ
 
SP
 %
10
20
30
40
50
60
70
80
90
(a) W
−10
0
10
20
−20
−10
0
10
0
20
40
60
80
100
 
cγ
 
SE
 %
0
10
20
30
40
50
60
70
80
90
(b) W
Figure D.4: Sensitivity (a) and specificity (b) using a SVM classification
algorithm, for a grid search where c = 2−5, 2−3, ..., 215 and γ = 2−15, 2−13, ..., 25,
using 15 best features for W sleep stage
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Figure D.5: Sensitivity (a, c and e) and specificity (b, d and f ) using a
SVM classification algorithm for a grid search where c = 2−5, 2−3, ..., 215 and
γ = 2−15, 2−13, ..., 25 using 30 best features for a-b) N3 and c-d) N2 sleep stages
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Figure D.6: Sensitivity (a, c and e) and specificity (b, d and g) using a
SVM classification algorithm for a grid search where c = 2−5, 2−3, ..., 215 and
γ = 2−15, 2−13, ..., 25 using 30 best features for a-b) N1, c-d) REM and e-f) W
sleep stages
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Figure D.7: Sensitivity (a-e and k-o) and specificity (f-j and p-t) evolution for
A- and B-phases with the dimensionality increase using a-j) MRMR and k-t)
PCA as feature selection for different LDA classification method (L: Linear; Q:
Quadratic)
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Figure D.8: Sensitivity (a-e and k-o) and specificity (f-j and p-t) evolution
for the A- and B-phases with the dimensionality increase using a-j) MRMR and
k-t) PCA as feature selection and k-NN classification algorithm for different k’s
values (3, 5, 7, 9, 15 and 25)
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Figure D.9: Sensitivity (a, c, e and g) and specificity (b, d, f and h) using a
SVM classification algorithm for a grid search where c = 2−5, 2−3, ..., 215 and
γ = 2−15, 2−13, ..., 25 using 40 best features for A- and B-phases
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Figure D.10: Sensitivity (a, c, e and g) and specificity (b, d, f and h) using
a SVM classification algorithm for a grid search where c = 2−5, 2−3, ..., 215 and
γ = 2−15, 2−13, ..., 25 using 30 principal components for A- and B-phases
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