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AN ALGEBRAIC FORMULA FOR THE
KOSTKA-FOULKES POLYNOMIALS
TIMOTHEE W. BRYAN, NAIHUAN JING∗
Abstract. An algebraic formula for the Kostka-Foukles polynomials is
given using the vertex operator realization of the Hall-Littlewood poly-
nomials. The iterative formula can handle large Kostka-Foulkes poly-
nomials substantially quicker than previous combinatorial formulae and
statistics. In particular, Kostka-Foulkes polynomials for hook shapes are
computed.
1. Introduction
The Kostka-Foulkes polynomials Kλµ(t) associated to a pair of partitions
λ, µ have figured prominently in representation theory and algebraic combi-
natorics. It was conjectured by Foulkes [1] that Kλµ(t) are positive integral
polynomials in terms of some charge statistics, and proved by Lascoux-
Schu¨tzenberger [9] using plectic monoinds. Lusztig also proved the Foulkes
conjecture using the geometric method [10], as the Kostka-Foulkes polyno-
mials appear as certain Kazhdan-Lusztig polynomials for type A. This in
turn essentially determines the character table for the general linear group
over the finite field [3]. In combinatorics, Kλµ(1) calculates the number of
tableaux of shape λ with weight µ, which give the dimension of irreducible
representations of the symmetric group and also determine the character of
the irreducible representations of the special linear Lie algebras.
Kostka-Foulkes polynomials can be computed theoretically in several ways.
The first combinatorial algorithm is Lascoux-Schu¨tzenberger’s charge statis-
tic which shows that the Kostka-Foulkes polynomials are positive integral
polynomials. Using Kostant partition function, Kostka-Foulkes polynomials
are given inductively by symmetrizing over the symmetric groups [11, Ch.
3]. Kirillov and Reshetikhin have derived a combinatorial formula for the
Kostka-Foulkes polynomials [8] via the Bethe Ansatz. Other combinatorial
formulas [2] have been derived since the introduction of the Macdonald sym-
metric functions. However, it is well-known that none of these algorithms
are practical and operational to calculate the Kostka-Foulkes polynomials as
they involve hundreds and thousands of combinatorial fillings of the tableaux
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or summation over n! terms. The recent important Haglund-Haiman-Loehr
statistics [4] for the more general Macdonald polynomial also shows the pos-
itivity and it is more or less similar to the charge statistics when specialized
to the Hall-Littlewood case.
The aim of this paper is to give an algebraic formula for the Kostka-
Foulkes polynomials via the vertex operator realization of the Hall-Littlewood
symmetric functions given by the second-named author [6]. As our formula is
algebraic, it can compute Kλµ(t) in relatively easier manner than previously
available algorithms. Although the formula was established via the vertex
operator techniques, the final computation can be formulated algebraically
and combinatorially independent from the vertex operators. This perhaps
gives some hope that it might be possible to speculate some algebraic for-
mula for the two-parameter Kostka-Foulkes polynomials.
The second-named author would like to thank Adriano Garsia for inter-
esting discussions on using vertex operators to compute the Kostka-Foulkes
polynomials back in 1989. Attempt in this direction was made in [13]. Our
final solution of the problem is based upon the idea of dual vertex operators
developed in [6, 7], which was first used in [5] on Schur’s Q-functions.
2. Vertex operator realization of Hall-Littlewood
polynomials
The original Hall-Littlewood vertex operators defined by Jing in [6] used
the infinite dimensional Heisenberg algebra and their irreducible represen-
tations parameterized by t. The vertex operators were subsequently utilized
in [7] to study more realizations of symmetric functions. To be consistent
with the notations used in the combinatorial circle, we reformulate the ver-
tex operators given by the second named author for the Hall-Littlewood
symmetric functions [6] as follows.
Let t be an algebraically independent parameter, let V be the space of
symmetric functions over Q(t). There are several well-known bases such as
elementary symmetric functions, power-sum symmetric functions, monomial
symmetric functions, and homogeneous symmetric functions. The power-
sum symmetric functions are perhaps the most useful ones on the space, as
they are group-like elements under the usual Hopf algebra structure.
A partition λ of n, denoted λ ⊢ n, is a non-increasing sequence of nonneg-
ative integers: λ1 > λ2 > . . . > λl > 0 such that
∑
i λi = n, where l = l(λ)
is the length of the partition λ. For each partition λ, we define
n(λ) =
l(λ)∑
i=1
(i− 1)λi.(1)
The partition λ is usually visualized by its Young diagram of aligning l
rows of boxes to the left where the ith row consists of λi boxes. The dual
partition λ′ = (λ′1, . . . , λ
′
λ1
) is the partition associated with the reflection of
the Young diagram of λ along the diagonal.
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Recall that the power sum symmetric functions pλ for a Q-basis of the
ring of the symmetric functions, where pλ = pλ1pλ2 · · · with
(2) pn = x
n
1 + x
n
2 + · · ·
Therefore the ring of symmetric functions V = ΛQ(t) = Q(t)[p1, p2, . . .], the
ring of polynomials in the pn. Using the degree gradation, V becomes a
graded ring
V =
∞⊕
n=0
Vn.(3)
A linear operator f is of degree n if f(Vm) ⊂ Vm+n
Let 〈 , 〉 be the Hall-Littlewood inner product on ΛQ(t) defined by
〈pλ, pµ〉 = δλµ
∏
i>1
imi(λ)mi(λ)!
1− tλi
,(4)
where mi(λ) is the multiplicity of i in the partition λ. The multiplication
operator pn : V −→ V is of degree n as it sends a degree m element to a
degree m+ n element. Clearly the dual operator is the differential operator
p∗n =
(1−tn)
n
∂
∂pn
of degree −n.
Definition 2.1. The vertex operators B(z) and H(z) and their dual op-
erators B∗(z) and H∗(z) on the space V with parameter t are defined the
following maps V −→ V [[z, z−1]] given by
B(z) = exp

∑
n≥1
1
n
pnz
n

 exp

−∑
n≥1
∂
∂pn
z−n

(5)
=
∑
n∈Z
Bnz
n,
B∗(z) = exp

−∑
n≥1
1− tn
n
pnz
n

 exp

∑
n≥1
1
1− tn
∂
∂pn
z−n

(6)
=
∑
n∈Z
B∗nz
−n.
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H(z) = exp

∑
n≥1
1− tn
n
pnz
n

 exp

−∑
n≥1
∂
∂pn
z−n

(7)
=
∑
n∈Z
Hnz
n,
H∗(z) = exp

−∑
n≥1
1− tn
n
pnz
n

 exp

∑
n≥1
∂
∂pn
z−n

(8)
=
∑
n∈Z
H∗nz
−n.
Remark 2.2. The operator B(z) is usually called the Bernstein operator.
The above definition for the Hall-Littlewood vertex operators use different
indexing from those defined by the second author in [6] (cf. [7]). The dual
vertex operators B∗(z) and H∗(z) were introduced in [5, 6] and will be the
key for our later discussion.
We refer the reader to [6] and [7] for explicit proofs of the following results.
Corollary 2.3. We have the following relations:
HnHn+1 = tHn+1Hn;
H∗nH
∗
n−1 = tH
∗
n−1H
∗
n.
Observe for n ≥ 0, we can consider either the H−n operator or the H
∗
n
operator as an annihilation operator.
Lemma 2.4. One has that for n ∈ Z+
H−n.1 = δn,0,
H∗n.1 = δn,0,
where δn,0 is a Kronecker delta function.
We introduce the symmetric function qn = qn(x; t) by the generating
series
∑
n>0
qnz
n = exp(
∞∑
n=1
1− tn
n
pnz
n).(9)
Clearly as a polynomial in the pk, the polynomial qn is equal to the Hall-
Littlewood symmetric function Q(n) associated to the one-row partition (n).
For any partition λ = (λ1, λ2, · · · ), we define
qλ = qλ1qλ2 · · ·
then the set {qλ} forms a basis of ΛQ(t), which are usually called the gener-
alized homogenous polynomials.
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For convenience, we also denote sn = qn(0), the homogeneous symmetric
function or the Schur function associated with the row partition (n). The
generating series of the sn is
∑
n>0
snz
n = exp(
∞∑
n=1
1
n
pnz
n).(10)
In this paper, we adopt the combinatorial t-integer [n], n ∈ N defined by
[n] =
1− tn
1− t
= 1 + t+ · · ·+ tn−1.(11)
Therefore [n]! = [n][n− 1] · · · [1]. For simplicity we define [0] = 1.
Proposition 2.5. ([6]) (1) Given a partition λ = (λ1, λ2, . . . , λl), the ele-
ments of vertex operator products Hλ1Hλ2 · · ·Hλl .1 can be expressed as
Hλ1Hλ2 · · ·Hλl .1 =
∏
i<j
1−Rij
1− tRij
qλ1qλ2 · · · qλl
where Rij is the raising operator given by
Rijq(µ1,µ2,...,µl) = q(µ1,µ2,...,µi+1,...,µj−1,...,µl)
which ensures that the expression has finitely many terms. Moreover, the
product of the vertex operators Hλ.1 = Hλ1Hλ2 · · ·Hλl .1 are orthogonal such
that
〈Hλ.1,Hµ.1〉 = δλµbλ(t),(12)
where bλ(t) = (1− t)
l(λ)
∏
i>1[mi(λ)]!.
(2) Similarly for any composition µ = (µ1, µ2, · · · , µk), the element of
vertex operator products Bµ1Bµ2 · · ·Bµk .1 can be expressed as
Bµ1Bµ2 · · ·Bµk .1 =
∏
i<j
(1−Rij)sµ1sµ2 · · · sµk = sµ,
which is the Schur function associated to the composition µ. In general,
sµ = 0 or ±sλ for a partition λ such that λ ∈ Sl(µ + δ) − δ. Here δ =
(l − 1, l − 2, · · · , 1, 0), where l = l(λ).
It follows from Part one of Proposition 2.5 that the vertex operator Hλ.1
is equal to the Hall-Littlewood polynomial Qλ(t) defined in [11]. As a con-
sequence, one also gets that Bλ.1 is the same as the Schur polynomial sλ,
therefore we will sometimes simply write Bλ = Bλ1 · · ·Bλl .1 (similarly for
Hλ = Hλ.1). We will need to make use of another definition from [6].
Definition 2.6. The Kostka-Foulkes polynomials (or the t-analogue of the
Kostka numbers) Kλµ(t) are defined for all µ, λ by
sλ =
∑
µ
1
bµ(t)
Kλµ(t)Qµ(t)
where bµ(t) = (1− t)
l(λ)
∏
i≥1[mi(λ)]! was defined in (12).
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It is known that Kλµ(t) = 0 unless λ > µ.
Using Proposition 2.5, one immediately gets the following result.
Proposition 2.7. ([6]) The Kostka-Foulkes polynomials are the matrix co-
efficients of vertex operators. Specifically,
Kλµ(t) = 〈Bλ.1,Hµ.1〉.
Proposition 2.8. The commutation relations between the vertex operators
realizing Hall-Littlewood and Schur symmetric functions are:
Bmsn = snBm + sn−1Bm+1,(13)
H∗mBn = t
−1BnH
∗
m + t
−1H∗m−1Bn−1 + (t
n−m − tn−m−1)sn−m.(14)
Proof. The first relation follows from the relation
B(z)s(w) = (1−
w
z
)s(w)B(z)
where s(z) is the generating series of the Schur function (10).
The second relation follows from the following commutation relation
H∗(z)B(w)
w − tz
z
+B(w)H∗(z) = S(tz)δ(z − w)(15)
which can be proved by the usual techniques of vertex operators. For details,
see either [6] or [7]. 
Example 2.9. Let T be the Young tableau of shape λ = (3, 2, 1) with
content (22, 12). By applying the downward commutation relation for the
dual Hall-Littlewood inner product, the Kostka-Foulkes polynomial for T is
K(3,2,1),(22,12)
= K(22,1),(2,13) + t
−1〈B3H
∗
2B2B1,H2H
2
1 〉
− (1 − t)[K(3,1),(2,12) +K(22),(2,12) +K(2,12),(2,12)]
= K(22,1),(2,13) + t
−2〈B3H
∗
1B
2
1 ,H2H
2
1 〉+ t
−2〈B3B2H
∗
2B1,H2H
2
1 〉
− (1 − t)[K(3,1),(2,12) +K(22),(2,12) +K(2,12),(2,12)]
− (1 − t)t−2K(3,1),(2,12)
= K(22,1),(2,13) − (1− t)K(2,12),(2,12) − (1− t)K(22),(2,12)
− (1 − t)K(3,1),(2,12) − (1− t)t
−2K(3,1),(2,12) − t
−2K(3,1),(2,12)
= K(22,1),(2,13) − (1− t)K(2,12),(2,12) − (1− t)K(22),(2,12)
− (−t−1 + 1− t)K(3,1),(2,12)
= (t+ t2)− (1− t)(1)− (1− t)(t)− (−t−1 + 1− t)(t+ t2)
= t+ 2t2 + t3.
The result of the above calculation of the Kostka-Foulkes polynomial for
the tableau of shape (3, 2, 1) with content (22, 12) can also be computed
utilizing Lascoux and Schu¨tzenberger’s charge statistic [9] with numerous
fillings.
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Given the relative simplicity involved in the calculation of K(3,2,1),(22,12)(t)
through other means we include Example 2.9 as a reference to verify two
remarks about the action of dual Hall-Littlewood vertex operator.
Remark 2.10. The action of the dual Hall-Littlewood operator, H∗µ, action
on Bλ always leaves the Bλi ’s in partition order.
In fact, by part (2) of Proposition 2.5 the Schur function Bµ.1 for any
composition µ can always be reduced to that of a partition or it vanishes,
the action of the dual Hall-Littlewood vertex operator H∗n on the Bλ.1’s will
terminate in a combination of genuine Schur functions after finitely many
steps.
We remark that in applying Proposition 2.8 one often utilizes the simple
fact that
H∗nBλ1Bλ2 · · ·Bλl .1 = 0
whenever n > |λ|.
Now, assume the inner product is of the form
t−k〈Bλ(l−2)H
∗
µαBλl−1Bλl , ∗∗〉
and µα > λl−1. Applying Proposition 2.8 we see that
t−k〈Bλ(l−2)H
∗
µαBλl−1Bλl , ∗∗〉 = t
−k−1〈Bλ(l−2)H
∗
µα−1Bλl−1−1Bλl , ∗∗〉
+ t−k−1〈Bλ(l−2)Bλl−1H
∗
µαBλl , ∗∗〉
− (1− t)tλl−1−µα−k−1〈Bλ(l−2)s(λl−1−µα)Bλl , ∗∗〉
where s(λl−1−µα)Bλl is the product of s(λl−1−µα) and Bλl , expandable by the
Pieri rule.
We are now ready to give our main result, an explicit formula for the
Kostka-Foulkes polynomials utilizing the vertex operator for the Hall-Little-
wood polynomials. In the theorem and subsequent proof, we will make re-
peated use of removing the i-th entry of a partition λ and adding 1 to each
entry λj , where 1 ≤ j < i ≤ l, Thusly, we introduce the notational conve-
nience λ(i) for this action and define it in the following way.
Definition 2.11. For any partition λ = (λ1, . . . , λl), define λ
(i) = (λ1 +
1, λ2 + 1, . . . , λi−1 + 1, λi+1, . . . , λl) for i = 1, . . . , l. In particular, λ
(1) =
(λ2, . . . , λl) and λ
(l) = (λ1 + 1, . . . , λl−1 + 1).
Theorem 2.12. For partition λ ⊢ n with λ = (λ1, λ2, . . . , λl) and natural
number k,
H∗kBλ =
l∑
i=1
(−1)i−1tλi−k−i+1sλi−k−i+1Bλ(i) ,(16)
where sλ is the multiplication operator by the Schur function sλ.
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Proof. We argue by induction on |λ| + k, where λ is a partition and k is
the degree of the dual vertex operator for the Hall-Littlewood symmetric
function. First of all, the initial step is clear. Thus the inductive hypothesis
implies that
H∗k−1Bλ1−1Bλ2 · · ·Bλl
= tλ1−ksλ1−kBλ2 · · ·Bλl − t
λ2−ksλ2−kBλ1Bλ3 · · ·Bλl − · · ·
H∗kBλ2 · · ·Bλl
= tλ2−ksλ2−kBλ3 · · ·Bλl − t
λ3−k−1sλ3−k−1Bλ2+1Bλ4 · · ·Bλl − · · · .
Now we have
H∗kBλ
= t−1Bλ1H
∗
kBλ2 · · ·Bλl + t
−1H∗k−1Bλ1−1Bλ2 · · ·Bλl
+ (tλ1−k − tλ1−k−1)sλ1−kBλ2 · · ·Bλl
= t−1Bλ1(t
λ2−ksλ2−kBλ3 · · ·Bλl − t
λ3−k−1sλ3−k−1Bλ2+1Bλ4 · · ·Bλl
+ tλ4−k−2sλ4−k−2Bλ2+1Bλ3+1Bλ5 · · ·Bλl − · · · )
+ t−1(tλ1−ksλ1−kBλ2 · · ·Bλl − t
λ2−ksλ2−kBλ1Bλ3 · · ·Bλl
+ tλ3−k−1sλ3−k−1Bλ1Bλ2+1Bλ4 · · ·Bλl − · · ·
+ (tλ1−k − tλ1−k−1)Sλ1−kBλ2 · · ·Bλl
Using the commutation relation (13) in Proposition 2.8, the first parenthesis
can be put into
(tλ2−k−1sλ2−kBλ1Bλ3 · · ·Bλl − t
λ3−k−2sλ3−k−1Bλ1Bλ2+1Bλ4 · · ·Bλl
+ tλ4−k−3sλ4−k−2Bλ1Bλ2+1Bλ3+1Bλ5 · · ·Bλl − · · · )
+ (tλ2−k−1sλ2−k−1Bλ1+1Bλ3 · · ·Bλl − t
λ3−k−2sλ3−k−2Bλ1+1Bλ2+1Bλ4 · · ·Bλl
+ tλ4−k−3sλ4−k−3Bλ1+1Bλ2+1Bλ3+1Bλ5 · · ·Bλl − · · · )
Combining with the other terms, they are exactly the following sum
l∑
i=1
(−1)i−1tλi−k−i+1sλi−k−i+1Bλ(i) .

Using the Pieri rule, we get the following iterative formula for the Kostka-
Foulkes polynomials.
Corollary 2.13. For partition λ, µ ⊢ n with λ > µ, one has that
Kλµ(t) =
µ1∑
i=1
(−1)i−1tλi−µ1−i+1
∑
τ i
Kτ iµ[1](t),(17)
where τ i runs through the partitions such that τ i/λ(i) are horizontal (λi −
µ1 − i+ 1)-strips.
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Remark 2.14. We remark that this formula does not rely upon and is
different from the iteration given by Morris in [12].
In the following remark we highlight several interesting features of the
Kostka-Foulkes polynomial formula in Theorem 2.12.
Remark 2.15. For partitions λ, µ ⊢ n with λ = (λ1, λ2, . . . , λl),
• The formula has at most l nonzero summands, although in many
cases there are fewer by s−m = 0 for a positive integer m.
• The formula depends only upon µ1 from the content partition.
• The exponent λi− k− i+1 of t is evocative of the exponents of the
determinant definition of the Schur symmetric functions.
• Despite the alternating signs in the formula, positivity is assured
by.
We now use the formula to compute some Kostka-Foulkes polynomials.
For each partition λ = (λ1, . . . , λl), we define that
λ[i] = (λi+1, · · · , λl), i = 0, 1, . . . , l(18)
So λ[0] = λ and λ[l+1] = ∅.
Lemma 2.16. For any partition λ and each i = 0, 1, . . . , l = l(λ) we have
that
(19) n(λ[i])− n(λ[i+1]) = |λ[i+1]|.
The following result is immediate from Theorem 2.12.
Proposition 2.17. Let λ, µ be two partitions such that λ and µ share the
first r common parts λ1 = µ1, . . . , λr = µr, and λ˜ = (λr+1, . . . , ), µ˜ =
(µr+1, . . . , ). Then
Kλµ(t) = Kλ˜µ˜(t).
Next we would like to derive the Kostka-Foulkes polynomials for hook
shaped partitions. We recall that the q-binomial number
[
n
k
]
is defined by
[
n
k
]
=
[n]!
[k]![n − k]!
(20)
The q-binomial numbers can also be defined inductively as follows. For any
nonnegative integer n, let
[
n
0
]
=
[
n
n
]
= 1, and define
[
n
k
]
= tn−k
[
n− 1
k − 1
]
+ tn−k−1
[
n− 2
k − 1
]
+ · · · + t
[
k
k − 1
]
+
[
k − 1
k − 1
]
.(21)
It is clear that
[
n
1
]
= [n]. Then by induction it is not hard to check these
two definitions agree. The inductive formula (21) can also be easily proved
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by the following relation:[
n+ 1
k
]
= tk
[
n
k
]
+
[
n
k − 1
]
(22)
We use the algebraic formulas to derive some simple formulas for the
Kostka-Foulkes polynomials. The first two are easy and were given in [11,
Ch. 3].
Proposition 2.18. For each partition µ of n, we have that
Kλ,(n) = δλ,(n)(23)
K(n),µ = t
n(µ)(24)
K(r,s),µ = t
r−k(K(r−k+s),µ˜ +K(r−k+s−1,1),µ˜ + · · · +K(r−k,s),µ˜)(25)
− ts−k−2(K(r−k+s−2),µ˜ +K(r−k+s−3,1),µ˜ + · · · +K(r−k−3,s),µ˜)
where µ˜ = µ[1].
Proof. The first and third identities are immediate consequence of Theorem
2.12. The second one can be proved easily by induction using Theorem
2.12. 
Example 2.19. Given λ = (4, 12) and µ = (2, 14), our formula for the
Kostka-Foulkes polynomial says that
H∗2Bλ =
3∑
i=1
(−1)i−1tλi−µ1−i+1sλ1−µ1−i+1Bλ(i)
= t2s2Bλ(1) − t
−2s−2Bλ(2) + t
−3s−3Bλ(3)
= t2s2B1B1
= t2s2s(12) = t
2(s(31) + s(21))
which means that
K(412),(214)
= t2[K(3,1),(14) +K(2,12),(14)]
= t2[(t3 + t4 + t5) + (t+ t2 + t3)]
= t2(t+ t2 + 2t3 + t4 + t5)
= t3 + t4 + 2t5 + t6 + t7
More generally we have the following result for the hook shapes.
Proposition 2.20. For any partition µ ⊢ n such that µ 6 (n − k, 1k), we
have that
K(n−k,1k),µ = t
n(µ)−kl+
k(k+1)
2
[
l − 1
k
]
(26)
where l = l(µ).
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Proof. We use induction on k to show the formula. The case of k = 0 was
already proved. Assume the formula holds for k − 1, and we use the vertex
operator formula to consider the next step.
K(n−k,1k),µ = t
n−µ1−k〈sn−µ1−kB(1k),Hµ[1]〉
= tn−µ1−k(K(n−µ1−k+1,1k−1),µ[1] +K(n−µ1−k,1k),µ[1])
= tn−µ1−ktn(µ
[1])−(k−1)(l−1)+ k(k−1)
2
[
l − 2
k − 1
]
+ tn−µ1−kK(n−µ1−k,1k),µ[1]
= tn(µ)−(k−1)(l−1)+
k(k−3)
2
[
l − 2
k − 1
]
+ tn(µ)−n(µ
[1])−kK(|µ[1]|−k,1k),µ[1]
= tn(µ)−(k−1)(l−1)+
k(k−3)
2
[
l − 2
k − 1
]
+ tn(µ)−n(µ
[1])−k×
(tn(µ
[1])−(k−1)(l−2)+
k(k−3)
2
[
l − 3
k − 1
]
+ tn(µ
[1])−n(µ[2])−kK(|µ[2]|−k,1k),µ[2])
= tn(µ)−(k−1)(l−1)+
k(k−3)
2 (
[
l − 2
k − 1
]
+ t−1
[
l − 3
k − 1
]
)
+ tn(µ)−n(µ
[2])−2kK(|µ[2]|−k,1k),µ[2])
= tn(µ)−(k−1)(l−1)+
k(k−3)
2 (
[
l − 2
k − 1
]
+ t−1
[
l − 3
k − 1
]
+ t−2
[
l − 4
k − 1
]
)
= tn(µ)−(k−1)(l−1)+
k(k−3)
2 (
[
l − 2
k − 1
]
+ t−1
[
l − 3
k − 1
]
+ · · · + tk−l+1
[
k − 1
k − 1
]
)
= tn(µ)−kl+
k(k+1)
2
(
tl−k−1
[
l − 2
k − 1
]
+ tl−k−2
[
l − 3
k − 1
]
+ · · · +
[
k − 1
k − 1
])
= tn(µ)−kl+
k(k+1)
2
[
l − 1
k
]
.

We include another example for calculating the Kostka-Foulkes polyno-
mial using our formula to demonstrate its improvement over using Lascoux
and Schu¨tzenberger’s charge statistic. Recall the formula [11, p. 243]:
Kλ,(1n) = t
n(λ′) [n]!∏
x∈λ[h(x)]
(27)
where h(x) = λi + λ
′
j − i− j + 1 is the hook length of x = (i, j).
Example 2.21. Let T be a semistandard tableau of shape λ = (6, 4, 3, 2)
with content µ = (3, 112). Using our formula and the column formula (27),
the Kostka-Foulkes polynomial K(6,4,3,2),(3,112)(t) can be seen as follows:
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t16 + 3t17 + 7t18 + 15t19 + 28t20
+ 48t21 + 79t22 + 122t23 + 180t24 + 256t25
+ 351t26 + 465t27 + 600t28 + 751t29 + 917t30
+ 1093t31 + 1273t32 + 1447t33 + 1613t34 + 1758t35
+ 1878t36 + 1965t37 + 2017t38 + 2027t39 + 2001t40
+ 1933t41 + 1832t42 + 1701t43 + 1549t44 + 1378t45
+ 1203t46 + 1025t47 + 855t48 + 695t49 + 552t50
+ 425t51 + 320t52 + 232t53 + 163t54 + 110t55
+ 72t56 + 44t57 + 26t58 + 14t59 + 7t60
+ 3t61 + t62.
Observe that there are 35,035 unique fillings of T and, thus, 35,035 sum-
mands in the calculation of K(6,4,3,2),(3,112)(t) using the charge statistic. How-
ever, our result yields
H∗3Bλ =
3∑
i=1
(−1)i−1tλi−µ1−i+1sλ1−µ1−i+1Bλ(i)
= t3s3Bλ(1) − t
0s0Bλ(2) + t
−2s−3Bλ(3) + t
−4s−4Bλ(4)
= t3s3Bλ(1) −Bλ(2)
Using the Pieri rule, the above formula gives that
K(6,4,3,2),(3,112)
= t3[K(7,3,2),(112) +K(6,4,2),(112) +K(6,32),(112) +K(6,3,2,1),(112)
+K(5,4,3),(112) +K(5,4,2,1),(112) +K(5,32,1),(112) +K(5,3,22),(112)
+K(42,3,1),(112) +K(42,22),(112) +K(4,32,2),(112)]−K(7,3,2),(112)
which is exactly equal to the Kostka-Foulkes polynomial displayed above
using the column formula (27).
Acknowledgments
The project is partially supported by Simons Foundation grant No. 198129
and NSFC grant Nos. 11271138 and 11531004.
References
[1] H. O. Foulkes, A survey of some combinatorial aspects of symmetric functions, In:
Permutations, Gauthier-Villars, Paris, 1974.
[2] A. Garsia and G. Tesler, Plethystic formulas for Macdonald q, t-Kostka coefficients,
Adv. Math. 123 (1996), 144-222.
[3] J. A. Green, The character of the finite general linear group, Trans. Amer. Math. Soc.
80 (1955), 402-477.
[4] J. Haglund, M. Haiman, N. Loehr, A combinatorial formula for Macdonald polynomi-
als, J. Amer. Math. Soc. 18 (2005), 735-761.
[5] N. Jing, Vertex operators, symmetric functions and the spin group Γn, J. Algebra 138
(1991), 340-398.
AN ALGEBRAIC FORMULA FOR THE KOSTKA-FOULKES POLYNOMIALS 13
[6] N. Jing, Vertex operators and Hall-Littlewood symmetric functions, Adv. Math. 87
(1991), 226-248.
[7] N. Jing, Vertex operators and generalized symmetric functions, In: Quantum Topology,
pp. 111-128, River Edge, NJ, 1994. World Scientific, Singapore.
[8] A. N. Kirillov and N. Yu Reshetikhin, The Bethe Ansatz and combinatorics of Young
tableaux, J. Soviet Math. 41 (1988), 925-955.
[9] A. Lascoux and M. P. Schu¨tzenberger, Sur une conjecture de H.O. Foulkes, C. R. Acad.
Sci. 268A (1978), 323-324.
[10] G. Lusztig, Green polynomials and singularities of unipotent classes, Adv. Math. 42
(1981), 169-178.
[11] I. G. Macdonald, Symmetric functions and Hall polynomials, 2nd ed., Clarendon
Press, Oxford, 1995.
[12] A. O. Morris, The characters of the group GL(n, q), Math. Zeit. 81 (1963), 112-123.
[13] M. Zabrocki, On the action of the Hall-Littlewood vertex operator, Ph.D thesis, Univ.
of California, San Diego, 1998.
Department of Mathematics, North Carolina State University, Raleigh,
NC 27695, USA
E-mail address: twbryan@ncsu.edu
E-mail address: jing@ncsu.edu
