Abstract. It is proved that the distributions of scaling limits of Continuous Time Random Walks (CTRWs) solve integro-differential equations akin to Kolmogorov forward and backward equations for diffusion processes. We first characterize a class of processes which may arise as CTRW limits, allowing in particular for a timeinhomogeneous evolution. We then derive Kolmogorov forward and backward governing equations for the law of a CTRW scaling limit. Finally, three examples from statistical physics illustrate the theory.
Introduction
Continuous time random walks (CTRWs) are random walks with random holding times between jumps. They have been applied in physics to a variety of systems exhibiting "anomalous diffusion" as well as in numerous other contexts (Berkowitz et al., 2006; Henry and Wearne, 2000; Fedotov and Iomin, 2007; Raberto et al., 2002; Schumer et al., 2003) . Scaling limits of CTRWs are time-changes of R d -valued Markov processes (Meerschaert and Scheffler, 2004; Kolokoltsov, 2009 ).
These have been of particular interest in theory and application .
The main tool for the analysis and computation of the distribution of CTRW limits is the fractional Fokker-Planck equation (Barkai et al., 2000; Langlands and Henry, 2005) , which involves a fractional derivative in time. Derivations of such governing equations were given for i.i.d. jumps and waiting times (Meerschaert and Scheffler, 2008; Jurlewicz et al., 2012) and for spatially varying jumps (Baeumer and Meerschaert, 2001; Kolokoltsov, 2009 ). For CTRWs with space-and time-dependent jumps, it was shown that a fractional Fokker-Planck equation follows from physics principles . A mathematical proof that CTRW scaling limits are governed by this equation, however, is apparently unavailable in the present literature.
A further important analytical and computational tool for anomalous diffusion processes is the fractional Kolmogorov backward equation. It may be used to calculate distributions of occupation times and first passage times for anomalous diffusion processes (Carmi et al., 2010) . In groundwater hydrology, scaling limits of CTRWs model the spread of contaminants in an aquifer (Berkowitz et al., 2006; Schumer et al., 2003) , and (non-fractional) Kolmogorov backward equations have already been used to model the distribution of pollutant sources and travel times (Neupauer and Wilson, 1999) . A mathematical framework for CTRW scaling limits and fractional Kolmogorov backward equations would hence be applicable to problems in groundwater hydrology, but has yet to be established.
The present paper aims to address the issues presented in the above two paragraphs:
First, it is shown that unique CTRW limit processes exist in the framework of "nice"
Markov processes with state space R d+1 . Similar to standard jump-diffusion processes, CTRW limits have the coefficients diffusivity, drift and jump kernel; however, there is an additional "temporal drift" coefficient and a temporal jump component, which may well be coupled with spatial jumps; see Section 2. The Kolmogorov backward formalism follows rather easily from the formula for the law of the CTRW limit, taken from Meerschaert and Straka (2014); see Section 3. Next, it is shown that for time-independent waiting times there are generalised Kolmogorov forward equations which are solved by the corresponding distributions of CTRW limits. In order to avoid complications regarding the existence of probability densities, the setting of distributions (continuous linear functionals on the test functions on R d+1 ) is chosen for the differential equations;
see Section 4. Finally, three examples from statistical physics illustrate the CTRW limit and governing equation theory from this paper: The limiting procedure and forward and backward governing equations are given for i) anomalous diffusion with space-and time-dependent jumps, ii) for subdiffusion with traps of spatially varying depth, and iii) for spatially inhomogeneous Lévy Walks.
Scaling limits of CTRWs
We introduce CTRW limit processes by closely following Meerschaert and Straka (2014) : Let c > 0 be a scaling parameter, and write A c (n) for the position after the A large class of possible CTRW limit processes is hence given by (2.2) and an R d+1 valued process (A r , D r ) which is the weak limit of a sequence of (continuous time)
Markov chains, where D r is strictly increasing and unbounded. It is apparently not very restrictive to assume that (A r , D r ) is a diffusion process with jumps; see Jacod and Shiryaev (2002) . Theorem IX.4.8 therein applies to the weak limit in (2.1).
To specify the class of space-time limit processes (A r , D r ), we first define the operator
and Kg(x, s) :
We assume that (A r , D r ) is a Feller process with strongly continuous semigroup 
This assumption is satisfied e.g. if D r is a subordinator (Bertoin, 1999) . U is commonly referred to as the potential kernel of the semigroup (T r , r ≥ 0). Note that if (T r , r ≥ 0)
is strong Feller, then we only require that Uf be bounded, since continuity of Uf follows from the resolvent identity (Kunita, 1990 , Lem 1.3.1).
We can now give a result which characterises the distribution of X t for Lebesguealmost every t ∈ R:
Proposition 2.1. Let X t be the CTRW limit process from (2.2), and let
where Ψ is the linear map
by Tonnelli's theorem, continuity of Lebesgue measure and the jumps of X t being countable the left-hand side of (2.4) equals
Now multiply the equation in Theorem 2.3 of Meerschaert and Straka (2014) by g(t)
(neglecting Y t , V t and R t ) and integrate over t ∈ R. Algebraic manipulations then yield the formula for Ψ for h(x, t) = f (x)g(t). The statement for general h follows since the
Note that the application of Theorem 2.3 does not rely on the existence of a density u(x, s; x, t); to see this, it suffices to check that the last equation on p.1707 holds with u χ,τ (x, t) dx dt replaced by U χ,τ (dx, dt).
Kolmogorov backward equation
We now define the transition kernel P for CTRW limits via
We interpret the starting point x and starting time s as the backward variables, and y and t as the forward variables. We also define
Theorem 3.1 (Kolmogorov Backward Equation for CTRW Limits). For any h ∈
and
Proof. We work with the extension of (T r :
into Dom(A); we have (λ − A)U λ f = f ; and A is a closed linear operator (Ethier and Kurtz, 2005) . As λ ↓ 0, we have U λ Ψh → UΨh and −AU λ Ψh = Ψh − λAU λ Ψh → Ψh, hence by closedness UΨh ∈ Dom(A) with −AUΨh = Ψh. The statement then follows from Proposition 2.1.
Kolmogorov forward equation
In this section we assume the framework of distributions, that is, continuous linear functionals on the space C ∞ c (R d+1 ) of test functions (real-valued smooth functions with compact support), see Rudin (1991) . We first introduce the following operator with
where H(x, s; w) := K(x, s; R d × (w, ∞)) and dH(x, s; w) denotes the Stieltjes measure with respect to the variable w. As w → H(x, s; w) is decreasing, dH is a negative measure, whereas (−dH) is positive. We then define the Fokker-Planck operator L via
, we see by integration by parts that Ψ∂ s φ = Dφ. Hence P ∂ s φ(x, s) = UDφ(x, s) (4.1) for any choice of initial position and initial time (x, s) ∈ R d+1 . For simplicity, we set (x, s) = (0, 0) and write P (y, t) and D * U(y, t) for the distributions given by
Dφ(y, t)U(0, 0; dy, dt).
It may be checked that the above are indeed continuous linear functionals in the sense of Rudin (1991) . In distributional notation, equation (4.1) then reads
We define the distribution L * U(y, t) similarly via
Lφ(y, t)U(0, 0; dy, dt).
Next, we note that and λ > 0. The resolvent U λ satisfies φ = U λ (λ − A)φ = λU λ φ − U λ Aφ (Ethier and Kurtz, 2005) . As λ ↓ 0, we have U λ φ → Uφ and U λ Aφ → UAφ, and hence UAφ = −φ.
But then −φ(0, 0) = UAφ(0, 0) = ULφ(0, 0) + UDφ(0, 0), which is (4.3).
To derive the Kolmogorov forward equation, we need one more intermediate step:
Lemma 4.1. Suppose the coefficients γ(y, t) = γ(y) and H(y, t; r) = H(y; r) do not depend on t. V (y, dr)∂ r φ(y, r + t)P (0, 0; dy, t) dt is equal to U(y, t), defined via φ → U, φ := U(0, 0; dy, dt)φ(y, t).
Proof. First we note that the measures V (y, ·) exist since they are renewal measures of subordinators with (fixed) drift γ(y) and Lévy measure tail function H(y; r) (Bertoin, 1999) . Uniqueness follows from the uniqueness of Laplace transforms.
Instead of for all test functions, we may show the statement for all functions of the form φ(y, t) = ξ(y)e −λt , where ξ ∈ C ∞ c (R d ) and λ > 0. First, we find
where h(y, t) = ξ(y)V (y, λ)λe −λt . Now see that
Thus using (2.4), MP, φ = Uφ(0, 0) and the lemma follows.
We can now state: defines a distribution on R d+1 , and 
and it can be seen that L * MP, φ n → 0. By (4.2) and (4.3), ∂ t P (y, t) = L * U(y, t) + δ(y, t). The distribution U = MP (Lemma 4.1) admits an extension to the linear space
, and hence we can infer from Lemma 4.1 that L * U, φ = L * MP, φ . After partial integration with respect to r the theorem follows.
Anomalous Diffusion: Examples

Subdiffusion in a time-dependent potential. Consider the Pareto waiting time density
with tail parameter β ∈ (0, 1) and scaling parameter c > 0, and probabilities ℓ(x, t) and r(x, t) to jump left or right on a one-dimensional lattice. A CTRW with such jumps and waiting times may be represented as a Markov chain in R d+1 , with transition kernel
Such CTRWs are a useful model for subdiffusive processes, i.e. processes whose variance grows slower than linearly . For the limit to exist as c → ∞, we assume
where b(x, t) is a bias and ∆x is the lattice spacing. The bias varies with space and time and is given e.g. by the concentration gradient of a chemo-attractive substance, which itself diffuses in space .
We consider the limit c → ∞, with (∆x) 2 = 1/c. The limiting coefficients are
where h β (w) = βw −β−1 1{w > 0}/Γ(1−β). Apply Jacod and Shiryaev (2002, Th IX.4.8) for a stochastic process limit theorem. The infinitesimal generator reads
where ∂ β −s f denotes the negative fractional derivative (Meerschaert and Sikorskii, 2011) . Given a suitable "terminal condition" f ∈ C b (R d+1 ), the Kolmogorov backward equation is hence
where the negative Riemann-Liouville fractional integral of order β > 0 is denoted by
(see also Bajlekova (2001)). For the forward equation, we note that H(x, s; w) =
which inverts to v(r) = r β−1 /Γ(β) = H 1−β (r). The distribution MP may be interpreted as the convolution of the distributions P (y, t) and ∂ t v(t) in the time variable, and is formally written as ∂ 1−β t P (y, t) (compare ). The formal adjoint of L is given by
hence the distributional Fokker-Planck equation is
Explicitly, its weak formulation is
where φ ranges over all test functions C ∞ c (R d+1 ). Fedotov and Falconer (2012) study CTRWs with spatially varying "anomalous exponent" β(x) ∈ (0, 1). They find that in the longtime limit the (lattice) CTRW process is localized at the lattice point where β(x) attains its minimum, a phenomenon termed "anomalous aggregation". To our knowledge, this phenomenon has not been studied yet in the continuum scaling limit, though Chechkin et al. (2005) give formal derivations. In this example, we assume unbiased jumps of probability 1/2 to the left and right, and fix a Lipschitz continuous function β(x) ∈ (ε, 1 − ε) for some ε > 0. The waiting time at each lattice site has the density h c β(x) (w) as in (5.1), with β replaced by β(x). In the limit c → ∞ with (∆x) = 1/c we arrive at the coefficients
Traps of spatially varying depth.
As mentioned in (Bass, 1988, p.272) , the standard Lipschitz continuity and growth assumptions guarantee the existence and uniqueness of a strong (pathwise) solution to a stochastic differential equation with with generator A given by (2.3) and (5.5). The negative fractional derivative of variable order β(x) is
The Kolmogorov backward equation hence reads
and the Kolmogorov forward equation
which admits a weak formulation similar to (5.4).
5.3. Space-and time-dependent Lévy Walks. The standard Lévy Walk consists of i.i.d. movements with constant speed, where directions are drawn from a probability distribution λ(dθ) on the unit sphere S d−1 in R d and movement lengths are drawn from a probability distribution which lies in the domain of attraction of a stable law, e.g. h c β (w) (5.1). We consider the case β ∈ (0, 1), which is termed "ballistic" since the second moment grows quadratically (Klafter and Sokolov, 2011) 1 B (rθ)1 I (r) h β (r) dr λ(dθ).
(Note that here b(x, s) is relative to there being no cut-off function 1( z < 1) in (2.3).)
The infinitesimal generator has the pseudo-differential representation (Jurlewicz et al., 2012; Meerschaert and Scheffler, 2008) Af (x, s) = b i (x, s)∂ x i f (x, s) + [f (x + wθ, s + w) − f (x, s)] h β (w) dw λ(dθ)
The Kolmogorov backwards equation for the CTRW scaling limit is thus
As the operator D is given by Df (x, s) = −∂ ( θ, ∇ y + ∂ t ) β P (y, t)λ(dθ) + ∂ β t P (y, t) + δ(y, t)
Several lines of algebra together with the fact that δ 1−β −t δ β −t f (y, t) = −∂ t f (y, t) show that its explicit weak formulation is then 
