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Abstract
This work discusses a new approach to the control of uncertain systems. Uncertain
systems and their representation is a recurrent theme in control theory: approximate
mathematical models, unmodeled dynamics and external disturbances are all sources of
uncertainties in automated systems, and the topic has been extensively studied in the
control literature, particularly within the stochastic and robust control research areas.
Within the stochastic framework, a recent approach, named CVIU — control variation
increases uncertainty, for short —, was recently proposed. The approach differs from
previous models for assuming that a control action might actually increase the uncertainty
about an unknown system, a notion represented by the use of stochastic noise depending
on the absolute value of the control input. Moreover, the solution of the corresponding
stochastic optimal control problem shows the existence of a region around the equilibrium
point in which the optimal action is to keep the equilibrium control action unchanged.
The CVIU control problem was previously solved by adopting a discounted quadratic cost
formulation, and in this work we extend this previous result and study the corresponding
long run average control problem. We also discuss possible relations between the CVIU
approach and models from robust control theory, and present some potential applications
of the theory presented here.
Keywords: Stochastic Control; Uncertainties; Robust Control.
Resumo
Essa dissertação de mestrado gira em torno da discussão sobre controle de siste-
mas incertos. Modelos matemáticos utilizados como base para o design de controladores
automáticos são naturalmente uma representação aproximada do sistema real, o que, em
conjunto com perturbações externas e dinâmica não modelada, gera incertezas a respeito
dos sistemas estudados. Na literatura de controle, este tema vêm sendo discutido frequen-
temente, em particular nas sub-áreas de controle estocástico e controle robusto. Dentre
as técnicas desenvolvidas dentro da teoria de controle estocástico, uma proposta recente
se diferencia das demais por basear-se na idéia de que variações abruptas na política de
controle possam acarretar em maiores incertezas a respeito do sistema. Matematicamente,
essa noção é representada pelo uso de um ruído estocástico dependente do módulo da ação
de controle, e a técnica foi apelidada de VCAI — acrônimo para variação do controle au-
menta a incerteza. A definição da política de controle ótima correspondente, obtida por
meio do método de programação dinâmica, mostra a existência de uma região ao redor do
ponto de equilíbrio para a qual a política ótima é manter a ação de controle do equilíbrio
inalterada, um resultado que parece particular à abordagem VCAI, mas que pode ser
relacionado a políticas de gerenciamento cautelosas em áreas como economia e biologia.
O problema de controle ótimo VCAI foi anteriormente resolvido ao adotar-se um critério
de custo quadrático descontado e um horizonte de otimização infinito, e nessa dissertação
nós utilizamos essa solução para atacar o problema de custo médio a longo prazo. Dada
certa semelhança entre a estrutura do ruído estocástico na abordavem VCAI e modelos
utilizados na teoria de controle robusto, discutimos ainda possíveis relações entre a abor-
dagem proposta e controladores robustos. Discutimos ainda algumas possíveis aplicações
do modelo proposto.
Palavras-chaves: Controle Estocástico; Incertezas; Controle Robusto.
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Frequently Used Notation
R𝑛 The 𝑛-dimensional Euclidean space.
𝐼 Identity matrix.
𝐴ᵀ Transpose of matrix A.
diag(𝑣) Matrix formed by 𝑣 as the main diagonal and zero elsewhere.
Diag(𝐴) Matrix formed by main diagonal of 𝐴 with zeros elsewhere.
Ω A given set.
𝜔 An element of set Ω.
∅ Empty set.
F A subset of Ω.
F𝐶 Complement of set F.
ℱ A 𝜎−algebra of Ω.
ℬ A Borel 𝜎−algebra of Ω.
𝑃 (·) Probability measure.
𝑊 (𝑡) Standard Brownian motion or Wiener process.
E[·] Expected value.
E[·/·] Conditional expected value.
𝒜 Infinitesimal generator of a diffusion process.
𝐶[0,∞)𝑑 Subspace of R𝑑 consisting of continuous functions.
𝐶𝑘[0,∞)𝑑 Subspace of R𝑑 consisting of continuous functions with continuous deriva-
tives up to order 𝑘.
𝐶1,2([0, 𝑇 )× R𝑑) Class of continuous functions differentiable in the first argument and
twice differentiable in the second.
𝐷1,−𝑣(𝑥) First order sub-differential of function 𝑣(𝑥).
𝐷1,+𝑣(𝑥) First order super-differential of function 𝑣(𝑥).
𝐷1,2,−𝑣(𝑥) Second order sub-differential of function 𝑣(𝑥).
𝐷1,2,+𝑣(𝑥) Second order super-differential of function 𝑣(𝑥).
𝑆𝑙 Set of matrices A such that {𝐴 ∈ R𝑙 : 𝐴ᵀ = 𝐴}.
𝑆𝑙+ Set of matrices A such that {𝐴 ∈ 𝑆𝑙 : 𝐴 ≥ 0}.
𝑆𝑙+ Set of matrices A such that {𝐴 ∈ 𝑆𝑙 : 𝐴 > 0}.
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1 Introduction
As recent reports from the IEEE Control Systems Society (SAMAD; ANNASWAMY,
2014; LAMNABHI-LAGARRIGUE et al., 2017) point out, control is ubiquitious, that is,
it is omnipresent in our everyday lives — from airplanes to communication networks, from
automobiles to power systems, from finance to synthetic biology, control theory and its
methods have been successfully applied in different fields. There are examples of use of
control as a technology as early as ancient times (ÅSTRÖM; KUMAR, 2014), while in
the modern era the first use of automatic control is usually credited to James Watt’s cen-
trifugal governor for steam engines (ÅSTRÖM; KUMAR, 2014; OGATA, 2001). Under a
gross generalization, we can say control theory and its methods can be applied to regulate
the operation of any system with some particular feature changing in time — take, for
example, the altitude of an airplane, or the speed of a car. Under the same generalization,
we can see the general control problem as a process to obtain a set of rules or policies to
automatize the behavior of a dynamic system while guaranteeing its reliable operation.
The control design process starts with the definition of a mathematical model which can
adequately describe the dynamic behavior of the system we wish to control. The math-
ematical models used to describe the dynamics of the system to be controlled, however,
are relatively simple, mathematically convenient approximations to the real system. The
use of these models favor the design of realizable controllers, but one should take into
consideration that uncertainties arising from unmodeled dynamics, estimation errors and
variation of the system parameters, among others, are commonplace. The study of systems
with uncertain dynamics is therefore a recurring theme in the control systems literature,
and a multitude of techniques to tackle the issue of uncertainties and disturbances in
dynamic systems have been developed.
One of the first concepts used to address this issue was the notion of feedback.
Loosely speaking, feedback consists on measuring the output of the system, comparing
it with a reference value, and using the difference as an input to the controller. This is
not only an engineering concept, however (ÅSTRÖM; KUMAR, 2014). As Åström and
Murray point out, feedback systems can also be found in biology, and a prime example
is the regulation of sugar levels in the bloodstream (ÅSTRÖM; MURRAY, 2008). Once
glucose levels rise, the pancreas releases insulin, a hormone which forces the liver to store
excess glucose and therefore reduce the level of sugar in the bloodstream. On the other
hand, when glucose levels are low, pancreas cells then release glucagon, a hormone which
makes liver cells convert glycogen to glucose, thus increasing glucose levels. For general
systems, this constant assessment of the system output and comparison with a reference
value could then help to mitigate the effect of unforeseen disturbances or slight modeling
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Figure 1 – Open-loop and closed-loop control.
errors: once the controller is aware the controlled output deviates from the reference
input, the control action can be tuned in order to bring the controlled output back to the
desired value. Control systems with feedback are called closed-loop, while their feedback-
less counterpart are called open-loop. In Figure 1 we present simple examples of open-loop
and closed-loop control.
Feedback alone cannot guarantee that the controlled system will always act ac-
cording to the prescribed specifications, however, specially in face of uncertainties. That’s
actually when concepts such as robust control, stochastic control and, more recently,
data-driven control come into mind. Each of these approaches, on its own way, aims to
deal with uncertainties in dynamical systems. Broadly speaking, robustness refers to the
control of uncertain plants subject to unknown disturbances (CHANDRASEHKARAN,
1996). Robust control then aims to provide a framework for the design of controllers which
maintain stability and satisfactory performance against a set of unknown but bounded
disturbances. A survey from Peterson and Tempo (PETERSEN; TEMPO, 2014) and clas-
sical books such as (ZHOU; DOYLE, 1998) give an overview of the main results in the
area. The topic of uncertain systems has also been studied within the theory of stochas-
tic control. In the stochastic case the disturbances affecting the system are modeled as
stochastic processes, and a measure on the uncertainties is inbuilt in the models through
the use of probability distributions. Here we point out to the survey paper from Kush-
ner for an overview of the area (KUSHNER, 2014). More recently, approaches known as
data-driven or model-free control put forward the use of statistical methods to design con-
trol algorithms based solely on data measurements, and mark a departure from modern
control theory, where the design process starts with the definition of a sufficiently accu-
rate model. A recent survey paper outlines the main results within this research direction
(HOU; WANG, 2013).
This master’s thesis revolves around the general topic of control of uncertain sys-
tems. Our objective is to analyze how the recently proposed CVIU approach relates, and
compares to, classical techniques of the control systems literature. On the one hand, the
CVIU approach differs from previous works in which it considers that any control action
taken over a system with unknown dynamics might actually increase the uncertainties
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about the real system operation. Moreover, the solution of the corresponding optimal
stochastic control problem shows there exists a region around the equilibrium point where
the optimal control policy is to keep the equilibrium control action unchanged. On the
other hand, the mathematical representation of the CVIU model does resemble some
works on robust control of stochastic systems, and a discussion on these similarities can
yield a thorough description of the CVIU approach and its potential contributions. We
investigate these questions in more detail in the next chapters. Before that, we briefly dis-
cuss methods currently applied to control uncertain systems, and give a simple overview
of the CVIU approach.
1.1 Control of uncertain systems
Control theory deals with the study of the behavior of dynamic systems and the
development of mathematical methods to assure their reliable operation. Over the last
decades, focus has been on the design of control algorithms under the assumption that
mathematical models of the system were available, i.e., the first step in the design of a
controller usually involves the choice of a sufficiently accurate model. When working with
the time domain, the mathematical description of the system dynamics is usually done
via differential equations in the continuous-time setting, or difference equations in the
discrete-time case. Our work deals primarily with continuous-time systems, and we focus
on them from now on. Under a general formulation, a linear, time-invariant system can
be described by the system of equations
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡,
𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡),
(1.1)
where 𝑥(𝑡) ∈ R𝑛 is the state vector, 𝑢(𝑡) ∈ R𝑚 is the control input, and 𝑦(𝑡) ∈ R𝑝 the
measured output. The system can also be modeled in terms of a transfer function matrix
𝐺(𝑠) which maps each possible control input value to the corresponding output,
𝑌 (𝑠) = 𝐺(𝑠)𝑈(𝑠),
𝐺(𝑠) = 𝐶(𝑠𝐼𝑛 − 𝐴)−1𝐵 +𝐷.
(1.2)
Here, 𝑌 (𝑠) and 𝑈(𝑠) are the Laplace transforms of the measured output and control
input, respectively, and 𝐼 is the identity matrix. A mathematical model, however, cannot
capture all the details regarding the operation of the system, and there naturally arise
differences between the mathematical representation and the actual system. Sensor and
actuator noise, as well as external disturbances, are further sources of uncertainties in
control systems. It is possible, though, to include the description of uncertainties into the
mathematical model of the system, and then take these uncertainties into account when
designing a control policy. Different models to represent uncertainties were proposed in
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Figure 2 – 𝑀 −Δ uncertainty model.
the literature. A rather straightforward one coincides with the parametric uncertainty
case, where the main idea is to assume that the matrices of the system model 1.1 or the
transfer function are not exactly known but depend on a set 𝑞 of uncertain parameters.
In this case we get the state space representation,
𝑑𝑥(𝑡) = (𝐴(𝑞)𝑥(𝑡) +𝐵(𝑞)𝑢(𝑡))𝑑𝑡,
𝑦(𝑡) = 𝐶(𝑞)𝑥(𝑡) +𝐷(𝑞)𝑢(𝑡),
(1.3)
and, correspondingly for the transfer function case, (PETERSEN; TEMPO, 2014),
𝑌 (𝑠) = 𝐺(𝑠, 𝑞)𝑈(𝑠). (1.4)
This model is used, for example, when some components are described inaccurately, and
this innacuracy can be mathematically represented by the variation of parameters over a
certain range (GU et al., 2013). It can also be used to represent parametric uncertainties
as bounds on the value of the unknown parameters, and cast the control problem in terms
of a set of linear matrix inequalities (LMIs). Another model frequently used to represent
uncertainties is the so-called𝑀−Δmodel (ZHOU; DOYLE, 1998; PETERSEN; TEMPO,
2014). The model is shown in Figure 2, where 𝑀(𝑠) consists of the known part of the
system, i.e. the interconnections between plant and controller transfer functions, and Δ
represents uncertainties. In this model, the uncertainty block Δ is usually assumed to
be an unknown matrix or matrix transfer function which satisfies an appropriate matrix
norm such as ‖Δ‖ ≤ 1. The 𝑀 − Δ model is specially used to represent unstructured
uncertainties, i.e., uncertainties about which there is not much information available —
compare it to the parametric case, for example, when we assume the uncertainties are
specifically related to unknown parameter values.
1.1.1 Robust Control
Under a general formulation, robust control concerns the use of mathematical
methods to guarantee the reliable operation of a controlled system in face of possible
disturbances affecting its operation or uncertainties regarding the exact model of the
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system. The theory of robust control started to appear in the control systems literature
during the 1970s. Before that, the focus of the control community was on optimality
rather than robustness, and design methods usually assumed that a sufficiently accu-
rate model was available. Failures in the use of multivariable controllers based on the
classical, output-feedback linear quadratic Gaussian (LQG) approach in the early 1970s,
however, motivated researchers to explore the importance of designing controllers tol-
erant to uncertainties (SAFONOV, 2012). Robust control theory therefore differs from
previous approaches in the control systems literature in the sense that tolerance to un-
certainties plays a central role in the design process. Robust control is now a vast field,
and many methods to control uncertain systems were proposed within the area. Safonov’s
conference paper (SAFONOV, 2012), Petersen and Tempo survey paper (PETERSEN;
TEMPO, 2014), and Zhou and Doyle book (ZHOU; DOYLE, 1998) give an overview of
the main results regarding design methods and representation of uncertainties, as well as
recent trends within the field.
Two of the most known robust control approaches credit their names to the corre-
sponding optimization criteria. In the robustℋ2 case, the objective is to design a controller
which stabilizes the system and minimizes the ℋ2 norm of the closed-loop (uncertain) sys-
tem. Likewise in the robust ℋ∞ case, we look for stabilizing controllers which minimize
the ℋ∞ norm of the closed-loop system. Loosely speaking, the deterministic ℋ2 norm
measures the energy of the impulse response of the system, whereas its stochastic coun-
terpart measures the expected power of the response to a white noise input. In the ℋ∞
case, on the other hand, we measure the worst-case effect or maximal possible gain of an
unknown (but bounded and square integrable) disturbance on the system output. The
ℋ2 control problem is related to the classical linear quadratic regulator problem and, on
the ℋ∞ side, the foundation for robust ℋ∞ control is usually credited to Zames’ seminal
paper (ZAMES, 1981), followed by important contributions from other researchers during
the 1980s.
1.1.2 Stochastic Control
Stochastic control can be seen as the branch of control theory which deals with
systems where uncertainties are described as random processes. As a counterpart to the
deterministic robust case, in stochastic control we assume the evolution of the system is
subject to some noise which satisfies some known probability distribution. Under a general
formulation, continuous time models used in stochastic control theory can be described
by Itô’s stochastic differential equation (OKSENDAL, 2007),
𝑑𝑥(𝑡) = 𝐺(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ 𝜎(𝑡, ·)𝑑𝑊 (𝑡). (1.5)
As before, 𝑥(𝑡) represents the system state and 𝑢(𝑡) the control input. The first part of
the equation, 𝐺(𝑡, 𝑥(𝑡), 𝑢(𝑡)), is known as the drift vector and represents the evolution of
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the system with no influence from the random noise. The second part, 𝜎(𝑡, ·) corresponds
to the stochastic term and as is known as the diffusion matrix. 𝑊 (𝑡) is a standard Brow-
nian motion, a stochastic process commonly used to represent uncertainties in stochastic
systems, and corresponds, roughly speaking, to the integral of Gaussian white noise. The
process is nowhere differentiable, so we write the differential equation in terms of the
differential 𝑑𝑊 (𝑡) (KUO, 2006) instead of the mathematically inaccurate ?˙? (𝑡). In the
linear case, we can retrieve the original model for a continuous-time, linear system (1.1)
to write
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ 𝜎(𝑡)𝑑𝑊 (𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡).
(1.6)
Here, the stochastic term 𝜎(𝑡)𝑑𝑊 (𝑡) aggregates the uncertainties regarding the system
model and possible external disturbances.
Within the stochastic control framework, another widely used class of stochastic
models corresponds to the so-called Markov Jump Linear Systems (MJLS). MJLS are used
to describe dynamic systems in which abrupt changes due to environmental disturbances,
sensor failures and switching, among others, are common (COSTA et al., 2013). We can
then imagine that, when one of these changes occurs, the system we are modeling switches
among a set of linear models, each one describing a possible mode of operation. When
the transition or jump mechanism between these models can be described by a Markov
chain, we then get a Markov jump linear system. The mathematical model has a slightly
different structure in this case,
𝑑𝑥(𝑡) = (𝐴𝜃(𝑡)(𝑡)𝑥(𝑡) +𝐵𝜃(𝑡)(𝑡)𝑢(𝑡))𝑑𝑡,
𝑦(𝑡) = 𝐶𝜃(𝑡)(𝑡)𝑥(𝑡) +𝐷𝜃(𝑡)(𝑡)𝑢(𝑡),
(1.7)
with 𝜃(𝑡) representing the Markov chain which describes the jump process.
Given a model describing the dynamic behavior of a stochastic system, the stochas-
tic control problem consists in minimizing a given optimality criterion subject to the
evolution of the system, and can be stated under a general formulation as
min 𝐽(𝑡, 𝑥, 𝑢)
s.t.𝑑𝑥(𝑡) = 𝐺(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ 𝜎(𝑡, ·)𝑑𝑊 (𝑡),
(1.8)
where 𝐽(𝑡, 𝑥, 𝑢) is the cost functional used as optimization criterion. The most commonly
used cost functionals are the discounted cost, where we introduce a decaying exponential
factor and prioritize the cost evaluated at time instants closest to the initial time; long
run average, where we evaluate the time-averaged cost over a finite or infinite horizon; and
cost up to an exit time (BORKAR, 2005), where the cost functional is evaluated until the
system state leaves a certain region. On this thesis we focus on the first class of continuous-
time models described by stochastic differential equations, but similar problems can also
be defined for the case of linear stochastic systems with Markov jumps or for discrete-time
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systems. The solution of most stochastic control problems is based on Bellman’s Dynamic
Programming Principle, as we describe in chapter 2, where we present some results from
the theory of stochastic control in more details.
1.1.3 Data-Driven Control
Modern control techniques usually assume that there is a mathematical model
which provides at least a basic description of the system. Methods from optimal control
theory, for example, start with the assumption that the mathematical representation of
the system is sufficiently accurate, and aim to optimize a given criterion. Even though
the focus of the control systems community has shifted with the introduction of robust
control techniques in the 1980s, modern control theory is still largely based on the use of
these mathematical models.
Recent approaches known as data-driven or model-free control, however, mark a
departure from this framework, and from the aforementioned approaches. Here the idea
is to rely only on measured data collected from the controlled system, and not on any
explicit knowledge about the mathematical representation of the controlled process, to
design adequate control policies (HOU; WANG, 2013). Advances in statistical learning
theory and computing power, on the one hand, and difficulties in using physical and
mathematical principles to model ever so complex industrial systems, on the other, justify
the recent interest in this class of models.
1.2 The CVIU approach: a qualitative overview
The CVIU approach, short for Control Variation Increases Uncertainties, was
proposed as an alternative to existing models aimed at controlling uncertain systems.
It is based on the idea that, for systems with highly uncertain or unknown dynamics,
a forceful control action may actually increase the uncertainties affecting the system.
Mathematically speaking, the notion that any control action would increase the noise in
the system, and that the amount of noise is proportional to the intensity of the control
action, is represented by the use of the absolute value function. The CVIU approach
first dealt with the discrete-time case, as presented in (PIN et al., 2009). The initial idea
was modeled by the addition of a stochastic noise term dependent on the absolute value
of the control input to the stochastic differential equation (SDE) describing the system’s
dynamics. To solve the optimal control problem, a discounted cost functional was adopted.
After this initial approach, the continuous-time case was developed and expanded with
the addition of state-dependent noise (VAL; SOUTO, 2017). In that paper, the authors
also adopted a discounted cost functional.
The solution of the optimal control problem obtained when we take the CVIU
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𝑧(𝑡)− 𝑧𝑒𝑞
𝑣(𝑡)− 𝑣𝑒𝑞
Figure 3 – An example of an optimal CVIU control policy.
approach to describe the dynamics of the controlled system shows the existence of the
so-called inaction region around the equilibrium point, where the optimal control policy is
to keep the equilibrium control action unchanged. We illustrate this result and the general
structure of a state-feedback CVIU control policy for the unidimensional case in Figure 3.
The figure shows the control policy obtained by the CVIU approach for a scalar system
with uncertain parameters. The plot shows the difference between the control policy 𝑣(𝑡)
and the equilibrium value 𝑣𝑒𝑞 for variations of the system state 𝑧(𝑡) around the equilibrium
𝑧𝑒𝑞. The CVIU control policy exhibits a plateau around the equilibrium point in the origin,
which indicates the optimal control action in that region equals the equilibrium policy 𝑣𝑒𝑞.
This plateau is what we call the inaction region, and this saturation-like behavior of the
CVIU approach — the control policy is updated only if the state of the system leaves the
boundaries of the inaction region — is a feature not shared by the previously mentioned
approaches.
The existence of the inaction region in the CVIU model can be related to the
adoption of cautionary control policies in other fields, such as economy and biology. In
(STOKEY, 2008), for example, the author works with economic models for which the fixed
cost of an action leads to the existence of an interval, also named the inaction region,
where no control is performed; examples of such systems would be price adjustments,
investment behavior and job creation. In (LOEHLE, 2006) the author suggests that, due
to the uncertainties affecting the management of fisheries, aiming for a broader harvest
target rather than a single peak optimum increases robustness, which can be related to
a more general idea of the inaction region as a target interval where the control action
remains constant.
An example from renewable resources management illustrates the dynamic be-
havior of a controller designed according to the CVIU approach. Two models commonly
used in biology to describe the dynamics of renewable natural resources, such as fisheries,
are the logistic and Gompertz equations (MURRAY, 2002). These equations, however,
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Figure 4 – Simulation Path: CVIU control policy.
yield an approximate description of the dynamics of these resources, and uncertainties are
common, specially in fisheries management, where estimation and implementation errors,
among others, occur frequently (SETHI et al., 2005; ROUGHGARDEN; SMITH, 1996).
Under these observations we designed a CVIU controller for the management of harvest
in systems described by the mentioned models. A simulation for this case is shown in
Figure 4, where we plot the path of the system state and the variation of the control
signal for a system subject to additive white noise with diffusion coefficient 𝜎 = 1. The
distinct feature of the CVIU approach is that the control action does not change while
the system state remains within the boundaries of the inaction region. Referring once
again to (LOEHLE, 2006), we can relate the inaction region around the equilibrium point
to the broader management target mentioned by the author and speculate whether the
CVIU approach can meet the requirements for robust, cautionary management practices
in ecology.
1.3 Our Contribution
This thesis builds upon work done by Prof. João Bosco Ribeiro do Val’s research
group at the University of Campinas during the last few years. The initial proposal of the
CVIU approach was done by Prof. do Val, Prof. Thomas Vallée (University of Nantes)
and Dr. André Calmon for discrete-time systems (PIN et al., 2009) adopting a discounted
quadratic cost criteria and control-dependent noise, while the complete continuous-time
model and solution with a discounted quadratic cost were summarized by Prof. do Val
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and Dr. Rafael Souto in (VAL; SOUTO, 2017). Our work builds upon these previous
results, and in this thesis we gather contributions to the following topics:
1. Expected discounted cost problem
The CVIU approach was presented and the corresponding control problem was
solved on the paper (VAL; SOUTO, 2017) by considering one of the diffusion coeffi-
cients equal to zero. Here we review this assumption, and present a general solution
for the discounted quadratic cost formulation. Moreover, we study the stability of
the stochastic system by introducing a notion of observability for stochastic systems
with multiplicative noise.
2. Long run average cost
The CVIU control problem was previously solved by adopting an expected dis-
counted cost formulation, that is, by using a cost functional with a decaying ex-
ponential. On the one hand, the discounted cost functional stresses the first time
instants, and is a common optimization criterion in economic applications, as the
inflation rate makes a certain amount of money at a future instant worth less than
the same amount at the initial time. Here we use a different cost functional and
minimize an average quadratic measure of the system output over an infinite opti-
mization horizon. We approach the problem in Chapter 3.
3. An alternative interpretation of the perturbation structure of the CVIU model.
The initial idea behind the CVIU approach (PIN et al., 2009; VAL; SOUTO, 2017)
was to propose a model to represent uncertain systems in which any action per-
formed by the controller necessarily increases the noise affecting the system oper-
ation. This idea was mathematically represented by the introduction of stochastic
noise terms depending on the absolute values of the control input and system state,
and is the base of the work presented on the papers mentioned. State- and control-
dependent noise structures, however, have been used in previous works and can be
considered a representation of parametric uncertainties. This observation motivates
the discussion on the relation of the CVIU approach with methods from the the-
ory of robust control, and with previous works on robust control of systems with
stochastic multiplicative noise. Furthermore, this characterization of possible rela-
tions between the CVIU approach and previous works on the literature of control
of uncertain systems may enhance the description of the proposed control strategy
and help to place it as an alternative to classical methods. This topic started with
the paper presented at the 56th IEEE Conference on Decision and Control, and it
is treated in more details in chapter 4.
4. Applications
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As discussed in the introduction, a unique feature of the CVIU approach is the
saturation-like behavior exhibited by the optimal control policy around the equi-
librium point. This feature, in turn, can be related to systems exhibiting this kind
of inaction gap in economy and biology. Our work in this area has focused on the
application of the CVIU approach to treat the management of fisheries in uncertain
environments, as detailed on the papers presented at the XXI Brazilian Congress
on Automatic Control and at the 6th IFAC Conference on Foundations of Systems
Biology in Engineering, and in Chapter 5.
Results from the master’s research project have been previously presented in some
conference papers,
∙ Vinícius L. Silva, João B.R. do Val and Rafael F. Souto. A Stochastic Approach for
Robustness: a ℋ2-norm comparison. In IEEE Conference on Decision and Control,
Melbourne, Australia, 2017.
∙ Vinícius L. Silva and João B.R. do Val. Stochastic Control with Poorly Known Bio-
logical Growth Models. In 6th IFAC Conference on Foundations of Systems Biology
in Engineering, Magdeburg, Germany, 2016. Extended abstract.
∙ Vinícius L. Silva, João B.R. do Val and Rafael F. Souto. Harvesting with stochastic
control: when parameters are badly known. In XXI Brazilian Congress on Automatic
Control, Vitória, Brazil, 2016.
Furthermore, the authors are preparing a journal paper detailing the long run
average solution of the CVIU approach and its relations with robust control of stochastic
systems.
1.4 Outline
In chapter 2 we recall results from the literature which we consider important for
the problems studied in this dissertation. Special attention is given to the formulation of
stochastic control problems. The second part of the chapter is used to present the CVIU
approach. Within the chapter we indicate how the approach was developed, its unique
features and previous results. The long run average control problem is treated in chapter
3. The following chapter, chapter 4, bridges the CVIU and robust control approaches.
Here we discuss similarities between the two approaches, and show how the performance
of the mentioned control policies can be compared. An overview of possible applications of
the CVIU approach in given in chapter 5. We end this dissertation with some concluding
remarks in chapter 6.
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2 Preliminary concepts
In this chapter we recall results from the literature of control theory which we
consider important for the development of the work presented in the next chapters. The
first part of the chapter recalls concepts from the theory of stochastic control, while the
second part gives an overview of the CVIU approach and its current developments.
2.1 Stochastic optimal control
2.1.1 Stochastic Processes, Brownian Motion and Stochastic Calculus
Let (Ω,ℱ , 𝑃 ) be a probability space, i.e., a triple which consists of the components
Ω — the sample space, a set consisting of points 𝜔 which represent all possible outcomes
of a random experiment —, the event space ℱ , representing the set of possible events
(subsets of the sample space Ω), and the probability measure 𝑃 , a function which maps
events to probabilities (BILLINGSLEY, 1995). We assume the set ℱ is a 𝜎-algebra (or
𝜎-field) of Ω, that is, a nonempty collection of subsets of Ω satisfying
1. ∅,Ω ∈ ℱ ;
2. 𝐴 ∈ ℱ implies 𝐴𝐶 ∈ ℱ ;
3. 𝐴1, 𝐴2, ..., 𝐴𝑛 ∈ ℱ implies ∪∞𝑛=1𝐴𝑛 ∈ ℱ .
The second and third conditions imply that a 𝜎-algebra is also closed under countable
intersections. An important and widely used example of 𝜎-algebra is the Borel 𝜎-algebra,
ℬ. The Borel 𝜎-algebra ℬ defined on the set Ω = R is the smallest 𝜎-algebra on R
containing all the intervals (KLEBANER, 2012). We also assume that 𝑃 is a probability
measure as usually defined, i.e., a set function on ℱ which satisfies the conditions:
1. 𝑃 (∅) = 0, 𝑃 (Ω) = 1;
2. If 𝐴 ∈ ℱ , then 0 ≤ 𝑃 (𝐴) ≤ 1 and 𝑃 (𝐴𝐶) = 1− 𝑃 (𝐴);
3. If 𝐴1, 𝐴2, ..., 𝐴𝑛 ∈ ℱ are mutually exclusive, then 𝑃 (∪∞𝑛=1𝐴𝑛) =
∑︀∞
𝑛=1 𝑃 (𝐴𝑛).
In this probability space, we define a random variable on (Ω,ℱ) as a measurable function
from (Ω,ℱ) to (R,ℬ). By measurable we mean that the set {𝜔 : 𝑋(𝜔) ∈ 𝐵} belongs to
ℱ for any Borel set 𝐵 ∈ ℬ (KLEBANER, 2012).
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A collection of random variables ordered according to a set of numbers representing
time is called a stochastic process. Formally, a stochastic process 𝑋(𝑡, 𝜔) corresponds to a
measurable function defined on the space [0,∞]×Ω such that 𝑋(·, 𝑡) is a random variable
and 𝑋(·, 𝜔) a measurable function (KUO, 2006). For 𝜔 fixed, 𝑋(𝑡) is a function of time
𝑡, known as a realization or sample path of the stochastic process 𝑋(𝜔, 𝑡). In a somewhat
similar fashion to the case of random variables, we can also define the 𝜎-algebra generated
by a stochastic process, ℱ𝑡 = 𝜎(𝑋𝑢, 𝑢 ≤ 𝑡), as the smallest 𝜎-algebra that contains all
sets {𝑎 ≤ 𝑋𝑢 ≤ 𝑏} for 0 ≤ 𝑢 ≤ 𝑡 and 𝑎, 𝑏 ∈ R (KLEBANER, 2012). It can be seen as
the information available about the stochastic process 𝑋 up to time 𝑡. The set F = {ℱ𝑡}
of increasing 𝜎-algebras on the space (Ω,ℱ) is called a filtration. Moreover, a filtration is
called right-continuous if ℱ𝑡+ = ℱ𝑡, where
ℱ𝑡+ = ∩𝑠>𝑡ℱ𝑠.
We call a probability space equipped with a filtration {ℱ𝑡}𝑡≥0 a filtered probability space
(Ω,ℱ , {ℱ𝑡}𝑡≥0, 𝑃 ). Furthermore, we say a filtered probability space satisfies the usual
conditions if it is right-continuous and complete, i.e., if the corresponding filtration is
right-continuous and any set which is a subset of a set of zero probability is measurable
with relation to the initial 𝜎-algebra ℱ0 (alternatively, we can say ℱ0 contains all 𝑃 -null
sets).
As we mentioned in the introduction, Brownian motion is frequently used to por-
tray uncertainties in continuous-time stochastic control problems. Formally speaking, a
Brownian motion or Wiener Process is a stochastic process {𝑊 (𝑡, 𝜔), 𝑡 ≥ 0} on the proba-
bility space (Ω,ℱ , 𝑃 ) satisfying the following properties (KLEBANER, 2012; KUO, 2006)
:
1. 𝑃 (𝑤;𝑊 (0, 𝜔) = 0) = 1.
2. (Independence of increments) 𝑊 (𝑡) has independent increments, that is, for any
0 ≤ 𝑡1 < 𝑡2 < ... < 𝑡𝑛, the random variables
𝑊 (𝑡1),𝑊 (𝑡2)−𝑊 (𝑡1), ...,𝑊 (𝑡𝑛)−𝑊 (𝑡𝑛−1),
are independent.
3. (Normal increments) For any 0 ≤ 𝑠 < 𝑡, the random variable 𝑊 (𝑡) − 𝑊 (𝑠) has
normal distribution with mean 0 and variance 𝑡− 𝑠. Thus, for any 𝑎 < 𝑏,
𝑃{𝑎 ≤ 𝐵(𝑡)−𝐵(𝑠) ≤ 𝑏} = 1√︁
2𝜋(𝑡− 𝑠)
∫︁ 𝑏
𝑎
𝑒−
𝑥2
2(𝑡−𝑠)𝑑𝑥.
4. (Continuity of paths) Almost all sample paths of 𝑊 (𝑡, 𝜔) are continuous functions
of 𝑡.
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We can extend the above definition of Brownian motion for the multidimensional case as
follows.
Definition 2.1. A 𝑛-dimensional Brownian motion is defined as the random vector
W(t) = [𝑊 1(𝑡),𝑊 2(𝑡), ...,𝑊 𝑛(𝑡)],
where all components 𝑊 𝑖(𝑡) are independent one-dimensional Brownian motions.
It is interesting to note that almost every Brownian motion sample path 𝑊 (𝑡) is
nowhere differentiable, and thus we cannot formally write ?˙? (𝑡) for its differential. Instead,
we first define the stochastic integral, and a theorem analogous to the deterministic funda-
mental theorem of calculus gives meaning to the corresponding differential (KARATZAS;
SHREVE, 1991). Since 𝑊 (𝑡) has infinite variation over any interval, however, we cannot
define the Itô integral (stochastic integral with relation to Brownian motion) pathwise, as
usual in measure theory. The construction follows from the continuity and finite quadratic
variation of Brownian motion paths — the quadratic variation of 𝑊 (𝑡) over the interval
[0, 𝑡] is equal to 𝑡, for any 𝑡 —, and details can be found in books on stochastic calculus.
To define the Itô integral ∫︁ 𝑇
0
𝑋(𝑡)𝑑𝑊 (𝑡), (2.1)
we need to assume that the integrand 𝑋(𝑡) is square-integrable and adapted to the filtra-
tion {ℱ𝑡}, that is, 𝑋(𝑡) is ℱ𝑡 measurable for all 𝑡. Another usual assumption is that 𝑋(𝑡)
has regular sample paths, that is, the sample paths of the stochastic process 𝑋(𝑡) have
only jump discontinuities. The Itô integral was the first stochastic integral to be defined,
and it was introduced by K. Itô in the paper (ITÔ, 1944).
Theorem 2.1 ((KLEBANER, 2012), Theorem 4.3). Let 𝑋(𝑡) be a regular adapted process
such that with probability one
∫︀ 𝑇
0 𝑋
2(𝑡)𝑑𝑡 < ∞. Then the Itô integral ∫︀ 𝑇0 𝑋(𝑡)𝑑𝑊 (𝑡) is
defined and has the following properties:
1. Linearity: If Itô integrals of 𝑋(𝑡) and 𝑌 (𝑡) are defined and 𝛼 and 𝛽 are some con-
stants, then∫︁ 𝑇
0
(𝛼𝑋(𝑡) + 𝛽𝑌 (𝑡))𝑑𝑊 (𝑡) = 𝛼
∫︁ 𝑇
0
𝑋(𝑡)𝑑𝑊 (𝑡) + 𝛽
∫︁ 𝑇
0
𝑌 (𝑡)𝑑𝑊 (𝑡).
2. ∫︁ 𝑇
0
𝑋(𝑡)𝐼(𝑎,𝑏](𝑡)𝑑𝑊 (𝑡) =
∫︁ 𝑏
𝑎
𝑋(𝑡)𝑑𝑊 (𝑡).
The following two properties hold when the process satisfies an additional assumption
∫︁ 𝑇
0
E(𝑋2(𝑡))𝑑𝑊 (𝑡) <∞. (2.2)
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3. Zero mean property. If condition (2.2) holds then
E
(︃∫︁ 𝑇
0
𝑋(𝑡)𝑑𝑊 (𝑡)
)︃
= 0. (2.3)
4. Isometry property. If condition (2.2) holds then
E
(︃∫︁ 𝑇
0
𝑋(𝑡)𝑑𝑊 (𝑡)
)︃2
=
∫︁ 𝑇
0
E(𝑋2(𝑡))𝑑𝑡. (2.4)
A consequence of the isometry property follows.
Theorem 2.2 ((KLEBANER, 2012), Theorem 4.5). Let 𝑋(𝑡) and 𝑌 (𝑡) be regular adapted
processes, such that E
∫︀ 𝑇
0 𝑋(𝑡)2𝑑𝑡 <∞ and E
∫︀ 𝑇
0 𝑌 (𝑡)2𝑑𝑡 <∞. Then
E
(︃∫︁ 𝑇
0
𝑋(𝑡)𝑑𝑊 (𝑡)
∫︁ 𝑇
0
𝑌 (𝑡)𝑑𝑊 (𝑡)
)︃
=
∫︁ 𝑇
0
E(𝑋(𝑡)𝑌 (𝑡))𝑑𝑡. (2.5)
The previous results concerning Brownian motion calculus can be generalized to
the case of stochastic integrals defined with relation to continuous semimartingales. For
details, see Kuo’s (KUO, 2006), and Karatzas and Shreve (KARATZAS; SHREVE, 1991)
books. One of the most important results in stochastic calculus is Itô’s formula, which
can be seen as a stochastic counterpart to the deterministic chain rule.
Theorem 2.3 ((KLEBANER, 2012), Theorem 4.13). If 𝑊 (𝑡) is a Brownian motion on
[0, 𝑇 ] and 𝑓(𝑥) is a twice continuously differentiable function on R, then for any 𝑡 ≤ 𝑇
𝑓(𝑊 (𝑡)) = 𝑓(0) +
∫︁ 𝑡
0
𝑓 ′(𝑊 (𝑠))𝑑𝑊 (𝑠) + 12
∫︁ 𝑡
0
𝑓 ′′(𝑊 (𝑠))𝑑𝑠. (2.6)
Itô’s formula can be generalized for the class of Itô processes. An Itô process is a
stochastic process in the form
𝑋(𝑡) = 𝑋(0) +
∫︁ 𝑡
0
𝜇(𝑠)𝑑𝑠+
∫︁ 𝑡
0
𝜎(𝑠)𝑑𝑊 (𝑠), 0 ≤ 𝑡 ≤ 𝑇, (2.7)
where 𝑋(0) is measurable with relation to ℱ0, and the processes 𝜇(𝑡) and 𝜎(𝑡) are adapted
to the filtration ℱ𝑡. We also require the processes 𝜇(𝑡) and 𝜎(𝑡) to be absolutely integrable,
that is, we assume the integrals∫︁ 𝑇
0
|𝜇(𝑡)|𝑑𝑡,
∫︁ 𝑇
0
|𝜎(𝑡)|𝑑𝑡
are finite. For the Itô process 𝑋(𝑡) we define the stochastic differential
𝑑𝑋(𝑡) = 𝜇(𝑡)𝑑𝑡+ 𝜎(𝑡)𝑑𝑊 (𝑡).
Itô’s formula, in this case, is given by the following theorem.
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Theorem 2.4 ((KLEBANER, 2012), Theorem 4.16). Let 𝑋(𝑡) have a stochastic differ-
ential for 0 ≤ 𝑡 ≤ 𝑇
𝑑𝑋(𝑡) = 𝜇(𝑡)𝑑𝑡+ 𝜎(𝑡)𝑑𝑊 (𝑡). (2.8)
If 𝑓(𝑥) is twice continuously differentiable (𝐶2 function), then the stochastic differential
of the process 𝑌 (𝑡) = 𝑓(𝑋(𝑡)) exists and is given by
𝑑𝑓(𝑋(𝑡)) = 𝑓 ′(𝑋(𝑡))𝑑𝑋(𝑡) + 12𝑓
′′(𝑋(𝑡))𝑑[𝑋,𝑋](𝑡)
= 𝑓 ′(𝑋(𝑡))𝑑𝑋(𝑡) + 12𝑓
′′(𝑋(𝑡))𝜎2(𝑡)𝑑𝑡
=
(︂
𝑓 ′(𝑋(𝑡))𝜇(𝑡) + 12𝑓
′′(𝑋(𝑡))𝜎2(𝑡)
)︂
𝑑𝑡+ 𝑓 ′(𝑋(𝑡))𝜎(𝑡)𝑑𝑊 (𝑡).
(2.9)
In the above equation, [𝑋,𝑋] stands for the quadratic variation of the process
𝑋(𝑡). Itô’s formula can also be written in an integral form, cf. (KARATZAS; SHREVE,
1991; ITÔ, 1944),
𝑓(𝑋(𝑡)) = 𝑓(𝑋(0)) +
∫︁ 𝑡
0
𝑓 ′(𝑋(𝑠))𝑑𝑋(𝑠) + 12
∫︁ 𝑡
0
𝑓 ′′(𝑋(𝑠))𝑑𝑠.
In the multidimensional case, let ?^? (𝑡) a 𝑑-dimensional Brownian motion and ?^?(𝑡)
a 𝑛−dimensional stochastic process with components
𝑑𝑋𝑖(𝑡) = 𝜇𝑖(𝑡) +
𝑑∑︁
𝑗=1
𝜎𝑖𝑗(𝑡)𝑑𝑊𝑗(𝑡), 𝑖 = 1, ..., 𝑛,
and 𝜎(𝑡) a 𝑛× 𝑑 matrix valued function (KLEBANER, 2012). ?^?(𝑡) is an Itô process and
in vector form we get
𝑑?^?(𝑡) = ?^?(𝑡)𝑑𝑡+ ?^?(𝑡)𝑑?^? (𝑡). (2.10)
Since the covariation of independent Brownian motions is identically zero, we can write
the multidimensional version of Itô’s formula as (KLEBANER, 2012),
𝑑𝑓(𝑋1(𝑡), 𝑋2(𝑡), ..., 𝑋𝑛(𝑡))
=
𝑛∑︁
𝑖=1
𝜕
𝜕𝑥𝑖
𝑓(𝑋1(𝑡), 𝑋2(𝑡), ..., 𝑋𝑛(𝑡))𝑑𝑋𝑖(𝑡)
+ 12
𝑛∑︁
𝑖=1
𝑛∑︁
𝑗=1
𝜕2
𝜕𝑥𝑖𝜕𝑥𝑗
𝑓(𝑋1(𝑡), 𝑋2(𝑡), ..., 𝑋𝑛(𝑡))𝑑[𝑋𝑖, 𝑋𝑗](𝑡).
2.1.2 Stochastic Differential Equations
Stochastic Differential Equations (SDEs) arise when white noise is introduced into
ordinary differential equations describing the evolution of a dynamic system. Although a
Brownian motion is nowhere differentiable, we can see the white noise process 𝜉(𝑡), in an
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informal manner, as the derivative of Brownian motion with respect to time. Furthermore,
if the intensity of the noise at point 𝑥 and time 𝑡 is given by 𝜎(𝑥, 𝑡), then we can say, with
a slight abuse of notation, that (KLEBANER, 2012):∫︁ 𝑇
0
𝜎(𝑋(𝑡), 𝑡)𝜉(𝑡)𝑑𝑡 =
∫︁ 𝑇
0
𝜎(𝑋(𝑡), 𝑡)𝑑𝑊 (𝑡). (2.11)
This allows us to make connections between systems under white-noite perturbations and
the formal definition of stochastic differential equations. Formally, we say that a stochastic
differential equation driven by Brownian motion is an equation of the form
𝑑𝑋(𝑡) = 𝜇(𝑋(𝑡), 𝑡)𝑑𝑡+ 𝜎(𝑋(𝑡), 𝑡)𝑑𝑊 (𝑡), (2.12)
where we are given functions 𝜇(𝑥, 𝑡) and 𝜎(𝑥, 𝑡) and wish to find the unknown process
𝑋(𝑡). In the above equation, the function representing the deterministic evolution of the
system, 𝜇(𝑥, 𝑡) is called the drift coefficient or matrix; and the function 𝜎(𝑥, 𝑡) representing
the intensity of the noise is called the diffusion coefficient or vector. The drift vector
can be seen as a local measure of the mean velocity of the random motion modeled
by the stochastic process 𝑋, whereas the diffusion matrix estimates the variance of the
displacement 𝑋𝑡−𝑥 for 𝑡 small (KARATZAS; SHREVE, 1991; KLEBANER, 2012). Note
that, if we set 𝜎(·) = 0 we retrieve an ordinary differential equation.
In the following we recall two notions for solutions of stochastic differential equa-
tions.
Definition 2.2 ((KLEBANER, 2012), Definition 5.1). A process 𝑋(𝑡) is called a strong
solution of the SDE (2.12) if for all 𝑡 > 0 the integrals
∫︀ 𝑡
0 𝜇(𝑋(𝑠), 𝑠)𝑑𝑠 and
∫︀ 𝑡
0 𝜎(𝑋(𝑠), 𝑠)𝑑𝑊 (𝑠)
exist, with the second being an Itô integral, and
𝑋(𝑡) = 𝑋(0) +
∫︁ 𝑡
0
𝜇(𝑋(𝑠), 𝑠)𝑑𝑠+
∫︁ 𝑡
0
𝜎(𝑋(𝑠), 𝑠)𝑑𝑊 (𝑠). (2.13)
Definition 2.3 ((KLEBANER, 2012), Definition 5.8). If there exist a probability space
with a filtration, a Brownian motion ?^? (𝑡) and a process ?^?(𝑡) adapted to that filtration,
such that: ?^?(0) has the given distribution, for all 𝑡 the integrals below are defined, and
?^?(𝑡) satisfies
?^?(𝑡) = ?^?(0) +
∫︁ 𝑡
0
𝜇(?^?(𝑢), 𝑢)𝑑𝑢+
∫︁ 𝑡
0
𝜎(?^?(𝑢), 𝑢)𝑑?^? (𝑢), (2.14)
then ?^?(𝑡) is called a weak solution to the SDE
𝑑𝑋(𝑡) = 𝜇(𝑋(𝑡), 𝑡)𝑑𝑡+ 𝜎(𝑋(𝑡), 𝑡)𝑑𝑊 (𝑡). (2.15)
Definition 2.4 ((KLEBANER, 2012), Definition 5.9). A weak solution is called unique
if whenever 𝑋(𝑡) and ?˜?(𝑡) are two solutions (perhaps on different probability spaces)
such that the distributions of 𝑋(0) and ?˜?(0) are the same, then all finite-dimensional
distributions of 𝑋(𝑡) and ?˜?(𝑡) are the same.
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The difference between the notions of strong and weak solutions relies on the fact
that, in the case of weak solutions, the probability space, filtration and Brownian motion
driving the SDE are part of the solution (KARATZAS; SHREVE, 1991). Every strong
solution is also a weak solution. Furthermore, as pointed out in (KLEBANER, 2012),
weak solutions give meaning to stochastic differential equations for which there is no
strong solution. The conditions for existence of weak solutions are also less strict than the
corresponding conditions for strong solutions, as we can conclude from a comparison of
the following theorems.
Theorem 2.5 ((KLEBANER, 2012), Theorem 5.4). If the following conditions are sat-
isfied
1. Coefficients are locally Lipschitz in 𝑥 uniformly in 𝑡, that is, for every 𝑇 and 𝑁
such that for all |𝑥|, |𝑦| ≤ 𝑁 and all 0 ≤ 𝑡 ≤ 𝑇
|𝜇(𝑥, 𝑡)− 𝜇(𝑦, 𝑡)|+ |𝜎(𝑥, 𝑡)− 𝜎(𝑦, 𝑡)| < 𝐾|𝑥− 𝑦|, (2.16)
2. Coefficients satisfy the linear growth condition
|𝜇(𝑥, 𝑡)|+ |𝜎(𝑥, 𝑡)| ≤ 𝐾(1 + |𝑥|), (2.17)
3. 𝑋(0) is independent of (𝑊 (𝑡), 0 ≤ 𝑡 ≤ 𝑇 ), and E𝑋2(0) <∞.
Then there exists a unique strong solution 𝑋(𝑡) of the SDE (2.12). 𝑋(𝑡) has continuous
paths, moreover
E
(︃
sup
0≤𝑡≤𝑇
𝑋2(𝑡)
)︃
< 𝐶(1 + E(𝑋2(0))), (2.18)
where constant 𝐶 depends only on 𝐾 and 𝑇 .
Theorem 2.6 ((KLEBANER, 2012), Theorem 5.10). If for each 𝑡 > 0, functions 𝜇(𝑥, 𝑡)
and 𝜎(𝑥, 𝑡) are bounded and continuous then the SDE (2.12) has at least one weak solution
starting at time 𝑠 at point 𝑥, for all 𝑠, and 𝑥. If in addition their partial derivatives with
respect to 𝑥 up to order two are also bounded and continuous, then the SDE (2.12) has a
unique weak solution starting at time 𝑠 at point 𝑥. Moreover this solution has the strong
Markov property.
Although stochastic differential equations cannot usually be solved explicitly, mul-
tidimensional linear SDEs obtained when we take 𝜇(𝑡) = 𝐴(𝑡)𝑋(𝑡) + 𝑎(𝑡) and 𝜎(𝑡) =∑︀𝑚
𝑖=1(𝐵𝑖(𝑡)𝑋(𝑡) + 𝑏𝑖(𝑡)), in such a way that
𝑑𝑋(𝑡) = (𝐴(𝑡)𝑋(𝑡) + 𝑎(𝑡))𝑑𝑡+
𝑚∑︁
𝑖=1
(𝐵𝑖(𝑡)𝑋(𝑡) + 𝑏𝑖(𝑡))𝑑𝑊 𝑖(𝑡),
do have an explicit solution. For details, check (ARNOLD, 1974), chapter 8.
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2.1.2.1 Simulation: the Euler-Maruyama Method
Throughout this work we use the so-called Euler-Maruyama method to simulate
the random behavior of stochastic differential equations. This is a variation of the classical
Euler method to solve ordinary differential equations, and relies on a discretized version
of Brownian motion to compute the random paths.
Suppose we wish to simulate paths of a Brownian motion 𝑊 (𝑡) depending on the
time variable 𝑡 ∈ [0, 𝑇 ]. We set 𝛿𝑡 = 𝑇/𝑁 , where 𝑁 is an integer number, and define
𝑊𝑗 = 𝑊 (𝑡𝑗) = 𝑊 (𝑗𝛿𝑡). Since 𝑊0 = 0 with probability one, we can calculate for the
following values of 𝑡 (HIGHAM, 2001)
𝑊𝑗 = 𝑊𝑗−1 + 𝑑𝑊𝑗, 𝑗 = 1, 2, ..., 𝑁.
In the above equation, each 𝑑𝑊𝑗 is an independent random variable distributed according
to
√
𝛿𝑡𝑁(0, 1).
Given the method to simulate paths of a Brownian motion outlined above, suppose
now we wish to calculate numerically the stochastic differential equation
𝑑𝑋(𝑡) = 𝜇(𝑋(𝑡), 𝑡)𝑑𝑡+ 𝜎(𝑋(𝑡), 𝑡)𝑑𝑊 (𝑡), 𝑋(0) = 𝑋0, 0 ≤ 𝑡 ≤ 𝑇.
We first discretize the interval [0, 𝑇 ]. For that, we let Δ𝑡 = 𝑇/𝐿 and 𝜏𝑗 = 𝑗Δ𝑡, with 𝐿
a positive integer, and denote the approximation to 𝑋(𝜏𝑗) by 𝑋𝑗. The Euler-Maruyama
method is then given by
𝑋𝑗 = 𝑋𝑗−1 + 𝜇(𝑋𝑗−1)Δ𝑡+ 𝜎(𝑋𝑗−1)(𝑊 (𝜏𝑗)−𝑊 (𝜏𝑗−1)), 𝑗 = 1, 2, ..., 𝑁. (2.19)
Further details and implementations using MATLAB R○ can be found in the paper (HIGHAM,
2001).
2.1.3 Diffusion Processes
Diffusion processes are Markov processes — stochastic processes for which the
Markov property holds —with continuous sample paths. The Markov property states
that the future value of the process only depends on its current value. If we denote the
𝜎-algebra generated by the stochastic process up to time 𝑡 by ℱ𝑡, then, for any 0 ≤ 𝑠 < 𝑡,
and 𝐵 ∈ ℱ𝑡, the Markov property reads (KLEBANER, 2012),
𝑃 (𝑋(𝑡) ∈ 𝐵|ℱ𝑠) = 𝑃 (𝑋(𝑡) ∈ 𝐵|𝑋(𝑠)) 𝑎.𝑠. (2.20)
Formally, we can define a diffusion process as follows.
Definition 2.5 ((ARNOLD, 1974), Definition 2.5.1). A Markov process 𝑋(𝑡), for 𝑡0 ≤
𝑡 ≤ 𝑇 , with values in R𝑛 and almost certainly continuous sample path functions is called
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a diffusion process if its transition probability 𝑃 (𝑠, 𝑥, 𝑡, 𝐵)1 satisfies the following three
conditions for every 𝑠 ∈ [𝑡0, 𝑇 ), 𝑥 ∈ R𝑛, and 𝜖 > 0:
1. (Continuity)
lim
𝑡↓𝑠
1
𝑡− 𝑠
∫︁
|𝑦−𝑥|>𝜖
𝑃 (𝑠, 𝑥, 𝑡, 𝑑𝑦) = 0; (2.21)
2. (Drift coefficient) there exists an R𝑛-valued function 𝜇(𝑠, 𝑥) such that
lim
𝑡↓𝑠
1
𝑡− 𝑠
∫︁
|𝑦−𝑥|≤𝜖
(𝑦 − 𝑥)𝑃 (𝑠, 𝑥, 𝑡, 𝑑𝑦) = 𝜇(𝑠, 𝑥); (2.22)
3. (Diffusion coefficient) there exists a 𝑛× 𝑛 matrix valued function 𝜎(𝑠, 𝑥) such that
lim
𝑡↓𝑠
1
𝑡− 𝑠
∫︁
|𝑦−𝑥|≤𝜖
(𝑦 − 𝑥)(𝑦 − 𝑥)′𝑃 (𝑠, 𝑥, 𝑡, 𝑑𝑦) = 𝜎(𝑠, 𝑥). (2.23)
The functions 𝜇 and 𝜎 are called the coefficients of the diffusion process. In particular,
𝜇 is called the drift vector and 𝜎 is called the diffusion matrix. 𝜎(𝑠, 𝑥) is symmetric and
nonnegative-definite.
The first condition means that large variations of 𝑋(𝑡) over a short interval are
unlikely, implying continuity of the diffusion process (ARNOLD, 1974). Recalling that
solutions to SDEs satisfy the Markov property and have continuous sample paths, we can
also see diffusion processes as solutions to stochastic differential equations (KLEBANER,
2012; KARATZAS; SHREVE, 1991).
We now associate to a solution 𝑋(𝑡) of the stochastic differential equation
𝑑𝑋(𝑡) = 𝜇(𝑋(𝑡), 𝑡)𝑑𝑡+ 𝜎(𝑋(𝑡), 𝑡)𝑑𝑊 (𝑡), 𝑡 ≥ 0,
a second order differential operator 𝐿𝑡,
𝐿𝑡𝑓(𝑥, 𝑡) = (𝐿𝑡𝑓)(𝑥, 𝑡) =
1
2𝜎
2(𝑥, 𝑡)𝜕
2𝑓
𝜕𝑥2
(𝑥, 𝑡) + 𝜇(𝑥, 𝑡)𝜕𝑓
𝜕𝑥
(𝑥, 𝑡). (2.24)
The operator 𝐿𝑡 is called the generator of 𝑋(𝑡) (KLEBANER, 2012), and it allows us to
write results from stochastic calculus in a compact manner. In particular, we outline here
a result known as Dynkyn’s Formula, useful when we wish to calculate the expectation of
a function of a diffusion process.
Theorem 2.7 ((KLEBANER, 2012), Corollary 6.5; (OKSENDAL, 2007), Theorem 7.4.1).
Lef 𝑋(𝑡) a solution of the SDE (2.12) with coefficients satisfying the existence and unique-
ness conditions, and 𝑓(𝑥, 𝑡) a twice continuously differentiable in 𝑥 and once in 𝑡 function
(𝐶2,1) with bounded first derivative in 𝑥. Then, for any 𝑡, 0 ≤ 𝑡 ≤ 𝑇 ,
E𝑓(𝑋(𝑡), 𝑡) = 𝑓(𝑋(0), 0) + E
∫︁ 𝑡
0
(︃
𝐿𝑢𝑓 +
𝜕𝑓
𝜕𝑡
)︃
(𝑋(𝑢), 𝑢)𝑑𝑢. (2.25)
The result is also true if 𝑡 is replaced by a bounded stopping time 𝜏, 0 ≤ 𝜏 ≤ 𝑇 .
1 According to the notation on Arnold’s book, 𝑃 (𝑠, 𝑥, 𝑡, 𝐵) is the probability of transition from point 𝑥
at time 𝑠 into set 𝐵 at time 𝑡.
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For the case of multidimensional stochastic differential equations, let ?^?(𝑡) an 𝑛-
dimensional diffusion process,
𝑑?^?(𝑡) = ?^?(?^?(𝑡), 𝑡) + ?^?(?^?(𝑡), 𝑡), (2.26)
with ?^? an 𝑛× 𝑑 matrix valued function. The generator of ?^?(𝑡) takes the form
(𝐿𝑓)(?^?(𝑡)) =
𝑛∑︁
𝑖=1
𝜇𝑖(𝑡)
𝜕𝑓
𝜕𝑥𝑖
(𝑥) + 12
𝑛∑︁
𝑖=1
𝑛∑︁
𝑗=1
(?^??^?ᵀ)𝑖,𝑗
𝜕2𝑓
𝜕𝑥𝑖𝜕𝑥𝑗
(𝑥), (2.27)
and an analogous version of Dynkin’s formula holds for the multidimensional case.
2.1.4 Continuous-time Stochastic Optimal Control
A stochastic optimal control problem consists in finding a control policy which
optimizes a given performance criterion. A general structure of the control problem makes
use of the following components (PHAM, 2009):
∙ State of the system: We represent by 𝑥(𝑡) the state of the dynamic system at time
𝑡. The system dynamics is described by a stochastic differential equation defined on
a probability space (Ω,ℱ , 𝑃 ).
∙ Control: The dynamics of the system can be influenced by a control policy, modeled
as a stochastic process 𝑢(𝑡). We also need to define a set of control satisfying some
constraints, and denote this set of admissible controls by 𝒰 .
∙ Performance or cost criterion: The objective of the problem is to optimize (over the
set of admissible controls) a cost functional 𝐽(𝑡, 𝑥, 𝑢), and to find the control policy
which achieves the optimal value of the cost functional.
2.1.4.1 Controlled Diffusion Processes
From now on we consider a model in which the state of the system is given by the
following controlled stochastic differential equation (YONG; ZHOU, 1999; PHAM, 2009):
⎧⎪⎨⎪⎩ 𝑑𝑥(𝑡) = 𝜇(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ 𝜎(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑊 (𝑡),𝑥(0) = 𝑥0 ∈ R𝑛, (2.28)
where 𝜇(𝑡, 𝑥(𝑡), 𝑢(𝑡)) : [0, 𝑇 ] × R𝑛 × 𝑈 → R𝑛, and 𝜎(𝑡, 𝑥(𝑡), 𝑢(𝑡)) : [0, 𝑇 ] × R𝑛 ×
𝑈 → R𝑛×𝑚. 𝑊 (𝑡) is a m-dimensional Brownian motion on a filtered probability space
(Ω,ℱ , {ℱ𝑡}𝑡≥0, 𝑃 ) satisfying the usual conditions, and 𝑈 is a given separable metric space.
We denote by 𝑢(·) the function representing the control action or policy of the
decision-makers. Here we assume that, at any time, the controller or decision maker is
aware of the information available about the system up to that moment, but cannot
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anticipate the future behavior of the system. Mathematically, we say the control function
𝑢(·) is nonanticipative, or adapted to the filtration {ℱ𝑡}𝑡≥0, and define the set of feasible
controls as (YONG; ZHOU, 1999):
𝒰 [0, 𝑇 ] := {𝑢 : [0, 𝑇 ]× Ω→ 𝑈 |𝑢(·) is {ℱ𝑡}𝑡≥0 − adapted}. (2.29)
If the control function is both feasible and square-integrable, we call it an admissible
control.
2.1.4.2 Cost structures
Different cost structures are used as optimization criteria in stochastic optimal
control problems. A first distinction is made between finite, indefinite and infinite time
horizons. In the first case, the cost functional
E
[︃∫︁ 𝑇
0
𝑓(𝑠, 𝑥, 𝑢)𝑑𝑠+ 𝑔(𝑥𝑇 )
]︃
(2.30)
is evaluated up to the terminal time 𝑇 < ∞. Here 𝑓(·) is the running cost, and 𝑔(·) the
terminal cost. Problems with indefinite time horizon, also known as cost up to exit time,
use the cost functional
E
[︂∫︁ 𝜏𝑢
0
𝑓(𝑠, 𝑥, 𝑢)𝑑𝑠+ 𝑔(𝑥𝜏𝑢)
]︂
, (2.31)
where the stopping time 𝜏𝑢 is the first exit time of 𝑥(𝑡) from the open set 𝐷 ⊂ R𝑛
with boundary 𝜕𝐷. In the infinite horizon case, it is necessary to guarantee that the
cost functional will not explode. We can avoid the explosion of the cost functional by
introducing an exponential discount factor, 𝑒−𝛼𝑡, or averaging it over time. This leads to
the infinite horizon discounted cost criterion,
E
[︂∫︁ ∞
0
𝑒−𝛼𝑠𝑓(𝑠, 𝑥, 𝑢)𝑑𝑠
]︂
, (2.32)
and the long run average cost functional (BORKAR, 2005),
lim sup
𝑇→∞
1
𝑇
E
[︃∫︁ 𝑇
0
𝑓(𝑠, 𝑥, 𝑢)𝑑𝑠
]︃
. (2.33)
There exist yet other cost criteria in stochastic control theory, such as risk sensitive control,
impulse control and optimal switching (BORKAR, 2005).
2.1.4.3 Problem formulation
Similar to the notions of weak and strong solutions of SDEs, we can define a
strong and a weak formulation of stochastic control problems (YONG; ZHOU, 1999).
In the following we consider a controlled diffusion process according to equation (2.28).
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Moreover, 𝐿𝑝ℱ(0, 𝑇 ;R𝑛) stands for the set of all {ℱ}𝑡≥0- adapted R𝑛- valued processes
𝑋(·) such that
E
∫︁ 𝑇
0
|𝑋(𝑡)|𝑝𝑑𝑡 <∞,
and 𝐿𝑝𝒢𝑇 (Ω;R
𝑛) is the set of R𝑛- valued 𝒢- measurable random variables 𝑋 such that
E|𝑋|𝑝 <∞(𝑝 ∈ [1,∞)).
Strong formulation
Definition 2.6 ((YONG; ZHOU, 1999), Definition 4.1, p. 63). Let (Ω,ℱ , {ℱ𝑡}𝑡≥0, 𝑃 )
be given satisfying the usual conditions and let 𝑊 (𝑡) be a given 𝑚−dimensional stan-
dard {ℱ𝑡}𝑡≥0− Brownian motion. A control 𝑢(·) is called an s-admissible control, and
(𝑥(·), 𝑢(·)) an s-admissible pair, if
1. 𝑢(·) ∈ 𝒰 [0, 𝑇 ];
2. 𝑥(·) is the unique solution of equation (2.28);
3. some prescribed state constraints are satisfied2;
4. 𝑓(·, 𝑥(·), 𝑢(·)) ∈ 𝐿1ℱ(0, 𝑇 ;R) and 𝑔(𝑥(𝑇 )) ∈ 𝐿1ℱ𝑇 (Ω;R).
Given the above definition, the strong formulation of the stochastic optimal control
problem can be stated as to minimize the cost functional
𝐽(𝑡, 𝑥, 𝑢) = E
[︃∫︁ 𝑇
0
𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ 𝑔(𝑥(𝑇 ))
]︃
over the set of admissible controls 𝒰 [0, 𝑇 ]. Our goal is to find a 𝑢(·) ∈ 𝒰 [0, 𝑇 ] which
achieves the minimum of the cost functional 𝐽(·),
𝐽(·, 𝑢(·)) = inf
𝑢(·)∈𝒰 [0,𝑇 ]
𝐽(·, 𝑢(·)). (2.34)
Weak formulation
Definition 2.7 ((YONG; ZHOU, 1999), Definition 4.2, p.64). A 6-tuple 𝜋 = (Ω,ℱ ,
{ℱ𝑡}𝑡≥0, 𝑃,𝑊 (·), 𝑢(·)) is called a 𝑤−admissible control, and (𝑥(·), 𝑢(·)) a w-admissible
pair, if
1. (Ω,ℱ , {ℱ𝑡}𝑡≥0, 𝑃 ) is a filtered probability space satisfying the usual conditions;
2. 𝑊 (·) is an𝑚−dimensional standard Brownian motion defined on (Ω,ℱ , {ℱ𝑡}𝑡≥0, 𝑃 );
2 Yong and Zhou’s model includes possible state constraints, but we do not work with this concept in
this monograph.
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3. 𝑢(·) is an {ℱ𝑡}𝑡≥0−adapted process on (Ω,ℱ , 𝑃 ) taking values in 𝑈 ;
4. 𝑥(·) is the unique solution of equation (2.28) on (Ω,ℱ , {ℱ𝑡}𝑡≥0, 𝑃 ) under 𝑢(·);
5. some prescribed state constraints are satisfied;
6. 𝑓(·, 𝑥(·), 𝑢(·)) ∈ 𝐿1ℱ(0, 𝑇 ;R) and 𝑔(𝑥(𝑇 )) ∈ 𝐿1ℱ𝑇 (Ω;R). Here, the spaces 𝐿1ℱ(0, 𝑇 ;R)
and 𝐿1ℱ𝑇 are defined on the given filtered probability space (Ω,ℱ , {ℱ𝑡}𝑡≥0, 𝑃 ) associ-
ated with the 6−tuple 𝜋.
As in the previous case, we aim to find a control policy 𝜋 ∈ 𝒰 [0, 𝑇 ] which achieves
the minimum of the cost functional 𝐽(·),
𝐽(·, 𝜋(·)) = inf
𝑢(·)∈𝒰 [0,𝑇 ]
𝐽(·, 𝑢(·)). (2.35)
Yong and Zhou point out in (YONG; ZHOU, 1999) that the weak formulation of a stochas-
tic control problem serves as an auxiliary mathematical model to solve problems originally
cast under the strong formulation, which is the formulation arising from practical applica-
tions. In stochastic control problems, we evaluate the expected value of a cost functional
which depends on the distribution of the stochastic processes involved in the problem. In
this sense, as long as the probability distribution of the solutions of equation (2.12) in
different probability spaces is the same, we have some freedom to choose a more suitable
probability space to work with. As the authors mention, that is the case, for example, of
the dynamic programming approach to stochastic control problems.
2.1.4.4 Dynamic Programming
Dynamic programming is a mathematical technique used to solve optimization
problems, including optimal control problems. It was developed by R. Bellman in the
1950s, and has been successfully applied to stochastic control problems as well. The
method relies on breaking down the optimization horizon into smaller sub-problems, and
finding the optimal solution for each sub-problem recursively. Loosely speaking, when
we let the size of these partitions of the optimization horizon go to zero, we get the
so-called Hamilton-Jacobi-Bellman (HJB) equation. The HJB or dynamic programming
equation is, in this sense, the infinitesimal version of the dynamic programming principle
(PHAM, 2009). It is a nonlinear, first-order (in the deterministic case) or second-order
(in the stochastic case) partial differential equation (PDE). To present the formulation
of the stochastic HJB equation, we first introduce the concept of value function (YONG;
ZHOU, 1999), which can be seen as the optimal value of the cost functional 𝐽(·),⎧⎪⎨⎪⎩𝑉 (𝑥, 𝑡) = inf𝑢(·)∈𝒰 [0,𝑇 ] 𝐽(𝑡, 𝑥;𝑢(·)), ∀(𝑡, 𝑥) ∈ [0, 𝑇 ]× R
𝑛,
𝑉 (𝑥, 𝑇 ) = 𝑔(𝑥), ∀𝑥 ∈ R𝑛.
(2.36)
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Now, let 𝑇 > 0 be given and let 𝑈 be a metric space. Recall that, for 𝑠 ∈ [0, 𝑇 ]
fixed, the control process 𝑢 : [𝑠, 𝑇 ] × Ω → 𝑈 is adapted to the filtration {ℱ 𝑠𝑡 }𝑡≥𝑠. In
the following, a Polish space is a separable, completely metrizable topological space (SRI-
VASTAVA, 1998) — a space is called completely metrizable, in turn, if its topology is
induced by a complete metric, that is, there exists a metric 𝑑 which makes (𝑈, 𝑑) a com-
plete metric space. The standard example of Polish spaces is the set of real numbers R.
Moreover, there are some properties of Polish spaces, such as the fact that any closed
subspace of a Polish space is also Polish, that makes them convenient spaces in which
to define probability measures. Before presenting the infinitesimal version of the dynamic
programming principle in a stochastic setting, we need to consider the following set of
assumptions.
1. (𝑈, 𝑑) is a Polish space and 𝑇 > 0.
2. The maps 𝜇 : [0, 𝑇 ] × R𝑛 × 𝑈 → R𝑛, 𝜎 : [0, 𝑇 ] × R𝑛 × 𝑈 → R𝑛+𝑚, 𝑓 : [0, 𝑇 ] ×
R𝑛×𝑈 → R and 𝑔 : R𝑛 → R are uniformly continuous, and there exists a constant
𝐿 > 0 such that for 𝜑(𝑡, 𝑥, 𝑢) = 𝜇(𝑡, 𝑥, 𝑢), 𝜎(𝑡, 𝑥, 𝑢), 𝑓(𝑡, 𝑥, 𝑢), 𝑔(𝑥),⎧⎪⎨⎪⎩ |𝜑(𝑡, 𝑥, 𝑢)− 𝜑(𝑡, ?^?, 𝑢)| ≤ 𝐿|𝑥− ?^?|, ∀𝑡 ∈ [0, 𝑇 ], 𝑥, ?^? ∈ R
𝑛, 𝑢 ∈ 𝑈,
|𝜑(𝑡, 0, 𝑢)| ≤ 𝐿, ∀(𝑡, 𝑢) ∈ [0, 𝑇 ]× 𝑈.
(2.37)
Under the above assumptions, we have the following result.
Proposition 2.1 ((YONG; ZHOU, 1999), Proposition 3.5). Suppose the above assump-
tions hold and the value function 𝑉 ∈ 𝐶1,2([0, 𝑇 ] × R𝑛). Then 𝑉 is a solution of the
following terminal value problem of a (possibly degenerate) second-order partial differen-
tial equation: ⎧⎪⎨⎪⎩ −𝑣𝑡 − inf𝑢∈𝑈 𝐻(𝑡, 𝑥, 𝑢, 𝑣𝑥, 𝑣𝑥𝑥) = 0, (𝑡, 𝑥) ∈ [0, 𝑇 )× R
𝑛,
𝑣|𝑡=𝑇 = 𝑔(𝑥), 𝑥 ∈ R𝑛,
(2.38)
where
𝐻(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 ) = 12 tr (𝑃𝜎(𝑡, 𝑥, 𝑢)𝜎(𝑡, 𝑥, 𝑢)
ᵀ) + ⟨𝑝, 𝜇(𝑡, 𝑥, 𝑢)⟩ − 𝑓(𝑡, 𝑥, 𝑢),
∀(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 ) ∈ [0, 𝑇 ]× R𝑛 × 𝑈 × R𝑛 × 𝒮𝑛.
(2.39)
In the above equation, 𝑣𝑡, 𝑣𝑥 and 𝑣𝑥𝑥 represent the partial derivatives of the candi-
date function 𝑣. 𝐶1,2([0, 𝑇 ]×R𝑛) is the set of all continuous functions 𝑣 : [0, 𝑇 ]×R𝑛 → R
such that the partial derivatives 𝑣𝑡, 𝑣𝑥 and 𝑣𝑥𝑥 are all continuous in (𝑡, 𝑥). 𝐻(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 )
is the Hamiltonian function associated to the stochastic control problem.
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The dynamic programming approach works under the assumption that there exist
smooth enough solutions to the HJB equation, that is, that the value function has enough
continuous derivatives. Therefore, if the value function belongs to 𝐶1,2([0, 𝑇 ], and further
conditions on the coefficients of the stochastic differential equation are satisfied, we can
use the above form of the HJB equation to solve the stochastic optimal control problem.
This is not always the case, however, and this drawback has led to the introduction of the
notion of viscosity solutions of the HJB equation (PHAM, 2009; YONG; ZHOU, 1999).
The notion of viscosity solutions allows us to study the HJB equation for a more general
class of functions not necessarily smooth but locally bound. It basically consists in writing
a HJB inequality, and checking whether the inequality holds in both senses. Due to the
possible nondifferentiability of the value function in this case, we need to consider the
notions of sub- and superdifferentials, which will in turn allow us to write the conditions
for the existence of viscosity solutions of the HJB equation in subsection 2.1.4.6.
2.1.4.5 Sub- and superdiferentials and convex functions
The notions of subdifferentials and superdifferentials in this thesis are as follows.
Definition 2.8. First order sub-superdifferentials:
𝐷1−𝑣(𝑥) := {𝜙𝑥(𝑥) : 𝜙 : 𝑋 → R is 𝐶1(𝑋) and 𝑣 − 𝜙 has a local minimum at 𝑥}
𝐷1,+𝑣(𝑥) := {𝜙𝑥(𝑥) : 𝜙 : 𝑋 → R is 𝐶1(𝑋) and 𝑣 − 𝜙 has a local maximum at 𝑥}
Second order sub-superdifferentials:
𝐷1,2−𝑣(𝑥) := {(𝜙𝑥(𝑥), 𝜙𝑥𝑥(𝑥)) : 𝜙 : 𝑋 → R is 𝐶2(𝑋) and 𝑣 − 𝜙 has a local minimum at 𝑥}
𝐷1,2,+𝑣(𝑥) := {(𝜙𝑥(𝑥), 𝜙𝑥𝑥(𝑥)) : 𝜙 : 𝑋 → R is 𝐶2(𝑋) and 𝑣 − 𝜙 has a local maximum at 𝑥}
Second order one-sided parabolic subdifferential of 𝑣 at (𝑡, 𝑥) ∈ [0, 𝑇 ) × R𝑛 denoted by
𝐷1,2−𝑡+,𝑥 𝑣(𝑥), is the set such that (𝑞, 𝑝, 𝑃 ) ∈ 𝐷1,2−𝑡+,𝑥 𝑣(𝑡, 𝑥) if for each 𝑦 ∈ R𝑛, 𝑠 ≥ 𝑡,
𝑣(𝑠, 𝑦) ≥ 𝑣(𝑡, 𝑥) + 𝑞(𝑠− 𝑡) + ⟨𝑝, 𝑦 − 𝑥⟩+ 12(𝑦 − 𝑥)
ᵀ𝑃 (𝑦 − 𝑥) + 𝑜(𝑠− 𝑡+ ‖𝑦 − 𝑥‖2)
The second order one-sided parabolic superdifferential of 𝑣 at (𝑡, 𝑥), 𝐷1,2+𝑡+,𝑥 𝑣(𝑥) is defined
by reversing the inequality above.
To get a clearer picture on the sets of sub-superdifferentials, their relations with
other notions and in particular, taking into account that we will deal with a convex value
function, we list the main properties used here. Suppose that 𝑣 : 𝑋 → R𝑛 is convex at 𝑥.
Then,
(i) 𝐷1,−𝑥 𝑣(𝑥) = 𝜕𝑣(𝑥) = 𝜕𝑐𝑣(𝑥), where 𝜕𝑐𝑣(𝑥) denotes the subgradient of 𝑣 at 𝑥 (ROCK-
AFELLAR, 1970), and for a locally Lipschitizian function, 𝜕𝑣(𝑥) stands for the
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Clarke’s generalized gradient (CLARKE, 1990) ((YONG; ZHOU, 1999, prop 2.6
p.172)).
(ii) 𝐷1,2−𝑥 𝑣(𝑥) is nonempty for almost all 𝑥 ∈ R𝑛. Alexandrov theorem for convex func-
tions guarantees the existence of (𝑝, 𝑃 ) ∈ R𝑛 × 𝑆𝑛+ such that the expansion
𝑣(𝑦) = 𝑣(𝑥) + ⟨𝑝, 𝑦 − 𝑥⟩+ 12(𝑦 − 𝑥)
ᵀ𝑃 (𝑦 − 𝑥) + 𝑜(‖𝑦 − 𝑥‖2) (2.40)
holds for almost all 𝑥 ∈ R𝑛, cf. (NICULESCU; PERSSON, 2006, Th 3.11.2 p.154).
Applying the definition of 𝐷1,2−𝑥 𝑣(𝑥) in (YONG; ZHOU, 1999, p.191),
𝐷1,2,−𝑥 𝑣(𝑥) =
{︂
(𝑝, 𝑃 ) ∈ R𝑛 × 𝑆𝑛
⃒⃒⃒⃒
lim
𝑦→𝑥
1
‖𝑦 − 𝑥‖2
[︂
𝑣(𝑦)− 𝑣(𝑥)
− ⟨𝑝, 𝑦 − 𝑥⟩ − 12(𝑦 − 𝑥)
ᵀ𝑃 (𝑦 − 𝑥) ≥ 0
}︂
, (2.41)
yields the fact that 𝐷1,2−𝑥 𝑣(𝑥) ̸= ∅ and there exists (𝑝, 𝑃 ) ∈ 𝐷1,2−𝑥 𝑣(𝑥) with 𝑃 ∈ 𝑆𝑛+.
The points 𝑥 in (2.40) are called Alexandrov points.
(iii) Either 𝐷1,2+𝑥 𝑣(𝑥) = ∅ or 𝐷1,2+𝑥 𝑣(𝑥) ∩ 𝐷1,2−𝑥 𝑣(𝑥) is a singleton {(𝑝, 𝑃 )}. In the
second case, 𝑥 is a point for which 𝑣 is twice differentiable and hence, (𝑞, 𝑃 ) =
(𝑣𝑥(𝑥), 𝑣𝑥𝑥(𝑥)).
The characterization for the second order one-sided parabolic sub-superdifferential,
𝐷1,2−𝑡+,𝑥𝑣 and 𝐷1,2+𝑡+,𝑥𝑣, inherits the above properties of 𝐷1,2−𝑥 𝑣 and 𝐷1,2+𝑥 𝑣, repectively, pro-
vided that an upper bound on the time variation 𝑣(𝑡 + ℎ, 𝑥) − 𝑣(𝑡, 𝑥) holds, cf. (GOZZI
et al., 2010).
2.1.4.6 Viscosity solutions
When the value function of the general stochastic control problem
min 𝐽(𝑥(·), 𝑢(·)) = E
[︃∫︁ 𝑇
0
𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ 𝑔(𝑥(𝑇 ))
]︃
s.t. 𝑑𝑥(𝑡) = 𝜇(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ 𝜎(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑊 (𝑡), 𝑥(0) = 𝑥0,
(2.42)
is not necessarily smooth, we cannot use the HJB (2.38) directly. Instead, we need to
introduce the notion of viscosity solution in order to characterize the value function as
the unique viscosity solution of the HJB equation (YONG; ZHOU, 1999).
Definition 2.9 ((YONG; ZHOU, 1999), Definition 5.1, p. 190). A function 𝑣 ∈ 𝐶([0, 𝑇 ]×
R𝑛) is called a viscosity subsolution of (2.38) if
𝑣(𝑇, 𝑥) ≤ 𝑔(𝑥), ∀𝑥 ∈ R𝑛, (2.43)
Chapter 2. Preliminary concepts 42
and for any 𝜙 ∈ 𝐶1,2([0, 𝑇 ] × R𝑛), whenever 𝑣 − 𝜙 attains a local maximum at (𝑡, 𝑥)
∈ [0, 𝑇 ) × R𝑛, we have
−𝜙𝑡(𝑡, 𝑥)− inf
𝑢∈U
𝐻(𝑡, 𝑧, 𝑢, 𝜙𝑥(𝑡, 𝑥), 𝜙𝑥𝑥(𝑡, 𝑥)) ≤ 0. (2.44)
A function 𝑣 ∈ 𝐶([0, 𝑇 ] × R𝑛) is called a viscosity supersolution of (2.38) if in (2.43) —
(2.44) the inequalities “≤” are changed to “≥” and “local maximum” is changed to “local
minimum”. Further, if 𝑣 ∈ 𝐶([0, 𝑇 ] × R𝑛) is both a viscosity subsolution and viscosity
supersolution of (2.38), then it is called a viscosity solution of (2.38).
A first result follows.
Theorem 2.8 ((YONG; ZHOU, 1999), Theorem 5.2, p. 190). Let (2.37) hold. Then the
value function 𝑉 is a viscosity solution of (2.38).
Uniqueness of viscosity solutions is established by the following theorems.
Theorem 2.9 ((YONG; ZHOU, 1999), Theorem 6.1, p. 198). Let (2.37) hold. Then the
HJB equation (2.38) admits at most one viscosity solution 𝑣(·, ·) in the class of functions
satisfying
|𝑉 (𝑠, 𝑦)| ≤ 𝐾(1 + |𝑦|), ∀ (𝑠, 𝑦) ∈ [0, 𝑇 ] × R𝑛, (2.45a)
|𝑉 (𝑠, 𝑦)− 𝑉 (𝑠, 𝑦)| ≤ 𝐾
{︁
|𝑦 − 𝑦|+ (1 + |𝑦| ∨ |𝑦|)|𝑠− 𝑠|1/2
}︁
, ∀𝑠, 𝑠 [0, 𝑇 ], 𝑦, 𝑦 ∈ R𝑛.
(2.45b)
Theorem 2.10 ((YONG; ZHOU, 1999), Theorem 6.2, p. 198). Let (2.37) hold. Then
the value function 𝑉 (·, ·) ∈ 𝐶([0, 𝑇 ] × R𝑛) of the stochastic control problem is the only
function that satisfies (2.45) and the following: For all (𝑡, 𝑥) ∈ [0, 𝑇 ] × R𝑛,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−𝑞 − inf𝑢∈U𝐻(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 ) ≤ 0, ∀ (𝑞, 𝑝, 𝑃 ) ∈ 𝐷1,2+𝑡+,𝑥𝑉 (𝑡, 𝑥),
−𝑞 − inf𝑢∈U𝐻(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 ) ≥ 0, ∀ (𝑞, 𝑝, 𝑃 ) ∈ 𝐷1,2−𝑡+,𝑥𝑉 (𝑡, 𝑥),
𝑉 (𝑇, 𝑥) = 𝑔(𝑥).
(2.46)
2.1.5 Extended generator
The notions of stability which we investigate within the CVIU framework start
with the concept of extended generator introduced in this section. For that, let we first
define some conditions.
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General conditions for a Ito diffusion process
The final time 𝑇 > 0 is fixed, (𝑈, 𝑑) is a Polish space, and the diffusion data
functions 𝜇, 𝜎, and costs 𝑓, 𝑔 are uniformly continuous and Lipschitz on the corresponding
domains [0, 𝑇 ] × 𝑂 × 𝑈 and 𝑂 ⊆ R𝑛, and abs(𝑏, 𝜎, 𝑓, 𝑔)|𝑥=0 ≤ 𝐾 (conditions 1 — 2 in
page 42 (YONG; ZHOU, 1999).)
The weak formulation for the control problem
Read as in (YONG; ZHOU, 1999, chap.5, sec.4), for which, 𝑈𝑤𝑎𝑑[𝑠, 𝑇 ], for 𝑠 ∈ [0, 𝑇 ]
is the set of weakly admissible controls, the collection of all 5-tuples (Ω,ℱ ,P,𝑊, 𝑢(·)).
Denote ℱ 𝑠𝑡 , 𝑠 ≤ 𝑡 ≤ 𝑇 the augmented filtration generated by 𝑊 with 𝑊 (𝑠) = 0 a.s.
Polynomial growth for viscosity subsolutions
(GOZZI et al., 2005, lem 3.3) For 𝑣 ∈ 𝐶([0, 𝑇 ]) × R𝑛) a viscosity subsolution of
(2.43) in Definition 2.9, suppose that it satisfies,
|𝑣(𝑡, 𝑥)| ≤ 𝐶1(1 + ‖𝑥‖𝑘) for some 𝑘 ≥ 1, (𝑡, 𝑥) ∈ (0, 𝑇 )× R𝑛, (2.47)
𝑣(𝑡+ ℎ, 𝑥)− 𝑣(𝑡, 𝑥) ≤ 𝐶2(1 + ‖𝑥‖𝑘), 𝑘 ≥ 0, 0 < 𝑡 < 𝑡+ ℎ ≤ 𝑇, 𝑥 ∈ R𝑛,
𝑣(𝑡, ·)− 𝐶3‖ · ‖2 is concave on R𝑛 for some 𝐶3 > 0.
Theorem 2.11 ((VAL; SOUTO, 2017), Theorem 2). For the stochastic control problem
(2.42), suppose that the conditions above hold. Let 𝑈 ∈ 𝐶([0, 𝑇 ]) × R𝑛) be a viscosity
subsolution of (2.43). Fix (𝑠, 𝑦) ∈ [0, 𝑇 ]×R𝑛 and let (?¯?(·), ?¯?(·)) be an admissible pair for
problem 𝐶𝑠,𝑦, such that there exists a triple
(𝑞, 𝑝, 𝑃 ) ∈ 𝐿2ℱ𝑡(𝑠, 𝑇 ;R)× 𝐿2ℱ𝑡(𝑠, 𝑇 ;R𝑛)× 𝐿2ℱ𝑡(𝑠, 𝑇 ;𝑆𝑛) (2.48)
satisfying
(𝑞(𝑡), 𝑝(𝑡), 𝑃 (𝑡)) ∈ 𝐷1,2,+𝑡+,𝑥 𝑈(𝑡, ?¯?(𝑡)), a.e. 𝑡 ∈ [𝑠, 𝑇 ],P-a.s. (2.49)
and
𝑞(𝑡) ≤ −𝐻(𝑡, ?¯?(𝑡), ?¯?(𝑡), 𝑝(𝑡), 𝑃 (𝑡)) = −min
𝑢∈𝑈
𝐻(𝑡, ?¯?(𝑡), 𝑢, 𝑝(𝑡), 𝑃 (𝑡)) (2.50)
Then (?¯?(·), ?¯?(·)) is optimal and there exists measurable functions 𝑡 → 𝐷𝑡𝐽*(𝑡, ?¯?(𝑡)), 𝑡 →̃︀𝒜*𝐽*(𝑡, ?¯?(𝑡)) for the value function 𝐽* such that
𝐸[𝐽*(𝑡, ?¯?(𝑡))]− 𝐽*(𝑠, 𝑦)
= 𝐸[
∫︁ 𝑡
𝑠
(︁
𝐷𝑡𝐽
*(𝑟, ?¯?(𝑟)) + ̃︀𝒜*𝐽*(𝑟, ?¯?(𝑟)))︁ 𝑑𝑟], 𝑠 ≤ 𝑡 ≤ 𝑇, (2.51)
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and
𝐷𝑡𝐽
*(𝑡, ?¯?(𝑡)) + ̃︀𝒜*𝐽*(𝑡, ?¯?(𝑡)) ≤ −𝑓(?¯?(𝑡), ?¯?(𝑡)), for a.a.𝑡, 𝑃 -a.s. (2.52)
̃︀𝒜* is the extended generator associated to the optimal control problem, and the cost func-
tion 𝐽* belongs to the domain 𝐷( ̃︀𝒜*), of such a generator.
The proof relies on evaluations developed for the verification theorem of (GOZZI
et al., 2005) and (GOZZI et al., 2010), cf. (VAL; SOUTO, 2017).
2.2 The CVIU control problem
We now describe with more details the CVIU approach. As briefly discussed in
the introduction, the CVIU approach was developed as an alternative to the control of
stochastic systems with poorly known dynamics (VAL; SOUTO, 2017; PIN et al., 2009),
and the main idea behind the approach was to use stochastic terms dependent on the
absolute values of the control input and system state to represent uncertainties about
the system dynamics. The corresponding stochastic optimal control problem is presented
with details on the paper (VAL; SOUTO, 2017), where the authors also present a solution
of the problem when a discounted, quadratic cost formulation is adopted.
Here we analyze some topics of interest related to the CVIU approach. The first
of them relates to this use of multiplicative — or state- and control-dependent — noise to
represent uncertainties. Although the CVIU approach is unique in the sense that it seems
to be the first model to use the absolute value to represent stochastic uncertainties, models
in which disturbance depends on the state variable or control input of the system have
been developed since the 1960s. Furthermore, this representation shares some similarities
with models used in the theory of robust control, a topic which we will discuss with details
in chapter 4. The second topic is the presence of the inaction region around the equilibrium
point. In the CVIU approach, this results from of the dependence of the stochastic noise
on the absolute value of the system state and control input. In the following we first recall
the formulation of the CVIU control problem. After that we review the assumptions that
lead to the existence of the inaction region in the CVIU approach. We also revisit the
solution of the CVIU control problem when the cost functional assumes a discounted form
and the optimization horizon is infinite.
For now, recall that, in comparison with its deterministic counterparts, models
used in stochastic control theory represent the disturbances affecting the operation of the
systems as stochastic processes. Under a discrete-time framework, this leads to the use of
difference equations with white noise disturbances, while in continuous-time settings the
dynamics of the system can be described in terms of a stochastic differential equation of
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the form (CHEN et al., 1995; PHAM, 2009)
𝑑𝑥(𝑡) = 𝜇(𝑡, 𝑥𝑡, 𝑢𝑡)𝑑𝑡+ 𝜎(𝑡, 𝑥𝑡, 𝑢𝑡)𝑑𝑊𝑡, (2.53)
where𝑊 (𝑡) is a standard Brownian Motion of appropriate dimensions, 𝑥𝑡 ∈ R𝑛 represents
the evolution of the system state, and 𝑢 ∈ 𝑈 ⊂ R𝑘 is the control input, assumed to belong
to the Borel set 𝑈 , known as the set of admissible controls. The possibly multidimensional
functions 𝜇(𝑡, 𝑥, 𝑢) : R+×R𝑛×U→ R𝑛 and 𝜎(𝑡, 𝑥, 𝑢) : R+×R𝑛×U→ R𝑛×𝑚 are known
as the drift and diffusion matrices, respectively.
The functions 𝜇(𝑡, 𝑥𝑡, 𝑢𝑡) and 𝜎(𝑡, 𝑥𝑡, 𝑢𝑡) are assumed to be measurable and satisfy
a uniform Lipschitz condition in the set of admissible controls U (PHAM, 2009), that is,
there exists a constant 𝐿 ≥ 0 such that condition (2.37) is satisfied. The set of admissible
controls U comprises Markov functions 𝑡 → 𝑢(𝑡, 𝑤) = 𝑢(𝑡, 𝑥(𝑡)) and 𝑢(·) ∈ 𝐿2ℱ(0, 𝑇 ;R𝑟).
Moreover, we consider, associated to the controlled system (2.53), the following cost func-
tional,
𝐽(𝑡, 𝑥(𝑡), 𝑢(𝑡)) = E
[︃∫︁ 𝑇
0
𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ 𝑔(𝑥(𝑇 ))
]︃
. (2.54)
2.2.1 Problem formulation
The class of controlled diffusion processes 𝑧(𝑡) ∈ R𝑛 that we study under the CVIU
approach can be described by the stochastic differential equation
𝑑𝑧(𝑡) = 𝜇(𝑡, 𝑧(𝑡), 𝑣(𝑡))𝑑𝑡+ 𝜎(𝑡)𝑑𝑊 (𝑡), (2.55)
where 𝑊 (𝑡) is a 𝑚-dimensional Brownian motion defined on the filtered probability space
(Ω,ℱ , {ℱ}𝑡≥0, 𝑃 ); the control policy 𝑣 = {𝑣(𝑡)}𝑡≥0 and the diffusion matrix 𝜎 = {𝜎(𝑡)}𝑡≥0,
𝜎(·) ∈ R𝑛×𝑚 are {ℱ𝑡}𝑡≥0- adapted stochastic process with 𝑣(·) taking values on the com-
pact set U ⊂ R𝑟, and 𝜇 : R+ × R𝑛 × U→ R𝑚 represents the process drift.
Now, suppose the system governed by equation (2.55) operates around an equilib-
rium point 𝑧𝑒𝑞 and we wish to design a controller which would keep the system operating
in that region. A natural first step in this case is to find a linear model valid in the vicinity
of the equilibrium point, and base our design process on this linear, locally valid model.
For that, take 𝑥(𝑡) = 𝑧(𝑡)− 𝑧𝑒𝑞 and 𝑢(𝑡) = 𝑣(𝑡)− 𝑣𝑒𝑞, and assume a rough description of
the linearized model is given by
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ 𝜎(𝑡)𝑑𝑊 (𝑡).
The corresponding model in the CVIU case is obtained by adding state- and control-
dependent noise into the above equation (VAL; SOUTO, 2017). The complete CVIU
representation for a locally valid linear model for the process (2.55) then takes the form
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ ?^?(𝑥(𝑡), 𝑢(𝑡))𝑑?^? (𝑡), (2.56)
Chapter 2. Preliminary concepts 46
where 𝑥(·) ∈ R𝑛 represents the system state, the control input 𝑢(·) is adapted to the
filtration{ℱ}𝑡 and takes values on the set U ∈ R𝑟, and
?^?(𝑥(𝑡), 𝑢(𝑡)) = [𝜎(𝑡) 𝜎𝑥(𝑡) + 𝜎𝑥(𝑡) diag(|𝑥(𝑡)|) 𝜎𝑢(𝑡) + 𝜎𝑢(𝑡) diag(|𝑢(𝑡)|)],
?^? (𝑡) = [𝑊 (𝑡)𝑇 𝑊 𝑥(𝑡)𝑇 𝑊 𝑢(𝑡)𝑇 ].
(2.57)
In a similar manner, the complete CVIU representation can also be written in the form
𝑑𝑥 = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ 𝜎𝑑𝑊 (𝑡) + (𝜎𝑥 + 𝜎𝑥 |𝑥(𝑡)|)𝑑𝑊 𝑥(𝑡) + (𝜎𝑢 + 𝜎𝑢 |𝑢(𝑡)|)𝑑𝑊 𝑢(𝑡).
Here, |𝑣| is the element wise absolute value of vector 𝑣, and diag : R𝑙 → R𝑙×𝑙 for 𝑣 ∈ R𝑙
is a linear operator such that diag(𝑣) is the matrix formed by 𝑣 as the main diagonal
and zero elsewhere. An analogous operator for matrices 𝐴 ∈ R𝑙×𝑙 is given by Diag :
R𝑙×𝑙 → R𝑙×𝑙, where Diag(𝐴) stands for the diagonal matrix obtained from the main diag-
onal of 𝐴 with zeros elsewhere (VAL; SOUTO, 2017). Furthermore, 𝑊 (𝑡),𝑊 𝑥(𝑡),𝑊 𝑢(𝑡)
are standard, independent BM of appropriate dimensions, and the diffusion matrices
𝜎(𝑡), 𝜎𝑥(𝑡), 𝜎𝑥(𝑡), 𝜎𝑢(𝑡), 𝜎𝑢(𝑡) are {ℱ}𝑡≥0-adapted matrix functions. The CVIU optimal
control problem for the continuous time case can then be stated as
min 𝐽(𝑠, 𝑥, 𝑢(·))
s.a. 𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ ?^?(𝑥(𝑡), 𝑢(𝑡))𝑑?^? (𝑡),
(2.58)
where 𝐽(·) is the cost function associated to the problem, given by the expected value of
𝐽(𝑠, 𝑥, 𝑢(·)) := E𝑥
[︃∫︁ 𝑇
𝑠
𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ 𝑔(𝑥(𝑇 ))
]︃
. (2.59)
In the above equation E𝑥[·] corresponds to the expected value from starting the process
(2.56) at state 𝑥. Furthermore, we assume that the cost functions 𝑓 : [0, 𝑇 ]×R𝑛×U→ R+
and 𝑔 : R𝑛 → R+, as well as the data for the problem, 𝐴, 𝐵, 𝜎, 𝜎𝑥, 𝜎𝑥, 𝜎𝑢, 𝜎𝑢 are uniformly
continuous functions. We also assume that functions 𝑔(·) and 𝑓(𝑡, ·, 𝑢) for each (𝑡, 𝑢) are
(strictly) convex functions and 𝑓(𝑡, 𝑥, ·) is convex and continuously differentiable for each
(𝑡, 𝑥) (VAL; SOUTO, 2017). Moreover, in the following we consider that the following
holds in the semidefinite positive sense,
𝜎𝑥(𝑡)𝜎𝑥(𝑡)ᵀ + 𝜎𝑥(𝑡)𝜎𝑥(𝑡)ᵀ ≥ 0
𝜎𝑢(𝑡)𝜎𝑢(𝑡)ᵀ + 𝜎𝑢(𝑡)𝜎𝑢(𝑡)ᵀ ≥ 0, 𝑡 ∈ [0, 𝑇 ].
(2.60)
A key result for the CVIU approach is the convexity of the value function 𝐽*(𝑠, 𝑥) :=
inf𝑢∈U 𝐽(𝑠, 𝑥, 𝑢), stated in the following theorem.
Theorem 2.12 ((VAL; SOUTO, 2017), Theorem 1). Under the choice in (2.60) and the
assumption that 𝑓(𝑡, ·, ·), 𝑡 ∈ [0, 𝑇 ], and 𝑔(·) are (strictly) convex functions, the value
𝐽*(·, ·) of the CVIU control problem is continuous and 𝐽*(𝑡, ·) (strictly) convex for each
𝑡 ∈ [0, 𝑇 ].
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As we discussed in last section, the dynamic programming approach states that if
the optimal value of the cost function 𝐽*(𝑠, 𝑥) ∈ 𝐶1,2, then it is the unique solution of the
Hamilton Jacobi Bellman equation
−𝜕𝜙
𝜕𝑡
− inf
𝑢∈𝑈
𝐻(𝑡, 𝑥, 𝑢, 𝜙𝑥, 𝜙𝑥𝑥) = 0, 𝜙(𝑇, 𝑥) = 𝑔(𝑥), (2.61)
where 𝐻(𝑡, 𝑥, 𝑢, 𝜙𝑥, 𝜙𝑥𝑥) is the Hamiltonian function associated to the optimization prob-
lem, 𝜙𝑥 the gradient and 𝜙𝑥𝑥 the Hessian matrix of 𝜙,
𝐻(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 ) := 12 tr(𝑃?^?(𝑡, 𝑥, 𝑢)?^?(𝑡, 𝑥, 𝑢)
ᵀ) + ⟨𝑝, (𝐴(𝑡)𝑥+𝐵(𝑡)𝑢)⟩+ 𝑓(𝑡, 𝑥, 𝑢). (2.62)
Since we cannot guarantee that the value function in the CVIU case is sufficiently smooth,
we need to consider the notions of sub- and superdifferentials and viscosity solutions
previously introduced.
2.2.2 The inaction region
Following (VAL; SOUTO, 2017), note that the Hamiltonian function (2.62) can
be recast in the form
𝐻(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 ) = 𝑓(𝑡, 𝑥, 𝑢) + ⟨𝑝, (𝐴(𝑡)𝑥+𝐵(𝑡)𝑢)⟩
+ 12 (Γ0(𝑡, 𝑃 ) + Γ1(𝑡, 𝑥, 𝑢, 𝑃 ) + Γ2(𝑡, 𝑥, 𝑢, 𝑃 )) ,
(2.63)
where
Γ0(𝑡, 𝑃 ) =
1
2tr (𝑃 (𝜎(𝑡)𝜎(𝑡)
ᵀ + 𝜎𝑥(𝑡)𝜎𝑥(𝑡)ᵀ + 𝜎𝑢(𝑡)𝜎𝑢(𝑡)ᵀ)) , (2.64a)
Γ1(𝑡, 𝑥, 𝑢, 𝑃 ) = tr ((𝜎𝑥(𝑡)ᵀ𝑃𝜎𝑥(𝑡) + 𝜎𝑥(𝑡)ᵀ𝑃𝜎𝑥(𝑡)) diag(|𝑥|)) (2.64b)
+ tr ((𝜎𝑢(𝑡)ᵀ𝑃𝜎𝑢(𝑡) + 𝜎𝑢(𝑡)ᵀ𝑃𝜎𝑢(𝑡)) diag(|𝑢|)) ,
Γ2(𝑡, 𝑥, 𝑢, 𝑃 ) = tr
(︁
𝜎𝑥(𝑡)ᵀ𝑃𝜎𝑥(𝑡) diag(|𝑥|)2
)︁
+ tr
(︁
𝜎𝑢(𝑡)ᵀ𝑃𝜎𝑢(𝑡) diag(|𝑢|)2
)︁
. (2.64c)
Note that due to the presence of the absolute value function, the Hamiltonian function
is nonlinear and nondifferentiable at the origin with relation to 𝑢 at the origin of R𝑟. To
minimize the Hamiltonian function with relation to the control input 𝑢, we consider again
the notion of subdifferentials. For the terms which depend on the absolute value of the
state or control, the subdifferentials for 𝐴 ∈ R𝑙×𝑙 and 𝑣 ∈ R𝑙 take the form
𝐷1,−𝑣 tr
(︁
𝐴 diag(|𝑣|)2
)︁
= 2Diag(𝐴)𝑣,
𝐷1,−𝑣 tr (𝐴 diag(|𝑣|)) = Diag(𝐴)𝒮(𝑣),
where 𝒮(𝑣) := [𝒮1,𝒮2, ...,𝒮𝑙]ᵀ is a vector of sets of form
𝒮𝑖 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
+1, if 𝑣𝑖 > 0,
−1, if 𝑣𝑖 < 0,
[−1,+1] if 𝑣𝑖 = 0.
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The first order condition in the HJB equation then takes the form (VAL; SOUTO,
2017)
𝐷1,−𝑢 𝐻(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 )|𝑢=𝑢* =
𝜕𝑢𝑓(𝑡, 𝑥, 𝑢)
𝜕𝑢
|𝑢=𝑢* +𝐵(𝑡)ᵀ𝑝
+ 12Diag (𝜎𝑢(𝑡)
ᵀ𝑃𝜎𝑢(𝑡) + 𝜎𝑢(𝑡)ᵀ𝑃𝜎𝑢(𝑡))𝒮(𝑢)|𝑢=𝑢*
+Diag (𝜎𝑢(𝑡)ᵀ𝑃𝜎𝑢(𝑡))𝑢|𝑢=𝑢* = 0, (2.65)
where 𝐷1,−𝑢 stands for the subdifferential with relation to 𝑢 and 𝒮(𝑢) indicates the sign
of the components of 𝑢. To determine the optimal control policy 𝑢*, we first need to
determine the vector of signs 𝒮(𝑢). This can be achieved by dividing the state space R𝑛
into distinct regions for which the sign of all components of the optimal control vector is
known.
Lemma 2.1 ((VAL; SOUTO, 2017), Lemma 1). Consider that 𝑓(𝑡, ·, ·), 𝑡 ∈ [0, 𝑇 ] and
𝑔(·) are convex and 𝑓(𝑡, 𝑥, ·) is continuously differentiable for each 𝑡 and 𝑥. Then the
optimal control 𝑢* = [𝑢*1 . . . 𝑢*𝑖 . . . 𝑢*𝑟]ᵀ for the problem in (2.58) satisfies the following
sign conditions,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑢*𝑖 > 0, if 𝑥 ∈ ℛ+𝑖 (𝑡), with ℛ+𝑖 (𝑡) :=
{︁
𝑥 ∈ R𝑛 : lim𝑢𝑖↓0 𝜕𝐻(𝑡,𝑥,𝑢,𝑝,𝑃 )𝜕𝑢𝑖 < 0
}︁
,
𝑢*𝑖 < 0, if 𝑥 ∈ ℛ−𝑖 (𝑡), with ℛ−𝑖 (𝑡) :=
{︁
𝑥 ∈ R𝑛 : lim𝑢𝑖↑0 𝜕𝐻(𝑡,𝑥,𝑢,𝑝,𝑃 )𝜕𝑢𝑖 > 0
}︁
,
𝑢*𝑖 = 0, if 𝑥 ∈ ℛ0𝑖 (𝑡), with ℛ0𝑖 (𝑡) :=
{︁
𝑥 ∈ R𝑛 : (ℛ+𝑖 (𝑡) ∪ℛ−𝑖 (𝑡))𝐶
}︁
,
(2.66)
𝑖 = 1, . . . , 𝑟 for some 𝑝 and 𝑃 such that (𝑞, 𝑝, 𝑃 ) ∈ 𝐷1,2,+𝑡+,𝑥 𝐽*(𝑡, 𝑥), a.e.𝑡 ∈ [0, 𝑇 ]P-a.s.
The region ℛ0𝑖 (𝑡), where the above lemma indicates the optimal policy (according
to the CVIU model) is to keep the equilibrium control action for the component 𝑢𝑖 un-
changed, is called the inaction region for the 𝑖− 𝑡ℎ input. Conditions for the existence of
the inaction region for the 𝑖− 𝑡ℎ control input as a nonempty hypervolume are given by
the following lemma, valid if the value function is convex, cf. Theorem 2.12.
Lemma 2.2 ((VAL; SOUTO, 2017), Lemma 2). Consider the previous assumptions on
the CVIU model and that 𝑓(𝑡, 𝑥, ·) is a continuously differentiable function for each 𝑡 and
𝑥. Let 𝑃 ∈ (𝑞, 𝑝, 𝑃 ) ∈ 𝐷1,2,+𝑡+,𝑥 𝐽*(𝑡, 𝑥), for (𝑡, 𝑥) ∈ [0, 𝑇 ]× R𝑛. If
𝛿𝑖(𝑡) := (𝜎𝑢(𝑡)ᵀ𝑃𝜎𝑢(𝑡) + 𝜎𝑢(𝑡)ᵀ𝑃𝜎𝑢(𝑡))𝑖𝑖 > 0, (2.67)
for some 𝑖 = 1, . . . , 𝑟, the region ℛ0𝑖 (𝑡) ⊂ R𝑛, 𝑖 = 1, . . . , 𝑟 has nonempty hypervolume.
Moreover,
ℛ0𝑖 (𝑡) =
{︃
𝑥 ∈ R𝑛 :
⃒⃒⃒⃒
⃒𝜕𝑓(𝑡, 𝑥, 𝑢)𝜕𝑢𝑖 |𝑢=𝑢*,𝑢*𝑖=0 + ⟨𝐵𝑖(𝑡), 𝑝⟩
⃒⃒⃒⃒
⃒ ≤ 𝛿𝑖(𝑡)
}︃
. (2.68)
Note that the existence of the inaction region in the CVIU approach is associated
with the use of the absolute value function to represent the intensity of the noise.
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2.2.3 Infinite horizon and expected discounted cost
When we adopt a discounted cost functional evaluated along an infinite horizon,
E
[︂∫︁ ∞
0
𝑒−𝛼𝑠𝑓(𝑠, 𝑥, 𝑢)𝑑𝑠
]︂
,
where 𝑓(𝑠, 𝑥, 𝑢) is a quadratic function with 𝑓(𝑠, 𝑥, 𝑢) = 𝑥(𝑠)ᵀ𝑄𝑥(𝑠) + 𝑢(𝑠)ᵀ𝑅𝑢(𝑠), and
assume the coefficient 𝜎𝑥 equals zero, we get a solution procedure as detailed in (VAL;
SOUTO, 2017). Since we are working with an infinite horizon frame, we consider the
coefficients do not depend explicitly on time, that is, we assume the matrices 𝐴 and 𝐵, as
well as 𝜎, 𝜎𝑥, 𝜎𝑥, 𝜎𝑢 and 𝜎𝑢 are time-invariant. The procedure consists basically in dividing
the state space into distinct regions and calculating the optimal control policy for each
one of these regions. Inside the overall inaction region, ℛ0 := {𝑥 ∈ R𝑛 : 𝑥 ∈ ∩𝑖=𝑟ℛ0𝑖 }, we
know the optimal control action for the locally valid linear model, 𝑢*, equals zero, and
by plugging this result into the HJB equation (2.61), we get a modified version of the
Lyapunov equation,
𝐴ᵀ𝑋 +𝑋𝐴− 𝛼𝑋 +𝑄+Diag
(︁
𝜎𝑇𝑥𝑋𝜎𝑥
)︁
= 0. (2.69)
The value function for the inaction region is then given in terms of the solution of the
modified Lyapunov equation (VAL; SOUTO, 2017),
𝑉 *(𝑥) = 𝑥ᵀ𝑋𝑥+ 1
𝛼
tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑢𝜎ᵀ𝑢)) , (2.70)
whereas the limits of the inaction region result from Lemma 2.2,
ℛ0𝑖 :=
{︁
𝑥 ∈ R𝑛 : −𝛿𝑖(𝑋) ≤ 𝐵𝑇𝑖 𝑋𝑥 ≤ 𝛿𝑖(𝑋)
}︁
, (2.71)
with 𝛿𝑖(𝑋) := (𝜎ᵀ𝑢𝑋𝜎𝑢 + 𝜎ᵀ𝑢𝑋𝜎𝑢).
We can also find a steady state solution for the HJB equation for regions with
homoegenous control signs, and for that we assume that 𝑥 is sufficiently large. In this
case, we need to consider that 𝑥 is sufficiently distant from the origin so that the control
sign remains the same for a nonempty region of the state space. The solution in this
asymptotic case is then given in terms of the modified Riccati equation (VAL; SOUTO,
2017),
𝐴ᵀ𝑋 +𝑋𝐴− 𝛼𝑋 −𝑋𝐵 (𝑅′)−1𝐵ᵀ𝑋 +𝑄′ = 0,
𝑄′ := 𝑄′(𝑋) = 𝑄+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥),
𝑅′ := 𝑅′(𝑋) = 𝑅 +Diag(𝜎ᵀ𝑢𝑋𝜎𝑢).
(2.72)
. The value function, in this case, tends asymptotically to
𝑉 𝑠𝑎 := 𝑥ᵀ𝑋𝑥+ ⟨𝑣(𝑠), 𝑥⟩+ 𝑙(𝑠), (2.73)
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where 𝑠 is the vector of signs of the control policy 𝑢*, with 𝑠 = [𝑠1, 𝑠2, ..., 𝑠𝑟]ᵀ and 𝑠𝑖 ∈
[−1,+1]. Moreover, 𝑣 and 𝑙 satisfy
𝑣ᵀ
(︁
𝐴− 𝛼𝐼 −𝐵(𝑅′)−1𝐵ᵀ𝑋
)︁
= 𝑠ᵀΔ𝑢(𝑅′)−1𝐵ᵀ𝑋 (2.74a)
𝑙(𝑠) = 1
𝛼
(︂
tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑢𝜎ᵀ𝑢))−
1
4(𝐵
ᵀ𝑣 +Δ𝑢𝑠ᵀ(𝑅′)−1)(∙)
)︂
(2.74b)
Δ𝑢 = Δ𝑢(𝑋) := Diag (𝜎ᵀ𝑢𝑋𝜎𝑢 + 𝜎ᵀ𝑢𝑋𝜎𝑢) . (2.74c)
The optimal control policy in this case tends asymptotically to
𝑢*(𝑥) = −𝐾∞𝑥+𝑀∞, (2.75)
with
𝐾∞ = (𝑅′(𝑋))−1𝐵ᵀ𝑋
𝑀∞ =
1
2(𝑅
′(𝑋))−1(𝐵ᵀ𝑣 +Δ𝑢(𝑋)𝑠).
2.2.3.1 Design of a CVIU control policy
With the solution of the CVIU control problem for the inaction region and asymp-
totic regions of the state space with homogeneous control signs, we can design an optimal
CVIU control policy as follows.
1. Solve the generalized Lyapunov equation (2.70) using a relaxation procedure.
2. Calculate the limits of the inaction region according to equation (2.71).
3. Choose a 𝑥∞ large enough for regions with homogeneous control signs.
4. Solve the generalized Riccati equation (2.72) using a relaxation procedure.
5. Calculate the asymptotic feedback policy (2.75).
6. Find a linear approximation for the control policy between the limit of the inaction
region and 𝑥∞.
We illustrate this procedure, for the scalar case, in Figure 5, where the dashed line
represents the numerical solution between the inaction region and the asymptotic region
where the control signs can be considered homogeneous.
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𝑥(𝑡)
𝑢(𝑡)
Figure 5 – CVIU optimal control policy: numerical solution.
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3 Norms and long run average formulation of
the CVIU control problem
In this chapter we collect some new results within the CVIU approach. In the first
section we revisit the CVIU stochastic optimal control problem with discounted cost and
present a slight generalization of the previous results by dropping the requirement that
the diffusion coefficient 𝜎𝑥 equals zero. The second part of the chapter is concerned with
the long run average formulation of the CVIU control problem.
3.1 What happens when 𝜎𝑥 is not zero?
The solution for the discounted quadratic cost solution of the CVIU control prob-
lem presented previously in (VAL; SOUTO, 2017) is based on the assumption that the
coefficient 𝜎𝑥 equals zero. This is a convenient assumption, since it simplifies the cor-
responding Hamilton-Jacobi-Bellman equation, but in can be dropped in order to get a
slightly more general solution of the control problem.
Recall then the definition of the vector of sets 𝒮(𝑣) := [𝒮1,𝒮2, ...,𝒮𝑛] , with
𝒮𝑖 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
+1, if 𝑣𝑖 > 0,
−1, if 𝑣𝑖 < 0,
[−1,+1] if 𝑣𝑖 = 0.
Assume once more that we are considering the coefficients 𝐴, 𝐵, 𝜎, 𝜎𝑥, 𝜎𝑥, 𝜎𝑢 and 𝜎𝑢
to be time-invariant, since our optimization horizon is infinite. As before, we adopt a
discounted cost functional, but write it in terms of the norm of the measured output 𝑦(𝑡).
The control problem can be stated as
min 𝐽(𝑥, 𝑢, 𝑡) := E
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
,
s.t.
⎧⎪⎨⎪⎩ 𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ ?^?(𝑥(𝑡), 𝑢(𝑡))𝑑?^? (𝑡),𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡),
(3.1)
with ‖𝑦(𝑡)‖ = [𝑦(𝑡)ᵀ𝑦(𝑡)] 12 . Note that we can retrieve the previous formulation of the
control problem if we set 𝑄 = 𝐶ᵀ𝐶, 𝑅 = 𝐷ᵀ𝐷 and 𝐶ᵀ𝐷 = 0.
The first-order condition for the HJB equation (2.65), as well as the boundary of
the inaction region, remain the same, but the HJB equation for the discounted case now
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takes the form
𝛼𝜙(𝑥)− inf
𝑢∈𝑈
{︂
𝑥ᵀ
(︂
𝐶ᵀ𝐶 + 12 Diag(𝜎
ᵀ
𝑥𝑃𝜎𝑥)
)︂
𝑥+ 𝑢ᵀ
(︂
𝐷ᵀ𝐷 + 12 Diag(𝜎
ᵀ
𝑢𝑃𝜎𝑢)
)︂
𝑢
+2𝑥ᵀ𝐶ᵀ𝐷𝑢+ ⟨𝑝, (𝐴𝑥+𝐵𝑢)⟩+ 12 tr((𝜎
ᵀ
𝑥𝑃𝜎𝑥 + 𝜎ᵀ𝑥𝑃𝜎𝑥) diag(|𝑥|))
+12 tr((𝜎
ᵀ
𝑢𝑃𝜎𝑢 + 𝜎ᵀ𝑢𝑃𝜎𝑢) diag(|𝑢|))
+12 tr(𝑃 (𝜎𝜎
ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢))
}︂
= 0, (3.2)
with 𝑝 = 𝜙𝑥 and 𝑃 = 𝜙𝑥𝑥 if 𝜙 is twice differentiable. Otherwise, the HJB equation (3.2)
holds in the viscosity sense: for each (𝑝, 𝑃 ) ∈ 𝐷1,2+𝑥 𝜙(𝑥) with the inequality sign ≤ 0,
which shows that 𝜙 is a viscosity subsolution; and for each (𝑝, 𝑃 ) ∈ 𝐷1,2−𝑥 𝜙(𝑥) with the
inequality sign ≥ 0, which shows that 𝜙 is a viscosity supersolution. The solution follows
along the general lines of the results of last chapter.
Lemma 3.1. Consider the stochastic control problem (3.1). If there exists 𝑋 ∈ 𝑆𝑛+0
solution of the modified Lyapunov matrix equation
𝐴ᵀ𝑋 +𝑋𝐴− 𝛼𝑋 + 𝐶ᵀ𝐶 +Diag
(︁
𝜎𝑇𝑥𝑋𝜎𝑥
)︁
= 0, (3.3)
then the value function for each 𝑥 ∈ ℛ0 is
𝑉 *(𝑥) = 𝑥ᵀ𝑋𝑥+ 𝑣ᵀ𝑥+ 𝑙, (3.4)
with 𝑣 and 𝑙 satisfying
𝑣 = (𝐴− 𝛼𝐼)−ᵀDiag(𝜎ᵀ𝑥𝑋𝜎𝑥)𝒮(𝑥), (3.5a)
𝑙 = 1
𝛼
tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢)) . (3.5b)
Moreover, the inaction region ℛ0 is defined by parallel hyperplanes
ℛ0𝑖 = {𝑥 ∈ R𝑛 : −𝛿𝑖(𝑋) ≤ 𝐵ᵀ𝑖𝑋𝑥 ≤ +𝛿𝑖(𝑋)} , (3.6)
with 𝛿𝑖(𝑋) := (𝜎ᵀ𝑢𝑋𝜎𝑢 + 𝜎ᵀ𝑢𝑋𝜎𝑢).
Proof: In the following we set
𝑄′ = 𝑄′(𝑋) = 𝐶ᵀ𝐶 +Diag(𝜎ᵀ𝑥𝑋𝜎𝑥), (3.7a)
Δ𝑥(𝑋) := Diag (𝜎ᵀ𝑥𝑋𝜎𝑥 + 𝜎ᵀ𝑥𝑋𝜎𝑥) . (3.7b)
Consider a quadratic candidate function 𝜙𝑐 = 𝑥ᵀ𝑋𝑥 + 𝑣ᵀ𝑥 + 𝑙, such that 𝜙𝑐𝑥 = 2𝑋𝑥 + 𝑣
and 𝜙𝑐𝑥𝑥 = 2𝑋. Within the inaction region, 𝑢* = 0, and therefore the HJB equation in
this case takes the form
𝑥ᵀ
(︂
𝐶ᵀ𝐶 + 12 Diag(𝜎
ᵀ
𝑥2𝑋𝜎𝑥)
)︂
𝑥+ ⟨𝑥𝑋,𝐴𝑥⟩+ ⟨𝐴𝑥,𝑋𝑥⟩+ ⟨𝑣, 𝐴𝑥⟩
+ 12Γ0(·) +
1
2 tr ((𝜎
ᵀ
𝑥2𝑋𝜎𝑥 + 𝜎ᵀ𝑥2𝑋𝜎𝑥) diag(|𝑥(·)|))− 𝛼𝜙(𝑥) = 0,
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𝑥ᵀ (𝐶ᵀ𝐶 +Diag(𝜎ᵀ𝑥𝑋𝜎𝑥))𝑥+ 2⟨𝑥𝑋,𝐴𝑥⟩+ ⟨𝑣, 𝐴𝑥⟩+
1
2Γ0(·)
+ tr ((𝜎ᵀ𝑥𝑋𝜎𝑥 + 𝜎ᵀ𝑥𝑋𝜎𝑥) diag(|𝑥(·)|))− 𝛼(𝑥ᵀ𝑋𝑥+ 𝑣ᵀ𝑥+ 𝑙) = 0,
𝑥ᵀ (𝐴ᵀ𝑋 +𝑋𝐴− 𝛼𝑋 + 𝐶ᵀ𝐶𝑄+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥))𝑥+ ⟨𝑣, 𝐴𝑥⟩ − 𝛼𝑣ᵀ𝑥+
1
2Γ0(·)
+ 𝒮(𝑥)ᵀDiag ((𝜎ᵀ𝑥𝑋𝜎𝑥 + 𝜎ᵀ𝑥𝑋𝜎𝑥))𝑥− 𝛼𝑙 = 0. (3.8)
From the last equation, we get that the modified Lyapunov equation within the inaction
region is given by
𝐴ᵀ𝑋 +𝑋𝐴− 𝛼𝑋 + 𝐶ᵀ𝐶 +Diag
(︁
𝜎𝑇𝑥𝑋𝜎𝑥
)︁
= 0,(︂
𝐴− 𝛼2
)︂ᵀ
𝑋 +𝑋
(︂
𝐴− 𝛼2
)︂
+𝑄′(𝑋) = 0.
The value function in this region corresponds to
𝑉 *(𝑥) = 𝑥ᵀ𝑋𝑥+ 𝑣ᵀ𝑥+ 𝑙, (3.9)
with 𝑋 the solution of the modified Lyapunov equation and 𝑣, 𝑙 satisfying
𝑣 = (𝐴− 𝛼𝐼)−ᵀDiag(𝜎ᵀ𝑥𝑋𝜎𝑥)𝒮(𝑥),
𝑙 = 1
𝛼
tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢)) .

We now consider the asymptotic solution of the CVIU control problem for regions
in which the sign of the control input is homogeneous, in the sense that the control sign
is either 𝑢*𝑖 (·) > 0 or 𝑢*𝑖 (·) < 0. For this analysis, we consider that the stae 𝑥 is distant
enough from the origin in order to the corresponding control sign to remain constant,
that is, if inf ‖𝑥− 𝑦‖ is sufficiently large for 𝑥 ∈ R𝑛, 𝑦 ∈ ℛ0𝑖 , then the control sign remains
constant in a neighborhood of 𝑥. We follow the notation from (VAL; SOUTO, 2017) and,
in the following, consider the situation in which 𝑢*𝑖 ̸= 0,∀𝑖. Let then the sets, for ℓ ≥ 0,
𝒯 +𝑖 (ℓ) = 𝒯 {𝑠𝑖=+1}𝑖 (ℓ) := {𝑥 ∈ ℛ+𝑖 : inf ‖𝑥− 𝑦‖ ≥ ℓ,∀𝑦 ∈ ∪𝑟𝑗=1ℛ0𝑗}, 𝑖 = 1, . . . , 𝑟, (3.11)
𝒯 −𝑖 (ℓ) = 𝒯 {𝑠𝑖=−1}𝑖 (ℓ) := {𝑥 ∈ ℛ−𝑖 : inf ‖𝑥− 𝑦‖ ≥ ℓ,∀𝑦 ∈ ∪𝑟𝑗=1ℛ0𝑗}, 𝑖 = 1, . . . , 𝑟, (3.12)
𝒯 𝑠(ℓ) := ∩𝑟𝑖=1𝒯 𝑠𝑖𝑖 (ℓ), (3.13)
where 𝑠 = [𝑠1 𝑠2 · · · 𝑠𝑟]ᵀ and each 𝑠𝑖 takes the possible values +1 or −1 for 𝒯 +𝑖 and 𝒯 −𝑖 ,
respectively. S is the set of all possible values for 𝑠, that is, S = {𝑠 = [𝑠1 𝑠2 · · · 𝑠𝑟]ᵀ :
𝑠𝑖 = ±1,∀𝑖}. According to (VAL; SOUTO, 2017), 𝒯 𝑠(ℓ) is symmetric to the origin to
region 𝒯 −𝑠(ℓ). Let 𝒯 𝑠(0) denote the entire region with controls with homogeneous signs,
which are given by some 𝑠. Each combination of signs 𝑠 in S corresponds to a nonempty
region 𝒯 𝑠(ℓ) ⊂ R𝑛 (VAL; SOUTO, 2017), and for each possible region 𝒯 𝑠(ℓ), we have the
following result. Here, we consider 𝐿 large enough.
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Lemma 3.2. Consider the stochastic control problem (3.1). If there exists 𝑋 ∈ 𝑆𝑛+0
solution of the modified Riccati equation(︂
𝐴− 𝛼2 𝐼
)︂ᵀ
𝑋 +𝑋
(︂
𝐴− 𝛼2 𝐼
)︂
− (𝐶ᵀ𝐷 +𝑋𝐵) (𝑅′)−1 (𝐵ᵀ𝑋 +𝐷ᵀ𝐶) +𝑄′ = 0, (3.14)
where 𝑄′(𝑋) := 𝑄+ Diag(𝜎ᵀ𝑥𝑋𝜎𝑥) and 𝑅′(𝑋) := 𝑅 + Diag(𝜎ᵀ𝑢𝑋𝜎𝑢), then the asymptotic
solution of the value function in this case converges, in each region 𝒯 𝑠(𝐿), to
𝑉 𝑠𝑎 := 𝑥ᵀ𝑋𝑥+ ⟨𝑣(𝑠), 𝑥⟩+ 𝑙(𝑠), (3.15)
with
𝑣ᵀ
(︁
𝐴− 𝛼𝐼 −𝐵(𝑅′)−1𝐹
)︁
= 𝒮(𝑢)ᵀΔ𝑢(𝑋)(𝑅′)−1𝐹 − 𝒮(𝑥)ᵀΔ𝑥(𝑋), (3.16a)
𝑙 = 1
𝛼
(︂
tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢))−
1
4(𝐵
ᵀ𝑣 +Δ𝑢(𝑋)𝒮(𝑢))ᵀ(𝑅′)−1)(∙)
)︂
, (3.16b)
Δ𝑥 = Δ𝑥(𝑋) := Diag (𝜎ᵀ𝑥𝑋𝜎𝑥 + 𝜎ᵀ𝑥𝑋𝜎𝑥) , (3.16c)
Δ𝑢 = Δ𝑢(𝑋) := Diag (𝜎ᵀ𝑢𝑋𝜎𝑢 + 𝜎ᵀ𝑢𝑋𝜎𝑢) , (3.16d)
and 𝑋 the solution of the modified Riccati equation. Moreover, the optimal control policy
𝑢* tends asymptotically to
𝑢*(𝑥) = −𝐾∞𝑥+𝑀∞, (3.17)
with
𝐾∞ = 𝑅′(𝑋)−1(𝐵ᵀ𝑋 +𝐷ᵀ𝐶),
𝑀∞ = −12𝑅
′(𝑋)−1 (𝐵ᵀ𝑣 +Δ𝑢(𝑋)𝒮(𝑢)) .
Proof: Consider a quadratic test function 𝑉 (𝑥) = 𝑥ᵀ𝑋𝑥 + 𝑣ᵀ𝑥 + 𝑙 with 𝑋 a sym-
metric matrix and, once again, take
𝑄′(𝑋) := 𝑄+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥), 𝑅′(𝑋) := 𝑅 +Diag(𝜎ᵀ𝑢𝑋𝜎𝑢),
to write the HJB equation in a more compact form,
− 𝛼𝜙(𝑥) + min
𝑢∈𝑈
{𝑥ᵀ𝑄′(𝑋)𝑥+ 𝑢ᵀ𝑅′(𝑋)𝑢+ 2𝑥ᵀ𝐶ᵀ𝐷𝑢
+ ⟨𝐴𝑥+𝐵𝑢,𝑋𝑥⟩+ ⟨𝑋𝑥,𝐴𝑥+𝐵𝑢⟩+ ⟨𝑣,𝐴𝑥+𝐵𝑢⟩
+ ⟨𝒮(𝑢),Δ𝑢(𝑋)𝑢⟩+ ⟨𝒮(𝑥),Δ𝑥(𝑋)𝑥⟩+ 12Γ0(·)} = 0. (3.18)
Now isolating the terms dependent on 𝑢 and expanding the dot products, we get
− 𝛼(𝑥ᵀ𝑋𝑥+ 𝑣ᵀ𝑥+ 𝑙) + 𝑥ᵀ (𝐴ᵀ𝑋 +𝑋𝐴+𝑄′(𝑋))𝑥+ 𝑣ᵀ𝐴𝑥+ 𝒮ᵀ(𝑥)Δ𝑥(𝑥)𝑥+ 12Γ0(·)
+ min
𝑢∈𝑈
{𝑢ᵀ𝑅′(𝑋)𝑢+ 2𝑥ᵀ𝐶ᵀ𝐷𝑢+ 𝑢ᵀ𝐵ᵀ𝑋𝑥+ 𝑥ᵀ𝑋𝐵𝑢+ 𝑣ᵀ𝐵𝑢+ 𝒮ᵀ(𝑢)Δ𝑢(𝑋)𝑢} = 0.
(3.19)
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Now, define 𝐹 := 𝐵ᵀ𝑋 +𝐷ᵀ𝐶 and 𝑔 := 𝐵ᵀ𝑣 +Δ𝑢(𝑋)𝒮(𝑢). Furthermore, notice that the
expression within the braces has a quadratic form, and we can use a matrix completion
of squares technique to change it from the standard quadratic form to a more convenient
expression. In our case this leads to(︂
𝑢+𝑅′(𝑋)−1
(︂
𝐹𝑥+ 12𝑔
)︂)︂ᵀ
𝑅′(𝑋)(∙)− 12
(︂
𝐹𝑥+ 12𝑔
)︂
𝑅′(𝑋)−1(∙), (3.20)
and, therefore,
𝑢* = −𝑅′(𝑋)−1
(︂
𝐹𝑥+ 12𝑔
)︂
= −𝑅′(𝑋)−1
(︂
(𝐵ᵀ𝑋 +𝐷ᵀ𝐶)𝑥+ 12 (𝐵
ᵀ𝑣 +Δ𝑢(𝑋)𝒮(𝑢))
)︂
.
(3.21)
With this choice of 𝑢*, the HJB equation (3.19) can now be written as
𝑥ᵀ
(︂(︂
𝐴− 𝛼2 𝐼
)︂ᵀ
𝑋 +𝑋
(︂
𝐴− 𝛼2 𝐼
)︂
− 𝐹 ᵀ (𝑅′)−1 𝐹 +𝑄′(𝑋)
)︂
𝑥
+ ⟨𝑣, (𝐴− 𝛼𝐼)𝑥⟩+ ⟨𝒮(𝑥),Δ𝑥(𝑋)𝑥⟩ − ⟨𝑔,𝑅′(𝑋)−1𝐹𝑥⟩
− 𝛼𝑙 + 12Γ0(·)−
1
4𝑔
ᵀ𝑅′(𝑋)−1𝑔 = 0. (3.22)
From the last expression, the modified Riccati equation is given by(︂
𝐴− 𝛼2 𝐼
)︂ᵀ
𝑋 +𝑋
(︂
𝐴− 𝛼2 𝐼
)︂
− (𝐶ᵀ𝐷 +𝑋𝐵) (𝑅′)−1 (𝐵ᵀ𝑋 +𝐷ᵀ𝐶) +𝑄′ = 0,
and 𝑣 and 𝑙 should satisfy
𝑣ᵀ
(︁
𝐴− 𝛼𝐼 −𝐵(𝑅′)−1𝐹
)︁
= 𝒮(𝑢)ᵀΔ𝑢(𝑋)(𝑅′)−1𝐹 − 𝒮(𝑥)ᵀΔ𝑥(𝑋),
𝑙 = 1
𝛼
(︂
tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢))−
1
4(𝐵
ᵀ𝑣 +Δ𝑢(𝑋)𝒮(𝑢))ᵀ(𝑅′)−1)(∙)
)︂
.

The design of an optimal CVIU control policy here follows the procedure described
in section 2.2.3.1.
3.2 Norm equivalence
A natural question we wished to address, when we first started to think about the
relations between the CVIU and robust control policies, is how to relate the different op-
timization criteria used in these problems. Since we initially worked with the discounted
quadratic solution of the CVIU control problem, our first idea was to derive a mathemat-
ical relation between the discounted cost functional adopted in the CVIU setting,
𝐽(𝑥, 𝑢(·)) = 𝐸
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
,
and the (stochastic) ℋ2 norm of a linear, time-invariant stochastic system. That is the
point we discuss in this section. Results have been previously presented in the conference
paper (SILVA et al., 2017).
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3.2.1 Discounted cost and ℋ2 norm
For the CVIU synthesis, the performance of the system is measured through a
expected discounted cost associated to the CVIU model (2.57), and a relation between
this functional and the 𝐻2 norm of a LTI stochastic system allows us to compare the cost
of operation of the mentioned controllers. Let then 𝒢 a LTI stochastic system,
𝒢 :
⎧⎪⎨⎪⎩𝑑𝑥(𝑡) = 𝐴𝑥(𝑡)𝑑𝑡+ 𝜎𝑑𝑊 (𝑡),𝑦(𝑡) = 𝐶𝑥(𝑡), 𝑥(0) = 0, (3.23)
with 𝑥(·) ∈ R𝑛, 𝑦(·) ∈ R𝑚, 𝑊 (·) a 𝑟-dimensional BM, and 𝐴 a stable matrix. The
(stochastic) ℋ2 norm of the above system is given by (DRAGAN et al., 2006, sec. 7.1),
(︂
lim
𝑡→∞E‖𝑦(𝑡)‖
2
)︂ 1
2
= lim
𝑇→∞
(︃
1
𝑇
[︂∫︁ 𝑇
0
‖𝑦(𝑡)‖2 𝑑𝑡
]︂)︃ 12
, (3.24)
where E[·] stands for the expected value when the stochastic process (4.7) starts at zero.
Here we wish to establish a relation between the ℋ2-norm of a LTI stochastic
system with the cost functional
lim
𝑇→∞
E
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2 𝑑𝑡
]︂
, (3.25)
for some 𝛼 > 0. Note that, if we were working with deterministic systems, we could simply
write∫︁ 𝑇
0
‖𝑦(𝑡)‖2𝑑𝑡 =
∫︁ 𝑇
0
tr{𝐶𝑥(𝑡)𝑥(𝑡)ᵀ𝐶ᵀ}𝑑𝑡 =
tr{𝐶
∫︁ 𝑇
0
𝑒𝐴(𝑇−𝑡)𝐵𝐵ᵀ𝑒𝐴(𝑇−𝑡)
ᵀ
𝑑𝑡 𝐶ᵀ} =
tr{𝐶
∫︁ 𝑇
0
𝑒−𝛼𝑠𝑒𝐴𝑠𝐵𝐵ᵀ𝑒𝐴𝑠
ᵀ
𝑑𝑠 𝐶ᵀ} =
∫︁ 𝑇
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡, (3.26)
where 𝐴 := 𝐴 + 𝛼2 𝐼 and 𝐼 is the identity matrix, and 𝑦(·) is the output of the system
(𝐶,𝐴,𝐵). We wish to make this correspondence precise in the case of the stochastic
ℋ2-norm. For that, consider now the modified system 𝒢 and its ℋ2-norm,
𝒢 :
⎧⎪⎨⎪⎩𝑑?˜?(𝑡) = 𝐴?˜?(𝑡)𝑑𝑡+ 𝜎𝑑𝑊 (𝑡),𝑦(𝑡) = 𝐶?˜?(𝑡), ?˜?(0) = 0, (3.27)
with 𝐴 := 𝐴− 𝛼2 𝐼 and 𝐼 the identity matrix. The desired connection is established by the
following lemma.
Lemma 3.3 ((SILVA et al., 2017), Lemma 1). For system (4.7) the discounted cost
functional can be expressed as
E
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
= 1
𝛼
‖𝒢‖22, (3.28)
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for 𝛼 > 0, where ‖𝒢‖2 is the ℋ2-norm of the modified system 𝒢. Moreover, ‖𝒢‖22 =
tr{𝐶𝑃𝐶ᵀ} where 𝑃 is the unique symmetric positive semidefinite matrix that is solution
of
𝐴𝑃 + 𝑃𝐴ᵀ + 𝜎𝜎ᵀ = 0. (3.29)
Proof: For some 𝑡0 ≤ 𝑡 with 𝑥(𝑡0) = 0, and using the shorter representation 𝑀(∙)ᵀ
for 𝑀𝑀ᵀ, we first evaluate
E
[︁
‖𝑦(𝑡)‖2
]︁
= E [(𝐶𝑥(𝑡))ᵀ𝐶𝑥(𝑡)] = E [tr{𝐶𝑥(𝑡)(∙)ᵀ}] =
tr
{︂
E
[︂
𝐶
∫︁ 𝑡
𝑡0
𝑒𝐴(𝑡−𝑠)𝜎𝑑𝑊 (𝑠)
∫︁ 𝑡
𝑡0
𝑑𝑊 ᵀ(𝑠)𝜎ᵀ𝑒𝐴ᵀ(𝑡−𝑠)𝐶ᵀ
]︂}︂
, (3.30)
where we apply the integral version of the SDE in (4.7). We now recall a result from Itô’s
calculus.
Corollary 3.1 ((KUO, 2006), Corollary 4.3.6). For any 𝑓, 𝑔 ∈ 𝐿2𝑎𝑑([𝑎, 𝑏]×Ω), the following
equality holds:
𝐸
(︃∫︁ 𝑏
𝑎
𝑓(𝑡)𝑑𝑊 (𝑡)
∫︁ 𝑏
𝑎
𝑔(𝑡)𝑑𝑊 (𝑡)
)︃
=
∫︁ 𝑏
𝑎
𝐸(𝑓(𝑡)𝑔(𝑡))𝑑𝑡
On equation (3.30) we apply the above result by taking 𝑓(·) = 𝑒𝐴(𝑡−𝑠)𝜎 and 𝑔(·) =
𝑓(·)ᵀ. In our case 𝑓(·) and 𝑔(·) are deterministic, and therefore (3.31) holds. After a change
of variable, we can then write (3.30) in the form
tr
{︂
𝐶
(︂∫︁ 𝑡
𝑡0
𝑒𝐴(𝑡−𝑣)𝜎𝜎ᵀ𝑒𝐴
ᵀ(𝑡−𝑣)𝑑𝑣
)︂
𝐶ᵀ
}︂
= tr
{︂
𝐶
(︂∫︁ 𝑡−𝑡0
0
𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂
)︂
𝐶ᵀ
}︂
. (3.31)
Now, recall that the integral over the real line can be seen as a Lebesgue integral
on a 𝜎-finite measure space, and the same holds for the expectation operator. Furthermore
the integrand 𝑒−𝛼𝑡‖ · ‖2 is nonnegative, thus we can apply Tonelli’s theorem(BARTLE,
1966) and change the order of the integral and expectation signs. Thus, with 𝑡0 = 0, and
after changing the order of the expectation with the integral (3.31) yields
E
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
= E
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡(𝐶𝑥(𝑡))ᵀ(𝐶𝑥(𝑡))𝑑𝑡
]︂
= tr{𝐶𝑋(𝑇 )𝐶ᵀ}, (3.32)
where
𝑋(𝑇 ) :=
∫︁ 𝑇
0
∫︁ 𝑡
0
𝑒−𝛼𝑡𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂𝑑𝑡.
Now, by a change of integration order, one gets
𝑋(𝑇 ) = 1
𝛼
∫︁ 𝑇
0
𝑒−𝛼𝜂𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂 − 1
𝛼
𝑒−𝛼𝑇
∫︁ 𝑇
0
𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂. (3.33)
Since we assumed matrix 𝐴 in the original system 𝒢 is stable, it follows that
lim
𝑇→∞
‖
∫︁ 𝑇
0
𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂‖ < 𝑘0 <∞,
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and the second term in (3.33) vanishes as 𝑇 →∞.
Therefore,
lim
𝑇→∞
𝑋(𝑇 ) = lim
𝑇→∞
1
𝛼
∫︁ 𝑇
0
𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂, (3.34)
From (3.32) and (3.34) one has that
E
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
= 1
𝛼
tr
{︂
𝐶
∫︁ ∞
0
𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂 𝐶ᵀ
}︂
. (3.35)
Now recall system 𝒢 (3.27). Its ℋ2-norm, according to equation (4.8), can be calculated
as
‖𝒢‖22 = lim𝑡→∞E‖𝑦(𝑡)‖
2 = lim
𝑡→∞E [tr {(𝐶?˜?(𝑡))(∙)
ᵀ}] =
lim
𝑡→∞ tr {𝐶 E [(?˜?(𝑡))(∙)
ᵀ] 𝐶ᵀ} = lim
𝑡→∞ tr
{︂
𝐶 E
[︂(︂∫︁ 𝑡
𝑡0
𝑒𝐴(𝑡−𝑠)𝜎𝑑𝑊 (𝑠)
)︂
(∙)ᵀ
]︂
𝐶ᵀ
}︂
=
lim
𝑡→∞ tr
{︂
𝐶
∫︁ 𝑡
𝑡0
(︁
𝑒𝐴(𝑡−𝑠)𝜎
)︁
(∙)ᵀ𝑑𝑠𝐶ᵀ
}︂
= lim
𝑡→∞ tr
{︂
𝐶
∫︁ 𝑡−𝑡0
0
𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂 𝐶ᵀ
}︂
, (3.36)
where we applied results from Itô’s calculus (KUO, 2006) and a change of variable. Fur-
thermore, with 𝑡0 = 0, we get
‖𝒢‖22 = tr
{︂
𝐶
∫︁ ∞
0
𝑒𝐴𝜂𝜎𝜎ᵀ𝑒𝐴
ᵀ𝜂𝑑𝜂 𝐶ᵀ
}︂
. (3.37)
Now, if we compare equations (3.35) and (3.37), we get the proposed connection between
the discounted cost functional associated to system 𝒢 and the ℋ2 norm of the (modified)
system 𝒢. For the second part of Lemma 3.3, we refer once again to the book (DRAGAN et
al., 2006). According to Theorem 7.1.4. on page 293, for a stable LTI stochastic system, the
(stochastic) ℋ2 norm can be characterized in terms of the controllability and observability
Gramians. A simplified version of the theorem for the case with pure additive noise and
no jumps, in connection with the discussion on the stochastic version of ℋ2 norm in
(COLANERI et al., 1997) yields the desired result and concludes the proof. 
Remark 3.1. Lemma 3.3 allows one to evaluate the 𝐻2-norm ‖𝒢‖2 of system 𝒢 by means
of the discounted functional (3.25) associated with system 𝒢. Assuming 𝒢 is such that 𝐴
is asymptoticaly stable, note that there always exists 𝛼 > 0 sufficiently small in such a
way that 𝐴 = 𝐴+ 𝛼2 𝐼 sets 𝒢 stable, and the identity in the lemma holds.
Lemma 3.3 states a relation between the discounted cost formulation associated
to system 𝒢 and the (stochastic) ℋ2 norm of 𝒢, whereas equation (3.24) gives a charac-
terization of the stochastic ℋ2 norm of a LTI stochastic system in terms of an average
running cost formulation. Connecting these two results, one gets
E
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
= 1
𝛼
‖𝒢‖22 =
1
𝛼
lim
𝑇→∞
(︃
1
𝑇
[︂∫︁ 𝑇
0
‖𝑦(𝑡)‖2 𝑑𝑡
]︂)︃
,
𝛼E
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
= lim
𝑇→∞
(︃
1
𝑇
[︂∫︁ 𝑇
0
‖𝑦(𝑡)‖2 𝑑𝑡
]︂)︃
. (3.38)
Chapter 3. Norms and long run average formulation of the CVIU control problem 60
Note the last equation resembles the so-called vanishing discount approach to ergodic con-
trol of diffusion processes. The approach is based on the relation between the convergence
of the Cesaro and Abel means of a sequence of real numbers and consists on treating
the ergodic control problem as a limiting case of the discounted cost formulation as the
discount rate tends to zero (ARAPOSTATHIS et al., 2011). In the previous equation,
taking the limit as 𝛼→ 0 and with a slight abuse of notation, we get
lim
𝛼→0𝛼E
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
= lim
𝛼→0 lim𝑇→∞
(︃
1
𝑇
[︂∫︁ 𝑇
0
‖𝑦(𝑡)‖2 𝑑𝑡
]︂)︃
. (3.39)
This observation instigated our discussion on a possible solution for the long run average
formulation of the CVIU approach, but an immediate drawback is that we did not con-
sider controlled systems in our previous analysis. We then discuss the long run average
formulation of the CVIU problem in the following section.
3.3 Long run average cost
The long run average cost functional can be formulated in the mean average,
lim sup
𝑇→∞
1
𝑇
∫︁ 𝑇
0
E[𝑓(𝑥(𝑡), 𝑢(𝑡))]𝑑𝑡, (3.40)
or in the pathwise average version,
lim sup
𝑇→∞
1
𝑇
∫︁ 𝑇
0
𝑓(𝑥(𝑡), 𝑢(𝑡))𝑑𝑡, (3.41)
as detailed in (ARAPOSTATHIS et al., 2011; YONG; ZHOU, 1999). Unlike the discounted
cost case, where short-term optimization is prioritized, long run average optimization cri-
teria are used when one is interested in a steady state behavior of the system (ARAPOS-
TATHIS et al., 2011). Under the above cost structure we can formulate the CVIU long
run average control problem as
min 𝐽(𝑥, 𝑢, 𝑡) := lim sup
𝑇→∞
1
𝑇
∫︁ 𝑇
0
E[𝑥(𝑡)ᵀ𝑄𝑥(𝑡) + 𝑢(𝑡)ᵀ𝑅𝑢(𝑡)]𝑑𝑡,
s.t. 𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ ?^?(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑?^? (𝑡).
(3.42)
There exist two main approaches to solve the stochastic long run average problem. The
so-called vanishing discount approach treats the long run average problem as a limit-
ing case of the discounted cost problem as the discount factor 𝛼 tends to zero (ROBIN,
1983; PRIETO-RUMEAU; HERNÁNDEZ-LERMA, 2010), whereas in the convex ana-
lytic approach (BORKAR, 2002; BORKAR, 1988) one makes use of the ergodic property
to formulate the average running cost problem as an infinite dimensional convex pro-
gramming problem. The classical vanishing discount approach starts from a sequence of
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solutions of the discounted cost problem, with the value function for each control problem
along a monotone sequence 𝛼 ↓ 0 given by
𝑉𝛼 = inf
𝑢∈U
𝐽𝛼,
𝐽𝛼 = lim
𝑇→∞
∫︁ 𝑇
0
E[𝑒−𝛼𝑡(𝑥(𝑡)ᵀ𝑄𝑥(𝑡) + 𝑢(𝑡)ᵀ𝑅𝑢(𝑡))]𝑑𝑡.
If we simply took the above functional when the discount rate equals zero, we would
get 𝐽*𝛼(·) → ∞, since the integrand would not necessarily converge. To overcome this
drawback we usually fix a point and evaluate the difference of the cost functionals with
relation to this point (ARAPOSTATHIS et al., 2011). If we chose 0, for example, we
would get the family of functions
𝑉 𝛼(𝑥) = 𝑉𝛼(𝑥)− 𝑉𝛼(0),
which would allow us to rewrite the HJB equation for the discounted case,
−𝛼𝑉𝛼(𝑥) + min
𝑢∈𝑈
{𝐻(𝑡, 𝑥, 𝑢, 𝑉 𝑥𝛼 , 𝑉 𝑥𝑥𝛼 )} = 0,
as
− 𝛼(𝑉𝛼(0+) + 𝑉𝛼(𝑥)− 𝑉𝛼(0+)) + min
𝑢∈𝑈
{𝐻(𝑡, 𝑥, 𝑢, 𝑉 𝑥𝛼 , 𝑉 𝑥𝑥𝛼 )} = 0,
− 𝛼𝑉𝛼(0+)− 𝛼𝑉 𝛼(𝑥) + min
𝑢∈𝑈
{︁
𝐻(𝑡, 𝑥, 𝑢, 𝑉 𝑥𝛼, 𝑉
𝑥𝑥
𝛼 )
}︁
= 0.
(3.43)
Provided we can show that the sequence of functions 𝑉 𝛼(𝑥) is equicontinuous and bounded,
we can use the Arzela-Ascoli theorem to show that this sequence converges as 𝛼 ↓ 0. More-
over, if we are also able to prove that the limit 𝑉𝛼(0+) = lim𝑥→0+ exists with 𝛼𝑉𝛼(0+)
bounded (MORIMOTO, 2010), we get the HJB equation for the long run average problem,
−𝜂 +min
𝑢∈𝑈
{𝐻(𝑡, 𝑥, 𝑢, 𝑉 𝑥, 𝑉 𝑥𝑥)} = 0,
as a limiting case of the family of solutions of the discounted cost problem, with 𝜂 =
lim𝛼↓0 𝛼𝑉𝛼(0+) and 𝑉 (𝑥) = lim 𝑉 𝛼(𝑥).
From the previous results for the discounted cost problem, we have that the value
function of the discounted cost formulation of the CVIU problem is continuous in a
nonempty subset around the origin and convex, and therefore the limit lim𝑥→0+ 𝑉𝛼(𝑥)
exists for any 𝛼 > 0. Furthermore, the value function near the origin corresponds to a
quadratic function 𝑉𝛼(𝑥) = 𝑥ᵀ𝑋𝑥 + ⟨𝑣, 𝑥⟩ + 1𝛼 tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢)), which shows
that 𝛼𝑉𝛼(0+) is bounded for any 𝛼 > 0. The sequence 𝛼𝑉𝛼(0+) therefore converges and
𝜂 = lim𝛼↓0 𝛼𝑉𝛼(𝑥) = tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢)) with 𝑋 the solution of the modified Lya-
punov equation (2.70) . On the other hand, a quadratic function is continuous but not
uniformly continuous over the real line, and therefore we cannot show that the sequence
of functions 𝑉 𝛼 is equicontinuous nor use the vanishing discount approach directly.
We follow then a slightly more conservative analysis, and we first deal with au-
tonomous stochastic systems in order to pave the way for the stochastic control problem.
Chapter 3. Norms and long run average formulation of the CVIU control problem 62
In a general framework, the noncontrolled diffusion process that we treat in the following
is defined in a filtered probability space (Ω,ℱ , {ℱ}𝑡≥0, 𝑃 ), and written as
Φ :
𝑑𝑥(𝑡) = 𝐴𝑥(𝑡)𝑑𝑡+ 𝜎(𝑥(𝑡))𝑑𝑊 (𝑡), 𝑥(0) = 𝑥0,
𝑦(𝑡) = 𝐶𝑥(𝑡),
(3.44)
where 𝐴 ∈ R𝑛, 𝐶 ∈ R𝑝×𝑛, and 𝐷 ∈ R𝑝×𝑟. The diffusion coefficient 𝑥→ 𝜎(𝑥) ∈ R𝑛×𝑟, and
𝑊 , 𝑊 𝑦 are multidimensional {ℱ}𝑡≥0-adapted Brownian motions of dimension 𝑛 and 𝑟,
respectively. As usual, 𝑥(𝑡), 𝑦(𝑡) and 𝑢(𝑡) stand for the state, output path, and control
input, respectively. In the CVIU case, we consider here 𝜎𝑥 = 0, and therefore 𝜎 : R𝑛 →
R𝑛×𝑛 is such that 𝜎(𝑥) = 𝜎𝑥 diag(|𝑥|) for 𝜎𝑥 ∈ R𝑛×𝑛. We study these systems in the
spirit of perturbed linear systems, or semilinear stochastic differential equations — see
Khasminskii’s (KHASMINSKII, 2012) and Mao’s (MAO, 1991) books. We first explore
some structural properties.
3.3.1 Energy measurements and stability
For any {ℱ𝑡}-adapted process 𝑡→ 𝑧(𝑡) defined on (Ω,ℱ , {ℱ}𝑡≥0, 𝑃 ), let us consider
the following 𝐿2(Ω,ℱ , 𝑃 ) mean energy measurements,
ℰ𝛼2 (𝑧(·)) = 𝐸𝑥0
[︂∫︁ ∞
0
𝑒−𝛼𝑡|𝑧(𝑡)|2𝑑𝑡
]︂
, 𝛼 > 0, (3.45)
ℰ2(𝑧(·)) = lim sup
𝑇→∞
1
𝑇
𝐸𝑥0
[︂∫︁ 𝑇
0
|𝑧(𝑡)|2𝑑𝑡
]︂
, (3.46)
where the first measurement is related to a discounted cost functional, and the second one
with the average power of process 𝑧(·). The above notions provide corresponding notions
of stability.
Definition 3.1. System Φ is 𝛼-stochastic stable if ℰ𝛼2 (𝑥(·)) <∞ for any 𝑥(0) = 𝑥0 ∈ R𝑛.
Stochastic stability is usually seen in the literature in the sense of asymptotic
stability; and the construction of this notion of stability assumes that the noise disappears
when the system is in the 0-equilibrium point, that is, one assumes that, for the drift
and diffusion matrices, 𝑓(0) = 0 and 𝜎(0) = 0, respectively. For more details check,
for instance, example 2.6 on page 116 of (MAO, 2007) or section 6.7 of (KHASMINSKII,
2012) for the multiplicative noise case. Here, if the system Φ is 𝛼-stochastic stable, we have
from definition 3.1 that the above integral is finite and therefore the process 𝑡→ 𝑒−𝛼2 𝑡𝑥(𝑡)
has to converge to zero in the 𝑝-mean sense, with 0 ≤ 𝑝 ≤ 2. This in turn implies that
𝑡→ 𝑒−𝛼2 𝑡𝑥(𝑡) is stable in such a 𝑝-mean sense, cf (LUKACS, 1975; BILLINGSLEY, 1995).
Moreover, since Φ is in the class of perturbed linear systems, or semilinear stochastic
differential equations (MAO, 1991), cap.4, pp 109; (KHASMINSKII, 2012), cap. 6.7., it
then holds that Φ is almost sure exponentially stable. The second notion is related to
finiteness of the output power, and we can apply the following definition.
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Definition 3.2. System Φ is stable in the stochastic sense if ℰ2(𝑥(·)) < ∞ for any
𝑥0 ∈ R𝑛.
The above notion is connected with recurrence and finiteness of mean recurrence
time to a compact set and the existence of stationary distributions and ergodic behavior,
cf. chapters 3 (recurrrence) and 4 (ergodicity) of (KHASMINSKII, 2012). Note that the
above notions can be found in the literature, and, since the system Φ is linear, then 𝛼-
stability is equivalent to the stability to the origin of the process
𝑑𝑧(𝑡) = (𝐴− 𝛼2 𝐼)𝑧(𝑡) + 𝑒
−𝛼2 𝑡𝜎(𝑧(𝑡))𝑑𝑊 (𝑡),
using a simple correspondence 𝑧(𝑡) := 𝑒−𝛼2 𝑡𝑥(𝑡).
An important issue in control theory is how the performance of a system, assessed
in terms of measurements of the output energy, correlates with the internal stability of
the system. In other words, can we find conditions under which finitiness of the measured
energy implies stability of the system? In order to give an affirmative answer to this
question, we wish to connect here the finiteness of measurements such as ℰ𝛼2 (𝑦(·)) or
ℰ2(𝑦(·)) with the corresponding notions of 𝛼-stochastic stability or recurrence/ergodicity
of system Φ, respectively. In the following, we denote by ℰ𝛼2 (𝑧(·)) or ℰ2(𝑧(·)) the evaluations
ℰ𝛼2 (𝑧(·)) = 𝐸𝑥0
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑧(𝑥(·))‖2𝐹𝑑𝑡
]︂
, 𝛼 > 0,
and
ℰ2(𝑧(·)) = lim sup
𝑇→∞
1
𝑇
𝐸𝑥0
[︂∫︁ ∞
0
‖𝑧(𝑥(·))‖2𝐹𝑑𝑡
]︂
,
for the matrix process 𝑡→ 𝑧(𝑥(𝑡)). Here, ‖𝑧(𝑥(·))‖𝐹 = tr{𝑧(𝑥(·)𝑧(𝑥(·)ᵀ}1/2, the Frobenius
norm of 𝑧(𝑥(·)).
3.3.1.1 𝛼-observability
In this section we show that the usual notion of observability for linear, time-
invariant systems can connect finiteness of the output energy with stability of the system.
In control theory, a weaker notion establishing a similar relation is the deterministic con-
cept of detectability. In this case it would be necessary, however, to require ℰ𝛼2 (𝜎(·)) to be
bounded, an assumption that would exclude the class of semilinear stochastic differential
equations introduced by the CVIU model, since the diffusion coefficient 𝜎 is an unbounded
function of the state in the Markovian diffusion setting. We introduce, therefore, the fol-
lowing notion.
Definition 3.3 (𝛼-observability). We say that (𝐶,𝐴) is 𝛼-observable when there exist𝑡𝑑 ≥
0 and 𝛾 > 0, such that ℰ𝛼,𝑡(𝑦(·)) ≥ 𝛾 ‖𝑥‖2 for each initial condition 𝑥(0) = 𝑥 ∈ R𝑛.
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Let us consider now the linear operators 𝒵 : R𝑛×𝑛 → R𝑛×𝑛, and 𝜛 : R𝑛×𝑛 → R𝑛,
𝒵(𝑈) = Diag(?¯?ᵀ𝑥𝑈?¯?𝑥), (3.47)
𝜛(𝑈) = tr{𝑈(𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥)}, (3.48)
Furthermore, we define ℒ𝛼 : R𝑛×𝑛 → R𝑛×𝑛 as,
ℒ𝛼(𝑈) = −𝛼𝑈 + 𝐴′𝑈 + 𝑈𝐴+ 𝒵(𝑈), (3.49)
and let 𝐿(𝑡) and ℓ(𝑡), 𝑡 ≥ 0 be defined by the following set of matrix differential equations,
respectively,
?˙?(𝑡) :=ℒ𝛼(𝐿(𝑡)) + 𝐶ᵀ𝐶, 𝐿(0) = 0, 𝑡 ≥ 0, (3.50a)
ℓ˙(𝑡) :=− 𝛼ℓ(𝑡) +𝜛(𝐿(𝑡)), ℓ(0) = 0, 𝑡 ≥ 0. (3.50b)
for 𝑖 = 1, . . . , 𝜄. Note that each operator ℒ𝛼 is also linear, and 𝐿(𝑡), ℓ(𝑡) defined by (3.50)
are unique. The following allows us to write the discounted functional in terms of the
operators defined above.
Lemma 3.4. Suppose that for each 𝑈 ∈ S𝑛×𝑛0 and for each 𝑥 ∈ R,
tr{Diag(𝑈𝜎(𝑥)𝜎(𝑥)ᵀ)} = 𝑥ᵀ𝒵(𝑈)𝑥+𝜛(𝑈) (3.51)
holds for operators 𝒵(·) and 𝜛(·). Then for 𝑥0 = 𝑥 and some 0 < 𝜏 < 𝑇 ,
ℰ𝛼,𝜏 (𝑦(·)) := 𝐸𝑥
[︂∫︁ 𝜏
0
𝑒−𝛼𝑠|𝑦(𝑠)|2𝑑𝑠
]︂
= 𝑥ᵀ𝐿(𝜏)𝑥+ ℓ(𝜏). (3.52)
Proof: Let us assume that 𝑃 : [0,∞) → R𝑛×𝑛 and 𝑠 : [0,∞) → R satisfy the
following differential equations,
?˙? (𝑡) + ℒ𝛼(𝑃 (𝑡)) + 𝐶ᵀ𝐶 = 0,
?˙?(𝑡)− 𝛼𝑝(𝑡) +𝜛(𝑃 (𝑡)) = 0,
(3.53)
for some 𝑃 (0) ∈ 𝒮𝑛×𝑛0 and scalar 𝑝(0), and consider the function 𝑉 (𝑡, 𝑥(𝑡)) := 𝑒−𝛼𝑡
(𝑥(𝑡)ᵀ𝑃 (𝑡)𝑥(𝑡) +𝑝(𝑡)). We apply Itô’s formula in connection with the stochastic differ-
ential equation
𝑑𝑥(𝑡) = 𝐴𝑥(𝑡)𝑑𝑡+ 𝜎(𝑥(𝑡))𝑑𝑊 (𝑡), 𝑡 ≥ 0,
to obtain
𝑑𝑉 (𝑡, 𝑥(𝑡)) = −𝛼𝑉 (𝑡, 𝑥(𝑡))𝑑𝑡 (3.54)
+ 𝑒−𝛼𝑡(𝑥(𝑡)ᵀ?˙? (𝑡)𝑥(𝑡) + ?˙?(𝑡))𝑑𝑡+ 𝑒−𝛼𝑡⟨𝑃 (𝑡)𝑥(𝑡), 𝐴𝑥(𝑡)𝑑𝑡+ 𝜎(𝑥(𝑡))𝑑𝑊 (𝑡)⟩
+ 𝑒−𝛼𝑡⟨𝐴𝑥(𝑡)𝑑𝑡+ 𝜎(𝑥(𝑡))𝑑𝑊 (𝑡), 𝑃 (𝑡)𝑥(𝑡)⟩+ 𝑒−𝛼𝑡 tr{Diag(𝑃 (𝑡)𝜎(𝑥(𝑡))𝜎(𝑥(𝑡))ᵀ)}𝑑𝑡,
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and, therefore,
𝑑𝑉 (𝑡, 𝑥(𝑡)) = 𝑒−𝛼𝑡
(︁
𝑥(𝑡)ᵀ(?˙? (𝑡)− 𝛼𝑃 (𝑡))𝑥(𝑡) + ?˙?− 𝛼𝑝
)︁
𝑑𝑡
+ 𝑒−𝛼𝑡
(︁
⟨𝑃 (𝑡)𝑥(𝑡), 𝐴𝑥(𝑡)⟩+ 𝑒−𝛼𝑡⟨𝐴𝑥(𝑡), 𝑃 (𝑡)𝑥(𝑡)⟩
)︁
𝑑𝑡
+ 𝑒−𝛼𝑡 (𝑥(𝑡)ᵀ𝒵(𝑃 (𝑡))𝑥(𝑡) +𝜛(𝑃 (𝑡))) 𝑑𝑡+𝑚(𝑡) =
𝑒−𝛼𝑡
(︂
𝑥(𝑡)ᵀ(?˙? (𝑡) + ℒ𝛼(𝑃 (𝑡)))𝑥(𝑡) + ?˙?(𝑡)− 𝛼𝑝(𝑡) +𝜛(𝑃 (𝑡))
)︂
𝑑𝑡+𝑚(𝑡) = −𝑒−𝛼𝑡|𝑦(𝑡)|2,
(3.55)
with
𝑚(𝑡) = 𝑒−𝛼𝑡
(︁
⟨𝜎(𝑥(𝑡))𝑑𝑊 (𝑡), 𝑃 (𝑡)𝑥(𝑡)⟩+ ⟨𝑃 (𝑡)𝑥(𝑡), 𝜎(𝑥(𝑡))𝑑𝑊 (𝑡)⟩
)︁
, 𝑡 ≤ 𝜏,
a martingale; Then (3.53)–(3.55) yield
𝐸
[︁ ∫︁ 𝜏
0
𝑒−𝛼𝑠|𝑦(𝑠)|2𝑑𝑠
]︁
= 𝑉 (0, 𝑥)− 𝐸𝑥[𝑉 (𝜏, 𝑥𝜏 )]. (3.56)
Since the solutions of equations (3.53) are unique, we can set 𝑃 (𝜏) = 𝐿(0) = 0, 𝑟(𝜏) =
𝑣(0) = 0 and 𝑝(𝜏) = ℓ(0) = 0, and introduce a time reversed version into equations (3.53)
to obtain the differential equations in (3.50). 
Note that lemma 3.4 implies that 𝑥ᵀ𝐿(𝑡)𝑥+ℓ(𝑡) ≥ 0,∀𝑡 ≥ 0, and from the equations
in (3.50) it implies that the operators 𝒵 and 𝜛 are signal preserving in the positive
semidefinite sense. In fact, we will require in the sequel that 𝑥ᵀ𝐿(𝑡)𝑥 + ℓ(𝑡) > 0,∀𝑡 ≥ 0
and ∀𝑥 ∈ R𝑛. Moreover, since ℒ𝛼 is a linear operator, the solution of (3.50a) can be
written as
𝐿(𝑡) =
∫︁ 𝑡
0
𝑒ℒ
𝛼(𝑡−𝜏)(𝐶ᵀ𝐶)𝑑𝜏,
and
𝑑𝑘𝐿(𝑡)
𝑑𝑡𝑘
⃒⃒⃒⃒
𝑡=0
= (ℒ𝛼)𝑘(𝐶ᵀ𝐶) := 𝑂(𝑘). (3.57)
In connection, let us then introduce the set of observability matrices 𝒪 ∈ R(𝑛2)×𝑛 of
system Φ, given by
𝒪 := [𝑂(0)𝑂(1) · · · 𝑂(𝑛2 − 1)]ᵀ, (3.58)
where each matrix 𝑂(·) ∈ R𝑛×𝑛 is defined as in (3.57). The set of observability matrices 𝒪
are analogous to the observability matrices of linear deterministic systems and it appears
mutatis mutandis in the context studied in (COSTA; VAL, 2002; DRAGAN et al., 2006;
ZABCZYK, 2008).
Lemma 3.5. 𝒪 is of full rank if and only if 𝐿(𝑡) ∈ S𝑛×𝑛0+ for all 𝑡 ≥ 0.
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Proof: Let us deny that 𝐿(𝑡) ∈ S𝑛×𝑛0+ for 𝑡 ≥ 0, and we assume that there exists 𝜏
and 𝑥, such that 𝑥ᵀ𝐿(𝜏)𝑥 = 0. Note that
𝐿(𝑡) =
∫︁ 𝑡
0
𝑒ℒ
𝛼(𝑡−𝜏)(𝐶ᵀ𝐶)𝑑𝜏 =
∫︁ 𝑡
0
𝑛2∑︁
𝑚=1
𝛼𝑚(𝜏)(ℒ𝛼)𝑚−1(𝐶ᵀ𝐶)𝑑𝜏
=
𝑛2∑︁
𝑚=1
(ℒ𝛼)𝑚−1(𝐶ᵀ𝐶)
∫︁ 𝑡
0
𝛼𝑚(𝜏)𝑑𝜏 =
𝑛2∑︁
𝑚=1
?^?𝑚(𝑡)(ℒ𝛼)𝑚−1(𝐶ᵀ𝐶),
(3.59)
where 𝛼𝑚 and ?^?𝑚 are scalar functions. Then, if for some 𝜏 ≥ 0, 𝑥ᵀ𝐿(𝜏)𝑥 = 0, it holds
that 𝑥ᵀ(ℒ𝛼)𝑚−1(𝐶ᵀ𝐶)𝑥 = 0 for 𝑚 = 1, . . . , 𝑛2, or, equivalently, 𝑥 ∈ 𝒩 (𝒪), which implies
that 𝒩 (𝒪) ̸= ∅. Conversely, if 𝐿(𝑡) ∈ S𝑛×𝑛0+ for all 𝑡 ≥ 0, equation (3.59) implies that
𝑥ᵀ(ℒ𝛼)𝑚−1(𝐶ᵀ𝐶)𝑥 > 0 for some 𝑚 = 1, . . . , 𝑛2 and 𝑥 ∈ R𝑛, which is equivalent to state
that 𝒩 (𝒪) = ∅. 
Theorem 3.1. Consider system Φ. (𝐶,𝐴) is 𝛼-observable for some 𝛼 ≥ 0 if and only if
𝒪 has full rank. Moreover,
ℰ𝛼(𝑥(·)) ≤ 𝜚ℰ𝛼(𝑦(·)),
holds for some 𝜚 > 0.
Proof: If 𝒪 has full rank, we have from Lemma 3.5 that 𝐿(𝑡) ∈ S𝑛×𝑛0+ . Together
with Lemma 3.4, we get,
ℰ𝛼,𝑡𝑑(𝑦(·)) ≥ 𝑥ᵀ𝐿(𝑡𝑑)𝑥+ ℓ(𝑡𝑑) ≥ 𝛾|𝑥− 𝑥𝑑|2 ∀𝑥(0) = 𝑥 ∈ R𝑛,
with 𝑥𝑑 = −12𝐿(𝑡𝑑)−1𝑣(𝑡𝑑). According to Definition 3.3, system Φ is then 𝛼-observable.
Conversely, we apply Lemma 3.5 again to write
𝑥ᵀ𝐿(𝑡𝑑)𝑥+ℓ(𝑡𝑑) ≥ ℰ𝛼,𝑡𝑑(𝑦(·)) ≥ 𝛾|𝑥− 𝑥𝑑|2 ∀𝑥(0) = 𝑥 ∈ R𝑛,
for some 𝑥𝑑, which implies that 𝐿(𝑡𝑑) is of full rank. Lemma 3.5 completes the necessity
part of the first statement. To prove the second part, we need the following lemma.
Lemma 3.6. Consider system Φ 𝛼-observable. Then, for scalars 𝛿, 𝜚 > 0,
ℰ𝛼,𝑇 (𝑦(·)) ≥ 𝜚𝐸𝑥
[︁∫︁ 𝑇−𝛿
0
𝑒−𝛼𝑠(|𝑥(𝑠)|2)𝑑𝑠
]︁
,
holds for 𝑇 sufficiently large and each 𝛼 > 0.
Proof: First consider from Lemma 3.4 that, for any 𝑡 > 0,
ℰ𝛼,𝑡(𝑦(·)) = 𝐸𝑥
[︁∫︁ 𝑡
0
𝑒−𝛼𝑠|𝑦(𝑠)|2𝑑𝑠
]︁
= 𝑥ᵀ𝐿(𝑡)𝑥+ ℓ(𝑡).
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Set now 𝑖+ = max{𝑖 : 𝑖𝑡𝑑 ≤ 𝑇} and write for 0 ≤ 𝜏 ≤ 𝑡𝑑,
𝐸𝑥
[︁∫︁ 𝑇
0
𝑒−𝛼𝑠|𝑦(𝑠)|2𝑑𝑠
]︁
≥ 𝐸𝑥
[︁𝑖+−2∑︁
𝑖=0
∫︁ 𝜏+(𝑖+1)𝑡𝑑
𝜏+𝑖𝑡𝑑
𝑒−𝛼𝑠|𝑦(𝑠)|2𝑑𝑠
]︁
= 𝐸𝑥
[︁𝑖+−2∑︁
𝑖=0
𝐸
[︂∫︁ 𝜏+(𝑖+1)𝑡𝑑
𝜏+𝑖𝑡𝑑
𝑒−𝛼𝑠|𝑦(𝑠)|2𝑑𝑠|ℱ𝜏+𝑖𝑡𝑑
]︁]︁
≥ 𝛾𝐸𝑥
[︁𝑖+−2∑︁
𝑖=0
𝑒−𝛼(𝜏+𝑖𝑡𝑑)|𝐿(𝑡𝑑) 12 (𝑥𝜏+𝑖𝑡𝑑)|2
]︁
, (3.60)
where, for the last inequality, we apply the identity in (3.52) and the fact that ℓ(𝑡𝑑) ≥ 0
and thus,
|𝐿(𝑡𝑑) 12𝑥|2 + ℓ(𝑡𝑑) ≥ 𝛾|𝑥|2.
By integrating both sides on the interval [0, 𝑡𝑑) the above result yields,
𝑡𝑑𝐸𝑥
[︁∫︁ 𝑇
0
𝑒−𝛼𝑠|𝑦(𝑠)|2𝑑𝑠
]︁
≥ 𝛾𝐸𝑥
[︁𝑖+−2∑︁
𝑖=0
∫︁ 𝑡𝑑
0
𝑒−𝛼(𝜏+𝑖𝑡𝑑)|(𝑥𝜏+𝑖𝑡𝑑)|2 𝑑𝜏
]︁
= 𝛾𝐸𝑥
[︁∫︁ (𝑖+−1)𝑡𝑑
0
𝑒−𝛼𝑠|(𝑥(𝑠))|2 𝑑𝑠
]︁
≥ 𝛾𝐸𝑥
[︁∫︁ 𝑇−2𝑡𝑑
0
𝑒−𝛼𝑠
(︁
|𝑥(𝑠)|2
)︁
𝑑𝑠
]︁
. (3.61)
Set 𝜚 = 𝛾/𝑡𝑑, 𝛿 = 2𝑡𝑑 to complete the proof. 
For 𝛼 > 0, the proof of Theorem 3.1 is completed with Lemma 3.6, by simply
setting 𝑇 → ∞ in (3.61). When 𝛼 = 0, the evaluations in (3.61) in Lemma 3.6 can be
repeated to get
𝑡𝑑𝐸𝑥
[︁∫︁ 𝑇
0
|𝑦(𝑠)|2𝑑𝑠
]︁
≥ 𝛾𝐸𝑥
[︁∫︁ 𝑇−2𝑡𝑑
0
|𝑥(𝑠)|2𝑑𝑠
]︁
,
and thus,
lim sup
𝑇→∞
1
𝑇
𝐸𝑥
[︁∫︁ 𝑇
0
|𝑦(𝑠)|2𝑑𝑠
]︁
≥ 𝜚 lim sup
𝑇→∞
1
𝑇
𝐸𝑥
[︁∫︁ 𝑇
0
|𝑥(𝑠)|2𝑑𝑠
]︁
.
Therefore, if ℰ0(𝑦(·)) <∞, then ℰ0(𝑥(·)) <∞. 
Note that if ℰ𝛼(𝑦(·)) < ∞, for 𝛼 > 0, Φ is 𝛼-stochastically stable, that is,
ℰ𝛼(𝑥(·)) <∞.
Corollary 3.2. The following statements are equivalent. For any 𝛼 ≥ 0,
(i) System 𝜑 is 𝛼-observable.
(ii) 𝒪 = [(ℒ𝛼)𝑘 (𝐶ᵀ𝐶), 𝑘 = 0, . . . , 𝑛2 − 1]ᵀ has full rank.
(iii) If ℰ𝛼(𝑦(·)) <∞, then ℰ𝛼(𝑥(·)) <∞ for any 𝑥0 = 𝑥 ∈ R𝑛.
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Hence, 𝛼-observability connects finiteness of energy measurement of type ℰ𝛼(𝑦(·))
for some 𝛼 with 𝛼-stochastic stability of system Φ, and in the sequel, we suppose that
system Φ is 𝛼-observable for some 𝛼 ≥ 0.
3.3.2 Stochastic Stability: the discounted case
In the following we use the notions defined above to study the stability of stochastic
systems. Consider then the diffusion process,
𝑑𝑥(𝑡) = 𝐴𝑥(𝑡)𝑑𝑡+ 𝜎(𝑥(𝑡))𝑑𝑊 (𝑡), 𝑥0 = 𝑥,
with 𝜎(·) a Lipschitz function. Consider the output signal with 𝑦(𝑡) = 𝐶𝑥(𝑡), 𝑡 ≥ 0, and
the energy measurement ℰ𝛼(𝑦(·)), here for 𝛼 > 0. Assume that the pair (𝐶,𝐴) is 𝛼-
observable. Recall now the linear operators 𝒵 : R𝑛×𝑛 → R𝑛×𝑛, 𝜛 : R𝑛×𝑛 → R, and recall
also ℒ𝛼 : R𝑛×𝑛 → R𝑛×𝑛,
ℒ𝛼(𝑈) = −𝛼𝑈 + 𝐴′𝑈 + 𝑈𝐴+ 𝒵(𝑈). (3.62)
Here we consider 𝐿 ∈ 𝑆𝑛0 the algebraic solution of (3.63a), if it exists, together with
equation (3.63b) in ℓ ≥ 0,
ℒ𝛼(𝑈) + 𝐶ᵀ𝐶 = 0, (3.63a)
ℓ = 𝛼−1𝜛(𝑈), (3.63b)
respectively.
Proposition 3.1 (General). Suppose that 𝐿𝛼 ∈ 𝑆𝑛0 is the solution of (3.63a). If (𝐶,𝐴)
is 𝛼-observable, then Φ is 𝛼-stochastically stable. Moreover,
ℰ𝛼(𝑦(·)) = 𝑥ᵀ0𝐿𝛼𝑥0 + ℓ𝛼, (3.64)
where ℓ𝛼 ∈ R satisfies (3.63b).
Proof: For 𝑊𝛼(𝑥) := 𝑥ᵀ𝐿𝛼𝑥+ ℓ𝛼, Itô’s formula yields,
𝐸
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡𝑑𝑊𝛼(𝑡, 𝑥(𝑡))
]︂
=𝐸
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡
(︂
𝑥(𝑡)ᵀℒ𝛼(𝐿𝛼)𝑥(𝑡)− 𝛼ℓ𝛼 +𝜛(𝐿𝛼)
)︂
𝑑𝑡
]︂
= −𝐸
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡𝑥ᵀ𝑡𝐶
ᵀ𝐶𝑥𝑡 𝑑𝑡
]︂
(3.65)
Hence,
ℰ𝛼,𝑇 (𝑦(·)) = 𝐸
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
= 𝐸[𝑊𝛼(𝑥0)− 𝑒−𝛼𝑇𝑊𝛼(𝑥𝑇 )]. (3.66)
Now, (𝐶,𝐴) 𝛼-observability yields that ℰ𝛼(𝑥(·)) <∞ provided that ℰ𝛼(𝑦(·)) <∞, hence
it is easy to verify that 𝐸[𝑒−𝛼𝑇𝑊𝛼(𝑥𝑇 )]→ 0 as 𝑇 →∞, which completes the result. 
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3.3.3 The average case
Lemma 3.7 (Sequence of vanishing Lyapunovs). Suppose that (𝐶,𝐴) is 0-observable. Let
𝛼𝑘 ↓ 0 be a monotone sequence and 𝐿𝛼𝑘 , 𝑘 ≥ 0 be the corresponding sequence of solutions
of (3.63a). It is an increasing sequence in the positive semidefinite sense; moreover, if
there exists 𝐿, the unique semidefinite positive solution of
ℒ0(𝑈) + 𝐶ᵀ𝐶 = 𝐴ᵀ𝑈 + 𝑈𝐴+ 𝒵(𝑈) + 𝐶ᵀ𝐶 = 0, (3.67)
then 𝐿𝛼𝑘 ↑ 𝐿.
Proof: Here we use the notation 𝑈 ≥ 𝑉, (𝑈 ≤ 𝑉 ), for 𝑈, 𝑉 ∈ 𝑆𝑛+ when 𝑈 −
𝑉 ∈ 𝑆𝑛+, (𝑉 − 𝑈 ∈ 𝑆𝑛+). Consider the operators 𝒵 : 𝑆𝑛 → 𝑆𝑛 defined in (3.47) and
ℒ𝛼 : 𝑆𝑛 → 𝑆𝑛 in (3.62). Note that 𝒵(𝑈) = Diag(?¯?ᵀ𝑥𝑈?¯?𝑥), for some matrix 𝑈 ∈ R𝑛×𝑛,
hence, the operator 𝒵 is monotone, in the sense that, for 𝑈, 𝑉 ∈ 𝑆𝑛+ with 𝑈 ≥ 𝑉 ,
𝒵(𝑈) ≥ 𝒵(𝑉 ).
Let us also consider the operator ℒ˜𝛼 : 𝑆𝑛 × 𝑆𝑛 → 𝑆𝑛 such that ℒ˜𝛼(𝑈, 𝑉 ) =
𝐴ᵀ𝑈 +𝑈𝐴−𝛼𝑈 +𝒵(𝑉 ). Since (𝐶,𝐴) is 0-observable, the solutions of ℒ𝛼(𝑈) +𝐶ᵀ𝐶 = 0
and ℒ˜𝛼(𝑈, 𝑉 ) + 𝐶ᵀ𝐶 = 0 for some 𝑉 ∈ 𝑆𝑛+ are unique matrices in 𝑆𝑛+ for each 𝛼 ≥ 0.
Now, denote by ?˜? and 𝐿 the following solutions:
−𝐶ᵀ𝐶 = ℒ˜𝛼(?˜?, 𝑉 ) = ℒ𝛼(𝐿),
and from the monotonicity of 𝒵 it follows that if 𝐿 ≥ 𝑉 , then
ℒ𝛼(𝐿)− ℒ˜𝛼(?˜?, 𝑉 )
= ℒ˜𝛼(𝐿,𝐿)− ℒ˜𝛼(?˜?, 𝑉 ) = ℒ˜𝛼(𝐿− ?˜?, 𝐿− 𝑉 ) =
= (𝐴− 𝛼2 𝐼)
ᵀ(𝐿− ?˜?) + (𝐿− ?˜?)(𝐴− 𝛼2 𝐼) + 𝒵(𝐿− 𝑉 ) = 0,
which implies that 𝐿 ≥ ?˜?.
Analogously, consider the operator ℒ¯𝛼 : 𝑆𝑛 × 𝑆𝑛 → 𝑆𝑛 such that ℒ¯𝛼(𝑈, 𝑉 ) =
𝐴ᵀ𝑈 + 𝑈𝐴+ 𝒵(𝑈)− 𝛼𝑉 . Then, the solutions ?¯? and 𝐿 in
−𝐶ᵀ𝐶 = ℒ¯𝛼(?¯?, 𝑉 ) = ℒ𝛼(𝐿),
are such that if 𝐿 ≥ 𝑉 , we get that ℒ¯𝛼(?¯?, 𝑉 )−ℒ𝛼(𝐿) = ℒ0(?¯?−𝐿)+𝛼(𝐿−𝑉 ) = 0, which
in turn implies ?¯? ≥ 𝐿. Finally, consider the solutions
−𝐶ᵀ𝐶 = ℒ𝛼(𝐿1) = ℒ𝛽(𝐿2), 𝛼 ≥ 𝛽 ≥ 0.
First note that the solutions ?¯?1 and ?¯?2 of
−𝐶ᵀ𝐶 = ℒ¯𝛼(?¯?1, 𝑉 ) = ℒ¯𝛽(?¯?2, 𝑉 ),
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are such that if ?¯?1, ?¯?2 ≥ 𝑉 , we get that ℒ¯𝛽(?¯?2, 𝑉 )−ℒ¯𝛼(?¯?1, 𝑉 ) = ℒ0(?¯?2−?¯?1)+(𝛼−𝛽)𝑉 =
0, which implies that ?¯?2 ≥ ?¯?1. Now, set 𝑉 = 𝐿1 to conclude that
−𝐶ᵀ𝐶 = ℒ𝛼(𝐿1) = ℒ¯𝛼(𝐿1, 𝐿1) = ℒ¯𝛽(?¯?2, 𝐿1) = ℒ𝛽(𝐿2),
with 𝐿2 ≥ ?¯?2 ≥ 𝐿1. Finally, set 𝐿0 = 0 and create the increasing sequence
−𝐶ᵀ𝐶 = ℒ˜𝛼1(?˜?1, 0) = ℒ𝛼1(𝐿1) = ℒ¯𝛼2(?¯?2, 𝐿1) = ℒ𝛼2(𝐿2),
in the sense that
0 ≤ ?˜?1 ≤ 𝐿1 ≤ ?¯?1 ≤ 𝐿2 · · · ,
in such a way that 𝐿𝑘, the solution of ℒ𝛼𝑘(𝐿𝑘)+𝐶ᵀ𝐶 = 0,𝐿𝑘 ↑ 𝐿∞ in the semidefinite pos-
itive sense and 𝐿∞ satisfies (3.67). From uniqueness, 𝐿∞ = 𝐿 ∈ 𝑆𝑛+, and that completes
the proof. 
Theorem 3.2 (Average case). Suppose that (3.67) has a solution 𝐿 ∈ 𝑆𝑛+. Then,
lim
𝑇→∞
1
𝑇
𝐸
[︂∫︁ 𝑇
0
‖𝑦(𝑡)‖2𝑑𝑡
]︂
= 𝜛(𝐿). (3.68)
Proof: Consider (3.64) in Proposition 3.1, and let {𝛼𝑘}𝑘≥0 be any sequence such
that 𝛼𝑘 > 0 and 𝛼𝑘 ↓ 0. Then,
𝛼𝑘ℰ𝛼𝑘(𝑦(·)) = 𝛼𝑘𝐸
[︂∫︁ ∞
0
𝑒−𝛼𝑘𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
= 𝛼𝑘(𝑥ᵀ0𝐿𝛼𝑘𝑥0 + ℓ𝛼𝑘)
= 𝛼𝑘(𝑥ᵀ0𝐿𝛼𝑘𝑥0) +𝜛(𝐿𝛼𝑘)→ 𝜛(𝐿), as 𝛼𝑘 → 0, (3.69)
where, according to Lemma 3.7, 𝐿𝛼𝑘 converges, in the semidefinite positive sense, to the
solution of (3.67). Thus, we have shown that
𝜛(𝐿) = lim sup
𝛼→0
𝛼𝐸
[︂∫︁ ∞
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
. (3.70)
On the other hand, consider 𝑉 𝛼(𝑥) = 𝑥ᵀ𝐿𝛼𝑥 with 𝐿𝛼the solution of (3.63a) .
Similar to (3.71), Itô’s formula applied here yields,
𝐸
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡𝑑𝑉 𝛼(𝑡, 𝑥(𝑡))
]︂
= 𝐸
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡
(︂
𝑥(𝑡)ᵀℒ𝛼(𝐿𝛼)𝑥(𝑡) +𝜛(𝐿𝛼)
)︂
𝑑𝑡
]︂
= 𝐸
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡 (−𝑥ᵀ𝑡𝐶ᵀ𝐶𝑥𝑡 +𝜛(𝐿𝛼)) 𝑑𝑡
]︂
. (3.71)
Hence,
𝐸
[︂∫︁ 𝑇
0
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
=
∫︁ 𝑇
0
𝑒−𝛼𝑡𝜛(𝐿𝛼) 𝑑𝑡+ 𝐸[𝑉 𝛼(𝑥0)− 𝑒−𝛼𝑇𝑉 𝛼(𝑥𝑇 )] (3.72)
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Now set 𝛼 = 𝛼𝑘 → 0. From the Dominated Convergence theorem and the fact that 𝜛
does not depend explicitly on 𝑇 , we get
𝐸
[︂∫︁ 𝑇
0
‖𝑦(𝑡)‖2𝑑𝑡
]︂
= lim
𝛼↓0
1
𝛼
(︁
1− 𝑒−𝛼𝑇
)︁
𝜛(𝐿𝛼) + 𝐸[𝑉 𝛼(𝑥0)− 𝑒−𝛼𝑇𝑉 𝛼(𝑥𝑇 )]
= 𝑇𝜛(𝐿) + 𝐸[𝑉 0(𝑥0)− 𝑉 0(𝑥𝑇 )],
with 𝑉 0(𝑥) = 𝑥ᵀ𝐿𝑥, and 𝐿 the solution of ℒ0(𝑈) + 𝐶ᵀ𝐶 = 0. Therefore,
lim sup
𝑇→∞
1
𝑇
𝐸
[︂∫︁ 𝑇
0
‖𝑦(𝑡)‖2𝑑𝑡
]︂
= 𝜛(𝐿) + lim sup
𝑇→∞
1
𝑇
𝐸[𝑉 0(𝑥0)− 𝑉 0(𝑥𝑇 )]. (3.73)
Now, 𝑉 (𝑥0) is finite, and therefore lim sup𝑇→∞ 1𝑇 𝑉 (𝑥0) = 0. On the other hand, if the
pair (𝐶,𝐴) is 0−observable and equation (3.67) has a solution 𝐿 ∈ 𝑆𝑛+, then
lim sup
𝑇→∞
1
𝑇
𝑉 (𝑥𝑇 ) = 0
as long as ℰ0(𝑦(·)) is finite. Together, (3.70) and (3.73) show the convergence holds as
long as ℰ0(𝑦(·)) is finite, which implies that ℰ0(𝑥(·)) <∞, and in particular that
E[|𝑥(𝑡)|2]
𝑡
→ 0
as 𝑡→∞. 
3.3.4 The controlled case
Consider now the controlled diffusion process
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ ?^?(𝑥(𝑡), 𝑢(𝑡))𝑑?^? (𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡),
where, as usual,
?^?(𝑥, 𝑢) = [𝜎 𝜎𝑥 + 𝜎𝑥 diag(|𝑥|) 𝜎𝑢 + 𝜎𝑢 diag(|𝑢|)],
?^? (𝑡) = [𝑊 (𝑡)ᵀ 𝑊 𝑥(𝑡)ᵀ 𝑊 𝑢(𝑡)ᵀ]ᵀ.
In the following, the above coefficients are assumed to be time-invariant. Moreover, we
take 𝜎𝑥 = 0. Consider as well the corresponding long run average stochastic optimal
control problem
min 𝐽(𝑥, 𝑢, 𝑡) := lim sup
𝑇→∞
1
𝑇
E
[︃∫︁ 𝑇
0
𝑥(𝑡)ᵀ𝑄𝑥(𝑡) + 𝑢(𝑡)ᵀ𝑅𝑢(𝑡)𝑑𝑡
]︃
,
s.t. 𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ ?^?(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑?^? (𝑡),
(3.74)
and a state feedback control policy 𝑢(𝑡) := 𝐾𝑥(𝑡) such that the closed-loop matrix 𝐴cl =
𝐴 − 𝐵𝐾 is stable. Under an optimality point of view, the corresponding function 𝑉 0
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can be seen as a suboptimal, upper bound of the CVIU analysis. This shows that the,
under the previous evaluation for the autonomous case and under the assumption that
the corresponding Lyapunov equation for the closed-loop case has a unique solution, then
the corresponding cost function for the long run average case does not explode. This in
turn allows us to write the HJB equation for the long run average control problem as
−𝜂 + inf
𝑢∈𝑈
{𝐻(𝑡, 𝑢, 𝑥, 𝑝, 𝑃 )} = 0, (3.75)
where 𝐻(·) is the Hamiltonian function asociated with the control problem (3.74), or,
equivalently, as
min
𝑢∈𝑈
ℒ𝑢𝑉 (𝑥)− 𝜂 + 𝑓(𝑥, 𝑢) = 0, (3.76)
where ℒ𝑢 = ∑︀𝑖 𝑏𝑖(𝑥, 𝑢) 𝜕𝑔𝜕𝑥𝑖 (𝑥) + 12 ∑︀𝑖,𝑗 𝜎𝑖(𝑥)𝜎𝑗(𝑥, 𝑢) 𝜕2𝑔𝜕𝑥𝑖𝜕𝑥𝑗 (𝑥) is the Lyapunov operator
associated to the diffusion process, and 𝑓(𝑥, 𝑢) the running cost function. Let us then get
the corresponding HJB equation for the CVIU control problem,
𝑥ᵀ𝑄𝑥 + 𝑢ᵀ𝑅𝑢 + ⟨𝑝,𝐴𝑥 + 𝐵𝑢⟩ + 12 (Γ0(𝑃 ) + Γ1(𝑥, 𝑢, 𝑃 ) + Γ2(𝑥, 𝑢, 𝑃 )) − 𝜂 = 0, (3.77)
where, retrieving the notation for the controlled case and considering time-invariant co-
efficients, we have
Γ0(𝑃 ) = tr (𝑃 (𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢)) , (3.78a)
Γ1(𝑥, 𝑢, 𝑃 ) = tr ((𝜎ᵀ𝑥𝑃𝜎𝑥 + 𝜎ᵀ𝑥𝑃𝜎𝑥) diag(|𝑥(𝑡)|)) + tr ((𝜎ᵀ𝑢𝑃𝜎𝑢 + 𝜎ᵀ𝑢𝑃𝜎𝑢) diag(|𝑢(𝑡)|))
= 𝒮(𝑥)ᵀDiag (𝜎ᵀ𝑥𝑃𝜎𝑥 + 𝜎ᵀ𝑥𝑃𝜎𝑥)𝑥+ 𝒮(𝑢)ᵀDiag (𝜎ᵀ𝑢𝑃𝜎𝑢 + 𝜎ᵀ𝑢𝑃𝜎𝑢)𝑢,
= 𝒮(𝑥)ᵀΔ𝑥(𝑃 )𝑥+ 𝒮(𝑢)ᵀΔ𝑢(𝑃 )𝑢 (3.78b)
Γ2(𝑥, 𝑢, 𝑃 ) = tr
(︁
𝜎ᵀ𝑥𝑃𝜎𝑥 diag(|𝑥(𝑡)|)2
)︁
+ tr
(︁
𝜎ᵀ𝑢𝑃𝜎𝑢 diag(|𝑢(𝑡)|)2
)︁
= 𝑥ᵀDiag (𝜎ᵀ𝑥𝑃𝜎𝑢)𝑥+ 𝑢ᵀDiag (𝜎ᵀ𝑢𝑃𝜎𝑢)𝑢. (3.78c)
Since 𝜎𝑥 = 0, the HJB equation can be rewritten as
𝑥ᵀ
(︂
𝑄+ 12 Diag(𝜎
ᵀ
𝑥𝑃𝜎𝑥)
)︂
𝑥+ 𝑢ᵀ
(︂
𝑅 + 12 Diag(𝜎
ᵀ
𝑢𝑃𝜎𝑢)
)︂
𝑢
+ ⟨𝑝,𝐴𝑥+𝐵𝑢⟩+ 12Γ0(𝑃 ) +
1
2 tr ((𝜎
ᵀ
𝑢𝑃𝜎𝑢 + 𝜎ᵀ𝑢𝑃𝜎𝑢) diag(|𝑢(·)|))− 𝜂 = 0, (3.79)
In the following, we use the structure of the CVIU approach to solve the problem
in steps: we first consider the inaction region, where we know the optimal value of the
control function equals zero, and then consider the solution of the problem for asymptotic
regions with homogeneous signs.
3.3.4.1 Solution inside the inaction region
Lemma 3.8. Consider the stochastic control problem (3.74). If there exists 𝑋 ∈ 𝑆𝑛+0
solution of the modified Lyapunov matrix equation
𝐴ᵀ𝑋 +𝑋𝐴+𝑄+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥) = 0, (3.80)
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then the value function for each 𝑥 ∈ ℛ0 is
𝜂 = tr (𝑋 (𝜎𝜎ᵀ + 𝜎𝑢𝜎ᵀ𝑢)) . (3.81)
Moreover, the inaction region ℛ0 is defined by parallel hyperplanes
ℛ0𝑖 = {𝑥 ∈ R𝑛 : −𝛿𝑖(𝑋) ≤ 𝐵ᵀ𝑖𝑋𝑥 ≤ +𝛿𝑖(𝑋)} , (3.82)
with 𝛿𝑖(𝑋) := (𝜎ᵀ𝑢𝑋𝜎𝑢 + 𝜎ᵀ𝑢𝑋𝜎𝑢).
Proof: In the long run average case, the HJB equation is given by
−𝜂 +min
𝑢∈𝑈
{𝐻(𝑡, 𝑥, 𝑢, 𝑝, 𝑃 )} = 0, (3.83)
which, in the CVIU case, can be written as
𝑥ᵀ
(︂
𝑄+ 12 Diag(𝜎
ᵀ
𝑥𝑃𝜎𝑥)
)︂
𝑥+ 𝑢ᵀ
(︂
𝑅 + 12 Diag(𝜎
ᵀ
𝑢𝑃𝜎𝑢)
)︂
𝑢+
+ ⟨𝑝,𝐴𝑥+𝐵𝑢⟩+ 12Γ0(·) +
1
2 tr ((𝜎
ᵀ
𝑢𝑃𝜎𝑢 + 𝜎ᵀ𝑢𝑃𝜎𝑢) diag(|𝑢(·)|))− 𝜂 = 0. (3.84)
Since we know that inside the inaction region the optimal value of the control policy is
given by 𝑢* = 0, we get the corresponding equation,
𝑥ᵀ
(︂
𝑄+ 12 Diag(𝜎
ᵀ
𝑥𝑃𝜎𝑥)
)︂
𝑥+ ⟨𝑝,𝐴𝑥⟩+ 12Γ0(·)− 𝜂 = 0. (3.85)
Now suppose that, since we are working with a quadratic cost structure, the auxiliary
function 𝑉 (·) inside the inaction region has a quadratic form
𝑉 (𝑥) = 𝑥ᵀ𝑋𝑥+ 𝑙,
with 𝑉𝑥(𝑥) = 2𝑋𝑥 and 𝑉𝑥𝑥(𝑥) = 2𝑋. We plug in the above expressions into the HJB
equation to obtain
𝑥ᵀ
(︂
𝑄+ 12 Diag(𝜎
ᵀ
𝑥2𝑋𝜎𝑥)
)︂
𝑥+ ⟨𝑥𝑋,𝐴𝑥⟩+ ⟨𝐴𝑥,𝑋𝑥⟩+ 12Γ0(𝑃 )− 𝜂 = 0,
𝑥ᵀ (𝑄+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥))𝑥+ ⟨𝑥𝑋,𝐴𝑥⟩+ ⟨𝐴𝑥,𝑋𝑥⟩+
1
2Γ0(𝑃 )− 𝜂 = 0,
𝑥ᵀ (𝐴ᵀ𝑋 +𝑋𝐴+𝑄+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥))𝑥+
1
2Γ0(𝑃 )− 𝜂 = 0.
From the last expression we get the modified Lyapunov equation
𝐴ᵀ𝑋 +𝑋𝐴+𝑄+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥) = 0,
and, if the above equation has a symmetric positive solution, then that solution is unique.
Moreover, we get that
𝜂 = 12Γ0(𝑃 ) =
1
2 tr (2𝑋 (𝜎𝜎
ᵀ + 𝜎𝑢𝜎ᵀ𝑢)) = tr (𝑋 (𝜎𝜎ᵀ + 𝜎𝑢𝜎ᵀ𝑢))
is the optimal value of the value function inside the inaction region. Note that the Lya-
punov equation has the same form as the limit of the previously defined sequence of
Lyapunov equation as 𝛼𝑘 ↓ 0 along a monotone sequence, as does the optimal value
𝐽(𝑢*) = Γ0(𝑋) = tr (𝑋 (𝜎𝜎ᵀ + 𝜎𝑢𝜎ᵀ𝑢)). 
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3.3.4.2 Asymptotic solution
Lemma 3.9. Consider the stochastic control problem (3.74). If there exists 𝑋 ∈ 𝑆𝑛+0
solution of the modified Riccati equation
𝐴ᵀ𝑋 +𝑋𝐴+𝑄′(𝑋)−𝑋𝐵𝑅′(𝑋)−1𝐵ᵀ𝑋 = 0, (3.86)
where 𝑄′(𝑋) := 𝑄 + Diag(𝜎ᵀ𝑥𝑋𝜎𝑥) and 𝑅′(𝑋) := 𝑅 + Diag(𝜎ᵀ𝑢𝑋𝜎𝑢), then the optimal
control policy 𝑢* tends asymptotically to
𝑢*(𝑥) = −𝐾∞𝑥+𝑀∞, (3.87)
with
𝐾∞ = 𝑅′(𝑋)−1𝐵ᵀ𝑋,
𝑀∞ = −12𝑅
′(𝑋)−1 (𝐵ᵀ𝑣 +Δ𝑢(𝑋)𝒮𝑢) .
Proof: We now study the HJB equation for asymptotic regions with homogeneous
signs, and consider a quadratic test function 𝑉 (𝑥) = 𝑥ᵀ𝑋𝑥+ 𝑣ᵀ𝑥+ 𝑙. Once again, we take
𝑄′(𝑋) := 𝑄+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥), 𝑅′(𝑋) := 𝑅 +Diag(𝜎ᵀ𝑢𝑋𝜎𝑢)
to write the HJB equation in a more compact form,
− 𝜂 +min
𝑢∈𝑈
{𝑥ᵀ𝑄′(𝑋)𝑥+ 𝑢ᵀ𝑅′(𝑋)𝑢
+ ⟨𝐴𝑥+𝐵𝑢,𝑋𝑥⟩+ ⟨𝑋𝑥,𝐴𝑥+𝐵𝑢⟩+ ⟨𝑣,𝐴𝑥+𝐵𝑢⟩
+ ⟨𝒮(𝑢),Δ𝑢(𝑋)𝑢⟩+ 12Γ0(𝑃 )} = 0. (3.88)
Now isolating the terms dependent on 𝑢 and expanding the dot products, we get
−𝜂 + 𝑥ᵀ (𝐴ᵀ𝑋 +𝑋𝐴+𝑄′(𝑋))𝑥+ 𝑣ᵀ𝐴𝑥+ 12Γ0(𝑃 )
+ min
𝑢∈𝑈
{𝑢ᵀ𝑅′(𝑋)𝑢+ 𝑢ᵀ𝐵ᵀ𝑋𝑥+ 𝑥ᵀ𝑋𝐵𝑢+ 𝑣ᵀ𝐵𝑢+ 𝒮ᵀ(𝑢)Δ𝑢(𝑋)𝑢} = 0.
(3.89)
Notice that the expression within the braces has a quadratic form, and we can use a
matrix completion of squares technique to change it from the standard quadratic form,
𝑎+ 𝑏ᵀ𝑢+ 12𝑥
ᵀ𝐶𝑥,
to a more convenient expression,
1
2(𝑢− 𝜁)
ᵀ𝑍(𝑢− 𝜁) + 𝜅.
In our case this leads to(︂
𝑢+𝑅′(𝑋)−1
(︂
𝐵ᵀ𝑋𝑥+ 12𝑔
)︂)︂ᵀ
𝑅′(𝑋)(∙)− 12
(︂
𝐵ᵀ𝑋𝑥+ 12𝑔
)︂
𝑅′(𝑋)−1(∙), (3.90)
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with 𝑔 = 𝐵ᵀ𝑣+Δ𝑢(𝑋)𝒮𝑢. From the last expression we get that the minimum is achieved
for
𝑢ᵀ = −𝑅′(𝑋)−1
(︂
𝐵ᵀ𝑋𝑥+ 12𝑔
)︂
= −𝑅′(𝑋)−1𝐵ᵀ𝑋𝑥− 12𝑅
′(𝑋)−1 (𝐵ᵀ𝑣 +Δ𝑢(𝑋)𝒮𝑢) .
(3.91)
We now plug in this value of 𝑢 back into the HJB equation to get
− 𝜂 + 𝑥ᵀ (𝐴ᵀ𝑋 +𝑋𝐴+𝑄′(𝑋))𝑥+ 𝑣ᵀ𝐴𝑥+ 12Γ0
−
(︂
𝐵ᵀ𝑋𝑥+ 12𝑔
)︂
𝑅′(𝑋)−1(∙) = 0,
− 𝜂 + 𝑥ᵀ
(︁
𝐴ᵀ𝑋 +𝑋𝐴+𝑄′(𝑋)−𝑋𝐵𝑅′(𝑋)−1𝐵ᵀ𝑋
)︁
𝑥
+
(︁
𝑣ᵀ𝐴− 𝑔ᵀ𝑅′(𝑋)−1𝐵ᵀ𝑋
)︁
𝑥
+ 12Γ0 −
1
4𝑔
ᵀ𝑅′(𝑋)−1𝑔 = 0. (3.92)
From the last expression we then get the modified Riccati equation,
𝐴ᵀ𝑋 +𝑋𝐴+𝑄′(𝑋)−𝑋𝐵𝑅′(𝑋)−1𝐵ᵀ𝑋 = 0,
and, furthermore,
𝑣ᵀ(𝐴−𝐵𝑅′(𝑋)−1𝐵ᵀ𝑋) = 𝒮ᵀ(𝑢)Δ𝑢(𝑋)𝑅′(𝑋)−1𝐵ᵀ𝑋, (3.93a)
𝜂 = 12Γ0 −
1
4𝑔
ᵀ𝑅′(𝑋)−1𝑔 = 12Γ0 −
1
4 (𝐵
ᵀ𝑣 +Δ𝑢(𝑋)𝒮(𝑢))ᵀ𝑅′(𝑋)−1(∙). (3.93b)

Remark 3.2. We can also consider a formulation of the long run average problem in
which the objective is to minimize the stochastic ℋ2 norm of the measured output of the
stochastic system. The control problem in this case can be written as
min 𝐽(𝑥, 𝑢, 𝑡) := lim
𝑇→∞
1
𝑇
E
[︃∫︁ 𝑇
0
‖𝑦(𝑡)‖2𝑑𝑡
]︃
,
s.t.
⎧⎪⎨⎪⎩ 𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ ?^?(𝑥(𝑡), 𝑢(𝑡))𝑑?^? (𝑡),𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡),
(3.94)
where ‖𝑦(𝑡)‖ = tr{𝑦(𝑡)ᵀ𝑦(𝑡)} 12 . The solution procedure follows along the lines of section
3.1 and subsection 3.3.4, and we get the following results.
Lemma 3.10. Consider the stochastic control problem (3.94). If there exists 𝑋 ∈ 𝑆𝑛+0
solution of the modified Lyapunov matrix equation
𝐴ᵀ𝑋 +𝑋𝐴+ 𝐶ᵀ𝐶 +Diag
(︁
𝜎𝑇𝑥𝑋𝜎𝑥
)︁
= 0, (3.95)
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then the value function for each 𝑥 ∈ ℛ0 is
𝜂 = tr (𝑋 (𝜎𝜎ᵀ + 𝜎𝑢𝜎ᵀ𝑢)) . (3.96)
Moreover, the inaction region ℛ0 is defined by parallel hyperplanes
ℛ0𝑖 = {𝑥 ∈ R𝑛 : −𝛿𝑖(𝑋) ≤ +𝛿𝑖(𝑋)} , (3.97)
with 𝛿𝑖(𝑋) := (𝜎ᵀ𝑢𝑋𝜎𝑢 + 𝜎ᵀ𝑢𝑋𝜎𝑢).
For asymptotic regions with homogeneous control signs, we have the following
lemma.
Lemma 3.11. Consider the stochastic control problem (3.94). If there exists 𝑋 ∈ 𝑆𝑛+0
solution of the modified Riccati equation
𝐴ᵀ𝑋 +𝑋𝐴− (𝐶ᵀ𝐷 +𝑋𝐵) (𝑅′(𝑋))−1 (𝐵ᵀ𝑋 +𝐷ᵀ𝐶) +𝑄′(𝑋) = 0, (3.98)
where 𝑄′(𝑋) := 𝑄 + Diag(𝜎ᵀ𝑥𝑋𝜎𝑥) and 𝑅′(𝑋) := 𝑅 + Diag(𝜎ᵀ𝑢𝑋𝜎𝑢), then the optimal
control policy 𝑢* tends asymptotically to
𝑢*(𝑥) = −𝐾∞𝑥+𝑀∞, (3.99)
with
𝐾∞ = 𝑅′(𝑋)−1 (𝐵ᵀ𝑋 +𝐷ᵀ𝐶) ,
𝑀∞ = −12𝑅
′(𝑋)−1 (𝐵ᵀ𝑣 +Δ𝑢(𝑋)𝒮𝑢) .
The design of an optimal CVIU control policy here follows a procedure similar to
the one described in section 2.2.3.1.
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4 Robust control of stochastic systems
4.1 Introduction
The1 basic idea behind the design of a robust controller is to guarantee stability
and satisfactory performance against a set of possible disturbances affecting the operation
of the system (ZHOU; DOYLE, 1998). As we mentioned in the introduction, one of the
ways used to describe these disturbances is to consider the existence of parametric uncer-
tainties in the model being studied. When working with deterministic models, this can
be done by using a polytopic representation for the system matrices, for example, which
allows us to cast the robust control problem as an optimization problem formulated via
Linear Matrix Inequalities (LMIs) in a straightforward manner (BOYD et al., 1994). In a
stochastic framework, on the other hand, one can consider the multiplicative noise terms
as stochastic perturbations of the nominal system matrices, which places them as a pos-
sible representation of parametric uncertainties and allows us to devise a robust approach
to the control of stochastic systems. This interpretation can be found on previous works
about the robust control of both stochastic diffusion processes and Markov jump linear
systems (MJLS), see for example (HINRICHSEN D. PRITCHARD, 1998; COSTA et al.,
1999; DRAGAN et al., 2006). We present some papers where similar problems have been
previously considered in section 4.1.1. The representation of uncertainties in the CVIU
model, as indicated by equations (2.56) and (2.57), bears similarities with the models
studied in these works, when one considers the state- and control- dependent noise terms
as parametric uncertainties of the nominal system. This is the starting point for our study
on the relation between the CVIU approach and the theory of robust control, and on how
the performance of the CVIU control policy compares to that of robust ℋ2 and ℋ∞
controllers. Having that in mind we first discuss, in section 4.1.2, the representation of
uncertainties in the CVIU and robust cases. Following the discussion on the representa-
tion of uncertainties, we give an overview of the main results on robust control of linear
stochastic systems in section 4.2. A first challenge we face, when we wish to compare
the performance of the aforementioned controllers in numerical terms, is how to bridge
the gap between the different optimization criteria. We first dealt with this challenge by
establishing a relation between the quadratic discounted cost functional and the ℋ2 norm
of an auxiliary linear stochastic system. That’s the result previously presented at the
2017 IEEE Conference on Decision and Control, and we discussed it in section 3.2. We
conclude the chapter with a discussion on the more direct relation between the long run
1 Some results from this chapter have been presented before on the paper presented at the 2017 IEEE
Conference on Decision and Control (SILVA et al., 2017).
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average solution of the CVIU and robust ℋ2 control problems in section 4.4.
4.1.1 Related literature
The simplest case of stochastic control problems corresponds to the pure additive
white noise setting, when the diffusion matrix does not depend on the system state or
control input. However, in applications such as mathematical finance, the dependence of
the diffusion matrix on the system state or control input cannot be omitted (BORKAR,
2005), and works on control of systems with multiplicative noise have been developed
since the 1960s.
Wonham, for example, studies in (WONHAM, 1967) the feedback control problem
for a class of linear systems with additive and state-dependent white noise. He proves that,
when the multiplicative noise is small enough, there exists a linear optimal control policy
which minimizes a expected quadratic cost. McLane solves the state feedback control
problem for linear stochastic systems with state- and control-dependent disturbances in
(MCLANE, 1971). The paper adopts an integral quadratic optimality criterion, and gives
examples of physical systems in which this class of disturbances is present. In the same
year Hausmann published a paper (HAUSSMANN, 1971) on the steady state optimal
linear regulator for systems with state- and control- dependent noise. He adopts a linear
dependence on the state variable and control input for the multiplicative disturbances, and
extends the results from Wonham by giving conditions under which an optimal control
exists independently of the size of the control or state-dependent noise. In (HAUSSMANN,
1973) Haussmann published a paper on systems with control-dependent noise and additive
disturbances, and gives necessary and sufficient conditions for the existence of stabilizing
controllers without requiring the control-dependent noise to be small.
Due to the structure of the multiplicative noise that we discussed in the introduc-
tion, there is some overlap between the literature on stochastic systems with multiplica-
tive noise and on robust control of linear stochastic systems. In this sense, previous works
on robust control of linear stochastic systems tend to consider the state- and control-
dependent stochastic noise terms as BM-driven perturbations of the nominal parameters,
with a robustness measure given by the ℋ2 or ℋ∞ norm of the closed-loop system. In
the ℋ2 case, the problem consists in minimizing the energy of the measured output, and
an appropriate choice of observation matrices 𝐶 and 𝐷 establishes a direct connection
with the linear quadratic regulator problem. The ℋ∞ problem, on the other hand, aims to
minimize the induced gain of a ℒ2-bounded input on the output of the system, and in this
case we need to consider both a control and a (bounded) disturbance inputs. The stochas-
tic ℋ∞ problem differs from the deterministic case in which it considers both white-noise
perturbations and a bounded disturbance, against which the induced norm is evaluated.
An early reference on the topic is the paper fromWillems andWillems (WILLEMS;
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WILLEMS, 1976) on stabilizability of stochastic systems with state, control or both state
and control-dependent noise. Here the authors investigate conditions under which this
class of stochastic systems can be stabilized, in the mean square sense, via a feedback
control policy. El Ghaoui discusses in (GHAOUI, 1995) the state feedback control of
continuous-time stochastic systems with state-, control- and disturbance- dependent noise.
The paper considers the problems of minimizing the expected energy of the system output
and the induced ℒ2 gain, which can be seen as ℋ2 and ℋ∞-like control problems. The
solutions are given in terms of Linear Matrix Inequalities (LMIs). Dragan et al published
a series of papers on robust control approaches to linear stochastic systems. The results
for continuous-time systems are summarized in their 2006 book (DRAGAN et al., 2006),
while the discrete-time counterpart in summarized in (DRĂGAN et al., 2010). In the book
the authors discuss, among other topics, ℋ2 control and a version of the Bounded Real
Lemma for linear systems subject to both Markov jumps and white noise perturbations.
For the ℋ2 case, the stochastic perturbation consists of both additive and multiplicative
noise. However, the additive white noise is dropped when developing the stochastic BRL.
The ℋ2 solution and the stochastic BRL are given in terms of stochastic generalized
Riccati algebraic equations. Results concerning ℋ2 and ℋ∞ control of linear stochastic
systems with Markov jumps and additive white noise are summarized in the monographs
from Costa, Fragoso and Marques on discrete-time MJLS (COSTA et al., 2005) and Costa,
Fragoso and Todorov on continuous-time MJLS (COSTA et al., 2013). The topic was also
studied in papers from Costa, do Val, Geromel, Farias and Gonçalves (COSTA et al.,
1999; VAL et al., 2002; FARIAS et al., 2000), among others
A definition of the stochastic ℋ∞ norm and an ℋ∞-like theory for continuous-time
stochastic systems are introduced in (HINRICHSEN D. PRITCHARD, 1998). In that
paper the authors consider stochastic systems with multiplicative noise but no Markov
jumps. The authors present a stochastic version of the Bounded Real Lemma and give
conditions for the existence of a controller which stabilizes the system and maintains the
effect of disturbances on the system output under a given upper bound. The solution is
given in terms of LMIs. Ugrinovskii studies a state-feedback ℋ∞ problem with complete
state measurement in (UGRINOVSKII, 1998). His model employs state-dependent noise,
whereas Hinrichsen’s uses state- and disturbance- dependent noise. The paper explores
the relationship between ℋ∞ control and differential games to solve the control problem.
Sheng et al study in (SHENG et al., 2015) a fuzzy approach for the ℋ∞ control of systems
with Markov jumps and stochastic noise dependent on the state, control and disturbance
inputs. In that paper the authors deal with nonlinear stochastic systems, and they use
fuzzy approach to rewrite the previous conditions — given in terms of Hamilton-Jacobi
inequalities — as LMIs. Qi et al recently published two papers on the topic. In (QI
et al., 2017), the authors present conditions under which linear stochastic systems with
multiplicative noise can be stabilized by output feedback, and in (SU et al., 2017) the
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authors study a type of ℋ2 control problem for discrete-time stochastic systems.
4.1.2 Representation of uncertainties
Consider a dynamical system operating around a stable equilibrium point, and
assume there is a locally valid linear model describing the behavior of the system in that
region. As usual, we denote the state path of the system by 𝑥(·), the control input by
𝑢(·) and the observed output by 𝑦(·). This gives us a mathematical model of the system
dynamics under a state-space representation,
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡
𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡).
(4.1)
We now assume that there is some degree of uncertainty about the value of the parameters
of the local linear model, although we also assume that these uncertainties, despite un-
known, belong to a certain set. In the single-input, single-output case, we could represent
this knowledge about the local linear model by a differential equation of the type
𝑑𝑥(𝑡) = ((𝐴+Δ𝐴)𝑥(𝑡) + (𝐵 +Δ𝐵)𝑢(𝑡))𝑑𝑡, (4.2)
where Δ𝐴 and Δ𝐵 represent parametric uncertainties. This is the approach taken, for
example, when one chooses to use a polytopic representation for the uncertain parameters.
Under a probabilistic viewpoint, such a model can be seen as an uniform distribution of
the unknown parameter, i.e., the unknown parameter could assume any value within the
bounded set with the same probability.
Now suppose we can give a sort of probabilistic interpretation to the parametric
uncertainties mentioned above. Instead of implicitly assuming that the possible values
of the uncertain parameter in question are uniformly distributed along the uncertain set
or interval, as in the polytopic case, we attach a probability distribution to the set of
uncertainties — it is not unreasonable to assume that, in a somewhat accurate model, the
actual value of the parameter has a higher chance of being closer to the nominal value
than to one of the extrema of the interval. Consider then the stochastic system described
by
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ (𝜎𝑥𝑥(𝑡) + 𝜎𝑢𝑢(𝑡))𝑑𝑊 (𝑡) + 𝜎𝑑𝑊 (𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡).
(4.3)
In this stochastic setting, state- and control-dependent disturbance terms can be seen as
stochastic perturbations of the parameters of the nominal system, 𝐴 and 𝐵. We can also
find a similar interpretation to the multiplicative noise in the CVIU approach. Note that
equation (2.56) can be written as
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ 𝜎(𝑡)𝑑𝑊 (𝑡)
+ (𝜎𝑥 + 𝜎𝑥 diag(|𝑥(𝑡)|))𝑑𝑊 𝑥(𝑡) + (𝜎𝑢 + 𝜎𝑢 diag(|𝑢(𝑡)|))𝑑𝑊 𝑢(𝑡), (4.4)
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and the multiplicative noise terms above yield
𝐴𝑥(𝑡)𝑑𝑡+ 𝜎𝑥 diag(|𝑥(𝑡)|)𝑑𝑊 𝑥(𝑡) +𝐵𝑢(𝑡)𝑑𝑡+ 𝜎𝑢 diag(|𝑢(𝑡)|)𝑑𝑊 𝑢(𝑡) ≡
(𝐴𝑥(𝑡)𝑑𝑡± 𝜎𝑥 diag(𝑥(𝑡))𝑑𝑊 𝑥(𝑡)) + (𝐵𝑢(𝑡)𝑑𝑡± 𝜎𝑢 diag(𝑢(𝑡))𝑑𝑊 𝑢(𝑡)), (4.5)
equivalent in statistical terms due to symmetry of the Gaussian distribution around zero.
We now expand the matrix notation for the terms related to the state vector to obtain
⎡⎢⎢⎢⎣
𝑎11𝑑𝑡± 𝜎𝑥11𝑑𝑊 𝑥1 (𝑡) . . . 𝑎1𝑛𝑑𝑡± 𝜎𝑥1𝑛𝑑𝑊 𝑥𝑛 (𝑡)
... ... ...
𝑎𝑛1𝑑𝑡± 𝜎𝑥𝑛1𝑑𝑊 𝑥1 (𝑡) . . . 𝑎𝑛𝑛𝑑𝑡± 𝜎𝑥𝑛𝑛𝑑𝑊 𝑥𝑛 (𝑡)
⎤⎥⎥⎥⎦𝑥(𝑡) +
⎡⎢⎢⎢⎣
𝜎𝑥11 . . . 𝜎𝑥1𝑛
... ... ...
𝜎𝑥𝑛1 . . . 𝜎𝑥𝑛𝑛
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝑑𝑊 𝑥1 (𝑡)
...
𝑑𝑊 𝑥𝑛 (𝑡)
⎤⎥⎥⎥⎦ .
(4.6)
Following a similar procedure for the control input, and recalling the standard BM is a
zero-mean, symmetrically distributed process, we can thus see the state and control de-
pendent noise terms in the above representation as an element-wise perturbation of the
system matrices 𝐴 and 𝐵. Moreover, the additive noise term serves as an extra represen-
tation term for the poorly known system.
4.2 Robust ℋ2 and ℋ∞ control of linear stochastic systems
The general robust control problem is linked to the attenuation of disturbances
and the minimization of the effect of uncertainties on the operation of the controlled
system. The control problem can be formulated as an optimization problem by use of
the ℋ2 and ℋ∞ norms of the system as objective functions. This yields the so-called ℋ2
and ℋ∞ optimal control problems, and in the following we retrieve some results from the
literature in order to describe how the ℋ2 and ℋ∞ control problems of linear stochastic
systems can be formulated. For more details on the deterministic background, the reader
can refer to annex A.
ℋ2 control
Consider a LTI stochastic system subject to additive and multiplicative white noise
perturbations. Assume 𝑥(·) ∈ R𝑛, 𝑦(·) ∈ R𝑚 and 𝑊 (·), 𝑊 𝑥(·) 𝑟- and 𝑛−dimensional BM,
such that
𝒢 :
⎧⎪⎨⎪⎩𝑑𝑥(𝑡) = 𝐴0𝑥(𝑡)𝑑𝑡+ 𝐴𝑥(𝑡)𝑑𝑊
𝑥(𝑡) + 𝜎𝑑𝑊 (𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡), 𝑥(0) = 0,
(4.7)
with 𝐴 a stable matrix. We follow Morozan’s definition of the stochastic ℋ2 norm (DRA-
GAN et al., 2006, ch. 7). The book develops the stochastic ℋ2 norm for linear stochastic
Chapter 4. Robust control of stochastic systems 82
systems subject to both Markov jumps and Brownian motion multiplicative and additive
noise, but here we simplify the results for the pure white noise setting. This yields
‖𝒢‖2 =
[︂
lim
𝑡→∞E|𝑦(𝑡)|
2
]︂ 1
2
.
Under the assumption that the system is stable, the stochastic ℋ2 norm can be given by
‖𝒢‖22 = lim
𝑇→∞
1
𝑇
E
[︂∫︁ 𝑇
0
|𝑦(𝑡)|2 𝑑𝑡
]︂
(4.8)
where E[·] stands for the expected value from starting the process (4.7) at zero. For the
corresponding control problem, consider the system described by
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+
𝑟∑︁
𝑘=1
(𝐴𝑑,𝑘𝑥(𝑡) +𝐵𝑑,𝑘𝑢(𝑡)) 𝑑𝑊𝑘(𝑡) + 𝜎𝑑𝑊0(𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡),
(4.9)
adapted from (DRAGAN et al., 2006) with a slight change of notation. Here, 𝑥 ∈ R𝑛,
𝑢 ∈ R𝑚 𝑦 ∈ R𝑝, 𝐴,𝐴𝑑,𝑘 ∈ R𝑛×𝑛 and 𝐵,𝐵𝑑,𝑘 ∈ R𝑛×𝑚. 𝑊𝑘(𝑡) are standard scalar Brownian
motions and 𝑊0(𝑡) a multidimensional one. As in the deterministic case, the stochastic
ℋ2 optimal control problem aims to minimize the (stochastic) ℋ2 norm of the closed-loop
system while guaranteeing stability.
For the case of perfect state measurements, we adapt results from (COSTA et
al., 2013) and (DRAGAN et al., 2006) for the context of stochastic diffusions. For that,
consider the controlled system 𝐺 described by equation (4.9), and the output-feedback
controller
?˙?𝑐(𝑡) = 𝐴𝑐𝑥𝑐(𝑡) +𝐵𝑐𝑢𝑐(𝑡),
𝑦𝑐(𝑡) = 𝐶𝑐𝑥𝑐(𝑡) +𝐷𝑐𝑢𝑐(𝑡),
(4.10)
with 𝑥𝑐 ∈ R𝑛𝑐 , 𝑢𝑐 ∈ R𝑛 and 𝑦𝑐 ∈ R𝑚. The state-feedback case, 𝑦𝑐(𝑡) = 𝐷𝑐𝑢𝑐(𝑡), is included
in the set of controllers described by the above equation. The resulting closed-loop system,
once we couple system 𝐺 and the above controller by taking 𝑢𝑐(𝑡) = 𝑥(𝑡) and 𝑢(𝑡) = 𝑦𝑐(𝑡),
is given by (DRAGAN et al., 2006)
𝑑𝑥𝑐𝑙(𝑡) = 𝐴𝑐𝑙𝑥𝑐𝑙(𝑡)𝑑𝑡+
𝑟∑︁
𝑘=1
𝐴𝑑𝑐𝑙,𝑘𝑥𝑐𝑙(𝑡)𝑑𝑊𝑘(𝑡) + 𝜎𝑐𝑙𝑑𝑊0(𝑡),
𝑦𝑐𝑙(𝑡) = 𝐶𝑐𝑙𝑥𝑐𝑙(𝑡).
(4.11)
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In the above equation, we have
𝑥𝑐𝑙 =
⎡⎣ 𝑥
𝑥𝑐
⎤⎦ ; (4.12a)
𝐴𝑐𝑙 =
⎡⎣𝐴+𝐵𝐷𝑐 𝐵𝐶𝑐
𝐵𝑐 𝐴𝑐
⎤⎦ ; (4.12b)
𝐴𝑑𝑐𝑙,𝑘 =
⎡⎣𝐴𝑑,𝑘 +𝐵𝑑,𝑘𝐷𝑐 𝐵𝑑,𝑘𝐶𝑐
0 0
⎤⎦ ; (4.12c)
𝜎𝑐𝑙 =
⎡⎣𝜎
0
⎤⎦ ; (4.12d)
𝐶𝑐𝑙 =
[︁
𝐶 +𝐷𝐷𝑐 𝐷𝐶𝑐
]︁
. (4.12e)
We now adapt another result from (DRAGAN et al., 2006) for the diffusion case with no
jumps. First, consider the following version of a stochastic generalized Riccati algebraic
equation
𝐴ᵀ𝑋 +𝑋𝐴+
𝑟∑︁
𝑘=1
𝐴ᵀ𝑑,𝑘𝑋𝐴𝑑,𝑘
−
[︃
𝑋𝐵 +
𝑟∑︁
𝑘=1
𝐴ᵀ𝑑,𝑘𝑋𝐵𝑑,𝑘 + 𝐶ᵀ𝐷
]︃
[︃
𝐷ᵀ𝐷 +
𝑟∑︁
𝑘=1
𝐵ᵀ𝑑,𝑘𝑋𝐵𝑑,𝑘
]︃−1
[𝐵ᵀ𝑋 +
𝑟∑︁
𝑘=1
𝐵ᵀ𝑑,𝑘𝑋𝐴𝑑,𝑘 +𝐷ᵀ𝐶] + 𝐶ᵀ𝐶 = 0.
(4.13)
The equation can be rewritten, in a more compact form, as
ℒ𝑋 − 𝒫ᵀ(𝑋)ℛ−1(𝑋)𝒫(𝑋) + 𝐶ᵀ𝐶 = 0,
with ℒ the Lyapunov operator associated to the stochastic system, and 𝒫 given by (DRA-
GAN et al., 2006)
𝒫(𝑋) = 𝐵ᵀ𝑋 +
𝑟∑︁
𝑘=1
𝐵ᵀ𝑑,𝑘𝑋𝐴𝑑,𝑘 +𝐷ᵀ𝐶. (4.14)
Moreover, let
ℛ(𝑋) = 𝐷ᵀ𝐷 +
𝑟∑︁
𝑘=1
𝐵ᵀ𝑑,𝑘𝑋𝐵𝑑,𝑘, (4.15)
and consider the generalized dissipation matrix (DRAGAN et al., 2006),
𝐴Σ =
⎡⎣ℒ𝑋 + 𝐶ᵀ𝐶 𝒫ᵀ(𝑋)
𝒫(𝑋) ℛ(𝑋)
⎤⎦ .
We get the following result.
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Theorem 4.1 ((DRAGAN et al., 2006), Theorem 7.2.2). Assume that the following con-
ditions are fulfilled.
1. The system (4.9) is stabilizable.
2. It exists ?^? such that 𝐴Σ(?^?) > 0.
Under these conditions we have
min
𝐺𝑐∈𝒦𝑠(𝐺)
‖𝐺𝑐𝑙‖2 =
[︁
tr
(︁
𝜎ᵀ?˜?𝜎
)︁]︁ 1
2 ,
and the optimal control is
𝑢(𝑡) = 𝐹𝑥(𝑡), (4.16)
where ?˜? is the stabilizing solution of the SGRAE (4.13) and 𝐹 is the stabilizing gain
𝐹 = −ℛ−1(?˜?)𝒫(?˜?).
Remark 4.1. For the state-feedback case, a solution for the stochastic ℋ2 control problem
can also be found in (GHAOUI, 1995). El Ghaoui’s model also considers disturbance-
dependent stochastic white noise, and the solution is stated in terms of LMIs.
ℋ∞ control
The formulation of the ℋ∞ control problem in the stochastic case has some partic-
ular features. The performance index associated to the control problem is usually defined
in terms of theℋ∞ norm of a perturbation operator, which maps the effect of mean-square
stable, bounded stochastic disturbance inputs on the output of the system (HINRICH-
SEN D. PRITCHARD, 1998; COSTA et al., 2013; DRAGAN et al., 2006). In these works
the authors develop a stochastic version of the Bounded Real Lemma for a class of au-
tonomous systems, in a similar manner to the deterministic case. According to the paper
from Hinrichsen and Pritchard, let the linear stochastic system
𝑑𝑥(𝑡) = 𝐴𝑥(𝑡)𝑑𝑡+ 𝐴0𝑥(𝑡)𝑑𝑤1(𝑡) +𝐵0𝑣(𝑡)𝑑𝑤2(𝑡) +𝐵𝑣(𝑡)𝑑𝑡,
𝑧(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑣(𝑡),
(4.17)
where
(𝐴,𝐴0, 𝐵0, 𝐵, 𝐶,𝐷) ∈ K𝑛×𝑛×K𝑛×𝑛×K𝑛×𝑙×K𝑛×𝑙×K𝑞×𝑛×K𝑞×𝑙, K = R or C, (4.18)
and 𝑣(𝑡) is an unknown, finite energy stochastic disturbance and 𝑤1, 𝑤2(𝑡) zero-mean,
scalar Wiener processes. Define also the perturbation operator associated to system (4.17),
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Definition 4.1 (Perturbation operator — (HINRICHSEN D. PRITCHARD, 1998), Def-
inition 2.3). Suppose that (4.17) is externally stable. The operator
L : 𝐿2𝑤(R+;𝐿2(Ω,K𝑙))⇒ 𝐿2𝑤(R+;𝐿2𝑤(Ω,K𝑞))
is called the perturbation operator of (4.17). Its norm is defined as the minimal 𝛾 ≥ 0
such that
‖L‖ = sup
𝑣∈𝐿2𝑤(R+;𝐿2(Ω,K𝑙)),𝑣 ̸=0
‖𝐶𝑥(·, 𝑣, 0) +𝐷𝑣(·)‖𝐿2𝑤(R+;𝐿2𝑤(Ω,K𝑞))
‖𝑣(·)‖𝐿2𝑤(R+;𝐿2(Ω,K𝑙))
. (4.19)
‖L‖ is a measure of the worst effect the stochastic disturbance 𝑣(·) may have on the the
to-be-controlled output 𝑧(·) of the system.
The definition of the perturbation operator is similar to that found in (COSTA et
al., 2013) for linear systems subject to Markov jumps and in (DRAGAN et al., 2006) for
stochastic systems subject to both Markov jumps and multiplicative white noise. We can
associate a quadratic cost to the operator ‖L‖, in the same way as the parametrized cost
from (BAŞAR; BERNHARD, 2008),
𝐽𝛾
2
𝑇 (𝑥0, 𝑣) =
∫︁ 𝑇
0
E(‖L𝑣(𝑡)‖2 − 𝛾2‖𝑣(𝑡)‖2)𝑑𝑡. (4.20)
This functional slightly differs from the one adopted in (HINRICHSEN D. PRITCHARD,
1998), given by
𝐽𝛾
2
𝑇 (𝑥0, 𝑣) =
∫︁ 𝑇
0
E(𝛾2‖𝑣(𝑡)‖2 − ‖𝐶𝑥(𝑡) +𝐷𝑣(𝑡)‖2)𝑑𝑡,
although the general structure remains the same. The paper brings the following result.
Theorem 4.2 ((HINRICHSEN D. PRITCHARD, 1998), Theorem 2.8). For any set of
data (4.18) and any positive real number 𝛾, the following statements are equivalent:
(i) The system (4.17) is internally stable and ‖L‖ < 𝛾.
(ii) There exists 𝑃 ∈ ℋ𝑛(K) such that the inequality
𝑀(𝑃 ) =
⎡⎣𝑃𝐴+ 𝐴*𝑃 + 𝑞11𝐴*0𝑃 − 𝐶*𝐶 𝑃𝐵 + 𝑞12𝐴*0𝑃𝐵0 − 𝐶*𝐷
𝐵*𝑃 + 𝑞12𝐵*0𝐴0 −𝐷*𝐶 𝛾2𝐼𝑙 + 𝑞22𝐵*0𝑃𝐵0 −𝐷*𝐷
⎤⎦ > 0 (4.21)
is satisfied.
Following the notation used in (HINRICHSEN D. PRITCHARD, 1998, p. 1519),
we have that the control problem is defined for the system
𝑑𝑥(𝑡) = 𝐴𝑥(𝑡)𝑑𝑡+ 𝐴0𝑥(𝑡)𝑑𝑤1(𝑡) +𝐵0𝑣(𝑡)𝑑𝑤2(𝑡) +𝐵1𝑣(𝑡)𝑑𝑡+𝐵2𝑢(𝑡)𝑑𝑡,
𝑧(𝑡) = 𝐶1𝑥(𝑡) +𝐷11𝑣(𝑡) +𝐷12𝑢(𝑡),
𝑦(𝑡) = 𝐶2𝑥(𝑡) +𝐷21𝑣(𝑡),
(4.22)
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Conditions for the existence of a controller which stabilizes the system and guarantees
the ℋ∞-norm of the controlled system has an upper limit 𝛾, in a similar manner to the
deterministic problem, are developed in these works.
4.3 The CVIU control problem and the deterministic ℋ2 synthesis
We now discuss how we used our previous result 3.2, which establishes a link
between the discounted cost functional and theℋ2 norm of a stochastic system, to compare
the cost of operation of the CVIU and robust ℋ2 controllers. Note that we deal with two
types of control problems, and, in the CVIU case, we need to consider a complete filtered
probability space (Ω,ℱ , {ℱ𝑡}𝑡≥0, 𝑃 ) satisfying the usual conditions (YONG; ZHOU, 1999,
Ch 1, def 2.6)) on which a multidimensional standard Brownian motion of appropriate
dimensions is defined. Admissible controls for a CVIU, denoted by 𝒰 [0,∞), are 𝑈 -valued
Markov functions 𝑡 → 𝑢(𝑡, 𝜔) = 𝑢(𝑡, 𝑥(𝑡)) and 𝑢(·) ∈ 𝐿2ℱ𝑡(0,∞;R𝑟), with 𝐿𝑝ℱ𝑡(𝑎, 𝑏;𝑋) =
{𝜑(·) = {𝜑(𝑡, 𝜔) : 𝑎 ≤ 𝑡 ≤ 𝑏} such that 𝜑(·) is an {ℱ𝑡}𝑡≥0-adapted, 𝑋-valued measurable
process on [𝑎, 𝑏], and 𝐸[
∫︀ 𝑏
𝑎 ‖𝜑(𝑡, 𝜔)‖𝑝𝑋𝑑𝑡] <∞} (VAL; SOUTO, 2017; SILVA et al., 2017).
For the state-feedback ℋ2 robust control synthesis, on the other hand, we consider
a controlled system
𝒢𝑐 :
⎧⎪⎨⎪⎩𝑑?˜?(𝑡) = (𝐴±Δ𝐴)?˜?(𝑡) + (?˜? ±Δ?˜?)?˜?(𝑡)𝑑𝑡+ 𝜎𝑑𝑊 (𝑡),𝑦(𝑡) = 𝐶?˜?(𝑡) +𝐷?˜?(𝑡), ?˜?(0) = 0 (4.23)
where the terms Δ𝐴 and Δ?˜? represent uncertainties about the nominal matrices 𝐴 and
?˜?. We assume the collection of pairs (𝐴 ± Δ𝐴, ?˜? ± Δ?˜?)) are stabilizable and (𝐶,𝐴 ±
Δ𝐴) detectable. We also assume that admissible controls are restricted to the class 𝑡 →
𝑢(𝑡, 𝜔) = 𝑢(𝑡, 𝑥(𝑡)) = 𝐾𝑥(𝑡), with 𝐾 ∈ R𝑚×𝑛, that is, controls that are in static, linear
feedback form. The problem is to find a controller which minimizes an upper bound of
the ℋ2 norm, ‖𝒢𝑐‖2, and keeps the system stable. Moreover, we state the problem in LMI
form.
Now, recall once again that, in this case, the performance of the system for the
CVIU synthesis is measured through the expected discounted cost,
𝐽(𝑥, 𝑢(·)) = 𝐸𝑥
[︂∫︁ ∞
𝑠
𝑒−𝛼𝑡‖𝑦(𝑡)‖2𝑑𝑡
]︂
, (4.24a)
associated to the CVIU model,
𝒢𝑐 :
⎧⎪⎨⎪⎩𝑑𝑥(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑢(𝑡)𝑑𝑡+ ?^?𝑑?^? (𝑡),𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡), 𝑥(0) = 0, (4.24b)
for 𝑡 ∈ [0,∞) and ?^?(𝑥, 𝑢) as in (2.57). Assume that 𝐽(𝑥, 𝑢(·)) < ∞ for some 𝑢(·) ∈
𝒰 [0,∞), and the main objective is to find an admissible pair 𝑢*(·) ∈ 𝒰 [0,∞) and the
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corresponding 𝑥*(·) such that the minimum of 𝐽(𝑥, 𝑢(·)) is achieved over the class 𝒰 [0,∞).
To set up a link between the CVIU and ℋ2 problems, we follow the steps:
1. According to Lemma 3.3, consider 𝐴 = 𝐴+ 𝛼2 𝐼, ?˜? = 𝐵 for 𝛼 > 0 small enough.
2. Set ?¯?𝑥 = 1ℓ𝑥Δ𝐴 and ?¯?𝑢 =
1
ℓ𝑢
Δ?˜?. Here ℓ𝑥 and ℓ𝑢 are integer numbers that
set a correspondence between the representation of uncertainties in the polytopic and
in the CVIU cases. As previously discussed, when we use a polytopic representation for
uncertainties, we are implicitly assuming the actual value of the parameter can be any
value inside the polytopic set with equal chance, which resembles an uniform distribution.
In the CVIU case, however, we get a Gaussian-like representation for the parametric
uncertainties. Figure 6 illustrates this correspondence. Parameter matrices 𝜎𝑥 and 𝜎𝑢
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Figure 6 – Correspondence between the representation of uncertainties in the CVIU and
polytopic cases. Figure previously presented at (SILVA et al., 2017).
should satisfy the assumption in the CVIU model (‘≥ 0’ stands on the positive semi-
definite sense): ⎧⎪⎨⎪⎩ 𝜎𝑥?¯?
ᵀ
𝑥 + ?¯?𝑥𝜎ᵀ𝑥 ≥ 0,
𝜎𝑢?¯?
ᵀ
𝑢 + ?¯?𝑢𝜎ᵀ𝑢 ≥ 0.
(4.25)
In the situation indicated in 1., there exists 𝛼 > 0 small enough and 𝛾 ̸= 0 in such
a way that 𝐴 = 𝐴 + 𝛼2 𝐼, and (𝐴, 𝛾?˜?) is a stabilizable pair. This is simple to check since
(𝐴,𝐵) is a stabilizable pair if rank[(𝜆𝑘𝐼 − 𝐴) ...𝐵] = 𝑛 for each eigenvalue 𝜆𝑘 that lies
outside the open left complex semiplane. Thus,
𝑛 = rank[(?˜?𝑘𝐼 − 𝐴) ... ?˜?] = rank[((?˜?𝑘 + 𝛼2 )𝐼 − 𝐴)
... 𝛾?˜?],
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Figure 7 – Relative operation cost as a function of error offsets in the linear parameters.
Figure previously presented at (SILVA et al., 2017).
and if 𝛼 is sufficiently small, all eigenvalues ?˜?𝑗 + 𝛼/2 associated to a ?˜?𝑗 lying inside the
open left complex semi-plane, still lies in that region.
The above steps provide a strategy to compare the cost of operation between a
robust controller designed by minimization of the ℋ2-norm and a controller designed ac-
cording to the CVIU approach. To illustrate the procedure we refer once again to the
scalar model mentioned in the introduction. We assume the linear system parameters, 𝐴
and 𝐵, are uncertain but known to be in a bounded interval around the nominal values 𝐴0
and 𝐵0. This allows us to create a polytopic representation for the uncertain parameters
and solve the corresponding ℋ2 synthesis problem in terms of LMI’s using the packages
SeDuMi (STURM, 1999) and Yalmip (LÖFBERG, 2004) in Matlab, while the SDE de-
scribing the system was computed according to the Euler-Maruyama method (HIGHAM,
2001). The cost of operation of the CVIU and ℋ2 control policies was evaluated via Monte
Carlo simulations with a time horizon of 100 seconds and 50 repetitions. The simulation
results are shown in figure 7. The graph shows how the cost of operation of the CVIU
control policy, evaluated with relation to the cost of the robust ℋ2 controller, varies for
different values of the errors Δ𝐴 = 𝐴 − 𝐴0 and Δ𝐵 = 𝐵 − 𝐵0. Within our simulation
window the CVIU control policy offered a smaller cost of operation than the polytopic
ℋ2 controller.
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4.4 Long run average cost and robust control
In the previous section we discussed the first approach we used to compare a CVIU
controller with classical methods from robust control theory, which basically consited in
using an auxiliary system to bridge the discounted cost functional and norms of a LTI
system. In this section, however, we aim to expand upon the previous results and follow a
slightly different perspective. Instead of using an auxiliary system to relate the indepently
solved control problems, we now wish to use the solution of the long run average CVIU
problem and the average running formulation of the stochastic ℋ2 norm in order to
establish a more direct relation between the CVIU approach and works on robust control
of linear stochastic systems. For that, recall the CVIU model for a stochastic system, here
rewritten as
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ 𝜎𝑥 diag(|𝑥(𝑡)|)𝑑𝑊 𝑥(𝑡)+𝜎𝑢 diag(|𝑢(𝑡)|)𝑑𝑊 𝑢(𝑡)
+
[︁
𝜎 𝜎𝑥 𝜎𝑢
]︁ ⎡⎢⎢⎢⎣
𝑑𝑊 (𝑡)
𝑑𝑊 𝑥(𝑡)
𝑑𝑊 𝑢(𝑡)
⎤⎥⎥⎥⎦ , (4.26)
in order to clear up the role of the state- and control-dependent stochastic noise in the
CVIU approach. We also recall the model used by Morozan et al in (DRAGAN et al.,
2006),
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+
𝑟∑︁
𝑘=1
(𝐴𝑑,𝑘𝑥(𝑡) +𝐵𝑑,𝑘𝑢(𝑡)) 𝑑𝑊𝑘(𝑡) + 𝜎𝑑𝑊0(𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡)
(4.27)
with a slight change of notation. Here, 𝑥 ∈ R𝑛, 𝑢 ∈ R𝑚 𝑦 ∈ R𝑝, 𝐴,𝐴𝑑,𝑘 ∈ R𝑛×𝑛 and
𝐵,𝐵𝑑,𝑘 ∈ R𝑛×𝑚. 𝑊𝑘(𝑡) are standard scalar Brownian motions and 𝑊0(𝑡) a multidimen-
sional one. In both models, we assume 𝐴 and 𝐵 represent the nominal system, and the
diffusion coefficients are given by 𝜎𝑥,𝑢 in the CVIU model, and 𝐴𝑑,𝑘, 𝐵𝑑,𝑘, 𝜎 in the ℋ2
model. In order to obtain a direct correspondence between the stochastic noise structure
in the CVIU and stochastic ℋ2 formulations, let us take 𝑟 = 𝑛 and
𝐴𝑑,𝑘 =
⎡⎢⎢⎢⎣
0 . . . 𝑎𝑑,𝑘1𝑖 . . . 0
... ... ...
0 . . . 𝑎𝑑,𝑘𝑛𝑖 . . . 0
⎤⎥⎥⎥⎦ .
Furthermore, recall that the ℋ2 norm of a stochastic system is given by,
‖𝒢‖22 = lim
𝑇→∞
1
𝑇
E
[︂∫︁ 𝑇
0
|𝑦(𝑡)|2 𝑑𝑡
]︂
,
and we solved the corresponding problem for the CVIU approach (3.94) in the end of
subsection 3.3.4.
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Figure 8 – CVIU and ℋ2 control policies.
Let us then devise a few numerical experiments to see how we can compare con-
trollers designed according to the CVIU and stochastic ℋ2 approaches. Consider then a
linear, continuous-time stochastic system given by
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ 𝜎𝑑𝑊 (𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡),
(4.28)
with 𝐴 = −5, 𝐵 = 2, 𝐶 = 1 , 𝐷 = 1.2, 𝜎 = 0.5, 𝜎𝑥 = 0.8, 𝜎𝑥 = 0.95, 𝜎𝑢 = 0.15
and 𝜎𝑢 = 0.95. Here we consider the nature noise 𝑊 (𝑡) a multidimensional Brownian-
motion common to both the CVIU andℋ2 models. The design procedure follows along the
previously outlined solution for the CVIU approach in chapter 3 and for the stochastic
ℋ2 problem in 4.2. In the CVIU case, the solution follows a relaxation procedure for
the modified Lyapunov and Riccati equations for the inaction region and asymptotic
behavior, respectively, and a numerical integration procedure is used to calculate the
optimal solution between these two regions. Note that the modified Riccati equation of
the stochastic ℋ2 problem (4.13) has terms depending on the matrix variable 𝑋 as in the
CVIU case, and we also adopt a relaxation procedure to find the optimal solution.
In Figure 8 we plot the ℋ2 and CVIU optimal control policies for system (4.28).
Here 𝑥(·) and 𝑢(·) represent variations of the system state and control input with relation
to the equilibrium values in the linearized model. The inaction region in the CVIU ap-
proach is indicated by the horizontal line around the equilibrium point. Given the similar
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form of the Riccati equations in the CVIU,
𝐴ᵀ𝑋+𝑋𝐴−(𝐶ᵀ𝐷+𝑋𝐵) (𝐷ᵀ𝐷 +Diag(𝜎ᵀ𝑢𝑋𝜎𝑢))−1 (𝐵ᵀ𝑋+𝐷ᵀ𝐶)+𝐶ᵀ𝐶+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥) = 0,
and stochastic ℋ2,
𝐴ᵀ𝑋 +𝑋𝐴+
𝑟∑︁
𝑘=1
𝐴ᵀ𝑑,𝑘𝑋𝐴𝑑,𝑘
−
[︃
𝑋𝐵 +
𝑟∑︁
𝑘=1
𝐴ᵀ𝑑,𝑘𝑋𝐵𝑑,𝑘 + 𝐶ᵀ𝐷
]︃
[︃
𝐷ᵀ𝐷 +
𝑟∑︁
𝑘=1
𝐵ᵀ𝑑,𝑘𝑋𝐵𝑑,𝑘
]︃−1
[𝐵ᵀ𝑋 +
𝑟∑︁
𝑘=1
𝐵ᵀ𝑑,𝑘𝑋𝐴𝑑,𝑘 +𝐷ᵀ𝐶] + 𝐶ᵀ𝐶 = 0,
cases — recall that 𝑅′(𝑋) = 𝑅 + Diag(𝜎ᵀ𝑢𝑋𝜎𝑢) = 𝐷ᵀ𝐷 + Diag(𝜎ᵀ𝑢𝑋𝜎𝑢), 𝑄′(𝑋) = 𝑄 +
Diag(𝜎ᵀ𝑥𝑋𝜎𝑥) = 𝐶ᵀ𝐶+Diag(𝜎ᵀ𝑥𝑋𝜎𝑥), and we take 𝑟 = 1 in the scalar case —, we see that
the asymptotic solution of the CVIU control policy tends to the solution of the stochastic
ℋ2 problem.
We also illustrate the cautionary behavior of the CVIU solution in Figure 9. The
plot shows the evolution of a controlled system in a given time horizon, and how the
CVIU immediate control actions are updated within that simulation frame. In the CVIU
case, the magenta lines indicate the boundaries of the inaction region. We bring a similar
plot for the stochastic ℋ2 case. As expected, the CVIU control policy is only updated
when the system state laves the inaction region, whereas the ℋ2 control action tends to be
updated regularly. We conclude the numerical experiments with an evaluation of the cost
of operation of the mentioned controllers. As in case discussed in the previous section,
we evaluate the cost of operation of the CVIU controller with relation to a stochastic
ℋ2 optimal control policy. We use the Euler-Maruyama method to simulate the dynamic
evolution of the stochastic system, adopting a time horizon of 100 seconds and 50 si-
multaneous realizations of the stochastic differential equation. The results are shown in
Figure 10. Here we plot the ratio 𝐽CVIU
𝐽ℋ2
, with 𝐽CVIU the computed average cost of the sys-
tem controlled according to the CVIU approach and 𝐽ℋ2 the computed ℋ2 norm of the
system controlled via an optimal state-feedback ℋ2 controller, as a function of possible
variations on the actual values of the nominal parameters 𝐴 and 𝐵. The idea behind this
simulation is to evaluate how the controllers perform when the actual values of the system
parameters are slightly different from those available in the design process.
Given the similar structure of the asymptotic CVIU and ℋ2 solutions, we next
evaluate how much of a role the inaction region plays in the relative cost between the two
controllers. For that, let us simulate how the cost of the CVIU approach with relation
to the ℋ2 controller changes as a function of the noise intensity 𝜎. Since the size of the
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Figure 9 – CVIU and ℋ2 control policies: sample path
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Figure 11 – CVIU and ℋ2 control policies: relative cost for different values of 𝜎.
inaction region does not depend on 𝜎, we can expect that the system state will leave the
inaction region more often, and the CVIU controller will therefore act more frequently,
as the noise intensity increases. This in turn should lead to an increase in the cost of
operation of the CVIU controller. We plot the simulation results in Figure 11. The plot
shows the relative cost of the CVIU controller, 𝐽CVIU
𝐽ℋ2
, as a function of the noise intensity
𝜎. The simulation results seem to corroborate our hypothesis.
A natural extension to our discussion so far is the comparison between the CVIU
approach and robustℋ∞ control of linear stochastic systems. When we compare the CVIU
model with stochastic systems such as those treated in (HINRICHSEN D. PRITCHARD,
1998) or (DRAGAN et al., 2006), there is a natural correspondence between the multi-
plicative noise structure used in the aforementioned models, with results similar to those
we discussed for the stochastic ℋ2 case. If we were to follow a similar strategy to calculate
the stochasticℋ∞ norm, however, we would need to consider an additional, norm-bounded
and square-integrable disturbance, which would lead to a CVIU model in the form
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡+ 𝜎𝑥 diag(|𝑥(𝑡)|)𝑑𝑊 𝑥(𝑡)+𝜎𝑢 diag(|𝑢(𝑡)|)𝑑𝑊 𝑢(𝑡)
+
[︁
𝜎 𝜎𝑥 𝜎𝑢
]︁ ⎡⎢⎢⎢⎣
𝑑𝑊 (𝑡)
𝑑𝑊 𝑥(𝑡)
𝑑𝑊 𝑢(𝑡)
⎤⎥⎥⎥⎦+𝐵𝑣𝑣(𝑡)𝑑𝑡,
in order to define an induced norm of the corresponding input-output operator,
‖L‖ = sup
𝑣∈𝐿2𝑤(R+;𝐿2(Ω,K𝑙)),𝑣 ̸=0
‖𝐶𝑥(·, 𝑣, 0) +𝐷𝑣(·)‖𝐿2𝑤(R+;𝐿2𝑤(Ω,K𝑞))
‖𝑣(·)‖𝐿2𝑤(R+;𝐿2(Ω,K𝑙))
.
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On the other hand, note that most existing literature on ℋ∞ control of linear, continuous-
time stochastic systems usually considers systems with only multiplicative noise, cf. for
example (HINRICHSEN D. PRITCHARD, 1998; UGRINOVSKII, 1998; ZHANG; CHEN,
2006; DRAGAN et al., 2006; BERMAN; SHAKED, 2006; BERMAN; SHAKED, 2008;
ZHANG et al., 2014; SHENG et al., 2015; DAMM et al., 2017) . Hinrichsen and Pritchard
point out in (HINRICHSEN D. PRITCHARD, 1998) that the use of additive white noise
might pose additional, restrictive conditions on the the design of ℋ∞ controllers. Another
reason for the use of purely multiplicative noise seems to stem from the fact that it is
easier to write the conditions for a stochastic version of the Bounded Real Lemma in this
case. For that, consider once again a continuous-time stochastic system with state- and
disturbance-dependent noise such as the one studied in (HINRICHSEN D. PRITCHARD,
1998),
𝑑𝑥(𝑡) = 𝐴𝑥(𝑡)𝑑𝑡+ 𝐴0𝑥(𝑡)𝑑𝑤1(𝑡) +𝐵0𝑣(𝑡)𝑑𝑤2(𝑡) +𝐵𝑣(𝑡)𝑑𝑡,
𝑧(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑣(𝑡),
which we can write in an integral form as
𝑥(𝑡) = 𝑥(0) +
∫︁ 𝑡
0
(𝐴𝑥(𝑠) +𝐵𝑢(𝑠))𝑑𝑠+
∫︁ 𝑡
0
[︁
𝐴0𝑥(𝑠) 𝐵0𝑣(𝑠)
]︁
𝑑
⎡⎣𝑤1(𝑠)
𝑤2(𝑠)
⎤⎦
=
∫︁ 𝑡
0
𝜙(𝑠)𝑑𝑠+
∫︁ 𝑡
0
Φ(𝑠)𝑑
⎡⎣𝑤1(𝑠)
𝑤2(𝑠)
⎤⎦ .
From this integral form we can apply Itô’s formula (Theorem 2.4) with a quadratic func-
tion 𝐹 (𝑡, 𝑥(𝑡)) = ⟨𝑥(𝑡), 𝑃 (𝑡)𝑥(𝑡)⟩ to get (HINRICHSEN D. PRITCHARD, 1998)
𝐽𝛾
2
𝑇 (𝑥(0), 𝑣) + E⟨𝑥(𝑇 ), 𝑃 (𝑇 )𝑥(𝑇 )⟩ − ⟨𝑥(0), 𝑃 (0)𝑥(0)⟩
=
∫︁ 𝑇
0
E
⎡⎣⟨𝑥(𝑡), ?˙? (𝑡)𝑥(𝑡)⟩+ ⟨
⎡⎣𝑥(𝑡)
𝑣(𝑡)
⎤⎦ ,𝑀(𝑃 (𝑡))
⎡⎣𝑥(𝑡)
𝑣(𝑡)
⎤⎦⟩⎤⎦ ,
from where theorem 4.2 and further analysis for the stochastic ℋ∞ control problem in
(HINRICHSEN D. PRITCHARD, 1998) derive.
If we drop the additive white noise in the CVIU setting in order to follow the
procedure detailed in the mentioned papers, however, we might violate the condition for
non degeneracy of the inaction region outlined in lemma 2.2. An eventual loss of the
inaction region, on the other hand, would leave the CVIU optimal control policy with a
structure pretty much similar to that of previous works. This extension is therefore not
immediate, and the problem demands a more careful analysis in order to decide the best
strategy to tackle the issue of an ℋ∞-like approach for the CVIU model while keeping
the fundamental structure which sets the CVIU approach apart from other models. That
is a topic we plan to explore in the following months.
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5 Applications
5.1 Introduction
In this chapter we investigate possible applications of the CVIU approach in re-
newable resources management. Results from this chapter have been discussed before in
the conference papers presented at the XXI Brazilian Congress on Automatic Control
(SILVA et al., 2016) and at the 6th IFAC Conference on Foundations of Systems Biology
in Engineering (SILVA; do Val, 2016). We begin the chapter with a description of growth
models used to describe the dynamics of renewable resources in Biology, and a discussion
on uncertainties in fisheries management. We then recall previous papers where control
theory is employed to study renewable resources, and justify our belief that the CVIU
approach is a good tool to address uncertainties in the field.
5.2 Growth models in Biology
The growth of a single species population, as observed in nature, often presents
an exponential trait, which has led to the modeling of growth of biological populations as
an exponential process. The rate at which the population grows, however, is not constant
[(MURRAY, 2002)]: in part due to a limited availability of supplies in the environment, the
growth dynamics of a single species population resembles a self-limiting process. As the
population size increases and approaches the so called environmental carrying capacity,
the growth rate slows down, which can be explained in terms of intra-species competition
and dwindling environmental resources. Based on these observations, the mathematical
representation of the growth of a single species population resembles a sigmoid curve,
and the logistic, Richards and Gompertz functions are often used to approximate this
self-limiting growth dynamics.
In order to capture the growth dynamics of a population with size controlled by a
harvesting process, denote the total biomass amount — or the total size of the population
— at a time instant by 𝑍(𝑡) and suppose that population is harvested at a varying rate
ℎ(𝑡). Moreover, suppose that the estimation of the current stock size is affected by a
random disturbance. In this case we get the following stochastic version of a differential
logistic equation,
𝑑𝑍(𝑡) =
(︃
𝑟
(︃
1− 𝑍(𝑡)
𝐾
)︃
𝑍(𝑡)− ℎ(𝑡)
)︃
𝑑𝑡+ 𝜎𝑑𝑊 (𝑡) (5.1)
in which 𝐾 ≥ 0 is the carrying capacity of the environment, usually determined by the
available resources [(MURRAY, 2002)], and 𝑟 ≥ 0, the slope of the curve at 𝑍 = 0, is
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called the intrinsic growth rate. In a similar fashion, we can write a stochastic version of
the Gompertz equation as
𝑑𝑍(𝑡) =
(︃
𝛼 log
(︃
𝐾
𝑍(𝑡)
)︃
𝑍(𝑡)− ℎ(𝑡)
)︃
𝑑𝑡+ 𝜎𝑑𝑊 (𝑡). (5.2)
As we previously mentioned, both functions exhibit a dependence of the growth rate on
the population size. The Gompertz equation, however, is not symmetric, while the logistic
function is.
5.3 Uncertainties in fisheries management
According to reports from the Fisheries Department of the Food and Agriculture
Organization of the United Nations (FAO, 2016) and nature conservation groups such as
WWF, the fraction of world fisheries harvested at an unsustainable rate has increased
in the last decades: in 2008, for example, 32.5% of commercial stocks were overfished,
an amount which slightly decreased to 28.8% in 2011. In that same year about 61.3%
of the stocks were fully fished, and only 9.9% of the stocks were considered underfished.
Meanwhile the world per capita apparent fish consumption increased from an average of
9.9kg in the 1960s to 18.9kg in 2010 (SILVA et al., 2016).
These numbers highlight the importance of studying optimal fisheries management
techniques which take the conservation of fish stocks into account, as studied previously
in (CLARK; KIRKWOOD, 1986), (ROUGHGARDEN; SMITH, 1996) and (SETHI et
al., 2005), to name a few samples. As a matter of fact, many governments around the
world actively seek to maintain the fisheries harvest within a sustainable range, and
this is usually done by stablishing seasonal harvesting quotas. However, as previously
pointed out in (ROUGHGARDEN; SMITH, 1996), uncertainties regarding the model
and monitoring of fisheries dynamics may make the use of such harvest quotas ineffective.
Take the case of Newfoundland’s cod fishery collapse in Canada, for example [(WALTERS;
MAGUIRE, 1996)]: despite the harvesting quotas set by Canada’s fishery authorities being
constantly obeyed by Newfoundland’s fishers, the fishery still collapsed — and it wasn’t
until recently that the cod stocks in the area have started to rebound (ROSE; ROWE,
2015). In Brazil, according to a study published by the Ministry of Environment [(MMA,
2006)], 80% of the main fisheries were fully exploited, overfished or in recovery process
in the early 2000s. The overfishing of Brazilian stocks may be aggravated by a loose
inspection and monitoring of the harvest practices in the Brazilian coast and a lack of
coordination between distinct government agencies responsible for the implementation of
fishing policies. As reported in (AZEVEDO; PIERRI, 2014), for example, within the 2010
mullet fishing season, the Ministry of Fisheries and Aquaculture authorized 89 licences
of fishing boats, despite IBAMA, the Brazilian Institue of Environment and Renewable
Resources, having advocated for for a maximum of 60 licences. Another example happened
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in 2011, when the Ministry of Fisheries and Aquaculture issued new sardine fishing licences
even though a previous decree by IBAMA forbade the admittance of new sardine fishing
boats.
As stressed in previous works such as (ROUGHGARDEN; SMITH, 1996) and
(SETHI et al., 2005), environmental variability, inadequate estimation of stock sizes and
management uncertainty such as those derived from a loose government coordination of
the exploitation of renewable resources, as outlined above, are all possible causes of the
collapse of the canadian cod and other fisheries around the world. These authors propose
therefore harvest management techniques which aim to openly deal with such uncertain-
ties. In this sense, (SETHI et al., 2005) design a mathematical model comprising the
three sources of uncertainties mentioned before, modeled as independent and uniformly
distributed random variables, whereas (ROUGHGARDEN; SMITH, 1996) argue for a
shift of the optimal harvesting point in order to operate around a more biologically stable
stock level. Using the logistic function as a model for the growth of the total fish biomass,
𝑍(𝑡), we get 𝑑𝑍(𝑡) = (𝑟 (1− 𝑍(𝑡)/𝐾)𝑍(𝑡)− ℎ(𝑡)) 𝑑𝑡, where 𝐾 is the environment carry-
ing capacity. The maximum sustainable yield (MSY), that is, the theoretical largest yield
that can be harvested from a renewable resource such that the stock levels are still able
to rebound, would then correspond to 𝑍(𝑡) = 𝐾/2. This, however, is an unstable equilib-
rium point and, as shown in (ROUGHGARDEN; SMITH, 1996), unexpected shocks to
the environment or demand may cause the exploited fishery to collapse. Hence the paper
proposes that fisheries should be harvested at a higher stock level, 𝑍(𝑡) = 3𝐾/4, which
provides lower immediate financial return but increases the stability of fish stocks in the
long run.
Further models which take uncertainties into account can be found in the lit-
erature. One of the first papers to treat the issue of stochastic models in harvesting
problems is (REED, 1978). In that paper the author considers a general, discrete-time
Markov process multiplied by random variables with a distribution function on a finite
interval around 1, and analyzes constant effort and constant catch policies. In (REED,
1979) the author revisits the previous stochastic model to analyze constant escapement
harvest policies, where there is an attempt to maintain the stock size around some con-
stant level (NATIONAL RESEARCH COUNCIL, 1998). The paper adopts a discounted
revenue function. The same model is studied in (CLARK; KIRKWOOD, 1986), but the
authors consider the case in which the stock assessment is uncertain. As usual, the objec-
tive of the problem is to maximize the expected, discounted revenue of future harvests.
In a continuous-time setting, a stochastic version of the logistic model is proposed in
(LUNGU; OKSENDAL, 1997), in which the intrinsic growth rate of the logistic equation
is corrupted by white noise. The authors investigate the solution of the resulting stochas-
tic differential equation, and the stochastic control problem makes use of a discounted
cost functional. Another stochastic version of a logistic model is presented in (ALVAREZ;
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SHEPP, 1998), in which the authors introduce a state-dependent stochastic noise. The
problem adopts a discounted cost functional. A multivariable version of the harvest prob-
lem is treated in (TRAN; YIN, 2014). The interaction between different species is modeled
after a Lotka-Volterra equation with a hidden Markov chain and the observation process is
corrupted by white noise. The authors study feedback controls for permanence or extinc-
tion of the modeled species. In their subsequent paper (TRAN; YIN, 2015), the authors
consider a competitive stochastic Lotka-Volterra model in which the competing species
can be harvested. The multidimensional model considers Markovian switching and addi-
tive Gaussian white noise. Multispecies ecosystems modeled as stochastic systems with
Markovian switching and observation white noise are also considered in (TRAN; YIN,
2016).
5.4 Optimal harvesting problem
Under this discussion on uncertainties in renewable biological systems, we can
conclude that a sustainable fisheries management plan should include the analysis of un-
certainties affecting the model chosen to portray the dynamics of the fish stock as well as
the difficulties in implementing the desired actions. In this sense, we can see the problem
of fisheries management with an uncertain model as the problem of managing a renewable
resource with poorly known growth dynamics, subject to an also badly known consump-
tion or harvest rate. Throughout this chapter, we assume that the growth dynamics of
the exploited resource is roughly described by a logistic (5.1) or Gompertz (5.2) model
with rather uncertain parameters, that is, the value of the carrying capacity 𝐾 and the
intrinsic growth rate 𝑟 is not exactly known. Due to our earlier analysis on the use of
the CVIU approach to deal with uncertain stochastic systems, and the existence of state-
and control- dependent stochastic noise which could represent parametric and policy un-
certainties, we discuss in the following how to design a management policy based on the
CVIU approach to control the harvest rate of a fishery.
As we discussed in previous chapters, the design of a CVIU controller starts with
a locally valid, linearized model of the system to be controlled. We then linearize the
equations describing the logistic (5.1) and Gompertz (5.2) models around an equilibrium
point (𝑍𝑒, ℎ𝑒). For that, let us take the variables of the local model as 𝑥(𝑡) = 𝑍(𝑡) − 𝑍𝑒
and 𝑢(𝑡) = ℎ(𝑡)− ℎ𝑒. In the logistic case this leads to
𝑑𝑋(𝑡) =
(︂
𝑟
(︂
1− 2𝑍𝑒
𝐾
)︂
𝑥(𝑡)− 𝑢(𝑡)
)︂
𝑑𝑡+ 𝜎𝑑𝑊𝑡), (5.3)
whereas the local linear model of the Gompertz equation takes the form
𝑑𝑋(𝑡) =
(︂
𝛼
[︂
log
(︂
𝐾
𝑍𝑒
)︂
− 1
]︂
𝑥(𝑡)− 𝑢(𝑡)
)︂
𝑑𝑡+ 𝜎𝑑𝑊 (𝑡). (5.4)
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There exist parametric uncertainties about the nominal model of the system, however,
and in the CVIU approach we can represent those by introducing state-dependent and
additive white noise into the linear model,
𝑑𝑋(𝑡) =
(︂
𝑟
(︂
1− 2𝑍𝑒
𝐾
)︂
𝑥(𝑡)− 𝑢(𝑡)
)︂
𝑑𝑡+ 𝜎𝑥|𝑥(𝑡)|𝑑𝑊 𝑥(𝑡) + 𝜎𝑢|𝑢(𝑡)|𝑑𝑊 𝑢(𝑡)
+ 𝜎𝑑𝑊 (𝑡) + 𝜎𝑥𝑑𝑊 𝑥(𝑡) + 𝜎𝑢𝑑𝑊 𝑢(𝑡),
and in this sense the diffusion coefficient 𝜎𝑥 can be tuned to describe statistically the
expected distribution of the parametric errors. In a similar fashion for the local represen-
tation of the Gompertz equation, we get
𝑑𝑋(𝑡) =
(︂
𝛼
[︂
log
(︂
𝐾
𝑍𝑒
)︂
− 1
]︂
𝑥(𝑡)− 𝑢(𝑡)
)︂
𝑑𝑡+ 𝜎𝑥|𝑥(𝑡)|𝑑𝑊 𝑥(𝑡) + 𝜎𝑢|𝑢(𝑡)|𝑑𝑊 𝑢(𝑡)
+ 𝜎𝑑𝑊 (𝑡) + 𝜎𝑥𝑑𝑊 𝑥(𝑡) + 𝜎𝑢𝑑𝑊 𝑢(𝑡).
The control-dependent stochastic noise, on the other hand, can be used to represent the
inaccurate implementation of harvest policies or management uncertainty (SETHI et al.,
2005).
We evaluate the performance of the controller by adopting a quadratic discounted
cost over an infinite time horizon. This is equivalent to assume that the operator wishes
to minimize the control effort while striving to maintain the system around the equilib-
rium point. Moreover, this also means that future revenues are discounted to account for
inflation rate, for example. In this case we can then formulate the corresponding optimal
stochastic control problem as
minE
∫︁ ∞
0
𝑒−𝛼𝑡 (𝑥ᵀ(𝑡)𝑄𝑥(𝑡) + 𝑢ᵀ(𝑡)𝑅𝑢(𝑡)) 𝑑𝑡, (5.5)
s.t. 𝑑𝑋(𝑡) = 𝐹 (𝑥(𝑡), 𝑢(𝑡))𝑑𝑡+ ?^?(𝑡)𝑑?^? (𝑡), (5.6)
where 𝐹 (𝑥(𝑡), 𝑢(𝑡)) is replaced by (5.3) or (5.4) according to the chosen growth model.
With the corresponding CVIU models we can design a control strategy as presented
in chapter 2. In the scalar case, the optimal CVIU cost function is symmetric with respect
to the origin, and, starting from the inaction region, where the optimal control policy for
the linear model means 𝑢* = 0 and the value function has the form (2.70)
𝑉 *(𝑥) = 𝑥ᵀ𝑋𝑥+ 1
𝛼
tr (𝑋(𝜎𝜎ᵀ + 𝜎𝑥𝜎ᵀ𝑥 + 𝜎𝑢𝜎ᵀ𝑢)) ,
we use a numerical procedure to approximate the value function from the boundary point
of the inaction region, 𝑥𝑏, until a large enough 𝑥∞. From 𝑥∞ onward, the asymptotic
approximation for the value function (3.15),
𝑉 𝑠𝑎 := 𝑥ᵀ𝑋𝑥+ ⟨𝑣(𝑠), 𝑥⟩+ 𝑙(𝑠),
can be considered valid. From the value function, we can calculate the optimal control
policy for the entire state space, knowing that it assumes the equilibrium value ℎ𝑒 inside
the inaction region and tends asymptotically to a state-feedback form.
Chapter 5. Applications 100
5.5 Numerical experiments
We now discuss some numerical examples related to uncertainties such as those
discussed in the introduction of this chapter to illustrate the use of a controller based
on the CVIU approach in this setting. The first examples were previously presented at
(SILVA et al., 2016).
Our first analysis in that paper, and in the subsequent one (SILVA; do Val, 2016),
was concerned with the relative performance of the CVIU approach when compared with
other methods from the control systems literature. The performance of the proposed
control strategy was then compared with that of an optimal LQG controller, designed
according to the nominal system dynamics. The actual system, as described by (5.1), was
simulated via Monte Carlo evaluations with 50 simultaneous repetitions and a time horizon
of 200 seconds. The stochastic differential equation (5.1) was numerically computed by the
Euler-Maruyama method (HIGHAM, 2001). The dynamics of the harvested population
was described by a logistic (5.1) equation with nominal parameters 𝐾 = 100 and 𝑟 = 0.3.
Moreover, we assumed the system to operate around an equilibrium point 𝑥𝑒 = 3𝐾4 , as
proposed in (ROUGHGARDEN; SMITH, 1996).
A natural question, after a long discussion on the issue of uncertainties in fisheries
management, is to analyze how the system behaves when the parameters on which the
design of the controllers is based differ from the actual values of the system. That is, imag-
ine that the fishery manager designs the harvest policy based on estimated parameters
of the system, say 𝐾 = 90 and 𝑟 = 0.35, for example, but that the actual system oper-
ates according to the model with nominal parameters 𝐾0 = 100 and 𝑟0 = 0.3. Moreover,
consider that the system dynamics is affected by a stochastic disturbance modeled as a
standard, scalar Brownian motion with diffusion coefficient 𝜎 — a type of nature noise
in the CVIU model. For that we, following a numerical experiment proposed in (SOUTO
et al., 2013) and(VAL; SOUTO, 2017), evaluate the performance of the controller as the
mismatch 𝛿 = 𝐴0 − 𝐴 between the actual value of the parameter 𝐴0 = 𝑟0
(︁
1− 2𝑍𝑒
𝐾0
)︁
, for
the local linear model, and the estimated value 𝐴𝑟
(︁
1− 2𝑍𝑒
𝐾
)︁
increases. The relative gain
of the CVIU control cost with relation to the LQG controller is shown in Figure 12. The
plot shows the relative gain as the parameters 𝜎𝑥 and 𝜆𝑢 = 𝜎𝑢𝜎𝑢 , which can be seen as a sort
of design variable in the CVIU case, vary. Here a maximum gain of 13.75% was observed.
We also simulated how fluctuations in the stock levels, modulated by the diffusion
coefficient 𝜎, impact on the controllers performance. For that we assume there is a 20%
difference between the parameter 𝐴 of the local linearized system and the estimate avail-
able during the design phase. Results are shown in figures 13 and 14. In both cases, 𝜎 = 1
or 𝜎 = 2, we observed a maximum gain of about 14% of the CVIU controller.
Following the arguments of (ROUGHGARDEN; SMITH, 1996) and (SETHI et
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Figure 12 – A 50% mismatch between the estimated parameter 𝐴 and the actual system
local approximation 𝐴0. Figure updated from (SILVA et al., 2016).
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Figure 13 – Relative gains when 𝜎 = 1. Figure updated from (SILVA et al., 2016).
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Figure 14 – Relative gains when 𝜎 = 2. Figure updated from (SILVA et al., 2016).
al., 2005), we next evaluate how measurement errors affect the controlled harvest. The
stock level assessment error was modeled as a random variable with uniform distribution
[1 − 𝛿, 1 + 𝛿] which is multiplied by the actual stock level. In Table 1 the relative gains
of the CVIU approach when compared to the LQG controller are shown for 𝛿 = 0.1 and
𝛿 = 0.2.
Table 1 – Simulation results: CVIU gains (%) for stock level assessment errors
𝛿 𝜎𝑥 min mean max
0.1
0.1 -18.27 -5.30 2.32
0.2 -15.47 -3.0 4.20
0.3 -10.91 0.72 6.85
0.4 -4.35 5.76 10.80
0.5 4.17 11.51 14.68
0.2
0.1 -17.95 -5.27 2.22
0.2 -15.64 -3.01 4.21
0.3 -10.53 0.81 6.69
0.4 -4.47 5.74 10.55
0.5 4.17 11.56 14.46
As presented in the works (SETHI et al., 2005) and (ROUGHGARDEN; SMITH,
1996), another uncertainty source consists of harvest implementation errors. Moreover,
examples such as those of the Canadian cod collapse and the disagreements between
different government agencies [(AZEVEDO; PIERRI, 2014)] reinforce the perception that
an evaluation of a possible mismatch between the attempted and the actual harvest might
be interesting. Hence we simulated how the controlled system reacts to such disturbances.
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Similarly to the previous simulation, the attempted control action is multiplied by a
random variable with uniform distribution [1− 𝛿, 1 + 𝛿]. Simulation results are shown in
Table 2.
Table 2 – Simulation results: CVIU gains (%) for implementation errors
𝛿 𝜎𝑥 min mean max
0.1
0.1 -18.22 -5.41 2.27
0.2 -15.68 -3.17 3.84
0.3 -11.08 0.57 6.72
0.4 -4.39 5.59 10.36
0.5 3.98 11.32 14.66
0.2
0.1 -18.30 -5.73 1.62
0.2 -15.91 -3.47 3.63
0.3 -10.95 0.29 6.17
0.4 -4.99 5.25 10.29
0.5 3.32 10.89 13.93
The numerical results presented in Tables 1 and 2 show the CVIU controller,
when calibrated by the parameters 𝜎𝑥 and 𝜆𝑢, performs better than the traditional LQG
controller in the aforementioned scenarios, which were thought so as to mirror the uncer-
tainties in the fisheries management literature.
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6 Conclusion
This thesis brings results collected during the period the student spent as a mas-
ter’s student at the University of Campinas, under supervision from Prof. do Val. Broadly
speaking, the underlying theme of the work presented here was to characterize the CVIU
approach as an alternative method to control uncertain stochastic systems. Having that
in mind, our effort focused on the solution of the control problem by adopting a different
optimization criterion, on the one hand, and relations between the proposed approach
and methods traditionally employed to design controllers tolerant to uncertainties, an on
possible applications of the CVIU approach on the other.
The CVIU control problem: the discounted and long run average cost formulations
As we mentioned in the introduction, the CVIU approach first dealt with a discrete-
time model and a discounted cost control problem, and the results are presented in (PIN et
al., 2009). Following that first conference paper, Prof. do Val and Dr. Souto started to work
on a continuous-time version of the CVIU model, which culminated in the paper (VAL;
SOUTO, 2017), where the continuous-time, discounted cost CVIU problem is discussed
in details. Starting from the solution to the discounted cost problem, we began to analyze
possible relations of the structure of uncertainty representation in the CVIU approach with
models used in the analysis of robust control of stochastic systems. In order to compare the
different performance criteria used in the CVIU and robust control problems, however,
it was necessary to develop a mathematical tool which would allow us to express the
discounted cost functional in terms of the ℋ2 norm of an auxiliary stochastic system, as
discussed in the conference paper (SILVA et al., 2017) and in chapter 4. This tool, on
the other hand, resembles a form of the so-called vanishing discount approach, a typical
approach for the solution of long run average stochastic control problems in terms of
a sequence of corresponding discounted cost problems, which are somewhat easier to
solve. This was the starting point of our discussion on a possible solution of the CVIU
control problem when a different optimization criteria is used. On the one hand, the
basic structure of the CVIU approach should remain the same, since the existence of
the inaction region does not depend on the particular cost structure used. On the other
hand, by adopting a different optimization criteria, we are enriching the CVIU approach
in the sense that we can now use different solutions of the corresponding CVIU control
policy for different objectives: if we want to prioritize short-term optimization, then we
can keep using the discounted cost solution; if our problem otherwise calls for a steady
state solution, then we can now use the long run average case as presented in chapter
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3. Furthermore, the CVIU long run average control problem can be directly related to
models used in robust control of stochastic systems, as we discuss in the following.
The CVIU approach and robust control of stochastic systems
As we mentioned in the introduction, we first began investigating relations between
the CVIU approach and robust stochastic control in our previous conference paper (SILVA
et al., 2017). We previously started from the discounted cost solution to the CVIU control
problem, and connected the discounted and ℋ2 cost functionals via an auxiliary system.
Here, on the other hand, we study the relationship between the CVIU approach and ℋ2
and ℋ∞ robust control problems via the stochastic ℋ2 norm. Recall that the stochastic
ℋ2 norm can be formulated in terms of an average running cost structure (DRAGAN
et al., 2006), and a simple relation between the quadratic cost matrices 𝑄 and 𝑅 of the
quadratic, long run average stochastic control problem, and the observation matrices 𝐶
and 𝐷 of a linear stochastic system can yield a direct relation between the robust and
stochastic control problems. The solution of the CVIU long run average problem can then
be (directly) related to the stochastic ℋ2 control problem. Furthermore, the simulation
results we presented at that conference were based on the comparison between the CVIU
model and a polytopic approach to robust control. A comparison between the CVIU
approach and robust methods specifically aimed at the control of stochastic systems, such
as those presented in (DRAGAN et al., 2006) and (GHAOUI, 1995), however, might be
more adequate. This point was discussed with more details in chapter 4.
Applications
The motivation to use the CVIU approach to design adequate management policies
for fisheries stems from the fact that uncertainties are a recurrent topic in the fisheries
literature and that the CVIU approach is designed to deal with stochastic uncertain
systems, on the one hand, and the presence of the inaction region and its relation with
cautious management practices which may be more stable under a biological point of view,
on the other. That is the point we make in our previous conference papers (SILVA et al.,
2016) and (SILVA; do Val, 2016), and which we discussed in chapter 5. Those papers,
however, are largely based on a control theory point of view — we adopt a quadratic
discounted cost formulation, for example, and do not evaluate the economic rate of return
of the controlled fishery. The topic is explored in more details in Prof. do Val’s paper with
Prof. Guillotreau and Prof. Vallee (VAL et al., 2018), where the authors also discuss the
economic return of fisheries exploited according to a harvest policy based on the CVIU
approach.
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Discrete-time
Our work has dealt primarily with continuous-time stochastic systems, but Prof.
do Val’s group has also been discussing similar points for the discrete-time version of the
CVIU approach, check for example the papers (PEDROSA et al., 2017) and (PIN et al.,
2009).
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ANNEX A – Robust ℋ2 and ℋ∞ control
The theory presented here is largely based on the books “Essentials of Robust
Control” (ZHOU; DOYLE, 1998), “Robust and Optimal Control”(ZHOU et al., 1996)
and “Feedback Control Theory”(DOYLE et al., 1991), and mentions on definitions and
theorems from these books are indicated. We first bring the definition of ℋ2 and ℋ∞
spaces, and the corresponding norms.
Definition A.1 (Definition 4.1 (ZHOU; DOYLE, 1998) ). Let 𝑉 be a vector space over
C. An inner product1 on 𝑉 is a complex-valued function,
⟨·, ·⟩ : 𝑉 × 𝑉 → C
such that for any 𝑥, 𝑦, 𝑧 ∈ 𝑉 and 𝛼, 𝛽 ∈ C
1. ⟨𝑥, 𝛼𝑦 + 𝛽𝑧⟩ = 𝛼⟨𝑥, 𝑦⟩+ 𝛽⟨𝑥, 𝑧⟩
2. ⟨𝑥, 𝑦⟩ = ⟨𝑦, 𝑥⟩
3. ⟨𝑥, 𝑥⟩ > 0 if 𝑥 ̸= 0.
A vector space 𝑉 with an inner product is called an inner product space.
A.1 ℋ2 and ℋ∞ spaces
The inner product as defined above induces the norm
‖𝑥‖ =
√︁
⟨𝑥, 𝑥⟩,
and a complete2 inner product space is called a Hilbert space. The ℋ2 and ℋ∞ spaces are
Hilbert spaces with the corresponding norms defined in the following.
A.1.1 ℋ2 and ℒ2 norms
According to (ZHOU; DOYLE, 1998, Ch. 4), (ZHOU et al., 1996, Ch. 4) we have
Definition (ℒ2(𝑗R) Space). ℒ2(𝑗R) is a Hilbert space consisting of complex matrix func-
tions F for which the integral ∫︁ ∞
∞
tr[𝐹 *(𝑗𝜔)𝐹 (𝑗𝜔)𝑑𝜔] <∞.
1 Also dot or scalar product.
2 A space X is said to be complete if every Cauchy sequence in X converges to a point in it.
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For 𝐹,𝐺 ∈ ℒ2 the inner product is defined as
⟨𝐹,𝐺⟩ := 12𝜋
∫︁ ∞
∞
tr[𝐹 *(𝑗𝜔)𝐺(𝑗𝜔)𝑑𝜔]
and the corresponding norm given by
‖𝐹‖2 :=
√︁
⟨𝐹, 𝐹 ⟩.
Definition (ℋ2 Space). ℋ2 is a subspace of ℒ2(𝑗R) with matrix functions analytic3 in
the open right half-plane and induced norm
‖𝐹‖22 =
1
2𝜋
∫︁ ∞
∞
tr[𝐹 *(𝑗𝜔)𝐹 (𝑗𝜔)]𝑑𝜔.
If the matrix (transfer) function 𝐹 is stable, we can apply Parseval’s theorem to
get a representation of the ℋ2 norm in the time-domain,
‖𝐹‖22 =
∫︁ ∞
∞
|𝐺(𝑡)|2𝑑𝑡.
Moreover, if we consider a state-space realization of 𝐹 given by⎧⎪⎨⎪⎩ 𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵𝑢(𝑡))𝑑𝑡,𝑦(𝑡) = 𝐶𝑥(𝑡), (A.1)
where the matrix 𝐴 is stable, then the ℋ2 norm of the system can be calculated by
‖𝐹‖22 = tr(𝐵*𝐿𝑜𝐵) = tr(𝐶𝐿𝑐𝐶*), (A.2)
with 𝐿𝑜 and 𝐿𝑐 the observability and controllability Gramians associated to the system.
In the above representation, the matrix 𝐷 is suppressed so that the ℋ2 norm is finite.
The Gramians can be obtained by Lyapunov equations,
𝐴𝑃 + 𝑃𝐴* +𝐵𝐵* = 0, 𝐴*𝑄+𝑄𝐴+ 𝐶*𝐶 = 0. (A.3)
The ℒ2 and ℋ2 norms are related to the internal energy of a system.
A.1.2 ℋ∞ and ℒ∞ norms
Once again we refer to (ZHOU; DOYLE, 1998) and (ZHOU et al., 1996) for the
following definitions.
Definition (ℒ∞ Space). ℒ∞ is a Banach space4 of functions bounded on 𝑗R. The corre-
sponding norm is defined as
‖𝐹‖∞ := ess sup
𝜔∈R
𝜎[𝐹 (𝑗𝑤)].
3 A function is analytic in a region ℛ if it is differentiable at each point of ℛ.
4 Hilbert spaces are special cases of Banach spaces (for example 𝐿𝑝 is a Banach space but not a Hilbert
space for 𝑝 ̸= 2.). A Banach space is a complete normed linear space, i.e., a normed linear space with
the property that all Cauchy sequences are convergent. A Hilbert space is a complete inner product
space, i.e., a Banach space with norm determined by an inner product.
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Here, 𝜎(𝐴) represents the largest singular value of 𝐴.
Definition (ℋ∞ Space). ℋ∞ is a closed subspace of ℒ∞ with functions analytic and
bounded in the open right-half plane. The corresponding norm is given by
‖𝐹‖∞ := sup
𝜔∈R
𝜎[𝐹 (𝑗𝑤)].
The ℋ∞ norm can also be calculated in the state space formulation. Differently
from the ℋ2 case, there is not a closed solution, but the following lemma yields an upper
bound for the ℋ∞ norm, and one can find, by successive iterations — using the bisection
algorithm for example —, the value corresponding to the ℋ∞ norm (ZHOU; DOYLE,
1998).
Lemma A.1 (Lemma 4.5 (ZHOU; DOYLE, 1998)). Let 𝛾 > 0 and
𝐺(𝑠) =
⎡⎢⎢⎣ 𝐴 𝐵
𝐶 𝐷
⎤⎥⎥⎦ ∈ ℛℒ∞ (A.4)
Then ‖𝐺‖∞ < 𝛾 if and only if 𝜎(𝐷) < 𝛾 and the Hamiltonian matrix H has no eigenvalues
on the imaginary axis where
𝐻 :=
⎡⎣ 𝐴+𝐵𝑅−1𝐷*𝐶 𝐵𝑅−1𝐵*
−𝐶 * (𝐼 +𝐷𝑅−1𝐷*)𝐶 −(𝐴+𝐵𝑅−1𝐷*𝐶)*
⎤⎦ (A.5)
and 𝑅 = 𝛾2𝐼 −𝐷 *𝐷.
In the above lemma, ℛℒ∞ is the rational subspace of ℒ∞; it consists of all proper
and real rational transfer matrices with no poles on the imaginary axis.
For a single-input, single-output system, the ℋ∞ norm can be seen as the largest
possible amplitude gain of the system response to sinusoidal inputs, and this observation
can be extended to multiple-input, multiple-output systems (ZHOU; DOYLE, 1998). The
ℋ∞ norm of a system 𝐺(𝑠) can therefore be portrayed in a worst-case formulation,
‖𝐺‖∞ = sup
𝜔∈𝐿2
‖𝜔‖2 ̸=0
‖𝐺𝜔‖2
‖𝜔‖2 , (A.6)
indicating the worst-possible effect of a bounded disturbance 𝜔 on the system output 𝐺𝜔.
A.2 The ℋ2 optimal control problem
Consider a system 𝐺 described by
?˙?(𝑡) = 𝐴𝑥(𝑡) +𝐵1𝑤(𝑡) +𝐵2𝑢(𝑡)
𝑧(𝑡) = 𝐶1𝑥(𝑡) +𝐷12𝑢(𝑡)
𝑦(𝑡) = 𝐶2𝑥(𝑡) +𝐷21𝑤(𝑡),
(A.7)
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where 𝑥(𝑡) stands for the system state, 𝑦(𝑡) is the measured output, 𝑢(𝑡) the control input,
𝑤(𝑡) a disturbance input, and 𝑧(𝑡) the controlled output. The state space representation
of the system can also be given by
𝐶 =
⎡⎢⎢⎢⎣
𝐴 𝐵1 𝐵2
𝐶1 𝐷11 𝐷12
𝐶2 𝐷21 𝐷22
⎤⎥⎥⎥⎦ , (A.8)
where 𝐷11 and 𝐷22 are both 0, so that the ℋ2−norm of the closed-loop system is finite.
We also make the following assumptions on the matrices of the above system
1. (𝐴,𝐵2) is stabilizable and (𝐶2, 𝐴) is detectable;
2. 𝑅1 = 𝐷*12𝐷12 > 0 and 𝑅2 = 𝐷*21𝐷21 > 0;
3.
⎡⎣𝐴− 𝑗𝜔𝐼 𝐵2
𝐶1 𝐷12
⎤⎦ has full column rank for all 𝜔;
4.
⎡⎣𝐴− 𝑗𝜔𝐼 𝐵1
𝐶2 𝐷21
⎤⎦ has full row rank for all 𝜔.
The ℋ2 problem can then be stated as (ZHOU; DOYLE, 1998):
ℋ2 Problem The ℋ2 control problem is to find a proper, real-rational con-
troller 𝐾 which stabilizes 𝐺 internally and minimizes the ℋ2−norm of the
transfer matriz 𝑇𝑧𝑤 from 𝑤 to 𝑧.
Under the previous assumptions, we get a closed-form solution for the general output-
feedback ℋ2 control problem, given by Theorem 13.7 on (ZHOU; DOYLE, 1998). In the
state-feedback case, a simpler solution can be obtained. For that, consider the algebraic
Riccati equation(ARE)
𝐴ᵀ𝑋 +𝑋𝐴−𝑋𝐵2(𝐷ᵀ12𝐷12)−1𝐵𝑇2 𝑋 + 𝐶𝑇1 𝐶1 = 0, (A.9)
and let 𝑋 its unique symmetric positive solution. Then the minimizing state-feedback
controller is given by
𝑢(𝑡) = 𝐾opt𝑥(𝑡),
with 𝐾opt = −(𝐷ᵀ12𝐷12)−1𝐵𝑇2 𝑋.
A.3 The ℋ∞ optimal control problem
Theℋ∞ control problem traces its roots to the seminal paper from Zames (ZAMES,
1981), and was originally cast in the time-domain. Since our aim here is to relate robust
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control methods to the stochastic models previously discussed, we focus on the state-space
representation.
In the deterministic case the ℋ∞ control problem corresponds to the search for
admissible controllers 𝐾(𝑠) that minimize the ℋ∞-norm of the closed-loop system. Find-
ing an optimal ℋ∞ controller, however, is challenging and computationally expensive,
and one usually goes for sub-optimal controllers which have norm close to that of the
(theoretical) optimal controller yet are easier to obtain (ZHOU; DOYLE, 1998). In this
sense an alternative formulation for the ℋ∞ control problem can be stated as (ZHOU;
DOYLE, 1998, Ch. 14)
Sub-optimal ℋ∞ Given 𝛾 > 0, find all admissible controllers 𝐾(𝑠), if there
are any, such that ‖𝑇𝑧𝑤‖∞ < 𝛾.
In the above definition ‖𝑇𝑧𝑤‖∞ corresponds to the ℋ∞-norm of the closed-loop system.
We assume the controlled system has a state-space realization given by
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) +𝐵1𝑤(𝑡) +𝐵2𝑢(𝑡))𝑑𝑡
𝑧(𝑡) = 𝐶1𝑥(𝑡) +𝐷12𝑢(𝑡)
𝑦(𝑡) = 𝐶2𝑥(𝑡) +𝐷21𝑤(𝑡),
(A.10)
and the pairs (𝐴,𝐵1), (𝐴,𝐵2), (𝐶1, 𝐴), (𝐶2, 𝐴) are respectively controllable, stabilizable,
observable and detectable. We also assume the following holds
𝐷*12
[︁
𝐶1 𝐷12
]︁
=
[︁
0 𝐼
]︁
,⎡⎣𝐵1
𝐷21
⎤⎦𝐷21 =
⎡⎣0
𝐼
⎤⎦ . (A.11)
Under these conditions, Theorem 14.1 on (ZHOU; DOYLE, 1998) is valid, and one can
solve the (suboptimal) deterministic ℋ∞ control via an optimization procedure.
The ℋ∞ control problem has yet an interpretation in terms of minimax games
(BAŞAR; BERNHARD, 2008), with the controller seen as the minimizing player, and
the disturbance as the maximizing player. The problem involves then minimization of the
parametrized cost (BAŞAR; BERNHARD, 2008; ZHOU; DOYLE, 1998)
𝐽𝛾(𝑢,𝑤) := ‖𝑇𝑧𝑤‖2 − 𝛾2‖𝑤‖2. (A.12)
