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ABSTRACT
We present the second major release of data from the SAMI Galaxy Survey. Data
Release Two includes data for 1559 galaxies, about 50% of the full survey. Galaxies
included have a redshift range 0.004 < z < 0.113 and a large stellar mass range
7.5 < log(M?/M) < 11.6. The core data for each galaxy consist of two primary
spectral cubes covering the blue and red optical wavelength ranges. For each primary
cube we also provide three spatially binned spectral cubes and a set of standardised
aperture spectra. For each core data product we provide a set of value-added data
products. This includes all emission line value-added products from Data Release
One, expanded to the larger sample. In addition we include stellar kinematic and
stellar population value-added products derived from absorption line measurements.
The data are provided online through Australian Astronomical Optics’ Data Central.
We illustrate the potential of this release by presenting the distribution of ∼ 350, 000
stellar velocity dispersion measurements from individual spaxels as a function of R/Re,
divided in four galaxy mass bins. In the highest stellar mass bin (log(M?/M) > 11), the
velocity dispersion strongly increases towards the centre, whereas below log(M?/M) <
10 we find no evidence for a clear increase in the central velocity dispersion. This
suggests a transition mass around log(M?/M) ∼ 10 for galaxies with or without a
dispersion–dominated bulge.
Key words: galaxies: general - galaxies: kinematics and dynamics - galaxies: abun-
dances - galaxies: star formation - galaxies: stellar content - astronomical data bases:
surveys
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1 INTRODUCTION
Galaxies are composed of multiple distinct components, such
as thin and thick disk, bulge, bar(s), spiral arms, ring(s) and
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many others. As well as having different spatial structure,
these components can also differ in terms of their kinematics
and their compositions; either narrowly in terms of differing
chemistry, or more broadly into stellar, gaseous and dark
matter. Determining how these distinct components interact
and change over time is critical to a deeper understanding
of galaxy evolution (e.g., Mo et al. 2010).
Spatially resolving galaxies is essential to understand
the different components. While imaging studies, particu-
larly multi-wavelength imaging, can begin to disentangle
these components, access to kinematic and chemical separa-
tion is largely unavailable. Spatially resolved spectroscopy is
ideally suited to this task, as the simultaneous separation of
the observed light, both spectrally and spatially, provides the
most detailed dissection of the internal structure of galaxies
currently available (e.g., Cappellari 2016).
The challenge of spatially resolved spectroscopy is that
spreading the light out both spatially and spectrally drasti-
cally reduces the signal-to-noise ratio (S/N) per resolving el-
ement. This limitation has restricted initial work in this area
to relatively small samples of objects, or to specific classes
of object that are more easily observed. While these kinds
of studies have been very successful in addressing the role
of specific physical processes that shape galaxies, a broader
view is required to develop a holistic understanding of galaxy
evolution.
Galaxies are very diverse, and the physical processes
involved in galaxy evolution are many and varied. To fully
understand the primary drivers of galaxy evolution one re-
quires large samples that encompass the complete diversity
of the galaxy population. This can be achieved with spatially
resolved spectroscopy by either investing large amounts of
telescope time with a single-object instrument, e.g. surveys
with N > 250, ATLAS3D (Cappellari et al. 2011) and CAL-
IFA (Sa´nchez et al. 2012), or through the use of a multi-
plexed integral field spectrograph, such as SAMI (Croom
et al. 2012), MaNGA (Bundy et al. 2015) or KMOS (Wis-
nioski et al. 2015; Stott et al. 2016). Since the beginning of
this decade, large integral field spectroscopy surveys such as
these, have been assembling samples of hundreds or thou-
sands of galaxies, allowing us to dissect, in detail, the entire
population of local galaxies.
Green et al. (2018, SAMI Data Release 1, hereafter
DR1) discussed the broad role integral field spectroscopy
has played in furthering our understanding of galaxies. In
the current release we hope to push forward the exploration
of new analyses that utilise the full power of combining emis-
sion, absorption and dynamical measurements by providing
extensive value added data products.
In this paper we present the second public release (DR2)
of SAMI Galaxy Survey observations, including both fully
processed spectral data cubes and a large array of derived
science products that enable an extremely broad approach
for studying galaxies. In Section 2 we briefly review the sur-
vey and instrument design and progress on observing and
processing the data since DR1. In Section 3 we describe the
galaxies presented in this sample. In Section 4 we describe
the core data of this release; spatially resolved spectral cubes
and additional spectral data derived from these cubes, and
the quality of the data. In Section 5 we describe the emis-
sion line products included in this release, with a focus on
changes since DR1, and in Section 6 we describe the new
absorption line products being released for the first time. Fi-
nally, in Section 7 we describe how this data can be accessed
through the Data Central web service and provide an exam-
ple science use of these data to illustrate the potential power
of this data release. Throughout this release we adopt the
concordance cosmology: (ΩΛ,Ωm, h) = (0.7, 0.3, 0.7) (Hinshaw
et al. 2009).
2 THE SAMI GALAXY SURVEY
The SAMI Galaxy Survey (Bryant et al. 2015) is a spatially
resolved spectroscopic survey of a large sample of nearby
(z . 0.1) galaxies, conducted with the Sydney – Australian
Astronomical Observatory Multi-Object Integral Field Spec-
trograph (SAMI, Croom et al. 2012).
The SAMI instrument is a multi-object Integral Field
Spectrograph (IFS) mounted at the prime focus of the 3.9m
Anglo-Australian Telescope (AAT). SAMI uses 13 fused
optical fibre bundles (hexabundles; Bland-Hawthorn et al.
2011; Bryant et al. 2011, 2014) that can be deployed across
a 1 degree diameter field of view. Each hexabundle consists
of 61 closely packed optical fibres, where each fibre has a di-
ameter of 1.6 arcsec, resulting in an integral field unit (IFU)
with a diameter of 15 arcsec and a fill factor of 75 per cent;
26 additional fibres provide simultaneous blank sky obser-
vations.
SAMI feeds the AAOmega optical spectrograph (Sharp
et al. 2006). The SAMI Galaxy Survey makes use of the
580V and 1000R gratings, with a dichroic to split the light
at 5700 A˚ between the two spectrograph arms. The precise
wavelength coverage and spectral resolution of this instru-
mental set up is given in Table 1.
2.1 Survey sample and observing status
The selection of the SAMI Galaxy Survey sample is de-
scribed in detail in Bryant et al. (2015), with further details
in Owers et al. (2017). Here we briefly summarise the pri-
mary sample and describe the status of secondary targets.
The SAMI Galaxy Survey sample consists of two sepa-
rate but complementary samples with matched selection cri-
teria; a SAMI-GAMA sample drawn from the Galaxy And
Mass Assembly (GAMA) survey (Driver et al. 2011) and an
additional cluster sample. The SAMI-GAMA sample con-
sists of a series of volume-limited samples, where the stellar
mass limit for each sample increases with redshift. Stellar
masses are estimated from the rest-frame i-band absolute
magnitude and g − i colour by using the colour-mass rela-
tion following the method of Taylor et al. (2011), assuming
a Chabrier (2003) stellar initial mass function (IMF) and
exponentially declining star formation histories. The SAMI-
GAMA sample is drawn from the three 4 × 12 degree fields
of the initial GAMA-I survey (Driver et al. 2011). These re-
gions include galaxies in a range of environments, from iso-
lated up to massive groups, but do not contain any galaxy
clusters within the z ≤ 0.1 SAMI limit. To complete the en-
vironmental coverage, the SAMI Galaxy Survey includes an
additional cluster sample, drawn from eight z ≤ 0.1 clusters,
described in Owers et al. (2017). The same stellar mass se-
lection limits were applied to the cluster sample as for the
main sample. In practice, for the clusters with z < 0.045 we
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target cluster galaxies with log(M?/M) > 9.5, and for the
clusters with 0.045 < z < 0.06 we target cluster galaxies with
log(M?/M) > 10.0.
In addition, a sample of secondary target galaxies is
defined by galaxies with slightly lower stellar mass cuts in
each redshift bin, along with high mass (log(M?/M) > 10.9)
galaxies at slightly higher redshift (0.095 < z < 0.115). The
secondary targets were observed when a hexabundle could
not be allocated to a primary target. This became neces-
sary as the completeness of the survey grew. In the final
semester of observations an extra set of ancillary galaxies
were needed to occupy all hexabundles. These were primar-
ily drawn from GAMA galaxies that are in pairs or groups
with SAMI galaxies but did not meet the stellar mass cuts of
the original selection criteria. None of the ancillary targets
are included in DR2.
Survey observations began in March 2013 and were com-
pleted in May 2018. There were a total of 250 observing
nights, spread over 34 individual observing runs. At the
completion of survey observing, just over 3000 total galaxies
were observed. The primary sample was observed to a com-
pleteness of 80% and 84% in the GAMA and cluster regions
respectively with 1930 and 724 unique primary targets in
those regions.
2.2 Data reduction
The reduction of SAMI data and the production of data
cubes is described fully in Allen et al. (2015) and Sharp
et al. (2015). Here we briefly summarise the process and in
the following section describe in detail the changes since the
previous release.
SAMI data reduction broadly falls into two phases; the
extraction of row stacked spectra (RSS) from raw obser-
vations, and the construction of data cubes from the RSS
frames. The creation of RSS frames is handled by the 2dfDR
data reduction package1. Cube creation is carried out using
the SAMI Python package (Allen et al. 2014), and the en-
tire process is automated using the ‘SAMI Manager’, part
of the SAMI Python package.
Initial reduction consists of the standard steps of over-
scan subtraction, spectral extraction, flat fielding, fibre
throughput calibration, wavelength calibration and sky sub-
traction. These steps are all accomplished with 2dfDR, and
result in one RSS frame per observation. Each RSS frame
contains data for 12 galaxies and a single calibration star for
secondary spectrophotometric calibration and telluric cor-
rection.
Relative and absolute flux calibration and telluric cor-
rection are applied to each RSS frame using the SAMI
Python package. The flux-calibrated RSS frames are com-
bined into three-dimensional data cubes by resampling onto
a regular grid. This combination includes dither registra-
tion and differential atmospheric refraction correction and
an additional absolute flux calibration step. The result is a
three-dimensional (two spatial and one spectral) data cube.
Covariance between spaxels is calculated and stored within
the cubes in a compressed form (see Sharp et al. 2015, for de-
1 https://www.aao.gov.au/science/software/2dfdr
tails). Binned cubes and aperture spectra are also produced
at this stage — see Sections 4.2 and 4.3 for details.
2.2.1 Changes between DR1 and DR2
For this release, we use the SAMI Python package snap-
shot identified as mercurial changeset 17ebc0ff0a1c, and
2dfDR version 6.65. Several aspects of the data reduc-
tion have been improved between these software versions
and those used for DR1, which we document in detail be-
low. In addition, the SAMI Python package has experi-
enced some quality-of-life improvements including: optimi-
sation of computationally-intensive aspects of the package as
compiled C code, support for Python 3 compatibility and
increased terminal feedback during data reduction. Three
main aspects of the data reduction have been improved for
this release. They are: extraction of spectra, flat-fielding and
wavelength calibration.
Spectral extraction requires an accurate trace of the fi-
bre locations across the detector. These traces (that we call
a tram-line map) are derived from a calibration frame, and
are based on Gaussian profile fits to each fibre in the spa-
tial direction. This fit is repeated for each CCD column and
the resulting fibre locations are then fitted with a smoothly
varying function. For DR1 and earlier releases, this tram-
line map was determined from dome flat calibrations taken
as part of a standard science observation sequence. How-
ever, the dome flat frames have relatively low counts below
∼ 4000 A˚, resulting in higher uncertainties in the tram-line
maps in the far blue. For DR2 we used twilight sky frames to
derive tram line maps, resulting in more accurate traces be-
low ∼ 4000 A˚ with improved spectral extraction and reduced
cross-talk between adjacent fibres. Where twilight sky obser-
vations are not available for a given field, we use twilights
from different fields. To account for shifts between tram-line
maps from different fields (and on occasion different nights)
we measure a 1D (in the spatial direction on the CCD) cross-
correlation between the image frames used to generate the
tram-line map and the object frame to be extracted. This
also corrects for the small shift caused by the boiling-off
of liquid nitrogen in the dewars attached to AAOmega’s
cameras (Sharp et al. 2015). The cross-correlation is done
in 16 × 16 blocks across the CCD and then averaged (with
outlier rejection). This approach allows us to estimate un-
certainty on the measured tram-line shift, which is typically
a few thousandths of a pixel (standard error on the mean).
Once small bulk shifts in the fibre positions are taken into
account we find no difference to final data quality when us-
ing a tram-line map derived from a different field. In addi-
tion, we have improved the preliminary scattered light model
applied before fitting the fibre profiles, which again results
in improved spectral extraction, particularly at bluer wave-
lengths where scattered light represents a larger fraction of
the total counts.
Fibre flat-fielding in DR1 also used dome flat observa-
tions, which, as noted above, suffer from reduced counts at
bluer wavelengths. In DR2 we instead used twilight sky ob-
servations (where available) that have significantly higher
counts at the bluer wavelengths, compared to dome flats. In
DR1, at wavelengths below ∼ 4000 A˚, variations in the fi-
bre flat-field with fibre number were caused by unaccounted
for scattered light (at the level of a few tens of counts).
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Figure 1. Histograms showing the distribution of DR2 galaxy properties (gray histograms) with respect to the full SAMI-GAMA sample
(clear histograms). From left to right the panels show the distribution with: redshift, log stellar mass M? and log effective radius Re.
The DR2 sample is unbiased with respect to the complete, volume limited SAMI–GAMA parent sample.
This issue resulted in large, unphysical variations in the fi-
bre flat-field frame at blue wavelengths. The increased blue
counts in the twilight sky frames largely eliminates this is-
sue. While the twilight sky has considerable spectral struc-
ture, once this is divided by the mean spectrum, the resid-
ual structure is small (a few per cent in the strongest spec-
tral features, e.g. the CaII H and K lines). This remaining
structure was removed by fitting a B-spline (with 16 knots
positioned uniformly along the spectrum), including sigma
clipping of outlying points. This effective smoothing of the
fibre flat–field is appropriate as small-scale pixel-to-pixel dif-
ferences in CCD response have already been removed at an
earlier stage. Therefore the fibre flat-field is only removing
any residual difference in the slowly varying wavelength re-
sponse of the system. Any individual outlying fibres were
identified and replaced by comparison with a median stack
of at least five twilight sky observations, before applying the
fibre flat field to the science frames. Further, the colour re-
sponse of the SAMI fibres is stable over an observing run,
such that the RMS scatter between fibre flat-fields derived
from twilight frames is 0.5 per cent or less (typically 0.2–0.3
per cent).
The resampling of the data onto a calibrated wavelength
axis has been modified in two ways that do not affect the
quality of the wavelength calibration but instead improve
the usability of the data. First, all SAMI Galaxy Survey data
is now sampled onto a single, common wavelength scale, 3650
– 5800 A˚ in the blue and 6240 – 7460 A˚ in the red (with dis-
persions of 1.050 A˚ pixel−1 and 0.596 A˚ pixel−1 respectively).
This uniformity facilitates the combining of data observed
under different central wavelength settings without the need
for a second resampling of the data. Secondly, at the time of
resampling, the data are automatically corrected to a helio-
centric frame. Both the heliocentric velocity correction and
fixed wavelength range modifications are applied within the
wavelength calibration step of data reduction, so no new
interpolations of the data are required. The modified wave-
length range compared to DR1 results in a very small (1–2%)
reduction in spectral sampling.
Finally, we note the recently discovered issue of weak
charge–traps in the new (installed in mid-2014) red arm
CCD of AAOmega (Lidman et al. 2018). There are a small
number of partial rows (typically a few tens of pixels in
length) that have shallow traps (typically a few tens of
counts). These are located near the top of the new AAOmega
red CCD. These have not been corrected in the current DR2
data, but will be in future releases. The impact of these
features in the current DR2 data is that for galaxies with
data near the top of the detector (FITS header keyword
IFUPROBE=1 in the final cubes), there can be a small num-
ber of spectra that show small (few tens of counts) dips in
the final cubes.
3 DATA RELEASE 2
The SAMI Galaxy Survey Second Public Data Release
(DR2) sample consists of 1559 unique galaxies. This sam-
ple represents all SAMI Galaxy Survey galaxies observed up
to the 1st July 2017 that lie in the GAMA regions of the
survey and for which all value–added products have been
derived. In addition we require that all galaxies satisfy a
set of quality criteria. Their data must consist of at least 6
observations (out of the 7 nominal dither positions) where
each observation has i) a measured point spread function
(PSF), derived from a Moffat profile fit, with Full Width at
Half Maximum (FWHM) better than 3.1 arc seconds and
ii) atmospheric transmission better than 55 per cent. These
criteria result in 72 galaxies being excluded from DR2. One
further observed galaxy is rejected due to being an ancil-
lary target that was not part of the GAMA survey and so
lacks important supporting photometric data. Of the 1632
galaxies eligible for DR2 we therefore reject 73, for a final
sample of 1559 unique galaxies. This sample represents ap-
proximately a factor of 2 increase over DR1. The remaining
galaxies will be made publicly available as part of a future
data release.
The galaxies in DR2 span a broad range in stellar mass,
M?, effective radius, Re, redshift and visual morphology. M?,
Re and redshift (along with a number of other general galaxy
properties) are provided by the GAMA survey (Driver et al.
2011; Bryant et al. 2015). Visual morphology classification
has been performed taking advantage of SDSS DR9 gri
colour images, as discussed in Cortese et al. (2016). Briefly,
galaxies are first divided into late- and early-types according
to the presence/absence of spiral arms and/or signs of star
formation. Pure bulges are then classified as ellipticals (E)
and early-types with disks as S0s. Similarly, late-types with
only a disk component are Sc or later, while disk plus bulge
late types are Sa–Sb.
All votes (varying between 8 and 14 individuals) are
then combined. For each galaxy, the morphological type with
MNRAS 000, 1–23 (2018)
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Figure 2. SAMI-AAOmega spectral resolution in the blue arm and the red arm derived from reduced arc-line frames. Panel a,b,e,f
shows: the FWHM distribution, FWHM versus fibre number, FWHM versus wavelength, and FWHM versus date in the blue data (note
that dates are linearly spaced on frame number, not time), and similar for Panel c,d,g,h for the red data.
Table 1. SAMI spectral resolution parameters in blue and red. This table gives an overview of the wavelength range (λrange), central
wavelength (λcentral), median FWHM of the best-fitting Gaussian to the spectral instrumental LSF in A˚, the standard deviation of this
Gaussian in A˚, the spectral resolution at λcentral (Rλ−central), the velocity resolution (FWHM) in km s−1 (∆v), and the dispersion resolution
(1σ) in km s−1 (∆σ).
Arm λrange [A˚] λcentral [A˚] FWHM [A˚] σ [A˚] Rλ−central ∆v [ km s−1] ∆σ [ km s−1]
Blue 3750-5750 4800 2.66+0.076−0.070 1.13 1808 165.9 70.4
Red 6300-7400 6850 1.59+0.049−0.040 0.68 4304 69.7 29.6
at least two thirds of the votes is chosen. If no agreement is
found, adjacent votes are combined into intermediate classes
(E/S0, S0/Sa, Sbc) and, if the two-thirds threshold is met,
the galaxy is given the corresponding intermediate type.
When no agreement is reached, a new round of classifications
is performed. However, this time the choice is limited to the
two types with the most votes during the first iteration, with
the galaxy being marked as unclassified if agreement is still
not reached. For galaxies in DR2, 1450 galaxies (93 per cent)
have been successfully classified during the first step, 46 (3
per cent) required a second iteration and for 63 (4 per cent)
no agreement was found even after the second iteration.
Fig. 1 shows that the DR2 sample is unbiased with re-
spect to the SAMI–GAMA parent sample in stellar mass,
effective radius and redshift. We do not show the compari-
son for morphology because morphological classifications are
not available for the full parent sample. These general galaxy
properties are provided in the DR2 sample table included in
this release.
3.1 Data quality
3.1.1 Spectral resolution
In this section we describe the spectral resolution as de-
rived from SAMI-AAOmega data using reduced arc-line
frames. We follow the method outlined in van de Sande
et al. (2017b) that has been implemented in 2dfDR (Beta
Version 6.65). The FWHM of the spectral instrumental line-
spread-function (LSF) is derived using a Gaussian function,
which is a good approximation for the SAMI-AAOmega LSF
(van de Sande et al. 2017b). 2dfDR fits 24 unsaturated, un-
blended CuAr arc lines in the blue arm, and 12 lines in the
red arm for all 819 fibres. The instrumental resolution over
the entire wavelength region is derived from interpolating
over individual arc-lines. Thus for every arc-line frame, we
obtain a spectral resolution map of wavelength versus fibre
number. We then calculate the spectral resolution maps for
all 942 arc-line frames between 05/03/2013 to 26/09/2017.
All data are combined into a three dimensional array with
dimensions wavelength, fibre number, and observation date.
In order to show the FWHM as a function of one dimen-
sion (e.g., wavelength, fibre number, or date), we will first
collapse the three dimensional array along the two other di-
mensions using a median.
MNRAS 000, 1–23 (2018)
6 N. Scott et al.
4000 4500 5000 5500
Wavelength (Angstroms)
0
5
10
15
20
25
Fi
br
e 
nu
m
be
r
0.15
0.10
0.05
0.00
0.05
0.10
0.15
fra
ct
io
na
l s
ky
 re
sid
ua
l
4000 4500 5000 5500
Wavelength (Angstroms)
0
5
10
15
20
25
Fi
br
e 
nu
m
be
r
0.15
0.10
0.05
0.00
0.05
0.10
0.15
fra
ct
io
na
l s
ky
 re
sid
ua
l
6500 6750 7000 7250
Wavelength (Angstroms)
0
5
10
15
20
25
Fi
br
e 
nu
m
be
r
0.0500
0.0333
0.0167
0.0000
0.0167
0.0333
0.0500
fra
ct
io
na
l s
ky
 re
sid
ua
l
Figure 3. The median fractional residuals in sky subtraction for SAMI sky fibres. From left to right we show the old residuals from
DR1 in the blue, the new residuals for DR2 in the blue, and the new residuals for DR2 in the red (unchanged from DR1). For each sky
fibre the flux is summed within 20 uniform bins in wavelength before determining the fractional residual. The median residual within
each bin is then calculated across all object frames within the survey. Various low level systematic trends can be seen, including increased
residuals for the sky fibres at the very edges of the slit.
In Fig. 2 we present the spectral resolution distribu-
tions, and the key resolution quantities for SAMI are given
in Table 1. We show the distribution of the spectral reso-
lution in Fig. 2a,c, where we have taken the median along
the fibre number dimension to reduce the number of FWHM
values. We find that the distribution of the FWHM is more
skewed in the red than the blue. There are small but sig-
nificant resolution changes from fibre-to-fibre and with fibre
position on the detector (Fig. 2b,d). In the blue, the reso-
lution (FWHM) changes from ∼ 2.55 A˚, at the “bottom” of
the detector to ∼ 2.7 A˚ two thirds up (fibre 600). In the red,
the fibre-to-fibre resolution also changes with fibre position
on the detector, from 1.55 A˚ for fibre 1 to a maximum of
1.65 A˚ around fibre ∼ 500.
We find a decrease in FWHM (increase in resolution)
as a function of wavelength as shown in Fig. 2e,g. For the
blue arm, the FWHM changes from 2.75 A˚ at 3700 A˚ to 2.6
A˚ at 5500 A˚; for the red we find FWHM=1.65 A˚ at 6300
A˚ to 1.57 A˚ at 7000 A˚, but then stays constant. Finally, in
Fig. 2f,h, we present the spectral resolution as a function
of observing date. We find a change in the blue FWHM at
the start of 2014, when the blue CCD was replaced (with an
identical CCD, but with fewer cosmetic defects). However,
the change is small (∼ 1 percent) and no greater than other
changes at other times. In the red arm, we see a drop of ∼ 4
percent in the FWHM starting from October 2014 onwards.
This drop coincides with the time when the red CCD was
upgraded.
In summary, in the blue arm, we find a median res-
olution of: FWHMblue = 2.66 A˚, and in the red arm of:
FWHMred = 1.59 A˚. The fibre-to-fibre FWHM variation is
0.048 A˚ (RMS scatter) in the blue and 0.030 A˚ in the red.
Over a period of four years, we find FWHM variations of
0.016 A˚ in the blue arm, and 0.024 A˚ in the red arm. The
FWHM decreases with increasing wavelength in the blue
arm by 0.051 A˚, and red arm by 0.031 A˚.
3.1.2 Sky subtraction accuracy
The improvements to profile measurement and fibre flat
fielding outlined in Section 2.2.1 lead to a substantial re-
duction in systematic sky subtraction residuals, particularly
in the blue arm of the spectrograph. In Fig. 3 we show the
median fractional sky subtraction residuals across 1750 in-
dividual data frames (for exposures of at least 900s), in 20
wavelength bins for each sky fibre in each arm of the spec-
trograph. The sky fibres are uniformly distributed along the
slit, so systematic variations with sky fibre number relate to
variations along the slit. There is no change in the red arm
residuals between DR1 and DR2. The DR2 residuals in the
blue arm (Fig. 3, centre) are significantly reduced compared
to the same measurement from DR1 (Fig. 3, left), particu-
larly at the corners of the CCD. This reduction is because
the new approach to fibre flat–fielding reduces the impact
of ghost features present at these locations in the AAOmega
spectrograph. Previously these features were at the level of
up to ∼ 20%, but are now reduced to ∼ 5% or less. Other
weak systematic features remain, including a gradient at the
level of ∼ 1% from top to bottom of the CCD, higher residu-
als for the slit end fibres (fibres 1 and 26) and an increase for
all fibres at the blue end. This last feature is largely driven
by reduced S/N at the blue end of the blue arm, rather than
any actual systematic reduction in sky subtraction accuracy.
We perform a second test of DR2 data quality that ex-
amines our improved spectral extraction and sky subtraction
(see Section 2.2.1). As we saw in Fig. 3, there is a significant
improvement in sky subtraction below 4000A˚ at the top and
bottom of the detector. This most strongly influences IFUs
number 1 and 13 that are located at either end of the spec-
trograph slit. To demonstrate the improvement we measure
the D4000n (Balogh et al. 1999) and HδA (Worthey & Ot-
taviani 1997) indices for all spaxels with median S/N > 10
from galaxies that are contained within both DR1 and DR2.
For SAMI DR1 the data in IFUs 1 and 13 (at the ends of
the slit) show a systematic offset to lower values of D4000n
(red contours and points in Fig. 4a). In contrast, the same
spaxels in SAMI DR2 are completely consistent with the dis-
tribution in the other IFUs (Fig. 4b). We note that in this
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Figure 4. The distribution of SAMI spaxels with median blue arm S/N > 10 in the D4000n vs. HδA plane for a) data in SAMI DR1,
and b) data in SAMI DR2. Only spaxels from galaxies that are common to both DR1 and DR2 are shown. IFUs 2–12 (black dashed
contours and points) and IFUs 1, 13 (red contours and points) are shown separately. The improved DR2 data reduction leads to consistent
locations in the D4000n vs. HδA for all IFUs. Contours are linearly spaced in point density.
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Figure 5. The distribution of flux ratios between SAMI cubes
and SDSS images in the g–band using 8 arcsec diameter circular
apertures. We compare SAMI DR1 (red dashed lines) and DR2
(solid black lines), with the vertical dotted lines showing the me-
dian flux ratio for each sample. Each histogram is normalized to
the number of objects in the sample.
test we have not corrected the indices for emission lines, so a
small number of spaxels lie at lower HδA values than might
otherwise be expected (e.g. red points at D4000n ' 1 and
HδA ' −4).
3.1.3 Flux calibration
We compare the flux calibration of SAMI DR2 data to SDSS
g–band images. The same procedure as described for the
DR1 sample in Green et al. (2018) is also carried out on
DR2. This procedure compares fluxes in SDSS g–band im-
ages and SAMI cubes within an 8 arcsec diameter aperture.
The SAMI cubes are convolved with the SDSS g–band fil-
ter curve and the SDSS images are convolved to the me-
dian seeing of SAMI. Galaxies with integrated fluxes below
100 µJy were not included, to avoid extra scatter from low
S/N. The median flux ratio (SAMI/SDSS) is 1.048 ± 0.003
(where the error is the uncertainty on the median, not the
RMS scatter), consistent with results from DR1. As can be
seen in Fig. 5, the distribution of flux ratios is slightly nar-
rower for DR2 (solid line) than DR1 (dotted line). 95 per
cent of objects have a flux ratio within ±0.15 of the median.
Regarding the accuracy of relative flux calibration, this is
unchanged compared to previous data releases. As noted in
Allen et al. (2015), we find a colour offset, ∆(g − r), of 0.043
with a standard deviation of 0.040, with respect to the SDSS
PSF magnitude derived colours of the SAMI secondary stan-
dard stars.
3.1.4 WCS accuracy
During cube construction we register the galaxy centroid in
each individual dither by fitting a two dimensional Gaussian
to the observed flux. The dithers are aligned using these
centroids, and are then combined such that the galaxy centre
is located at cube spaxel coordinates (25.5, 25.5). We then
assign the catalogue right ascension (RA) and declination
(Dec) of the galaxy to this spaxel coordinate and define the
World Coordinate System (WCS) of the cube relative to this
position. While accurate for the majority of galaxies, there
remains some uncertainty in the WCS due to the centroiding
process, and, in a limited number of cases, the pipeline can
misidentify the galaxy centre resulting in a significant offset.
We verify the accuracy of the WCS of the data by visual
inspection and matching to r–band images from the Kilo
Degree Survey (KiDS; de Jong et al. 2017). In Fig. 6 we
show the offset in RA and Dec between the centre of the
collapsed SAMI cube and the centre of the galaxy in the
KiDS image. We find the mean offset is −0.016±0.020 arcsec
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Figure 6. Offset between the SAMI cube WCS and KiDS r–band imaging. The left panel shows the offsets for all DR2 galaxies. Note that
24 galaxies with large offsets lie outside the figure. The centre and right panel show histograms of the offset in RA and Dec respectively.
Catastrophic failures have not been removed.
in RA and −0.102 ± 0.017 arcsec in Dec. When we remove
catastrophic failures (see below), the mean offset changes to
−0.027 ± 0.009 in RA and −0.106 ± 0.008 in Dec, resulting
in a decreased rms scatter, however the small statistically
significant offset remains.
For cubes where multiple galaxies or a foreground star is
present in the hexabundle or the galaxy is highly structured,
the simple two-dimensional Gaussian fit can misidentify the
galaxy centre, resulting in a large positional offset between
the cube centre and the true galaxy centre. After visual in-
spection of the cubes, we determined that 50 galaxies suf-
fered from significant offsets (> 1 arcsec in radial offset) due
to these issues. For these galaxies, we shift the cube WCS
to match that determined from the KiDS imaging.
3.1.5 Seeing distribution
Each observation has an associated PSF, characterised by
the FWHM. For individual observations these are measured
by fitting a Moffat profile to the flux distribution of the sec-
ondary standard star. The output data cubes also have a
PSF that depends on the PSFs of the input observations, as
well as the accuracy of registering these inputs to a common
coordinate system. In the upper panel of Fig. 7 we show
the FWHM of the PSF of the cube of the secondary stan-
dard star as a function of the mean FWHM of the input
observations. For mean input FWHM & 1.5 arcsec, the in-
put and output FWHM are linearly related, with the PSF
of the cube being ∼ 0.2 arc seconds broader than the mean
input PSF. In good seeing, the difference between the cube
PSF and the input PSF is increased. This is caused by two
effects; the additional broadening in the output PSF due to
uncertainties in the centroids of each input frame and the
effect of the optical fibres, whose finite size effectively im-
poses a minimum FWHM on the PSF, even if atmospheric
seeing is ignored. Atmospheric broadening is still the most
significant factor in determining the FWHM of the output
PSF.
In the lower panel of Fig. 7 we show the distribution
of FWHM for all galaxies in DR2, determined from Moffat
profile fits to the secondary standard star cubes observed
simultaneously with the galaxies. The mean FWHM of the
output cubes is 2.06 arcseconds, varying between 1.10 and
3.27 arcseconds. 84 per cent of galaxies have FWHM better
than 2.5 arcseconds.
4 CORE DATA
The data in SAMI DR2 is broadly divided into core data,
produced directly from the SAMI data reduction pipeline,
and value-added data products, derived from SAMI Galaxy
Survey science analysis pipelines. Here we describe the core
data, with the data products being described in Sections 5
and 6.
4.1 Cubes
The primary data produced by the SAMI Galaxy Survey
are pairs of spectral data cubes for each observed galaxy,
covering the blue and red part of the optical wavelength
range. Each data cube consists of 2048 spectral slices, where
each slice is a 50 × 50 square area of spatial pixels (spax-
els). The sampling of the spatial axes is 0.5 arc seconds. For
the blue cube the spectral sampling is 1.050 A˚/pixel with
a spectral FWHM of 2.66 A˚, covering the wavelength range
3650 to 5800 A˚. For the red cube the spectral sampling is
0.596 A˚/pixel with a spectral FWHM of 1.59 A˚, covering the
wavelength range 6240 to 7460 A˚. See Table 1 for further de-
tails. In addition to the measured fluxes, each cube contains
the variance, weight map and compressed covariance – see
Sharp et al. (2015) for details.
4.2 Binned cubes
To complement the default cubes, we provide a set of three
pre-binned data cubes, that we refer to as ‘adaptive’, ‘annu-
lar’ and ‘sectors’.
• Adaptive: Bins are adaptively generated to contain a
target S/N of 10, using the Voronoi binning code of Cap-
pellari & Copin (2003). The S/N is calculated from the flux
and variance spectra of each spaxel as the median across the
entire blue wavelength range. Spaxels with S/N > 10 are not
binned.
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Figure 7. Upper panel: comparison of the mean measured
FWHM of individual dithered exposures to the FWHM of the
reconstructed secondary standard star cubes. FWHMs are from
Moffat-profile fits. The dashed black line is the 1:1 relation. Lower
panel: distribution of the FWHM in the reconstructed cube for all
SAMI DR2 galaxies. The mean of the FWHM is 2.06 arcseconds,
and the standard deviation is 0.40 arcseconds.
• Annular: Bins are generated as a series of elliptical an-
nuli, centred on the centre of the cube. The position angle,
PA, and ellipticity,  , of the galaxy are determined using the
find galaxy Python routine of Cappellari (2002) from the
image generated by summing the cube along its wavelength
axis. The spaxels are then allocated to five linearly-spaced
elliptical annuli, each with the PA and  of the whole galaxy.
• Sectors: Bins are generated as a series of elliptical an-
nuli, with each annulus further subdivided azimuthally into
8 regions of equal area. The axes of the sectors are defined in
reference to the PA of the galaxy. The annuli are generated
as for the annular binning scheme.
For each binned cube, we first generate a bin mask from the
blue cube using the criteria described above, then sum the
spectra for each spaxel contributing to a given bin to gen-
erate the binned spectrum. The bin masks generated from
the blue cubes are applied to the red cubes as well to allow
direct comparison. The output binned data cubes consist
of 50 × 50 × 2048 arrays, maintaining consistency with the
original cubes. Each spaxel in the output cube contains the
binned spectrum for the bin that it belongs to – spaxels from
the same bin contain identical spectra. All spaxels contain-
ing flux are allocated to a bin. This procedure is repeated
for the variance cube, accounting for the covariance between
spaxels in each bin. We note that the variance of large bins
(& 25 spaxels) may be underestimated by up to 5% due to
a small component of unaccounted-for covariance between
included spaxels (this will be corrected in future releases).
Each binned cube consists of the flux and variance cubes
and an additional bin mask image, indicating which spaxels
have been combined into each bin. All binned data are gen-
erated using the binning module of the SAMI data reduction
pipeline. Variations on the adaptive and annular/sectors bin-
ning schemes can easily be generated by modifying functions
within this module.
4.3 Aperture spectra
To facilitate comparison to existing single aperture surveys,
we also provide a set of aperture spectra derived from the
SAMI cubes. These aperture spectra are generated using
the binning module of the SAMI data reduction pipeline as
single-bin binned spectra, with two exceptions: spaxels ly-
ing outside the aperture are not allocated to a bin, and the
flux of the aperture spectrum is re-scaled to account for the
difference in area between the included spaxels and the true
bin area. The data format is also different; for each aperture
we generate a one dimensional flux array, a one dimensional
variance array (accounting for spatial covariance between
contributing spaxels), and a two dimensional bin mask im-
age, indicating which spaxels have been summed to form the
aperture. As for the binned data cubes, large apertures may
have their variance underestimated by up to ∼ 5 %.
We provide six apertures, four of which are circular
apertures centred on the centre of the cube with diameter
1.′′4, 2′′, 3′′ and 4′′ respectively. We provide a fifth circular
aperture with fixed physical diameter of 3kpc, determined
using the observed redshift of the galaxy from the GAMA
survey and our adopted cosmology. The sixth aperture is
an elliptical aperture of major axis radius Re, where  , PA
and Re are taken from v09 of the GAMA Se´rsic catalogue
(Kelvin et al. 2012).
4.3.1 S/N
We estimate the aperture S/N by taking the median S/N
value per A˚ between 4600 and 4800 A˚ in the rest-frame. This
range is clear of skylines and is fully contained within the
SAMI blue arm. In Fig. 8 we show histograms of the median
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Figure 8. Histograms of the aperture S/N for all DR2 galaxies,
in the six available apertures. The S/N is the median value in the
range from 4600 to 4800 A˚. The median value in each aperture is
included in the line labels.
5 0 5
R. A. [arcsec]
5
0
5
De
c.
[a
rs
ec
]
1Re, maj
3kpc
5
10
15
20
S/
N
Figure 9. The median S/N per A˚ in the blue cube for GAMA ID
91926. The median is measured between 4600 and 4800 A˚. The
white lines show the relative sizes and shapes of two of the six
available apertures; the solid line outlines the elliptical aperture
with 1 Re semi-major axis, and the dashed line shows the circular
aperture of 3 kpc diameter. For this galaxy, the S/N per A˚in both
the 3 kpc diameter, and Re semi-major aperture spectra are 51
S/N for the six available apertures. We also show the median
S/N map for a typical galaxy in Fig. 9, outlining the Re and
3kpc apertures for reference. The 1Re aperture spectra have
a median S/N of 32; 92% have a S/N above 10, and 25%
have a value above 50. The median S/N of the central pixel
in the data cubes is 14 with a standard deviation of 13.
5 VALUE-ADDED DATA PRODUCTS:
EMISSION-LINE PHYSICS
For each of the core data products listed above (cubes,
binned cubes, and aperture spectra), we fit strong emis-
sion lines arising from ionised gas and extract line fluxes,
velocities, and velocity dispersions. From these we then cre-
ate maps of value-added products such as extinction maps
(derived from the Balmer decrement), star-formation rate
surface densities, and excitation mechanism classifications.
We summarise here the emission line analysis, but note the
methods and products are very similar to those released in
DR1. We refer the reader to (Green et al. 2018), Ho et al.
(2016b) and Medling et al. (2018) for further details on the
emission-line fitting and resulting data products.
5.1 Emission-line fitting
We fit seven strong optical emission lines within the SAMI
wavelength range: [oii]3726+3729, Hβ, [oiii]5007, [oi]6300,
Hα, [nii]6583, [sii]6716 and [sii]6731. We also fit the lines
[oiii]4959 and [nii]6548, but their fluxes are fixed to their
physical ratios relative to the stronger [oiii] and [nii] lines.
Using version 1.1 of the lzifu software package (Ho et al.
2016a), we stitch together the blue and red spectra account-
ing for the differing spectral resolution (Section 3.1.1). We
then subtract the underlying stellar continuum before fit-
ting each emission line with one to three Gaussian profiles.
The Gaussian profiles are fit using the Levenberg-Marquardt
least-square method implemented in (mpfit; Markwardt
2009). All selected emission lines are then fit simultaneously
with each kinematic component constrained to the same ve-
locity and velocity dispersion. From the Gaussian fits, we
obtain the emission line fluxes, velocities and velocity dis-
persions.
For the spectral cubes (Section 4.1), we follow DR1 in
providing both a 1-component Gaussian fit capturing the
bulk emission and gas-motions, and a multicomponent fit.
The multicomponent fit captures both the dominant gas
emission and fainter velocity structures such as outflows, and
represents a more accurate total gas emission. Each spaxel is
fit 3 times using lzifu to obtain one, two and three compo-
nent fits to each emission line. The number of components
in the multicomponent fits are determined using an artificial
neural network trained by astronomers (for full details on the
neural network, and precision success with SAMI data, see
Hampton et al. 2017).
One significant difference between the emission line fits
to the spectral cubes provided in DR2 relative to DR1 is
the fitting of the underlying stellar continuum. In DR1, the
stellar continuum was fit on a spaxel-by-spaxel basis using
the penalized pixel-fitting routine (pPXF; Cappellari & Em-
sellem 2004; Cappellari 2017), even when the signal-to-noise
in the continuum was low. Doing so can lead to large un-
certainties in the correction for the underlying absorption
lines, specifically impacting the Balmer emission lines. To
account for this impact, we included an additional system-
atic uncertainty in the Balmer lines (described in Medling
et al. 2018).
In DR2, we now use the significantly improved stellar
continuum fitting to better subtract the continuum prior to
fitting the emission lines. Here, we give a brief description
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of the continuum fitting procedure and refer to Owers et
al. (in prep.) for further details. We use the Voronoi-binned
data, which has S/N ∼ 10 in the continuum, to constrain
the number of templates that are used to fit each spaxel
within the Voronoi bin of interest. This is achieved by using
pPXF to fit the Voronoi-binned spectrum with a subset of
the MILES simple stellar population (SSP) spectral library
(Vazdekis et al. 2010) that contains four metallicities ([M/H]
= -0.71, -0.40, 0.00, 0.22) and 13 logarithmically-spaced
ages ranging from 0.0063–15.85 Gyrs. Following Cid Fernan-
des et al. (2013), the MILES SSPs are supplemented with
younger SSP templates drawn from Gonza´lez Delgado et al.
(2005) with metallicities [M/H] = -0.71, -0.40, 0.00 and ages
0.001−0.025Gyr. During the fitting, emission line templates
are included for the Balmer lines, as well as strong forbidden
lines. Importantly, this simultaneous fitting of emission and
absorption components allows the regions surrounding the
age-sensitive Balmer lines to be included in the continuum
fits. The stellar kinematics are not fitted for during this pro-
cess, and are fixed to the values determined in Section 6.1.
The subset of SSP templates that have non-zero weights
assigned in the fits to the Voronoi binned spectra are then
used during the fitting of each spaxel contained within the
region defined by the Vorenoi bin. Again, emission lines are
fitted simultaneously, and the stellar kinematics are fixed
to those determined in Section 6.1, while allowing pPXF to
re-determine the optimal template weights only for spaxels
where the S/N> 5. For spaxels with S/N< 5, the weights
determined during the Voronoi binned fitting are used to
produce a single optimal template, while the stellar kine-
matics are fixed to those derived from the Voronoi-binned
data. This helps to guard against poor fits due to low S/N.
In all of the pPXF fitting described above, we include a
12th order multiplicative polynomial. This continuum fit is
then used in lzifu to subtract the continuum and measure
the final line fluxes for the 1- to 3-components fits. Overall
this method produces similar line fluxes to those found in
DR1, but with better constraints in spaxels with low-S/N
continua, and some systematic offsets in galaxies with sig-
nificant Balmer absorption features.
In terms of the Hα emission line flux, for most pixels
with low continuum S/N the new continuum fitting proce-
dure produces a similar line flux, especially for strong lines.
Figure 10a shows a 2D density diagram of the relative dif-
ference in 1-component Hα flux for the original DR1 and
new DR2 continuum fitting methods for all spaxels with
significant line emission (Hα S/N > 5) and weak continuum
(S/Ncont < 10). The median relative difference for all spaxels
is 0.003, but with a standard deviation of 0.3, with these dif-
ferences clearly increasing for low line fluxes. The majority
of spaxels (∼ 80%) have Hα fluxes that agree within 10%,
and only ∼ 6% of the low continuum S/N spaxels disagree
by more than 30%.
To reveal the origin of this change we show the relative
difference of Hα flux against the difference in determined
gas velocity dispersion in Figure 10b. We again show this
for all spaxels with significant line emission (Hα S/N > 5)
and weak continuum (S/Ncont < 10). All spaxels with similar
Hα fluxes show similar velocity dispersions, but for spaxels
with a substantially different Hα flux we see that the ve-
locity dispersion of the original method is also systemically
different, arising from an improperly determined Balmer ab-
sorption feature in the low continuum S/N.
With the aim of understanding the systematic effects of
the different continuum fitting procedures between DR1 and
DR2, we investigate whether the Balmer decrements mea-
sured using higher-order Balmer emission lines depart from
the expectations of a Calzetti dust extinction law. These
tests are similar to those performed by Groves et al. (2012)
for the SDSS. To do this, we select a subset of the DR2 galax-
ies that have more than 10 high-quality (continuum S/N> 5)
spaxels that are classified as star-forming, and have well-
detected Hβ and Hα fluxes (S/N> 5). For the high-quality
star-forming spaxels in these galaxies, we measure emission
fluxes for the Balmer lines H , Hδ, Hγ and Hβ using di-
rect summation in windows surrounding those lines. The
window width is set to ±3σwin around the redshifted line
centre, where σwin is defined by the quadrature sum of the
instrumental resolution and the gas-velocity dispersion de-
termined by the 1-component lzifu fits. The redshift used to
determine the line centre includes contributions from both
the galaxy redshift and the gas velocity from lzifu. For each
line, we measure two sets of emission line fluxes: one after
subtracting the continuum defined using the procedure out-
lined for DR1, and another after subtracting the continuum
measured as outlined above. The emission line fluxes are
corrected for Galactic extinction, and then used to measure
Balmer decrements for the higher order lines.
In Figure 11 for each galaxy we plot the median value
of the higher order Balmer decrements against the median
Hα/Hβ decrements, where Hα and Hβ are determined from
the lzifu fits, and are also corrected for Galactic extinc-
tion. The decrements are normalised by the theoretical value
for Case B recombination. The red-line shows the expected
trend due to a Calzetti et al. (2000) extinction law. In the
top panels, the results derived using the new continuum fit-
ting are shown, while the bottom panels show the results
from the DR1 continuum fitting method. Neither the new
continuum fitting method used for DR2, nor the method
used in DR1 produce results that align with the expecta-
tions of a Calzetti et al. (2000) extinction law. However, the
DR2 results show both a smaller offset and scatter when
compared with the DR1 results, and this is particularly true
for the Hδ/Hβ and H/Hβ ratios shown in the middle and
right-most panels, respectively.
Given that we have selected only relatively high S/N
spaxels, the difference in the results from the two contin-
uum fitting methods is likely driven by two changes. First,
in DR2 we now modulate the SSP templates with a mul-
tiplicative polynomial rather than the additive polynomial
used in DR1. Second, we now simultaneously fit for emission
and absorption in the vicinity of the Balmer lines, whereas
previously these regions were masked during the fit. The
combined effect of using an additive polynomial alongside
masking the age-sensitive Balmer lines was that younger
templates were often excluded from the fit; the blue flux was
modelled by the additive polynomial rather than a young
stellar population, thereby underestimating the Balmer ab-
sorption at bluer wavelengths. We note that the offset ob-
served in the new DR2 values in Figure 11 is similar to that
noted by Groves et al. (2012) for SDSS DR7 data. Investiga-
tion into the origin of the offset is ongoing. At this stage this
alternative continuum fitting approach has been applied to
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Figure 10. Comparison of the LZIFU determined 1-component Hα flux based on the original DR1 continuum method and the new DR2
continuum method. All spaxels with weak continuum (S/Ncont < 10) and significant line detection (S/NHα > 5) in DR2 are examined
here. a) A 2D density histogram of the relative difference in Hα flux as a function of the new DR2 continuum Hα flux. b) A 2D density
histogram showing how the relative difference in Hα flux between the two methods correlates with the difference in the determined gas
velocity dispersion between the two methods. These figures demonstrate that the majority of spaxels are consistent (>80%), but at weak
line flux (< 2.10−17erg/s/cm2/pixel), errors in the Balmer line absorption feature due poor continuum fitting in the original DR1 method
lead to weak but incorrect broad lines.
the original spectral cubes only because they are more sus-
ceptible to inaccurate continuum subtraction due to their
typically lower S/N than the other spectral data products.
In addition to the original spectral cubes, we also pro-
vide emission line fits for the binned cubes (Section 4.2) and
aperture spectra (Section 4.3). For the adaptively-binned
and sectors-binned spectral cubes, we follow the same con-
ventions as for the original spectral cubes, providing both 1-
and multi-component fits.
For the annular-binned spectral cubes we provide only
2-component fits, and fit the stellar continuum directly
within lzifu using pPXF given the higher continuum S/N.
Only 2-component fits are provided given that in many cases
rotation dominates the emission structure in the outer bins
leading to double-horned profiles that require two separate
components to be fit.
All aperture spectra are also fit using lzifu, treating
each spectrum as an individual spaxel. As with the original
cubes we provide both 1-component and multi-component
fits to the aperture spectra. These are provided as tabulated
line fluxes, gas velocities (relative to the input heliocentric
GAMA redshifts) and velocity dispersions, and associated
errors for all apertures described in Section 4.3.
5.2 Star formation rates and other products
As in DR1, we also release higher-order data products based
upon the emission line fitting; Balmer decrement-based at-
tenuation maps, classification of star-forming regions, and
star formation rates. For full details on the determination of
these products we refer the reader to Medling et al. (2018),
but briefly summarize these here.
We present the attenuation maps as correction factors,
FHα for the Hα emission line. Using the Balmer decrement
(Hα/Hβ) and assuming a Cardelli et al. (1989) extinction
law we determine this as;
Fattenuate =
(
1
2.86
Hα
Hβ
)2.36
, (1)
where Hα/Hβintr = 2.86 is the intrinsic flux ratio of the
Balmer decrement (assuming Case B recombination, Te =
104 K and ne = 100 cm−3). For regions where the Hβ line is
not detected or Hα/Hβ < 2.86 we set Fattenuate = 1 and the as-
sociated error δFattenuate = 0. Note that the Hβ non-detection
regions may also be high attenuation regions, so this correc-
tion factor represents a lower limit in these cases. Also note
that for the original resolution and adaptively binned data,
the Balmer lines need to be smoothed by a Gaussian kernel
of FWHM=1.6 spaxels (0.8′′) to account for the different
PSFs before the determination of the Balmer decrement and
attenuation correction maps as described in Medling et al.
(2018), because of the issue of aliasing arising from differ-
ential atmospheric refraction (described in detail in Green
et al. 2018).
For all spaxels we also classify whether the emission-line
spectrum is dominated by photoionisation by massive stars
associated with recent star formation, or by other mecha-
nisms (such as AGN, shocks etc). This is done using cuts
on emission line ratio based upon the classification scheme
described in Kewley et al. (2006), and fully described in
Medling et al. (2018). For both the original and binned data
we present these as star formation masks, where any spaxel
dominated by mechanisms other than star formation are set
to 0.
We present star formation rate maps for both original
and all binned cubes by first creating attenuation-corrected,
star formation dominated Hα maps. We then convert this to
a star formation rate using the Kennicutt et al. (1994) cal-
ibration converted to a Chabrier (2003) stellar initial mass
function:
SFR [M yr−1] = 5.16 × 10−42FHα [erg s−1]. (2)
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Figure 11. Comparison of the higher-order Balmer decrements derived from emission line fluxes measured after subtracting continua
using the continuum fitting method used in DR2 (top row) and the continuum method used in DR1 (bottom row). The comparisons
are made for Hγ/Hβ, Hδ/Hβ and H/Hβ, determined by direct summation over a narrow window around the line centre (left, middle
and right panels), with the Hβ/Hα ratio shown on the x-axis, taken from the LZIFU fits. The red line shows the trend in the Balmer
decrements of interest derived from a Calzetti et al. (2000) extinction law. We see an improvement in both the magnitude of the offset,
and the scatter in the distribution when comparing DR2 with DR1, although the offsets from the Calzetti et al. (2000) line are in the
opposite sense.
Note that, due to both the removal of contaminated regions
via the star formation masks and missing heavily obscured
regions where Hβ and even possibly Hα are undetected,
these maps likely represent lower limits to the true current
star formation in the galaxies.
6 VALUE-ADDED DATA PRODUCTS:
ABSORPTION-LINE PHYSICS
6.1 Stellar kinematics
6.1.1 Method
Stellar kinematic parameters are extracted from the SAMI
cubed data following the method described in detail in van
de Sande et al. (2017b). We use the pPXF code to fit all
spectra. Our method is summarised below.
SAMI blue and red spectra are combined by first con-
volving the red spectra to match the instrumental resolution
in the blue. We use the code log rebin provided with the
pPXF package to rebin the combined blue and red spectra
onto a logarithmic wavelength scale with constant velocity
spacing (57.9 km s−1). We use annular binned spectra (Sec-
tion 4.2) to derive local optimal templates from the MILES
stellar library (Sa´nchez-Bla´zquez et al. 2006) that consists
of 985 stars spanning a large range in stellar atmospheric
parameters. A Gaussian line-of-sight velocity distribution
(LOSVD) is assumed, i.e., we extract only the stellar ve-
locity V and stellar velocity dispersion σ.
After the optimal template is constructed for each an-
nular bin, we run pPXF three times on each galaxy spaxel.
For every step, we mask the following emission lines: [OII],
Hδ, Hγ, Hβ, [OIII], [OI], Hα, [NII], and [SII], even if no emis-
sion lines are detected. The first fit is used for determining a
precise measure of the noise scaling from the residual of the
fit. We use an additive Legendre polynomial to remove resid-
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uals from small errors in the flux calibration, and as in van
de Sande et al. (2017b) we demonstrated that a 12th order
additive Legendre polynomial is sufficient for SAMI data. In
the second fit, we clip outliers using the CLEAN parameter
in pPXF. In the third and final iteration, pPXF is allowed
to use the optimal templates from the annular bin in which
the spaxel is located, as well as the optimal templates from
neighbouring annular bins.
Uncertainties on the LOSVD parameters are estimated
using a Monte-Carlo approach. We estimate the uncertain-
ties on the LOSVD parameters for each spaxel from the
residuals of the best fit minus the observed spectrum. These
residuals are then randomly rearranged in wavelength and
added to the best-fitting template. This simulated spectrum
is refitted with pPXF, and we repeat the process 150 times.
The uncertainties on the LOSVD parameters are the stan-
dard deviations of the resulting simulated distributions.
We follow the same method for the binned data (Section
4.2). For the aperture spectra (Section 4.3), we construct
an optimal template for each individual aperture and then
use the same procedure as described above to extract the
LOSVD.
We note that the varying spectral resolution from fibre-
to-fibre (Section 3.1.1) can have a significant impact on the
stellar kinematic measurements if the intrinsic stellar dis-
persion is close to, or less than the instrumental dispersion
(Federrath et al. 2017; Zhou et al. 2017). However, the stel-
lar kinematic measurements are obtained from the cubed
frames, where a dither pattern is applied. As individual spax-
els are constructed from a combination of multiple fibres, the
spectral resolution will be an average of all the contribut-
ing fibres. We do not consider the changing resolution as a
function of wavelength to be significant enough to impact
the extracted stellar kinematic measurements, as those are
derived from a simultaneous fit over the entire wavelength
range, and the full wavelength variation is comparable to
the fibre-to-fibre variation.
6.1.2 S/N Estimate the from Stellar Kinematic Fits
Residuals from the observed spectrum minus the best-fitting
template provide a good test of the accuracy of the vari-
ance spectra. Here, we compare the S/N derived from the
flux and variance spectrum to the S/N derived from the
stellar kinematic best-fit residual for every unbinned spaxel
that meets the quality criteria in the next Section 6.1.3. The
variance spectrum S/N was derived in the blue wavelength
region between spectral pixel 1100 and 1600 (approximately
between 4500 A˚ and 5000 A˚), whereas the S/N from the
residuals is determined for all ”goodpixels” in the pPXF fit
(i.e., excluding emission lines and 3−σ outliers). Therefore,
we stress that this comparison should be considered a con-
sistency check, not an exact derivation of the cube variance
scaling.
In the left-hand panel of Fig. 12 we find that > 95 per-
cent of the data are above the one-to-one relation, which
indicates that the variances may be slightly overestimated.
While there are considerably fewer data-points above S/N &
50, the scatter between the two S/N estimates becomes in-
creasingly larger and the S/N from the best-fit residual drops
below the S/N from the variance spectrum. However, we
note that at this high S/N, uncertainties from the adopted
stellar library, template mismatch, and other fitting related
issue are starting to dominate the residual S/N estimate.
Thus, above S/N ∼ 50, the S/N comparison becomes harder
to interpret.
We show the distribution of both S/N estimates in the
right-hand panel of Fig. 12. Note that we only show data
where the S/N estimated from the variance spectrum is
greater than 3 A˚−1, as lower S/N spaxels are not fit by the
stellar kinematics pipeline. As before, we find that the me-
dian variance spectrum S/N is lower than the S/N derived
from the best-fit residual. The difference in medians is 16.6
percent. Thus, while we find that the DR2 variances may be
slightly overestimated, we conclude that this offset is rela-
tively mild.
6.1.3 Kinematic Quality Cuts
For SAMI data we recommend applying the following quality
criteria to the stellar kinematic data: signal-to-noise (S/N)
> 3 A˚−1, σobs> FWHMinstr/2 ∼ 35 km s−1, Verror < 30 km s−1
(Q1 from van de Sande et al. 2017b), and σerror < σobs ∗0.1+
25 km s−1 (Q2 from van de Sande et al. 2017b).
For kinematic data products such as kinemetry, the
kinematic position angle, V/σ and λR, we have additional
flags. We perform a visual inspection of all 1559 SAMI kine-
matic maps and exclude 42 galaxies with irregular kinematic
maps due to nearby objects or mergers that influence the
stellar kinematics of the main object. We furthermore ex-
clude 481 galaxies where Re < 1.′′5 or where either Re or the
radius out to which we can accurately measure the stellar
kinematics is less than the half-width at half-maximum of
the PSF (HWHMPSF). This brings the final number of galax-
ies for which we can derive reliable 2D stellar kinematic data
products to 1036. The number of galaxies with Re aperture
velocity dispersion measurements is 1171.
6.1.4 Aperture Velocity Dispersion Comparison
We compare our aperture velocity dispersion values to mea-
surements from SDSS 3′′ single fibre spectra. We refit the
SDSS spectra using the same technique and templates as
described in Section 6.1.1. Our values are in good agree-
ment with the standard SDSS pipeline velocity dispersions
and the measurements by Thomas et al. (2011). We show
the comparison in Fig. 13, where any measurements with
(S/N)SDSS < 5 A˚−1, σobs< FWHMinstr/2, and σerror > σobs ∗
0.025 + 10 km s−1are excluded. The first and last quality
criteria are stricter than described in Section 6.1.3 due to
the higher mean S/N of the SAMI and SDSS aperture spec-
tra. We quantify the comparison using the median σ off-
set (σSDSS − σSAMI) and the fractional dispersion difference,
∆σ = (σSDSS − σSAMI)/σSAMI. There is excellent agreement
between the SAMI and SDSS measurements when the veloc-
ity dispersion is higher than the SAMI instrumental resolu-
tion of ∼ 70 km s−1 (median σ offset = 1.4 km s−1, RMS ∆σ
= 0.10), or when the S/N of the SAMI aperture spectra is
greater than 25 per A˚ (median σ offset = 1.9 km s−1, RMS
∆σ = 0.12). Below 70 km s−1, we find a larger median σ
offset = 14.9 km s−1 and the RMS scatter in ∆σ increases
to 0.47, but we note that the majority of galaxies with low
velocity dispersion also have the lowest S/N.
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Figure 12. S/N per A˚ from the flux and variance spectrum compared to the S/N derived from the residual of the stellar kinematic best
fit. The grey squares in the left-hand panel show the density of all unbinned spaxels in DR2 that pass the kinematic quality cut (Section
6.1.3); darker grey means higher density. The orange contours enclose 68 and 95 percent of the data, and the dashed line shows the
one-to-one relation. We show the distribution of the two S/N estimates in the right panel. The median S/N from the variance spectrum
(pink) is 16.6 percent lower than the median S/N from the best-fit residual (green; 7.70 versus 8.98, respectively).
Below the instrumental resolution we detect a devia-
tion from the one-to-one relation; the SDSS velocity disper-
sions are increasingly higher than the SAMI measurements.
This hints at a systematic bias in the SDSS velocity disper-
sions at low σ. Note that it is extremely difficult to recon-
struct an exact SDSS single-fibre measurement using IFS
data; the SDSS aperture is circular, convolved with an ob-
served PSF, and differential atmospheric refraction cannot
be corrected for. Thus, we believe the SAMI aperture spectra
to be more reliable for three reasons. First, the SDSS spec-
trograph is mounted on the telescope near the Cassegrain
focus and therefore suffers from flexure that can change
the spectral resolution, whereas the SAMI-AAOmega is a
bench-mounted spectrograph and is therefore more stable.
Secondly, the S/N in the SAMI spectra is higher, and thirdly
our simulations of the recovery of σ from synthetic SAMI
spectra do not reveal a systematic offset below the instru-
mental resolution (Fogarty et al. 2015) in the SAMI mea-
surements.
There are two notable outliers at the highest SAMI ve-
locity dispersion, where the SDSS velocity dispersion is sig-
nificantly lower than the SAMI value (σSDSS ∼ 250 km s−1
versus σSAMI ∼ 300 km s−1, respectively). A closer investi-
gation of these two objects revealed that one galaxy is a
merger remnant with strong emission lines, where a small
misplacement of the fibre-centre can cause a large change
in the velocity dispersion. The second object consists of two
galaxies, one in the foreground and another in the back-
ground, with the peak flux of the sources separated by less
than 3′′. Similar to the first object, a small offset in position
results in a large change in σ.
6.1.5 Kinematic Asymmetry
We estimate the kinematic asymmetry of the galaxy velocity
fields in DR2 following the method outlined in van de Sande
et al. (2017b). We assume that the velocity field of a galaxy
can be described with a simple cosine law along ellipses.
Kinematic deviations from the cosine law can be modelled
by using Fourier harmonics. The first order decomposition
k1 is equivalent to the rotational velocity, whereas the high-
order terms (k3, k5) describe the kinematic anomalies. The
kinematic asymmetry can be quantified by using the ampli-
tudes of the Fourier harmonics. Following Krajnovic´ et al.
(2011), the kinematic asymmetry is defined using the am-
plitudes of the Fourier harmonics ratio k5/k1.
We determine the amplitude of the Fourier harmonics
on all velocity data that pass the quality cut Q1, measured
using the kinemetry routine (Krajnovic´ et al. 2006, 2008).
In the fit, the position angle is a free parameter, whereas
the ellipticity is restricted to vary between ±0.1 of the pho-
tometric ellipticity. For each ellipse, the kinemetry rou-
tine determines a best-fitting amplitude for k1, k3, and k5.
We use the SAMI flux images to determine the luminosity-
weighted average ratio k5/k1 within one effective radius. The
uncertainty on k5/k1 for each measurement is estimated from
Monte Carlo simulations.
6.1.6 Kinematic Position Angle
The position angle (PA) of the stellar rotation was mea-
sured from the two-dimensional stellar velocity kinematic
maps on all spaxels that pass the quality cut Q1. We use
the fit kinematic pa code that is based on the method
described in Appendix C of Krajnovic´ et al. (2006). The
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Figure 13. Comparison of the stellar velocity dispersions from
the SAMI 3′′ aperture spectra versus 3′′ SDSS spectra (main
panel). In the top panel we show the ratio of the velocity disper-
sions, ∆σ, which is defined as (σSDSS − σSAMI)/σSAMI. The data
are colour coded by the mean continuum S/N of the SDSS single-
fibre spectra. The dashed lines show the adopted instrumental
resolution of the SAMI blue arm and the SDSS spectrograph,
whereas the dotted line shows the one-to-one relation. Above the
spectral resolution limits of both spectrographs, we find an ex-
cellent agreement. Below the instrumental resolution the scatter
increases due to the lower S/N of these spectra, but there is also
an increasing offset from the one-to-one relation.
kinematic PA was measured with an assumed centre of the
map at (25.5,25.5). We checked whether the kinematic PA
is sensitive to the centroid choice by performing the kine-
matic PA fit an additional four times, each with a different
centre position: (25,25), (26,26), (25,26), (26,25). We found
no systematic difference between the average of these four
fits and our default centre.
6.1.7 V/σ and λR
For each galaxy, we use the unbinned flux, velocity, and ve-
locity dispersion maps, to derive the ratio of ordered versus
random motions V/σ using the definition from Cappellari
et al. (2007):
(
V
σ
)2
≡ 〈V
2〉
〈σ2〉 =
∑Nspx
i=0 FiV
2
i∑Nspx
i=0 Fiσ
2
i
. (3)
The spin parameter proxy λR is derived from the following
definition by Emsellem et al. (2007):
λR =
〈R|V |〉
〈R
√
V2 + σ2〉
=
∑Nspx
i=0 FiRi |Vi |∑Nspx
i=0 FiRi
√
V2
i
+ σ2
i
. (4)
In both equations, the subscript i refers to the ith spaxel
within the ellipse, Fi is the flux of the ith spaxel, Vi is the
stellar velocity in km s−1, and σi is the velocity dispersion
in km s−1. For λR, Ri is the semi-major axis of the ellipse
on which spaxel i lies, which is different from other surveys
that use the circular projected radius to the centre (e.g.,
ATLAS3D, Emsellem et al. 2007). The sum is taken over all
spaxels Nspx that pass the quality cut Q1 and Q2 within an
ellipse with semi-major axis Re and axis ratio b/a.
We require a fill factor of 95 per cent of good spaxels
within the aperture for producing Re measurements. This
selection results in 695 galaxies with (V/σ)e and λRe mea-
surements in DR2. For the data where the largest kinematic
aperture radius is smaller than the effective radius or where
the effective radius is smaller than the seeing disk (238 galax-
ies), we apply an aperture correction as described in van de
Sande et al. (2017a). Including the aperture corrections, 933
galaxies have (V/σ)e and λRe measurements out of the total
1559 galaxies in DR2 (59.8 per cent).
6.2 Stellar populations
Stellar population parameters are measured from the aper-
ture spectra described in Section 4.3, using the method de-
scribed in Scott et al. (2017), which we briefly summarise be-
low. We note that the Re aperture measurements presented
as part of this release are not identical to those used in Scott
et al. (2017) as i) a new internal SAMI version of the reduced
data has been used and ii) the apertures are elliptical as op-
posed to circular and use different measurements of Re.
We began by measuring Lick absorption line strength
indices for all spectra (Faber 1973; Worthey et al. 1994). We
begin by correcting for ionised gas emission and bad pix-
els by comparing the observed spectra to a set of MILES
SSP template spectra that are unaffected by emission, iden-
tifying pixels that differ significantly between the observed
spectrum and best fitting linear combination of template
spectra, and replacing affected pixels with the values of
the template spectra. We then broaden each spectrum to
the wavelength-dependent Lick spectral resolution. We mea-
sured absorption line strengths for a set of 20 Lick indices on
the emission-corrected, broadened spectra following the in-
dex definitions of Trager et al. (1998). For spectra where the
effective resolution is already broader than the Lick resolu-
tion we correct for the effect of intrinsic broadening following
Schiavon (2007). Uncertainties on all indices are determined
by a Monte Carlo reallocation of the residuals and repeating
the measurements on 100 realisations of the spectra.
The observed Lick index measurements are converted
to Single Stellar Population (SSP) equivalent age, metallic-
ity, [Z/H], and alpha-abundance, [α/Fe]. This conversion is
done by comparing the observed absorption line strengths to
the predictions of the stellar population synthesis models of
Schiavon (2007) and Thomas et al. (2010). We use a χ2 min-
imisation approach with an iterative rejection of discrepant
indices to determine the best-matching SSP parameters, as
first implemented by Proctor et al. (2004). For the Thomas
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et al. (2010) models we use all 20 measured indices. For the
Schiavon (2007) models only 16 of the measured indices are
predicted by the stellar population synthesis models. For the
reasons outlined in Scott et al. (2017), we use SSP equiva-
lent ages from Schiavon (2007) models and SSP equivalent
[Z/H] and [α/Fe] from Thomas et al. (2010) models.
In this release we make available all 20 Lick index mea-
surements and the three SSP equivalent stellar population
measurements for all 6 apertures. For the Lick index mea-
surements, we provide a flag for each aperture to indicate
where the measurements may be unreliable, predominantly
due to low S/N. For the SSP equivalent measurements, we
provide age and [Z/H] only where the S/N of the given aper-
ture spectrum is greater than 10 per A˚. We provide [α/Fe]
only where the S/N of the aperture spectrum is greater than
20 per A˚.
7 ONLINE DATA
In Figure 14 and Table 2 we provide an overview of some of
the data available for each of the 1559 galaxies in DR2. Fig-
ure 14 presents the spatially resolved measurements, while
aperture measurements and other tabular data are presented
in Table 2. In the following subsections we describe how
these data can be accessed, searched for and downloaded,
and provide an illustration of how the combined data prod-
ucts can be used.
7.1 Data access
The data of this release are available through an online
database provided by Australian Astronomical Optics’ Data
Central2 service. Data Central delivers a variety of astro-
nomical data sets of significance to Australian astronomical
research. As well as storing and serving data, Data Cen-
tral provides a flexible query tool, allowing users to search
for and link data across multiple surveys. Users can search
based not only on source position, but also on any measured
property stored in Data Central data tables, allowing highly
flexible science queries to be executed.
DR2 data products are available for download as multi-
extension fits files, while table data are available in a va-
riety of formats including fits, csv and VOTable files.
The contents and structure of all SAMI data products are
fully described in the Data Central schema browser. Further
documentation describing how data products are derived, as
well as many other details relating to the SAMI Galaxy Sur-
vey and DR2 in particular, can be found in Data Central’s
accompanying documentation. The data products available
in DR2 are summarised in Tables 3 to 6. All table data is
searchable. All one-, two- and three-dimensional data prod-
ucts and tables can be downloaded through Data Central.
7.2 Data Demonstration
In this section, we present a demonstration of the science
that can be done with the data products within DR2. In
2 https://datacentral.org.au/
Fig. 15, we show the distribution of the velocity V and ve-
locity dispersion σ of all individual spaxels as a function of
R/Re (normalised elliptical distance from the galaxy centre).
Here, we use spaxels with the stellar kinematic quality cri-
teria from Section 6.1.3. These criteria result in a total of
344,965 spaxels that we divide into four stellar mass bins.
From the lowest to highest mass bin (right–to–left), we
find an increasingly high maximum velocity and velocity
dispersion. These correlations are the well-known Tully &
Fisher (1977) and Faber & Jackson (1976) relations. The
declining average rotation as a function of radius is a se-
lection effect, rather than a physical effect. Due to SAMI’s
round hexabundles any galaxy with an ellipticity greater
than zero, will have more velocity measurements extracted
from spaxels along the minor axis than major axis. As the
plane of rotation is usually along the major axis, measure-
ments along the minor axis will have relatively low velocity,
which causes an apparent decrease at R/Re > 1.5.
In the highest mass bin (left panel, log(M?/M) > 11),
the maximum of the 1-σ contour in velocity is lower than
for the intermediate mass bin (10 < log(M?/M) < 11),
along with an increase in the velocity dispersion. Above
log(M?/M) ∼ 11 is also the mass regime where most galax-
ies appear to change from regular rotating oblate spheroids
to mildly triaxial, dispersion dominated spheroids (e.g., Cap-
pellari 2016).
For galaxies with log(M?/M) > 10 we find an increase
in the velocity dispersion towards the centre due to a dis-
persion dominated central component or classical bulge. Be-
low log(M?/M) < 10 we find no evidence for an increase
in the velocity dispersion near the centre; this was also
noticed by Falco´n-Barroso et al. (2017). However, the re-
sults from Falco´n-Barroso et al. (2017) suggest lower ve-
locity dispersions in the centre as compared to the galaxy
outskirts. While our data also show an average radial in-
crease in σ, this increase is mostly caused by an increase in
the measurement uncertainties at large radius. The stellar
mass (log(M?/M) ∼ 10) at which galaxies transition from
having classical bulges (e.g., Kormendy & Kennicutt 2004),
to a pseudo-bulge was also seen in Fisher & Drory (2011),
based on photometric analysis of galaxy surface brightness
profiles.
We highlight the stellar velocity and velocity dispersion
of four example galaxies using the coloured points. For each
example galaxy we also show the Hyper Suprime-Cam (HSC;
Aihara et al. 2018) Subaru Strategic Program gri combined
colour image, a SAMI gri colour image reconstructed from
the spectra, and the stellar and gas V and σ maps. Even
though we consider any stellar velocity dispersion measure-
ment that is lower than half the instrumental resolution
(∼ 35 km s−1) to be unreliable, we nonetheless show these
data for individual galaxies in the top row of Figure 15 and
the velocity dispersion maps. We do this to demonstrate at
what stellar mass a large fraction of the spaxels become un-
usable.
The example galaxy with the highest stellar mass (first
column, GAMA560883, log(M?/M) = 11.21) shows an off-
set between the photometric and stellar velocity position
angle, and between the stellar and gas kinematic position
angle. The gas velocity map seems to be aligned with a
faint dust lane that is visible in the HSC image when
zoomed-in. GAMA84900 (second column) is a typical fast-
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Figure 14. Summary of data available for galaxy ID 22887. Along with Table 2, this figure provides an overview of data available for
each galaxy in the release. The upper panel shows the flux-calibrated aperture spectra for the six apertures included in this release. For
this object, the 4′′and 3 kpc apertures are identical. The lower panels show, from left to right, top to bottom: log-scaled median flux
from the blue cube, log-scaled median flux from the red cube, Hβ emission line flux, Hα emission line flux, stellar velocity and stellar
velocity dispersion in km s−1, gas velocity and velocity dispersion in km s−1, log-scaled flux ratio of [NII]6583 to Hα, log-scaled flux ratio
of [OIII]5007 to Hβ, Balmer decrement and log-scaled g′r′i′ Hyper Suprime-Cam image (Aihara et al. 2018). For the upper row, lighter
colours indicate higher fluxes. For the lower two rows, the range of the colour scale is indicated in the upper right of each panel, with
the sense indicated by the accompanying colour bar. The dashed white circle indicates the location of the SAMI bundle footprint in the
HSC image.
rotating early-spiral with log(M?/M) = 10.44, where the
photometric, stellar velocity, and gas velocity PAs are all
perfectly aligned. The central bulge clearly stands out in
the stellar velocity dispersion, whereas the gas velocity dis-
persion shows a complex central structure. The two low-
mass late-spiral-type galaxies (third and fourth column),
GAMA8353 with log(M?/M) = 9.44, and GAMA16863 with
log(M?/M) = 8.67, show no sign of a dispersion dominated
bulge. It is evident that this is not caused by the limiting
spectral resolution because the majority of data are well
above the adopted spectral resolution limit.
Finally, in Fig. 16 we present an overview of stellar and
gas velocity maps in the stellar metallicity versus dynami-
cal mass plane. We show a total of 903 galaxies that have
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Table 2. Summary of data available for galaxy ID 22887. Along with Figure 14, this table provides an overview of data available for each
galaxy in the release. Note that this table presents data for only one aperture, the Re aperture, of the six apertures for which data is
available in the release. (1) SAMI/GAMA galaxy ID, (2) Right ascension, (3) Declination, (4) Flow-corrected redshift, (5) Stellar mass,
(6) GAMA r-band effective radius, (7) GAMA light-weighted r-band ellipticity, (8) Mean stellar age, (9) Mean stellar metallicity, (10)
Mean stellar α-abundance, (11) Stellar velocity dispersion, (12) Ratio of stellar velocity to velocity dispersion, (13) Stellar spin parameter
proxy, (14) Photometric position angle, (15) Stellar kinematic position angle, (16) Gas velocity dispersion, (17) Star formation rate, (18)
Hα flux, (19) Hβ flux, (20) Ratio of N[II] to Hα flux, (21) Ratio of [OIII] to Hβ flux.
CATID RA(J2000) Dec(J2000) z logM? Re  Age [Z/H] [α/Fe] σe,stars
deg deg M arcsec Gyrs km s−1
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
22887 179.403 1.14077 0.0375 10.47 6.2 0.54 2.1 ± 0.5 −0.08 ± 0.14 0.04 ± 0.11 124 ± 1
(V/σ)e,stars λR PAphot PAstars σe,gas SFR Hα flux Hβ flux log([NII]/Hα) log([OIII]/Hβ)
deg deg km s−1 M yr−1 10−16 ergs 10−16 ergs
cm−2 s−1 cm−2 s−1
(12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
0.62 ± 0.01 0.51 ± 0.01 -36 108 101 0.72 116.7 ± 0.3 22.9 ± 0.3 -0.34 -0.49
Table 3. Summary of three dimensional data products included
in DR2
Product Versions
Default Cubes Blue/Red
Adaptive Binned Cubes Blue/Red
Annular binned Cubes Blue/Red
Sectors Binned Cubes Blue/Red
Table 4. Summary of two dimensional data products included in
DR2. 1-comp, 2-comp and recom-comp refer to the one compo-
nent, two component and recommended component LZIFU fits,
see Section 5.1 for details. For the annular binning scheme we
provide only two component data. For the other binning schemes
and the unbinned data we provide both one component and rec-
ommended component data.
Product Versions
Stellar Velocity n/a
Stellar Velocity Dispersion n/a
Gas Velocity 1-comp, 2-comp, recom-comp
Gas Velocity Dispersion 1-comp, 2-comp, recom-comp
Star Formation Rate Density 1-comp, 2-comp, recom-comp
Balmer Decrement 1-comp, 2-comp, recom-comp
Hα flux 1-comp, 2-comp, recom-comp
Hβ flux 1-comp, 2-comp, recom-comp
[oii]3726+3729 flux 1-comp, 2-comp, recom-comp
[oiii]5007 flux 1-comp, 2-comp, recom-comp
[oi]6300 flux 1-comp, 2-comp, recom-comp
[nii]6583 flux 1-comp, 2-comp, recom-comp
[sii]6716 flux 1-comp, 2-comp, recom-comp
[sii]6731 flux 1-comp, 2-comp, recom-comp
coverage out to one Re with a stellar metallicity and stel-
lar velocity dispersion measurement. Dynamical masses are
estimated from the circularised effective radius and velocity
dispersion measurements using the following expression:
Mdyn =
β(n) σ2e Re,circ
G
. (5)
Table 5. Summary of one dimensional data products included in
DR2
Product Versions
3kpc circular aperture spectrum Blue/Red
Re elliptical aperture spectrum Blue/Red
1.′′4 circular aperture spectrum Blue/Red
2′′circular aperture spectrum Blue/Red
3′′circular aperture spectrum Blue/Red
4′′circular aperture spectrum Blue/Red
Table 6. Summary of data tables included in DR2. All tables are
fully queryable through the Data Central interface.
Catalogue Summary
Sample General galaxy properties including
M?, Re, z, morphological classification
etc.
Lick Indices Measurements and uncertainties of
Lick absorption line strengths from
aperture spectra.
SSP Values Measurements and uncertainties of
SSP-equivalent age, metallicity and
[α/Fe] from aperture spectra.
Aperture Stellar
Kinematics
Measurements and uncertainties of
stellar kinematic quantities from aper-
ture spectra.
Resolved Stellar
Kinematics
Measurements and uncertainties of
stellar kinematic quantities from maps.
Aperture Emission
Line Properties
Measurements and uncertainties of
emission line quantities from aperture
spectra.
Here β(n) is an analytic expression as a function of the
GAMA Se´rsic index, as described by Cappellari et al. (2006):
β(n) = 8.87 − 0.831n + 0.0241n2. (6)
Note that this relation has been calibrated using early-type
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Figure 15. Distribution of individual spaxel velocity (top-row) and velocity dispersions (2nd-row) as a function of radius, divided into
four stellar mass bins. The contours show 68% and 95% of the data, and are smoothed with a boxcar filter. The dashed line indicates
the adopted velocity dispersion limit of 35 km s−1 as described in Section 6.1.3. We also show a Hyper Suprime-Cam g′r′i′ combined
colour image, a SAMI gsr s is colour image reconstructed from the spectra, and the stellar and gas velocity V and velocity dispersion σ
maps. We indicate the range of the kinematic maps between “[ ]” brackets. For the velocity fields, blue (stellar) and green (gas) indicate
negative velocities, whereas red (stellar) and purple (gas) show positive velocities. For the velocity dispersion maps, yellow-to-red and
beige-to-green indicate low-to-high values. In the HSC colour image, the white circle indicates the SAMI hexabundle field-of-view. The
blue dashed ellipse in the SAMI reconstructed colour image indicates one effective radius. The small circle in the stellar and gas velocity
dispersion map shows the size of the PSF-FWHM. For each mass bin, we highlight one galaxy with coloured points and the image and
maps; from left to right we show GAMA560883, GAMA84900, GAMA8353 and GAMA16863. We refer to the text for details on each
individual galaxy.
only samples. There is a caveat that the dynamical mass es-
timates will be more uncertain for late-type than early-type
galaxies due to the larger rotational component in late-type
galaxies. Instead of using aperture velocity dispersion, dy-
namical masses can also be estimated from a combination
of the 2D velocity and velocity dispersion maps, which im-
proves their accuracy (e.g., Cortese et al. 2014; Aquino-Ort´ız
et al. 2018). As the continuum S/N of the aperture spectra is
significantly higher than of individual spaxels, here we chose
to use dynamical masses derived from aperture spectra to
maximise the sample size.
For galaxies visually classified as early-types we show
the stellar velocity map using the blue-red colour scheme,
whereas for late-types we show the gas velocity maps in
green-purple. From Fig. 16, we can see that most early-type
galaxies are on a high stellar metallicity sequence, whereas
late-type galaxies have a large range in metallicity, but typ-
ically lie below the early-type galaxies. With increasing dy-
namical mass, we start to find an increasing amount of galax-
ies with little rotation.
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Figure 16. Stellar metallicity within one Re versus dynamical mass. We show stellar velocity maps for all early-type galaxies (blue-red)
and gas velocity maps for the late-type galaxies (green-purple). For each galaxy we show its velocity map aligned to 45◦ using the stellar
or gas kinematic position angle, with the velocity range set by the stellar mass Tully-Fisher relation (Dutton et al. 2011). A regularization
algorithm is applied to avoid overlap of the velocity maps; dynamical masses and metallicities are indicative, not exact. The velocity
maps are shown at full resolution; individual galaxies are best viewed in high-zoom in the online version.
8 SUMMARY
In this paper, we present the SAMI Galaxy Survey’s second
data release that includes data for 1559 galaxies. This release
contains galaxies with redshifts between 0.004 < z < 0.113
and mass range 7.5 < log(M?/M) < 11.6. We release both
the primary spectral cubes covering the blue and red optical
wavelength ranges, combined with emission and absorption
line value-added products. The data are presented online
through Australian Astronomical Optics’ Data Central.
Observations for the SAMI Galaxy Survey finished May
2018. The next and final data release of the SAMI Galaxy
Survey is planned for mid 2020, and will include further data
and value-added products.
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