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Zusammenfassung
Wir betrachten Riemannsche Zwischensummen mit monomialen Stützpunkten ( v
R
)n zu dem im Titel
geannten Integral. Es zeigt sich, dass die Güte der Approximation eng zusammenhängt mit der Unlösbarkeit
der diophantischen Gleichung axn + byn + czn = 0.
© 2008 Elsevier Inc. Alle Rechte vorbehalten.
Sei Φ ∈ C∞(R) eine feste gerade Funktion, die nach ±∞ schnell klein wird; Ψ sei eine
im komplex-dreidimensionalen Polyzylinder D(0,1 + θ)3 gerade holomorphe Funktion. a, b, c
seien feste natürliche Zahlen, R eine nichtfeste große natürliche Zahl. Wir betrachten Näherun-
gen des im Titel genannten Integrals I (Φ,Ψ ) durch Riemannsche Zwischensummen der Form
S(Φ,Ψ, ξ) :=
∑
−R<i,j,kR
Φ
(
(aξi + bξj + cξk)R
)
·Ψ (ξi, ξj , ξk)(ξi − ξi−1)(ξj − ξj−1)(ξk − ξk−1). (1)
Dabei seien die Stützpunkte ξi monomial gewährt, d. h. von der Form ξi = ( iR )n für festes n ∈ N.
Für die äquidistante Zerlegung (d. h. n = 1) ist der Fehler von der Größenordnung R−1 (dies sieht
man, wenn man die nachfolgenden Beweise für den Fall n = 1 modifiziert). Folgerung 2 zeigt,
daß bei ungeraden n 5 im allgemeinen Fall von Φ bzw. Ψ dieser Fehler von der Größenord-
nung R− 32 ist genau dann, wenn die diophantische Gleichung axn + byn + czn = 0 eine Lösung
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bezeichnen wollen), so ist der Fehler sogar nur O(R−2+ε) mit festem ε > 0. Insbesondere ist
also der Satz von Fermat–Wiles äquivalent damit, daß für a = b = c = 1 die Summe S(Φ,Ψ, ξ)
bei ξi := ( iR )n für ungerade n 5 eine “gute” Näherungslösung des Integrals I (Φ,Ψ ) liefert.
Zum Beweis benutzen wir für ungerade Funktionen ϕ ∈ C∞(R), die nach ±∞ schnell klein
werden, daß eine im untenstehenden Satz näher beschriebene Summe von Gewichtsfunktions-
werten über Gitterpunktmengen sich von dem entsprechenden Integral um einen FehlerO(R1+ε)
unterscheidet, falls axn + byn + czn = 0 nur trivial lösbar ist. Durch partielle Integration über
einer aus obiger Summe gebildeten Sprungfunktion wird in Folgerung 1 aus der ungeraden Funk-
tion ϕ die eingangs erwähnte gerade Funktion Φ , woraus sich eine Richtung der Folgerung 2
ergibt. Wenn umgekehrt nichttriviale Lösungen von axn + byn + czn = 0 existieren, so treten
auf Grund eines benutzten Satzes aus [3] zusätzlich noch Korrekturterme der Größenordnung
R− 32 auf, welche mit gewissen überschaubaren Faktoren multipliziert werden; man sieht dann
(Bemerkung 2), daß diese Faktoren im allgemeinen Fall nicht 0 sind, so daß damit die in Folge-
rung 2 behauptete Äquivalenz für den allgemeinen Fall gezeigt ist.
Als Ausblick sei erwähnt, daß die Voraussetzung “n ungerade  5” durch n ∈ Q, n  4 er-
setzt werden kann, wenn man die diophantische Gleichung ersetzt durch ax|x|n−1 + by|y|n−1 +
cz|z|n−1 = 0 (dazu muß man diese Ersetzung im Beweis vom Satz bzw. in Folgerung 1 vor-
nehmen, was ohne Probleme geht, wenn man den dabei benutzten [3] Satz 1 auch für n ∈ Q
formuliert. Beim Beweis dieses umformulierten Satzes [3] Satz 1 muß man im wesentlichen nur
bei dem dortigen Punkt 2.36 aufpassen, wobei man dann lediglich in der Formulierung von [3]
Satz 1 ein kleineres δ als 12n(n−1) benötigte). Es ist also analog Folgerung 2 auch für n ∈ Q, n 4
bei ξi(n) := iR | iR |n−1 der Limes
lim
R→∞R
3
2
(
I (Φ,Ψ )− S(Φ,Ψ, ξ(n))) (2)
gleich 0 genau dann, wenn die diophantische Gleichung ax|x|n−1 +by|y|n−1 + cz|z|n−1 = 0 nur
trivial lösbar ist.
Für eine dichte Menge von Exponenten n ∈ Q weiß man aber im Fall a±b± c = 0, daß diese
Gleichung nur trivial lösbar ist (denn wenn für ein n˜ ∈ N die Gleichung ax|x|n˜−1 + by|y|n˜−1 +
cz|z|n˜−1 = 0 nur trivial lösbar ist, ist dies richtig auch für alle rationalen Exponenten n = n˜ p
q
mit
ggT (q, n˜) = 1. Ein solches n˜ existiert aber nach Faltings [1], da z. B. bei laufendem m˜ die Glei-
chung a(xm˜)5 +b(ym˜)5 + c(zm˜)5 = 0 nur endlich viele Lösungen mit ggT (xm˜, ym˜, zm˜) = 1 hat;
deshalb hat im Fall a ± b ± c = 0 für großes m˜ bei n˜ := 5m˜ die Gleichung axn˜ + byn˜ + czn˜ = 0
nur triviale Lösungen). Somit ist für eine dichte Menge von n ∈ Q der Limes (2) gleich 0. Mit
ähnlichen Schlüssen wie vor (2) kann man sehen, daß dieser Limes für alle n ∈ Q, n 4 existiert.
Dies ergibt Anlass zu folgender Spekulation: Wir nehmen an, daß der Limes (2) für mindestens
ein Intervall {n ∈ Q; e n f } gleichmäßig konvergiert. Dann wäre aber der Limes (2) für alle
n ∈ [e, f ] ∩ Q gleich 0. Daraus folgte dann, daß für alle n ∈ Q mit n  ef (f − e)−1 die dio-
phantische Gleichung axn ± byn ± czn = 0 nur trivial lösbar wäre (da es für n  ef (f − e)−1
stets m ∈ N gibt, so daß nm−1 ∈ [e, f ] ist). Diese letzte Aussage folgt (weiterhin unter der Vor-
aussetzung a ± b ± c = 0) andererseits auch aus der ABC-Vermutung (s. [4], S. 309; zunächst
folgt diese Aussage nur für großes n ∈ N, dann aber mit einem einfachen Galoisargument wie z.
B. in [3] 2.37–2.38 auch für großes n ∈ Q).
An dieser Stelle sei dem Referenten für seine Anregungen gedankt.
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wir folgendes Lemma (s. [3] Satz 1; dies Lemma wird im Hinblick auf die Anwendung nicht in
voller Allgemeinheit formuliert). Dabei sei wie üblich definiert e(z) := exp(2πiz):
Lemma. Sei M eine (eventuell von R abhängende) kompakte Menge in (R+)2 \ {(0,0)}, deren
Rand ∂M stückweise glatt ist, wobei die Tangenten nicht durch den Nullpunkt (0,0) gehen sollen
außer in dem Fall, daß an dieser Stelle der Rand schon selbst durch eine durch den Nullpunkt
gehenden Geraden gebildet wird. Falls (0, y0) bzw. (x0,0) ∈ ∂M ist, sollen die Tangenten, die
nicht durch den Nullpunkt gehen, senkrecht zu den Geraden {(0, y); y ∈ R} bzw. {(x,0); x ∈ R}
stehen und den Rand bis auf eine Ordnung n−1 dort approximieren (solche Mengen M heißen
in [3] “geeignet”).
Sei weiter g0(x˜, y˜) eine in einer R−δ˜-Umgebung von M , also in der Menge
{
(x, y) ∈ C2; ∃(x˜, y˜) ∈ M mit ∣∣(x, y)− (x˜, y˜)∣∣R−δ˜}
holomorphe und dort durch 1 beschränkte Funktion (dabei sei 0 < δ˜ < 1
n
fest vorgegeben). Setze
g(x˜, y˜) := x˜n−1y˜n−1g0(x˜, y˜)
und
MR := {(x˜R, y˜R); (x˜, y˜) ∈ M}.
Dann gibt es für feste Zahlen A,B ∈ Q+, festes n ∈ N > 1 und festes ε > 0 ein (von ε und n
abhängendes) δ > 0, so für alle k ∈ N mit k =O(Rδ) gilt
∑
(x,y)∈MR∩N2
e
(−k n√Axn +Byn )g( x
R
,
y
R
)
=
∑
(x˜,y˜)∈Rk
x˜y˜ =0
[∣∣(n− 1)kAB(x˜y˜)n−2∣∣− 12 a(x˜, y˜)]R 32 +O(R1+ε),
wobei
Rk :=
{
(x˜, y˜) ∈ Q2+; Ax˜n +By˜n = 1, kAx˜n−1 ∈ N, kBy˜n−1 ∈ N
}
,
a(x˜, y˜) :=
∞∫
0
χM(x˜t, y˜t)e
(−1
8
)
t
1
2 g(x˜t, y˜t) dt,
und wobei χM die modifizierte charakteristische Funktion von M (d. h. auf dem Rand ∂M sei
χM ≡ 12 ) sein soll. Dabei ist der Fehler O(R1+ε) gleichmäßig bei laufender Funktion g.
Beweis. Die Voraussetzungen über g0 bewirken, daß die Forderungen von [3], Definition 2(a)–
(d) alle erfüllt sind, so daß also g0 und damit g “geeignet” im Sinne dieser Definition ist. Da
ferner g(x, y) den Faktor xn−1yn−1 enthält, fallen die Terme in [3] Satz 1 für (x,0) ∈Rk oder
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Quadranten liegt und somit das θ aus [3] Satz 1 gleich 0 ist.) 
Mit diesem Lemma zeigen wir nun folgenden Satz (wobei hier wie im folgenden Indizes
x, y, z unter einem Summenzeichen stets ganze Zahlen bedeuten sollen):
Satz. Sei ϕ ∈ C∞(R) eine feste ungerade Funktion mit ϕ(ν)(R) = O(R−N) für alle festen
ν  0 und für alle festen N ∈ N. Sei ψ(x, y, z) eine nicht unbedingt feste, im Polyzylinder
(D(0,1+ θ))3 holomorphe und durch 1 beschränkte gerade Funktion, wobei θ > 0 fest sein soll.
Sei n eine feste ungerade natürliche Zahl  5 und seien α,β, γ ∈ N fest mit α,β, γ  n − 1;
ferner seien a, b, c feste natürliche Zahlen. Dann gilt für jedes feste ε > 0.
∞∫
0
[ ∑
|x|,|y|,|z|R
|axn+byn+czn|tRn−1
∣∣∣∣ xR
∣∣∣∣
α∣∣∣∣ yR
∣∣∣∣
β ∣∣∣∣ zR
∣∣∣∣
γ
ψ
(
x
R
,
y
R
,
z
R
)]
ϕ(t) dt
=
∞∫
0
[ ∫ ∫ ∫
|x|,|y|,|z|R
|axn+byn+czn|tRn−1
∣∣∣∣ xR
∣∣∣∣
α∣∣∣∣ yR
∣∣∣∣
β ∣∣∣∣ zR
∣∣∣∣
γ
ψ
(
x
R
,
y
R
,
z
R
)
dx dy dz
]
ϕ(t) dt
+R 32 [Aa +Ab +Ac] +O
(
R1+ε
)
wobei beispielsweise Ac definiert ist durch
Ac := 2
√
2
π(n− 1) 12
∑
(u,v,w)∈Rc
d(u, v,w)3/2uαvβwγ
(abc)
1
2 (uvw)
n−2
2
·
∞∫
0
[ Min( 1u , 1v , 1w )∫
0
τα+β+γ+
1
2
∞∑
m=1
ψ(uτ, vτ,wτ)
m3/2
sin
(
2πmt
nd(u, v,w)τn−1
)
dτ
]
ϕ(t) dt
bei
Rc :=
{
(u, v,w) ∈ N3; ggT (u, v,w) = 1 und aun + bvn = cwn},
d(u, v,w) := ggT (aun−1, bvn−1, cwn−1). (3)
Dabei ist der Fehler O(R1+ε) gleichmäßig bei laufendem ψ .
Bemerkung 1. Nach Faltings [1] ist für n  4 die Menge Rc endlich. Ferner sind die Zahlen
Ac von R unabhängig, falls ψ von R unabhängig ist. Aber auch im allgemeinen Fall für ψ ist
Ac =O(1).
Beweis (vom Satz). Zunächst folgt für festes δ > 0, daß ϕ(ν)(Rδ) =O(R−N) ist für alle festen
ν  0, N ∈ N. Weil ψ( x
R
,
y
R
, z
R
) für |x|, |y|, |z| R(1 +Θ) durch 1 beschränkt und holomorph
ist, sind alle ν-ten partiellen Ableitungen von ψ( x , y , z ) für |x|, |y|, |z|  R schon O(R−ν).
R R R
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also bis auf einen Fehler von O(Rω) gleich
A :=
Rδ∫
0
[ ∑
|x|,|y|,|z|R
|axn+byn+czn|tRn−1
|x|α|y|β |z|γ ψ
(
x
R
,
y
R
,
z
R
)]
ϕ(t) dt.
Zur Abkürzung setze für |x|, |y|, |z|R(1 + θ) jetzt
ψ˜(x, y, z) := |x|α|y|β |z|γ ψ
(
x
R
,
y
R
,
z
R
)
.
Die Summe A wird nun in 8 Teilsummen aufgespalten: In die 6 Teilsummen über x, y > 0,
z < 0 bzw. x, y < 0, z > 0 usw. sowie in die beiden Summen über x, y, z > 0 bzw. x, y, z < 0.
Wir behandeln zunächst diese beiden letzten Summen: Wenn x, y, z alle das gleich Vorzeichen
haben, folgt aus |axn + byn + czn|  tRn−1  Rn−1+δ , daß x, y, z = O(R1− 1n+ δn ). Damit ist
wegen α,β, γ  n− 1
∣∣∣∣ xR
∣∣∣∣
α∣∣∣∣ yR
∣∣∣∣
β ∣∣∣∣ zR
∣∣∣∣
γ

∣∣∣∣ xR
∣∣∣∣
n−1∣∣∣∣ yR
∣∣∣∣
n−1∣∣∣∣ zR
∣∣∣∣
n−1
=O(R−3 n−1n (1−δ)). (4)
Da wir O(R3(1− 1n+ δn )) viele Tripel (x, y, z) haben, ist die Teilsumme von A über alle Tripel
(x, y, z) mit x, y, z > 0 schon
O(R3(1− 1n+ δn )R−3 n−1n (1−δ)Rα+β+γ )=O(Rω).
Wir behandeln nun den Fall x, y > 0, z < 0 (im Fall x, y < 0, z > 0 kommt offensichtlich
dasselbe Ergebnis heraus; die anderen Fälle gehen analog). Die Teilsumme von A über diese
x, y > 0, z < 0 nennen wir A1. Im Fall axn + byn > cRn + Rn−1+δ gibt es kein |z|  R mit
|axn + byn + czn| tRn−1 für t Rδ , so daß wir also die leere Summe haben.
Für den Fall cRn  axn + byn  cRn + Rn−1+δ gibt es höchstens O(R1+δ) viele Paare
0  x, y  R (denn sei oBdAx  y. Wegen axn + byn  cRn muß dann y ∼ R sein. Dann
unterscheidet sich für dieses feste x alle weiteren y˜ mit cRn  axn + by˜n  cRn + Rn−1+δ
von y additiv um höchstens O(Rδ), da (y + Rδ)n − yn ∼ Rn−1+δ ist. Zu jedem x  R gibt
es also höchstens O(Rδ) viele mögliche y, womit die Zwischenbehauptung folgt). Zu je-
dem dieser O(R1+δ) vielen Paare (x, y) gibt es genauso höchstens O(Rδ) viele |z|  R mit
|axn + byn + czn| tRn−1 Rn−1+δ , so daß insgesamt
Rδ∫
0
[ ∑
|x|,|y|,|z|R
cRnaxn+byncRn+Rn−1+δ
ψ˜(x, y, z)
]
ϕ(t) dt =O(R1+2δ)O(Rα+β+γ )=O(Rω) (5)
ist bei δ  ε/2. Also ist für
E˜(t) :=
(−tRn−1 − axn − byn) 1n
, F˜ (t) :=
(
tRn−1 − axn − byn) 1nc c
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A1 =
Rδ∫
0
[ ∑
0<x,yR
axn+byncRn
∑
−Rz<0
E˜(t)zF˜ (t)
ψ˜(x, y, z)
]
ϕ(t) dt +O(Rω). (6)
Wir können jetzt oBdA annehmen, daß die beiden Ausdrücke E˜(t) und F˜ (t) dasselbe (nega-
tive) Vorzeichen haben [Denn sonst wäre axn + byn = O(Rn−1+δ), zn = O(Rn−1+δ), und wir
erhielten dieselbe Konstellation xn, yn, zn = O(Rn−1+δ) wie vor (4)]. Außerdem ist in (6) bei
der Summation über z die erste Bedingung −R  z  0 überflüssig: Wie gerade gezeigt, ist
wegen z  F˜ (t) schon oBdA z < 0; und außerdem ist wegen axn + byn  cRn und wegen
|axn +byn +czn|Rn−1+δ auch oBdA z−R [nur im Fall cRn  axn +byn  cRn −Rn−1+δ
könnte eventuell z−R falsch sein; aber diese Ungleichung führt ähnlich wie bei der Argumen-
tation vor (5) zu höchstens O(R1+δ)O(Rδ) vielen Tripeln (x, y, z) und damit zu einem Fehler
von höchstens O(Rω)]. Somit folgt aus (6)
A1 =
Rδ∫
0
[ ∑
0<x,yR
axn+byncRn
∑
E˜(t)zF˜ (t)
ψ˜(x, y, z)
]
ϕ(t) dt +O(Rω). (7)
Wenn jetzt [ ] die Gaußklammer bezeichnet und E(t) := [E˜(t)],F (t) := [F˜ (t)] sei, so haben
wir (da E˜(t) nur für eine t-Nullmenge eine ganze Zahl ist)
A1 =
Rδ∫
0
[ ∑
0<x,yR
axn+byncRn
∑
E(t)+1zF(t)
ψ˜(x, y, z)
]
ϕ(t) dt +O(Rω). (8)
Setze nun G(x,y) := n
√
−axn−byn
c
. Es gilt nun für E(t)+ 1 z F(t) nach dem Mittelwertsatz
∣∣ψ˜(x, y, z)− ψ˜(x, y,G(x, y))∣∣ (F(t)−E(t))|x|α|y|βO(Rγ−1) (9)
(hierbei wurde ∂ψ
∂z
( x
R
,
y
R
, z
R
) =O(R−1) benutzt). Also ist
( ∑
E(t)+1zF(t)
ψ˜(x, y, z)
)
− (F(t)−E(t))ψ(x, y,G(x, y))
= (F(t)−E(t))2|x|α|y|βO(Rγ−1). (10)
Da aber
F(t)−E(t) =O(Rn−1+δ)(Maxxn−1, yn−1)−1 (11)
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und (10) die Beziehung:
A1 =
∑
0<x,yR
axn+byncRn
Rδ∫
0
[
ψ˜
(
x, y,G(x, y)
)(−E(t)+ F(t))]ϕ(t) dt +O(Rω). (12)
Jetzt ziehe von A1 den Ausdruck
B1 :=
∑
0<x,yR
axn+byncRn
Rδ∫
0
ψ˜
(
x, y,G(x, y)
)(−E˜(t)+ F˜ (t))ϕ(t) dt
ab. Benutze die für alle T /∈ πZ gültige Fourierreihe (s. [2])
[T ] − T + 1
2
= Im
( ∞∑
k=1
e(kT )
πk
)
.
Wir erhalten, daß die Differenz von A1 −B1 bis auf einen Fehler von O(Rω) gleich dem Imagi-
närteil von
∑
0x,yR
axn+byncRn
Rδ∫
0
[
ψ˜
(
x, y,G(x, y)
) ∞∑
k=1
−e(kE˜(t))+ e(kF˜ (t))
πk
]
ϕ(t) dt
ist. Da ϕ eine ungerade Funktion ist, gilt damit die Beziehung
A1 −B1 =O
(
Rω
)+ Im
( ∑
0<x,yR
axn+byncRn
Rδ∫
−Rδ
[
ψ˜
(
x, y,G(x, y)
) ∞∑
k=1
e(kF˜ (t))
πk
]
ϕ(t) dt
)
. (13)
Wir zeigen nun, daß mit einem Fehler von O(Rω) die Summe über k nur bis k = Rδ genommen
werden muß. Dazu beachte man, daß die Fourierreihe gliedweise integriert werden kann. Wir
sind fertig, wenn wir gezeigt haben, daß für k Rδ
Rδ∫
−Rδ
e
(
k
(
tRn−1 − axn − byn
c
) 1
n
)
ϕ(t) dt =O(k−q) (14)
für jedes feste q ∈ N ist. Dies geschieht durch q malige partielle Integration, indem stets der
Faktor e(k( tR
n−1−axn−byn
c
)
1
n ) mit 2πikRn−1(cn)−1(tRn−1 − axn − byn) 1n−1 multipliziert und
davon eine Stammfunktion gebildet wird. So erhalten wir gewisse Zahlen Djq , die von k,R, t
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N ∈ N gleich ist
q∑
j=0
nqcjDjq
(2πik)qR(n−1)j
Rδ∫
−Rδ
e
(
k
(
tRn−1 − axn − byn
c
) 1
n
)(
tRn−1 − axn − byn
c
)j− q
n
· ϕ(j)(t) dt. (15)
Da die Ausdrücke ( tR
n−1−axn−byn
c
)j−
q
n R−(n−1)j für j  q gleich O(1) sind, sofern nur
(
tRn−1−axn−byn
c
) nicht viel kleiner als 1 ist (sonst bekämen wir für negative (j − q
n
) Probleme),
ist der Ausdruck (15) gleich O(k−q), womit (14) gezeigt ist (der Fall tRn−1−axn−byn
c
= O(1)
führt wieder auf x, y  R1− 1n+ δn , was schon bei (4) behandelt wurde). Insgesamt folgt damit,
daß in (13) oBdA die Summe der k nur bis Rδ laufen muß.
Es ist nun für ( a
c
xn + b
c
yn)
1
n R1−δ , wenn zu gegebenen ε > 0 wieder das δ nur klein genug
gemacht wird
(
tRn−1 − axn − byn
c
) 1
n =
(−axn − byn
c
) 1
n + 1
nc
1
n
tRn−1
(−axn − byn) n−1n
+O(R−1+ε). (16)
Für R1− 1n+ δn  ( a
c
xn + b
c
yn)
1
n R1−δ zeigt wieder die Formel (15), daß in diesem Fall auch bei
kleinem k das Integral (14) sehr klein wird. Da der Fall ( a
c
xn + b
c
yn)
1
n R1− 1n+ δn schon bei (4)
behandelt wurde, können damit in (13) auch alle x, y mit ( a
c
xn + b
c
yn)
1
n < R1−δ weggelassen
werden. Insgesamt ist damit (13) übergegangen in
A1 −B1 =O
(
Rω
)+ Im
( ∑
0<x,yR
R1−δ( a
c
xn+ b
c
yn)
1
nR
Rδ∫
−Rδ
[
ψ˜
(
x, y,G(x, y)
) Rδ∑
k=1
e(kF˜ (t))
πk
]
ϕ(t) dt
)
(17)
und mit (16) kann e(kF˜ (t)) durch e(−k(axn−byn
c
)
1
n )e( k
nc
1
n
tRn−1
(−axn−byn) n−1n
) ersetzt werden. Wir
benutzen wieder, daß ϕ ungerade ist, und erhalten damit
A1 −B1 =O
(
Rω
)+ Im
(
2i
∑
o<x,yR
R1−δ( axn
c
+ b
c
yn)
1
nR
Rδ∫
0
[
ψ˜
(
x, y,G(x, y)
) Rδ∑
k=1
H(t)
πk
]
ϕ(t) dt
)
(18)
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H(t) := e
(
−k
(
axn + byn
c
) 1
n
)
sin
(
2πktRn−1
nc
1
n (−axn − byn) n−1n
)
.
Damit haben wir
A1 −B1 =O
(
Rω
)+Rα+β+γ
· Re
{ Rδ∫
0
[ ∑
(x,y)∈MR
Rδ∑
k=1
1
kπ
e
(
−k
(
a
c
xn + b
c
yn
) 1
n
)
g
(
x
R
,
y
R
)]
ϕ(t) dt
}
(19)
bei
g(x˜, y˜) := 2x˜αy˜β(−G(x˜, y˜))γ ψ(x˜, y˜,G(x˜, y˜)) · sin( 2πkt
n(G(x˜, y˜))n−1
)
für (x˜, y˜) ∈ M mit
M :=
{
(x˜, y˜) ∈ R2; 0 x˜, y˜  1, R−δn  a
c
x˜n + b
c
y˜n  1
}
(wobei die Menge MR wie im Lemma definiert wird). M ist nun eine “geeignete” Menge im
Sinne vom Lemma. Aber auch die nach (19) definierte Funktion g erfüllt die Voraussetzung
vom Lemma, wenn nur das δ in der Definition von M so klein gemacht wird, daß es noch ein
0 < δ˜ < 1
n
gibt, für welches g in einer R−δ˜-Umgebung von M holomorph und beschränkt ist.
Also gilt für die in (19) auftretende Summe nach unserem Lemma
∑
(x,y)∈MR
e
(
−k
(
a
c
xn + b
c
yn
) 1
n
)
g
(
x
R
,
y
R
)
=
∑
(x˜.y˜)∈Rk
x˜y˜ =0
[
(n− 1)k a
c
b
c
(x˜y˜)n−2
]− 12
a(x˜, y˜)R
3
2 +O(R1+ε) (20)
mit den Rk und den a(x˜, y˜) aus dem Lemma. Damit ergibt sich aus (19) unter Benutzung der
Definition von M bzw. von χM bzw. a(x˜, y˜)
A1 −B1 =O
(
Rω
)+Rα+β+γ+ 32
·
Rδ∫
0
[
Rδ∑
k=1
ϕ(t)
kπ
∑
(x˜,y˜)∈Rk
1
2
√
2
∫Min( 1
x˜
, 1
y˜
,1)
R−δ |T |
1
2 g(x˜T , y˜T ) dT
|(n− 1)k a
c
b
c
(x˜y˜)n−2| 12
]
dt. (21)x˜y˜ =0
2514 K. Langmann / Journal of Number Theory 128 (2008) 2505–2519Da dieser letzte Ausdruck noch zu unübersichtlich ist (es wird nicht klar, ob er nicht etwa 0
sein kann; vergl. das nach dem Ende dieses Beweises Gesagte), schreiben wir ihn mit Hilfe des
Satzes von Faltings [1] um. Sei also (x˜, y˜) ∈Rk mit ac x˜n + bc y˜n = 1, k ac x˜n−1 ∈ Z, k bc y˜n−1 ∈ Z.
Schreibe x˜ = u
w
, y˜ = v
w
mit u,v,w ∈ N und ggT (u, v,w) = 1. Aus kaun−1(cwn−1)−1 ∈ Z,
kbvn−1(cwn−1)−1 ∈ Z folgt mit d(u, v,w) = ggT (aun−1, bvn−1, cwn−1), daß
m := kd(u, v,w)(cwn−1)−1 ∈ Z (22)
ist. Da es nach Faltings wegen n  4 nur endlich viele Tripel (u, v,w) gibt, ist somit m ∼ k.
Damit erhalten wir aus (21) nach leichten Umformungen unter Benutzung der Definition nach
(19) von g und der Definition (3) von Rc
A1 −B1 =O
(
Rω
)+ Rα+β+γ+ 32
√
2
π(n− 1) 12
∑
(u,v,w)∈Rc
∞∑
m=1
(d(u, v,w))
3
2 w− 32 I (u, v,w)
m
3
2 (abc)
1
2 (uvw)
n−2
2
(23)
wobei
I (u, v,w) :=
Rδ∫
0
Min( w
u
, w
v
,1)∫
R−δ
ϕ(t)
∣∣T 12 ∣∣∣∣∣∣ uwT
∣∣∣∣
α∣∣∣∣ vwT
∣∣∣∣
β
T γ ψ
(
u
w
T,
v
w
T ,T
)
· sin
(
2πmwn−1t
nd(u, v,w)T n−1
)
dT dt.
Dabei lief m zunächst nur bis ∼ Rδ , aber durch wiederholte partielle Integration nach t (das
wegen sin(θt) und ϕ(t) ungerade von −Rδ bis Rδ laufen darf) kann man sehen, daß für mRδ
das Integral sehr klein wird, so daß doch oBdAm bis ∞ laufen darf: Denn ∫ Rδ−Rδ ϕ(t) sinxt dt =∫ Rδ
−Rδ ϕ
′(t) cosxt
x
dt +O(R−N) = · · · = ∫ Rδ−Rδ ϕ(4N)(t) sinxtx4N +O(R−N) =O(R−4Nδ) für x ∼ m
Rδ bei festem 0 < δ < 14 .
Wenn wir jetzt noch T = wτ substituieren, erhalten wir
A1 −B1 =O
(
Rω
)+Rα+β+γ+ 32(1
2
Ac
)
(24)
mit dem Ausdruck Ac aus unserem Satz (der Faktor 12 kommt daher, daß bei dem Endergebnis
noch alles verdoppelt werden muß, da die Fälle x, y > 0, z < 0 und x, y < 0, z > 0 dasselbe
Ergebnis liefern). Daß in der Definition für Ac im Satz unser t bis ∞ und unser τ ab 0 läuft,
macht keinen wesentlichen Unterschied dazu, daß in (23) das t bis Rδ und das τ ab R−δ lief:
Durch wiederholte partielle Integration nach t sieht man z. B. wieder wie nach (23), daß im
Integral I (u, v,w) für kleine τ sehr kleine Werte auftreten.
Wir müssen nun noch den Ausdruck B1 ausrechnen. Seien dazu 0  t  Rδ und 0  y  R
fest. Wir müssen dann summieren
B1(y, t) =
∑
0<xR
n n n
H(x, y, t) (25)
ax cR −by
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H(x, v, t) = ψ˜(x, y,G(x, y))(( tRn−1 − axn − byn
c
) 1
n −
(−tRn−1axn − byn
c
) 1
n
)
.
Wir benutzen jetzt die Eulersche Summenformel in einer einfachen Form [ist H(x) =
O(Rα+β+γ+δ) und H ′(x) =O(Rα+β+γ+δ−1) für x =O(R), so ist für C,D =O(R) schon
∑
CxD
H(x) =
D∫
C
H(x)dx +O(Rα+β+γ+δ)].
Diese Voraussetzugen sind jetzt alle erfüllt: Da ( tRn−1−axn−byn
c
)
1
n − (−tRn−1−axn−byn
c
)
1
n =
O(Rδ+n−1(Maxxn−1, yn−1)−1) ist und da α,β  n− 1 sind, ist schon H(x) =O(Rα+β+γ+δ).
Da weiter
δ
δx
[(
tRn−1 − axn − byn
c
) 1
n −
(−tRn−1 − axn − byn
c
) 1
n
]
= O(R
δ+n−1)
Max(xn, yn)
ist auch H ′(x) =O(Rα+β+γ+δ−1). Somit folgt aus (25)
∑
0yR
B1(y, t) =
∑
0yR
I (y, t) bei
I (y, t) :=
∫
0xR
axncRn−byn
H(x, y, t) dx +O(Rω). (26)
Jetzt ist wieder I (y) eine Funktion, die O(Rα+β+γ+1+δ) bleibt und für die I ′(y) gleich
O(Rα+β+γ+δ) ist. Somit können wir wieder die Eulersche Formel anwenden, und erhalten nach
Integration über t von 0 bis Rδ
B1 =O
(
Rω
)+
Rδ∫
0
ϕ(t)
[ ∫ ∫
0x,yR
axn+byncRn
ψ˜
(
x, y,G(x, y)
)(( tRn−1 − axn − byn
c
) 1
n
−
(−tRn−1 − axn − byn
c
) 1
n
)
dx dy
]
dt. (27)
Jetzt gehen wir rückwärts analog (12)–(4) vor (nur daß jetzt die Summen durch Integrale ersetzt
werden und daß die Gaußklammern wegfallen) und erhalten
B1 =
∞∫
0
[ ∫ ∫ ∫
0x,yR
−Rz0
n n n n−1
ψ˜(x, y, z) dx dy dz
]
ϕ(t) dt +O(Rω).|ax +by +cz |tR
2516 K. Langmann / Journal of Number Theory 128 (2008) 2505–2519Indem man jetzt über alle Fälle wie x, y > 0, z < 0 usw. summiert und noch durch Rα+β+γ
dividiert, hat man mit (24) die Behauptung unseres Satzes. 
Bemerkung 2. Ist die diophantische Gleichung axn + byn + czn nichttrivial lösbar, so ist in
unserem Satz für allgemeine ϕ ∈ C∞ der Term Aa + Ab + Ac = 0, so daß also der Faktor R 32
wirklich zum Tragen kommt.
Beweis. Wir behandeln nun den Fall ψ ≡ 1. Nach Substitution d(u, v,w)τn−1 = T n−1 kann der
Term Aa +Ab +Ac beschrieben werden durch einen Ausdruck der Form
∞∫
0
[ T0∫
0
f (T )
∞∑
m=1
1
m3/2
sin
(
2πmt
nT n−1
)
dT
]
ϕ(t) dt (28)
mit einer geeigneten positiven Zahl T0 und mit einer geeigneten positiven Sprungfunktion f (T )
(diese Funktion berücksichtigt alle Lösungstripel (u, v,w). Da für verschiedene (u, v,w) nach
Definition von Ac verschieden weit nach T integriert werden muß, können wir die Summe über
diese für (u, v,w) gebildeten Integrale über T mittels einer einzigen Sprungfunktion zusammen-
fassen). Da f (T ) insbesondere den Faktor T α+β+γ enthält, ist das Integral über T von 0 bis ε
gleichmäßig O(εα+β+γ ) für alle t .
Für T > ε betrachte jetzt die Funktion ∑∞m=1 1m3/2 sin( 2πmtnT n−1 ), die für 0 < t(T n−1)−1 < t0
positiv ist für ein gewisses t0 > 0. Insbesondere ist sie also für t  t0εn−1 und ε < T positiv.
Weiter hat sie für t ∼ t0εn−1, T ∼ 1 die Größenordnung εn−1. Für T ∼ 1 ist aber auch f (T ) ∼ 1
(sofern T < T0 bleibt). Somit ist für t  t0εn−1
T0∫
ε
f (T )
∞∑
m=1
1
m3/2
sin
(
2πmt
nT n−1
)
dT
von einer Größenordnung  εn−1. Da für 0  T  ε dieses Integral O(εα+β+γ ) war mit α +
β + γ > n− 1, ist das Gesamtintegral von T = 0 bis T = T0 ungleich 0 für t  t0εn−1. Also ist
der innere Ausdruck in (28) als Funktion von t nicht die Nullfunktion. Da ϕ(t) eine allgemeine
Funktion ist, ist auch im allgemeinen Fall der Ausdruck (28) ungleich 0. 
Folgerung 1. Sei Φ ∈ C∞(R) eine feste gerade Funktion mit Φ(ν)(R) =O(R−N) für alle festen
ν  0 und N ∈ N. Sei ψ(x, y, z) eine nicht unbedingt feste, im Polyzylinder (D(0,1 + θ))3
holomorphe und durch 1 beschränkte gerade Funktion, wobei θ > 0 fest sein soll. Sei n eine
feste ungerade natürliche Zahl  5, und α,β, γ ∈ N fest mit α,β, γ  n− 1; ferner seien a, b, c
feste natürliche Zahlen. Dann gilt für festes ε > 0 (wobei Aa usw. die Zahlen aus dem Satz sind
bei ϕ := Φ ′)
∑
|x|,|y|,|z|R
∣∣∣∣ xR
∣∣∣∣
α∣∣∣∣ yR
∣∣∣∣
β ∣∣∣∣ zR
∣∣∣∣
γ
ψ
(
x
R
,
y
R
,
z
R
)
Φ
(
axn + byn + czn
Rn−1
)
=
∫ ∫ ∫ ∣∣∣∣ xR
∣∣∣∣
α∣∣∣∣ yR
∣∣∣∣
β ∣∣∣∣ zR
∣∣∣∣
γ
ψ
(
x
R
,
y
R
,
z
R
)
Φ
(
axn + byn + czn
Rn−1
)
dx dy dz|x|,|y|,|z|R
K. Langmann / Journal of Number Theory 128 (2008) 2505–2519 2517−R 32 (Aa +Ab +Ac)+O
(
R1+ε
)
.
Dabei ist der Fehler O(R1+ε) gleichmäßig bei laufendem ψ .
Beweis. Setze jetzt abkürzend
ψ(x, y, z) :=
∣∣∣∣ xR
∣∣∣∣
α∣∣∣∣ yR
∣∣∣∣
β ∣∣∣∣ zR
∣∣∣∣
γ
ψ
(
x
R
,
y
R
,
z
R
)
.
Dann ist
∞∫
0
ϕ(t)
[ ∑
|x|,|y|,|z|R
|axn+byn+czn|tRn−1
ψ(x, y, z)
]
dt
=
∑
|x|,|y|,|z|R
ψ(x, y, z)
∞∫
| axn+byn+czn
Rn−1 |
ϕ(t) dt
=
∑
|x|,|y|,|z|R
ψ(x, y, z)
(
−Φ
(
axn + byn + czn
Rn−1
))
.
Da die analoge Aussage für die Dreifachintegrale gilt, folgt die Behauptung aus unserem
Satz. 
Folgerung 2. Sei für Φ die Voraussetzungen von Folgerung 1 gegeben. Weiter sei Ψ (x, y, z)
eine in dem komplex-dreidimensionalen Polyzylinder mit Radius (1 +Θ) holomorphe und durch
1 beschränkte gerade nicht unbedingt feste Funktion. Sind a, b, c feste natürliche Zahlen und ist
n 5 fest ungerade, so gilt für großeR ∈ N bei ζx := xnRn , ζy := y
n
Rn
, ζz := znRn
1∫
−1
1∫
−1
1∫
−1
Φ
(
(ax + by + cz)R)Ψ (x, y, z) dx dy dz
=
∑
−R<xR
−R<yR
−R<zR
Φ
(
(aζx + bζy + cζz)R
)
Ψ (ζx, ζy, ζz)(ζx − ζx−1)(ζy − ζy−1)(ζz − ζz−1)
+R− 32 n3(Aa +Ab +Ac)+O
(
R−2+ε
)
.
Dabei ist der Fehler O(R−2+ε) gleichmäßig bei laufendem Ψ .
Beweis. Setze in Folgerung 1 jetzt α = β = γ = n−1 und ψ( x
R
,
y
R
, z
R
) = Ψ (( x
R
)n, (
y
R
)n, ( z
R
)n).
Substituiere im Dreifachintegral aus der Folgerung 1 x˜ = xn
Rn
, y˜ = yn
Rn
, z˜ = zn
Rn
. Dann haben wir
mit Folgerung 1, wenn man dx˜ = n ( x )n−1dx usw. benutztR R
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−1
1∫
−1
1∫
−1
Φ
(
(ax˜ + by˜ + cz˜)R)Ψ (x˜, y˜, z˜) dx˜ dy˜ dz˜
= R−3+3/2n3(Aa +Ab +Ac)+O
(
R−3+1+ε
)+ ∑
|x|,|y|,|z|R
n3
R3
∣∣∣∣ xR
∣∣∣∣
n−1∣∣∣∣ yR
∣∣∣∣
n−1∣∣∣∣ zR
∣∣∣∣
n−1
·Φ
((
a
xn
Rn
+ b y
n
Rn
+ c z
n
Rn
)
R
)
Ψ
(
xn
Rn
,
yn
Rn
,
zn
Rn
)
. (29)
Um diese letzte Summe auf die Gestalt einer Riemannschen Summe zu bringen setze jetzt
Ux := (ζx − ζx−1)Rn, entsprechend Vy,Wz und ux := nxn−1, entsprechend vy,wz. Benutze die
Identität
UVW − uvw = VW(U − u)+ uW(v − V )+ uv(W −w).
Wegen ux −Ux =O(xn−2) usw., Ux =O(xn−1) usw. folgt
UxVyWz − uxuyuz =O
(
xn−2yn−2zn−2R2
)
.
Damit haben wir
∑
|x|,|y|,|z|<R
(UxVyWz − uxvywz)Φ
((
a
(
x
R
)n
+ b
(
y
R
)n
+ c
(
z
R
)n)
R
)
Ψ
(
xn
Rn
,
yn
Rn
,
zn
Rn
)
=O(xn−2yn−2zn−2R2)O(R2)O( Rδ+n−1
Maxxn−1, yn−1
)
(30)
(denn es gibt O(R2) viele x, y, und zu jedem festen x, y gibt es höchstens O( Rδ+n−1Maxxn−1,yn−1 )
viele z, da ja zn + (( axn+byn
c
)
1
n )n oBdA gleich O(Rn−1+δ) ist, weil andernfalls Φ(axn+byn+czn
Rn−1 )
sehr klein würde). Insgesamt ist also der Ausdruck (30) schon O(R3n−2+δ). Damit ist nach
Division durch R3n der letzte Ausdruck von (29) bis auf einen Fehler von O(R−2+δ) gleich
∑
|x|,|y|,|z|R
Φ(aζx + bζy + cζz)Ψ (ζx, ζy, ζz)(ζx − ζx−1)(ζy − ζy−1)(ζz − ζz−1). (31)
Jetzt kann noch mit einem Fehler von O(R−2+δ) die über −R  x, y, z  R laufende Summe
(31) auch über −R < x,y, z  R laufen gelassen werden (mit ähnlicher Argumentation wie
nach (30), nur daß jetzt z. B. der Ausschlußwert x = −R fest ist), und wir erhalten die Behaup-
tung. 
Übrigens können die Sätze dieser Arbeit auch für rationale Funktionen Φ , die keine Pole auf
R haben, formuliert werden. In diesem Fall kann man mit dem Residuensatz die Integrale über t
im Satz und damit die Zahlen Aa usw. viel einfacher ausrechnen.
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