Abstract. Let α be an expansive automorphisms of compact connected abelian group X whose dual groupX is cyclic w.r.t. α (i.e.X is generated by {χ · α n : n ∈ Z} for some χ ∈X). Then there exists a canonical group homomorphism ξ from the space ∞ (Z, Z) of all bounded two-sided sequences of integers onto X such that ξ · σ = α · ξ, where σ is the shift on ∞ (Z, Z). We prove that there exists a sofic subshift V ⊂ ∞ (Z, Z) such that the restriction of ξ to V is surjective and almost one-to-one. In the special case where α is a hyperbolic toral automorphism with a single eigenvalue > 1 and all other eigenvalues of absolute value < 1 we show that, under certain technical and possibly unnecessary conditions, the restriction of ξ to the two-sided beta-shift V β ⊂ ∞ (Z, Z) is surjective and almost one-to-one. The proofs are based on the study of homoclinic points and an associated algebraic construction of symbolic representations in [12] and [7] . Earlier results in this direction were obtained by Vershik ([23]-[24]), Kenyon and Vershik ([9]) and Sidorov and Vershik ([19]-[20]).
Introduction
The classical constructions of symbolic representations of hyperbolic toral automorphisms are based on their geometrical properties and make no significant use of algebra (cf. [1] , [3] , [6] , [21] ). In [23] a different approach is proposed, based on arithmetical ideas, leading to a symbolic representation of the automorphism α = 0 1 1 1 of the two-torus T 2 in terms of the two-sided golden mean shift. The paper [9] describes a much more general, but also less canonical, algebraic method for finding finite-to-one sofic and Markov covers of arbitrary hyperbolic toral automorphisms by using an alphabet consisting of a suitable finite set of integers in the number field generated by the characteristic polynomial of the automorphism (for terminology we refer to Section 4). As was pointed out in [9] , these constructions also give rise to certain self-similar tilings (cf. [8] , [15] and [22] ).
A related, but more systematic approach to the algebraic construction of symbolic covers of expansive group automorphisms (and, more generally, of expansive Z d -actions by automorphisms of compact abelian groups) in [7] is based on the analysis of the 'homoclinic group' of such automorphisms and Z d -actions in [12] . In order to explain this approach in the special case of a single expansive automorphism α of a compact connected abelian group X (the relevant definitions can be found in Section 2) we follow [12] and introduce the notion of a fundamental homoclinic point of α (Definition 3.1). Proposition 3.2 shows that α has a fundamental homoclinic point x ∆ ∈ X if and only if the dual groupX of X is cyclic with respect to α, i.e. if there exists a character a ∈X such that the groupX is generated by {α n (a) : n ∈ Z}, whereα is the automorphism ofX dual to α. For a hyperbolic toral automorphism α ∈ GL(n, Z) of T n the latter condition is equivalent to the requirement that α is conjugate within GL(n, Z) to the companion matrix of its characteristic polynomial (Remark 2.4).
Due to its exponential decay properties the fundamental homoclinic point x ∆ defines a surjective group homomorphism ξ : ∞ (Z, Z) −→ X from the space ∞ (Z, Z) of all bounded two-sided sequences of integers to X given by
for every v = (v n ) ∈ ∞ (Z, Z). We refer to [12] , [7] and Section 3 for background and details. The map ξ in (1.1) is, of course, not injective, and the algebraic construction of symbolic representations of the expansive automorphism α consists of finding 'nice' weak * -closed, bounded, shift-invariant subsets W ⊂ ∞ (Z, Z) such that ξ(W ) = X and ξ is finite-to-one or (preferably) almost one-to-one on W . Here 'nice' means that W is sofic or of finite type, and 'almost oneto-one' means that the restriction of ξ to W is injective on the set of doubly transitive points in W -cf. Section 4.
In this paper we prove the following extension of the main result in [9] . Theorem 1.1. Let α be an expansive automorphism of a compact connected abelian group X such that the dual groupX is cyclic w.r.t. α. Then there exists a transitive sofic shift V ⊂ ∞ (Z, Z) with the following properties.
(1) ξ(V ) = X, where ξ : ∞ (Z, Z) −→ X is given by (1.1); (2) The restriction of ξ to V is almost one-to-one. We remark in passing that the restriction to connected groups in Theorem 1.1 is made only for convenience: if the group X is totally disconnected, α is topologically conjugate to a full shift by [10] , and in the general situation of a disconnected, but not zero-dimensional compact abelian group is a fairly straightforward combination of the connected and zero-dimensional cases. Theorem 1.1 is not constructive: it only asserts the existence of a sofic shift V ⊂ ∞ (Z, Z) with the properties described there. The papers [23] and [20] deal with explicit choices of such subshifts V ⊂ ∞ (Z, Z) in some very special cases. Although this is not made explicit in [23] , the symbolic representation of the automorphism α = 0 1 1 1 by the 'golden mean shift' V ⊂ {0, 1} Z ⊂ ∞ (Z, Z) constructed there is, in effect, based on the fundamental homoclinic point of α. In [20] , the authors refer to the map (1.1) explicitly and prove the following more general result: Suppose that α ∈ GL(2, Z) is (conjugate to) the companion matrix of its characteristic polynomial, and let β be the larger eigenvalue of α. Then the restriction of ξ to the two-sided beta-shift V β ⊂ ∞ (Z, Z) is surjective and almost one-to-one.
This result raises an interesting question. Let α ∈ GL(n, Z) be an automorphism of X = T n with the following properties:
(1) α is conjugate (in GL(n, Z)) to the companion matrix of its characteristic polynomial, (2) α has a single eigenvalue β > 1, and all other eigenvalues of α have absolute value < 1, If V β ⊂ ∞ (Z, Z) is the two-sided beta-shift (cf. (6.10)), then we prove in Proposition 6.1 that ξ(V β ) = X and the restriction of ξ to V β is boundedto-one. Question 1.2. Is the restriction of ξ to V β almost one-to-one? If this is the case then the two-sided beta-shift V β could be viewed as a 'natural' sofic representation of the automorphism α. In Theorem 6.3 we provide further support for the conjecture that Question 1.2 always has a positive answer: if β is 'simple' (i.e. if 1 has a strictly periodic betaexpansion), and if the set of nonzero elements in ξ −1 ({0}) ∩ V β consists of a single orbit under the shift, then the restriction of ξ to V β is almost oneto-one. It is conceivable that every simple Pisot number β automatically satisfies the latter condition; unfortunately our results in this direction are incomplete.
The exposition is organised as follows. Section 2 contains the characterisation of automorphisms α of compact abelian groups whose duals are cyclic w.r.t. α (Proposition 2.2). Section 3 discusses homoclinic and fundamental homoclinic points (Definition 3.1), characterises those expansive and ergodic automorphisms of compact abelian groups which possess a fundamental homoclinic point (Proposition 3.2), and introduces the map ξ in (1.1). In Section 4 we investigate the construction of finite-to-one sofic covers of expansive and ergodic group automorphisms, following the approach in [13] , [9] and [7] (Theorem 4.2). Section 5 is devoted to proving Theorem 1.1 in an equivalent form (Theorem 5.1), and Section 6 discusses and provides partial answers to Question 1.2.
Expansive automorphisms of compact abelian groups
Definition 2.1. Let α be a continuous automorphism of a compact abelian additive group X with identity element 0 = 0 X . Then α is expansive if there exists an open set O ⊂ X such that
The dual groupX is cyclic with respect to α if there exists a character a ∈X such thatX is generated by the set {α n (a) : n ∈ Z}, whereα is the automorphism ofX dual to α.
In order to describe all automorphisms α of compact connected abelian groups whose dual is cyclic w.r.t. α we denote by R = Z(u ±1 ) the ring of Laurent polynomials with integer coefficients in the variable u and write
with h n ∈ Z for every n ∈ Z and h n = 0 for only finitely many n ∈ Z. An element h ∈ R is primitive if the highest common factor of the coefficients {h n : n ∈ Z} is equal to 1. Every primitive h ∈ R defines an automorphism α h of a compact connected abelian group X h as follows. Denote by σ :
for every x = (x n ) ∈ T Z , and put
for every x ∈ T Z and h ∈ R. Then ker(h(σ)) is a closed, connected, shiftinvariant subgroup of T Z . The following proposition is a special case of much more general results (cf. [17] and [18] ). Proposition 2.2. Let h ∈ R be a Laurent polynomial, and let α h be the restriction to
The following conditions are equivalent.
(1) α h is expansive; (2) h has no roots of absolute value 1. If α h is expansive then it is ergodic with respect to the normalised Haar measure λ X h of X h .
Finally, if α is an arbitrary automorphism of a compact connected abelian group X, then the dual groupX of X is cyclic w.r.t. α if and only if there exists a primitive Laurent polynomial h ∈ R and a continuous group isomorphism φ :
Motivated by Proposition 2.2 we adopt the following terminology. Definition 2.3. A Laurent polynomial h ∈ R is hyperbolic if it is primitive and has no roots of absolute value 1 or, equivalently, if X h is connected and the automorphism α h is expansive. Remarks 2.4. (1) Let α ∈ GL(n, Z) be an automorphism of X = T n with characteristic polynomial h. Then α is (algebraically) conjugate to α h if and only if it is conjugate in GL(n, Z) to the companion matrix 
For example, the matrices α = ( 3 4 1 1 ) and α = ( 3 2 2 1 ) in GL(2, Z) have the same characteristic polynomial h = −1 − 4u + u 2 , α is conjugate to the companion matrix β = ( 0 1 1 4 ) of h, but there is no M ∈ GL(2, Z) with α M = M β. For references concerning conjugacy of matrices in GL(2, Z) and related problems we refer to [2] .
for every x = (x n ) ∈ T Z . Furthermore, if h ∈ R, and if X h ⊂ T Z is defined as in Proposition 2.2, then (2.4) allows us to identify T Z with R and X h = T Z /X ⊥ h with the quotient ring R/(h), where (h) = hR = {hf : f ∈ R} ⊂ R is the principal ideal generated by h. Under this identification the automorphism α h of X h is dual to multiplication by u on R/(h). For details we refer to [18] .
Homoclinic points
Definition 3.1. Let α be an automorphism of a compact abelian group X. A point x ∈ X is homoclinic if lim |n|→∞ α n x = 0. The set of homoclinic points of α is a subgroup of X denoted by ∆ α (X). A homoclinic point x ∈ X is fundamental if ∆ α (X) is generated by {α n x : n ∈ Z} or, equivalently, if every y ∈ ∆ α (X) is of the form
Proposition 3.2. Let α be an expansive automorphism of a compact connected abelian group X. Then the group ∆ α (X) of homoclinic points of α is countable and dense in X. The following conditions are equivalent.
(1) α has a fundamental homoclinic point; (2)X is cyclic with respect to α (Definition 2.1); (3) There exists a hyperbolic polynomial h ∈ R and a continuous group isomorphism φ :
Proof. The first assertion is clear from Lemma 3.2 and Theorem 4.2 in [12] , and the equivalence of (2) and (3) is obvious. If α = α h and X = X h for some hyperbolic h ∈ R then the proof of Lemma 4.5 in [12] shows that there exists a fundamental homoclinic point of α (cf. (3.13)). In order to prove the last remaining implication (1) ⇒ (3) we view ∆ α (X) as a discrete group, denote byβ the restriction of α to ∆ α (X), write Y = ∆ α (X) for the dual group of ∆ α (X), and consider the automorphism β of Y dual toβ. Since α n x = x whenever n = 0 and 0 = x ∈ ∆ α (X), β is ergodic on Y .
Let ı : ∆ α (X) −→ X be the inclusion map. Since ı is injective and ∆ α (X) is dense in X, the dual homomorphismî :X −→ Y is injective andî(X) is dense in Y . We write ∆ β (Y ) for the homoclinic group of β and claim that
In order to prove this claim we fix χ ∈X for the moment. Since lim |n|→∞ α n x = 0 for every x ∈ ∆ α (X),
for every x ∈ ∆ α (X), which implies thatî(χ) ∈ ∆ β (Y ). As χ ∈X was arbitrary we conclude thatî(X) ⊂ ∆ β (Y ), as claimed.
This allows us to viewî as a mapî :X −→ ∆ β (Y ) withî (b) =î(b) for every b ∈X. We write  : ∆ β (Y ) −→ Y for the inclusion and observe that the injective mapsXî
If α has a fundamental homoclinic point, then ∆ α (X) ∼ = R/hR for some h ∈ R (∆ α (X) is obviously of the form R/I for some ideal I ⊂ R; if I were not principal, R/I would be finite, which is impossible). Hence Y = ∆ α (X) is isomorphic to X h by Remark 2.4 (2), and this isomorphism carries β to α h . Lemma 4.5 in [12] shows thatX = ∆ β (Y ) ∼ = R/hR, and Remark 2.4 (2) yields that X ∼ = X h and α ∼ = α h , as claimed.
For the remainder of this section we fix a hyperbolic polynomial
, and write α = α f for the corresponding expansive automorphism of the compact connected abelian group X = X f (cf. Proposition 2.2 and Definition 2.3). Put
We denote by · 1 and · ∞ the norms on the Banach spaces 1 (Z, R) and ∞ (Z, R) and write 1 (Z, Z) ⊂ 1 (Z, R) and ∞ (Z, Z) ⊂ ∞ (Z, R) for the subgroups of integer-valued functions. By viewing every h = n∈Z h n u n ∈ R as the element (h n ) ∈ 1 (Z, Z) we can identify R with 1 (Z, Z).
Consider the surjective map η :
, and denote byσ the shift
for every h ∈ R and note that the expansiveness of α is equivalent to the condition that ker(f (σ)) = {0} ⊂ ∞ (Z, R) (3.4) (cf. [17] , Theorem 6.5 in [18] , or Proposition 2.2 in [7] ).
According to the proof of Lemma 4.5 in [12] there exists a unique point
5) where
The point w ∆ also has the properties that there exist constants c 1 > 0, 0 < c 2 < 1 with |w
for every n ∈ Z. It follows that
and thatξ
is a well-defined element of ∞ (Z, R) for every v ∈ ∞ (Z, Z). As in [7] we denote bȳ
the resulting group homomorphisms. The following proposition was proved in [7] .
Furthermore, ξ : ∞ (Z, Z) −→ X is a surjective group homomorphism and ξ ·σ n = α n · ξ for every n ∈ Z,
If we denote by
the fundamental homoclinic point of α = α f (cf. Lemma 4.5 in [12] ), then the map ξ : ∞ (Z, Z) −→ X f is given by (1.1). From (3.7)-(3.10) it is clear that the restrictions ofξ and ξ to every bounded subset of ∞ (Z, Z) are continuous in the weak * -topology. It is not difficult to see that there exist closed, bounded, shift-invariant subsets V ⊂ ∞ (Z, Z) with ξ(V ) = X. A convenient set V with this property is described in Corollary 2.1 in [7] : Proposition 3.4. For every h = n∈Z h n u n ∈ R we set
satisfies that ξ(V ) = X.
Examples 3.5. Examples of fundamental homoclinic points. Let f = f 0 + · · · + f m u m ∈ R be a hyperbolic polynomial with f 0 f m = 0, and define X f and α f as in Proposition 2.2. We arrange the roots c 1 , . . . , c m of f such that
Then the fundamental homoclinic point x ∆ of α f is of the form x ∆ = η(w ∆ ) with
where
and x ∆ = η(w ∆ ) (cf. Example 4.7 in [12] ). The fundamental homoclinic point of α = 0 1 1 1 is thus given by
Note that the automorphism α f is the canonical extension of the endomorphism of T given by multiplication by 2.
(3) Let f = 3 − 2u. Then c 1 > 1 and x ∆ = η(w ∆ ) with
The automorphism α f is the canonical extension of 'multiplication by 3/2' on T.
Sofic covers
Let A be a finite set (the alphabet), and let V ⊂ A Z be a closed, shiftinvariant subset, where the shift σ on A Z is defined as in (2.
The set V is a shift of finite type (SFT) if there exists an integer N ≥ 0 and a subset P ⊂ A N = A {0,...,N −1} with
Note that V is a SFT if and only if there exists an integer N ≥ 0 such that
where π {0,...,N −1} : A Z −→ A {0,...,N −1} is the coordinate projection.
The set V is a sofic shift if there exists a finite set B, a SFT W ⊂ B Z and a continuous, surjective, shift-equivariant map χ : W −→ V (cf. [25] ).
We return to our study of expansive automorphisms of compact groups. Let f ∈ R be hyperbolic, and let α = α f and X = X f be given as in Section 3. We defineξ : ∞ (Z, Z) −→ ∞ (Z, R) and ξ : ∞ (Z, Z) −→ X by (3.10) and Proposition 3.4.
Following [7] we introduce, for every closed, bounded, shift-invariant subset W ⊂ ∞ (Z, Z) with ξ(W ) = X, the equivalence relations
Consider the lexicographic order ≺ on R = 1 (Z, Z) defined by setting 0 ≺ h if and only if h m > 0 for the smallest m ∈ Z with h m = 0, and by saying that h ≺ h whenever h − h ≺ 0. The order ≺ on R induces a lexicographic order (again denoted by ≺) on the equivalence classes of
We put R + = {h ∈ R : 0 ≺ h} and set
. . , L} Z a SFT with ξ(W ) = X, and let W * ⊂ W be defined by (4.3). Then ξ(W * ) = X, W * intersects each equivalence class ∆ W (v), v ∈ W , in at most one point, and h(α) = h(σ W * ), whereσ W * is the restriction ofσ to W * and h(·) is topological entropy. Furthermore, the restriction of ξ to W * is bounded-to-one.
Proof. This is -in essence -a simplified version of the proofs of Theorem 3.1, Corollary 3.1 and Corollary 3.2 in [7] .
Theorem 4.2. Let f ∈ R be a hyperbolic Laurent polynomial (Definition 2.3), and let α = α f be the expansive automorphism of the compact connected abelian group X = X f described in Proposition 2.2.
. . , L} Z is a transitive SFT with ξ(W ) = X, and that W * ⊂ W is defined by (4.3). Then W * is a sofic shift and the restriction to W * of the group homomorphism ξ : ∞ (Z, Z) −→ X in (3.10) is surjective and bounded-to-one.
Proof. The argument is based on the proof of Proposition 3.1 in [13] with the modifications described in [9] (Theorem 3) and [7] (Theorem 4.1).
The SFT's Ω and Ω * . By assumption, f is of the form f = f 0 + · · · + f m u m with f 0 = 0 and f m > 0. As in (3.1) we setf = u m f (u −1 ) = f 0 u m +· · ·+f m .
Since W is a SFT there exists an integer N ≥ m satisfying (4.1). We
The set of followers of p ∈ P will be written as f p ⊂ P .
Let H ⊂ R be the set of all elements of the form h = h 0 + · · · + h m−1 u m−1 ∈ R with |h k | ≤ M = L w ∆ 1 for every k = 0, . . . , m − 1 and identify H with {−M, . . . , M } m in the obvious manner. Put 0 = (0, . . . , 0) ∈ H and set H = H ∪ {0 * }, where 0 * = (0, . . . , 0) * = 0 is an additional zero element (one can think of 0 * as a 'virgin' zero element of H, distinct from the less pristine 0 ∈ H ). Again we call h ∈ H a follower of h ∈ H if one of the following conditions is satisfied.
The set of followers of h ∈ H will be denoted by f h . Put A = P × P × H and call an element a = (p , q , h ) ∈ A a follower of a = (p, q, h) ∈ A if p ∈ f p , q ∈ f q , h ∈ f h and one of the following conditions is satisfied.
For every a ∈ A we write f a for the set of followers of a. For notational convenience we write every a ∈ A as a = (p(a), q(a), h(a)) with p(a), q(a) ∈ P and h(a) ∈ H.
Next we consider the collection P(P × H) of all subsets of P × H and put
Every element a ∈ A is of the form a = (p(a), S(a)) with p(a) ∈ P and
If a, a ∈ A we say that a can be reached from a if there exists a sequence a = a 0 , . . . , a l = a in A with (a j , a j+1 ) ∈ Q for every j = 0, . . . , l − 1. Let A = {a ∈ A : a can be reached from some (and hence any) (p, {(p, 0 * )}) with p ∈ P },
(4.6)
Again we write f a = {a ∈ A : (a, a ) ∈ Q} for the follower set of a.
The following properties are clear from (4.5): (a) for every a ∈ A, (p(a), 0 * ) ∈ S(a), (4.7) (b) for every a ∈ A and p ∈ f p(a) , there exists a unique follower a ∈ f a with p(a ) = p . 
(4.10)
The map θ : Ω −→ W . Define a map θ : Ω −→ W by setting
for every ω ∈ Ω and n ∈ Z, where (p(ω n ) 0 , . . . , p(ω n ) N −1 ) are the coordinates of p(ω n ) ∈ P . We claim that
In order to prove (4.11) we temporarily fix v ∈ W and set, for every k ∈ Z, v k = (v k , . . . , v k+N −1 ) ∈ P . Consider, for every l ∈ Z, the sequence
The inclusion (4.9) shows that
for every l, n ∈ Z, and we set
for every n ∈ Z. The resulting point ω(v) ∈ Ω obviously satisfies that θ(ω(v)) = v. Since v ∈ W was arbitrary this shows that θ : Ω −→ W is surjective. If ω(v) / ∈ Ω * there exist a smallest integer k ∈ Z with ω(v) k / ∈ A * and a largest integer l < k with (v k , 0) ∈ S(ω(v, l) k ). From the definitions of Q , Q and f a , a ∈ A in (4.5)-(4.6) it is clear that there exists a finite sequence ((q (j) = (q
. . , k) in P × H with the following properties.
(4.12)
In particular, h and w = (w n ) ∈ W with w n = v n if n < l or n > k, w n otherwise, satisfy that w + u N −m hf = v, and our definition of
We set h j = 0 for j < l and j > k,
for every n ∈ Z. Then v n , w n ∈ P and v n = p(ω n ), (w n , h n ) ∈ S(ω n ) for every ω ∈ θ −1 ({v}) and n ∈ Z, so that v / ∈ θ(Ω * ). This proves (4.11).
Completion of the proof. According to (4.8) , the shift-covariant surjective map θ is right-resolving (cf. [11] ), and hence |θ −1 (v)| < 2 P(A×H) for every v ∈ W . In particular, the restriction θ * of θ to Ω * is a continuous, boundedto-one, shift-covariant map of the SFT Ω * onto W * , and W * is sofic. The remaining assertions follow from Proposition 4.1.
Sofic partitions
Theorem 1.1 is a consequence of Proposition 3.2 and the following result. Theorem 5.1. Let f ∈ R be a hyperbolic Laurent polynomial (Definition 2.3), and let α = α f be the expansive automorphism of the compact connected abelian group X = X f described in Proposition 2.2. Then there exists a transitive sofic shift V ⊂ ∞ (Z, Z) with the following properties.
(1) ξ(V ) = X, where ξ : ∞ (Z, Z) −→ X is the group homomorphism (3.10); (2) The restriction of ξ to V is injective on the set of doubly transitive points in V .
The remainder of this section will be devoted to the proof of Theorem 5.1. Since α is expansive on X, its fixed point group Fix(α) = {x ∈ X : αx = x} is finite. It follows that the set
has the property that {t ∈ R : (. . . , t, t, t, . . .
for some integer κ ≥ 1. Proposition 5.2. There exist an integer L ≥ 1 and a transitive SFT
satisfying the following conditions.
Proof. (3.10) ), and
for some L ≥ 1. Choose an integer K ≥ 0 with
and define a mapξ :
3) it follows that |ξ(w) n −ξ (w) n | < 1/8κ for every n ∈ Z and w = (w n ) ∈ W , so that the set W = {w ∈ W : −5/8κ ≤ξ (w) n < 1 − 3/8κ for every n ∈ Z} (5.4)
Hence ξ(W ) = X, and the definitions of w andξ guarantee that W is a SFT. If W is not transitive, then the ergodicity of α guarantees that one of the finitely many transitive components of W will also cover X, and we replace W by such an transitive component.
transitive sofic shift such that the restriction to V of the map ξ : ∞ (Z, Z) −→ X is surjective and bounded-to-one. If there exists an element x ∈ X with |ξ −1 ({x}) ∩ V | = 1 then ξ is injective on the set of doubly transitive points of V .
Proof. This is the usual 'no diamonds' argument. Let w = (w n ) ∈ V be the unique pre-image of x. Since V is compact and ξ is continuous there exists, for every k ≥ 0, a neighbourhood N k (x) with
As V is sofic we can choose the integer k such that, for all v, v ∈ N k (w), the point w = (w n ) with
With this choice of k we obtain that, for all l ≥ 1 and
. . , l (otherwise we could easily find a point y ∈ X with uncountably many pre-images in V ). It follows that ξ is injective on l≥0 j≥lσ
and hence on the set of doubly transitive points in V . ¿From the definition of W it is clear that |ξ −1 ({x}) ∩ W | = 1 for every x ∈ Fix(α): indeed, if v = w ∈ W and ξ(w) = x, then there exists a j ∈ {0, . . . , κ − 1} withv n =w n = j/κ (mod 1) for every n ∈ Z, and condition (1) in Proposition 5.2 implies thatv n =w n for every n ∈ Z. A glance at Proposition 3.3 shows that v = w.
As V ⊂ W and ξ(V ) = X, V must contain the unique pre-image of every x ∈ Fix(α), and by applying Lemma 5.3 we see that the restriction of ξ to V is injective on the set of doubly transitive points. Since α is mixing and ξ : V −→ X is surjective and almost one-to-one, V must also be mixing.
Beta-expansions
An algebraic integer β > 1 is a Pisot number if its conjugates c 2 , . . . , c m satisfy that |c i | < 1 for i = 2, . . . , m. We call an irreducible element f = f 0 + · · · + f m−1 u m−1 + u m ∈ R with f 0 = 0 a Pisot polynomial if one of its roots is a Pisot number.
For the remainder of this section we fix a Pisot polynomial f ∈ R and write β for the unique root of f with β > 1. Following [14] we consider the map T β x = βx (mod 1) (6.1) from the unit interval I = [0, 1] to itself and define, for every x ∈ I, the beta-expansion ω β (x) = (ω β (x) n ) of x be setting
for every n ≥ 1. Note that ω β (x) n ∈ {0, . . . , Int(β)} for every n ≥ 1, where Int(β) is the integral part of β, and that
for every x ∈ I.
Since β is a Pisot number, the orbit {T n β 1 : n ≥ 0} is finite (cf. [4] , [5] , [16] ), and the sequence ω β (1) is pre-periodic (i.e. (v n+k , n ≥ 1) is periodic for some k ≥ 0). If T n β 1 = 0 for some (smallest) n ≥ 1, then β is called simple (cf. [14] ), ω β (1) is of the form (ω β (1) 1 , . . . , ω β (1) n , 0, . . . ) with ω β (1) n > 0, and we write
for the periodic β-expansion of 1. If T n β 1 = 0 for every n ≥ 1 we set ω * β (1) = ω β (1). In either case,
We set N = {1, 2, . . . }, denote by ≺ the lexicographic order on Σ for every k ≥ 1 (cf. [14] ). The restriction of σ + to the closed, shift-invariant set V
is called the β-shift. Define a map ρ β :
Then ρ β is continuous, surjective, bounded-to-one, and
for all v in the complement of a countable subset of V + β (cf. [14] and (6.3)). Here we are interested in two-sided versions of the beta-expansion and the beta-shift. Denote by σ the shift (2.2) on Σ β = {0, . . . , Int(β)} Z , write v + = (v 1 , v 2 , . . . ) ∈ Σ + β for every v = (v n ) ∈ Σ β , and put
(6.10) ¿From (6.10) and the eventual periodicity of ω * β (1) it is not difficult to see
Proposition 6.1. Let β > 1 be a Pisot number, f ∈ R an irreducible polynomial with f (β) = 0, and let α = α f be the expansive automorphism of the compact abelian group X = X f described in Proposition 2.2. We write ξ : ∞ (Z, Z) −→ X for the group homomorphism (3.10) and define V β ⊂ ∞ (Z, Z) by (6.10). Then ξ(V β ) = X, and the restriction of ξ to V β is bounded-to-one.
Proof. The main part of following proof is due to B. Solomyak. We denote by 
For every N ≥ 1 we denote by π N = π {1,...,N } the projection onto the coordinates 1, . . . , N and consider the closed set
Suppose that we can prove the following:
is nonincreasing in W and W is compact, there exists, for every x ∈ X, a point w ∈ N ≥1 W (N ) = W + with ξ(w) = x. By shift-invariance, ξ(σ n (W + )) = X for every n ≥ 0, and by repeating the above argument for the nonincreasing sequence (σ n (W + ), n ≥ 0) we obtain that
In order to verify (6.11) we fix v ∈ Σ β and N ≥ 1. Choose K ≥ 1 with 
Since all terms of this equation lie in the number field Q(β) we obtain that, for every s ≥ 0,
for every root c 1 = β, c 2 , . . . , c m of f . ¿From (6.12)-(6.13) we obtain that, for
Then w ∈ W (N ) , and h = w − v ∈ R is of the form h = n∈Z h n u n with
otherwise.
By (6.12)-(6.13),
so that h ∈f R (cf. (3.1)) . Proposition 3.3 shows that ξ(v) = ξ(w) and completes the proof of (6.11).
Next we assert that V β = V * β (cf. (4.3) ). Indeed, if two elements v, v ∈ V β with ξ(v) = ξ(v ) differ in only finitely many coordinates then v − v = hf for some h = (h n ) ∈ R. Choose an integer K with h n = 0 and v n = v n for all n ≤ K, and put
for every n ≥ 1. Then w, w ∈ V + β , w and w differ in only finitely many coordinates, and
Since this is impossible according to the definition of beta-expansion we conclude that V β = V * β , as claimed. From Proposition 4.1 we see that the restriction of ξ to V β is bounded-to-one.
Proof. Let ω = (ω n ) ∈ V β be the unique periodic point with
for all sufficiently large n ≥ 1 (cf. (6.4)-(6.5)). If w ∈ ∞ (Z, Z) is the point given by
otherwise, then ξ(w) = 0. Hence ξ(σ n w) = 0 for every n ≥ 0 and σ n k w → ω for an appropriately chosen sequence n k → ∞, ξ(ω) = 0.
In [20] the authors prove that Question 1.2 has a positive answer if β is a quadratic Pisot number. Here we provide further support for the conjecture that the restriction of ξ to V β is always almost one-to-one. Theorem 6.3. Let β be a Pisot number of degree d ≥ 2, f ∈ R an irreducible polynomial with f (β) = 0, and let α = α f be the expansive automorphism of X f = T m described in Proposition 2.2. We write ξ : ∞ (Z, Z) −→ T m for the group homomorphism (1.1) and define V β ⊂ ∞ (Z, Z) by (6.10).
Suppose that β is simple (i.e. T n β 1 = 0 for some n ≥ 1), and that (2) Let f be a quadratic Pisot polynomial, i.e.
(a) f (u) = u 2 − nu + 1 with n ≥ 3, (b) f (u) = u 2 − nu − 1 with n ≥ 1. In case (a), ω β (1) = ω * β (1) = (n − 1, n − 2, n − 2, . . . ), β is not simple, and Z β = {0, ω} with ω = (. . . , n − 2, n − 2, n − 2, . . . ).
In case (b), ω * β (1) = (n − 1, 0, n − 1, 0, . . . ), β is simple, and Z β = {0, ω, σω} with ω = (. . . , 0, n − 1, 0, n − 1, 0, . . . ).
We can thus apply Theorem 6.3 in case (b), but not in case (a). The point w = v ∆ + σ l v ∆ ∈ V β also has the property that ξ(w) = x ∆ + α l x ∆ . As σ −1 v, σ −1 w ∈ Z β (α −1 x ∆ + α l−1 x ∆ ) satisfy that (σ −1 v) n = (σ −1 w) n = 0 for n ≤ 0, they may be viewed as elements of V + β which differ by an element off R, and which therefore satisfy that ρ β (σ −1 v) = ρ β (σ −1 w). However, the only pairs of distinct elements y, y ∈ V β with y ≺ y and ρ β (y) = ρ β (y ) are those for which there exists a k ≥ 1 with y n = y n for n < k, y k = y k + 1, y k+l = 0 for every l ≥ 1, y k+l = ω * β (1) l for every l ≥ 1. Since σ −1 v ≺ σ −1 w, (σ −1 w) 1 = 0, (σ −1 v) 1 = 1, and (σ −1 v) 1−l = 1 we obtain a contradiction which shows that ω v ,x ∆ ,− = 0 for every v ∈ Z β (x ∆ ). If S ⊂ Z is a sufficiently sparse bi-infinite set then the point x = k∈S α k x ∆ satisfies that |ξ −1 ({x})∩V β | = 1, and an application of Lemma 5.3 completes the proof.
