Abstract. There are still quite a few problems in river ice environment monitoring by remote monitoring network, such as the increase of the various sensor nodes and network capacity overload due to the dense deployment, and the decrease of the life expectance of the network. In view of this, the improved K-means data fusion algorithm was proposed to fuse a variety of data by a novel self-developed sensor. Furthermore, the resilient BP network was employed to build a data model database, so as to identify the overall river ice environment at the back-end remotely in real time. Simulation verification and comparison test results show that the proposed algorithm can achieve efficient and accurate data transmission by various sensors and the existing sensor network during the real-time monitoring of the river ice environment.
Introduction
All River icing is a common natural phenomenon that occurs in high-altitude and high-latitude regions worldwide [1] . There are different degrees of this natural phenomenon in many countries and regions in Northern Europe and Asia. In China, the rivers, lakes and seas at latitude of 25N usually experience varying degrees of ice hazards or severe ice flood disasters [2] . Seawater freezing occurs every year in the Bohai Sea and northern areas of the Yellow Sea. The natural disasters caused by freezing will hinder water transport; pose a severe threat to power generation, water supply, bridges, and even the buildings along the rivers, lakes and seas. In particular, ice floods could affect water transport, increase the load on hydraulic structures, and even cause dam failure when severe [3] . Therefore, ice flood is the most severe river ice disaster.
The monitoring data on the ice conditions of rivers or river ways forms the basis for the analysis of disaster monitoring information. Such basic information is characterized by large volume, strong real-time performance and suddenness. It provides important evidence for forecasting ice disasters and making decisions about flood control and drought relief. In recent years, wireless sensor networks have been widely used to sense and monitor the ice and water environment [4] [5] [6] . A wireless sensor network can serve as the monitoring system for the ice environment of a river. This monitoring system can acquire monitoring data in a field environment, and transfer the acquired data to the user end and monitoring terminal. This enables the real-time monitoring of the river ice environment to be more accurate and the forecasting of ice disasters to be timely.
In practice, the monitoring system for the ice environment is fitted with a variety of sensor networks, for the purpose of real-time monitoring. As shown in Fig. 1 , a large number of sensor nodes are deployed along the riverbank and river way, so as to acquire the related data and then transfer the acquired data to the base-end for monitoring.
Unlike a conventional wireless network, the main scenarios for using this wireless sensor network are harsh environments and insufficient energy supply [7] . Therefore, the wireless sensor network has 71 its unique design objectives and resource constraints. The resource constraints include limited energy supply, limited communication distance and bandwidth, small storage space on each node, and limited data processing capacity. Environmental factors will determine network scale, method of node deployment and network topology. However, the wireless sensor network needs to acquire and transfer a huge amount of data [8, 9] . As described in Table 1 , a sensor for measuring the depth of ice layer will acquire 200 data points at a time. This increases the power load of the network significantly, and shortens the service life of the sensor network in the riverway. It also affects the quality of data transmission and the real-time performance of disaster forecasting. Therefore, effectively reducing the load of data transmission and accurately transferring the information acquired by the sensor nodes are urgent problems that need to be resolved. In the river monitoring system, the sensor nodes along the riverbank are fixed. Therefore, the acquired data can be sent to the sink node via multi-hop by using shortest-path routing. When the sensor nodes are deployed very densely, it is of vital importance to transfer the monitoring data acquired by the diverse sensors efficiently and accurately by maximizing the use of the existing sensor network.
This paper uses a clustering scheme to build a sensor network. Fig. 2 shows the topological structure of the sensor network. At the sensor cluster node, a multi-sensor data fusion algorithm is used to fuse the data acquired by a variety of sensors, in order to reduce the amount of transferred data and ensure the accuracy of data transfer.
Detection Principles of River Ice Condition Sensors

Ice-pressure detected sensor of fiber Bragg Grating
During the environmental monitoring of the river ice, static ice pressure and ice thickness are two important parameters. With analysis of the characteristics of the parameters, we design fiber brag 72 grating (FBG) static ice pressure detection sensor and ice thickness sensors based on temperature gradient and capacitance gradient of ice. When ice influenced by the rise of external temperature, the expanded ice exert static ice pressure on constraint boundary, which is a complicated process involving constraint boundary size, material characteristics of ice, regional features, environmental condition, and destroyed mode of ice. Due to the complexity, the accurate detection of static ice pressure in simple shape constraint boundary is still not convenient. Therefore, the accurate detection of static ice pressure is a challenge in the ice mechanics field. FBG has many advantages over conventional sensors [10] [11] [12] , such as low loss, electromagnetic immunity, anti-corrosion, distributed sensing, simultaneous measurements of two or more parameters and suitable for hazardous environment and is applied in fields such as smart material system, structure health detection. When FBG applied different pressures, tunable filter can get specific wavelength for specific pressure value. This project designs the FBG static ice pressure detection device based on Er3+-doped fiber chaotic laser that can realize accurate detection of static ice pressure. 
River Ice Thickness Monitoring Sensor
The research on thermal balance during the process of ice growth and melting, marine environment numerical forecast and disaster sea condition telemetry all need the assistance technology of temperature chain which analyzes the evolution progress based on the longitudinal temperature gradient. Air ,ice, water are 3 major substances that exist during the growth and melting process of river ice and sea ice, which are important for the detection process of water level under the ice. Utilizing the differences of the 3 substances that the resistance and capacitance change along with the change of temperature can achieve the continuous automatic detection of ice thickness, inner ice layer and water level under the ice. According to the different resistances of air, ice, and water, we can vertically divide the detection space into insulation layer (air layer), weakly conductive layer (ice layer), and good conductive layer (water layer) .We horizontally cut the 3 layers into thin sheets based on the fact that the ice is weakly conductive and the resistance and capacitance numerical difference of ice and water, and detect the resistance and capacitance of those thin sheets. Our research group developed the temperature gradient ice condition sensor based on DS18B20 that run safely and well during the experiment periods in Inner Mongolia channel segment of Yellow River and HeiLongJiang River. The schematic of river ice thickness sensor is shown in Fig. 4 . The left dotted line block diagram is the structure of ice-water temperature monitoring sensor, the contactors in vertical are detection probes of the equivalent electrical resistance of air, ice, water and the integrated temperature sensors form the bus temperature gradient data acquisition circuit. The right dotted line block diagram is the ice-water data acquisition, control, and processing circuit of the sensor. The detection principle is, the sensor is fixed and detects 3 different substances space, air layer, ice layer and water layer. The procedure in SCM controls the connection of contactors successively, and the equivalent electrical resistance of the tested substances form resistor divider circuit with a given resistance value. Analyzing the equivalent electrical resistance of the tested substances, we can determine the physical state of the tested substances and the location of vertical interfaces （air and ice interface, ice and water interface, and then we can get the ice thickness and water level under the ice. Besides, we can get the temperature gradient of the tested space by reading temperature data of DS18B20 chips.
Based on the key parameters received from the sensors, we can combine them with pH value, temperature and dissolved oxygen to understand the distribution of inner physical state at the position of contactors to determine the vertical height of the interfaces(air and ice interface, ice and water interface), and get the ice thickness and water level under the ice. It is a process to achieve the ice-water disaster warning by analyzing the pH value, temperature, and dissolved oxygen, pressure in different position that change along with time and combine with the monitoring system real time detection values. Water temperature, pH value, dissolved oxygen are basic index to determine the healthy condition of surface water which are important in the detection of surface water. Thus, we can detect the values of water temperature, pH value and dissolved oxygen to understand the environmental condition of surface water. The sensors used in the river ice environmental monitoring are ice thickness sensor, ice pressure sensor (voltage value), water temperature (river surface temperature value)-temperature sensor, pH value-pH sensor, dissolved oxygen (calibration value) -dissolved oxygen sensor. Figure 5 . River ice environment monitoring system diagram.
Improved K-means Data Fusion Algorithm for River Ice Environment Monitoring System Data Fusion
Data fusion is the information process of automatic analysis and optimization to complete the decision-making and estimation tasks based on a plurality of sensors observation information obtained by computer technology according to the time sequence. Through information fusion technology, the redundant and complementary data obtained by a variety of sensors in the space and time is combined by certain algorithm optimization rules, resulting in consistency interpretation and description of the monitoring environment. In this paper, we use redundant data fusion and complementary data fusion to study sensor data fusion for river water condition monitoring system in wireless sensor networks.
Redundant Data Fusion.
The redundant data is a set of data obtained by measuring the same object repeated by a kind of sensor. Such as the set of temperature data of air layer, ice layer and water layer in the ice water condition monitoring system is temperature redundancy data of ice water condition monitoring system. Data fusion can reduce the uncertainty of data [13] and improve the reliability of data [14] . In this paper, we use the improved K-means clustering algorithm for data fusion in cluster head node to reduce the amount of data transmission and energy consumption. At the same time, the large difference parameters are clustered into different categories to keep the difference between the data.
Complementary Data Fusion. The river ice monitoring cannot depend on a single sensor to complete, multi-sensor from different space, time and performance are needed. Complementary data refers to several independent sets of data measured by a number of different and independent sensors using different angles on the same monitoring object (water environment).Ice flood monitoring system use of pH, temperature, dissolved oxygen, ice thickness, ice pressure values (voltage value) sensor respectively to measure the pH value, temperature, dissolved oxygen, ice thickness and ice pressure of water body in different regions, locations and time periods. These five sets of data are independent of each other, constitute complementary data. Through the complementary data fusion can get results cannot be obtained in a single sensor, can provide a more accurate description of river environment and real-time warning for ice flood disaster. In this paper, complementary data fusion is implemented by the construction of a specific BP network. It can fuse data to the accurate signal that the system can understand after learning and reasoning the uncertainty and complex environment relationship. At the same time, BP network has strong fault tolerance and self-organization, self-learning and adaptive ability, it is able to achieve complex mapping.
Therefore, the fusing of the five kinds of data obtained from the monitoring of ice water conditions: pH value, temperature, dissolved oxygen, conductivity and ice pressure voltage value, can improve the accuracy of data, compressed transmission data and more effective comprehensive evaluation to ice water condition. In this paper, the system will use the five kinds of data as the multi-sensor data fusion information source to do the river environment monitoring system multi-sensor data fusion. As shown in the Fig. 5 , the data fusion mechanism of river ice monitoring system is divided into three parts: wireless sensor network to achieve pH value, temperature, dissolved oxygen, conductivity collection; the improved K-means algorithm used to remove noise from the original data filter to realize the data fusion of redundant data; though the redundant data fusion obtain a more accurate multi-sensor parameters database, than construct the BP network in the remote data processing center to achieve the multi-sensor complementary data fusion and output the final river ice situation. The block diagram of the system is shown in Fig. 5 .
Improved K-means Data Fusion Algorithm
If In wireless sensor networks, due to the limited storage and computing power of nodes, the use of data fusion algorithm must take the practicality into account. K-means algorithm is a widely used algorithm [15] [16] [17] [18] [19] which has the characteristics of simple, reliable, and is very suitable for wireless sensor networks in the cluster head node data fusion. The basic idea of this algorithm is to cluster the existing data with K points in space as the initial center, and classify the data into the most similar 75 categories with the initial center. Then, by the method of iteration, the values of the cluster centers are constantly updated, until the adjacent cluster centers are not change.
However, the traditional K-means algorithm has its disadvantages, the number of K cluster centers need to be given in advance [20] , which makes K selection subjective and blind. The choice of K has a great influence on the clustering results [21] , the clustering results will change with the change of K , the inappropriate K will affect the quality of the cluster, or make the algorithm fall into local optimum. If the K is too small, it will result in a hard division, which will affect the quality of the cluster; if the K is too large, the amount of data needed to be uploaded increases, and the energy consumption of cluster head node is increased. So choosing a suitable K is essential. In ice conditions monitoring, the situation is complicated and changeable, and the cluster head is adaptive selection which makes the data number and sources received by the cluster head different and cause very big difference between data required fusion. If using a fixed clustering K centers, the time and quality of clustering is influenced.
In the traditional K-means algorithm, there is no good way to determine the value of K . In many applications, it is based on an empirical rule to determine the value of K , 2 Kn  , represents the number of clustering data. This is the limitation of the K-means algorithm. In this paper, the determination of K value is improved. Definition 1: If the N data samples are clustered into the K class, the distance from the center point of each class to the distance from the center point of all samples is defined as classes distance:
Where, L is the class distance, i m is the center point of class i C , m is the center point of all the samples. After the sample data is given, the sample center point is the constant value, the central point is the average value.
Definition 2: If n data sample are clustered into the K class, the distance between the sample points in each class to the class center point is defined as the distance within the class, the sum of within the class is defined as the inner distance of the cluster:
Where, D is the inner class distance, X is a sample point in the class i C , i m is the center of the class 
S L D  (3)
Using the minimum value of distance cost function to determine the specific K value and get the optimal clustering results. With the increase of the number of class K , the L as the class distance will increase, it is an increasing function of the K value; And D as a function of the class will be decreasing, it is a decreasing function of K value.
The change of S is determined by L and D , and is not a monotonic function, but there is a minimum value when 1 Kn  . And when S is the minimum, K is the optimal cluster number.
The method of selecting the optimal K value is as follows:
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(1) Using K-means algorithm (the arrangement of all the circumstances of the combination of exhaustive method) to K when 1 Kn  , get the clustering data.
(2) Calculating the distance cost function S value of each clustering; (3) Finding the minimum distance cost function S value, obtain the corresponding K value; the K value is optimal.
River Ice Environment Data Fusion Based on Improved K-means Algorithm
The algorithm input is node address and parameter of N node received by cluster head node at the same time, the algorithm output is center node address of K cluster center be clustered. By using the improved k-means algorithm, the data can be fused in cluster head node. The basic steps of the algorithm are as follows:
(1) Puting the data received each time into the array of structures, each structure variable contains the node address and the node parameter.
(2) Optimizing the number of cluster centers, using distance cost function Eq. 3 to determine the value of K .
(3) Calculating the distance of each parameter to the cluster center, classify the parameter to the class that is the shortest distance, and then update the center value of the class.
(4) For all of the K cluster centers, use (3) to update the iterative method, if the value remains the same, the iteration is over, otherwise continue.
(5) Taking the average value of each class of parameters as the fusion value. (6) Uploading fusion value and the terminal node address.
BP Algorithm for Complementary Data Fusion
Resilient BP Neural Network Algorithm
BP algorithm is a supervised learning algorithm [22] : The learning samples and the corresponding known output samples are entered into the network. The purpose of supervised learning is to modify the weights of the network by using the error between the actual output and the target of the BP network, so that the difference vector between the actual output and the desired target vector is as small as possible. The target value will be gradually approached by varying the weight and deviation of the BP network. In this paper, various types of sensor input data are processed by BP to obtain the current ice level status of the river ice. The BP algorithm contains the forward information transmission and the reverse error propagation. In the forward information transmission, the information flows from the input layer to the hidden layer, and then flows to the output layer from the hidden layer. If the square of errors of the output layer did not reach the preset value, the variation of the error is propagated from the output layer to the input layer, and the weights of the neurons in each layer are modified. Then repeat the above two processes, until the output of the results reached the expected value, the algorithm converges.
As the standard BP algorithm is based on the gradient descent method [23] , the network training is carried out by calculating the gradient of the BP network weights and deviation to the objective function, the iterative process of the weight and t deviation can be expressed as:
Where, k X is a vector consisting of network weight and deviation value;  is learning rate; Usually the learning rate is a small constant, the activation function of the network is generally based on the S type function. It will compress unlimited input range into a limited one, and its derivative changes fast when close to the origin point, while it changes slowly in its saturation region.
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As we can see in Formula 4, when there is a small change to the gradient of the objective function, the change of () () k fx  will be very slow, resulting in longer network training time. In order to overcome the shortcomings of the BP algorithm, the resilient BP algorithm only takes into account the sigh of partial derivative (positive and negative), without taking into account variation amplitude. Through the partial derivative of plus or minus sign to confirm the changed direction of value, and the weight is confirmed by the relatively independent "update value" ruled by
A is the updated value of the previous weight,
is the sign of the partial derivative. As we can see in the resilient BP algorithm, a concussion happens when the sign of positive and negative changes rapidly with small weight change and slow network concussion in the network training process. When the changes of weight in multiple iterations are all in the same direction, the "updated value" becomes larger and the network converges rapidly. In this paper, the resilient BP network is used in the training process.
BP Network Design for Complementary Data Fusion
In this paper, the design of BP network is carried out based on the layers number of the network, the quantity of hidden layer neurons, the selection of initial weights, the learning rate and the expected deviation.
The Appropriate Number of Network Layers and Hidden Layer Neurons. Firstly, it has been proved that any rational function can be fitted by BP network which accompanied the hidden layer with the deviation and one S type activation function at least and the linear output layer. So in this paper, when designing the number of layer of the network, the number of the hidden layer is considered primarily. The deviation can be reduced effectively by increasing the number of hidden layers, but more hidden layer leads to more complex network structure, and increase of the complexity of the space computing. As a result, it would extend the weight training time. Therefore, if high accuracy is not required, we should minimize the size of BP Network Model as much as possible. In the actual design, we generally use one hidden layer and increase the number of neurons in the hidden layer to improve the accuracy of deviation which is simpler and more practical than increase in the number of layer. At the same time, in the process of training network, it is much easier to adjust and observe when increasing the number of neurons instead of the layer. After the analysis and comparison of several training experiments, the system described in this paper uses 13 hidden layer neurons.
Selection of Initial Weights of Network.
For the BP network system is nonlinear [24] , the initial weight has a great relationship with the length of training time and determines whether the algorithm can converge or not. For the S type activation function, when the conductance value of the saturated region is close to 0, the leading value of the origin is the largest. For the standard BP algorithm, if the initial weight is too large, the input after weight and  fall into the saturated zone leading to a very small change in weight which will inevitably lead to a longer network training time. So make the initial weight as a random number ranging (-1, 1) , the output after weight and  can reach to the origin point, achieving the maximum weight correction effect. The resilient BP algorithm will also need to consider the selection of the "update value" based on the actual situation.
Selection of Network Learning Rate. The learning rate determines the magnitude of the weights change in the network cycle training process. Therefore, high learning speed can lead to drastic weight change and unstable system. While the lower learning rate can also cause the weight change small, making the convergence too slow and the training time longer.
Generally speaking, learning rate is more appropriate between 0.01-0.8 [25, 26] . It needed to be set in the standard BP algorithm value, while not in the resilient BP algorithm.
The Selection of Network Expected Deviation. The selection of the expected deviation of the network is closely related to the number of hidden layer neurons. The smaller expected deviation is achieved by the increase of the number of neurons in the hidden layer of the system. Therefore, the appropriate selection of the desired deviation will be determined according to the number of neurons.
The BP network design for complementary data fusion is carried out according to the requirements of the 4 aspects described above. Table 2 . Parameters of the network design of the river ice environment. Based on the table above, in order to observe the complementary effect of data fusion more effective, we reclassified the ice and water level ( Table 3) .
The input samples are represented as input matrix P in matrix form, and the output samples are expressed in matrix form as T to complete the modeling and training BP network designed. On BP network design modeling and training network. The specific steps of the network training are as follows: (2) Establishing a multilayer forward network with function newcf.m or newff.m; net=newcf(minmax(p)), [10, 5] , {'tansig' 'purelin'} 'trainrp');
The minmax function is the maximum and minimum values of the matrix P , Tansig is tangent function when activation function is type S , Trainrp tags using resilient BP algorithm.
(3)Training the network using net=train (net, P, T). The specific network training process is shown in Fig. 6 .When the number of training is 8488, the target deviation is 0.0028; when the number of training is 21856, the desired deviation of 0.001 is achieved, and the network training is completed.
(a) (b) Figure 6 . Deviation recording process of BP network training.
The Simulation Test and Experimental Analysis Improved K-means Algorithm Comparing with IAS and DAS
IAS and DAS are two algorithms as we know in the analysis. Fig. 7 shows that when the node density increases, the degree of conflict among the nodes increases, so the delay of the integration of 3 algorithms is increased with the node density. The delay of IAS and DAS algorithms is not much different; the K-means algorithm proposed in this paper has obvious advantages compared to the other 2 algorithms. When the node density increases from 10 to 60 (the number of nodes increases from 200 to 1200), the delay of the first 2 algorithms increases to about 90 time slots from 25, and the delay of the K-means algorithm increases from 18 time slots to only 72. The main reason for the delay performance improvement is that the proposed algorithm can achieve the maximum concurrent degree in each time slot by using the improved method to determine K value, and the data aggregation process can be completed more quickly. The average weighted time delay of the algorithm increases with the increase of the node density as well, and the results are shown in Fig. 8 . In this set of experiments, we assume that the node weights are set to 1, so the difference among the 3 algorithms is not significant. K-means algorithm can find the maximum transmission set, and its average weight is slightly better than the other 2 algorithms. Fig. 9 shows the change of network life cycle with the increase of node density. First, we can see that when the node transmission radius kept constant, the network life cycle decrease rapidly at the beginning with increasing of node density. For example,  from 10 to 20, the life cycles of the 3 algorithms are almost cut in half, but with a further increase in node density, the rate of life cycle decrease becomes progressively slow. From the definition and analysis of the network life cycle in section 2, we know that the main reason for this situation lies in the fact that the maximum degree of the nodes in the tree is almost doubled when  is changing from 10 to 20. With the nodes increasing, the increase ratio reduces although the node degree still increases. The life cycle change is shown in Fig. 9 . It is worth mentioning that the sending time of nodes in the three algorithms are limited to 1, but the life cycle of k-means is slightly higher than IAS and DAS because of the adjustment in the construction of a data fusion tree based on node energy consumption prediction. Fig. 10 shows Mohe river environment test curve by the river monitoring system which uses improeved K-means algorithm. Mohe in Heilongjiang Province is located in the north-west, Daxinganling Mountain, in the upper reaches of the Heilongjiang coast. Mohe belongs to the cold temperate monsoon continental climate. The winter is long , cold and snowy , and the low temperature once reached -52.3 degrees celsius. It can be seen that the volume of data tranmitted back reduces significantly, and the error is small comparing to the actual test results. As a result, we can achieve the expected goal of real-time monitoring. 
Application Testing of River Environmental Monitoring
Summary
This paper introduces a new river ice environment sensor network system using clustering scheme that implements the improved k-means algorithm with adaptive weighted fusion of multiple types of sensors to collect data in the front end of sensor cluster node. While in the back end, the data is trained by using the resilient BP network to build the data model database to enable the data to be presented timely at the back end and to determine the overall situation of the river ice environment. The algorithm solves the existing problems of the increase of the various sensor nodes and network capacity overload due to the dense deployment, and the decrease of the life expectance of the network. Simulation verification and comparison test results have shown that the proposed algorithm can achieve efficient and accurate data transmission from various sensors through the existing sensor network, and accomplish the real-time monitoring of the river ice environment. The river ice environment monitoring system can replace the original system to achieve continuous and automatic data detection. It can be deployed in frozen river ice environment in the northern winter, which can monitor and predict the river ice environment disasters in real-time.
