Accounting for the non-normality of asset returns remains challenging in robust portfolio optimization. In this paper, we tackle this problem by assessing the risk of the portfolio through the "amount of randomness" conveyed by its returns. We achieve this by using an objective function that relies on Rényi entropy, an information-theoretic criterion that precisely quantifies the uncertainty embedded in a distribution, accounting for all moments. Compared to Shannon entropy, Rényi entropy features a parameter that can be tuned to play around the notion of uncertainty. It is shown to control the relative contributions of the central and tail parts of the distribution in the measure. We further propose a sample-based estimator of the exponential Rényi entropy by extending the robust sample-spacings estimator initially designed for Shannon entropy. The relevance of Rényi entropy in portfolio selection applications is illustrated with an empirical study: minimizing this cost function yields portfolios that outperform standard risk optimal portfolios along most performance indicators.
Introduction
In portfolio management, it is well-known that a high sensitivity of the optimal portfolio weights to estimation errors in the parameter inputs can render otherwise sound investment strategies largely sub-optimal out-of-sample (see Behr et al., 2013 and references therein) . This is in particular the case of the mean-variance portfolio of Markowitz (1952) : the optimal weights are very sensitive to estimation errors in the assets' expected return (Best and Grauer, 1991) . As a result, its out-of-sample performance is often even poorer than that of the naive equally-weighted portfolio (DeMiguel et al., 2009a) . To tackle this robustness issue, one can simply eliminate the portfolio's expected return constraint in the optimization program. This approach is known as risk-based asset allocation (see Clarke et al., 2013 and Pfaff, 2013 for reviews). Risk optimal portfolios, i.e. portfolios with minimum risk, have in particular attracted a lot of investors' attention given that "[...] the minimum-variance portfolio usually performs better out of sample than any other mean-variance portfolio -even when using a performance measure that depends on both the portfolio mean and variance" (DeMiguel et al., 2009b, p. 799).
Traditionally, risk optimal portfolios are based upon the most common risk measure: the variance. Many robust estimators of the covariance matrix have been designed to avoid the error maximization issue arising under the sample estimator (Michaud, 1989) , such as the shrinkage estimator of Ledoit and Wolf (2004) . However, the variance is an adequate risk measure only for Gaussian distributions and is largely unaffected by increasing concentration in the tails (Vermorken et al., 2012) . As a result, the minimum variance portfolio doesn't account for the non-normality of asset returns. Two main alternative approaches exist to deal with non-normality. First, one can minimize a left-tail criterion such as VaR or CVaR. However, such risk measures are naturally more sensitive to outliers, leading to more volatile portfolios, which is undesirable out-of-sample (Boudt et al., 2013 find that the minimum CVaR portfolio features a significant turnover). Second, one can include the portfolio's third and fourth moments in the investor's utility function. However, in contrast to the covariance matrix, robust estimators of the co-skewness and co-kurtosis matrices are much less studied (see e.g. the seminal shrinkage estimators of Martellini and Ziemann, 2010) and raise the challenge that those matrices are very high-dimensional.
In this paper, we propose a new (albeit natural) way of designing risk optimal portfolios in a robust way accounting for the non-normality of asset returns. We do so by minimizing the portfolio's uncertainty measured via the exponential of Rényi entropy. Entropy is a well-known concept coming from information theory. It precisely aims at quantifying the uncertainty/amount of randomness conveyed by a distribution, embedding all higher-order moments (Cover and Thomas, 2006) . As a result, it is not surprising to notice that Shannon entropy (the most standard definition of entropy) has been recognized as an appealing measure in portfolio management (see Dionisio et al., 2006 , Vermorken et al., 2012 and Salazar et al., 2014 . In the existing portfolio management literature however, entropy is mainly used as a penalty term besides a more standard cost function: one considers the weights as discrete probabilities, and uses their entropy as a penalty term to shrink them towards the equally-weighted portfolio (see Zhou et al., 2013 for a review). Instead, we use the entropy of the portfolio return's distribution (not that of the weights) as the risk-based cost function. Searching for the weights minimizing the latter amounts to minimize the returns' uncertainty and thus provides the risk optimal portfolio in the sense of information theory. Moreover, we rely on Rényi entropy, a flexible extension of Shannon entropy. It features a parameter α that allows one to tune the relative contributions of the central and tail parts of the portfolio's distribution in the uncertainty measure.
Our contribution is organized as follows. Section 2 explores the theoretical properties of the exponential Rényi entropy and makes the link with the notion of risk. Section 3 follows with the Rényi optimal portfolio and its connections to variance and tail uncertainty. We derive in Section 4 an m-spacings estimator of the measure and study its properties in terms of bias and robustness. We design an empirical out-of-sample performance study of the proposed method in Section 5 and present the results in Section 6. Rényi optimal portfolios are shown to overall outperform standard risk optimal portfolios as well as common benchmark portfolio strategies along various performance indicators such as Sharpe ratio, downside risk, diversification and turnover. Finally, Section 7 concludes.
Exponential Rényi entropy framework
We start this section by introducing the Rényi entropy, a flexible measure that quantifies the uncertainty of a random variable from its distribution. It encompasses the well-known Shannon entropy which is recovered as a special case. We then show how its exponential transform can be thought of as a deviation risk measure. A discussion of the impact of Rényi's α parameter closes the section.
In the sequel, we denote F X (resp. f X ) the distribution (resp. probability density or mass) function of a random variable X.
Shannon and Rényi entropy
The entropy of a random variable X commonly refers to its Shannon entropy. This concept was first introduced by Shannon (1948) in his seminal paper A mathematical theory of communication that gave birth to a new scientific discipline: information theory. It is defined as
(2.1)
This measure is known to quantify the amount of randomness embedded in X. When X is discrete for instance, it is closely related to the number of bits required to code X in order to minimize the expected value of the code's length (Cover and Thomas, 2006) . Moreover, when X is a continuous random variable with bounded support, this quantity is maximized for the uniform distribution, which is the most uncertain one. Shannon entropy embeds many more properties. We refer to Cover and Thomas (2006) for an extended treatment. Rényi (1961) proposed a generalization of Shannon entropy with the help of a parameter α ∈ R + . The idea was to consider a more general (non-linear) averaging of − ln f X . Starting from axioms associated to randomness measures, Rényi proposed the following definition:
whenever the expectation exists. In the sequel, we will only consider the case where X is continuous. In that case, entropy is sometimes called differential entropy. Shannon entropy is recovered as a special case in the sense that
Just like Shannon entropy, Rényi entropy enjoys several interesting properties. However, its exponential transform has more natural properties in the context of risk. The next section is dedicated to a more detailed analysis of the exponential Rényi entropy and its connections with deviation risk measures.
Exponential of Rényi entropy
We denote by H exp α the exponential Rényi entropy:
provided that the integral exists. This quantity was first introduced by Campbell (1966) who studied its relevance as a measure of spread/extent of a distribution for α ∈ [0, 1]. In this paper, we apply this measure to the construction of risk optimal portfolios (see Section 3).
Defining H exp 1 (X) := exp(H(X)) by continuity, we recover Shannon exponential entropy, which was recently used in Salazar et al. (2014) as an uncertainty measure to construct maximum diversification portfolios.
Properties of exponential Rényi entropy
From the properties of Rényi entropy (see Koski and Persson, 1992 , Johnson and Vignat, 2007 and Pham et al., 2008 , H exp α obeys the below properties. Proposition 2.1. Let c be a real constant. H exp α (X) satisfies the following properties:
(i) it is maximized (a) for the uniform distribution when X has bounded support and (b) for the nonstandardized t-Student distribution when 1/3 < α < 1, the Gaussian distribution when α = 1 and for a truncated version of the non-standardized t-Student distribution when α > 1 when X has a specified mean and variance;
(ii) translation-invariance:
(iii) scaling property:
(iv) it is decreasing and continuous in α .
Connection with deviation risk measures
Quantifying uncertainty, it is appealing to use the exponential Rényi entropy as deviation risk measure. (i) Positivity: D(X) > 0 for all non-constant X, and D(X) = 0 for any constant X ;
(ii) Positive homogeneity: D(cX) = cD(X) ∀c > 0 ;
(iii) Translation-invariance: D(X + c) = D(X) ∀c ∈ R ;
(iv) Sub-additivity:
Let us show that H exp α fulfills the first three properties of deviation risk measures (sub-additivity will be dealt with in next section).
Positive homogeneity (ii) and translation invariance (iii) result from the scaling and translation-invariance properties of H exp α , respectively. Regarding positivity (i), H exp α (X) is strictly positive if X is non-constant from the positivity of the density f X . To see that it is null if X is constant, let us compute H exp α (k) where k is a constant by computing the limit of H exp α (k +cX) as c tends to zero for a given random variable X of known and finite entropy:
cH exp α (X) = 0 .
The sub-additivity property
The Rényi entropy for any α is known in closed form for very few distributions. This prevents a general analytical study of the sub-additivity property of H exp α . Yet, there is one extreme case where sub-additivity always holds which is the case of perfect correlation: Appendix A.1 proves that H exp α is strictly sub-additive for ρ = −1 and additive for ρ = 1. However, the additivity of H exp α for the latter case does not generalize to the more general concept of perfect positive dependence called comonotonicity 1 : Appendix A.2 gives a counterexample for α = 1 where it is super-additive (hence also violating sub-additivity). This means that H exp α is not a comonotonic additive risk measure. 2 While H exp α is known in closed form for only few distributions, it is known for all α in the Gaussian case and for most distributions when α = 1 (Shannon entropy). This allows us to construct both example and counter example of sub-additivity. As an example, sub-additivity holds for all α if X and Y are two Gaussian random variables.
Proof. It is easy to prove (e.g. Koski and Persson, 1992) that the exponential Rényi entropy of Z ∼ N (µ, σ) collapses to
Hence, proving sub-additivity amounts to showing that σ X+Y σ X + σ Y , which is true since the standard deviation is sub-additive (Artzner et al., 1999) .
On the other hand, sub-additivity fails to hold for any pair of independent non-degenerated Lévy random variables. Proposition 2.3. Let X, Y be two independent Lévydistributed random variables with parameters (µ X , σ X ) and (µ Y , σ Y ), with σ X , σ Y > 0. Then, H exp α is not subadditive for the pair (X, Y ).
Proof. The exponential Rényi entropy of Z ∼ Lévy(µ, σ) is known in the special case α = 1 and reads
where γ ≈ 0.577 is the Euler-Mascheroni constant. As Lévy is a stable law, the sum X + Y is again a Lévydistributed random variable with parameters:
The sub-additivity condition is finally equivalent to
which never holds when σ X , σ Y > 0.
1 Two random variables X and Y are comonotonic if Y can be written as Y = F (X) where F is a continuous strictly increasing function. Comonotonicity is more general than perfect positive correlation: X ∼ N (0, 1) and Y = X 3 are comonotonic but their correlation is lower than 1: Hence, sub-additivity does not always hold true. As an other example, sub-additivity can also fail to hold for multi-modal distributions. It is however worth stressing that the counter-examples found so far are atypical in portfolio applications. The Lévy distribution for instance is extremely heavy-tailed: none of the moments are defined, and asset returns exibit much lighter tails in practice (Cont, 2001) . Similarly, multi-modal distributions and perfect comonotonicity are behaviours that rarely arise in portfolio management. In fact, just like for the Value-at-Risk (Danielsson et al., 2013), sub-additivity of the exponential Rényi entropy can be reasonably assumed to hold in the specific context of portfolio optimization. We develop below some arguments supporting this idea. As shown in Proposition 2.2, the exponential Rényi entropy is sub-additive for two Gaussian. We now address the case of mixtures of two independent t-Student and independent skewed-normal distributions, as well as dependent t-Student variables linked via a copula. The analytical form of Renyi entropy being unknown for these variables (and for their sum), our derivations rely on numerical integration.
When X and Y are independent, two integrals need to be computed to determine the Rényi entropy of Z := X + Y : the convolution f X ⋆ f Y to obtain f Z and the integral associated to the expectation in the definition of H exp α (Z). Each of them can be estimated with arbitrary precision using numerical methods like e.g. the adaptive Simpson's algorithm. We consider two examples. In the first one, X and Y are two non-standardized t-Student(µ, σ, ν) distributions. In the second one, X and Y are two skewed-normal(µ, σ, ξ) distributions where ξ is the skewness parameter (a negative value implies a negative skewness and inversely). The parameters and the results are displayed on Figure 2 .1: the sub-additivity property is always respected. Playing with α or the distribution parameters does not seem to affect this property.
Finally, we consider the case where X and Y are dependent. In that case, the density of Z depends on the joint distribution of (X, Y ), i.e. on the marginals f X , f Y as well as on corresponding copula. We assume that X and Y are two non-standardized t-Student with the same parameters as in Figure 2 .1, and we link them with a bivariate t-Student copula with ν = 7 and a copula correlation coefficient ρ. We generate 500, 000 random values for X and Y . Figure 2 .2 displays the resulting scatterplot for different values of ρ. It shows that the case ρ = ±1 implies a non-linear perfect dependence, which allows to go beyond the perfect linear dependence case for which we know from Appendix A.1 that H exp α is sub-additive. From these random values, we estimate the quantity H exp α (Z) − (H exp α (X) + H exp α (Y )) with our mspacings estimator (see Section 4). 3 Figure 2 .2 plots this quantity with respect to α for various ρ. As expected, the quantity is minimal for ρ = −1 and increases with ρ. Subadditivity is respected in all considered cases except very slightly when ρ = 1, i.e. when X and Y are comonotonic.
Even if sub-additivity may fail for very specific cases, the above development suggests that H exp α can reasonably be used as a deviation risk measure in a portfolio application. It is therefore a powerful higher-moment uncertainty measure: the set of properties of deviation risk measures "captures the idea that D measures the degree of uncertainty in X" (Rockafellar et al., 2006, p. 55 ).
Exponential Rényi entropy as a flexible risk measure
This section explains how α allows to tune the relative contributions of the central and tail parts of the distribution, leading to different definitions of risk.
To show this, we consider the two extreme cases α = 0 and α = ∞. Since, from proposition 2. When α = 0, we get the exponential of the so-called Hartley entropy: Proposition 2.4. Let X be a continuous random variable, then H exp 0 (X) := lim α↓0 H exp α (X) is given by
8)
where L(Ω) is the Lebesgue measure of the support set of X, Ω :
Proof. See Cover and Thomas (2006) .
For a random variable X whose support is R, H exp 0 (X) = +∞, 4 and, if X has support on the interval Notes: The parameters are (µX , σX , νX ) = (0.03, 0.20, 10) and (µY , σY , νY ) = (0.10, 0.40, 4). A t-Student copula with ν = 7 is used as dependence. Sub-additivity is estimated with the m-spacings estimator from 500,000 random values for X and Y (the same values for all ρ and α). Proposition 2.5. Let X be a continuous random variable with bounded density. Denoting f ⋆ X := sup f X , then
Only can easily verify this result for Z ∼ N (µ, σ):
where φ is the density of Z. Therefore, when α = ∞, the measure is only sensitive to the mode of the density.
As we can see, changing α amounts to changing the way we measure entropy, i.e. uncertainty, and so the risk. Taking α = 0 amounts to measure risk by the support of the distribution, while taking α = ∞ amounts to measure risk by the maximal probability. By minimizing the portfolio's entropy, as we propose in the next section, one can therefore minimize the density range on the x-axis with α = 0 or maximize the density range on the y-axis with α = ∞. H exp 0 focuses only on extreme values (high entropy = high distance between extreme values), while H exp ∞ focuses only on the most likely outcomes (high entropy = low maximal probability = rather flat density), and so in the symmetric unimodal case, on the center of the distribution.
In portfolio applications, taking α too large is not desirable because H exp α will barely be affected by tail events, which is the criticism that is made about the variance. Conversely, by decreasing α, we assign more similar "weight" to all events, hence increasing the relative importance of tail events compared to events around the mode. However, when α approaches 0, H exp α is no longer sensitive to variations in the probability density: it only depends on the range of the distribution (Campbell, 1966) . Clearly, this is not a desirable property in a portfolio selection context, hence α must not be chosen too low either.
As mentioned in Section 1, the version of entropy that has been recognized as an appealing uncertainty measure in portfolio management is Shannon entropy, i.e. α = 1. However, this version may already be too insensitive to tail events because, in the function xln x, the linear term x rapidly wins over the term ln x for small x, so that tail events are given only a small weight compared to central events. This was already noticed by Campbell (1966, is not very sensitive to the increase of tail uncertainty when ν decreases. For lower values of α, however, this increase in uncertainty appears more clearly, maybe even exaggeratedly for α = 0.4. 5 This shows indeed that α should not be too large nor too low. In the empirical study, we set α = 0.5, 0.7 and 1.
Rényi optimal portfolio
Given the good match between the theoretical properties of H exp α and the desirable features of portfolio selection criteria, we use this measure as an objective function to design investment strategies. In particular, we propose to construct a risk optimal portfolio, called the Rényi optimal (ROpt) portfolio, that minimizes the exponential Rényi entropy of the portfolio returns. We denote by P the portfolio's return (e.g. daily, weekly) such that P = n i=1 w i X i where w = (w 1 , . . . , w n ) is the vector of portfolio weights, n i=1 w i = 1, and X i is the (daily, 5 The fact that decreasing α increases the sensitivity to changes in the distribution's uncertainty can easily be checked in the Gaussian case: weekly) return of the i-th asset. In this section, we discuss how the Rényi optimal portfolio achieves a trade-off between minimizing the central and tail uncertainty.
Definition
The Rényi optimal portfolio P ⋆ over an investment set of n assets for a given α corresponds to the portfolio constructed from the weights vector w ⋆ α defined as
Imposing positive weights is a common restriction in the portfolio management literature. 6 
Relation to variance
Since both H exp α and variance are measures of deviation, it is natural to think that they are related. Ebrahimi et al. (1999) showed that Shannon entropy can be replaced by the variance only when the distribution is fully characterized by the first two moments, such as the Gaussian. Otherwise, they are not equivalent: Shannon entropy is affected by all higher-order moments. We have a similar result for H exp α : from equation (2.7), there is a one-to-one correspondence between H exp α and the variance for all α in the Gaussian case. This means that the Rényi optimal portfolio corresponds to the minimum variance one for all α if all assets in the portfolio are Gaussian. In a more general setting, H exp α is more attractive than variance: it also accounts for the uncertainty coming from the tails, as we now show.
Relation to tail uncertainty
In this section we rely on numerical simulations to illustrate that the value of α balances the central (variance) uncertainty and tail (kurtosis) uncertainty. We consider n = 2 assets 6) . We build a portfolio P = wX + (1 − w)Y and evaluate H exp α (P ) by numerical integration. On Figure 3 .1, we display how H exp α , the standard deviation and the excess kurtosis of P depend on w. 7 As we can see, when α is high enough, w ⋆ α is close to the minimum variance one because σ X > σ Y and that mostly central events matter when α is high. However, the more α decreases, the more important is the impact of the fatter tails of Y (since ν Y > ν X ) and so the more w ⋆ α approaches the minimum kurtosis solution. The Rényi optimal portfolio therefore balances the minimization of variance and kurtosis and is thus an appealing alternative to the minimum variance strategy: it naturally accounts for the non-normality of asset returns.
The conclusions of this simulation will be confirmed empirically in Section 6.2: the out-of-sample portfolio kurtosis increases with the value of α and the minimum variance portfolio features the highest kurtosis.
m-spacings estimator of exponential Rényi entropy
The exact determination of the Rényi optimal portfolio requires the knowledge of the portfolio density. In practice however, we only have access to a finite i.
The challenge is therefore to accurately estimate H exp α (P ) given this set of observations. To this purpose, we derive below an estimator based on sample-spacings. We also discuss its properties in terms of bias and robustness. 7 The kurtosis of X + Y , X ⊥ ⊥ Y is given by
In the t-Student case, we have
Derivation of the m-spacings estimator
In order to avoid to rely on assumptions on the shape of the returns' distribution, we are looking for a nonparametric estimator of H exp α . There exists substantial research on non-parametric estimation of differential Shannon entropy, reviews of which can be found in Beirlant et al. (1997) and Hlavackova-Schindler et al. (2007) .
A natural way of estimating entropy is the plug-in estimate where a density estimator f is plugged into equation (2.4). One could for example choose the well-known kernel estimator. However, kernel estimators are known to be very sensitive to the bandwidth parameter, which may make the Rényi optimal weights too sensitive to its value. 8 Therefore, we here rely on a robust sample-spacings estimator of H exp α . We adapt the Shannon entropy m-spacings estimator of Learned-Miller and Fisher (1993) (LMF), a "consistent, rapidly converging and computationally efficient estimator of entropy which is robust to outliers."
Let's consider i.i.d. copies X 1 , X 2 , . . . , X N of a continuous random variable X with pdf f X and cdf F X . We note X (1:N ) X (2:N ) · · · < X (N :N ) the corresponding order statistics and define the associated m-spacings (1 m < N ) as the sequence of non-negative differences
In a first step, we build a 1-spacing estimator of H exp α (X) because the case m = 1 has a natural relation to a spacings estimator of the density f X .
First, recall that the order statistics Y (1:N ) , . . . , Y (N :N ) of a uniform U(0, 1) random variable Y follow a Beta distribution (Arnold et al., 1992) . In particular,
Let us now map X 1 , . . . , X N through F X to obtain N U(0, 1) i.i.d. random variables Y i := F X (X i ). Obviously, the sequence F X (X (1:N ) ), . . . , F X (X (N :N ) ) agrees with the order statistics Y (1:N ) , . . . , Y (N :N ) , leading to:
Hence, the expected probability mass between two order statistics
One can use this key observation to obtain an estimator f X of f X being told N order statistics. Indeed, one can thus approximate f X (x) between two successive order statistics X (i:N ) , X (i+1:N ) by a constant k i such that the corresponding probability mass X (i+1:N )
agrees with the expected probability mass in (4.1). Denoting X (0:N ) := inf X and X (N +1:N ) := sup X, this yields
for X (i:N ) < x X (i+1:N ) . As the N + 1 spacings form a partition of X (0:N ) , X (N +1:N ) , one can approximate the density f X by
This estimator corresponds to the histogram composed of N + 1 bins with bounds [X (i:N ) , X (i+1:N ) ], 0 i N , and with height such that the area of each bin is equal to 1/(N + 1).
From this density estimator, one can derive a 1-spacing plug-in estimator of H exp α as follows.
Let the density f X of a continuous random variable X be approximated by (4.2), then the 1-spacing estimator H exp
Proof. The 1-spacing estimator of (f X (x)) α dx becomes The last approximation in this proof comes from the fact that, in general, we do not know X (0:N ) and X (N +1:N ) , i.e. the true support of X. Following LMF, we therefore disregard the values below X (1:N ) and above X (N :N ) , and compensate this by a factor N +1 N −1 . As detailed by LMF in the specific case of Shannon entropy, the 1-spacing estimator suffers from high variance.
To reduce the asymptotic variance, one can consider a m-spacings estimator where the m-spacings overlap. The counterpart of k i , denoted k i (m), becomes
for X (i:N ) < x X (i+m:N ) . However, because the m-spacings overlap, they do not form a partition of X (0:N ) , X (N +1:N ) anymore (a same x can fall in more than one m-spacings), hence we lose the correspondence with the density estimator as a weighted sum of indicators in (4.2). Still, from the definition of k i (m), we can consider this extension of H exp α (1, N ):
(4.4) This is the final estimator that we use in the empirical study. When α = 1, i.e. Shannon entropy, we recover the exponential of the m-spacings estimator of LMF:
(4.5)
Properties of the m-spacings estimator
Sample-spacings estimation of entropy has attracted numerous scholarly research (see Beirlant et al., 1997) and dates a while back, e.g. Vasicek (1976) . However, it has so far been considered only for Shannon entropy and, even for this specific case, only asymptotic results are known, i.e. consistency and asymptotic bias. The general case α = 1 is hardly tractable analytically. In contrast, it can be dealt with using numerical simulations.
Estimator's bias
Asymptotic bias.
Let's first consider the case α = 1. To analyze the asymptotic bias, it is easier to consider the non-exponential version so we denote H 1 (m, N ) := ln( H exp 1 (m, N )). van Es (1992) proved that H 1 (m, N ) is asymptotically biased but, surprisingly, that the bias only depends on the fixed value of m and not on the density f X :
where ψ(x) = d dx Γ(x) is the digamma function. This bias is always negative and tends to zero when m → ∞. 9 Levit (1978) proved that H 1 (m, N ) is asymptotically efficient. Interestingly, because the asymptotic bias depends only on m when α = 1, using the consistent bias-corrected estimator in (4.7) or the biased estimator in (4.5) will asymptotically give the same portfolio weights when minimizing the entropy in (3.1). Ideally, we would want the same result to hold for α = 1, i.e. the asymptotic bias to depend only on α and m. To get evidence that this is a reasonable conjecture, Figure 4 .1 reports the bias
for different densities f (Uniform, Beta, Gaussian and Exponential) and different values of m, α ∈ [0.2, 2] and N = 1, 000, 000. 10 Around α = 1, the biases are very close for all densities. When m > 1, this is also the case when α gets larger. When α gets close to zero, however, the biases depart from one another. This is especially striking for the Gaussian and the Exponential, indicating that this may simply result from the very slow estimator's convergence for low values of α when the density features tails. 11 One can check that increasing N even higher indeed brings the biases closer to one another.
Finite sample bias.
We have just shown that correcting for the bias does not seem to be necessary asymptotically for the sake of our portfolio application. However, on a small sample size, the bias will depend on the distribution and so on the portfolio weight vector w. What matters in practice is thus whether, on a finite sample with small N , the estimator's bias affects the determination of the true optimal weights. To assess this, Figure 4 .2 displays the Rényi optimal weight w ⋆ α for two non-standardized t-Student assets and compares it with several m-spacings estimates of this weight (with α = 0.5 and 1, m = 1 and √ N ). In line with the empirical study, we set N = 260. The main observation is that the estimated optimal weights are on average close to the true one. This is confirmed over 500 repetitions: compared to the true minima w ⋆ 0.5 = 32.27% and w ⋆ 1 = 32.23%, we obtain average weights of 32.61% (m = 1) and 32.54% (m = √ N ) for α = 0.5, and of 32.54% and 32.28% for α = 1. This indicates, in line with (4.6), that the finite sample bias approximately corresponds, in the non-exponential case, to a downward translation of the curve H α (w). 12 We also observe as expected 10 The Rényi entropy of the Uniform and Exponential distributions can be computed analytically: Hα U (a, b) = ln(b − a), Hα Exp(λ) = − ln λα 1 1−α . 11 We expect a slow convergence in that case because tail events have a significant impact on the value of H exp α when α is low while such events do not occur frequently. The sample size required to achieve a desired precision thus increases when α decreases. This is proven for discrete random variables in Acharya et al. (2015) . 12 We observe a negative bias for typical unimodal distributions for both low and high values of α, but this is not always the case, e.g. the U-shaped Beta(0.5,0.5) can yield a positive bias. m(N −m) ). However, each of the order statistics in (1) under-estimates the supremum of the support and each of the order statistics in (2) over-estimates the infimum of the support. Therefore, by taking m > 1, we move away from the true value H exp 0 (X). In fact, the asymptotic bias is null for α = 0 and m = 1: Proposition 4.2. Let X be a continuous random variable whose support is an interval (possibly unbounded), then H exp 0 (1, N ) is a strongly consistent estimator of H exp 0 (X).
Proof. H exp 0 (1, N ) is given by
because the sum telescopes. When N → ∞, we have X (N :N ) → sup X and X (1:N ) → inf X. This results in Notes: X and Y follow two i.i.d. non-standardized t-Student(µ = 0, σ = 0.3, ν = 10), so that w ⋆ α = 50%. We generate N = 100 random values for each asset and we report the average optimal weight over 500 repetitions after replacing the 100 th simulated value of X by its 0.05% quantile. The same set of random values is used for all m and α.
This means indeed that, for a low α, increasing m can worsen the estimator's asymptotic bias. This can also be observed on a small sample from Figure 4 .2: increasing m from 1 to √ N leaves the bias nearly unaffected for α = 0.5. Still, as discussed previously, not correcting for the asymptotic bias does not seem to induce a bias in the estimation of the Rényi optimal weights, so that, for the sake of our application, we can set a high value of m even for a low α. As Section 6.1 will explain, we empirically set m to a high value of N 2/3 to ensure robustness and satisfying out-of-sample results.
Robustness to outliers
The previous section showed that the parameter m acts as a smoothing parameter. We now illustrate that this enables a robustness to outliers. We consider in Table 4 .1 two i.i.d. t-Student assets X and Y . The i.i.d. assumption means that w ⋆ α = 50% ∀α. To compare this theoretical weight to the estimated one in the presence of outliers, we generate N = 100 random values for each asset and we report the average optimal weight over 500 repetitions after replacing the 100 th simulated value of X by its 0.05% quantile for each repetition. We can see that the outlier deviates the optimal weight from the true value of 50% and that the robustness to the outlier is better the higher the α (because H exp α is less sensitive to extreme events) and, as we wanted to show, the higher the value of m. 
Empirical methodology
This section details how we generate the empirical results presented in Section 6. Specifically, we present the portfolios that will be compared to the Rényi optimal portfolio, we describe the dataset and finally we detail the methodology and the performance indicators used.
Comparison to other risk optimal portfolios
In this empirical study, we compare the ROpt portfolio to four portfolios: the minimum variance portfolio based on (1) the sample estimator of the covariance matrix and (2) the robust shrinkage estimator of the covariance matrix of Ledoit and Wolf (2004) , (3) the minimum VaR portfolio and (4) the minimum CVaR portfolio.
ROpt versus minimum variance portfolio
First, we compare the ROpt portfolio to the minimum variance (MV) portfolio, which is defined as
with w i 0 ∀i and where Σ is the covariance matrix of asset returns. We consider two estimators of Σ. The first one is the standard sample estimator denoted Σ. However, it is well-known that the sample estimator leads to a phenomenon of error maximization (Michaud, 1989) , so that we also consider the robust shrinkage estimator of Ledoit and Wolf (2004) :
where F is a highly structured matrix based upon the constant correlation model and δ ⋆ minimizes the Frobenius norm between Σ Shrink and the true matrix Σ. That said, we do not expect very different results under those two estimators. First, as noted by Behr et al.
(2013), error maximization mainly occurs when the number of assets is large relative to the number of observations, whereas we estimate only 4 weights based on 5 years of data (N = 260 weekly data points). Second, we impose positive weights and Jagannathan and Ma (2003) showed that long-only MV portfolios constructed with the sample covariance matrix perform as well as those using factor models or shrinkage estimators.
ROpt versus left-tail risk optimal portfolios
Second, we compare the ROpt portfolio to the minimum VaR with w i 0 ∀i and we set r to a standard value of 5%.
To estimate VaR and CVaR, rather than the historical estimators that are not very accurate (Boudt et al., 2008) and very sensitive to outliers since they only use the left-tail subset of the data, we rely on the more robust estimators of Zangari (1996) 
Data description
Our dataset is composed of weekly USD total arithmetic returns of four indices on the years 1990-2016, which represents 1409 weekly returns for each index. The four indices belong to four different asset classes:
• Equity: S&P 500 Index.
• Bond: BofA Merrill Lynch U.S. Corporate Master Index, which is an investment-grade US corporate bond index.
• Commodity: S&P Goldman Sachs Commodity Index, which tracks worldwide movements in a wide array of commodities.
• Real estate: Dow Jones Equity All REIT Index, which measures the publicly traded real estate investment trusts in the Dow Jones stock universe.
The acronyms we use are SP500, USC, GSCI and REIT. As we will consider an estimation window of 5 years to determine the optimal weights, the portfolios' performances will be measured on the years 1995-2016. Figure B .1 in appendix B displays the returns and growth of the four indices on the sample 1995-2016, while Table 5 .1 reports summary statistics over the same sample, as well as the p-values corresponding to the Jarque-Bera normality test. USC has by large the highest Sharpe ratio and the lowest VaR, while GSCI has the worst overall performance. SP500 and REIT performed closely with a high return, volatility and VaR. All the p-values are very close to 0, indicating the relevance of going beyond the variance to measure portfolio risk.
Methodology
As usual, we construct the portfolios by dynamic rebalancing. The optimal weights are determined based on the five previous years of data, and are then used to compute the value of the portfolio over the next six months. The estimation window is then shifted by six months and the same procedure is applied. In total, we have 44 out-ofsample rolling windows of six-months' performance. The optimal weights are found with the MATLAB non-linear solver fmincon, with equal weights as starting values. 13 Then, we assess the out-of-sample performance based on performance indicators divided in four categories:
1. Statistical measures: annual geometric mean return, annual volatility, Sharpe ratio (assuming r f = 0), skewness and excess kurtosis.
2. Downside risk measures: historical VaR, CVaR (with r = 5%) and maximum drawdown.
Diversification measures.
To assess the portfolios' diversification, we rely on three approaches.
To assess the diversification of weights, we compute the exponential Shannon entropy of weights:
with the convention 0 ln 0 = 0. D(w) varies between 1 (when the portfolio is concentrated on a single asset) and n (when the portfolio is equally-weighted). Therefore, the higher the value of D(w), the more diversified the portfolio.
To assess risk diversification, we compute the volatility concentration, i.e. the maximum of all assets' percentage volatility Euler-contribution defined as:
To assess the portfolio level of diversification, we compute the volatility diversification ratio that we adapt from Choueifaty and Coignard (2008) :
D(P ) is a ratio between 0 and 1, and the higher its value the more diversified the portfolio. 
where T is the number of rebalancing periods (44 in our case) and w i,t+1 and w i,t are the weights of asset i at time t after and before rebalancing, respectively. The portfolio turnover can be interpreted as the average percentage of wealth traded per period.
Finally, to assess the statistical significance of the improvement in Sharpe ratio featured by the ROpt portfolios compared to their competitors, we rely on the test of Ledoit and Wolf (2008) . This test is based on a studentized circular block bootstrap methodology that is suited to the case where portfolio returns depict fat tails and are of time series nature (e.g. in the presence of autocorrelation or volatility clustering). 15 
Empirical results
Based on our data and methodology, we now compare the Rényi optimal portfolio with the portfolios described in Section 5.1. In addition, it is compared to three standard strategies that are used as benchmarks:
1. The equally-weighted (EW) portfolio: w ⋆ EW = (1/4, 1/4, 1/4, 1/4). 2. The 60/40 portfolio that allocates 60% in equity and 40% in bonds: w ⋆ 60/40 = (0.6, 0.4, 0, 0).
The maximum Sharpe ratio (MSR) portfolio:
w ⋆ MSR = arg max w µ P /σ P , where µ P and σ P are the portfolio's annual geometric return and volatility.
The out-of-sample performance of the benchmarks is reported on Table 6 .1 and will be used in the sequel. Because MSR yields a prohibitive turnover (14%), we subject it to a maximum 7.5% turnover constraint:
(6.1)
Choice of m
Before reporting the results, we must decide on the value of m for the m-spacings estimator. We showed in Section 4.2 that its value is important because it acts as a data smoothing parameter, so that increasing m reduces the estimator's variance and improves the robustness to outliers. To make this choice, Table 6 .2 reports the outof-sample performance for several m. To avoid a forwardlooking bias, only two statistics are reported -Sharpe ratio and turnover -and only for α = 0.7. We observe as expected that the turnover decreases when m increases. Setting m = N 1/1.5 = 41 enables a good trade-off between a high Sharpe ratio and a low turnover. Therefore, again to avoid any forward-looking bias, we set m to this value for all α. 16 The table also shows that, once m is high enough, the Sharpe ratio and turnover are stable with the value of m, which is an appealing behaviour.
ROpt versus MV and left-tail portfolios
The out-of-sample performance of the ROpt, MV, MVaR and MCVaR portfolios is reported on Theoretically, the ROpt portfolio keeps the best of the MV and left-tail optimal portfolios: it is more robust to outliers than the latter and at the same time goes beyond the former by accounting for the uncertainty coming from tail events. This is confirmed empirically. Indeed, the MVaR and MCVaR portfolios have the highest turnovers, indicating that they are quite sensitive to outliers despite the use of robust estimates, resulting in a poor performance. Conversely, the ROpt portfolios have a lower turnover and a better performance. Compared to the two MV portfolios, the ROpt portfolios feature a comparable turnover but still achieve a better performance, indicating that accounting for the non-normality of the assets' returns improves the out-of-sample performance.
Comparison of ROpt portfolios.
Of the three ROpt portfolios, ROpt(1) seems to perform best with the highest return and Sharpe ratio, the lowest CVaR and maximum drawdown and the most diversification. However, ROpt(0.5) and ROpt(0.7) still per-form very closely and on the other hand lead to a lower turnover. 17 The fact that α only slightly impacts the performance is appealing since there is ex ante no straightforward way to choose its "optimal" value. Interestingly, we observe that the kurtosis increases with the value of α, which empirically confirms the argument of Section 3.3 that decreasing α gives more importance to tail uncertainty. At the same time, moreover, the volatility does not increase with α. This is further confirmed by ROpt(α = 2) which has an even higher excess kurtosis of 14.28. Finally, the MV portfolios lead to a higher kurtosis than the ROpt ones, showing that it is necessary to use a portfolio selection criterion that also accounts for the uncertainty coming from the tails.
Comparison with MV portfolios.
A first thing to notice is that the ROpt portfolios overall feature a close behaviour to the MV portfolios, which is to be expected given that H exp α is closely related to the variance (see Sections 3.2 and 3.3).
Then, as expected from Section 5.1.1, the two MV portfolios exhibit nearly identical results. Still, except regarding diversification, the shrinkage estimator always performs slightly better, so that we will from now on only consider this estimator.
We observe that the ROpt portfolios clearly outperform the MV portfolio: they have higher returns, less volatility and so higher Sharpe ratios with low p-values. They also feature a comparable downside risk, more diversification and around the same level of turnover. Figure 6 .2 displays the time evolution of the ROpt and MV weights. The variation is always quite smooth, which is appealing in the presence of transaction costs. We also observe that there is a large concentration on the low risk USC, which is typical for risk optimal portfolios, hence the entropy of weights taking a value close to 1.
Comparison with left-tail portfolios. The MVaR and MCVaR portfolios are largely outperformed by the ROpt portfolios on nearly all criteria, in particular regarding Sharpe ratios, downside risk and turnover. This is a consequence of their high turnover that shows that they are too volatile, which harms their performance compared to the more robust ROpt and MV.
Comparison with benchmark portfolios. Finally, the ROpt portfolios outperform the three benchmarks in Table 6 .1: they feature largely higher Sharpe ratios (with very low p-values) and less downside risk. The EW and 60/40 portfolios achieve a larger return as displayed on Figure 6 .1 but do this at the cost of a much larger volatility. The 60/40 portfolio is a better solution than EW for the investor who has a low risk-aversion: it has a higher return for a lower volatility. The MSR portfolio finally achieves a comparable return to the ROpt portfolios but with a higher volatility, downside risk and turnover and thus is not an appealing alternative.
To sum up, the ROpt portfolios outperform all the risk optimal portfolios considered. They beat the left-tail portfolios on nearly all criteria and produce a largely lower turnover. Compared to the MV portfolios, they feature higher returns, less volatility, a comparable downside risk, less risk concentration and around the same level of turnover. H exp α therefore represents an appealing criterion for the construction of risk optimal portfolios.
Robustness tests
We conclude with robustness tests aiming at assessing whether the superior performance of the ROpt portfolios is confirmed, along four dimensions: (1) Other choices of the shrinkage coefficient δ and the confidence level r; (2) Constraining the portfolio turnover; (3) Splitting the 1995-2016 sample in four sub-samples; and (4) Other choices of the estimation and rolling window time lengths.
Shrinkage coefficient δ and confidence level r
A criticism that could be made regarding the previous comparisons is that the parameter m offers a degree of freedom to "optimize" the out-of-sample performance of the ROpt portfolios (though Section 6.1 explains that we minimize any forward looking bias and that the results are stable with m). Conversely, the shrinkage coefficient δ ⋆ for MV and the confidence level r for MVaR and MCVaR are chosen a priori. Therefore, we analyze the performance of the MV portfolio for δ = 0.2, 0.4, 0.6, 0.8 and of the left-tail portfolios for r = 10%, 15% to assess whether the superior performance of the ROpt portfolios is confirmed.
The results are reported on Table 6 .5. Regarding the MV portfolios, it seems that increasing δ improves the performance: MV(δ = 0.8) has the highest return and Sharpe ratio, the same CVaR and the lowest turnover. It is therefore a tougher competitor than MV(δ ⋆ ), but the ROpt portfolios are still better performers except regarding turnover. Then, we see that increasing r improves the performance of the left-tail portfolios due to less sensitivity to outliers, but the ROpt portfolios are still largely better than the MCVaR portfolios on all criteria, and than the MVaR portfolios on all criteria except return. The best left-tail portfolio is MVaR(10%).
Turnover-constrained portfolios
One may argue that the previous comparisons with the MVaR and MCVaR portfolios are not exactly fair since an investor will typically not accept such a high level of turnover and so will constrain in one way or another the weights' variation. Therefore, in this section, we briefly compare the ROpt (with α = 0.7) portfolio to its two toughest competitors -MV(δ = 0.8) and MVaR(10%)under a maximum 7.5% turnover constraint as in (6.1). 18 The results reported on Table 6 .6. As we can see, adding a turnover constraint decreases the turnover, even very significantly for MVaR, while not altering or even improving (for MV and MVaR) the performance. Still, ROpt remains overall better: compared to MV, it performs better on all criteria except slightly on turnover, and, compared to MVaR, it has a comparable Sharpe ratio and largely lower CVaR and turnover. and 2011S2-2016S2. We add a maximum 7.5% turnover since the previous section showed that it improves the turnover without altering the performance. Table 6 .7 reports in-sample statistics for the equallyweighted portfolio on the four sub-samples. Each period features different risk-return characteristics: the first two have a high return and low risk, while the last two have a very low return and a higher risk, in particular the third one (2006S1-2011S1) that contains the 2008 financial crisis. It is therefore relevant to look at how the portfolios perform on these four sub-samples.
The sub-samples portfolios' performances are reported on Table 6 .8. The superior performance of the ROpt portfolio, even against its toughest competitors, is robust to different sub-samples, especially in terms of Sharpe ratio against MV and in terms of downside risk and turnover against MVaR. More explicitly, compared to MV, ROpt has a better Sharpe ratio in the last three sub-samples. Regarding CVaR, no trend appears: ROpt is better on the first and last sub-sample and MV on the two others. Finally, another sensible choice in assessing portfolios' performances concerns the estimation and rolling window time lengths, previously fixed to 5 years and 6 months. We now test the performance of the turnover-constrained ROpt(0.7), MV(δ = 0.8) and MVaR(10%) portfolios on different specifications of the estimation and rolling windows. Because nothing ensures that MV(δ = 0.8) and MVaR(10%) are still as good competitors as be-fore, we also include the turnover-constrained MV(δ ⋆ ) and MVaR(5%) portfolios. m stays fixed at N 1/1.5 .
Effect of the estimation window time length.
We fix the rolling window to 6 months and we report the performances under an estimation window of 2 and 8 years. Since we have data available from 1990 to 2016, the performances are reported for the years 1998-2016 on Table 6.9. On the 2 years window, ROpt features the highest return, lowest volatility, a comparable CVaR to MV (and largely lower than MVaR) and finally the lowest turnover. This is confirmed on the 8 years window: ROpt has the highest Sharpe ratio as well as a low CVaR and turnover.
Effect of rolling window time length.
We now fix the estimation window to 5 years and we look at the results for a quaterly and yearly rebalancing. We use maximum 3.75% quaterly and 15% yearly turnover constraints respectively. The results are reported on Table  6 .10 and show that the previous conclusions are robust to different rolling window time lengths: ROpt has the highest Sharpe ratio (except slightly against MVaR(10%) on the quaterly window) and its CVaR and turnover are comparable to MV and largely lower than MVaR.
Conclusion
In this paper, we have proposed a natural uncertainty measure -the exponential Rényi entropy -as an objective function for portfolio selection. Rényi entropy generalizes Shannon entropy, yielding a set of uncertainty measures. Its parameter α enables to tune the relative contributions of the central and tail parts of the distribution in the measure. Its exponential transform fulfills desirable properties: it can reasonably be assumed to be a deviation risk measure in the context of portfolio optimization. Minimizing this measure yields the Rényi optimal portfolio. It is equivalent to the minimum variance one when the assets are Gaussian and, in a non-Gaussian setting, achieves a trade-off between variance and tail uncertainty minimization. It therefore naturally accounts for the nonnormality of asset returns.
We have derived a robust m-spacings estimator of the exponential Rényi entropy. Increasing its parameter m smooths the shape of the objective function and hence decreases the impact of outliers on the optimal weights. From there, we have conducted an extensive empirical study from four different asset class indices on the years 1990-2016. The various performance indicators have shown that the Rényi optimal portfolio brings a substantial out-of-sample improvement over the minimum variance, VaR and CVaR portfolios. They beat the latter two on nearly all criteria and, compared to the minimum variance portfolios (based on a sample and shrinkage estimator), feature statistically higher Sharpe ratios, a comparable downside risk and turnover, as well as more diversification. Moreover, the performances remain stable with the choice of m and α, which is appealing in practice. Extensive robustness tests confirm the relevance of Rényi entropy as a criterion for risk optimal allocation.
By extending the currently limited use of entropy in portfolio optimization and contributing to a better understanding of entropy in a financial context, this paper paves the way for future research. First, the estimation proce-dure is crucial to ensure well-performing robust portfolios. It is therefore worth investigating other estimators than the m-spacings one, especially given the very large number of existing estimators of differential Shannon (or Rényi) entropy. Second, we intend to apply our Rényi entropy criterion to other risk-based allocation strategies such as maximum diversification and risk parity portfolios. Risk parity raises the challenge of devising a way of computing the assets' Euler-contributions to the portfolio's exponential Rényi entropy. Third, further empirical studies of the Rényi optimal portfolio strategy on different types of portfolios (e.g. large portfolio where optimal weights are more prone to estimation errors; portfolios made up of individual assets or hedge funds where returns are more extreme) are necessary to further test the robustness of the findings of our specific study. is sub-additive in the case of perfect (positive or negative) correlation.
Proposition A.1. Let X, Y be two random variables with correlation ρ = ±1. Then, H exp α is sub-additive for the pair (X, Y ).
Proof. When ρ = ±1, we can write X = a + bY , with ρ = sign(b). H exp α (X + Y ) then develops as follows: which is true by the Minkowski inequality.
In particular, we have that H exp α is additive for the pair (X, Y ) if ρ = 1 because, in that case, inequality (A.1) is bounding.
A.2. Counter-example to comonotonic additivity
This appendix details the counter-example to comonotonic additivity of H exp α as mentioned in section 2.2.3. We give a counter-example for α = 1, i.e. the exponential Shannon entropy.
Two random variables X, Y are comonotonic when Y can be written as F (X) where F is a continuous and strictly increasing function. 19 Let's denote G(x) := x + F (x), which is also strictly increasing and so invertible, and denote H(x) its inverse. Then, the cdf of X + Y = G(X) is given by F X+Y (x) = P(G(X) x) = P(X H(x)) = F X (H(x)), and its pdf reads f X+Y (x) = f X (H(x)) G ′ (H(x) ) .
As a result, H exp 1 (X + Y ) becomes
A change of variable z = H(x) and algebraic manipulations lead to H exp 1 (X + Y ) = H exp 1 (X) exp E ln(1 + F ′ (X)) .
Based on a similar reasoning, we can show that
meaning that additivity amounts to showing that exp E ln(1 + F ′ (X)) = 1 + exp E ln(F ′ (X)) .
(A.2) Let's now show a counter-example to (A.2) where the left-hand side is higher than the right-hand side, i.e. where H exp 1 is super-additive. Because F ′ (X) has to be a positive random variable (F is strictly increasing), we consider F ′ (X) := ζ ∼ Exp(1). Define W := ln(1 + ζ) and Z := ln ζ. To have additivity, we have to show that 
