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CLASSIFYING BIRATIONALLY COMMUTATIVE PROJECTIVE
SURFACES
S. J. SIERRA
Abstract. Let R =
L
n≥0 Rn be a noetherian connected graded domain of
Gelfand-Kirillov dimension 3 over an uncountable algebraically closed field.
Suppose that the graded quotient ring of R is of the form
Qgr(R) ∼= K[z, z
−1;σ]
where K is a field; we say that R is a birationally commutative projective sur-
face. We classify birationally commutative projective surfaces and show that
they fall into four families, parameterized by geometric data. This generalizes
work of Rogalski and Stafford on birationally commutative projective surfaces
generated in degree 1; our proof techniques are quite different.
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1. Introduction
The classification of noncommutative projective surfaces— connected N-graded
noetherian domains of Gelfand-Kirillov dimension 3—has been one of the major
motivating problems in noncommutative ring theory over the past two decades.
In this paper, we resolve an important special case of this problem, classifying
birationally commutative projective surfaces.
We begin with some terminology. We work over an uncountable algebraically
closed field k. An N-graded algebra R is connected graded if R0 = k. Let R be
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a connected N-graded noetherian domain. Its graded quotient ring is then of the
form
Qgr(R) ∼= D[z, z
−1;σ],
whereD is a division ring and σ is an automorphism of D. By abuse of terminology,
we refer to D as the function field of R. If D is a (commutative) field, we say that R
is birationally commutative. If R has GK-dimension 3, we say that R is a birationally
commutative projective surface.
In this paper, we classify birationally commutative projective surfaces up to tak-
ing Veronese subrings. We show that they occur in four families, and give geometric
data defining them. Our results generalize (and give new proofs of) results of Rogal-
ski and Stafford [RS06] on birationally commutative projective surfaces generated
in degree 1.
Birationally commutative algebras have been fruitful objects of study in noncom-
mutative ring theory for a number of years. The fundamental example is the twisted
homogeneous coordinate ring construction of Artin and Van den Bergh [AV90]. Let
X be a projective variety, let σ ∈ Aut(X), and let L be an appropriately positive
invertible sheaf on X . (The technical term is that L is σ-ample; for a more precise
definition, see Section 2.) For notational purposes, let
Lσ := σ∗L,
and let
Ln := L ⊗ L
σ ⊗ · · · ⊗ Lσ
n−1
.
The twisted homogeneous coordinate ring B(X,L, σ) is defined as the section alge-
bra of the twisted powers Ln of L. That is,
B(X,L, σ) :=
⊕
n≥0
H0(X,Ln).
Multiplication on B(X,L, σ) is induced from the product
Ln ⊗ Lm → Ln ⊗ L
σn
m
∼=
→ Ln+m.
For a concrete example, let τ : P1 → P1 be defined by τ([x : y]) = [x : x+ y]. Then
B(P1,O(1), τ) is isomorphic to the Jordan plane
kJ [x, y] := k〈x, y〉/(xy − yx− x2).
By [Kee00, Theorem 1.2], if L is ample and σ ∈ Auto(X), then B(X,L, σ) is a
birationally commutative noetherian domain of GK-dimension dimX + 1.
Not all noetherian birationally commutative domains are twisted homogeneous
coordinate rings. For example, let X,L, σ be as above, and let Z be a proper
subscheme of X , defined by an ideal sheaf I. In [Sie08], the author studied the ring
(1.1) R := R(X,L, σ, Z) := k⊕
⊕
n≥1
H0(X, ILn) ⊆ B(X,L, σ).
Note that R≥1 is a right ideal of B(X,L, σ). Under relatively mild conditions on σ
and Z, R is the idealizer of this right ideal: the maximal subring of B(X,L, σ) in
which R≥1 is a two-sided ideal.
When R(X,L, σ, Z) is noetherian is understood. It depends on a geometric
condition on the motion of Z under σ, known as critical transversality: roughly
speaking, σ and Z should be in general position.
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Definition 1.2. Let X be a variety, let σ ∈ Aut(X), and let Z be a closed sub-
scheme of X . Let A ⊆ Z. The set {σn(Z)}n∈A is critically transverse if, for all
closed subschemes Y of X , we have for all but finitely many n ∈ A that
TorXi (OY ,Oσn(Z)) = 0
for i > 0.
If Z is a point, then {σnZ} is critically transverse exactly when it is critically
dense: it is infinite, and any infinite subset is Zariski-dense.
Recall:
Theorem 1.3. [Sie08, Theorem 1.8]) If {σnZ} is critically transverse, then the
idealizer R(X,L, σ, Z) is noetherian. 
For example, let B := B(P1,O(1), τ) as above, and assume that chark = 0.
Then the subring
k+ yB
is equal to R(P1,O(1), τ, [1 : 0]). That it is noetherian follows from Theorem 1.3;
this result is originally due to Stafford and Zhang [SZ94, Example 0.1].
By Artin and Stafford’s remarkable classification of noncommutative projective
curves, we have now seen all the classes of noetherian connected graded domains
of GK-dimension 2.
Theorem 1.4. ([AS95]) Let R be a noetherian connected N-graded domain of GK-
dimension 2. Then some Veronese subring of R is either:
(1) a twisted homogeneous coordinate ring B(X,L, σ) for some projective curve
X, automorphism σ of X, and σ-ample invertible sheaf L on X; or
(2) an idealizer R(X,L, σ, Z), where X, L, σ are as above, and Z is a proper
subscheme of X, supported at points of infinite order. 
In this paper, we consider noetherian finitely N-graded domains of GK-dimension
3, and classify those that are birationally commutative. We show that these also
depend on geometric data, although, not surprisingly, the data is more compli-
cated than that of Theorem 1.4. Besides twisted homogeneous coordinate rings
and idealizers in them, another large class of birationally commutative projective
surfaces are the na¨ıve blowup algebras, as constructed in [KRS05] (and generalized
in [RS07]).
To construct a na¨ıve blowup algebra, begin as usual with a projective surface
X , an automorphism σ of X , and a σ-ample invertible sheaf L on X . Also choose
a point P ∈ X (or more generally, let P be a 0-dimensional subscheme of X). Let
I = IP be the ideal sheaf of P . Then we may form a ring
(1.5) S(X,L, σ, P ) :=
⊕
n≥0
H0(X, IIσ · · · Iσ
n−1
Ln),
which we refer to as a na¨ıve blowup of X at P . The construction of S(X,L, σ, P )
mimics the construction of a commutative blowup as a Rees ring: we are taking
(sections of) higher and higher successive powers of the ideal defining P , using the
multiplication in the twisted homogeneous coordinate ring B(X,L, σ).
As with idealizers, the properties of the na¨ıve blowup S(X,L, σ, P ) depend on the
geometry of the orbits {σnP}n∈Z. In particular, the algebra is noetherian exactly
when this set is critically transverse.
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Theorem 1.6. ([RS07, Theorem 1.1], [Sie09, Proposition 4.12]) Let X be a pro-
jective variety, let σ ∈ Aut(X), and let L be a σ-ample invertible sheaf on X. Let
P be a 0-dimensional closed subscheme of X. The ring S(X,L, σ, P ) is noetherian
if and only if all points of P have critically dense orbits. 
Rogalski and Stafford [RS06] have classified all birationally commutative projec-
tive surfaces that are generated in degree 1. It turns out that twisted homogeneous
coordinate rings and na¨ıve blowups are the only two types of rings that occur.
Theorem 1.7. ([RS06, Theorem 1.1]) If R is a birationally commutative projective
surface that is generated in degree 1, then up to a finite-dimensional vector space
R is either:
(1) the twisted homogeneous coordinate ring of a projective surface; or
(2) the na¨ıve blowup of a projective surface at a 0-dimensional subscheme sup-
ported on points that move in critically dense orbits. 
We note that Rogalski and Stafford consider a slightly more general class of
rings than our noncommutative projective surfaces. They study finitely N-graded
noetherian domains R whose graded quotient ring is of the form
K[z, z−1;σ]
where K = k(X) is the function field of a projective surface X such that σ induces
an automorphism of X . By [Rog07, Theorem 1.1], any such R has GK-dimension 3
or 5, and any birationally commutative domain of GK-dimension 3 that is generated
in degree 1 is of the form considered in [RS06]. See Section 10 for more discussion
of the GK-dimension of noncommutative surfaces.
The hypothesis in Theorem 1.7 that R be generated in degree 1 seems overly
restrictive; note that in contrast with the commutative case, there are many non-
commutative noetherian graded rings that have no Veronese subring generated in
degree 1. (For example, the idealizers in (1.1) have this property.) We are able to
remove this restriction and give a complete classification of birationally commuta-
tive surfaces, using methods that are quite different from the proof of Theorem 1.7.
Besides idealizers, na¨ıve blowups, and twisted homogeneous coordinate rings, one
new type of ring arises; we refer to these as ADC rings. These are a generalized
form of na¨ıve blowup, with many similar properties and some important differences
— notably, these algebras may not have any Veronese generated in degree 1. (For
more discussion of ADC rings, see [Sie09].)
We obtain:
Theorem 1.8. Let R be a connected N-graded birationally commutative noetherian
domain of GK-dimension 3. Then some Veronese subring of R is either:
(1) the twisted homogeneous coordinate ring of a projective surface;
(2) a na¨ıve blowup or ADC ring on a projective surface; or
(1′), (2′) an idealizer inside a ring of type (1) or (2).
Further, all defining data is critically transverse.
We wish to state Theorem 1.8 more precisely. To do so, we recall some termi-
nology from [Sie09]. We say that the tuple D = (X,L, σ,A,D, C,Ω) is surface data
if:
• X is a projective surface;
• σ is an automorphism of X ;
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• L is an invertible sheaf on X ;
• Ω is a curve on X ;
• D is the ideal sheaf of a 0-dimensional subscheme of X such that all points
in the cosupport of D have distinct infinite σ-orbits; and
• A and C are ideal sheaves on X , cosupported on 0-dimensional subschemes
consisting of points of infinite order, such that
(1.9) IΩAC ⊆ D.
Let Z be the scheme defined by D, let Λ be the scheme defined by A, and let Λ′ be
the scheme defined by C. The surface data D is transverse if:
• L is σ-ample; and
• {σnZ}n∈Z, {σ
nΛ}n≥0, {σ
nΛ′}n≤0, and {σ
nΩ}n∈Z are critically transverse.
Given surface data D = (X,L, σ,A,D, C,Ω), we define sheaves Tn by setting
T0 := OX and
Tn := IΩAD
σ · · · Dσ
n−1
Cσ
n
Ln
for n ≥ 1. We define an algebra T (D) associated to D by
T (D) :=
⊕
n≥0
H0(X, Tn).
Our main result is:
Theorem 1.10. Let k be an uncountable algebraically closed field and let R be a
birationally commutative projective surface over k. Then there is transverse surface
data D so that some Veronese of R is isomorphic to T (D).
We compare Theorem 1.8 and Theorem 1.10. Let D = (X,L, σ,A,D, C,Ω) be
transverse surface data. Let A′ ⊇ IΩA and C′ ⊇ C be maximal so that
A′C′ ⊆ D.
Let
E := (X,L, σ,A′,D, C′, ∅).
The algebra T (E) is called an ADC ring; of course, if D = OX then T (E) is just
the twisted homogeneous coordinate ring B(X,L, σ). It turns out that T (D) is a
left idealizer inside a right idealizer inside T (E).
By enumerating the possible types of birationally commutative surfaces, The-
orem 1.10 has important applications. For example, there are strong restrictions
on the behavior of the Artin-Zhang χ conditions (see Section 10) for birationally
commutative projective surfaces.
Theorem 1.11. Let k be an uncountable algebraically closed field and let R be
a birationally commutative projective surface over k that satisfies left or right χ2.
Then some Veronese subring of R is a twisted homogeneous coordinate ring, and R
satisfies χ.
The main difficulty in proving both Theorem 1.10 and Theorem 1.7 is construct-
ing the classical projective surface X that is associated to a given birationally com-
mutative projective surface R. Rogalski and Stafford prove Theorem 1.7 through
a delicate analysis of a certain class of modules, called point modules over R. This
is quite difficult because for na¨ıve blowups such modules are parameterized by an
infinite series of projective schemes but not by any individual projective scheme;
see [KRS05, Theorem 1.1]. In contrast, in the proof of Theorem 1.10 we construct
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the surface X much more directly, through a method of successive approximations
of the “correct” surface. While there are technical issues involved in this proof,
most of them are involved with showing that this method does, in fact, lead to an
appropriate projective surface, and the actual construction is relatively straightfor-
ward.
As mentioned, the classification given in Theorem 1.8 is more complex than the
classification of curves in Theorem 1.4. Note that a connected N-graded domain
of GK 2 is automatically, by Theorem 1.4, birationally commutative. For surfaces,
this requires an additional assumption. In fact, the full birational classification
of noncommutative projective surfaces is still unknown, although there is a long-
standing conjecture due to Artin. Artin’s conjecture may be phrased as:
Conjecture 1.12. ([Art95, Conjecture 4.1]) If R is a noncommutative projective
surface, then its function field is either:
(1) a field of transcendence degree 2 (birationally commutative);
(2) a division ring finite-dimensional over a central field of transcendence degree
2 (birationally PI);
(3) the full quotient division ring of an Ore extension K[x;σ, δ], where K is a
field of transcendence degree 1 (a “quantum ruled surface”); or
(4) D(E, σ), the function field of the Sklyanin algebra Skl3(E, σ) for some elliptic
curve E and automorphism σ of E (a “quantum rational surface”).
Theorem 1.10 resolves the classification of noncommutative surfaces falling into
case (1) of Artin’s conjecture. We note that Artin’s original formulation of Conjec-
ture 1.12 assumed much stronger technical conditions on the rings under study; it is
interesting that these assumptions are not necessary to understand the birationally
commutative case.
Since Theorem 1.10 is our main result, its proof takes up much of this paper. We
briefly summarize the organization of the paper here. One of our main techniques
will be to work, not with an algebra R, but with an associated quasicoherent sheaf
R on some projective surface. This sheaf is known as a bimodule algebra. We
give necessary background on bimodule algebras and some other technical terms
in Section 2. In Sections 3–6 we construct surface data D = (X,L, σ,A,D, C,Ω)
associated to R. This gives an approximation to R, and in fact we show that T (D) is
a finite left and right module over a Veronese of R. The surface X is always normal,
and T (D) is best thought of as some sort of normalization of R. In Section 7, we
show that D is actually transverse. In Section 8, we construct a finite birational
morphism θ : X → Y , an action of φ on Y conjugate to σ, and a φ-ample invertible
sheaf on Y so that (some Veronese of) R is contained in B(Y,M, φ). In Section 9
we prove a general result giving sufficient conditions for a subring of some algebra
T (E) to be equal to T (E) in large degree. Finally, in Section 10 we show that there
are ideal sheaves E , F , and G and a curve Φ on Y so that D′ = (Y,M, φ, E ,F ,G,Φ)
is transverse surface data and so that some Veronese of R is isomorphic to T (D′).
This proves Theorem 1.10 and Theorem 1.8; we also prove Theorem 1.11.
Acknowledgements. The results in this paper were part of my Ph. D. thesis
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writing of this paper, I was supported by NSF grants DMS-0555750 and DMS-
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2. Notation and background
Throughout, we let k be a fixed uncountably algebraically closed field; all schemes
are of finite type over k.
Given a birationally commutative projective surface R, we seek to produce asso-
ciated geometric data. One of our key techniques will be to work, not with a graded
ring, but with a bimodule algebra on some projective scheme X . In this section,
we give the relevant definitions and notation for bimodule algebras. Most of the
material in this section was developed in [Van96] and [AV90]. Our presentation
follows that in [KRS05] and [Sie08].
A bimodule algebra on a variety X is, roughly speaking, a quasicoherent sheaf
with a multiplicative structure.
Definition 2.1. Let X be a projective variety; that is, a projective integral sep-
arated scheme (of finite type over k). An OX-bimodule is a quasicoherent OX×X -
module F , such that for every coherent F ′ ⊆ F , the projection maps p1, p2 :
SuppF ′ → X are both finite morphisms. The left and right OX -module structures
associated to an OX -bimodule F are defined respectively as (p1)∗F and (p2)∗F .
We make the notational convention that when we refer to an OX -bimodule simply
as an OX -module, we are using the left-handed structure (for example, when we
refer to the global sections or higher cohomology of an OX -bimodule).
There is a tensor product operation on the category of bimodules that has the
expected properties; see [Van96, Section 2].
All the bimodules that we consider will be constructed from bimodules of the
following form:
Definition 2.2. Let X be a variety and let σ, τ ∈ Aut(X). Let (σ, τ) denote the
map
X → X ×X
x 7→ (σ(x), τ(x)).
If F is a quasicoherent sheaf on X , we define the OX -bimodule σFτ to be
σFτ = (σ, τ)∗F .
If σ = 1 is the identity, we will often omit it; thus we write Fτ for 1Fτ and F for
the OX -bimodule 1F1 = ∆∗F , where ∆ : X → X ×X is the diagonal.
Definition 2.3. Let X be a variety and let σ ∈ Aut(X). An OX -bimodule R is an
OX-bimodule algebra or bimodule algebra if it is an algebra object in the category
of bimodules. That is, there are a unit map 1 : OX → R and a product map
µ : R⊗R→ R that have the usual properties.
We follow [KRS05] and define
Definition 2.4. Let X be a variety and let σ ∈ Aut(X). A bimodule algebra R is
a graded (OX , σ)-bimodule algebra if:
(1) There are coherent sheaves Rn on X such that
R =
⊕
n∈Z
1(Rn)σn ;
(2) R0 = OX ;
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(3) the multiplication map µ is given by OX -module maps Rn ⊗Rσ
n
m →Rn+m,
satisfying the obvious associativity conditions.
Definition 2.5. Let X be a variety and let σ ∈ Aut(X). Let R be a graded
(OX , σ)-bimodule algebra. A right R-module M is a an OX -bimodule M together
with a right OX -module map µ : M⊗R → M satisfying the usual axioms. We
say that M is graded if there is a direct sum decomposition
M =
⊕
n∈Z
(Mn)σn
with multiplication giving a family of OX -module maps Mn ⊗ Rσ
n
m → Mn+m,
obeying the appropriate axioms.
We say thatM is coherent if there are a coherentOX -moduleM′ and a surjective
map M′ ⊗R →M of ungraded OX -modules. We make similar definitions for left
R-modules. The bimodule algebra R is right (left) noetherian if every right (left)
ideal of R is coherent. By standard arguments, a graded (OX , σ)-bimodule algebra
is right (left) noetherian if and only if every graded right (left) ideal is coherent.
If R is a graded (OX , σ)-bimodule algebra, we may form its section algebra
H0(X,R) =
⊕
n≥0
H0(X,Rn).
Multiplication on H0(X,R) is induced from the multiplication map µ on R; that
is, from the maps
H0(X,Rn)⊗H0(X,Rm)
1⊗σn
// H0(X,Rn)⊗H0(X,Rσ
n
m )
µ
// H0(X,Rn+m).
We recall that ampleness is a key concept when working with bimodule algebras.
Definition 2.6. Let X be a projective variety, let σ ∈ Aut(X), and let {Rn}n∈N
be a sequence of coherent sheaves on X . The sequence of bimodules {(Rn)σn}n∈N
is right ample if for any coherent OX -module F , the following properties hold:
(i) F ⊗Rn is globally generated for n≫ 0;
(ii) Hq(X,F ⊗Rn) = 0 for n≫ 0 and all q ≥ 1.
The sequence {(Rn)σn}n∈N is left ample if for any coherent OX -module F , the
following properties hold:
(i) Rn ⊗Fσ
n
is globally generated for n≫ 0;
(ii) Hq(X,Rn ⊗F
σn) = 0 for n≫ 0 and all q ≥ 1.
We say that an invertible sheaf L is σ-ample if the OX -bimodules
{(Ln)σn}n∈N = {L
⊗n
σ }n∈N
form a right ample sequence. By [Kee00, Theorem 1.2], this is true if and only if
the OX -bimodules {(Ln)σn}n∈N form a left ample sequence.
The fundamental example of a bimodule algebra is as follows.
Example 2.7. Let X be a projective scheme, let σ ∈ Aut(X), and let L be an
invertible sheaf on X . We define the twisted bimodule algebra of X, L, and σ to be
B := B(X,L, σ) :=
⊕
n≥0
(Ln)σn .
Then B is an (OX , σ)-graded bimodule algebra. Taking global sections of B(X,L, σ)
gives the twisted homogeneous coordinate ring B(X,L, σ).
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All the bimodule algebras that we consider in this paper will be sub-bimodule
algebras of twisted bimodule algebras.
Let D = (X,L, σ,A,D, C,Ω) be surface data, as defined in the Introduction.
Then one may form a bimodule algebra
T (D) :=
⊕
n≥0
(Tn)σn
where T0 := OX and
Tn := IΩAD
σ · · · Dσ
n−1
Cσ
n
Ln.
The ring T (D) from the Introduction is just the section ring of T (D).
The algebras T (D) are studied in the companion paper [Sie09], in slightly greater
generality. The surface data defined here is known in that paper as surface data of
exponent 1. We also caution that in [Sie09], we allow D to be transverse surface
data if L is not σ-ample. We note that if D is transverse surface data, then T (D)
may have GK-dimension 3 or 5, since twisted homogeneous coordinate rings on
surfaces may have GK-dimension 3 or 5.
We recall the main result of [Sie09]:
Theorem 2.8. ([Sie09, Theorem 4.13]) Let D = (X,L, σ,A,D, C,Ω) be surface
data, where L is σ-ample. Then the following are equivalent:
(1) T (D) is noetherian;
(2) T (D) is noetherian;
(3) D is transverse. 
We will also use the following technical result from [Sie09].
Lemma 2.9. ([Sie09, Lemma 3.8(2)]) Let D = (X,L, σ,A,D, C,Ω) be surface data,
and let T := T (D). Suppose that L is σ-ample, {σnΩ} is critically transverse, and
that all points in the cosupport of ADC have dense orbits. Then the sequence of
bimodules {(Tn)σn} is left and right ample. 
If R =
⊕
Rn is a graded ring, we denote the k’th Veronese of R by R
(k) :=⊕
Rnk; we use similar notation for graded bimodule algebras.
3. Approximating birationally commutative surfaces in codimension 1
Let R be a birationally commutative projective surface with function field K. To
prove Theorem 1.10, we must construct surface data D that will correspond to R.
We will approach the data D through successive approximations. In this section,
we construct a smooth surface X , an automorphism σ of X , an effective curve Ω
on X , and a line bundle L on X that capture some broad properties of the ring R.
We refer to this data as approximating R in codimension 1.
Since by assumption, the graded quotient ring of R is isomorphic to K[z, z−1;σ],
where σ is a k-automorphism of K and K necessarily has transcendence degree 2,
we begin with a birational class of surfaces and a birational self-map of each surface.
The central problem in constructing the surface data D is to find the correct surface
X within this birational class. This will occupy us for virtually all of the paper.
We say that σ ∈ Autk(K) is geometric if there is a projective surface X with
K ∼= k(X) such that σ is induced by an automorphism of X . We call such a pair
(X, σ) amodel for R. Not all automorphisms of fields of transcendence degree 2 have
models; for example, by [DF01, Remark 7.3], the automorphism (x, y) 7→ (x, xy) of
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C(x, y) is not geometric. Fortunately, in our situation a result of Rogalski ensures
that there is a model (X, σ) for R. Results of Artin and Van den Bergh then allow
us to get precise information on the numeric action of σ.
We define some terminology. If X is a projective scheme, we denote the group
of Cartier divisors on X modulo numerical equivalence by NS(X). We say that the
automorphism σ of X is numerically trivial if the induced action of σ on NS(X)
is trivial; that is, if σD ≡ D for any Cartier divisor D on X , where ≡ denotes
numerical equivalence. We will say that an σ is quasi-trivial if there is some integer
r > 0 so that σr is numerically trivial.
Theorem 3.1. (Rogalski, Artin-Van den Bergh) Let K/k be a finitely generated
field extension of transcendence degree 2, and let σ ∈ Autk(K). Then every lo-
cally finite N-graded domain R such that Qgr(R) ∼= K[z, z−1;σ] has the same GK-
dimension d ∈ {3, 4, 5,∞}. Moreover, d ∈ {3, 5} if and only if σ is geometric, and
d = 3 if and only if for any model (X, σ) for R, the automorphism σ is quasi-trivial.
Proof. The first and second statements are [Rog07, Theorem 1.1]. Now suppose
that σ is geometric, and let (X, σ) be a model for R. Let P ∈ O(NS(X)) be
the matrix giving the numeric action of σ on NS(X). By [Rog07, Theorem 7.1]
and [Rog07, Lemma 2.12], all eigenvalues of P have modulus 1; now by [AV90,
Lemma 5.3], the eigenvalues of P are all roots of unity. Let L be an ample invertible
sheaf on X . Then [AV90, Theorem 1.7] implies that L is σ-ample, and that the
GK-dimension of B(X,L, σ), which is equal to d, is 3 if and only if σ is quasi-
trivial. 
Suppose that X and X ′ are birationally equivalent surfaces; let σ, respectively
σ′, be an automorphism of X , respectively X ′. We say that σ and σ′ are conjugate
if there is a birational map π : X ′ → X so that πσ′ = σπ (as birational maps).
Rogalski and Stafford note that it is an easy consequence of the existence of resolu-
tions of singularities for surfaces (see [Lip69]) that any geometric automorphism of
a field of transcendence degree 2 is conjugate to an automorphism of a nonsingular
surface.
Lemma 3.2. ([RS06, Lemma 6.2]) If K is a finitely generated field of transcendence
degree 2 over k and σ ∈ Autk(K) is a geometric automorphism of K, then there is a
nonsingular surface X with k(X) = K such that σ is induced from an automorphism
of X. In particular, if a birationally commutative projective surface has a model,
it has a nonsingular model. 
We now establish notation for some geometric data determined by R. If X is
a projective variety and V ⊂ K = k(X) is a finite-dimensional k-vector space, we
will denote the coherent subsheaf of the constant sheaf K on X generated by the
elements of V by
V · OX .
Since R has GK-dimension 3, Theorem 3.1 implies that there is a model (X, σ)
for R. By Lemma 3.2, we may also, if we choose, assume that X is nonsingular.
Replacing R by an appropriate Veronese subring, we may assume that R1 6= 0.
Assumption-Notation 3.3. We assume that R is a birationally commutative
projective surface with R1 6= 0. Let K be the function field of R and let (X, σ) be
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a model for R. Fix z 6= 0 ∈ R1. For all n ≥ 0, we define Rn := Rn · z−n ⊂ K, so
that
R =
⊕
n≥0
Rnz
n ⊂ K[z, z−1;σ].
Let Rn(X) := Rn · OX .
Example 3.4. Before beginning to work with our noncommutative ring R, suppose
for a moment that R = k[x, y, z]. We know, of course, that R ∼= B(P2,O(1), 1) =
B(P2,O(1)) and that P2 = ProjR. However, we cannot construct ProjR directly
using noncommutative techniques. Instead, we will construct the defining data
(P2,O(1)) from the graded pieces of R.
The function field of R is K = k(x/z, y/z). Consider the model X = P1 × P1
for K, where we think of X as Proj of the bigraded ring k[s, t][u, v]. We will let
s/t = x/z and u/v = y/z in K.
Let R1 := R1z
−1 ⊂ K. Then
R1 = k ·
x
z
⊕ k ·
y
z
⊕ k = k ·
sv
tv
⊕ k ·
tu
tv
⊕ k ·
tv
tv
.
Let D be the divisor on X defined by the equation tv = 0. On X , the rational
functions in R1 correspond to sections of OX(D) ∼= O(1, 1), and they generate
R1 · OX = I[1:0]×[1:0]OX(D).
We will modify X by blowing up the base locus of R1 ⊂ H0(X,OX(D)).
Let π : X˜ → X be the blowup of X at [1 : 0]×[1 : 0]. Let E = π−1([1 : 0]×[1 : 0])
be the exceptional locus of π, and let F1 and F2 be the strict transforms of [1 : 0]×P1
and P1 × [1 : 0] respectively. Then F1, F2 and E are the three (-1) curves on X˜,
and on X˜ , the rational functions in R1 generate the invertible sheaf
L := R1 · O eX = O eX(F1 + F2 + E)
∼= IEO eX(π
∗D).
One may check that R and the section ring B(X˜,L) are isomorphic. However,
L is not ample. By the Nakai-Moishezon criterion [Har77, Theorem V.1.10], the
failure of ampleness of L is equivalent to the existence of an effective curve C so
that (F1+F2+E).C ≤ 0. One checks that (F1+F2+E).F1 = (F1+F2+E).F2 = 0.
That is, the curves F1 and F2 are contracted by the morphism defined by the base
point free linear system R1 ⊆ H0(X˜,O eX(F1 + F2 + E)) on X˜. The image of X˜
under this morphism is, of course, P2, the “correct” model for R.
We now return to the setting of a noncommutative projective surface R. We
assume Assumption-Notation 3.3. It is immediate that the bimodule
R(X) :=
⊕
n≥0
(Rn(X))σn
is in fact a graded (OX , σ)-bimodule algebra, and of course R ⊆ H0(X,R(X)).
While ultimately we wish to understand R, our fundamental technique will be to
approach R by analyzing the bimodule algebra R(X) on a suitable model (X, σ)
for R; to construct X , we will mimic the steps carried out in Example 3.4.
For all n ≥ 0, let Rn := Rn(X). We have
(3.5) RnR
σn
m ⊆ Rn+m
12 S. J. SIERRA
for all n,m ≥ 0. Since R is an affine k-algebra, there is some r ≥ 1 such that for
all n > r we have:
(3.6) Rn =
r∑
i=1
RiR
σi
n−i.
We introduce some notation and terminology on divisors associated to finite-
dimensional vector spaces of rational functions; see [Laz04, Chapter 1] for a more
detailed discussion.
Definition 3.7. If X is a normal projective variety and f is a rational function on
X , we will denote its associated Weil divisor by divX(f), or div(f) if X is under-
stood. We note that if σ ∈ Aut(X) and f ∈ k(X), then divX(fσ) = σ−1divX(f).
For any finite dimensional k-vector space V ⊆ K, and for any normal projec-
tive model X for K, let DX(V ) be the minimal Weil divisor D on X such that
divX(f) +D ≥ 0 for all f ∈ V . That is, OX(DX(V )) is canonically isomorphic to
the double dual (V · OX)∗∗.
Now suppose that X is an arbitrary projective variety and let K = k(X).
Let D be a Cartier divisor on X . We will denote the complete linear system
H0(X,OX(D)) associated to D by |D|. Since OX(D) is by definition a subsheaf of
the constant sheaf K, elements of |D| are rational functions on X .
Let V ⊂ K be a finite-dimensional k-vector space. Note that V may be contained
in many complete linear systems. If V ⊆ |D| for some Cartier divisor D, we define
the image of the natural map
V ⊗OX(−D)→ OX
to be the base ideal of V with respect to D. The closed subscheme of X that it
defines is called the base locus of V with respect to D. We write it BsD(V ). If
(V · OX)∗∗ is an invertible sheaf, then it corresponds to an effective Cartier divisor
D with V ⊆ |D|. This is the minimal such D, and in this situation we refer to the
base ideal (respectively base locus) of V with respect to D simply as the base ideal
of V (respectively, the base locus of V ). We write the base locus of V as Bs(V ).
If the base locus of the complete linear system |D| is empty, so OX(D) is globally
generated, we say that D and |D| are base point free.
If X is nonsingular or X is normal and DX(V ) is Cartier, then the base ideal
and base locus of V are always defined. Note that in either situation, the base locus
of V has codimension at least 2.
Lemma 3.8. Let X be a normal surface and let K := k(X). Let σ ∈ Aut(X), and
let V,W ⊆ K be finite-dimensional k-vector spaces.
(1) DX(VW ) = DX(V ) +DX(W ).
(2) For every n, DX(V σ
n
) = σ−n(DX(V )).
Proof. (1) For any f ∈ V and g ∈W , we have
divX(fg) +D
X(V ) +DX(W ) = divX(f) + divX(g) +D
X(V ) +DX(W ) ≥ 0,
and so
(3.9) DX(V ) +DX(W ) ≥ DX(VW ).
Now fix f ∈ V . For any g ∈ W , we have DX(VW ) + divX(f) + divX(g) ≥ 0. Thus
DX(VW ) + divX(f) ≥ DX(W ). As this holds for any f ∈ V , we obtain that
(3.10) DX(VW )−DX(W ) ≥ DX(V ).
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Combining (3.9) and (3.10), we have proved (1).
(2) is a consequence of the equality divX(f
σ) = σ−1divX(f). 
Let (X, σ) be a normal model for R. We can now define data that determine R
in codimension 1, as follows.
Assumption-Notation 3.11. Assume that R is a birationally commutative pro-
jective surface with R1 6= 0. Let K be the function field of R and let (X, σ) be a
normal model for R. Fix z 6= 0 ∈ R1. Let Rn := Rn · z−n and let Rn := Rn(X) :=
Rn · OX for all n ≥ 0.
For all n ≥ 0, let Dn := DX(Rn). If n < 0, let Dn := 0. If Dn is Cartier for
all n ≥ 1 (for example, if X is nonsingular), then for n ≥ 1 we further let In be
the base ideal of Rn and let Wn be the base locus of Rn.
The following purely combinatorial lemma is a restatement of results of Artin
and Stafford on the combinatorics of divisors on smooth curves.
Lemma 3.12. (Artin-Stafford) Let A = Z/(k) for some k ∈ Z (possibly k = 0).
Let M be the free abelian group on the generating set {Pi | i ∈ A}; define a partial
order ≥ on M by saying that E ≥ 0 if E =
∑
niPi where ni ≥ 0 for all i. Define
an automorphism σ of M by σ(Pi) = Pi+1.
Suppose there is a sequence of elements {Ei | i ∈ Z} in M satisfying:
(i) Ei ≥ 0 for all i ≥ 0, and Ei = 0 if i < 0.
(ii) There exists an integer r such that
En =
r
sup
i=1
(Ei + σ
−iEn−i)
for all n ≥ 1.
Then:
(1) If k = 0, so A = Z, there is an element Ψ ≥ 0 ∈ M and an integer t ≥ 0
such that
Em+n = Em + σ
−m(En) + σ
−m(Ψ)
for all m,n ≥ t.
(2) If k = 1, then there is an integer ℓ so that Enℓ = nEℓ for all n ≥ 1.
Proof. (1) is [AS95, Corollary 2.12]. (2) is [AS95, Lemma 2.7]. 
Lemma 3.13. Assume Assumption-Notation 3.11. Then there are Weil divisors
0 ≤ Ω ≤ D on X and an integer k ≥ 1 such that for all n ≥ 1 we have
(3.14) Dkn = D + σ
−kD + · · ·+ σ−k(n−1)D − Ω,
and so that no irreducible component of Ω is fixed by any power of σ. Furthermore,
(3.15) D(n+m)k = Dnk + σ
−nk(Dmk) + σ
−nk(Ω)
for all n,m ≥ 1.
Proof. We note that it suffices to prove the lemma for a Veronese subring of R; it
then holds for R by changing k and D.
We claim that for all n,m ≥ 0 we have
(3.16) Dn+m ≥ Dn + σ
−nDm
and that there is r ≥ 1 such that for all n ≥ 1, we have
(3.17) Dn =
r
sup
i=1
(
Di + σ
−i(Dn−i)
)
.
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To see this, fix m,n ≥ 0. Let D′ := DX(Rn(Rm)σ
n
). By Lemma 3.8, D′ =
DX(Rn) + σ
−nDX(Rm). Because Rn(R
σn
m ) ⊆ Rn+m, we have that Dn+m ≥ D
′.
This gives (3.16). Because 1 ∈ R1, we have Dn+1 ≥ Dn for all n. Let r ≥ 1 be
such that for all n ≥ r, we have Rn =
∑r
i=1 RiRn−i. Then (3.17) follows.
Let WDiv(X) denote the group of Weil divisors on X . Equation (3.17) implies
that there are only finitely many σ-orbits of prime divisors in WDiv(X) on which
some Dn is nonzero. In particular, there are only finitely many such σ-orbits that
are finite. Thus for some ℓ, each σℓ-orbit of WDiv(X) on which some Dnℓ is
nonzero is either infinite or consists of one element. Without loss of generality, we
may replace R by R(ℓ) (which is still finitely generated) and assume that all curves
of finite order that appear in some Dn are σ-invariant.
Let E ∈ WDiv(X) be a σ-invariant irreducible curve such that some Dn ≥ E.
There are only finitely many such E. Let En := Dn|E . Equations (3.16) and (3.17)
imply that {En} satisfies the hypotheses of Lemma 3.12, with k = 1. Thus, by
Lemma 3.12(2), there is an integer m ≥ 1 such that for all n ≥ 1, we have
Dnm|E = n(Dm|E).
If E ∈WDiv(X) is of finite order under σ but not σ-invariant, then
Dnm|E = 0 = n(Dm|E)
for all n. Thus, by replacing R by R(m), we may assume that
Dn|E = n(D1|E)
for all irreducible curves E that are of finite order under σ and for all n ∈ N.
Let {P 1, . . . , P s} be irreducible generators of the finitely many distinct infinite
σ-orbits in WDiv(X) on which some Dn is nonzero. Fix 1 ≤ i ≤ s, and let M
be the subgroup of WDiv(X) generated by {σn(P i)}n∈Z. Let En := Dn|M . As
before, {En} satisfies the hypotheses of Lemma 3.12. Thus there exist t and Ψ
as in the statement of Lemma 3.12(1). By varying i, we obtain integers t1, . . . , ts
and divisors Ψ1, . . . ,Ψs, with Ψi supported on {σnP i}n∈Z. Let k = max{ti} and
let Ω = Ψ1 + · · · + Ψs. By construction, Ω contains no components of finite order
under σ, and
(3.18) Dm+n = Dm + σ
−m(Dn) + σ
−m(Ω)
for all n,m ≥ k. Define D := Dk + Ω. Then (3.15) holds for all n,m ≥ 1, and an
easy induction shows that (3.14) holds for all n ≥ 1. 
Definition 3.19. Assume Assumption-Notation 3.3; in particular, fix 0 6= z ∈ R1.
Let (X, σ) be a normal model for R. Let Dn := D
X(Rn). If there are effective
Weil divisors D and Ω on X and an integer k so that (3.14) and (3.15) hold for all
n,m ≫ 0, we follow the terminology of [AS95] and say that Ω is a gap divisor for
R on X associated to z (or more briefly a gap divisor for R on X). We say that D
is a coordinate divisor for R on X (associated to z).
Note that Ω is a gap divisor for R associated to z if and only if it is a gap divisor
associated to zn for some (or all) R(n). Further, this gap divisor is unique (at least
up to choice of z).
Lemma 3.20. Assume Assumption-Notation 3.11. For a fixed z 6= 0 ∈ R1, there
is exactly one Weil divisor Ω that is a gap divisor for R associated to z.
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Proof. By Lemma 3.13, there is a gap divisor Ω for R onX associated to z. Suppose
that there are Weil divisors Ω and Ω′ so that for some k, k′ ≥ 1 we have
Dk(n+m) −Dkn − σ
−kn(Dkm) = σ
−kn(Ω)
and
Dk′(n+m) −Dk′n − σ
−k′n(Dk′m) = σ
−k′n(Ω′)
for all n,m ≥ 1. Then
σ−kk
′
(Ω) = D2kk′ −Dkk′ − σ
−kk′ (Dkk′ ) = σ
−k′k(Ω′).
Thus Ω = Ω′. 
Initially, it will be more convenient to work on a nonsingular model for R. By
Lemma 3.13 and Theorem 3.1, we may replace R by a Veronese subring to assume
without loss of generality that we are in the following situation:
Assumption-Notation 3.21. Assume that R is a birationally commutative pro-
jective surface with R1 6= 0. Let K be the function field of R and assume that there
is a nonsingular model (X, σ) for R so that σ is numerically trivial. As usual, we
will identify Weil and Cartier divisors. Fix z 6= 0 ∈ R1. Let Rn := Rn · z−n and
let Rn := Rn(X) := Rn · OX for all n ≥ 0. For all n ≥ 0, let Dn := DX(Rn). If
n < 0, let Dn := 0. Let In be the base ideal of Rn and let Wn be the base locus of
Rn. By definition, Wn is 0-dimensional.
Further assume that there are a gap divisor Ω and a coordinate divisor D associ-
ated to z so that (3.14) and (3.15) hold with k = 1 for all n ≥ 1, and that Ω∩ σkΩ
is finite for all k 6= 0.
Let L := OX(D). Recall that Ln = L ⊗ Lσ ⊗ · · · ⊗ Lσ
n−1
. For n ≥ 0, define
∆n := D + · · ·+ σ
−(n−1)D,
so Ln = OX(∆n).
Our assumptions imply that
Rn = InIΩLn = In(∆n − Ω)
for all n ≥ 1.
We note that if Assumption-Notation 3.21 holds for R, then it holds for any
Veronese R(n) of R, by replacing σ by σn. (The effect of this change is to also
replace D by ∆n.) Also note that in the setting of Assumption-Notation 3.21, we
may regard R as a subring of B(X,L, σ) ∼=
⊕
H0(X,Ln)zn, even if L is not ample
or σ-ample. That is, elements of Rn correspond to global sections of Ln. We will
make this identification throughout the rest of the paper.
4. Points of finite order
The model X that we chose for R was picked arbitrarily within its birational
class. To begin improving our approximation, we show in this section that we can
blow up X finitely many times to remove any points of finite order in the base loci
of the rational functions Rn.
Lemma 4.1. Assume Assumption-Notation 3.21. Then there is a finite set V so
that Wn is supported on V ∪ · · ·σ
−(n−1)(V ) for all n ≥ 1. In fact, we may take
(4.2) V =W1 ∪W2 ∪ (σ
−1Ω ∩ σ−2Ω).
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Proof. Recall that In is the base ideal of the vector space Rn of rational functions.
For all m,n ≥ 0, the equation
RnR
σn
m = IΩInI
σn
Ω I
σn
m Ln+m ⊆ Rn+m = IΩIn+mLn+m
gives a set-theoretic containment
(4.3) Wn+m ⊆Wn ∪ σ
−n(Wm) ∪ σ
−n(Ω).
Define V as in (4.2). Our assumptions imply that V is finite.
Assume that for all j ≤ n, we haveWj ⊆ V ∪ · · · ∪σ
−(j−1)(V ). By construction,
this is true for n = 2. For n > 2, it follows from (4.3) that
Wn+1 ⊆ (W1 ∪ σ
−1Wn ∪ σ
−1Ω) ∩ (W2 ∪ σ
−2Wn−1 ∪ σ
−2Ω).
By induction, therefore,
Wn+1 ⊆ V ∪ · · · ∪ σ
−nV ∪ (σ−1Ω ∩ σ−2Ω) = V ∪ · · · ∪ σ−nV.

We give an elementary lemma on how base ideals transform under birational
projective morphisms.
Lemma 4.4. Let π : X ′ → X be a birational morphism of projective varieties, and
let D be an effective (Cartier) divisor on X. Let V ⊆ |D|. Then the base ideal of V
on X ′ with respect to π∗D is the expansion to X ′ of the base ideal of V on X with
respect to D. If X and X ′ are normal, DX(V ) is Cartier, and the indeterminacy
locus of π−1 consists of smooth points of X, then
π∗DX(V )−DX
′
(V )
is effective and supported on the exceptional locus of π.
Proof. Note that the elements of V are also elements of the linear system |π∗D|.
Let I be the base ideal of V with respect to D. Let J be the base ideal of V on
X ′ with respect to π∗D; that is, the image of the natural map
V ⊗OX′(−π
∗D)→ OX′ .
Pulling back the surjection
V ⊗OX(−D)։ I
to X ′, we obtain a surjection
V ⊗OX′(−π
∗D)։ π∗I.
Composing this with the natural map from π∗I → π∗OX = OX′ , we obtain the
map
V ⊗OX′(−π
∗D)→ OX′
defining J . The image of π∗I → OX′ is precisely IOX′ ; that is, J is the expansion
of I to OX′ .
Suppose now that X and X ′ are normal, DX(V ) is Cartier, and the indetermi-
nacy locus of π−1 consists of smooth points of X . Let F := DX(V ), and let I be
the base ideal of V on X . Then by the above,
V · OX′ = IOX′(π
∗F ),
and so DX
′
(V ) = π∗F − C for some effective Weil divisor C contained in the
subscheme of X ′ defined by IOX′ . Thus C is supported on the exceptional locus
of π. 
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We now begin the process of modifying X to remove points of finite order from
the base loci Wn. We will do this through a series of blowups at finite orbits, and
we begin by studying the effect of blowing up on the gap divisor Ω.
Lemma 4.5. Assume Assumption-Notation 3.21; in particular, fix 0 6= z ∈ R1,
which we will use to calculate gap divisors, and let Ω be the gap divisor of R on X.
(1) Let π : X˜ → X be the blowup of X at a finite σ-orbit. Then the gap divisor
of R on X˜ is the strict transform of Ω.
(2) There are a nonsingular projective variety X ′ and a birational morphism
π : X ′ → X so that there is an automorphism σ′ of X ′ with πσ′ = σπ, and so that
the gap divisor of R on X ′ contains no points of finite order under σ′. That is,
by changing our smooth model X, without loss of generality we may assume that Ω
contains no points of finite order.
Proof. (1) By assumption,
(4.6) Dn + σ
−nDm + σ
−nΩ = Dn+m
for all n,m ≥ 1. For all n ≥ 1, let Fn := D
eX(Rn); let Jn be the base ideal of Rn
on X˜, so
Jn = Rn(X˜)(−Fn) ⊆ O eX .
Note X˜ is also nonsingular. Let σ˜ be the automorphism of X˜ that lifts σ. By
Lemma 3.13, let Ω˜ be the gap divisor of R on X˜. All components of Ω˜ are of
infinite order under σ˜ by Lemma 3.13, and there is some k so that
(4.7) Fnk + σ˜
−nkFmk + σ˜
−nkΩ˜ = F(n+m)k
for all n,m≫ 0.
For all n ≥ 0, let En := π∗Dn−Fn. By Lemma 4.4, En is effective and supported
on the exceptional locus of π. Pulling back (4.6) to X˜, we obtain that
π∗Dn + σ˜
−n(π∗Dm) + σ˜
−n(π∗Ω) = π∗(Dn+m)
for all n,m ≥ 1. Comparing this to (4.7), we see that
Enk + σ˜
−nk(Emk) + σ˜
−nk(π∗Ω− Ω˜) = E(n+m)k
for all n,m ≥ 0. Thus π∗Ω− Ω˜ is supported on the exceptional locus of π. All its
components are thus of finite order under σ˜; as Ω˜ contains no components of finite
order under σ˜, we see that Ω˜ is the strict transform of Ω.
(2) Suppose that Ω contains a point p of finite order, and let π : X˜ → X be the
blowup of X at the orbit of p. Let σ˜ be the automorphism of X˜ conjugate to σ.
Let Ω˜ be the gap divisor of R on X˜. By (1), Ω˜ is the strict transform of Ω.
Note that σ˜ is still quasi-trivial. Thus we may choose k so that σ˜k is numerically
trivial. By assumption, Ω˜ ∩ σ˜kΩ˜ is finite. Then we have:
(4.8) Ω2 > (Ω˜)2 = Ω˜.σ˜k(Ω˜) ≥ 0.
If Ω˜ contains any points of finite order, we may repeat this process and reduce
(Ω˜)2 further. Since (4.8) shows that the gap divisor always has non-negative self-
intersection, this process must terminate after finitely many steps. That is, after
finitely many steps we obtain a gap divisor containing no points of finite order. 
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We are ready to prove that there is some model of R for which all the sets Wn
— that is, all the base loci of Rn — consist of points of infinite order. Before doing
so, we recall some terminology from commutative algebra. Let (S,M) be a regular
local ring of dimension 2, and let I be an M -primary ideal of S. Recall [Eis95,
Section 12.1] that the Hilbert-Samuel function of S with respect to I is defined as
HI(n) = len I
n/In+1.
Recall further [Eis95, Exercise 12.6] that themultiplicity of I, written e(I), is defined
as
e(I) = (2!) · (the leading coefficient of HI).
This is a positive integer that may be defined more geometrically as follows: let
a, b ∈ I be a regular sequence. Then e(I) is the intersection multiplicity of two
general members of the ideal aS + bS.
Now let X be a nonsingular surface and let Z be a 0-dimensional subscheme of
X . We define the multiplicity e(Z) of Z to be the sum of the multiplicities of the
defining ideal of Z at all points in Supp(Z). By definition, e(Z) ≥ 0, and e(Z) = 0
if and only if Z = ∅. Let p ∈ Z and let π : X ′ → X be the blowup of X at
p; let Z ′ ⊂ X ′ be the strict transform of Z. The identification of e(Z) with an
intersection multiplicity shows that e(Z ′) is strictly less than e(Z).
Proposition 4.9. Let R be a birationally commutative surface with R1 6= 0. There
is a smooth model (X, σ) for some Veronese R(r) of R so that σ is numerically
trivial, the gap divisor of R(r) on X contains no points of finite order, and so that
for all n ≥ 1 the base locus of Rnr on X is supported on points of infinite order.
Proof. Choose a smooth model (X, σ) for R. By Lemma 3.13, by replacing R by
a Veronese subring, we may assume that we are in the situation of Assumption-
Notation 3.21. By Lemma 4.5, by changing X and possibly replacing R by a
further Veronese (to ensure that Assumption-Notation 3.21 still holds), we may
further assume that Ω contains no points of finite order.
Let M be such that R and R = R(X) are generated in degrees ≤ M . If there
is some 1 ≤ i ≤M such that Wi contains a point p of finite order under σ, replace
X by the blowup of X at the orbit of p. As e(Wi) is reduced each time, continuing
finitely many times, we may assume that there is a surface X˜ with a morphism
π : X˜ → X and an automorphism σ˜ of X˜, so that for i = 1 . . .M the base locus of
Ri on X˜ contains no points of finite order.
One would hope that for i > M the base locus of Ri on X˜ also contains no points
of finite order. This is unfortunately not necessarily true; however, by appealing
to commutative algebra we can show that we can remove points of finite order by
a further blowup. We establish some notation. For all n ≥ 1, let Fn := D
eX(Rn),
and let Jn := Rn(X˜)(−Fn) be the base ideal of Rn on X˜. We caution that (3.14)
and (3.15) may not hold for the Fi with k = 1, although they do, of course, hold
for some k. By Lemma 4.4, for all n ≥ 1 the divisor
En := π
∗Dn − Fn = π
∗∆n − π
∗Ω− Fn
is effective and supported on the exceptional locus of π. In particular, all compo-
nents of any En are of finite order under σ. By Lemma 4.5(1), the gap divisor of
R on X˜ is equal to π∗Ω.
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The bimodule algebra R(X˜) on X˜ is still generated in degrees ≤M . That is,
(4.10) Jn(Fn) = Rn(X˜) =
M∑
i=1
Ri(X˜)Rn−i(X˜)
eσi
for all n ≥M . We may rewrite (4.10) as
JnO eX(−π
∗Ω− En + π
∗∆n) =
M∑
i=1
JiO eX(−π
∗Ω− Ei + π
∗∆i) · J
eσi
n−iO eX(σ˜
−i(−π∗Ω− En−i + π
∗∆n−i))
for all n ≥M . Subtracting π∗(∆n − Ω) from both sides, we obtain
(4.11) JnIEn = JnO eX(−En) =
M∑
i=1
JiJ
eσi
n−iO eX(−Ei − σ˜
−i(En−i + π
∗Ω)).
for all n ≥M .
For all n, let Kn be the minimal ideal sheaf on X˜ that contains Jn and is
cosupported at points on the exceptional locus of π; this exists because Jn is
coartinian. Since Ω does not contain any fundamental points of π−1, by restricting
(4.11) to the exceptional locus of π we obtain
KnIEn =
M∑
i=1
KiK
eσi
n−iO eX(−Ei − σ˜
−iEn−i) =
M∑
i=1
KiK
eσi
n−iIEiI
eσi
En−i
for all n ≥M .
For all n, let Kˆn be the minimal ideal sheaf on X˜ containing Kn and cosupported
at points of finite order. Now, there is some k so that the ideal sheaf
∑M
i=1 IEiI
eσi
En−i
is σ˜k-invariant, as all Ei are of finite order under σ˜. This implies that
KˆnIEn =
M∑
i=1
KˆiKˆ
eσi
n−iIEiI
eσi
En−i
for all n ≥M . But for 1 ≤ i ≤M , the base locus of Ri on X˜ contains no points of
finite order, and so Kˆi = O eX . Thus
(4.12) KˆnIEn =
M∑
i=1
Kˆeσ
i
n−iIEiI
eσi
En−i
for n ≥M . Let ℓ be such that σ˜ℓ fixes all irreducible exceptional curves and so all
components of E1, . . . , EM . Then (4.12) and an easy induction imply that for all
n, Kˆn is σ˜ℓ-invariant.
Let S be the graded (O eX , σ˜
ℓ)-bimodule algebra defined by
S :=
⊕
n≥0
(Sn)eσnℓ ,
where
Sn := KˆnℓIEnℓ .
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As all Sn are σ˜ℓ-invariant, S may be given the structure of a sheaf of (commutative)
graded algebras (i.e., a commutative bimodule algebra) on X˜. Call this bimodule
algebra Sc. Since R(ℓ) is finitely generated, there is N ≥ 1 so that
Rnℓ(X˜) =
N∑
i=1
Riℓ(X˜)R(n−i)ℓ(X˜)
eσiℓ
for all n ≥ N . Restricting to the exceptional locus of π and to finite orbits, we
obtain that
Sn =
N∑
i=1
SiS
eσiℓ
n−i =
N∑
i=1
SiSn−i
for all n ≥ N , and so S and Sc are finitely generated. An easy globalization of
[Bou98, Section III.1.3, Proposition 3]) shows that there is some e ≥ 1 so that S
(e)
c
is generated in degree 1. Therefore, S(e) is also generated in degree 1.
That is,
KˆnℓeIEnℓe = Sne = (Se)
n = (KˆℓeIEℓe)
n
for all n ≥ 1. As Kˆℓe is σ˜ℓ-invariant, we may resolve it by a sequence of point
blowups at finite σ˜-orbits. We obtain a nonsingular surface X ′ with a birational
morphism ψ : X ′ → X so that σ˜ is conjugate to an automorphism σ′ of X ′ and so
that the expansion of Kˆℓe to X ′ is invertible. Thus the expansion of Kˆnℓe to X ′ is
invertible for all n ≥ 1.
Recall that Jn is the base ideal of Rn on X˜ . For all n, there is an ideal sheaf Cn
so that
Jn = KˆnCn.
Necessarily, Cn is cosupported at points of infinite order. Let Zn be the subscheme
of X˜ defined by Cn. Lemma 4.4 implies that the base locus of Rnℓe on X ′ is
ψ−1(Znℓe), as the expansion of Kˆnℓe to X ′ is invertible. This contains no points of
finite order for any n ≥ 1. By Lemma 4.5, the gap divisor of R on X ′ contains no
points of finite order under σ′. 
5. An ample model for R
Let (X, σ) be a model for R. If a coordinate divisor of R on X is σ-ample, we
refer to X or to the pair (X, σ) as an ample model for R. The goal of this section
is to show that a normal ample model for R exists.
We begin by giving the σ-twisted versions of some results about big and nef
divisors. Recall that we denote linear equivalence of divisors by ∼ and numerical
equivalence by ≡. If D is a divisor on X and m ≥ 1, let ∆m := D + σ−1D + · · ·+
σ−(m−1)D.
Recall that a divisor D on a projective surface X is big if
h0(X,OX(nD)) = dimH
0(X,OX(nD))
grows as O(n2), and D is nef if D.C ≥ 0 for any curve C on X . We refer the reader
to [Laz04] for the basic properties of big and nef divisors.
Definition 5.1. Let σ be a quasi-trivial automorphism of the projective surface
X . We say that a divisor D is σ-big if h0(X,OX(∆n)) grows at least as O(n2).
We note that if (X, σ) is a normal model for R and D is a coordinate divisor for
R on X , then D is σ-big by assumption on the GK-dimension of R.
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Lemma 5.2. (Kodaira’s Lemma; cf. [Laz04, Proposition 2.2.6]) Let σ be a quasi-
trivial automorphism of a smooth projective surface X, and let D be a σ-big divisor
on X. Let F be an effective divisor on X. Then H0(X,OX(∆m − F )) 6= 0 for all
sufficiently large m.
Proof. We consider the exact sequence
0→ H0(X,OX(∆m − F ))→ H
0(X,OX(∆m))
φm
→ H0(X,OF (∆m)).
As a divisor on a smooth surface, F is a local complete intersection. Thus Riemann-
Roch [Har77, Ex IV.1.9] implies that there are constants n and c such that if E is a
divisor on X with E.F ≥ n, then h0(X,OF (E)) = E.F + c. Since σ is quasi-trivial,
∆m.F grows no faster than O(m), and thus h
0(X,OF (∆m)) grows no faster than
O(m). SinceD is σ-big, form≫ 0 we have that h0(X,OX(∆m)) > h0(X,OF (∆m))
and therefore the map φm : H
0(X,OX(∆m)) → H0(X,OF (∆m)) must have a
kernel. This gives a section of OX(∆m − F ). 
Corollary 5.3. (cf. [Laz04, Corollary 2.2.7]) Let σ be a quasi-trivial automorphism
of the smooth projective surface X, and let D be a σ-big divisor on X. Let A be an
ample divisor on X. Then there is some m > 0 and some effective divisor N on X
such that ∆m ∼ A+N .
Proof. Choose r such that (r + 1)A and rA are both effective. Using Lemma 5.2,
choose m such that H0(X,OX(∆m − (r + 1)A)) 6= 0. Thus there is some effective
N ′ with
∆m − (r + 1)A ∼ N
′.
That is, ∆m ∼ A+ (rA +N ′). Since rA and N ′ are both effective, the theorem is
proved for N = rA +N ′. 
Lemma 5.4. (Wilson’s Theorem; cf. [Laz04, Theorem 2.3.9]) Let σ be a quasi-
trivial automorphism of the smooth projective surface X, and let D be a σ-big and
nef divisor on X. Then there are an effective divisor N and an integer m0 > 0
such that for every m ≥ m0, both ∆m −N and ∆m − σ−(m−m0)(N) are base point
free.
Proof. Fujita’s Theorem [Laz04, Theorem 1.4.35, Remark 1.4.36] gives a very ample
divisor B such that Hi(X,OX(B + P )) = 0 for all nef P and for all i ≥ 1. Note
that the same property holds for all σnB. Corollary 5.3 implies that there is some
m0 > 0 so that ∆m0 ∼ 3B +N for N effective. Then for m ≥ m0,
∆m −N ∼ 3B + σ
−m0∆m−m0 .
Now the cone of nef divisors is σ-invariant. As D is nef, σ−m0∆m−m0 is also nef.
Thus
∆m −N ∼ B + 2B + nef.
Our assumption on B implies that
Hi(X,OX(∆m −N − iB)) = 0
for i = 1, 2. By [Laz04, Theorem 1.85], OX(∆m −N) is globally generated.
Similarly,
∆m − σ
−(m−m0)N ∼ ∆m−m0 + 3σ
−(m−m0)B,
and so Hi(X,OX(∆m − σ−(m−m0)N − iσ−(m−m0)B)) = 0 for i = 1, 2. That is,
∆m − σ
−(m−m0)N is 0-regular with respect to the very ample divisor σ−(m−m0)B
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Applying [Laz04, Theorem 1.85] again, OX(∆m − σ−(m−m0)N) is globally gener-
ated. 
We now begin to consider the rational maps to projective space defined by the
rational functions in Rn and |∆n|. We record here the elementary result that these
are birational onto their image for n≫ 0.
Lemma 5.5. Let R be a birationally commutative projective surface with function
field K := k(X). Assume that R1 6= 0 and fix 0 6= z ∈ R1. For some n, the rational
functions in Rn generate K as a field and so induce a birational map of X onto its
image.
Proof. Let f1, . . . , fk be rational functions that generate K. For each i, there are
homogeneous elements ai, bi of some Rni so that fi = aib
−1
i . By putting all the fi
over a common denominator, we may assume that there are some c1, . . . , ck, b ∈ Rn
with fi = cib
−1 for all i. Thus Rn generates K. 
By Proposition 4.9 and Lemma 5.5, we may pass to a further Veronese subring
to strengthen our assumptions on R.
Assumption-Notation 5.6. Assume that R is a birationally commutative pro-
jective surface with function field K so that R1 6= 0. Fix 0 6= z ∈ R1, and define
Rn := Rnz
−n. Assume that R1 generates K as a field.
Assume also that there is a nonsingular model (X, σ) for R so that σ is nu-
merically trivial. Define Rn(X), Dn, In, and Wn as in Assumption-Notation 3.11.
Further assume that there are a gap divisor Ω and a coordinate divisor D associated
to z so that (3.14) and (3.15) hold with k = 1 for all n,m ≥ 1, and that Ω∩σkΩ is
finite for all k 6= 0. We further assume that Ω and all Wn are disjoint from finite
σ-orbits.
We continue to define ∆n := D + · · ·+ σ−(n−1)D and L := OX(D).
We remark that if Assumption-Notation 5.6 holds for R, it holds for any Veronese
R(k) of R, by replacing σ by σk and D by ∆k.
Lemma 5.7. Assume Assumption-Notation 5.6, so D is the coordinate divisor of
R on X and σ is numerically trivial. Then ∆n is big and nef for all n ≥ 1.
Proof. It is enough to show that D is big and nef. Suppose that D is not nef. Then
there is some effective curve C such that C.D < 0. For n≫ 0 we have (∆n−Ω).C =
nD.C −Ω.C < 0. This implies that if Γ ∼ ∆n−Ω is effective, then C ≤ Γ; that is,
C is contained in the base locus of |∆n − Ω|. But Bs(|∆n − Ω|) ⊆ Bs(Rn) = Wn,
and this is 0-dimensional. Thus D is nef.
By assumption on R, we know that D is σ-big. By Corollary 5.3, for some
n ≥ 1 we have ∆n ∼ A + F , where A is ample and F is effective. Thus ∆n is big
by [Laz04, Corollary 2.2.7]. Since σ is numerically trivial and bigness is numeric
[Laz04, Corollary 2.2.8], we see that nD and therefore D are big. 
Theorem 5.8. Assume Assumption-Notation 5.6. Then there is some k so that
∆nk is base point free for n≫ 0.
We note that if R is commutative (so Ω = 0 and σ = IdX), then this follows
from Zariski’s result [Zar62, Theorem 6.2] that if L is a line bundle on a projective
variety with a 0-dimensional base locus, then some tensor power of L is globally
generated.
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Proof. For all n, let Zn := Bs
∆n(|∆n|). We want to show that for some k, Znk = ∅
for n≫ 0.
We first show that Zn is 0-dimensional for n≫ 0. Let Cn be the 1-dimensional
component of Zn. The coordinate divisor D is σ-big by assumption, and nef by
Lemma 5.7. By Lemma 5.4, we know that there is some effective N such that
for all m ≫ 0, both ∆m − N and ∆m − σ−(m−m0)N are base point free. Thus
Cm ⊆ N ∩ σm−m0N for all m ≫ 0, and so for all m ≫ 0, Cm is a union of
components of N that are of finite order under σ. Now,
Cm ⊆ Bs
∆m(|∆m|) ⊆ Ω ∪ Bs(|∆m − Ω|).
As Bs(|∆m − Ω|) ⊆ Bs(Rn) = Wn is 0-dimensional, we also have that Cm ≤ Ω.
Since Ω has no components of finite order, Cm = 0 for m≫ 0.
By passing to a Veronese subring, and replacing D by some ∆k and σ by σ
k, we
may assume that Zn is 0-dimensional for all n ≥ 1. Let φ = φ|D| be the rational
map from X to some PN defined by the complete linear system |D|. Let Y be the
closure of φ(X); we will abuse notation and refer to φ as a rational map from X to
Y . Note that φ is birational by assumption, as R1 ⊆ H0(X,OX(D)) generates K.
By blowing up the finite base locus of |D|, we obtain a surface X ′ and a diagram
of birational maps
X ′
π
~~||
||
||
|| φ′
  A
AA
AA
AA
A
X
φ
//_______ Y
such that π and φ′ are morphisms. Let C be a reduced and irreducible hyperplane
section of Y that avoids the finitely many points with positive-dimensional preimage
in X or X ′ and does not contain any component of the singular locus of Y . Such C
exist by Bertini’s theorem and [Har77, Remark III.7.9.1]. Then D′ := π(φ′)−1(C)
is a reduced and irreducible curve that is linearly equivalent to D. Without loss of
generality, we may replace D by D′ and assume that D is reduced and irreducible.
We will show that OX(∆m) is globally generated for all m ≫ 0. The proof is
based on repeated applications of the following long exact cohomology sequence.
LetB be an effective divisor onX and let A and A′ be divisors such that A′ ∼ A−B.
Then the exact sequence
0→ OX(A
′)→ OX(A)→ OB(A)→ 0
induces a long exact cohomology sequence
(5.9) 0→ H0(X,OX(A
′))→ H0(X,OX(A))→ H
0(X,OB(A))
→ H1(X,OX(A
′))→ H1(X,OX(A))→ H
1(X,OB(A)).
In particular, for all m ≥ 0 there are homomorphisms
H1(X,OX(σ
−1(∆m)))→ H
1(X,OX(∆m+1))→ H
1(X,OD(∆m+1)).
Now D is irreducible and D.∆m = mD
2, as σ is numerically trivial. Since D is big
and nef, D2 > 0 by [Laz04, Theorem 2.2.16]. By Riemann-Roch, there is an integer
m0 such that if m ≥ m0, then H1(D,OD(∆m)) = 0. Thus if m ≥ m0 we have that
h1(X,OX(∆m)) = h1(X,OX(σ−1∆m)) ≥ h1(X,OX(∆m+1)). Therefore, there is
some m1 ≥ m0 and some non-negative integer a such that if m ≥ m1, we have that
h1(X,OX(∆m)) = a.
24 S. J. SIERRA
Increasing m1 further if necessary, we may also assume that if H is any divisor
on X with D.H ≥ m1D2, then OσjD(H) is globally generated for any j and
H1(X,OσjD(H)) = 0.
Suppose that m ≥ 2m1. We claim that OX(∆m) is globally generated; that is,
Bs(|∆m|) = 0. Since Bs(|∆m|) ⊆ D ∪ σ−1(D) ∪ · · · ∪ σ−(m−1)(D), it is enough to
show thatOX(∆m) is globally generated at every point in σ−i(D) for i = 0 . . .m−1.
We claim that for any such i, we have that
(5.10) h1(X,OX(∆m − σ
−i(D))) = a.
We will do the case when m = 2m′ for m′ ≥ m1 and i ≤ m′ − 1; similar arguments
work for other choices for m and i. For j = 0 . . . i, let
Cj := ∆m − σ
−i(D)− · · · − σ−j(D).
Define Ci+1 := ∆m. Thus for j = 0 . . . i, we have Cj = Cj+1 − σ−j(D), and
Cj+1 ≥ σ
−m′∆m′ . Thus σ
−jD · Cj+1 ≥ m1D
2 and so by the choice of m1 we have
that H1(X,Oσ−jD(Cj+1)) = 0. Thus the long exact cohomology sequence (5.9)
gives an exact sequence
H1(X,OX(Cj))→ H
1(X,OX(Cj+1))→ H
1(X,Oσ−jD(Cj+1)) = 0.
We obtain that
h1(X,OX(C0)) ≥ h
1(X,OX(C1)) ≥ · · · ≥ h
1(X,OX(Ci)) ≥ h
1(X,∆m) = a.
Since C0 = ∆m − ∆i+1 = σ
−(i+1)(∆m−i−1) and m − i − 1 ≥ m
′ ≥ m1, we have
that h1(X,OX(C0)) = a. Thus h1(X,OX(Ci)) = a. The claim (5.10) is proved.
Now let 0 ≤ i ≤ m − 1 be arbitrary. As a special case of (5.9), we obtain the
long exact sequence
0→ H0(X,OX(∆m − σ
−i(D)))→ H0(X,OX(∆m))
φ
→ H0(X,Oσ−i(D)(∆m))→
H1(X,OX(∆m − σ
−i(D)))→ H1(X,OX(∆m))→ H
1(X,Oσ−i(D)(∆m)).
By assumption on m, we have H1(X,Oσ−iD(∆m)) = 0, and we have seen that
h1(OX(∆m − σ
−i(D))) = h1(OX(∆m)) = a.
Thus the map
φ : H0(X,OX(∆m))→ H
0(X,Oσ−i(D)(∆m))
is surjective. Since we have taken m sufficiently large so that Oσ−i(D)(∆m) is
globally generated, Bs(|∆m|) must be disjoint from σ−i(D). Since this holds for all
i, we see that |∆m| is base point free. 
We are almost ready to construct the ample model for R. We first prove two
lemmas about birational maps.
Lemma 5.11. Let D be a Cartier divisor on a possibly singular projective variety
X and let V ⊆ |D| be a subspace of dimension d ≥ 2. Let φ = φV be the rational
map to Pd−1 defined by V , and let Γ be an irreducible curve on X that is disjoint
from the base locus of V with respect to D. Then φ contracts Γ if and only if
D · Γ = 0. Further, if φ contracts Γ, then for any v ∈ V , either v never vanishes
on Γ or v|Γ ≡ 0.
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Proof. Suppose that φ contracts Γ to a point. By making a linear change of coor-
dinates, without loss of generality we may assume that φ(Γ) = [1 : 0 : · · · : 0]. This
is the same as choosing a basis {v1, . . . , vd} of V such that v1|Γ is never 0 and that
vi|Γ ≡ 0 for all i ≥ 2. In particular, the divisor of zeroes of v1 is disjoint from Γ
and so D.Γ = 0.
Conversely, suppose that D.Γ = 0. Then choose distinct points x, y ∈ Γ and
v ∈ V . If v(x) 6= 0 but v(y) = 0 then we have that Γ.D > 0; thus v(y) = 0 if and
only if v|Γ ≡ 0. Now, since Γ does not meet Bs
D(V ), there is some v ∈ V such that
v(x) 6= 0. We may choose a basis {v, v2 . . . , vd} for V such that vi(x) = 0 for all
i ≥ 2. By the above, in these coordinates φ(Γ) = [1 : 0 : · · · : 0]. 
We obtain as a corollary that any curve Γ such that Γ.∆n = 0 must be disjoint
from the gap divisor Ω and from the base loci Wm.
Corollary 5.12. Assume Assumption-Notation 5.6. Suppose that |∆n| is base
point free. Let φn be the morphism to projective space defined by |∆n|. If φn
contracts an irreducible curve Γ, then there is some f ∈ Rn so that
(divX(f) + ∆n) ∩ Γ = (divX(f) + Ω + (∆n − Ω)) ∩ Γ = ∅.
In particular, Wn ∪ Ω is disjoint from Γ.
Proof. As X is nonsingular, we may identify Cartier and Weil divisors. Lemma 5.11
implies that the set of irreducible curves contracted by φn is precisely the set of
irreducible curves Γ with Γ.∆n = 0. As σ is numerically trivial, Γ.∆n = 0 if
and only if σΓ.∆n = 0. Thus the set of curves contracted by the morphism φn is
σ-invariant.
By assumption φn is birational onto its image. Thus there are finitely many such
curves and so all are of finite order under σ. In particular, if Γ is such a curve, then
Γ 6≤ Ω.
Fix an irreducible curve Γ with ∆n.Γ = 0. As Γ 6⊆ Ω∪Wn, we have some f ∈ Rn
so that Γ 6≤ divX(f) + ∆n. Thus Γ ∩ divX(f) + ∆n = ∅ by Lemma 5.11. Now,
set-theoretically we have
Ω ∪Wn =
⋂
g∈Rn
divX(g) + ∆n ⊂ div(f) + ∆n.
Thus Ω ∩ Γ =Wn ∩ Γ = ∅. 
Lemma 5.13. (Compare [AS95, Lemma 3.2].) Let X be a variety, and let G1, G2,
and G3 be effective (Cartier) divisors on X; let E := G3−G1−G2. For i = 1 . . . 3,
let Ui ⊆ |Gi| be a vector space of dimension at least 2, and suppose that U1U2 ⊆ U3.
Let φi : X → PNi be the rational map defined by the sections Ui of Gi and let Yi
be the closure of Imφi in PNi . Further assume that φ3 : X → Y3 is birational.
Then there is an induced rational map π : Y3 → Y1 so that πφ3 = φ1 and so that if
x 6∈ BsGi(Ui) for i = 1 . . . 3 and x 6∈ E, then π is defined at φ3(x).
Proof. We repeat the proof of [AS95, Lemma 3.2], to note that it works in our
situation as well. As rational maps, π = φ1(φ3)
−1. Let x ∈ X r (E ∪ BsG1(U1) ∪
BsG2(U2) ∪ Bs
G3(U3)); then all the maps φi are defined at x. We may thus choose
elements u0 ∈ U1 and v ∈ U2 so that, locally at x, G1 = −divX(u0) and G2 =
−divX(v). Our assumptions imply that, locally at x, G3 = −divX(u0v). Let
{u0, . . . , ur} be a basis for U1. Locally at x, φ1 is defined by [u0 : · · · : ur]; we may
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also define it by [u0v : · · · : urv]. Then if {u0v, . . . , urv, wr+1, . . . , ws} is a basis for
U3, then the rational map π is given by projection onto the first r + 1 coordinates.
This is defined locally at φ3(x) by construction. 
We have seen that the maps X → PNn defined by |∆n| are birational morphisms
onto their image for n ≫ 0. We now show that for n ≫ 0, the image of this map
gives a normal ample model for R, and that our assumptions on X continue to
hold.
Theorem 5.14. Assume Assumption-Notation 5.6. Then there are a normal pro-
jective surface X ′, a birational morphism θ : X → X ′, and an ample invertible
sheaf L′ on X ′ such that for some k ≥ 1, σk is conjugate to a numerically trivial
automorphism σ′ of X ′ and θ∗(L′) ∼= Lk. In particular, L′ is σ′-ample.
Further, the gap divisor of R(k) on X ′ is Cartier and contains no points or
components of finite order. For all n ≥ 1, the base locus of Rnk on X ′ contains no
points of finite order.
Proof. For all n, let αn be the rational map from X to some projective space given
by |∆n|; let Xn be the closure of the image of X under αn. By Theorem 5.8, we
may replace R by a Veronese subring to assume that |∆n| is base point free for
all n ≥ 1, so αn is a birational morphism for all n ≥ 1. Assumption-Notation 5.6
continues to hold.
For all n, we have ∆n + σ
−nD = ∆n+1 and |∆n| · |σ−nD| ⊆ |∆n+1|. Using
Lemma 5.13 with E = 0, for each n ≥ 1 we obtain a birational morphism πn :
Xn+1 → Xn so that the diagram
X
αn+1
//
αn
""D
DD
DD
DD
D Xn+1
πn

Xn
commutes. Likewise, the equation D+σ−1∆n = ∆n+1 gives a birational morphism
ρn : Xn+1 → Xn so that
X
αn+1
//
αn◦σ
""D
DD
DD
DD
D Xn+1
ρn

Xn
commutes.
Let Γ be an irreducible curve on X . Then, as σ is numerically trivial,
∆n+1.Γ = (n+ 1)D.Γ =
n+ 1
n
∆n.Γ,
so ∆n+1.Γ = 0 if and only if ∆n.Γ = 0. By Lemma 5.11, αn+1 and αn = πn ◦αn+1
contract the same curves; thus πn : Xn+1 → Xn does not contract any curves and
is a finite morphism. Likewise, ρn is a finite morphism. By finiteness of the integral
closure, there is some k such that if n ≥ k, then both πn and ρn are isomorphisms.
Let X := Xk, and let α = αk : X → X. Define σ = (ρkπ
−1
k )
k. Then σ is an
automorphism of X, and we have that
σ ◦ α = α ◦ σk.
Clearly σ is numerically trivial.
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Let π : X ′ → X be the normalization ofX. SinceX is normal by assumption, the
morphism α factors through π — that is, there is a birational morphism θ : X → X ′
such that the diagram
X
θ
//
α
@
@@
@@
@@
X ′
π
~~}}
}}
}}
}}
X
commutes. Note that if θ is finite at x ∈ X , then θ is a local isomorphism at x. By
the universal property of normalizations, σ lifts uniquely to an automorphism σ′ of
X ′, which is also numerically trivial.
By construction, X carries a very ample line bundle L such that
Lk ∼= OX(∆k) ∼= α
∗L ∼= θ∗π∗L.
Let L′ = π∗L. Then L′ is the pullback of an ample line bundle by a finite map
and so is ample by [Har77, Exercise III.5.7(d)]. Further, L′ is σ′-ample by [AV90,
Theorem 1.7]. By the projection formula [Har77, Exercise II.5.1.(d)], θ∗(Lk) ∼= L′.
Let C be the union of the finitely many curves in X that are contracted by θ.
Note that θ is an isomorphism from the open subset X r C of X onto an open
subset of X ′. Note also that, by Corollary 5.12, Ω ⊆ X rC. Let Ω′ := θ(Ω) be the
scheme-theoretic image of Ω. Thus Ω′ is a Cartier divisor on X ′.
Let D′ be the Cartier divisor on X ′ corresponding to the invertible sheaf L′. The
singular locus of X ′ consists of finitely many points, as X ′ is normal. Fix n ≥ 1.
By restricting the Weil divisor DX
′
(Rnk) to the open set where X
′ is smooth, we
obtain that
DX
′
(Rnk) = D
′ + (σ′)−1(D′) + · · ·+ (σ′)−(n−1)(D′)− Ω′.
By Lemma 3.20, Ω′ is the gap divisor ofR(k) onX ′ associated to z. That Ω′ contains
no points or components of of finite order follows directly from the corresponding
properties for Ω.
Fix n ≥ 1. We have seen that DX
′
(Rnk) is Cartier. Let Zn be the base locus
of Rnk on X
′. Let x ∈ X ′ be a point of finite order under σ′, and let Γ be an
irreducible component of θ−1(x). If Γ is a curve, then by Corollary 5.12, there is
some f ∈ Rnk so that Γ ∩ (divX(f) + (∆nk − Ω)) = ∅. If Γ = {p} is a point, then
it is of finite order, and so by assumption p 6∈ Wn. Again, there is an f ∈ Rnk so
that p 6∈ divX(f)+ (∆nk −Ω). In either case, f gives a section of L
′
n that does not
vanish at x, so x 6∈ Zn. Thus Zn contains no points of finite order. 
We comment that in the commutative setting, X would be normal automatically;
see [Laz04, Theorem 2.1.27, Example 2.1.15]. We do not know if this is true for our
construction.
6. Stabilizing 0-dimensional data
We are now ready to start working with the infinite order 0-dimensional data
defining R. In this section, we begin with a normal ample model (X, σ) for R, and
give surface data D = (X,L, σ,A,D, C,Ω) so that the bimodule algebras R(X) and
T (D) are equal up to taking Veronese subrings. The key arguments in this section
are essentially combinatorial.
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By Theorem 5.14, by replacing R by a further Veronese, we may without loss of
generality make the following assumptions:
Assumption-Notation 6.1. We assume that R is a birationally commutative
projective surface with function field K and fix 0 6= z ∈ R1. Let Rn := Rnz−n,
and assume that R1 generates K as a field. Let (X, σ) be a normal model for R
with σ numerically trivial, and let Rn := Rn · OX . Assume also that there are
an ample and σ-ample invertible sheaf L on X, an effective locally principal Weil
divisor Ω on X containing no points or components of finite order under σ, and
0-dimensional subschemes Wn of X, disjoint from finite σ-orbits, such that for all
n ≥ 1, Rn = IWnIΩLn.
We first show that Ω can meet σ-orbits only finitely often.
Proposition 6.2. Assume Assumption-Notation 6.1. Let p ∈ X be a point of
infinite order under σ; let O(p) denote the σ-orbit of p. Then Ω intersects O(p)
only finitely often.
Proof. Suppose that O(p) ∩Ω is infinite. We will show that R is not noetherian.
First suppose that for infinitely many d ≤ 0, we have σd(p) ∈ Ω. By Lemma 4.1
there is a finite set V such that, for all n ≥ 1, we have Wn ⊆ V ∪ · · · ∪ σ−(n−1)V .
We define a point q as follows: if O(p) ∩ V = ∅, let q := p. If O(p) meets V , let
c := min{d | σd(p) ∈ V } and let q := σc−1(p). In either case, for all n ≥ 1 and
1 ≤ m ≤ n, we have σ−n(q) 6∈Wm.
Define a left ideal J of R by letting J :=
⊕
Jnz
n, where
Jn := H
0(X,Ln · I
σn
q ) ∩Rn.
If σ−n(q) ∈ Ω, then Rn ⊆ LnIσ
n
q and so Jn = Rn. On the other hand, since
σ−n(q) 6∈ Wn = Bs(Rn) by construction, if σ−n(q) 6∈ Ω then there is some section
of Ln in Rn that does not vanish at σ−n(q). That is, Jn = Rn if and only if
σ−n(q) ∈ Ω.
For all i < n we have Rn−iJi ⊆ H0(X, IΩ · Iσ
n
q Ln)z
n. Fix m ≥ 1 and n > m
such that σ−n(q) ∈ Ω. Then
(R · J≤m)n ⊆ H
0(X, IΩ · I
σn
q Ln)z
n.
As σ−n(q) 6∈ Wn = Bs(Rn), we have that(
H0(X, IΩ · I
σn
q Ln) ∩Rn
)
6= Jn = Rn.
Thus J is not finitely generated.
Now suppose that for infinitely many d ≥ 0, we have σd(p) ∈ Ω. Let
L′ := L(−Ω+ σ−1Ω).
Then Rn = IWn(IΩ)
σn(L′)n. That is, R is also contained in a left idealizer at Ω
inside B′ = B(X,L′, σ). An argument symmetric to the one above constructs a
right ideal of R that is not finitely generated. 
We now analyze the 0-dimensional schemes (Ω ∪Wn) ∩ O(p). To simplify our
computations, we will pass to a Veronese subring so that our data may be presented
in a standard form. That we may do so is the content of the following elementary
lemma.
For any k ≥ 1, and for any p ∈ X , we will let Ok(p) denote the σ
k-orbit of p.
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Lemma 6.3. Assume Assumption-Notation 6.1. Then there is a positive integer
k such that, for any p ∈ X, either Ok(p) is disjoint from all Wn or there is a point
q ∈ Ok(p) so that Ok(p) ∩ Ω ⊆ {q} and
{q} ⊆
(
Ok(p) ∩ (Ω ∪Wk)
)
⊆ {q, σ−k(q)}.
We first note:
Sublemma 6.4. Suppose that q is a point of infinite order and that
(Ω ∪W1) ∩O(q) ⊆ {q, . . . , σ
−s(q)}.
Then
(Ω ∪Wn) ∩O(q) ⊆ {q, σ
−1(q), . . . , σ−(n+s−1)(q)}
for all n ≥ 1.
Proof. This follows from (4.3). 
Proof of Lemma 6.3. By Lemma 4.1 we know that⋃
n≥1
Wn
is contained in finitely many infinite σ-orbits. By Proposition 6.2 each of those
orbits meets Ω only finitely often. Thus there is some s ≥ 1 such that for any
p ∈
⋃
n≥1Wn, we have that
(Ω ∪W1) ∩O(p) ⊆ {σ
−i(p), σ−(i+1)(p), . . . σ−(i+s)(p)}
for some i ∈ Z.
Let p be a point of
⋃
n≥1Wn. Let
m := max{n ∈ Z | σn(p) ∈ Ω ∪W1},
and let q := σm(p). Then the hypotheses of Sublemma 6.4 hold, and therefore
(Ω ∪Wn) ∩O(q) ⊆ {q, . . . , σ
−(n+s−1)(q)}
for all n ≥ 1. Thus, for any n ≥ s and any 0 ≤ i ≤ n− 1, we have that
(Ω ∪Wn) ∩On(σ
−i(q)) ⊆ {σ−i(q), σ−(i+n)(q)}.
For 0 ≤ i ≤ s− 1, we have
Ω ∩O2s(σ
−i(q)) ⊆
(
(Ω ∪W2s) ∩O2s(σ
−i(q))
)
∩
(
(Ω ∪Ws) ∩Os(σ
−i(q))
)
⊆ {σ−i(q), σ−(i+2s)(q)} ∩ {σ−i(q), σ−(i+s)(q)} = {σ−i(q)}.
For s ≤ i ≤ 2s− 1, we have
Ω ∩O2s(σ
−i(q)) ⊆
(
(Ω ∪W2s) ∩O2s(σ
−i(q))
)
∩
(
(Ω ∪Ws) ∩Os(σ
−(i−s)(q))
)
⊆ {σ−i(q), σ−(i+2s)(q)} ∩ {σ−(i−s)(q), σ−i(q)} = {σ−i(q)}.
Thus the lemma holds for k = 2s. 
Lemma 6.3 allows us to replace R by a Veronese subring so that without loss of
generality we may make the following assumptions:
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Assumption-Notation 6.5. We assume that R is a birationally commutative
projective surface with function field K and fix 0 6= z ∈ R1. Let Rn := Rnz−n,
and assume that R1 generates K as a field. Let (X, σ) be a normal model for R
with σ numerically trivial, and let Rn(X) := Rn · OX . Assume also that there are
an ample and σ-ample invertible sheaf L on X, an effective locally principal Weil
divisor Ω on X containing no points or components of finite order under σ, and
0-dimensional subschemes Wn of X, disjoint from finite σ-orbits, such that for all
n ≥ 1, Rn(X) = IWnIΩLn.
In addition, we assume that for any orbit O(p) that meets
⋃
n≥1Wn, there is
some q ∈ O(p) such that
{q} ⊆ O(p) ∩ (W1 ∪ Ω) ⊆ {q, σ
−1(q)},
and O(p) ∩ Ω ⊆ {q}.
We note here a combinatorial result on the behavior of certain posets, which we
state in generality because we will use it here and in Section 8.
Lemma 6.6. Let (M,) be a poset satisfying the ascending chain condition, and
let
{Mnj | 1 ≤ j ≤ n− 1}
be a collection of elements of M so that for all n, j we have:
(1) Mn+1j M
n
j , and
(2) Mn+1j+1 M
n
j .
Then there are some K ≥ 2a ∈ N so that if n ≥ K, then:
Mni =M
K
i for 1 ≤ i ≤ a.
Mni =M
K
a for a ≤ i ≤ n− a.
Mni =M
K
i−n+K for n− a ≤ i ≤ n− 1.
Further, we have
MK1 M
K
2  · · · M
K
a = · · · =M
K
K−a M
K
K−a+1  · · · M
K
K−1.
Proof. For each n ≥ i, the chain
Mni M
n+1
i  · · ·
stabilizes; define M∞i to be this limiting value. Likewise, the chains
Mnn−j M
n+1
n+1−j  · · ·
stabilize to a limiting value N∞j . Taking the limit of (1) and (2) as j → ∞, we
obtain that
M∞i M
∞
i+1
and
N∞j  N
∞
j+1
for all i, j ≥ 1. Define
M∞∞ := lim
i→∞
M∞i
and
N∞∞ := lim
j→∞
N∞j .
Since the sets {M∞j } and {N
∞
j } are cofinal subsets of {M
n
j }, we have equality
of the limits
M∞∞ = N
∞
∞ .
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Thus we may choose a ≥ 1 and r ≥ 2a so that
M∞∞ =M
∞
a =M
r
a =M
r
r−a = N
∞
a .
Possibly increasing r, we may assume that M ri = M
∞
i and N
r
r−i = N
∞
i for all
1 ≤ i ≤ a.
Note that if e ≥ c and b ≤ d ≤ b + e− c, then
M cb M
e
d .
Let K := 2r − 2a. Let n ≥ K. If a ≤ i ≤ n/2 ≤ n+ a− r, then
M∞∞ =M
r
a M
n
i M
∞
∞ .
In particular, MKa =M
∞
∞ . Likewise, if n− a ≥ i ≥ n/2 ≥ r − a, then
MKa =M
∞
∞ =M
r
r−a M
n
i M
∞
∞ .
By choice of r, if 1 ≤ i ≤ a and n ≥ K, then Mni = M
∞
i = M
r
i , and M
n
n−i =
N∞i =M
r
r−i. 
Lemma 6.7. Assume Assumption-Notation 6.5. Let p ∈
⋃
n≥1Wn, and let O :=
OX,p be the local ring of X at p, with maximal ideal p. For all j ≥ 1 and all i ∈ Z,
define mji to be the stalk of the ideal sheaf RjL
−1
j = IΩIWn at σ
−i(p), considered
as an ideal in O via the isomorphism σi : OX,σ−ip → O. Our assumptions imply
that by reindexing the orbit of p if necessary, we may assume that m1i = O for all
i < 0 and i > 1, that m10 6= O, and that Ω ∩O(p) ⊆ {p}.
Then there are integers N ≥ t ≥ 1, ideals a1, . . . at−1, d, ct−1, . . . c0 of O that are
either p-primary or equal to O, and an ideal a0 of O so that for all n ≥ N , we
have:
mni = ai for 0 ≤ i < t
m
n
i = d if t ≤ i ≤ n− t
mni = cn−i if n− t < i ≤ n
mni = O if i < 0 or i > n.
Further, we have a0c0 ⊆ d and
a1 ⊆ a2 ⊆ · · · ⊆ at−1 ⊆ d ⊇ ct−1 ⊇ · · · ⊇ c1.
Proof. The multiplication RnRσ
n
m ⊆ Rn+m implies that
mni m
m
i−n ⊆ m
n+m
i
for all i, n,m. In particular, since if k < 0 and ℓ > 1 then m1k = m
1
ℓ = O, we have
that
m
n
i = m
n
i m
1
i−n ⊆ m
n+1
i
if i ≤ n− 1, and
mni = m
1
i+1m
n
i ⊆ m
n+1
i+1
if i ≥ 1. Thus the poset
{mni | 1 ≤ i ≤ n− 1},
of ideals of O, partially ordered by inclusion, satisfies the hypotheses of Lemma 6.6.
The existence of N, t, and
a1 ⊆ a2 ⊆ · · · ⊆ at−1 ⊆ at = d = ct ⊇ ct−1 ⊇ · · · ⊇ c1,
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as claimed, follows directly from Lemma 6.6. Since the chains {mn0} and {m
n
n}
have maximal elements, by possibly increasing N we may also obtain a0 = m
N
0 and
c0 = m
N
N as described. Then
a0c0 = m
N
Nm
N
0 ⊆ m
2N
N = d,
as claimed. 
The ideal d constructed in Lemma 6.7 is called the central stalk of R at the orbit
O(p).
Corollary 6.8. Let t be the integer constructed in Lemma 6.7. For all s ≥ t there
is an integer M ≥ 1 so that for all n ≥M we have:
(1) If 0 ≤ k ≤ s then m2ns2is+k = d if 1 ≤ i ≤ n− 1, and m
2ns
2is+k = O if i < 0 or
i > n.
(2) If s+ 1 ≤ k ≤ 2s− 1 then m2ns2is+k = d if 0 ≤ i ≤ n− 2, and m
2ns
2is+k = O if
i < 0 or i ≥ n.
Proof. This follows immediately from Lemma 6.7. 
We may now give the defining data for the bimodule algebra R = R(X).
Definition 6.9. We will say that the surface data D = (X,L, σ,A,D, C,Ω) is
normal if:
• X is normal;
• σ is numerically trivial;
• L is ample (and therefore σ-ample);
• Ω contains no points or components of finite order under σ;
• the cosupport of ADC meets σ-orbits at most once; and
• if w ∈ CosuppADC, then Ω ∩O(w) ⊆ {w}.
Note that if D is normal, then Ω is locally principal.
Theorem 6.10. Let R be a birationally commutative projective surface. Then there
are normal surface data D = (X,L, σ,A,D, C,Ω) and an integer k ≥ 1 so that
R(X)(k) = T (D).
Proof. By Proposition 4.9, after replacing R by a Veronese subring we may assume
that we are in the situation of Assumption-Notation 5.6. By Theorem 5.14, by
replacing R by a further Veronese subring and possibly changingX , we may assume
that R and X satisfy Assumption-Notation 6.1.
By Lemma 6.3, we may replace R by a further Veronese subring to assume that
for all p such that O(p) meets W1, there is a q ∈ O(p) so that
{q} ⊆ O(p) ∩ (Ω ∪W1) ⊆ {q, σ
−1(q)}
and O(p) ∩ Ω ⊆ {q}. By Sublemma 6.4,
O(p) ∩ (Ω ∪Wn) ⊆ {q, . . . , σ
−n(q)}
for all n ≥ 1. By Lemma 4.1, there are points q1, . . . , qr with orbits Oj := O(qj),
so that ⋃
n≥1
Wn ⊆
r⋃
j=1
Oj .
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For j = 1 . . . r, apply Lemma 6.7 to Oj to obtain positive integers tj and N j
and ideals dj , aji , and c
j
i in OX,qj , for 0 ≤ i ≤ t
j − 1. Let s := max{tj, N j}. For
integers i with tj ≤ i ≤ s− 1, define aji := c
j
i := d
j . We have
a
j
1 ⊆ · · · ⊆ a
j
s−1 ⊆ d ⊇ c
j
s−1 ⊇ · · · ⊇ c
j
1
and aj0c
j
0 ⊆ d
j for all j. Corollary 6.8 implies that, replacing R by R(2s) (and so
replacing σ by σ2s, replacing L by L2s, and replacing r by 2sr) and reindexing
orbits as needed, we may presume that the conclusions of Lemma 6.7 hold on all
orbits, with N = t = 1.
We define an ideal sheaf A′ ⊆ IΩ so that IΩ/A′ is supported on {q1, . . . , qr} by
setting the stalk of A′ at qj to be isomorphic to aj0. Similarly, we define an ideal
sheaf C, cosupported on {q1, . . . , qr}, by setting the stalk of C at qj to be isomorphic
to cj0. Let D be the ideal sheaf cosupported at {q
1, . . . , qr} so that
Dqj ∼= d
j .
Then A′C ⊆ D. Let A := I−1Ω A
′.
Now, D := (X,L, σ,A,D, C,Ω) is surface data, and we have seen it is in addition
normal. By construction,
Rn = A
′Dσ · · · Dσ
n−1
Cσ
n
Ln = IΩAD
σ · · ·Dσ
n−1
Cσ
n
Ln
if n ≥ 1. Thus R = T (D). 
We record for future reference the effect of taking Veronese subrings upon surface
data.
Lemma 6.11. Suppose that
D′ = (X,L, σ,A,D, C,Ω)
is surface data. Let n ≥ 1, and let
D := (X,Ln, σn,ADσ · · ·Dσ
n−1
,DDσ · · ·Dσ
n−1
, C,Ω).
Then D is surface data, and
T (D′)(n) = T (D).
Furthermore, if the surface data D′ is normal, respectively transverse, then the
surface data D is normal, respectively transverse.
Proof. This is an elementary computation, which we leave to the reader. 
7. Transversality of the defining data
In Section 6, we constructed normal surface data D = (X,L, σ,A,D, C,Ω) such
that (up to a Veronese) we have R(X) = T (D). In this section, we show that the
data D is in fact transverse, and that T (D) is a finite module over (a Veronese
of) R. This allows us to consider T (D) a kind of normalization of R, and further
justifies the term “normal surface data.”
By Theorem 6.10, we may assume without loss of generality that we are in the
following situation:
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Assumption-Notation 7.1. We assume that R is a birationally commutative
projective surface with R1 6= 0 and fix 0 6= z ∈ R1. As usual, we define Rn :=
Rnz
−n. In addition, we assume that R1 generates K as a field. We assume also that
there is surface data D = (X,L, σ,A,D, C,Ω), normal in the sense of Definition 6.9,
so that if Rn(X) := Rn · OX , then
R(X) = T (D).
We will continue to let Wn be the base locus of Rn for n ≥ 1, so that Wn is defined
by
ADσ · · ·Dσ
n−1
Cσ
n
for all n ≥ 1.
Let Z be the subscheme defined by D, let Λ be the subscheme defined by A, and
let Λ′ be the subscheme defined by C.
We first prove the unsurprising result that in this situation Ω has good transver-
sality properties.
Lemma 7.2. The set {σnΩ}n∈Z is critically transverse.
Proof. By assumption, Ω contains no points or components of finite order under
σ. Since X is normal, Ω is locally principal. By Proposition 6.2, Ω meets infinite
orbits at only finitely many points. Thus by [Sie09, Lemma 3.1], {σnΩ} is critically
transverse. 
We next prove two lemmas that will, in many cases, allow us to work with the
full algebra T (D) instead of the subalgebra R. The first is an easy generalization
of a lemma of Rogalski and Stafford.
Lemma 7.3. (Compare [RS06, Lemma 9.3]) Let X be a projective scheme with
automorphism σ. Let {(Rn)σn} be a left and right ample of sequence of bimodules
on X such that for each n, the set where Rn is not locally free has dimension ≤ 0.
Let F be a globally generated coherent sheaf on X and let V ⊆ H0(X,F) be a vector
space that generates F . Let i ∈ Z. Then for n≫ 0, the natural homomorphism
α : V ⊗H0(X,Rσ
i
n )→ H
0(X,F ⊗Rσ
i
n )
is surjective.
Proof. By assumption, there is an exact sequence
0 // H // V ⊗OX // F // 0.
Tensoring with Rσ
i
n , we obtain an exact sequence
0 // TorX1 (F ,R
σi
n )
// H⊗Rσ
i
n
θn
// V ⊗Rσ
i
n
// F ⊗Rσ
i
n
// 0.
Let Kn := Im θn. Our assumptions on R imply that Tor
X
1 (F ,R
σi
n ) is supported
on a set of dimension 0, and so Hi(X, TorX1 (F ,R
σi
n )) = 0 for all n and for all i ≥ 1.
Thus H1(X,Kn) ∼= H1(X,H⊗Rσ
i
n ). By ampleness of {(Rn)σn}, this vanishes for
n≫ 0. From the long exact cohomology sequence
H0(X,Kn)→ V ⊗k H0(X,Rσ
i
n )
α
// H0(X,F ⊗Rσ
i
n )
// H1(X,Kn),
we deduce that α is surjective for n≫ 0. 
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Lemma 7.4. Let X be a projective scheme, let σ be an automorphism of X, and
let L be a σ-ample invertible sheaf on X. Suppose that R is a finitely generated
graded subalgebra of B(X,L, σ) =
⊕
H0(X,Ln)zn. For all n ≥ 1 let Rn ⊆ Ln be
the sheaf generated by the sections in Rn. Let T :=
⊕
n≥0H
0(X,Rn)zn.
Suppose that for all n, the set where Rn is not locally free has dimension ≤ 0
and that the sequence of bimodules {(Rn)σn} is left and right ample. Then T is
finitely generated as a left and right R-module.
Proof. By symmetry, it suffices to prove that RT is finitely generated.
Let k be such that
Rn =
k∑
i=1
RiRn−i
for all n > k. Then
Rn =
k∑
i=1
RiR
σi
n−i
for all n > k; taking global sections we have
(7.5) Tn =
k∑
i=1
H0(X,RiR
σi
n−i)z
n
for all n > k.
For each 1 ≤ i ≤ k, the sections in Ri generate Ri. Applying Lemma 7.3, we
obtain that there is some n0, which we may take to be greater than k, so that the
multiplication map
Ri ⊗ Tn−i → H
0(X,Ri ⊗R
σi
n−i)z
n
is surjective for n ≥ n0 and 1 ≤ i ≤ k.
Now consider the exact sequence
0→ Ji,n →Ri ⊗R
σi
n−i →RiR
σi
n−i → 0.
The kernel Ji,n is supported at finitely many points, and so H
1(X,Ji,n) = 0.
Thus the induced map from H0(X,Ri ⊗ R
σi
n−i) → H
0(X,RiR
σi
n−i) is surjective.
Therefore, for all n ≥ n0, the natural map
Ri ⊗ Tn−i → H
0(X,RiR
σi
n−i)z
n
is surjective. Applying (7.5), we see that for n ≥ n0,
Tn =
k∑
i=1
RiTn−i.
By induction, T is generated as a left R-module by T≤n0 . 
The next step in proving transversality of the data D is to show that ADC is
cosupported on points with dense orbits. This is the key result of the current
section, and is surprisingly delicate to prove.
Proposition 7.6. Assume Assumption-Notation 7.1. Then all points in Z∪Λ∪Λ′
have dense σ-orbits.
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Proof. Suppose that there is a point in Z ∪Λ∪Λ′ without a dense orbit. We claim
that R is not noetherian.
Let C be the Zariski closure of the orbits of all points without dense orbits in
Supp(Λ∪Z ∪Λ′). Then C is a reduced but not necessarily irreducible curve on X .
By passing to a Veronese, we may assume that all irreducible components of C are
σ-invariant.
Let A′ ⊇ IΩA and C′ ⊇ C be maximal so that
A′C′ ⊆ D.
For all n ≥ 1, let Πn be the closed subscheme of X defined by A′Dσ · · ·Dσ
n−1
(C′)σ
n
.
For any irreducible component Γ of C, the intersections Wn ∩ Γ are supported on
nonsingular points ofX of infinite order, which are therefore also nonsingular points
of Γ; thus degΓ(Πn ∩ Γ) and degΓ(Z ∩ Γ) make sense. Because of the maximality
of A′ and C′, we have
(7.7) degΓ(Πn ∩ Γ) = n degΓ(Z ∩ Γ)
for all n ≥ 1.
Fix 0 6= f ∈ R1, and let F = divX(f) + ∆1. As
f ∈ H0(X,R1) ⊆ H
0(X,A′(C′)σL),
we have that F ∩ Γ ⊇ Π1 ∩ Γ. Thus
degΓ(L|Γ) = ∆1.Γ = F.Γ ≥ degΓ(Π1 ∩ Γ) = degΓ(Z ∩ Γ).
We first suppose that this inequality is strict. Thus suppose there is an irre-
ducible component Γ of C so that
(7.8) degΓ(L|Γ) > degΓ(Z ∩ Γ).
Suppose also that Z ∩ Γ 6= ∅. For any p ∈ Z ∩ Γ, consider the closed subscheme
Zp = Z|{p} of Z supported at p. For any such p, there is an integer dp > 0 such
that the Zariski closure of {σn(Zp)}n∈Z is dpΓ. Let
d = min{dp | p ∈ Z ∩ Γ},
and let x ∈ Z be a point with dx = d.
Let G be the (d+ 1)-uple curve defined by the Weil divisor (d+ 1)Γ. There is a
natural map
φ : B(X,L, σ)→ B(G,L|G, σ|G).
Let S := φ(R). That is,
S =
⊕
n≥0
(
Rn
H0(X, IGLn) ∩Rn
)
zn =
⊕
n≥0
Snz
n
We claim that S is not noetherian.
Let Mn := Ln|G. For all n, let Sn be the image of Rn ⊗OG under the natural
map
Rn ⊗OG →Mn.
The sections in Sn generate the subsheaf Sn of Mn. Let
k = degΓ(Z ∩ Γ) = degΓ(Π1 ∩ Γ),
and let
ℓ = degΓ(L|Γ).
By (7.8), ℓ > k > 0.
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Let S ′n := Rn · OΓ be the image of the natural map Rn ⊗OΓ → Ln|Γ. One can
easily see that the formula for Tn gives a constant c ≥ 0 so that
degΓ(Ω ∩ Γ +Wn ∩ Γ) = nk + c
for all n≫ 0. Thus
degΓ(S
′
n) = n(ℓ− k)− c
for all n≫ 0.
We will work with the nonreduced scheme G carefully. Fix n; let Vn be the
subscheme of X defined by IΩIWn . Let P be the scheme-theoretic intersection
G∩Vn. Let SuppP = {p1, . . . , pr}. Recall that Γ is nonsingular at all pi. Therefore,
P ∩ Γ is the divisor m1p1 + · · ·+mrpr on Γ for some integers mi ≥ 1.
If f ∈ OX,pi , let f be its image in OΓ,pi . Then for i = 1, . . . , r, there are elements
fi ∈ (RnL−1n )pi ⊆ OX,pi so that the valuation of fi in the discrete valuation ring
OΓ,pi is mi > 0. In particular, the image of fi in OG,pi is a non-zerodivisor. By
taking the locally free rank 1 ideal sheaf on G generated by the images of the fi in
OG,pi , we obtain an invertible ideal sheaf Nn on G. The sheaf Nn defines a locally
principal subscheme Q of G, with Q ⊆ P , so that the scheme-theoretic intersections
Q ∩ Γ and P ∩ Γ are equal.
Let N ′n := Nn ⊗Mn; then N
′
n is an invertible subsheaf of Sn with
degΓ(N
′
n|Γ) = degΓ(S
′
n).
Thus
degΓ(N
′
n|Γ) = n(l − k)− c
for n≫ 0.
As
lim
n→∞
n(l − k)− c =∞,
by [RS07, Corollary 3.14] the sequence of bimodules {(N ′n)σn}n≥0 is a left and right
ample sequence on G. Since the cokernel of
N ′n → Sn
is supported on a set of dimension 0, by [Sie09, Corollary 3.7], {(Sn)σn} is also a
left and right ample sequence on G.
Let
A :=
⊕
n≥0
H0(G,Sn)z
n.
By Lemma 7.4, A is finitely generated as a left and right S-module. Thus it suffices
to prove that A is not noetherian.
Let J be the (σ-invariant) ideal sheaf of dΓ on G. Let J be the ideal
J :=
⊕
n≥0
H0(G,JMn ∩ Sn)z
n
of T . Let E be the subsheaf DOG of OG.
There are integers a, n0 ≥ 0 so that
(Sn)σ−(n−a)(x) = (E
σn−aMn)σ−(n−a)(x)
for all n ≥ n0; in fact, we may take a = 1. As dΓ is the Zariski closure of {σn(Zx)},
we have containments
(JMn)σ−(n−a)(x) ⊆ (Sn)σ−(n−a)(x) ⊆ (Mn)σ−(n−a)(x).
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Thus for any m ≥ n0 and n ≥ 1, we have
JnAm ⊆ H
0(G,JMn(E
σm−aMm)
σn)zm+n = H0(G,J Eσ
n+m−a
Mn+m)z
m+n.
The kernel and cokernel of
J ⊗ Sn → JMn ∩ Sn
are supported on sets of dimension 0, and {(Sn)σn} is a left and right ample sequence
on G. Thus by [Sie09, Corollary 3.7], there is n1 so that the sheaf JMn ∩ Sn is
globally generated for n ≥ n1. We may assume that n1 ≥ n0. Then for any m ≥ n1
and n ≥ m+ n0, we have
((J≤m) ·A)n ⊆ H
0(G,J Eσ
n−a
Mn)z
n $ Jn.
Thus J is not finitely generated as a right ideal of A.
If (7.8) holds and Z ∩ Γ = ∅, then there is some p ∈ (Λ ∪ Λ′) ∩ Γ. Suppose that
p ∈ Λ′. Let d be such that dΓ ⊇ (Λ′)p. Let G := (d+ 1)Γ and let Sn be the image
of Rn ⊗OG → Ln|G. Let
A :=
⊕
n≥0
H0(G,Sn)z
n.
As above, it suffices to prove that A is not noetherian. If J is the ideal sheaf of dΓ
on G, then it follows as above that the right ideal
J :=
⊕
n≥0
H0
(
G,J (Ln|G) ∩ Sn
)
of A is not finitely generated. The case that p ∈ Λ is similar.
It remains to consider the case that
degC(Z ∩ C) = degC(L|C).
Let Γ be an irreducible component of C and let n ≥ 1. Since
n degΓ(L|Γ) ≥ degΓ(Ω ∩ Γ) + degΓ(Wn ∩ Γ) ≥ degΓ(Πn ∩ Γ) = n degΓ(Z ∩ Γ),
we have
(7.9)
degΓ(Πn ∩ Γ) = n degΓ(Z ∩ Γ) = degΓ(Ln|Γ) = degΓ(Ω ∩ Γ) + degΓ(Wn ∩ Γ) > 0.
Choose some p ∈ Z ∩ Γ. For all i, let
pi := σ
−i(p).
By reindexing the orbit of p if necessary, we may assume that pi 6∈ Z for i < 0. Our
assumption on the defining data for R implies that if i ≥ 2, then pi 6∈ Ω ∪W1. Let
O := OX,p. As usual, we will identify all OX,pi with O. Note that O is a regular
local ring of dimension 2, since X is normal by assumption and the orbit of p is
infinite. Let d be the central stalk of R at O(p); that is, there are integers b, which
we assume to be at least 1, and N , which we assume to be at least 2b, so that for
n ≥ N and b ≤ i ≤ n− b we have that
(Rn)pi = d.
The point p has infinite order on Γ, and so Γ is nonsingular at p. Let y be the
local equation of Γ in O. Thus there is some x ∈ O so that x and y generate the
maximal ideal m of O.
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For all i ≥ 1, let
J(i) :=
⊕
n≥1
(Rn ∩H
0(X, IiΓLn))z
n ⊆ R.
Let d = min{i | yi ∈ d}. Let
A := R/J(d+ 1).
We will show that A is not noetherian. We first show that GKdimA ≥ 2.
Now, RN 6⊆ H0(X, IΓLN ), since Γ is not contained in the gap divisor Ω. Let
f ∈ RN r H0(X, IΓLN ) and let F = divX(f) + ∆N . The germ of F at pb is in
dr yO and is thus equal to xr + ys for some r ∈ O r yO and s ∈ O. Recall
degΓ(F ∩ Γ) = degΓ(∆N ∩ Γ) = degΓ(ΠN ∩ Γ)
by (7.9). Since
f ∈ H0(X,A′Dσ · · ·Dσ
N−1
(C′)σ
N
LN )
and b ≥ 1, we see that F does not vanish at pb+Nj unless j = 0.
Since yd ∈ d, there is some h ∈ RN so that the germ of H := divX(h) + ∆n at
pb is equal to y
d. Thus we have H = dΓ + C, where C(pb) 6= 0.
Let m ≥ 2. For i = 1 . . .m− 1, define γi ∈ RNm by
γi := ff
σN · · · fσ
N(i−1)
hσ
Ni
fσ
N(i+1)
· · · fσ
N(m−1)
.
Then
divX(γi) + ∆Nm =
F + σ−N (F ) + · · ·+ σ−N(i−1)(F ) + σ−Ni(H) + σ−N(i+1)(F ) + · · ·+ σ−N(m−1)(F )
= dΓ + F + · · ·+ σ−N(i−1)(F ) + σ−Ni(C) + σ−N(i+1)(F ) + · · ·+ σ−N(m−1)(F ).
Fix 1 ≤ i ≤ m − 1. The local equation of divX(γi) + ∆Nm at pb+Ni is equal
to ydη for some local unit η. On the other hand, if j 6= i, the local equation of
divX(γj)+∆Nm at pb+Ni is equal to (xr+ys)y
dβ for some 0 6= β ∈ O. In particular,
we see that modulo yd+1, the set
{γj | j 6= i}
does not generate γi. Thus the elements
{γiz
Nm + J(d+ 1) | 1 ≤ i ≤ m− 1} ⊆ ANm
are linearly independent, and dimk(ANm) ≥ m. Therefore, GKdimA ≥ 2.
Suppose that A is noetherian. Let Sn be the image of the natural mapRn⊗OΓ →
Ln|Γ. Let
B := R/J(1) ⊆
⊕
n≥0
H0(Γ,Sn)z
n.
Recall from (7.9) that
degΓ(Wn ∩ Γ) + degΓ(Ω ∩ Γ) = degΓ(Ln|Γ)
for all n ≥ 1. That is,
degΓ(Sn) = degΓ(Ln|Γ)− degΓ(Ω ∩ Γ +Wn ∩ Γ) = 0
for all n ≥ 1, and dimH0(Γ,Sn) ≤ 1 for all n. Therefore, GKdimB ≤ 1.
Each J(i)/J(i+1) is a finitely generatedA-module. The A-action on J(i)/J(i+1)
factors through B. Thus each J(i)/J(i + 1) is also a finitely generated B-module
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and thus has GK-dimension ≤ 1. The module AA has a finite filtration by modules
of the form J(i)/J(i+ 1); therefore GKdimA ≤ 1. This gives a contradiction.
Thus every point in Z ∪ Λ ∪ Λ′ must have a dense orbit. 
Theorem 7.10. Assume Assumption-Notation 7.1. Then the surface data
D = (X,L, σ,A,D, C,Ω)
is transverse, and T (D) is a finitely generated left and right R-module. Further,
T (D) and T (D) are noetherian.
Proof. We have seen in Lemma 7.2 that {σnΩ} is critically transverse and in Propo-
sition 7.6 that all points in Z ∪ Λ ∪ Λ′ have dense σ-orbits. By Lemma 2.9 the
sequence of bimodules {(Rn)σn} is left and right ample. Thus by Lemma 7.4,
T := T (D) is a finitely generated left and right R-module. Thus T is noether-
ian. By Theorem 2.8 the data D is transverse and T (D) is a noetherian bimodule
algebra. 
Corollary 7.11. Let R be a birationally commutative projective surface. Then
there is transverse surface data
D = (X,L, σ,A,D, C,Ω),
where X is normal and σ is numerically trivial, and an integer ℓ so that
R(ℓ) ⊆ T (D)
and T (D) is a finitely generated left and right module over R(ℓ).
Proof. By Theorem 6.10, there are a positive integer ℓ and normal surface data
D = (X,L, σ,A,D, C,Ω) so that
R(X)(ℓ) = T (D).
By possibly increasing ℓ, we may also assume that R1 generates K = k(X). Thus
Assumption-Notation 7.1 holds for R(ℓ). By Theorem 7.10, T (D) is a finitely gen-
erated left and right R(ℓ)-module, and the data D is in fact transverse. 
8. Constructing Y
Let us review our progress towards proving Theorem 10.1. In Theorem 6.10,
we constructed surface data D = (X,L, σ,A,D, C,Ω) for an appropriate bimodule
algebra R associated to R; in Corollary 7.11 we showed that this data is actually
transverse, and that T (D) is a finite left and right module over some R(k). In some
sense, we may think of T (D) as a normalization of R, or more properly of R(k);
note that the variety X given in Theorem 6.10 is normal.
Of course, there is no guarantee that R is really associated to a normal variety.
Modifying X to find the true surface associated to R turns out to be quite technical.
In this section, we construct the scheme Y on which R actually lives by carefully
studying the rational maps on X defined by the sections in Rn.
We will assume that we are in the situation of Assumption-Notation 7.1. By
Theorem 7.10 the data D is transverse.
Notation 8.1. We establish notation that we will use throughout the section. For
any n ≥ 1, Rn defines a rational map
X
βn
//___ PN
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that is birational onto its image. Let Yn be the closure of the image of X ; we also
use βn to denote the induced birational map from X to Yn. If we let α
′
n : X
′
n → X
be the blowup of X at the base locusWn of Rn, then by [Har77, Example II.7.17.3]
there is a birational morphism γ′n : X
′
n → Yn such that the diagram
X ′n
α′n

γ′n
  B
BB
BB
BB
B
X
βn
//___ Yn
commutes. Let λn : Xn → X ′n be the normalization of X
′
n, and let αn := α
′
nλn
and γn := γ
′
nλn. Thus we have
Xn
αn

γn
!!B
BB
BB
BB
B
X
βn
//___ Yn
for all n ≥ 1. Note, that as X is normal, α−1n is defined at all points in X rWn.
Let W be the set-theoretic cosupport of ADC and let
W :=
⋃
p∈W
O(p).
That is, W is the union of the finitely many (dense) orbits that meet some Wn.
Let U := X rW. Note that all βn are defined at all points in U . For any n ≥ 1,
let En be the exceptional locus of αn. Then αn induces an isomorphism from
Xn r En → X rWn. Let Un := α−1n (U). We caution that Un is not Xn r En.
If N > n ≥ 1, let πNn : YN → Yn be the birational map induced from the
multiplication Rn(RN−n)
σn ⊆ RN and Lemma 5.13, with E = σ−n(Ω). That is,
the diagram of birational maps
X
βN
//___
βn
  A
A
A
A YN
πNn




Yn
commutes, and for any x ∈ U r σ−n(Ω), πNn is defined at βN (x). Likewise, the
multiplicationRN−n(Rn)
σN−n ⊆ RN gives a commuting diagram of birational maps
X
βN
//___
βn◦σ
N−n
  A
A
A
A YN
ρNn




Yn.
The map ρNn is defined at βN (x) if x ∈ U r σ
−(N−n)(Ω).
We record for future reference an elementary lemma on birational maps.
Lemma 8.2. Let β : X → Y be a birational map of projective varieties that is
defined and is a local isomorphism at x ∈ X; let y := β(x). Then β−1 is defined at
y; in particular, if x′ ∈ X with β(x′) = y, then x′ = x.
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Proof. This is almost tautological. The fact that β induces an isomorphism between
the local rings OY,y and OX,x means that there are open neighborhoods x ∈ V ⊆ X
and y ∈ V ′ ⊆ Y so that β restricts to an isomorphism between V and V ′. This
means that β−1 gives a well-defined map
V ′ → V ⊆ X.
This precisely says that the birational map β−1 : Y → X is defined at y. 
For all n ≥ 1, let An be the set of points p ∈ U such that βn is not a local
isomorphism at p; that is, the set of p such that the induced map from OYn,βn(p) →
OX,p is not an isomorphism. Write An as the disjoint union An = Cn ⊔ Qn ⊔ Pn,
where Cn is the intersection of a curve in X with U , Qn is 0-dimensional and
supported on points of infinite order under σ, and Pn is 0-dimensional and supported
on points of finite order. By assumption on the cardinality of k, any curve inX must
meet U in uncountably many points, and so the sets C, P , and Q are well-defined.
Proposition 8.3. There is some m1 such that Am1 is σ-invariant and An = Am1
for all n ≥ m1; further, Cm1 ⊆ U and Qm1 = ∅.
Proof. Let y ∈ U and let N > n ≥ 1. If πNn is defined at βN (y) and βn is a local
isomorphism at y, then from the inclusions
OYn,βn(y) ⊆ OYN ,βN (y) ⊆ OX,y
clearly βN is a local isomorphism at y. As π
N
n is defined on βn(U r σ
−nΩ), we see
that
AN ⊆ An ∪ σ
−nΩ.
Making the same argument with the map ρNn , we obtain that
AN ⊆ σ
−(N−n)(An) ∪ σ
−(N−n)Ω.
Thus
(8.4) An+m ⊆ σ
−m(Ω ∪ An) ∩ (An ∪ σ
−nΩ)
for any n,m ≥ 1. In particular,
Cn+m ⊆ σ
−m(Ω ∪ Cn) ∩ (Cn ∪ σ
−nΩ)
for all n,m ≥ 1.
Fix n ≥ 1. Then σ−nΩ ∩ σ−mΩ is finite for m ≫ 0. Further, Cn ∩ σ
−mΩ and
σ−mCn ∩ σ−nΩ are finite for m≫ 0. Thus for m≫ 0, we have
Cn+m ⊆ Cn ∩ σ
−mCn.
Either Cn+m = 0 for m≫ 0, or Cn contains a σ-invariant curve C′ so that Cn+m =
C′ for m≫ 0. In either case, there is some n1 such that if n ≥ n1, then Cn = Cn1
and σ(Cn1 ) = Cn1 . Let C := Cn1 .
Now C is a curve in U ; let C be its closure in X . Then C is also σ-stable, and
since all orbits in W are Zariski-dense in X , we haveW∩C = ∅. Thus C = C ⊆ U .
For n,m ≥ n1 we have
Qn+m ⊆ An+m ⊆ σ
−m(Ω ∪ C ∪Qn ∪ Pn) ∩ (C ∪Qn ∪ Pn ∪ σ
−nΩ)
= C ∪
(
σ−m(Ω ∪Qn ∪ Pn) ∩ (Qn ∪ Pn ∪ σ
−nΩ)
)
.
As
Qn ∩C = Qn ∩ σ
−m(C) = ∅
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for n ≥ n1, and Qn ∩ σk(Pm) = ∅ for all n,m, k by definition, we see that
Qn+m ⊆ σ
−m(Ω ∪Qn) ∩ (Qn ∪ σ
−nΩ)
for n ≥ n1 and m ≥ 1.
Choose k such that
(8.5) Ω ∩ σ−1Ω ∩ · · · ∩ σ−kΩ = ∅.
Such k exists because, by transversality of the data D, Ω contains no forward σ-
orbits. Choose n2 ≥ n1 such that if n ≥ n2, then we have for i = 0, . . . , k that
Qn1+i ∩ σ
−(n−(n1+i))(Qn1+i ∪ Ω) = ∅.
We may do this because each finite set Qn1+i is supported on infinite orbits and
{σnΩ} is critically transverse.
We have for i = 0, . . . , k and for r ≥ n2 that
Qr ⊆ σ
−(r−(n1+i))(Qn1+i ∪Ω) ∩ (Qn1+i ∪ σ
−(n1+i)Ω)
⊆ σ−(n1+i)Ω
and so Qr = ∅ for r ≥ n2 by (8.5).
Finally, Ω does not contain any points of finite order, and by construction Pn is
disjoint from C and from Qn. Thus (8.4) implies that
Pn+m ⊆ Pn ∩ σ
−mPn
for all n,m ≥ n1. Thus there is some n3 ≥ n2 such that Pn3 is σ-invariant, and
Pn = Pn3 if if n ≥ n3. The result is proven for m1 := n3. 
Notation 8.6. Let m1 be the integer given by Proposition 8.3. Let A := Am1 ,
C := Cm1 , and P := Pm1 . Recall that Qn = ∅ for all n ≥ m1.
Corollary 8.7. For n ≥ m1, the only curves in Xn that are contracted by γn are
contained in the exceptional locus En of αn. In particular, the map γn is finite at
all points of Un, and βn is finite at all points of U .
Proof. Suppose that n ≥ m1 and that γn contracts some irreducible curve Γ that
is not contained in En. By assumption on the cardinality of k, Γ meets Un. By
construction, Γ ∩ Un ⊆ α
−1
n Cn = α
−1
n C. Now, as αn is an isomorphism away from
En, the curve α
−1
n (C) is closed in Xn. Thus
Γ = Γ ∩ Un ⊆ α
−1
n (C) = α
−1
n C.
This means that αn(Γ) ⊆ C ⊂ U , so αn(Γ) is disjoint from Bs(Rn). As βn contracts
the curve αn(Γ), Lemma 5.11 implies that ∆n.αn(Γ) = 0. This contradicts the
ampleness of ∆n by the Nakai-Moishezon criterion ([Har77, Theorem V.I.10]; see
[Laz04, Theorem 1.2.23] for a reference that includes singular surfaces). As αn is a
local isomorphism at all points in Un, the statement on βn follows immediately. 
We recall some terminology from commutative algebra. Let R be a commutative
noetherian k-algebra, and let T be its normalization. Recall that the S2-ification
of R is the unique minimal k-algebra S ⊆ T such that R ⊆ S and S satisfies Serre’s
condition S2. More explicitly,
S =
⋂
P∈SpecR
htP=1
RP .
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See [Kol85, Definition 2.2.2(ii)] and subsequent discussion.
We give a lemma on the domain of definition of birational maps of S2-ifications.
Lemma 8.8. Let T be a normal commutative domain that is a finitely gener-
ated k-algebra, and let R,R′ ⊆ T be finitely generated subalgebras so that T is the
normalization of both R and R′. Let S, respectively S′, be the S2-ification of R,
respectively R′. Suppose that the induced birational map
π : SpecR //___ SpecR′
is defined away from a locus of codimension 2. Then the induced birational map
ζ : SpecS //___ SpecS′
is defined everywhere; that is, S′ ⊆ S.
Proof. Because π is defined in codimension 2, for every height 1 prime P of R, π
is defined at the generic point of V (P ) ⊆ SpecR. That is, for every height 1 P , we
have R′ ⊆ RP . Thus
R′ ⊆
⋂
P∈SpecR
htP=1
RP = S.
By minimality of the S2-ification, S
′ ⊆ S. 
Proposition 8.9. If n ≫ 0, then the rational maps πn+1n , ρ
n+1
n : Yn+1 → Yn are
local isomorphisms everywhere on the image of U ; in particular, they are defined
everywhere on the image of U .
Proof. We continue to let m1, A, C, and P be as in Notation 8.6. In particular, if
n ≥ m1 then γn : Xn → Yn is a local isomorphism at all points in Unrα−1n (C ∪P ).
Let n ≥ m1. Recall that if x ∈ U rσ−n(Ω), then πn+1n is defined at βn+1(x). As
σ−n(Ω) contains no points of finite order, πn+1n is defined at all points in βn+1(P ).
We saw in Corollary 8.7 that βm is finite at all p ∈ U , and in particular, at all
p ∈ P . By finiteness of the integral closure, there is some m2 ≥ m1 so that if
n ≥ m2, then πn+1n is a local isomorphism at all points in βn+1(P ).
Let n ≥ m2. Now, let x ∈ U r A. Then βn+1 and βn are local isomorphisms
at x, and thus by Lemma 8.2, β−1n+1 is defined at βn+1(x). Thus π
n+1
n = βnβ
−1
n+1 is
defined and is a local isomorphism at βn+1(x).
The only points where πn+1n may not be defined thus lie in βn+1(C ∩σ
−n(Ω)). If
x ∈ U r (σ−n(Ω)∩C), then πn+1n is defined and is a local isomorphism at βn+1(x).
The intersection σ−n(Ω)∩C is finite by transversality of Ω, since C is σ-invariant.
Thus πn+1n is defined at the generic point of each component of of βn+1(C). As γn
is finite at each point of Un, by finiteness of the integral closure there is m3 ≥ m2
such that if n ≥ m3, then πn+1n is an isomorphism at the generic point of each
component of βn+1(C).
For each n ≥ m3, let δn : Zn → Yn be the projective variety obtained by taking
the S2-ification of Yn at all points in βn(C). Since Xn is normal, the birational
morphism γn : Xn → Yn factors through Zn. There are thus a birational morphism
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ǫn : Xn → Zn and a birational map ηn : X → Zn so that the diagram
Xn
αn
~~}}
}}
}}
}}
ǫn

γn
!!B
BB
BB
BB
B
X
ηn
//___
βn
55T W [ _ c g
jZn
δn
// Yn
commutes. In particular, ηn is defined at all points of U .
Let ζn+1n : Zn+1 → Zn be the induced birational map such that the diagram
(8.10) X
ηn+1
//___
ηn
!!D
D
D
D
βn+1
&&q
k e
_ Y S
M
Zn+1
δn+1
//
ζn+1n




Yn+1
πn+1n




Zn
δn
// Yn
commutes. We claim that for n ≥ m3, that the rational map ζn+1n is defined at all
points of ηn+1(U).
Let p ∈ U r (C ∪ P ). Then βn+1 and therefore ηn+1 is a local isomorphism at
p, so, using Lemma 8.2, ζn+1n = ηnη
−1
n+1 is defined at ηn+1(p).
If p ∈ P and βn+1(p) 6∈ βn+1(C), then by our choice of n, the map πn+1n is a
local isomorphism at βn+1(p). Thus βn(p) 6∈ βn(C). By construction δn is a local
isomorphism at ηn(p) and so ζ
n+1
n = δ
−1
n π
n+1
n δn+1 is defined at ηn+1(p).
Now let p ∈ C. We have seen that πn+1n is defined on βn+1(U), except at a
0-dimensional locus contained in βn+1(C). It follows from Lemma 8.8 that ζ
n+1
n is
defined at ηn+1(p). This completes the proof of the claim.
Using finiteness of the integral closure again, we may choose m4 ≥ m3 so that
ζn+1n is a local isomorphism at all points of ηn+1(U) for n ≥ m4. For n ≥ m4, let
Fn = {p ∈ C | δn is not a local isomorphism at ηn(p)}.
As δn is finite, the set Fn is finite. Arguing as in the proof of Proposition 8.3, and
using the maps ζn+mn , we have that
Fn+m ⊆
(
Fn ∪ σ
−n(Ω ∩ C)
)
∩ σ−m
(
Fn ∪ (Ω ∩ C)
)
if n ≥ m4. Since Ω∩C consists of finitely many points of infinite order, for n,m≫ 0
we have that
σ−n(Ω ∩ C) ∩ σ−m(Fn ∪ (Ω ∩C)) = Fn ∩ σ
−m(Ω ∩ C) = ∅.
Thus for m,n≫ 0, we have that
Fn+m ⊆ Fn ∩ σ
−mFm,
and so for n≫ 0, we have that Fn = Fn+1 is σ-invariant. In particular, Fn∩σ−nΩ =
∅. This means that δn+1 is a local isomorphism at all points of ηn+1(σ−nΩ ∩ U).
By (8.10), πn+1n = δnζ
n+1
n δ
−1
n+1 is defined everywhere in βn+1(σ
−nΩ ∩ U). Thus
πn+1n is defined everywhere in βn+1(U) for n ≥ m4.
The argument that for n ≫ 0, ρn+1n is defined everywhere on βn+1(U) is com-
pletely symmetric. By finiteness of the integral closure, we see that for n≫ 0 both
πn+1n and ρ
n+1
n are local isomorphisms at every point of βn+1(U). 
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We establish some more notation, which we will use in the next few results.
Notation 8.11. Assume Assumption-Notation 7.1. Let m be such that for n ≥
m − 1, the rational maps πn+1n and ρ
n+1
n are defined and are local isomorphisms
at every point in γn+1(U). We call Ym a stable scheme for R. Let C ⊂ U be
the σ-invariant curve where γm is not a local isomorphism, and let P ⊂ U be the
σ-invariant 0-dimensional subscheme where γm is not a local isomorphism. Let F
be the σ-invariant subset of C that maps onto points where Ym does not satisfy S2.
For all n ≥ 2, we define a birational automorphism τn of Yn by setting
τn := (π
n
n−1)
−1ρnn−1.
By construction, τnγn = γnσ as birational maps. Proposition 8.9 implies that for
n ≥ m, τn is an automorphism of γn(Un).
For all n,m ≥ 1, we define birational maps
pn+mn , r
n+m
n : Xn+m → Xn,
where pn+mn := (αn)
−1αn+m and r
n+m
n := α
−1
n σ
mαn+m. By construction, we have
πn+mn γn+m = γnp
n+m
n
and
ρn+mn γn+m = γnr
n+m
n
as birational maps from Xn+m to Yn.
Recall that W is the cosupport of ADC, that W =
⋃
p∈W O(p) and that U =
X r W. The map βm is defined and finite at every point of U . Heuristically, it
may fold U along C or pinch U into a cusp at some point of P . At points of F , βm
does some additional cusping, since there Ym fails S2. We will construct a finite
morphism θ : X → Y by cusping and folding U along C, P , and F , and gluing in
the points of W.
There is one technicality still to dispose of: in order to glue as described, we
need the sets
γm(Um) = βm(U)
and
γm(α
−1
m (W))
to be disjoint, at least for large m. Proving this is the content of the next few
results.
Ideally, this result would be a consequence of some sort of ampleness statement,
since we are trying to show, roughly speaking, that the γm separate points of Xm
for m large. Unfortunately, we have not been able to prove this directly. Instead,
we analyze in detail how our various birational maps affect W. To do this, we
establish more notation.
Notation 8.12. Fix w ∈ W . For any n ∈ Z, let wn := σ−n(w). Let O = OX,w
and identify all OX,wn with O as usual. Let a := (IΩA)w , let c := Cw, and let
d := Dw.
Let mni be the germ of RnL
−1
n at wi, regarded as an ideal in O, as usual. By
assumption, we have:
• mn0 = a;
• if 1 ≤ i ≤ n− 1 then mni = d;
• mnn = c; and
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• if i < 0 or i > n then mni+j = O
for all n ≥ 1.
We define subschemes
Ea := α
−1
2 (w0),
Ed := α
−1
2 (w1),
and
Ec := α
−1
2 (w2)
of X2. That is, Ed is the exceptional locus obtained by blowing up the ideal d and
normalizing, and similarly for Ea and Ec.
For any n ≥ 1 and i ∈ Z, define Eni ⊆ Yn by
(8.13) Eni := γn(α
−1
n (wi)).
Lemma 8.14. Let w ∈ W . Then for all n,m ≥ 1 the map pn+mn is defined
at all points in α−1n+m(O(w) r {wn}), and is a local isomorphism at all points in
α−1n+m(O(w) r {wn, wn+1, . . . , wn+m}). Likewise, r
n+m
n is defined at all points in
α−1n+m(O(w) r {wm}) and is a local isomorphism at all points in α
−1
n+m(O(w) r
{w0, . . . , wm}).
Proof. Fix n,m ≥ 1 and let w ∈ W . By definition, SuppWn ⊆ {w0, . . . , wn}, and
so the map αn is a local isomorphism at all points in α
−1
n (O(w) r {w0, . . . , wn}).
Furthermore, as mn0 = a, we have that α
−1
n (w0)
∼= Ea. Likewise, α−1n (wn)
∼= Ec,
and for 1 ≤ i ≤ n− 1, α−1n (wi) ∼= Ed.
Therefore, if i < 0 or i > n + m, then pn+mn = α
−1
n αn+m is defined and is a
local isomorphism at the point α−1n+m(wi). For 0 ≤ i ≤ n− 1, the stalks m
n+m
i and
mni are isomorphic. Thus α
−1
n αn+m extends to a map that is defined and a local
isomorphism at all points of α−1n+m(wi). For n+1 ≤ i ≤ n+m, α
−1
n is defined at wi,
so pn+1n is defined on α
−1
n+m(wi), although it is not necessarily a local isomorphism.
We repeat this analysis for the maps rn+mn . If i < 0 or i > n +m, then αn+m
is a local isomorphism at the point α−1n+m(wi), and α
−1
n is defined (and is thus
a local isomorphism) at wi−m = σ
m(wi). Thus r
n+m
n = α
−1
n σ
mαn+m is a local
isomorphism at α−1n+m(wi). If m + 1 ≤ i ≤ n +m, then α
−1
n+m(wi)
∼= α−1n (wi−m)
and rn+mn extends to a local isomorphism at all points in α
−1
n+m(wi). Finally, if
0 ≤ i ≤ m−1, then α−1n is defined at wi−m and so r
n+m
n is defined on α
−1
n+m(wi). 
Lemma 8.15. Let w ∈W .
(1) For m,n ≥ 1, if i 6= n then πn+mn is defined at all points in E
n+m
i =
γn+m(α
−1
n+m(wi)), and π
n+m
n (E
n+m
i ) = E
n
i .
(2) For m,n ≥ 1, if i 6= m then ρn+mn is defined at all points in E
n+m
i =
γn+m(α
−1
n+m(wi)), and ρ
n+m
n (E
n+m
i ) = E
n
i−m.
Proof. (1) On Xn+m, the rational functions in Rn+m define the morphism
γn+m : Xn+m → Yn+m.
The rational map induced by Rn is easily seen to be
γnp
n+m
n = π
n+m
n γn+m : Xn+m 99K Yn,
and the rational map induced by R
σn
m is
γmr
n+m
m = ρ
n+m
m γn+m : Xn+m 99K Ym.
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If i 6= n, then pn+mn and r
n+m
m are defined at all points in α
−1
n+m(wi).
We wish to apply Lemma 5.13. To do so, we must calculate the divisors and
base loci on Xn+m associated to the vector spaces Rn+m, Rn, and R
σn
m .
For 0 ≤ i ≤ m + n, let Fi be the effective exceptional Weil divisor α
−1
n+m(wi).
Now, IFi is the expansion of m
n+m
i to Xn+m. By [Har77, Proposition 7.1], the
expansion of mn+mi to X
′
n+m is Cartier; the ideal sheaf IFi is its pullback to Xn+m
and is thus also Cartier.
By Lemma 4.4, we have
DXn+m(Rn+m) = α
∗
n+mDn+m − F0 − · · · − Fn+m.
Let G3 := D
Xn+m(Rn+m). Let
G1 := α
∗
n+mDn − F0 − · · · − Fn−1,
and let
G2 := α
∗
n+mσ
−nDm − Fn+1 · · · − Fn+m.
By assumption, G1 − DXn+m(Rn) and G2 − DXn+m(R
σn
m ) are both effective and
supported on Fn. That is, the base locus of the rational functions in Rn with
respect to the Cartier divisor G1 is contained in Fn. Likewise, the base locus of the
rational functions in R
σn
m with respect to the Cartier divisor G2 is also contained
in Fn.
We now apply Lemma 5.13 to the multiplication RnR
σn
m ⊆ Rn+m. We have that
G3 −G1 −G2 = −Fn + α
∗
n+mσ
−nΩ.
Now, σ−nΩ ∩O(w) ⊆ {wn}. Thus by Lemma 5.13, the rational map
πn+mn = (π
n+m
n γn+m)γ
−1
n+m : Yn+m
//___ Yn
is defined at every point of γn+m(Fi) for every i 6= n. That is, if i 6= n, then πn+mn
is defined at all points of En+mi . That π
n+m
n (E
n+m
i ) = E
n
i is immediate.
The proof of (2) is symmetric: we use the multiplication RmR
σm
n ⊆ Rn+m. 
We will use the combinatorial Lemma 6.6 to study πn+mn and ρ
n+m
n for large n.
Definition 8.16. Let X be a scheme and let E ⊂ X be a proper closed subscheme
of X . A birational image of E is an open neighborhood U of E in X , together with
a proper birational morphism
φ : U → V
to some scheme V , such that φ|UrE is an isomorphism onto its image.
We put a preorder < on the collection of birational local images of E as follows.
Let φ1 : U1 → V1 and φ2 : U2 → V2 be two birational local images of E. Then
we say that φ1 covers φ2 and write φ1 < φ2 if there is an open neighborhood V
′
of φ1(E) and a morphism ψ : V
′ → V2 so that ψφ1 = φ2 as birational maps from
U to V2. If φ1 < φ2 < φ1, we say that φ1 ≈ φ2. The local images of E are the
≈-congruence classes of birational images of E; we denote the partial order on local
images of E induced by < by ≥.
Lemma 8.17. Let E be a proper closed subscheme of X and let M be a collection
of local images of E. Then (M,≥) satisfies the ascending chain condition.
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Proof. Let {φn : X 99K Vn} be an increasing sequence of representatives of local
images of E. Then there are birational maps ψn : Vn 99K Vn−1, defined on a
neighborhood of φn(E), so that the diagram
X
φn
//___
φn−1
!!D
D
D
D Vn
ψn




Vn−1
commutes for all n. In particular, we have
dim(φ1(E)) ≤ dim(φ2(E)) ≤ · · · ≤ dim(E).
Therefore dimφn(E) is equal to some constant d for n ≥ n0.
Let n ≥ n0 and choose h ≤ dimE. Let Whn be the set of x ∈ E so that there is
an irreducible component of φ−1n φn(x) of dimension ≥ h. Now,
φ−1n+1φn+1(x) ⊆ φ
−1
n+1ψ
−1
n+1ψn+1φn+1(x) = φ
−1
n+1ψ
−1
n+1φn(x) = φ
−1
n φn(x).
Thus Whn+1 ⊆ W
h
n . There is thus some n1 ≥ n0 so that for n ≥ n1, we have
Whn =W
h
n+1 for all 0 ≤ h ≤ dimE. We claim that for n > n1, ψn is finite.
To see this, suppose the claim is false. Then there is a positive-dimensional irre-
ducible subscheme C in φn(E) that ψn contracts to a point. Let e := dimφ
−1
n (C)−
dimC and let f := dimφ−1n (C); note that f > e. Now, a generic point in φ
−1
n (C)
is in W en but not in W
f
n . However, we have φ
−1
n (C) ⊆ W
f
n−1. But n − 1 ≥ n1 so
W fn =W
f
n−1. This gives a contradiction.
Thus for n ≥ n0 there are open neighborhoods V ′n of φn(E) so that ψn(V
′
n) ⊆
V ′n−1 and so that ψn|V ′n is finite and birational. By finiteness of the integral closure,
for n ≫ 0 the map ψn is a local isomorphism at all points of φn(E); that is, for
n≫ 0 we have φn ≈ φn+1 as claimed. 
Lemma 8.18. Let w ∈ W . Define Eni as in (8.13). Then there are integers n1
and b ≥ 1 so that:
(1) If n ≥ n1 and i ≤ n− b then for all m ≥ 1, πn+mn is a local isomorphism at
all points of En+mi .
(2) If n ≥ n1 then for all m ≥ 1 and i ≥ m+ b, ρ
n+m
n is a local isomorphism at
all points of En+mi .
Proof. It suffices to prove the lemma form = 1. Our key claim is that the {Eni | 1 ≤
i ≤ n− 1} are a set of birational local images of Ed that satisfy the hypotheses of
Lemma 6.6.
More precisely, fix i ≥ 1 and n ≥ i+ 1. By Lemma 8.14, the birational map
α−1n σ
−(i−1)α2 = (p
n
i+1)
−1(ri+12 )
−1 : X2 99K Xn
is defined and is a local isomorphism in a neighborhood of Ed. Let
ani := γnα
−1
n σ
−(i−1)α2 : X2 99K Yn.
This maps Ed onto E
n
i and is a birational local image of Ed.
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Consider the diagram
X2 //___
""E
E
E
E
a
n+1
i
**j g
c _ [ W
ani
))
7
<
A
G
K
O
R
Xn+1 γn+1
//
pn+1n

Yn+1
πn+1n








Xn
γn
##H
HH
HH
HH
HH
Yn.
By Lemma 8.15, πn+1n is defined on E
n+1
i , so a
n+1
i < a
n
i . Likewise, consider the
diagram
X2
a
n+1
i+1
//______
ani
''O
O
O
O
O
O
O Yn+1
ρn+1n




Yn
By Lemma 8.15, ρn+1n is defined on E
n+1
i+1 . Thus a
n+1
i+1 < a
n
i .
Let M := {ani | 1 ≤ i ≤ n − 1}. By Lemma 8.17, (M,<) satisfies the ascending
chain condition. Applying Lemma 6.6, we see that there are some N, b so that if
n ≥ N and 1 ≤ j ≤ n−b, then ani ≈ a
n−1
i (as local images of Ed), and if b ≤ j ≤ n−1
then ani ≈ a
n−1
i−1 . That is, if 1 ≤ j ≤ n− b, then π
n
n−1 is a local isomorphism at all
points of Enj , and if b ≤ j ≤ n− 1 then ρ
n
n−1 is a local isomorphism at E
n
j .
Now let i ≤ 0. Note that an1 is defined on α
−1
2 (wi) for all n ≥ 2. Further, if
a21 is a local isomorphism at α
−1
2 (wi), then so are all a
n
1 . There are finitely many
i ≤ 0 where a21 is not a local isomorphism at a
−1
2 (wi). Since π
n
n−1a
n
1 = a
n−1
1 , we see
that an1 < a
n−1
1 as local images of α
−1
2 (wi). Thus by increasing N if necessary, we
may ensure that πn+1n is a local isomorphism at E
n+1
j for all n ≥ N and j ≤ n− b.
Likewise, and again increasing N if needed, we may ensure that ρn+1n is a local
isomorphism at En+1j for all n ≥ N and j ≥ b. 
We are finally ready to prove:
Proposition 8.19. Assume Assumption-Notation 7.1 and Notation 8.11. For all
n≫ 0, the sets γn(α−1n (W)) and γn(Un) are disjoint.
Proof. Let w ∈ W , and adopt Notation 8.12. Let n1 and b be the integers con-
structed in Lemma 8.18; let N ≥ max{n1, 2b} be such that for n ≥ N , τn is an
automorphism of γn(Un). This exists by Proposition 8.9.
Suppose there is some e ∈ EN and u ∈ UN such that γN (e) = γN (u) = x. As e
and u are in different connected components of γ−1N (x), clearly x is of finite order,
say k, under τ . Let i be such that αN (e) = wi.
First suppose that i ≤ N − b. If i ≥ 0, let n := N + (i + 1)k; if i < 0, let
n := N + k. As i < N < n, (pnN )
−1 is defined at e; let e′ := (pnN )
−1(e). Let
u′ := (pnN )
−1(u). Then
πnNγn(u
′) = γNp
n
N (u
′) = x = γNp
n
N(e
′) = πnNγn(e
′).
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Note that i < N , so πnN is defined at γn(e
′). By the choice of N and n, πnN is
one-to-one on γn(Un) ∪ Eni and so
γn(e
′) = γn(u
′).
But now, as (τN )
k(x) = x, we have
x = πnNγn(e
′) = πnN (τN )
n−Nγn(e
′) = ρnNγn(e
′) = γNr
n
N (e
′).
Our assumption on i ensures that n−N 6= i and so rnN (e
′) is well-defined. As
αNr
n
N (e
′) = wi−(n−N),
we see that rnN (e
′) 6∈ {e′, u}. We have produced a new point in γ−1N (x). Continuing,
we may produce infinitely many such points, which is impossible. Thus i > N − b.
Arguing symmetrically, we obtain that i < b. Since N ≥ 2b, we see that no such
e can exist. 
We now construct Y .
Theorem 8.20. Assume Assumption-Notation 7.1. Then there are a projective
variety Y and a finite birational morphism θ : X → Y such that for all n ≫ 0 the
rational map from Y to PNn induced by the rational functions in Rn is a closed
immersion at every point of Y r θ(W). Further, there are a numerically trivial
automorphism φ of Y such that θσ = φθ, an ample and φ-ample invertible sheaf M
on Y so that θ∗M = L, and a locally principal subscheme Φ of Y so that Ω = θ∗Φ.
For this Y , M, and φ, we have R ⊆ B(Y,M, φ). For n≫ 0, the rational functions
in Rn correspond to sections of the invertible sheaf IΦMMφ · · ·Mφ
n−1
, and their
base locus is equal (set-theoretically) to θ(Wn).
Proof. We continue to use Notation 8.1 and Notation 8.11, so m is such that Ym is
stable, and C ∪ P is the subset of U on which βm is not a local isomorphism. By
Proposition 8.19, by increasing m if necessary we may assume also that
(8.21) γm(α
−1
m (W)) ∩ γm(Um) = ∅.
Let τ be the birational automorphism τm of Ym.
Let H ⊆W be the set
{x ∈W | either βm is undefined at x or βm is not a local isomorphism at x}.
Thus H = {h1, . . . , hs} is the finite set of “bad points” of βm that do not lie on
C ∪ P . Let G := α−1m (H).
We claim that the sets βm(U r (C ∪ P )), βm(C ∪ P ), γm(G) = γmα−1m (H),
and γmα
−1
m (W r H) are pairwise disjoint. To see this, recall that βm is a local
isomorphism at all points of X r (C ∪ P ∪H). Thus if x ∈ U r (C ∪ P ), then β−1m
is defined at βm(x). As α
−1
m is defined at x, if x
′ ∈ Xm with γm(x′) = βm(x), then
x′ = α−1m (x). Thus βm(U r (C ∪ P )) is disjoint from the other three sets. That
βm(C∪P ) is disjoint from the other sets follows; recall that βm(U)∩γmα
−1
m (W) = ∅.
If x ∈ α−1m (WrH) and x
′ ∈ α−1m (W) with γm(x) = γm(x
′), then note that β−1m
is defined at γm(x). Therefore,
αm(x
′) = β−1m γm(x) = αm(x)
and x′ 6∈ α−1m (H). This completes the proof of the claim.
To construct Y , let
V1 := X r (C ∪ P )
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and let
V2 := Ym r γm(G).
Let V12 := V1 ∩ αmγ−1m (V2), and let V21 = V2 ∩ γmα
−1
m (V1). By the claim just
previous, V12 = V1 rH and V21 = V2 r βm(C ∪ P ). Further, βm(V12) = V21; note
that βm is defined and is a local isomorphism at all x ∈ V12.
As βm defines a bijection between V12 and V21 that is a local isomorphism at each
point, it is an isomorphism between V12 and V21. By [Har77, Example 2.3.5] there
is a scheme Y given by glueing V1 and V2 along the isomorphism βm : V12 → V21.
For i = 1, 2 let ψi be the induced map from Vi to Y .
We now construct the automorphism φ of Y . Let
V22 := V2 r γm(α−1m (σ
−1(H))).
We define morphisms
φ1 := ψ1σ : V1 → Y,
φ21 := ψ1σβ
−1
m : V21 → Y,
and
φ22 := ψ2τ : V22 → Y.
We check that φ1, φ21, and φ22 are well-defined; that is, that they are in fact
morphisms. First, V1 is σ-invariant by construction, so σ(V1) ⊆ V1 and φ1 is
well-defined. Since β−1m (V21) = V12 ⊆ V1, φ21 is also well-defined. Now, if y ∈
V22 ∩ γm(Um), then, using (8.21), we have that τ(y) ∈ γm(Um) ⊆ V2 and so φ22
is defined at y. Finally, if y ∈ V22 ∩ γmα−1m (W), then β
−1
m is defined at y. Let
x = β−1m (y) ∈ Wr H r σ
−1(H). As σ(x) 6∈ H , the map τ = βmσβ−1m is defined
at y. Further, βm is a local isomorphism at σ(x), and so βmσ(x) 6∈ γm(G) and
τ(y) ∈ V2. Thus ψ2 is defined at τ(y).
We next claim that V21∪V22 = V2. To see this, let y ∈ V2rV22 = γmα−1m (σ
−1H)∩
V2. Then there is x ∈ σ−1(H) so that y ∈ γmα−1m (x); as y ∈ V2, therefore x 6∈ H .
As x is certainly not in C ∪ P , we see that x ∈ V12, and βm(x) = y ∈ V21.
The diagram
V2
σβ−1m
~~
~
~
~
τ
  B
B
B
B
X
βm
//_______
ψ1
  A
A
A
A Ym
ψ2
}}|
|
|
|
Y
of rational maps commutes by construction. Note that the left side of this diagram
gives φ21 and the right side gives φ22, considered as rational maps from V2 to
Y . Thus φ21 and φ22 agree where both are defined; in particular, they agree on
V21∩V22. By [Har77, page 88], the morphisms φ21 and φ22 glue to give a birational
morphism φ2 : V2 → Y . It is clear that φ1 = φ2βm on V12, and so φ1 and φ2 glue
via βm : V12 → V21 to give a morphism φ : Y → Y . As φ is a local isomorphism at
every point of Y , it is an automorphism of Y by Lemma 8.2.
Now let V3 := X r H . Note that βm is defined on V3, and βm(V3) = V2, by
(8.21). Define
ψ3 := ψ2βm : V3 → Y.
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Now, V3 ∪ V1 = X , and V3 ∩ V1 = V12. By construction, ψ3 = ψ1 on V12. Thus we
may glue ψ1 and ψ3 to obtain a morphism
θ : X → Y.
Clearly θσ = φθ. Furthermore, as both ψ3 and ψ1 are finite maps, θ is finite.
Clearly Y is integral. We claim that Y is also separated. To see this, consider the
diagonal ∆Y = {(y, y)} ⊆ Y × Y . This is the image of the diagonal ∆X ⊆ X ×X
under the finite morphism θ × θ. As X is separated, ∆X is closed. By [Har77,
Exercise 3.5] the finite morphism θ× θ is closed. Thus ∆Y is also closed, and so Y
is separated. Thus Y is a variety.
For all n ≥ 1, the rational functions in Rn induce a rational map µn : Y → PNn
for appropriate Nn. By construction, for n ≥ m, the indeterminacy locus of µn is
equal to θ(Wn). In particular, it is contained in θ(W) and so supported at smooth
points of Y . Further, note that if n ≥ m and x ∈ θ(U), that locally at x the rational
map µn factors through the local isomorphism
(πnm)
−1ψ−12 : Y
//___ Yn ⊆ PNn .
Thus µn is locally a closed immersion at any point of Y r θ(W).
By resolving the indeterminacy locus of µn, we obtain a variety Y
′
n, a morphism
ξn : Y
′
n → Y and a morphism νn : Y
′
n → P
Nn so that the diagram
Y ′n
νn
!!C
CC
CC
CC
C
ξn

Y
µn
//___ PNn
commutes. For all n, let Nn := ν∗nO(1) and let
Kn :=
(
(ξn)∗Nn
)∗∗
.
Away from the indeterminacy locus of µn, Kn is isomorphic to µ∗nO(1) and is
invertible. As any rank 1 reflexive module over a regular local ring is invertible, Kn
is invertible on the indeterminacy locus of µn as well, and therefore is an invertible
sheaf on Y for all n ≥ m. Thus Rn ⊆ H0(Y,Kn), and the (set-theoretic) base locus
of the sections Rn of Kn is precisely θ(Wn) for n ≥ m.
For n ≥ m, consider the Weil divisor corresponding to the invertible sheaf θ∗Kn
on X . Away from the finitely many points in Wn, this is equal to ∆n−Ω. As X is
smooth at all points of Wn, by extending this equality to all of X , we obtain that
IΩLn = OX(∆n − Ω) = θ
∗Kn
for n ≥ m.
Let M :=
(
Km(Km+1)−1
)φ−m
, and let Z := K−1m ⊗M· · · ⊗M
φm−1 . Then
θ∗M =
(
(IΩLm)(IΩLm+1)
−1
)σ−m ∼= (Lσm)σ−m ∼= L,
and
θ∗Z = (IΩLm)
−1Lm ∼= (IΩ)
−1.
As θ∗Z is an effective Cartier divisor, so is Z; that is, Z−1 is an ideal sheaf defining
a locally principal curve on Y . We will denote this curve by Φ; by construction,
θ∗Φ = Ω. Note that Kn ∼= IΦMn.
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Recall that L is ample. As θ is finite, M is ample by [Gro61, Proposition 2.6.2].
Thus Y carries an ample line bundle and so is projective. The numeric action of φ
is clearly still trivial, and so M is also φ-ample by [AV90, Theorem 1.7]. We have
Rn ⊆ H0(Y,Kn) ⊆ H0(Y,Mn). 
We remark that the fact that Y is a projective variety may also be deduced from
[RS06, Proposition 7.4].
9. Surjectivity in large degree
Let D = (X,L, σ,A,D, C,Ω) be transverse surface data, and suppose that R ⊆
T (D) is a graded ring. In this section, we digress for a moment to establish sufficient
conditions forR and T (D) to be equal in large degree. Our methods involve reducing
the question to one involving subrings of twisted homogeneous coordinate rings of
σ-invariant curves on X . We wish to use the results of [AS95] on subrings of
idealizers on curves; however, as those were proved only for reduced and irreducible
curves, we repeat the proofs here in a more general context.
Theorem 9.1. Suppose that the surface data
D = (X,L, σ,A,D, C,Ω)
is transverse. Let T := T (D) and let T := T (D). Let R be a subalgebra of T with
R1 6= 0, and fix 0 6= z ∈ R1. Let Rn := Rnz−1 and let Rn(X) := Rn · OX .
Suppose that Rn(X) = Tn for n≫ 0. Let W be the cosupport of ADC and let
W :=
⋃
p∈W
O(p).
Further assume that for all n ≫ 0, the rational map defined on X by the rational
functions in Rn is birational onto its image and is a closed immersion at each point
in X rW. Then Rn = Tn for n≫ 0.
We will prove Theorem 9.1 in several steps. We first establish some notation.
If Γ is a σ-invariant proper subscheme of X , then σ restricts to an automorphism
of Γ, which we also denote by σ. For any such Γ, let BΓ = B(Γ,L|Γ, σ). We may
consider T and R to be subrings of B(X,L, σ); we will let TΓ, respectively RΓ, be
the image of T , respectively R, under the natural map from B(X,L, σ) to BΓ.
Proof of Theorem 9.1. By Lemma 2.9, the sequence of bimodules {(Rn)σn} is left
and right ample; thus by Lemma 7.4, T is a finitely generated left and right R-
module. Let Jl := l.annR(T/R) and let Jr := r.annR(T/R). Note that Jl is a
graded right ideal of T and that Jr is a graded left ideal of T . Our assumptions
imply that R and T have the same graded quotient ring, and thus Jl and Jr are
nonzero. Let K := JrJl. Then K 6= 0 is a nonzero graded ideal both of R and of
T . Note also that by Theorem 2.8, both T and T are noetherian.
By [Sie09, Proposition 4.10], there is a σ-invariant ideal sheaf K on X such
that for n ≫ 0, we have Kn = H0(X,KRn)zn. Let Γ be the σ-invariant closed
subscheme defined by K; then dimΓ ≤ 1. By transversality of the defining data for
R, the σ-invariant subscheme Γ is disjoint from W, and Ω ∩ Γ consists of points of
infinite order. Let J be the ideal sheaf on Γ of the scheme-theoretic intersection
Ω ∩ Γ. Since Ω is locally principal, Rn|Γ = J (Ln|Γ) for n ≥ 1.
Note that R/K and RΓ are equal in large degree, and T/K and TΓ are equal
in large degree. Note also that as for n ≫ 0 the rational functions in Rn define a
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closed immersion at all points of X rW, that their restrictions to Γ ⊆ X rW also
define a closed immersion for n≫ 0.
We claim that RΓ and TΓ are equal in large degree. Before proving this claim,
we give a lemma generalizing a result of Artin and Stafford.
Lemma 9.2. (cf. [AS95, Lemma 4.6]) Suppose, in addition, that there are no
proper σ-invariant subschemes Y of Γ so that (TY )/(RY ) is infinite-dimensional,
and that there are σ-invariant ideal sheaves I1, . . . , Iℓ ⊆ OΓ so that I1I2 · · · Iℓ = 0
on Γ. Then TΓ/RΓ is finite-dimensional.
Proof. The proof is similar to the proof of [AS95, Lemma 4.6]; we give it in detail
because some of the details are different in our more general context.
Suppose, in contrast, that TΓ/RΓ is infinite-dimensional. We first note that if J
is a nonzero graded ideal of TΓ, then there is a graded ideal J
′ ⊇ K of T so that
J = J ′/K in large degree. By [Sie09, Proposition 4.10], in large degree J ′ consists
of sections of Rn that vanish on some σ-invariant proper subscheme Y of Γ, and so
(in large degree) TΓ/J = TY . As RY and TY are equal in large degree but RΓ and
TΓ are not equal in large degree, J 6⊆ RΓ.
Thus RΓ and TΓ have no nonzero ideals in common. By induction, we may
assume that ℓ = 2. Let Z1 and Z2, respectively, be the subschemes of Y defined by
I1 and I2, respectively. Let M := L|Γ and let B := B(Γ,M, σ). For i = 1, 2, let
Ki :=
⊕
n≥0
H0(Γ, IiMn)z
n ⊆ B,
and let Mi := Ki ∩ TΓ. Note that the Mi are two-sided ideals of TΓ. As I1 is an
OZ2-module, the right and left actions of TΓ on M1 factor through T2 := TΓ/M2.
Now, TΓ is noetherian and soM1 is a finitely generated left and right T2-module.
Let R2 := (RΓ+M2)/M2 ⊆ T2. By hypothesis, R2 and T2 are equal in large degree.
Thus R2 is noetherian, and both M1 and N := RΓ ∩M1 are finitely generated left
and right R2-modules. Let N
′ := T2NT2 ⊆ M1. This is a finitely generated R2-
module; since R2 and T2 are equal in large degree, N
′ and N are also equal in large
degree.
There is thus some n0 so that N≥n0 = N
′
≥n0
is a left and right T2-module. That
is, N≥n0 is an ideal of TΓ. As N≥n0 ⊆ RΓ and RΓ and TΓ have no nonzero ideals
in common, N≥n0 = 0.
Since (RΓ)≥n0 ∩M1 = 0, we have an injection (RΓ)≥n0 →֒ T1. This implies that
the map defined by the sections (RΓ)n of Mn factors through Z1 for n ≥ n0, and
so is not an embedding. This gives a contradiction. 
We return to the proof of Theorem 9.1. We show that RΓ and TΓ are equal
in large degree. By noetherian induction on Γ, we may assume for any proper
σ-invariant closed subscheme Y ⊆ Γ that RY has finite codimension in TY .
We first suppose that Γ is reducible. Let k be such that σk fixes all irreducible
components of Γ. The hypotheses of Lemma 9.2 thus hold for R
(k)
Γ and T
(k)
Γ .
Applying Lemma 9.2, we see that T
(k)
Γ /R
(k)
Γ is finite-dimensional.
We show that this implies that TΓ/RΓ is finite-dimensional. Let Fn := Rn|Γ,
and let
F :=
⊕
n≥0
(Fn)σn .
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The noetherian property of T descends to the OΓ-bimodule algebra F , and so F
and its Veronese F (k) are noetherian. As the restriction of an ample sequence to
a σ-invariant subscheme, the sequence of bimodules {(Frk)σrk}r≥0 is left and right
ample.
Recall that J = IΩOΓ ⊆ OΓ. Let M := L|Γ. Fix 0 ≤ i ≤ k − 1, and let
P :=
⊕
n≥0
JMi+nk =
⊕
n≥0
Fi+nk.
Let N := (Lσ
−i
i )|Γ. The sheaf JN
−1 on Γ is invertible, and so the submodule
lattices of the right F (k)-modules P and
(JN−1)σ−i ⊗ P ∼=
⊕
n≥0
(JJ σ
−i
Mnk)σnk ⊆ F
(k)
are isomorphic. In particular, P is a coherent right F (k)-module.
Fix n0 so that if n ≥ i + n0k, then (RΓ)n generates Pn. Let n1 ≥ n0 be such
that
Fi+n0k ⊕ · · · ⊕ Fi+n1k
generates P≥i+n0k as a right F
(k)-module. Then for r ≥ n1, we have
(TΓ)i+rk = H
0(Γ,JMi+rk)z
i+rk = H0
(
Γ,
n1∑
j=n0
Fi+jkF
σi+jk
(r−j)k
)
zi+rk
=
n1∑
j=n0
H0
(
Γ,Fi+jkF
σi+jk
(r−j)k
)
zi+rk.
By Lemma 7.3, for fixed ℓ and for r≫ 0, we have
(RΓ)ℓ(TΓ)rk = H
0
(
Γ,FℓF
σℓ
rk
)
zℓ+rk.
Recall that R
(k)
Γ and T
(k)
Γ are equal in large degree. Thus, by taking r ≫ 0, we
obtain that
(RΓ)i+rk ⊆ (TΓ)i+rk =
n1∑
j=n0
(RΓ)i+jk(TΓ)(r−j)k =
n1∑
j=n0
(RΓ)i+jk(RΓ)(r−j)k ⊆ (RΓ)i+rk.
Since this holds for 0 ≤ i ≤ k − 1, RΓ has finite codimension in TΓ.
Now suppose that Γ is irreducible but not reduced. Then the nilradical N of
OΓ is a σ-invariant nilpotent ideal sheaf on Γ; so the hypotheses of Lemma 9.2
hold for RΓ and TΓ, with I1 = I2 = · · · = Iℓ = N . We see again that TΓ/RΓ is
finite-dimensional.
Thus we have reduced to considering the case that Γ is reduced and irreducible.
Now, if Ω∩Γ = ∅, then RΓ and TΓ are equal in large degree by [AS95, Theorem 4.1];
in particular, this holds if Γ is a point. If Ω ∩ Γ is nonempty, and Γ is a reduced
and irreducible curve, then TΓ/RΓ is finite-dimensional by [AS95, Proposition 5.4].
We have thus shown that there is an ideal K of T that is contained in R and so
that (R/K)n = (RΓ)n = (TΓ)n = (T/K)n for n≫ 0. Thus Rn = Tn for n≫ 0. 
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10. The proof of the main theorem
In this final section, we prove Theorem 1.10, Theorem 1.8 and Theorem 1.11.
We also discuss possible extensions to birationally commutative graded algebras of
higher GK-dimension.
We restate our main result.
Theorem 10.1. Let k be an uncountable algebraically closed field and let R be a
birationally commutative projective surface over k. Then there is transverse surface
data E = (Y,M, φ, E ,F ,G,Φ), where φ is numerically trivial, and a positive integer
N so that R(N) ∼= T (E).
Proof. By Corollary 7.11, there are a positive integer ℓ and transverse surface data
D = (X,L, σ,A,D, C,Ω)
so that X is normal, σ is numerically trivial, Rℓ generates K, and
R(X)(ℓ) ∼= T (D).
Note that Assumption-Notation 7.1 holds for R(ℓ). Let Zn be the base locus of Rnℓ.
Let W be the cosupport of ADC. Let
W :=
⋃
p∈W
O(p).
By Theorem 8.20 there are a projective variety Y , a numerically trivial automor-
phism φ of Y , an ample invertible sheaf M on Y , a locally principal subscheme Φ
of Y , and a finite birational morphism θ : X → Y so that for n ≫ 0 the rational
functions Rnℓ induce a closed immersion into projective space at every point of
Y r θ(W) and so that θσ = φθ, θ∗M = L, and θ∗Φ = Ω; further, set-theoretically
the base locus of the sections Rnℓ ⊆ H0(Y, IΦMn) is equal to θ(Zn).
Let Λ, Z, and Λ′ be the subschemes of X defined respectively by A, D, and C.
Note that θ is a local isomorphism at all points in Λ ∪ Z ∪ Λ′. Let E be the ideal
sheaf of θ(Λ), let F be the ideal sheaf of θ(Z), and let G be the ideal sheaf of θ(Λ′).
The ideal sheaves E , F , and G on Y pull back to A, D, and C respectively.
Furthermore, by working locally at each point of θ(W ), we see that IΦEG ⊆ F . As
distinct points in the cosupport of D have distinct σ-orbits, distinct points in the
cosupport of F have distinct φ-orbits.
Let
D′ := (Y,M, φ, E ,F ,G,Φ).
By construction, R(Y )(ℓ) ∼= T (D′). We check that the data D′ is transverse. It fol-
lows from the corresponding statements for X that {φn(θ(Z))}n∈Z, {φn(θ(Λ))}n≥0,
and {φn(θ(Λ′))}n≤0 are critically transverse, and that for any reduced and irre-
ducible Γ ⊂ Y , the set {n | φn(Γ) ⊆ Φ} is finite. Since Φ is locally principal, by
[Sie09, Lemma 3.1], {φnΦ} is critically transverse. Thus D′ is transverse surface
data.
We have seen that for n ≫ 0, the sections in Rnℓ define a closed immersion at
all points of Y r θ(W). Theorem 9.1 now implies that there is some k ≥ 1 so that
Rnℓ = Tn
for n ≥ k. Thus if E is the surface data given by Lemma 6.11 so that
T (D′)(k) = T (E),
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then E is transverse and
R(kℓ) = T (E),
as claimed. 
Theorem 1.10 follows directly from Theorem 10.1.
Proof of Theorem 1.8. By Theorem 10.1, we may replaceR with a Veronese subring
so that there is transverse surface data D = (X,L, σ,A,D, C,Ω) with R ∼= T (D).
Let C′ := (D : IΩA). Let
F := (X,L, σ,A,D, C′,Ω)
and let S := T (F). Note that R≥1 is a left ideal of S. By [Sie09, Corollary 4.7], R
and IS(R≥1) are equal in large degree.
Now let A′ := (D : C′). Let
G := (X,L, σ,A′,D, C′, ∅)
and let T := T (G). Then S≥1 is a right ideal of T , and applying [Sie09, Corol-
lary 4.7] again, we see that S and IT (S≥1) are equal in large degree. The pair
(A′, C′) is maximal with respect to
A′C′ ⊆ D.
If D = OX , then T is a twisted homogeneous coordinate ring. If D is nontrivial,
then T is an ADC ring, as defined in the introduction, and R is in large degree
equal to a left idealizer inside a right idealizer in T . 
We prove one corollary of Theorem 10.1. Recall that a noetherian connected
N-graded algebra R satisfies left (right) χj if, for all i ≤ j, and for all finitely
generated left (right) graded R-modules N , the groups
lim
n→∞
ExtiR(R/R≥n, N)
are finite-dimensional. If R satisfies left and right χj for all j, then R satisfies χ.
Corollary 10.2. Let R be a birationally commutative projective surface. The fol-
lowing are equivalent:
(1) R satisfies left χ2;
(2) R satisfies right χ2;
(3) R satisfies χ;
(4) Some Veronese R(k) is a twisted homogeneous coordinate ring B(X,L, σ),
where L is σ-ample.
Proof. For any k ≥ 1, R is a finitely generated left and right R(k)-module, by [AS95,
Lemma 4.10(iii)]. Thus left or right χi hold for R if and only if they hold for R
(k).
By Theorem 10.1, for some k we have R(k) ∼= T (D), where D is transverse surface
data. The four conditions are equivalent for T (D) by [Sie09, Theorem 5.9]. 
Theorem 1.11 follows from Corollary 10.2.
To end this chapter, we make a few remarks on a possible extension of Theo-
rem 10.1 to rings of higher GK-dimension. One class of rings one would like to
understand are what we will call for purposes of discussion GK 5 birationally com-
mutative projective surfaces: that is, connected N-graded noetherian domains R
whose graded quotient ring is of the form
K[z, z−1;σ]
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for some field K of transcendence degree 2 and geometric, but non-quasi-trivial
automorphism σ of K. (Recall from Theorem 3.1 that such a ring must have
GK-dimension 5.) The results of [RS06] on algebras generated in degree 1 apply
also to GK 5 birationally commutative projective surfaces. We conjecture that
Theorem 10.1 extends to algebras of this type that are not generated in degree 1.
To make this extension would require modifying proofs in the current work that
use the hypothesis that σ is quasi-trivial.
This hypothesis is often convenient, and is sometimes essential to our proofs.
We have not been able to construct alternate proofs for all results that rely on
quasi-triviality. It appears, however, that one can use the Kodaira classification
of surfaces to show that there are limited possibilities for defining data of GK 5
surfaces. This work is ongoing.
There are also GK 4 finitely N-graded subrings of K[z, z−1;σ] for appropriate K
of transcendence degree 2 and σ ∈ Autk(K). By Theorem 3.1, for these algebras σ
is not geometric. Rogalski and Stafford conjecture [RS06] that these GK 4 algebras
are never noetherian. Proving or disproving this conjecture is an interesting and
delicate question; if some prove to be noetherian, one would presumably hope to
classify them, as well.
Finally, one can ask whether some version of Theorem 10.1 works for higher-
dimensional varieties. To begin to answer this question, it clearly makes sense to
work over C and to work with automorphisms σ that have a projective model X
on which they are quasi-trivial. By [Zha08, Lemma 2.23], this is equivalent to
assuming that some power of σ lies in Auto(X).
To try to extend Theorem 10.1 to this context, one has first to understand na¨ıve
blowups at higher-dimensional subvarieties. What transversality properties of the
movement of a surface under an automorphism of a 4-fold ensure that the corre-
sponding na¨ıve blowup is noetherian? Assuming that these questions are solved,
one would then need to modify the many proofs in this paper that depend on the
fact that X is a surface; for example, we constantly use the fact that by definition,
the base locus of the sections in Rn must be 0-dimensional, since the correspond-
ing invertible sheaf is defined as a minimal object. Similar problems would arise
in using the techniques of [RS06], since their proofs rely on Castelnuovo-Mumford
regularity techniques that require low dimension of the subschemes one is blowing
up. So far little is known about these interesting questions.
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