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ABSTRACT 
The characteristic polynomial Ag is given for a rank-one perturbation ~ = A - eb ~' 
in which A is square and f(A)e = 0 for some polynomial f()0. This expression 
illustrates the exact way in which the factors of the polynomials A t and f are 
interchanged. For the minimal polynomial the same is done for the case where f is 
linear. This type of perturbation is then used to obtain a slightly more genera] 
characterization f complete controllability for a single-input system, in terms of the 
A-adjoint. In addition, this type of perturbation is used to generate a large class of 
simple matrix examples (possibly integer) with prescribed characteristic and minimal 
polynomials. 
1. INTRODUCTION 
The question of perturbing a given matrix A so that the new matrix has a 
prescr ibed characteristic polynomial A is an old one, and is often referred to 
in control theory as the "'pole placement problem" [1]. The computation of 
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the minimal polynomial ~b, on the other hand, is restricted to the interlacing 
inequalities as given by Thompson [9] and S~ [10]. In this note we shall 
examine the special perturbation (~ = A - '  eb  r, where f (A)e = 0 for some 
polynomial f .  In particular the case where f is linear will be considered. 
We shall demonstrate that for this type of perturbation one can see 
exactly how the factors (i.e. poles) in A are affected. Moreover, when f is 
linear the same can be said about the minimal polynomial ~b. One cannot 
expect to nail down 05 in all cases, since one only has limited input of 
information. To be more specific we shall have to make addition assumptions 
in particular cases. 
We shall further show how this type of perturbation is related to the 
general pole placement problem and give a generalization of the result by 
Butman and Sivan [2]. This result is a characterization f complete controlla- 
bility for a linear differential equation with one input, in terms of a divisibility 
condition of the A-adjoint B(A) = adj(AI - A). It appears that these results 
are easier to implement than the interlacing theorems of [9] and [10]. 
A by-product of the analysis will be that this type of perturbation can be 
used to generate a class of simple (possibly integer) matrices with prescribed 
poles and prescribed minimal polynomial, thereby extending the method 
given by Cronin [3]. 
Throughout his paper, all matrices are over a general field D z. The 
characteristic and minimal polynomials of A ~ UZ, x n will respectively be 
denoted by 
AA(A ) = a 0 + alA + ... +a,A ' ,  ~O(A) = t~ 0 "~- t21/~ + " ' "  +am~, m 
(1.1) 
with a, = 1 = am" For convenience l t A(A) = 6(A)~b(A). The A-adjoint and 
reduced adjoint [5, p. 90] will be defined and denoted by 
B(A)  = - a )  = 
n-  1 m - 1 
E A,A', C(A) = radj()tI - A) --- E Ai/~,, 
i=0  i=0 
where A,_ i = I = Ar~-1. These are related via B(A) = 6(A)C(A). 
We shall also need the controllability and observability matrices ~ and O, 
which are given by 
= ~, (A ,e )  = [e, Ae . . . .  , A ' -  le] and 
o= On(a,b) = [b, aTb  . . . . .  (aT) " - lb ]  
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Where convenient we shall suppress the A, e, and n dependence. For a 
polynomial f(A) =f0 +f l  A + "'" +fk Ak we use of  to denote its degree, and 
we represent i s finite-difference quotient by, 
f (A)  - f ( /x )  k-1 
= = E f~(A)/ , ' ,  (1.2) f [a , / *1  a - t* ,=o 
where f~(a) = f~ + t + f~ + 2 a + ." +fk ak- ' -  1. In addition we define its asso- 
ciated Toeplitz and Hankel matrices respectively by 
ffk ' k 
Tk+ l[ f (A)]  = fo 
k 
fo 
(1.3) 
and 
"~( f )  = ./'2 
0 
The rank, the range, the nullspace, and the spectrum (of distinct eigenvalues, 
if any) of A will be denoted by rk(A), R(A), N(A), and o-(A) respectively• 
The adjoint polynomials are defined and denoted by [4; 5, p. 89] 
pi(A) = a~+ 1+ ai+2A + ... +anA,,-i (1.4) 
for i = -1 ,  0 . . . . .  n - 1, with p,,_l(A) = 1 and p_l(A) = AA( /~) .  
It is well known [1] that the linear single-input system 
= Ax + eu( t )  (1.5) 
is completely controllable iff the rank of the controllability matrix ~ is equal 
to n. We shall show how the question of pole placement is equivalent to the 
question of finding a common factor for the entries in B(A)e. 
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Throughout, let b and e be nonzero columns, let d be a scalar, and let 
[A :] (10> ( = A - eb r and M = br . 
The minimal polynomials of the vector e with respect o the matrices A and 
~" will be denoted by ~ and ~ respectively. 
We shall use e i to denote the standard unit column and let h stand for 
[1, 1 . . . . .  h,,-1]r. Also, let Iel denote the determinant of A. 
The term factor will mean a nontrivial (4= 0, 4= 1) factor. 
2. PRELIMINARY RESULTS ON THE A-ADJOINT 
Suppose we let p(h) = [p0(h) . . . . .  Pn-1 (h)]T" Then on using the above 
definitions of ~ and O, we see that [4] 
p (h)=~2~ and A, --- p,( A). (9..1) 
We may now state 
LEMMA 2.1. 
(a) The adjoint polynomials are linearly independent. 
(b) B(x)e --- ~x .  
(c) b~B(h) = X~O. 
Proof• (a): Observe that if y rp (h) -  0, then y~'~h = 0. This yields 
Y~nn = OF and so y = O, because Xn is invertible. In other words, the Pi are 
linearly independent. 
(b): This is essentially contained in [8, p. 198]• For completeness we add 
B(A)e = E n-1 AieA i = E n - i  A i ~n - - r - i -1  c interchanging i=0  i=0  r= i+ l  arli , which on 
summations may be written as 
I al 
a2 
8(A)e  = [e, A~ . . . . .  A" -~]  . 
I_an 
a 2 an[x] 
x ~XnX. 
0 An- 1 
(2.~) 
(c): This follows by symmetry. • 
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Suppose now that A, ~, and M are given as above. It is well known that 
IMI = diAl - bT(adj A)e, (2.3) 
which we apply to 
[,,o :][+ 
to give the characteristic polynomials 
A¢()t) = an(a)  - brB(A)e,  
A. ( ) t )  = (A - d )Aa(a  ) - bTB(a)e.  (2.5) 
From these it is clear that the key expression in both perturbations i  the 
term brB()t)e, which we shall analyze in Section 3. 
The appearance of the A-adjoint B(A) in (2.5) is a special case of a more 
general result on finite differences. If f(A) = f0 + f~ A + "" +fk Ak and A, 
b, and e are given, then we define the associated hatched polynomial by 
f#(A)  =f (A)  + bT[ ,~I ,  A]e. (2.6) 
Needless to say, f#  will have the same degree as f ,  and is a function of f ,  
A, b, and e. This function is no stranger; indeed, if we take f = A a, then 
f[aI, A] = B(,t) [5, p. 84] and i f (a )  = AA(,~) + brB(a)e- In other words, 
f#  = A¢. Likewise, if f = g'a, then f# = ¢'A + brC(a)  e, which reduces to 
f#  = (A JAa)~a.  
To identify the hatched polynomial more closely, let us define the scalars 
s~ = brXe. This allows us to write 
k- I  
brf[AI, A]c = E f/(/~)t?i, (2.7) 
i=0  
where the f~(A) are as in (1.2). Next, if we define f = [f0 . . . . .  f~]r then we 
may write f(A) = Arf and we may express (2.6) in matrix form as 
f#(a)  = arf #, (2.8) 
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where 
f#  = (2 .9 )  
and 8(A) = 1 + 60h + ..- +ek_l  Ak. It is sometimes convenient to write 
Tk+ 1[ A, b, el, to emphasize the dependence of the Toeplitz matrix. 
For example, if f(A) = AA(A) = Ara and f*(A) = A~(A) = hrz, then 
z = Tn+][6]a .  (2.10) 
This may be verified directly. Indeed, if A~(A) = z 0 + zlh + .....]_ }~n then 
z, = a~ + brAie = a i + br (a i+ l I  + ai+2A + ... +anAn- i -1 )e  = a i + 
ai+180 -4- ai+2g 1 -4- ... "t-an~n_i_l, which is precisely (2.10) when written 
out in scalar form. 
The real relation between f and the hatched polynomial f#  lies in the 
realm of annihilating polynomials, which we shall examine shortly. 
3. A DIVISION THEOREM 
Relative to the definitions of Section 1 we may state: 
THEOnEM 1. The following are equivalent: 
(1) ~" is singular. 
(2) 0@eA(/~) < n. 
(3) f (A)e = 0 fo r  some nonzero polynomial f (h )  with Of < n. 
(4) h(A)e  = O, where h = (oA, f )"  
(4a) g(A)e = 0, where g = (AA, f ) .  
(5) The eigenvalues of  ~ cannot be assigned arbitrarily 
(6) The entries in C( h)e have a factor in common with CA(A). 
(6a) The entries in B( A)¢ have a factor in common with AA(A). 
(7) The entries in C(h)e have a factor in common. 
(7a) The entries in B(h)e have a factor in common. 
I f  any of  the above cases hold, then 
at(x) aA(A) ,(X) 
g(X) g 
a (A) 
- - -  
h(A) 
(3.1a) 
(3.1b) 
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Proof. (1) =* (2): If ~' is singular, then its columns {e, Ae , . . . ,  A"- le} 
are linearly dependent, and hence the minimal polynomial ~bc a of e with 
respect o A has degree at most n - 1. 
(2) ~ (3): Take f = ~0c a. 
(3) ~ (4), (4a): Let g(A) = gcd(f, Aa), h = (f, ~Oa) , and set A a = gT~ a, 
Sa = h 6A, and f = gf  = hf. Then it is easily seen that h divides g and that 
()~ A) = 1 = ¢ $). Consequently, f (A )  and f (A)  are both invertible. Thus 
0 = f(  A)e = f(  A)g( A)e = f(  A)h( A)e, ensuring that 
g (A)c  = 0 = h(A)c .  
(4) ~ (5): If  h(A)e = 0 then h(A)~ = Ah(A) and thus h(a)~ k = 
Akh(A) for all k = 1,2 . . . . .  Now if ~0¢(h) is the minimal polynomial of ~', 
then 0 = h( A)~O¢( ~" ) = ~;( A)h(A). Consequently we must always have that 
~,OA( h) l h( h)Oc( h) l g( h)Oc( h). (3.2) 
This means that neither ~0c(h) nor A¢(A) can be arbitrary. That is, the 
eigenvalues cannot be assigned at will. 
It should be noted that g will not divide 0 in general, but that h does 
divide ~0. Hence we can rewrite (3.2) as 
T (3.3) 
(4a) ~ (5): If g(A)e = 0, then analogously we arrive at ~0a(h) l
g(h)0¢(h),  which is already contained in (3.2). 
(5) =, (1): Assume that ~ is invertible. Then from Lemma 1, we see that 
brB(A)e = bT~HA, which can be assigned any polynomial r (h)  = rTh by 
taking b T = rTH- I~ -1. Hence A~(,0 = AA(h) + r (h)  can be assfgned arbi- 
trarily. This assignment is sometimes called Bass-Gura feedback [8]. 
(4) =, (6): Suppose that h(A)c  = 0, where h(h) divides ~b a and is not 
identically zero. By the division algorithm, we may write 
h (h) I  - h(A) = (h i  - A)h[hI,  A]. (3.4) 
Premultiplication by (h i  - A) -  1 now yields 
C( ,~)[h( A)I - h(A) ]  = Oa( ,~)h[ M, A], (3.5) 
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which on postmultiplieation by e gives h(A)C(A)e = ~ba(A)h[AI, A], or 
~(a) 
C( A)e = ~h[  AI, Ale. (3.6) h(A) 
This means that d)a'= ~ba/h divides all entries in C(A)e, even though 
gcd(C(A)) u = 1. 
(4a) ~ (6a): Repeating with B(A) and g(A), we obtain similarly that 
aA(x) 
B(A)e = )g(A-----x-g[ AI, Ale, (3.7) 
which shows that A = A/g divides each entry in B(A)e. Recalling that 
B(A) = 6C(A), we may further conclude that 
g[AI,  A] = ~h[AI, A]. (3.8) 
(6) =o (7) and (6a) =~ (7a) are clear. 
(7) ~ (7a): Since B(A) = 6(A)C(A), this is clear. 
(7a) =o (1): l_~t B(A)e = g(A)y(A) with g ¢= 1, and suppose go is invert- 
ible. Then by Lemma 1, g(A)y(A)= goHA, which translates into A = 
g(A)H- lgo- ly(A) = g(A)w(A) for some w(A). Equating (1,1) entries shows 
that 1 = g(A)wl(A), forcing g(A) = 1, a contradiction. In other words, if go 
is invertible, then the entries in B(A)e have no common factor. To complete 
the proof, assume that any of the conditions of Theorem 1 hold. Then from 
(3.7) we see that 
AC(A ) = A a + bTB(A)e = A a + ~bTg[ I ,  A]e 
aA(x) 
g(A) (3.9) 
and similarly (3.1b) follows from (3.6). This completes the proof. 
REMARKS. 
(1) Since h I g and B(A) = 6(A)C(A), it is obvious that (4) ~ (4a) and 
(6) = (6a). 
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(2) Equation (3.9) shows that the factor g(A) in A a is replaced by the 
new factor g° (A)= g(A)+ brg[AI, A]e, which looks surprisingly like a 
Taylor expansion. It is valid irrespective of the multiplicities of the factors in 
A A. In particular, we may replace one eigenvalue at a time, even if it is 
repeated. 
(3) The above result hold over any field. 
(4) Condition (7a) of Theorem 1 generalizes condition (6a), which was 
given by Butman and Sivan in [2]. 
(5) Condition (7a) shows that if ~ is invertible, then the column vector 
B(A)e = ~A cannot have a factor in common with A(A). In the case of a 
closed field, this means that ~XA has no linear factor A - A 0, where A 0 is 
an eigenvalue. Thus if A k = [1, A k . . . . .  A~- l ]  T, then c~g"A k = 0 for all 
A k ~ o-(A). It is not clear why this guarantees that ~ must be invertible. 
(6) We may think of (3.9) as a perturbation result. It shows how the roots 
may split if we add a special rank-one perturbation to A. 
(7) A similar result holds when brf (A)  = 0 r. 
(8) The above perturbation lends itself to an easy construction of matrices 
(of a particular type if so desired) with a suitably prescribed characteristic 
polynomial AC, provided 
(i) AA(A) is easy to calculate, 
(ii) g(A) and e are easily found. 
Especially simple cases are where g(A) = A - A 0 or g(A) = A, which we 
shall examine in Section 5. 
4. ANNIHILATING POLYNOMIALS 
Let us now return to the rote that fo plays in the study of annihilating 
polynomials. In (2.10) we saw that z = Tn+ la. We shall now see the real 
reason why this is so. 
Suppose now that g(A)e = O, that is, g(A) is an annihilating polynomial 
for the vector e of degree k. Needless to say, there is perfect symmetry 
between A and ~" in the sense that g(A)e = 0 ¢:, r(£')e = 0 for some 
polynomial r(A). Let us now try to find this polynomial. 
Indeed, it follows by induction or by using (3.8) of [6] that 
Ake= ek_ te+ e~_2f fe+. . .  +e0~ "k le+ ffke (4.1) 
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6k = Tk "~ 60Tk- I  -4- "'" -'~6k_lTO ,
where again 6 i = brA~c and r i = br~c.  In matrix form (4.1) becomes 
~(a)  = ~(~)~rk[6(X) ] ,  
(4.2) 
(4.3) 
where 6(A) = 1 + go A + "" + G-  2 A"- 1 and k = 0, 1 . . . .  , n. By symmetry 
we may also conclude that 
~'k(~') = ~k(a) r~[ , (a ) ] ,  (4.4) 
In particular, 
Tk[6(~) ] -1  = Tk[T(~) ]  " (4 .5 )  
in which r(A) = Arr and 
¢o=6o and ¢1=61-6o  2. (4.6) 
Next suppose that g(A) = Arg, where ag < n and g = [go, gl . . . . .  gk] r. 
Then by (4.1) we see that 
r (  ~ )c  = 0, (4.7) 
r = Tk+l [6 (A) ]g .  (4.8) 
Using (2.9), we may in fact conclude that r(A) = g#(A). Thus 
g( a )¢  = 0 ¢* g"( ~)e  = O. (4.9) 
Moreover, if f (  ~" )e = O, then f(A)c = 0, where f = Tk+ ~[rlf. We shall use 
these formulae repeatedly. 
where z(A) = 1 - roA . . . . .  Tn_21~ n- l ,  k = 0,1 . . . . .  n. 
It now comes as no surprise that (4.2) ensures that the Toeplitz matrix 
Tk[6(A)] is the inverse of Tk[r(A)]. That is, 
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As a first application let us take h = Oc a, with Oh = s, say. Then 
h#({)e  = 0, with 0h # = s, which implies that ~O~l h#(A), and so a~O~ < 
s = 0qJ~ a. By symmetry we may conclude that 
d~Oc a = 0~O~, (4.10) 
which ensures that h#(A) = ~0f. 
Let us now return to the minimal polynomials and use the results of 
Section 3. Equation (3.2) shows that if g(A)c = 0 and h = (~b a, g), then the 
minimal polynomials of A and ~ = A - eb T are related via 
@a( X) l h( X)~O¢( X) l g( X)~O¢( X). (4.11) 
If for example we pick g (A)= AA(A), then g#(f f )e  = 0 and g'~(A) I 
~b a I ~0a I AA. Since ag # = n, it follows that g#(A) = Ac(A), which confirms 
(2.5). 
Suppose now that f = h is a factor of ~O. Applying (4.11) to ~" now shows 
that 
~O~ I h#(A) ~bA, (4.12) 
which may be combined with (3.2) to give (tOA/h) l qJ~ I h'~0A, and hence 
¢A A) (4 .13)  *C= --h--W( , 
where w(A) lh(A)h#(A). In other words, the part of ~0 a that does not 
include h stays the same in moving from A to ~. Only h is replaced by w(A). 
In particular if we select h = ~0c A, then ~b¢ = (I[IA//~teA)w, where w I ~0cA~0~. 
In special cases, such as where f = h is linear, more can be said. This we 
now investigate. 
5. THE LINEAR CASE 
Assume that Ae= ae,  and let g(A) =) t -  ce= ~0c a. Then ~ 'e=(a-  
s0)e , r(A) = A - (a  - so), and g'(A) = 1. Now from (3.9) we see that 
, - - s,,) 
(5 . i )  
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which means that the pole a has been replaced by the pole a -  Co. 
Moreover, (4.7) shows that q,~(h)/qJa(h) must have one of the following 
fo r lns :  
1 A - (a  - 80) 
X - (a  - 80) or (5.2) 1, h -a '  ' A -a  
Thus the degree of the minimal polynomial can, in our special case, at most 
go up or down by unity. 
Let us now analyze the relation between the two minimal polynomials 
more closely. Using (3.8) of [6] and (4.6), we see, under the assumption that 
Ae = ac,  that 
- -  "l'k - 2 
= A k - cbT[ I ,  A . . . .  , A k - l ]  
- -  T O 
1 
.... 0 1]I1 1 a 
0 o /k -1  
= A k - cbT"qk(A) (5.3) 
for 
qk(A) = -  ~--~ A*aJrk_,_j with z_~=-1 .  
i+j<~k+ 1
Hence for any polynomial f (A)  = f0 + f~ A + -.- +fk Ak, we have 
f (  ~" ) = f (A )  - cbTTrf(A), (5.4) 
where Cry(A) = S, ki=lfiqi(A). This polynomial clearly depends on oz, e0 as 
well as on f(A). 
We now observe that we may, for convenience and without loss of 
generality, assume that a = 0 and that qk(A) in (5.3) reduces to 
qk(A) = Ak-1 r0Ak-a . . . . . .  Tk_2 .  
In fact, if A'  = A - a I  and if' = ~" - a I ,  then 0a,(A) = 0A(A + a),  and so 
any relation between ~b a, and Oc, will translate into a similar relation 
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between 0A and ~¢. There are now two cases that can occur, depending on 
whether e0 vanishes or not. 
I f  e0 = 0, then ~'e = 0as  well as Ae = 0. Now 
~-k~,= ~A k and AkA =A~ k, 
which confirms the fact that ~O¢(A) = 0a(A)" A ~ with y = 0 or + 1. From 
(5.4) we see that for any polynomial f (A)  we have f (~ ' )  = f (A )  - ebTf0(A), 
where this time 
f (A)  - fo 
fo(*) =L  +A*  + "'" +fz*~-'  = A 
It is now clear that 
f ( ( )  =f(A)  ~ bTfo(A)  =0 T (5.5a) 
and 
f ( ( )  =0 ,,, f (A)  =cbrfo(A). (5.5b) 
The latter shows that f (  ~ ) can only vanish when f (A )  has rank zero or one, 
while the former can be restated as 0~'(A) I f0(A) .  In particular, if f (A)  = 
#in(A) = A~f(A), with x(O) ¢ O, then fo(A) = A ~- ix(A) and 
tO;]Oa ¢* tbb(A) IA/-1X(A) relative to A r. 
I f  e o ¢ O, then f (~)  = f (A )  - ebr~rf(A), where 
I 
f1 
Try(A) = A~( f )T  = [1, A . . . . .  Ak_~ ] f,z. 
f2 ' fk 11 - -  T o 
--Tk-2 j 
= #r~+,b- l r ,  (5.6) 
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where f' = If1 . . . . .  fk ]r. In the special case where f = ~b a we see that 
7r(A) =#0(A) -  %t31(A) . . . . .  %_lt3m_l(A), where the t3i(A) are the 
refduced adjoint polynomials corresponding to OA. 
There are three case that stand out, and these are 
(1) -e  is a new pole (and thus ~ ¢ 0), 
(2) -e  is an old pole and 8 = 0, 
(3) -e  0 is an old pole and e0 ~ 0. 
I f  -~0  is a new pole, which does not appear in A a, then e 0 ¢0  and 
~¢(A) = ~bA(A)-(A + e0), or 
'~+~o 
Clearly in this case 0Oa ~< 00~. On the other hand, if -e  0 = A 1, then little 
else can be said in general. It would be of interest to know exactly when 
o ,A < oV, . 
We note in passing that by using left-right symmetry we may conclude 
that if bTA =/3  b T, then 
( /3 -  
a s (A) = aA(A) x _ /3  (5.7) 
Now if both brA =/3b  r and Ae = ae,  then we must have that (ol - /3 )e  0 = 
0, which shows that if e 0 ¢ 0 then ot =/3 .  Thus only one eigenvalue has 
been replaced. If, however, e 0 = 0, then neither eigenvalue condition changes 
A a . 
Let us now turn to some examples in which Ae = ae  and A a is easy to 
compute. See for example [3]. 
6. EXAMPLES 
EXAMPLE 1. Consider the matrix 
[ ° k°-I (6.1) 
A = l -Dx  ID  j" 
Of special interest is the case where D = diag[A 2 . . . . .  An] is diagonal [3]. It 
is easily seen that AA(A) = AAo(A) and ~b a = A~b o or ~b A = 0D- Moreover, if 
e= [1, x v ] r  then Ae = 0. 
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Now consider ~" = A - eb  T, where we set b = [/3, yr  ]r. Then from the 
above theory we know firstly that AC(,~) = ()t + s0)AD()t) and secondly that 
q,c = ~Aw, where w ~ {1, l /a ,  a + e0, (a + s0)/a}. Because of the special 
structure of A we may conclude that for any polynomial f()O, 
[ ,o o] [ o o] 
f (A )= Lx_ f (D)x  f(D) =e[L '0 ]+ - f (D)x  f(D) " 
Several conclusions can now be drawn. 
First, 
f (A )  = 0 iff f (D)  = 0 and f0 = 0, (6.3) 
from which we see that if D is invertihle then ~0 a = )rOD, while if D is 
singular then ~ = q'D- We shall also need the fact that 
f (D)  =0 iff f (A )  =e[ fo ,0 ] .  (6.4) 
Second, i fb  = [/3, yr]r, then 
brf(a) = so[ fo ,0  ] + [-yrf(D)x, yrf(D)] (6.5) 
and hence 
bTf (A) )  = O r i f f  y~f (D)  = 0 and eof o = 0. (6.6) 
Third, we may use (6.2) in (5.4). Indeed, on account of (5.5), f (~ ' )  = 0 iff 
f (A )  = ebT~f(A), which, on setting g(X) = 7rf, yields 
[fox_f(D) f(D)O ] =e°e[g°'O]+e[-yrg(D)x'yTg(D)]" (6.7) 
Equating blocks now shows that 
f (~)  =0 ~ yTg(D)  =0,  f(O) =0,  fo=sogo,  (6.8) 
where g(Z) = )t~'~(f)r. There are now two subcases to be considered. 
Case (I): D is invertible. In this ease t/, A = M0t) and we may state 
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PROPOSITION 6.1. Let A be as in (6.1), and ~ as in (1.6). 
(i) I f  c o = 0 then d/¢= ~b a. 
(ii) I f  c o ~ 0 then ~b¢ = (A + c0)~b o. 
Proof. (i): Suppose first that 80 = 0. I f  we take f = ~a = fqJo, then 
fo = 0 and f (D)= 0. Also, g (h )=f0(h)= I f (A ) - fo ] /h  = ~b o, and so 
(6.8) is satisfied. This means that ~b:l ~b a, in other words ~b~ = ~/'A or 
~ba/h = ~bt). Next we take f = ~b o in (6.7). Since f0 ~s 0, it follows that ~/'o 
is not an annihilating polynomial for if, and thus ~bc = ~b A. 
(ii): Suppose now that e 0 :~ 0. We know from the general theory that 
A~=(h+c0)A  A and ~:=qJaw,  where w(h)~{1,  h+c  0, l /A ,  (h+ 
c0)/A}. Because Ae = 0, we have (ff + s0)e = 0, and thus by (5.4) with 
f=  ~bu, (~ +c0)~bo(~) = (ff +c0)[~bo(A) - ebT1rf(A)] = (ff +eo)d/o(A) = 
(A  - eb r + eo)~bo(A). Now on recalling (6.4) we arrive at (ff + e0)~bo(~') 
= (c  0 - ebr)e[f0,  0] = 0. Thus ~b~ I (h + eo)~b o, which when combined 
with the other constraints on ~b~, from (5.2), shows that 6~ = ~ba(h + Co)/h, 
completing the proof. • 
As a special case consider the matrix of [3] where D = diag[h 2. . . . .  A n] 
with h i 4= 0 and x = [c2 . . . . .  cn] ~. I f  we select any column b, then in general 
bre  4 :0  and thus the perturbed matrix ~" = A - eb r has a minimal polyno- 
mial of ~b¢(A) = (A + bre)~bo. In this ~/'o clearly depends on the multiplici- 
ties of the A i. I f  they are taken to be all distinct, then ~b¢(A) = (A +bre)(A - 
A~) "" (A - An). On the other hand, if b is selected to be "orthogonal'" to e, 
then 
q, : (x )  = q 'A(A)  = X(X  - X2) . . . (A  - A . ) .  
Case (II): D is singular; ~b A = ~b o. For simplicity we take D = diag[0, 
A a . . . . .  h,] with h i # 0. This means that ~b o = AX(A), where X(0) 4: 0. 
Moreover x(D)= diag()((0),0 . . . . .  0). We now have two subcases to 
consider. 
Case (IIa): e o = 0. In this case  ~b~(h)/~bA(h) ~ {1, A, l/A}. Now let 
f (A)  = CA = ~bo(A) = AX(A)" Then f (D)  = 0, and also fo = 0 and fo(A)" = 
X(A). Hence from (6.8), we see that 
f ( f f )  = 0 iff y rx (D)  = 0 r, (6.9) 
which, on account of the form of x(D),  occurs precisely when Yl = 0. Thus 
~b~l~/'a iff Yl = 0, which means that if Yl :~ 0 then ~b~ = h~b a, while if 
Yl = 0, then ~ = ~h A or ~bc = ~a/)t. 
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To decide between the last two choices, let us select f (a )= X(A) in 
(6.8). Now fo # 0 = c o go, and thus X( ~" ) =/= 0, i.e., q*~ I" X. This in turn tells 
us that ~bc(a) = q,A(A). We recap these results as follows: 
if c o = 0 and Yl = 0, then g,;(a) = g,a(a); 
if e0 = 0 and Yl ~ 0, then ~b~(a) = AI//A(/~ ). 
Case (lib): c o --I= O. In this case ~bc(A)/tka(a) ~ {1, l /a ,  a + c 0, (a  + 
c0)/a}. Our first choice for f (a )  is (a  + c0)X(a). Then f (D)  = c o x (D)  
0, and hence ~bc(a) does not divide f .  This translates into either ~b¢(a) = 
(a + e0)~ba(a) or ~bC(a)= ~ba(a). Our second choice for f is f (a )= 
~/,A(A) = aX(a),  where X = [ Xo . . . . .  Xn 2] r. Now both f (D)  and fo vanish, 
and so we see from (6.8) that f ( f f )  = 0 iff go = 0 and yrg(D)  = 0 r, where 
g(a)  = ATT,,_ I[7(A)]X. Now go = Xo - x l ro  . . . . .  Xk- 2% 1 and yr g( D) 
= y~ g(0)  + y2g(,X3) + -.- +y , ,  ~g(a, , ) ,  which can be checked in a specific 
case. Again, if - c0  is not a new pole, then ~(a)  = (a  + c0)~.~(a). 
As a numerical example take 
0 0 O[ 
A = - a,, h~ 0 , 
with e=[1 ,1 ,1 ] ,  b = - [a ,  b, c] r, and (=A-eb  r. Let us first take 
a 3 #0.  Now c o = - (a  +b +c) ,  and so, by the above, if e o =0 then 
0; = 6A, while if s o ~s 0 then 6~ = (a + Co)~, ~. 
On tile other hand, if a 2 = 0, then g'A = 6D = AX(A) = a(k - a:~). This 
time, if c o = 0, then 
t/'c= @a =A(A-A3)  if a =0,  
while 
~b c= AOa = A2(A-  Aa) if a =~'0. 
If c 0 = - (a  + b + c) =# 0, then either ~bc = A(A + c,)(A - a 3) or ¢,t = 
a(a  - a:~). To  decide we must compute 
g(A)  = [1, A] 0 1 
Now from (5.6) we see that 0c= A(A-  X.~) iff g (0 )= % + A:~ =0 and 
yrg(D)  = 0 r, that is, when yrD = O r or c £ 0. 
188 S. BARNETr AND R. E. HARTWlG 
EXAMPLE 2. AS a second type of example consider a stochastic matrix P 
(i.e., P>/0  and Pe=e,  where e=[1  . . . . .  1]T). It is well known that 
Ae(A) = (A - 1) t q~(A) and ~bp(A) = ()t - 1)X(A), where ~b(1) 4= 0 ~ X(1). 
Now consider ~ = P - eb  r, where b i <~ O. Then ~ is superstochastic (i.e., 
~" >/0 and ~'e/> e), and the new characteristic polynomial becomes 
- (i - 
A~ = AA(X)  ~ -- 1 
with a spectral radius p( f f )  = 1 + ( - s0)  > 1. Moreover we see from (5.2) 
that qJ¢(A) = X( ;t)w( )t), where w I(A - 1)[A - (1 - s0)]. Because A¢ has 
a factor of A - (1 - E0), so does ~bc, and hence 
t/,~(A) = X( ) t ) .  [A - (1 - e0) ] • ()t - 1)"  
with a = 0 or 1. We now claim that ot = 0 iff t = 1, that is, the algebraic 
multiplicity of A = 1 as an eigenvalue of P is unity. Indeed, if t --- 1, then 
As(A) has no factors of )t - 1 and neither does g,~. Needless to say, this 
forces c~ = 0. On the other side, if t > 1, then A~(A) = (A - 1)~4,(A) • 
[A - ( l -  e0)], where /3 >1 1. Hence A -  1 must be present in g'c, and 
ce=l .  
EXAMPLE 3 (A quadratic case). Consider for simplicity the 3 × 3 Jordan 
block 
J3( ) = 
a 1 0 ]  
0 a 1 
0 0 a 
with c~ =/= 0, and let c = [1, 1, 0] r. Then (A - I )2c = 0 while (A - I )c  ¢ 0. 
In other words, e is a generalized eigenvector of grade 2, i.e., the minimal 
polynomial of e with respect o A is h(A) = ()t - c~)2. Its associated hatched 
polynomial is given by 
h#(A)  =f fh*  = [1, A,A 2] 0 1 e o 
0 0 1 
= _ + + - 2 )A + A 2 ,  
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which is the minimal  po lynomial  of e relative to ff = A - eb  r. Thus from the 
general  theory we know that ~bC (A) = (0a /h)w,  where  w divides h(A)h(A)  #, 
which col lapses to 0c(A) = (A - a )w(A) ,  where  w(A)  is a factor of  ()t - 
a )eh(A)  #. We now observe that h#(a)  = 0 iff oo 1 = ae  0, and so there are 
three cases that can occur: 
(i) b 1 = 0 = b,~ (e  0 = e 1 = 0) and h#(A)  = ()t - a)2;  
(ii) b 1 =04=b,  2 (e  1 = ag  o = ab e ) and h#(k)=(A-  a) [ ) t - (a -  
<,)]; 
(iii) 1)~ =~ 0 and h#(a)  =~ 0. 
Case (i): F rom (3.1) we recall  that At (A)  = (a  - ~)a, whi le (4.13) tells 
us that ~0cCA) = (A - a)wCA), with w a factor of  Ca - ~)4. Hence  0gCA) = 
(A - ce) k, with 1 ~< k ~< 3. Since b =~ 0, we clearly must have 2 ~< k ~< 3. 
Now (~" - a I )  2 = (1 - ba)Ela and thus 
~b~,(a) = (a -  a )  ~ if b:~ = 1, 
~9¢(A) = (A -  a )  3 if b~ 4 = 1. 
Case (ii): This t ime At (A)  = (a  - a)'2[a - (a  - Co)], and because b 2 = 
e 04=0,  we get g ,c (a )=CA-a)k [a -Ca-eo) ]  with k=l  or 2. Now 
(~-  a I ) [~-Ca-  e0) I ]=xE H,where  x = 1 -b  e -b  3 .Thus  
= (a  - - -  0)1 i f  b2 + b3 = 1,  
0¢(a)  = (a -  a )2 [A-  (a -  Co) ] if  b 2 +b a = 1. 
Case (iii): I f  b =~ 0, then At (A)  = (A - a )h#(A)  and 0c(),)  = ()t - 
a)w(A) ,  with w a factor of  h #. Now h # will have repeated  roots exactly 
when e;~ = 4bp and so tpt()t) = AgC)t) if  c~ 4= 4b~. On the other  hand, if 
e~ = 4b/ ,  then h # = [a  - (a  - e0 /2) ]  2 and q,~(a) = (A - a ) (a  - (a  - 
e0) k with k = 1 or 2. Since (~" - a I ) [~ - (a  - ~o/2) ]  has a nonzero entry 
b~eo/2 in the (2, 1) posit ion, it follows again that g,c(a) = As(A).  
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