GENERATING SETS OF ELEMENTS IN
COMPACT GROUPS GILBERT HELMBERG 1. Preliminaries* It is well known that compact topological groups have many properties similar to those of finite groups, which are of course special cases of compact topological groups under the discrete topology. The program of this paper is to characterize sets of elements in a compact topological group which generate a given subgroup and, conversely, to determine properties of the subgroup generated by a given set of elements by an investigation of the properties of this set. Tools for our investigation are the convolution algebra of continuous complexvalued functions on the group and the system of irreducible representations of the group. We shall also formulate the results using those concepts. Our results are straightforward generalizations of known theorems on generating sets of elements in finite groups 1 . From now on G will denote a compact topological group which, as a topological space, is T x . It follows that G is Hausdorff and, therefore, also normal. Let e denote the identity of G. A subset H of G will be called a subgroup of G if it is an abstract subgroup of G and closed, unless the contrary is specifically stated. Let μ denote the normalized Haar measure on G: μ(G) -1.
A subgroup H with positive measure μ(H) > 0 is necessarily both open and closed, as are all (left) cosets of H. Thus a compact group G with such a subgroup is disconnected and the quotient-spaces GjH (with respect to left cosets of H) is finite and discrete in the quotient topology. Then l/μ(H) is the index of H in G. The quotient space of G with respect to left cosets of a subgroup of measure 0 contains infinitely many elements and is again compact, Hausdorff and normal.
Let C denote the field of complex numbers and C(G) the set of all complex-valued continuous functions on G. Defining scalar multiplication and addition in C(G) pointwise as usual, C(G) becomes a Banach-space under the uniform norm: ||/|| = sup xeσ {|/(ίc)|} (/ e C(G)). Defining multiplication in C(G) by convolution, 1084 GILBERT HELMBERG and right uniformly continuous. DEFINITION 1. The subgroup H of G is said to be generated by a set M c G if it is the smallest subgroup of G containing M.
The subgroup generated by M will be denoted by H(M). It is evidently the closure of the set of all finite products of positive and negative powers of elements in M. From a theorem of Numakura 2 about compact semigroups it follows that H(M) is already the closure of the set of all finite products of positive powers of elements of M.
Subsets of G and corresponding ideals in C(G).
With every nonvoid subset M of G we shall associate the set F{M) of all functions / 6 C(G) invariant under right translation by every element s e M.
Obviously F(M) is non-void, since it contains the constant functions. It is clearly a linear subspace of C(G), and it contains with every / 6 F(M) the function a * / if a e C(G) since
Proof. We have to show F(M) c F(M).
Assume that there is / 6 jP(Λf) such that / $ F(M). Then there ismeϊ such that f^Φf and (1) ll/m-/ll >α for some α >0 .
Because of the uniform continuity of /, we can choose a neighborhood F of e such that^i f χ-*ye V.
The set mFis a neighborhood of m and contains a point m e M. 
The results of our discussion are summed up in THEOREM 
F(M) is a closed left ideal in C(G) consisting exactly of all continuous functions on G which are constant on each left coset of the subgroup H(M). As linear subspace of C(G), F(M) is l/μ(H(M))-dimensional if μ(H(M)) > 0 and infinite-dimensional if μ(H(M)) = 0.
Analogous statements hold for the set of all continuous functions on G that are invariant under left-translation by every element m e M. It follows that for two arbitrary subgroups
The converse is obviously true. We conclude: 2 
are subgroups of G x then H x c H 2 if and only if F(H t ) 3 F{H 2 ).
Taking {e} and G as subgroups of G we have in particular F(e) = C(G) andF(G)= {al} i.e., the (left) ideal consisting of all constant functions.
Let now N be a normal subgroup of G, n e N and / e F(N). For every a eGwe have n f(x) = f(nx) = f(xn λ ) = f nι (x) = /(a?) where n ι e N.
Therefore every element of F(N) is both left and right invariant under translation by elements of N. For an arbitrary a e C(G) we then have:
is then a right ideal and therefore a two sided ideal in C(G). Suppose now that H is non-normal. Then gH Φ Hg for some g e G. We can assume that there is h e H such that hg 0 gH. (Otherwise there would be h λ e H such that gh x $ Hg or h^" 1 $ g~λH, and we could take h λ and g-1 in place of h and g.) Then hgH Π gH = 0. We shall exhibit functions / e F(H) and a e C(G) such that /*α 0 F(JHΓ). It will follow that .F(iϊ) is not a two-sided ideal in C(G). Again we distinguish two cases. On the other hand, using the function f 2 (y) = /(y^aiy), we see that
Since the Haar integral is strictly positive on C(G) we conclude that
Comparison of (3) and (4) shows that / * a is not constant on H. 
(H).
As a result we obtain LEMMA 
A subgroup H of G is normal if and only if F(H) is a two sided ideal in C(G).
The correspondence between F(M) and H(M) for arbitrary subsets M c G leads yet to another useful result. Taking M 2 = G, we obtain as a necessary and sufficient condition for the set M λ to generate G that F(M ± ) be the set of all constant functions on G.
Taking (5), (8) and (9) that for fixed λ the functions u\¥ (i, k = 1, 2, , r λ ) form a basis for a minimal two sided ideal T< λ) in R(G) and C(G). Each of these ideals is closed because of its finite dimensionality.
and C(G). Analogously it follows from (5) and (9) that for fixed λ and k, the functions u^ (i -1, 2, •• ,r λ ) form a basis for a minimal left ideal Z4 λ) of R(G) and C(G). Finally it follows from
Taking I e R(G) as in (6) 
is
itself a two sided ideal in C(G) but is not closed unless it coincides with C(G). (This occurs if and only if G is finite).
The numbers (/, v$) appearing in (8) and (9) 
), therefore in F'(iΓ) = F(H) Π J?2(G) (also in F(H) n i?ί λ) ). ^(ff) is again a left ideal in C(G) since lϋ((?) is a two sided ideal in C(G)
and contains all functions of the form uff*/ for a given / 6 F(ίf). From (7), we obtain as an immediate consequence LEMMA The function // λ) is invariant under right translation by all elements h e H. In view of (14) is equivalent to linear independence of the corresponding coefficient vectors f (λ) , Q W we see that the dimension of F(H) Π R[ λ) as a linear space is precisely the number of linearly independent eigenvectors f (λ) common to all R^ih) (h e H) with eigenvalue 1. S, in which iϋ' (λ) restricted to the elements of if, becomes reducible as representation of H and is found to contain the identity-representation of H exactly d (λ) (H) times. Thus d^λ ) (H) can also be defined an the multiplicity with which the identity representation of H is contained in iϋ (λ) , restricted to the elements of H and considered as a representation of H. (λ) (e) = r λ for all λ 6 J).
F\H) -F(H) Π R(G) is dense in F(H).
We proceed now to characterize the generating properties of an arbitrary subset M of G by means of the representations R {λ) . Since M c H(M) , there are by the definition of d (λ) (H(M) : fc = 1, •••, s}). In order to simplify the notation, we shall from now on omit the index λ and the indication of the group elements when possible.
If we denote by A s the rs x rs matrix obtained by placing the nonsingular r x r matrix, A, s times along the principal diagonal in a rs x rs zero-matrix, then A s is non-singular and A~XB*A has again rank b. If u = (u 19 , u r ) is the basis of the r-dimensional linear space corresponding to the matrix-representation R, then the transition to a new basis u' in which the d first basis vectors are invariant under the transformations corresponding to mϊ 1 , , mj 1 is given by the formula nP = u' where P is a non-singular r x r matrix. In the new basis these transformations are given by the matrices P-\R(ma *)P. The d first columns in each of these have as their only non-zero elements Γs in the main diagonal. In each of the matrices P'^^mί" 1 ) -R(e))P those columns are therefore zero columns. Placing those s matrices one below the other we obtain, as one can readily see, exactly the matrix P; τ B*P. The rank of this matrix can therefore not exceed r -d and we have b <; r -d. 
