The purpose of this paper is to notify those in the community who have used, or are using, the Monterey-Miami Parabolic Equation ( 
I. INTRODUCTION
In the early 90's, a numerical code known as the University of Miami Parabolic Equation (UMPE) Model was documented and made available to the general research community. [1] This model was based on the split-step Fourier (SSF) technique [2] , and had been adapted from previous versions developed by Fred Tappert at the University of Miami. A subsequent version, known as the Monterey-Miami Parabolic Equation (MMPE) Model, was developed in the mid-90's that was more streamlined and userfriendly. This code was thoroughly tested against several existing benchmark scenarios and was found to perform reasonably well during the Shallow Water Acoustic Modeling
Workshop help in Monterey, CA in 1999 (SWAM'99). [3] Since that time, however, various researchers who have used the MMPE Model have noticed issues with bottom boundary interactions. It was assumed that this was due to the manner in which the SSF technique treated the bottom interface by introducing mixing functions that smeared the boundary discontinuity over some finite depth extent. While this may certainly cause some deficiencies, some researchers (including the authors) noted specific problems with the treatment of bottom attenuation.
As detailed in Ref. [3] , the treatment of attenuation is the SSF algorithm is accomplished simply by defining a damping vector in depth at each range step, given by Bottom attenuation presents subtle issues in shallow water propagation. It is known to be notoriously difficult to invert for values with any degree of accuracy.
[e.g., 4] And for most shallow water sediments, it typically has a relatively small value. This makes it particularly difficult to assess when energy is trapped in the waveguide beyond the critical angle of incidence. Still, for many bottom interactions, it would be expected to become a noticeable effect over long range.
Careful scrutiny of the code recently revealed the error, in which the attenuation factor was being multiplied by the depth mesh rather than the range step. In the code, 
II. POINT SOURCE RESULTS
For all of the work presented here, we assume the environment is that of a Pekeris waveguide of depth 150 m. The sound speed in the water column is 1500 m/s with a density of 1.0 g/cc, while the bottom has a sound speed of 1600 m/s with a density of 1.2 g/cc. The bottom attenuation is provided in units of dB/km/Hz, and the water column is assumed to be lossless. value for a sediment with the associated sound speed and density defined above. The two plots are nearly identical with differences never exceeding 1 or 2 dB out to 10 km range.
A more obvious difference is observed if the attenuation factor is increased to a relatively large value (perhaps unrealistic for this bottom type) of 0.5 dB/km/Hz. A comparison of these results is presented in Fig. 2 . The differences between the two curves now approach 5 dB at 10 km range. Still, the curves are remarkably similar, and it would be difficult to associate these differences with an implementation error vice some other computational parameter tuning (e.g., range step or depth mesh sizes). Therefore, a more detailed analysis is desired, and we now turn our attention to results for propagation of individual modes. 
III MODE PROPAGATION RESULTS
A simple mode code was developed to obtain the eigenvalues for the trapped modes of this waveguide. These values were then fed into an altered version of the MMPE Model that used an analytic description of the mode structure to define the starting field. Specifically, the mode shapes were sinusoidal in the water column and decayed exponentially in the bottom. Differences in the mode eigenvalues and eigenfunctions when attenuation was non-zero were assumed to be small and neglected.
In what follows, we shall examine results for modes 5, 15, and 25. operators, [5, 6] and possibly the use of mixing functions to smear the bottom boundary discontinuity. [1, 3] This effect is not considered significant in this analysis.
In order to create noticeable effects of bottom attenuation, the bottom loss parameter is now set to 0.5 α = dB/km/Hz. In Fig. 4 , similar TL traces for the modes are displayed when the old code containing the error is used. We find that there is little effect on the mode amplitudes, although a larger effect should be expected. by Jensen, et al. [7] provides a means of computing the mode attenuation coefficients analytically. Specifically, we define each mode attenuation coefficient as ( ) 
