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I. INTRODUCTION
This paper proposes a local algorithm for topology control of large-scale, wireless ad-hoc networks. This distributed algorithm only assumes knowledge about the direct neighborhood of each node. It creates a topology that remains globally connected and reduces the transmission power IeveIs of the nodes in the network. The objectives are to minimize the signal strength of each node, both in terms of average and maximum power of the nodes in the network.
An ad-hoc network is created by wireless communication links between a set of radio transceivers. For a node to reach a neighboring node by direct transmission, a certain signal strength is needed. This setting can be represented by a communication graph whose edges are weighted according to the power needed to establish communication links. Each radio is able to adjust the signal strength which is related to the energy needed for the transmission of messages.
In the algorithm, each node sends exactly two messages, one control message of fixed Iength and a second message whose length is bounded by the size of the neighborhood. With the control messages, special nodes are recognized in the network that process the locally available information and compute the local topology according to a minimum spanning tree.
With topology control by power adjustment, there are several tradeoffs involved. Reducing the signal strength is one means to reduce the overall energy consumption. There are other benefits, especially in spatially dense networks such as the envisioned setting of wireless sensor networks. Fewer This work has been partially supported by the European research project EYES (1362001-347341, [3] . direct neighbors resuIt in less interference.Also, in a TDMAbased MAC scheme with a fixed number of scheduled slots per frame, the number of neighbors a node can communicate with is bounded, requiring a mechanism for topology control. On the other hand, reduced transmission ranges account for more intermediate hops of messages that have to be routed through the multi-hop topology of an ad-hoc network. This yields an increase in the end-to-end delay.
Theoretically, the power levels for nodes to reach one an- 
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In [9] a notion towards a general taxonomy of power level assignment problems is introduced by the class of graphs satisfying certain monotone properties to characterize feasible solutions. The probIem of minimizing the average power, even when restricted to weights corresponing to distances in the two-dimensional euclidean plane is NF-hard, for higher dimension it is even known to be APX-complete 121. This paper is organized as follows. Section I1 and III provide the graph model corresponding to the communication network and the definitions of the two problems discussed in the paper, as well as some properties of optimal solutions and approximations with respect to a minimum spanning tree.
Section IV introduces the LPA and shows how a local spanning tree is constructed to reduce the power levels of the nodes. In Section V, we prove the correctness of the local algorithm. We conclude with results of several simulations of the presented algorithm in Section VI, and an outlook on future work.
DEFIN~TIONS AND PRELIMINARIES
A wireless, ad-hoc network is modeled as a directed graph
, where V = (1:. , . , n} is the set of nodes equipped with processing capabilities and a radio-transceiver. In this paper, we consider two closely related problems on the communication graph that allow for reducing the signal strength.
Problem 1 (Maximal Power Adjustment): For an adhoc network, given by the maximal graph G, , := (V,A), find a feasible solution so that the maximum signal strength, maxtEv Pi, is minimized.
By looking at the maximum power used by a node in the network, the time to the first node death is minimized.
Problem 2 (Total Power Adjustment):
For an ad-hoc network, given by the maximal graph G,, := (V, A ) , find a feasible solution so that the sum of the power levels, CiEv Pi,
The latter problem is equivalent to minimizing the average signal power of the nodes in the network. Note that any feasible solution results in a valid assignment for both problems.
CENTRALIZED SOLUTIONS BASED ON SPANNlNG

TREES
Each node's transceiver can adjust the signal strength for sending messages to neighboring nodes. Denote by P := {P, I U c V ) an assignment of transmission power levels to the nodes in the network. These power levels induce a graph Gp := ( V , A p ) , where ( U , V ) E A p iff P, 2 p ( u , v ) . In the following, we refer to P := {Pu I U E V}, and the resulting directed graph as a solution (with respect to) P.
If two nodes can reach one another in the graph resulting from a set of power levels, we say that there is a bidirectional link between them. Such a bidirectional link between nodes
This allows us to treat the induced bidirectional links as an undirected communication (sub-)graph, In the following, a solution is called feasible if the induced bidirectional subgraph is connected. We assume that the maximum sending strength of each node is limited by Pmm. When setting the power levels of each node to Pma, we obtain the maximal number otarcs in the network realizable by the radio-transceivers. It is referred to as the maximal graph. For the remainder, we assume w.1.o.g. that each arc's weight is less than or equal to P, , , i.e. G = (V, A)
represents the maximal graph. Furthermore, we assume that the graph G is connected. For a node i E V, let N , denote its direct neighborhood, i.e. all nodes that can be reached b) a direct transmission sent by node i. For topology control algorithms, the neighborhood N, depends on the power that node i is transmitting with.
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,, ' . . ' In this section, we show that the two considered problems are closely related to the minimum spanning tree (MST) problem. A minimum spanning tree is defined as the cheapest subset of edges that keeps the graph connected.
For a given (minimum) spanning tree T for the network, the power levels of all nodes U E V may be set to P, := max{Iu,VIET) p ( a , U ) . Furtheron, let PT := { P U } P L E~ denote the solution obtained according to a tree T as described above.
Obviously, PT is feasible, as the bidrectional edges of the tree T are included. For the objectives, we state the following two theorems.
7'heorem 1 (/12]):
For a wireless network G = (V,A), let T be a minimum spanning tree. The ,corresponding solution PT is optimal for the Maximal Power Adjustment Problem.
In contrast, the Total Power Adjustment Problem is hlPhard [2]. Therefore it is unlikely to optimally solve this problem by an algorithm similar to a greedy strategy for obtaining an MST. However, the solution resulting from an MST yields a 2-approximation of the optimal solution to the Total Power Adjustment Problem in arbitrary graphs:
Theorem 2 ( [6] ): Let T be a minimum spanning tree in the maximal graph, and let ' 4~s~ be the value of T , i.e the sum of the weights of Furtheron, following the above two theorems, we focus on constructing an appropriate minimum spanning tree. A standard algorithm to construct an MST in a weighted graph is known as Prim's Algorithm. The algorithm starts with an arbitrary node of the graph and iteratively adds the closest node to the connected subtree until it spans the entire set of nodes [I] .
For the distributed construction of an MST in a communication graph, at least n(lAl+n.log(n)) messages are required and then messages have a length of O(n). The asymptotic time complexity bound of the distributed construction of an MST is n ( n ) assuming that each message delivery takes one time unit [4] .
However, in the setting of a possibly large-scale ad-hoc network, the exchange and storage of large amounts of data is prohibitive. We therefore propose a local algorithm to heuristically create a connected graph that locally resembles an MST.
. 4~s~.
IV. LOCAL, DISTRIBUTED MST-HEURISTIC
The local, distributed algorithm for building up an MST presented in this section works in two stages. First, some nodes locally elect themselves to become control nodes which are then surrounded by regular nodes, and second, the control nodes perform the necessary calculations to adjust the power levels of their neighbors. Furtheron, we call this algorithm LPA (Local Power Adjustment).
Assume that each node has a unique number, and that each node knows the numbers of the nodes within its neighborhood. Initially, each node is considered undecided, and during the first stage of the algorithm, it changes its status either to control or regular. Let si denote the status of each node i E V . Each change of a node's status results in a respective broadcast to inform all nodes in the local neighborhood of the change.
As each change in the structure is witnessed by a message, the algorithm can be realized event-driven once invoked. When a node has left the undecided status, it enters the second stage of the algorithm. A regular node i E V waits until all neighboring nodes have left the undecided state. It then knows from each neighboring node U E AT, both the status s , and the associated control node C,. This information, together with the transmission power needed to reach each neighbor, is passed on to all neighboring control nodes.
Based on this received neighborhood information, a control node knows its local topology, can construct a minimum spanning tree therein, and broadcast this spanning tree to all neighboring nodes. A regular node that receives spanning tree information adjusts its transmission power so that the neighbors of it in the tree are included in the resulting neighborhood. It remains to describe the construction of the local spanning tree in more detail.
The overall goal in the construction of the spanning tree for the one-hop topology of a control node is to ensure that surrounding control nodes can be reached by a bidirectional path after the reduction of the transmission power levels.
Once a control node i E V has received the neighborhood information from all nodes in N,, it knows the complete local topology, the two-hop neighbors and their controlling nodes.
The local topology is stored in a graph Gi c G, , , which is reduced to an induced graph Gi before a minimum spanning tree T is computed.
The set of nodes in di consists of i and all one-hop neighbors. Additionally, surrounding control nodes that are not in the second order neighborhood need to be accounted for. Therefore, all two-hop neighbors whose control node is not in the second order neighborhood are included, as well as an artificial node for the controlling instance at distance 0. The edges of ci are all edges G, of which the two end nodes belong to cc. In 1 (a) , the graph Gi with all the information available at i is given. This is then reduced to Gi in I@). Note that the 2-hop neighbor j is not included in Gi as its main controlling node is also a 2-hop neigbor of node i .
Finally, node i calculates a minimum spanning tree in the extended neighborhood ci, and all surrounding nodes are informed about this tree in order to adjust their transmission power accordingly.
v. DISCUSSION A N D PROPERTIES
In this section, we show that the LPA terminates, and that the graph G p = (V,Ap) resulting from the adjustment of the power levels of each node according to the local spanning trees constructed in the control nodes is globally connected.
As all nodes send at full signal strength during the execution of the algorithm, the following properties all refer to the maximal graph G = (V, A ) . Let a step of the algorithm denote the finite time between the change of a node's status and all neighbors being informed about his change.
First, we show that each node reaches the second stage of the algorithm by deciding on its role.
Lemma 3: After at most n steps, each node has decided on its status, being either Control or Regular.
Proof: Let Uk c V be the set of nodes which are undecided after step k of the LPA algorithm. Initially, we have has already a control node in its neighborhood when it has to decide on its status, and therefore cannot become a control node. 0
Lernma 5: For each regular node U E V, the node stored in C, is the neighboring control node with the highest number.
When U decides on its status, it has a larger number than all its undecided neighbors, and in its neighborhood already one node is a control node. Furthermore, all decided nodes in the neighborhood have a higher number than U (otherwise they would not have been able to decide on their status). Thus, the chosen control node C, is the control node 0 Note that the above Lemmas also prove that the LPA corresponds to a greedy strategy for calculating a Maximum Weight Independent Set formed by the set of control nodes, where the weight is given by the node number, implying that no further node can be added without violating the independence property.
The following Lemma concludes that the LPA algorithm terminates in finite time. Lemma 6: After a node U E V has decided on its status, it sends one more message.
First, consider a regular node U. Each time, upon the reception of a message from a neighboring node, U checks if every node in the neighborhood has decided on its status. If and only if this 'is the case, it broadcasts its neighborhood information to all neighbors and furtheron only waits for messages from the surrounding controlling instances containing information on how to adjust its signal strength. Now, consider a controlling node U (note that U is only surrounded by regular nodes). After receiving neighborhood information from each neighboring node, U computes the extended local spanning tree 2' and transmits it to its neighbors, which is the last action of a control node in the LPA. U Summarizing, each node broadcasts exactly two messages during the execution of the LPA. The first message announcing the status of this node to all neighbors is of fixed size; the second is bounded by the size of 'the local neighborhood, In case of a regular node, the second message contains information about the direct neighborhood, in case of a control node, a spanning tree on the first order neighborhood is transmitted, extended by some links towards the second order neighbors and their main controlling instance.
The last theorem of this section shows that the solution P = {Pu I U E V } created by the LPA induces an overall connected subgraph in the maximal graph G, thus, the LPA computes a feasible solution for both problems discussed in this paper. Theorem 7: The solution created by the LPA algorithm is feasible, that is, the resulting graph G p = ( V , A p ) is connected by bidirectional links. Prooj Any regular node is dominated by a control node, the local MST ensures that there exists a bidirectional path connecting this dominated node to the control node. Thus, it suffices to show connectivity by bidirectional paths for the control nodes. As the set of control nodes forms a maximal independent set, we need only to show that each control node c E V can reach all control nodes that are at most three hops away from it in the maximal graph G following a bidirectional path.
In G, there are no control nodes in the direct neighborhood of c. If C is a control node in the second order neighborhood, then there exists an intermediate node U E N , n NE which is connected to c and C in G, and GE respectively. Now consider a control node E in the third order neighborhood of e. Be v1 E N, and 212 f NE such that P ( v~, u~) is minimal. We have to show that there exists a bidirectional path between the two controlling instances of u1 and oz. By looking at these main control nodes C,, and Cvz, we obtain the following cases, also given in Figure 2: c,, = C A C , , = F (Figure 2 .i.) There exists a path connecting 211 and vz since C,, and C , , are connected. Figure 3 presents results from simulations of the LPA algorithm for networks of different densities. Each data point represents an average value taken over one thousand runs. Each simulation run is set up by placing a thousand wireless nodes randomly in a square area. The maximum transmission range, i.e. Pmax, is then globally adjusted for all nodes to meet the desired degree of connectivity for the network. For the graph in Figure 3 , the value on the horizontal axis gives the average number of neighbors of each node in the resulting adhoc network. The values given verticalty represent the average ratio (in %) of the assigned transmission power with respect to the maximum value (Pmax) for a node in the network.
VI. RESULTS
For the Total Power Adjustment problem, the performance of the LPA as computed by the algorithm run on each node is given. The performance of a solution computed by a base station having knowledge of the complete topology (GLOBAL) is also given. For reference, the average weight of a link that is contained in a minimum spanning tree (MST) of the communication network (as computed with global view of the topology) is also given. Note that the values given by the MST represent a lower bound on the best possible assignment of 83 transmission powers for the total power adjustment problem.
With respect to the MST, the global algorithm is on average 21.5 % off, the local power adjustment 33 %. For the Maximal Power Adjustment problem, the maximal power assigned to a node is 12 % higher than the optimal assignment.
VII. CONCLUSION
This paper presents a local approach to topology control probIems. Among the nodes in the wireless network control nodes are chosen that construct a local minimum spanning tree. The dgorithm only requires two messages to be locally broadcast per node in the network.
On a global view, a minimum spanning tree solves the Maximal Power Adjustment Problem with optimality, and is at most by a factor of 2 off the optima1 solution for the Total Power Adjustment Problem. From our simulaions, the LPA is on average about 10 % off a globally computed solution, and the average power assigned to a node is 33 % higher than that given by an MST as lower bound. The presented algorithm is suited for an ad-hoc network with static or quasi-static nodes, i.e. a network that can be seen as static for a reasonable period of time. Future work may focus on more dynamic network topologies, for example due to mobility or failure of nodes, and on how to maintain the structure in face of these changes.
