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Abstract
In this paper we define Courant algebroids in a purely algebraic way and study their defor-
mation theory by using two different but equivalent graded Poisson algebras of degree −2. First
steps towards a quantization of Courant algebroids are proposed by employing a Fedosov like
deformation quantization.
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1 Introduction
In differential geometry, a Courant algebroid is vector bundle together with a not necessarily
positive definite non-degenerate fiber metric, with a bracket on the sections of the bundle, and
with a bundle map into the tangent bundle of the base manifold such that certain compatibility
conditions are fulfilled. This definition is a generalization of the canonical Courant algebroid
structure on TM ⊕T ∗M which was introduced in [6]. Courant algebroids have increasingly gained
interest in various contexts like generalized geometries, see e.g. [12], reduction, see e.g. [4], and
symplectic super-manifolds, see e.g. [24–26], to mention only a few instances.
Since Courant algebroids can be viewed to go beyond the structure of a Lie algebroid and since
for Lie algebroids there is an entirely algebraic notion, namely that of Lie-Rinehart algebra (or
Lie-Rinehart pair), see [14, 21], it seems desirable to cast the theory of Courant algebroids also in
a purely algebraic framework. Partially, this has been achieved in the language of super-manifolds
by Roytenberg in [24,25]. One reason for such a purely algebraic formulation is the fact that in the
reduction procedures of Courant algebroids one typically obtains quotients which will be no longer
smooth manifolds. Depending on the precise situation, orbifold singularities or even “worse” can
appear. Thus, an algebraic framework is necessary in order to speak of Courant algebroids also in
this context.
Moreover, the deformation theory of Lie algebroids as established by Crainic and Moerdijk
in [7] has a completely algebraic formulation not referring to the underlying geometry. Thus a
deformation theory for Courant algebroids along the lines of [7] should be possible. A super-
manifold approach to deformation theory can be found in [25] using the language of derived brackets,
see e.g. [18]. Here the deformation theory is still purely classical: Courant structures should be
deformed into Courant algebroids. However, the lessons from various formality theorems like [17]
tell that the classical deformation theory is intimately linked to the deformation theory in the sense
of quantizations. While we will provide some first steps into this direction, the latter has not been
achieved in a satisfying way yet. Nevertheless, we believe that a good understanding of the classical
deformation theory will provide guidelines for the quantizations.
In this work we propose a definition of a Courant algebroid in purely algebraic terms for a
commutative associative unital algebra A and a finitely generated projective module E with a full
and strongly non-degenerate inner product. Our definition comes along with a complex controlling
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the deformation theory, very much in the spirit of [7]. We show that this complex is actually a
graded Poisson algebra of degree −2 and elements m of degree 3 with [m,m] = 0 correspond to
Courant algebroid structures on the pair (A,E). Having this ambient Poisson algebra, the usual
deformation theory based on graded Lie algebras as established in [11,20] can easily be adapted to
this situation. In addition to this rather naturally defined complex we propose a second, seemingly
different complex based on the Rothstein algebra: Here we use the symmetric algebra over the
derivations of A together with the Grassmann algebra over E and define a graded Poisson structure
of degree −2 by means of a connection. In the differential geometric context this is a particular
case of the Rothstein bracket [22] and has been used already in [15,16] to discuss the deformation
theory of Dirac structures inside Courant algebroids. Having this purely algebraic definition of the
Rothstein algebra we can establish a Poisson monomorphism which geometrically corresponds to a
symbol calculus for the maps in the before mentioned complex. Under certain conditions, satisfied
for smooth manifolds, this monomorphism is even an isomorphism. In the general case, we can
use it to replace the bigger complex by the Rothstein algebra: this has the advantage that certain
“unpleasant” symmetric multiderivations are shown to be irrelevant for the deformation problem.
Finally, the symbol calculus gives a derived bracket picture of Courant algebroids also in the
Rothstein approach. Since the Rothstein picture seems to be much simpler it may be a good
starting point for any sort of deformation quantization of Courant algebroids based on the use of a
connection. To illustrate this we use a Fedosov-like construction of a deformation quantization of
the Rothstein algebra as this has already been used by Bordemann [2] in a differential geometric
context, see [9] for the original construction of Fedosov. Under mild assumptions on the algebra A
we can show the existence of a suitable deformation quantization ⋆ of the ambient Rothstein algebra.
We propose two different definitions of the Courant structure: first we ask for a deformation of the
Courant structure into an element with square zero with respect to the star product ⋆. It is then
a standard argument that the obstructions as well as the infinitesimals for such a quantization are
elements in the same cohomology groups as for the classical deformation theory, supporting the
importance of the complex we constructed. However, as already seen in simple examples our first
version seems to be a quite strong requirement. Hence we relax the definition and ask only for a
deformation with square being central. This is shown to be possible in some first examples and
still yields an inner differential, thus matching the characteristic feature of the classical version of a
Courant algebroid. As a large class of examples we discuss Lie-Rinehart pairs viewed as particular
Courant algebroids and study their deformation quantization. In this case, even the stronger version
of a deformation quantization is possible.
The paper is organized as follows: In Section 2 we state the algebraic definition of a Courant
algebroid and specify the category of such Courant algebroids. In Section 3 the complex C•(E)
is defined and the graded Poisson algebra structure on C•(E) is constructed in detail. Section 4
contains the construction of the Rothstein algebra while Section 5 establishes the relation between
the two approaches. In Section 6 we adapt the well-known Fedosov construction of star products to
the cases of the Rothstein algebra. Section 7 contains the definition of a deformation quantization
of Courant structures inside the ambient quantization of the Rothstein algebra together with first
examples. Finally, in Section 8 we show how a Lie-Rinehart pair can be viewed as a Courant
algebroid. We show that the deformation quantization is possible in this case.
Acknowledgments: We would like to thank Johannes Huebschmann for valuable suggestions.
2 Algebraic Definition of Courant Algebroids
Let A be a commutative, unital algebra over a ring R ⊇ Q and let E be a projective, finitely
generated module over A. Let further E be endowed with a symmetric, strongly non-degenerate,
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full A-bilinear form
〈·, ·〉 : E× E −→ A.
Recall that a bilinear form is strongly non-degenerate if and only if the induced map E −→ E′ =
HomA(E,A) is an isomorphism. Moreover, a bilinear form is called full if and only if the module
homomorphism
φ : E⊗A E −→ A
induced by 〈·, ·〉 is surjective, i.e. if every a ∈ A can be written as a finite sum a =
∑
i 〈xi, yi〉 with
xi, yi ∈ E. Such a bilinear form is also called a full A-valued inner product.
Remark 2.1 As a consequence of fullness, our module E is also faithful, i.e. az = 0 for all z ∈ E
implies a = 0. To see this, write the unit element 1 ∈ A as a finite sum 1 =
∑
i 〈xi, yi〉 with
xi, yi ∈ E. If now a ∈ A with az = 0 ∀ z ∈ E, then it follows that
a = a · 1 = a
∑
i
〈xi, yi〉 =
∑
i
〈axi, yi〉 = 0. (2.1)
Remark 2.2 The existence of such a strongly non-degenerate and full inner product is a rather
strong requirement. In fact, in the framework of ∗-algebras over a ring C = R(i) with i2 = −1 where
R is ordered, such a bilinear form makes E a strong Morita equivalence bimodule with respect to
A and EndA(E), see e.g. [5].
Definition 2.3 (Courant Algebroid) A Courant algebroid structure on E is a R-bilinear map
[·, ·]C : E⊗ E −→ E, (2.2)
called Courant bracket, together with a map, the anchor,
σ : E −→ Der(A) (2.3)
such that for all x, y, z ∈ E and a ∈ A we have:
i.) (E, [·, ·]C) is a Leibniz algebra, i.e. [·, ·]C satisfies the Jacobi identity
[x, [y, z]C]C = [[x, y]C, z]C + [y, [x, z]C]C, (2.4)
ii.)
σ(x) 〈y, z〉 = 〈[x, y]C, z〉+ 〈y, [x, z]C〉 , (2.5)
iii.)
σ(x) 〈y, z〉 = 〈x, [y, z]C + [z, y]C〉 . (2.6)
Due to fullness we can write every a ∈ A as a finite sum a =
∑
i 〈xi, yi〉 with xi, yi ∈ E. Using
Equation (2.6) we get then for all z ∈ E that
σ(z)a =
∑
i
σ(z) 〈xi, yi〉 =
∑
i
〈z, [xi, yi]C + [yi, xi]C〉 , (2.7)
hence the map σ for a given Courant algebroid structure is uniquely determined. Moreover, it
follows that σ is an A-module homomorphism.
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Example 2.4 Consider the space of sections Γ∞(E) of a smooth (finite dimensional) vector bundle
E −→ M over a manifold M with non-zero fiber dimension. By the Serre-Swan-Theorem, Γ∞(E)
is a projective, finitely generated module over C∞(M), and every non-degenerate fibre metric is
known to induce a strongly non-degenerate and full C∞(M)-valued inner product on Γ∞(E). The
definition of a Courant algebroid structure on Γ∞(E) coincides then with the usual (non-skew-
symmetric) definition of a Courant algebroid given in [24].
One can show that [·, ·]C satisfies a Leibniz rule in the second argument, i.e. that
[x, ay]C = a[x, y]C + (σ(x)a)y (2.8)
for all x, y ∈ E and a ∈ A. The proof is the same as in the vector bundle case, see [27]. Using
the faithfulness of our module one can further show that σ : E −→ Der(A) is a homomorphism of
Leibniz algebras, i.e. an action of the Leibniz algebra E on A via derivations.
Definition 2.3 generalizes the concept of a Courant algebroid structure on a vector bundle like
Lie-Rinehart pairs generalize Lie algebroids, see [13,21]. In fact, if L ⊂ E is a coisotropic submodule
which is closed under the Courant bracket, then (A,L) is a Lie-Rinehart pair.
Since we require the bilinear form 〈·, ·〉 to be non-degenerate, a Courant bracket is skew-
symmetric if and only if σ(x) = 0 for all x ∈ E. In this case E is a Lie algebra over A.
Example 2.5 Let g be a finite dimensional, semi-simple Lie algebra over a field k of characteristic
zero. Then the Killing form on g is an ad-invariant, non-degenerate symmetric bilinear form. Hence
E = g with Killing form and trivial anchor is a Courant algebroid over A = k.
Remark 2.6 It is rather obvious how to define morphisms of Courant algebroids as structure
preserving maps. Then it is easy to see that Courant algebroids form a category.
3 The Poisson Algebra C•(E)
In this section we construct a graded Poisson algebra of degree −2 containing all candidates for
Courant algebroids structures on the given module E for a fixed choice of the inner product.
Definition 3.1 Let r ≥ 2. The subset Cr(E) ⊆ HomR(
⊗r−1
R
E,E) consists of all elements C for
which there exists an R-multilinear map
σC ∈ HomR(
⊗r−2
R
E,Der(A)), (3.1)
called the symbol of C, fulfilling the following conditions:
i.) For all x1, . . . , xr−2, u, w ∈ E we have
σC(x1, . . . , xr−2) 〈u,w〉 = 〈C(x1, . . . , xr−2, u), w〉+ 〈u,C(x1, . . . , xr−2, w)〉 . (3.2)
ii.) For r ≥ 3 and for all x1, . . . , xr−1, u ∈ E and 1 ≤ i ≤ r − 2 we have that
〈C(x1, . . . , xi, xi+1, . . . , xr−1) + C(x1, . . . , xi+1, xi, . . . , xr−1), u〉
= σC(x1,
i
ˆ. . .
i+1
ˆ. . . , xr−1, u) 〈xi, xi+1〉 . (3.3)
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Furthermore, we define C0(E) = A and C1(E) = E and set
C•(E) =
⊕
r≥0
Cr(E). (3.4)
It is obvious from the definition that C•(E) is a graded A-module. Moreover, an element
m ∈ C3(E) is a Courant algebroid structure on E if and only if m satisfies the Jacobi identity, i.e.
if and only if
m(x,m(y, z)) = m(m(x, y), z) +m(y,m(x, z)) (3.5)
for all x, y, z ∈ E.
Remark 3.2 In analogy to the terminology for higher Lie brackets (see e.g. [10, 28]) elements in
Cr(E) could be called quasi-r-Courant brackets. An r-Courant bracket would then be an element
C ∈ Cr(E) which satisfies
C(x1, . . . , xr−2,C(y1, . . . , yr−1)) =
r−1∑
i=1
C(y1, . . . , yi−1,C(x1, . . . , xr−2, yi), yi+1, . . . , yr−1) (3.6)
for all x1, . . . , xr−2, y1, . . . , yr−1 ∈ E.
Corollary 3.3 The symbol σC of C ∈ C
r(E) is uniquely determined by C.
Proof: This is an easy consequence of the fullness of 〈·, ·〉 and Equation (3.2). 
For C ∈ Cr(E) with r ≥ 3 and a =
∑
i 〈ui, vi〉 condition (3.3) implies that
σC(x1, . . . , xr−2)a =
∑
i
σC(x1, . . . , xr−2) 〈ui, vi〉
=
∑
i
〈C(x1, . . . , ui, vi, . . . , xr−3) + C(x1, . . . , vi, ui, . . . , xr−3), xr−2〉 .
(3.7)
Hence the map σC is A-linear in the last argument. Thus, we have a well-defined map
dC ∈ HomR
(⊗r−3
R
E,Der(A)⊗A E
)
(3.8)
given by
〈dC(x1, . . . , xr−3)a, y〉 = σC(x1, . . . , xr−3, y)a. (3.9)
Note that we use here the isomorphism Der(A,E) ∼= Der(A)⊗A E, which holds since E is supposed
to be projective and finitely generated.
Lemma 3.4 Let C ∈ Cr(E) with r ≥ 2. Then
C(x1, . . . , axr−1) = aC(x1, . . . , xr−1) + σC(x1, . . . , xr−2)a xr−1, (3.10)
for all x1, . . . , xr−1 ∈ E and a ∈ A.
Proof: The proof can be done analogously to [27]. 
Sometimes it is more convenient not to work with elements C ∈ Cr(E) but with R-multilinear
forms ω ∈ HomR(
⊗r
R
E,A) defined by ω(x1, . . . , xr) = 〈C(x1, . . . , xr−1), xr〉. This motivates the
following definition:
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Definition 3.5 For r ≥ 1 the subspace Ωr
C
(E) ⊆ HomR(
⊗r
R
E,A) consists of all elements ω fulfilling
the following conditions:
i.) ω is an A-module homomorphism in the last entry, i.e.
ω(x1, . . . , xr−1, axr) = aω(x1, . . . , xr−1, xr) (3.11)
for all a ∈ A.
ii.) For r ≥ 2 there exists an R-multilinear map σω ∈ HomR(
⊗r−2
R
E,Der(A)) such that
ω(x1, . . . , xi, xi+1, . . . , xr) + ω(x1, . . . , xi+1, xi, . . . , xr)
= σω(x1,
i
ˆ. . .
i+1
ˆ. . . , xr) 〈xi, xi+1〉
(3.12)
for all 1 ≤ i ≤ r − 1.
Furthermore, we set Ω0
C
(E) = A and Ω•
C
(E) =
⊕∞
r=0Ω
r
C
(E).
The next lemma is clear.
Lemma 3.6 There is an isomorphism of graded A-modules
C•(E) −→ Ω•C(E) (3.13)
given by
ωC(x1, . . . , xr) = 〈C(x1, . . . , xr−1), xr〉 (3.14)
for r ≥ 1 and by the identity on A = C0(E) = Ω0
C
(E).
Definition 3.7 For an A-module F we define
Dersym
p(A,F) = {D ∈ HomR(
⊗p
R
A,F) | D is symmetric and a derivation in each entry} (3.15)
and set Dersym
p(A) = Dersym
p(A,A).
Proposition 3.8 Let ω ∈ Ωr
C
(E) with r ≥ 2. Then there exist unique maps
π(p)ω ∈ Dersym
p(A,Ωr−2p
C
(E)) (3.16)
for 0 ≤ 2p ≤ r such that π
(0)
ω = ω and such that π
(p+1)
ω (a1, . . . , ap, ·) is the symbol of π
(p)
ω (a1, . . . , ap)
for all a1, . . . , ap ∈ A.
Proof: We prove the proposition by induction over p. By definition π
(1)
ω = σω, hence π
(1)
ω is a
derivation. Denote by ixω the map which is obtained by inserting x ∈ E in the first argument of
ω. Then clearly ixω ∈ Ω
r−1
C
(E). Since for u, v ∈ E one has
π(1)ω (〈u, v〉) = (iuiv + iviu)ω,
it follows that π
(1)
ω ∈ Der(A,Ω
r−2
C
(E)) by fullness of the scalar product. Suppose now that we
have already found π
(0)
ω , . . . , π
(p)
ω . If 2p ≥ r − 1 there is nothing more to show. Otherwise define
π
(p+1)
ω (a1, . . . , ap, ·) as the symbol of π
(p)
ω (a1, . . . , ap) ∈ Ω
r−2p
C
(E) for all a1, . . . , ap ∈ A. Then
π(p+1)ω (a1, . . . , ap, 〈u, v〉)(x1, . . . , xr−2p−2)
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= π(p)ω (a1, . . . , ap)(x1, . . . , u, v, . . . , xr−2p−2) + π
(p)
ω (a1, . . . , ap)(x1, . . . , v, u, . . . , xr−2p−2),
and by fullness we conclude that π
(p+1)
ω ∈ Hom(
⊗p+1
R
A,Ω
r−2(p+1)
C
(E)) and that π
(p+1)
ω is derivative
and symmetric in the first p arguments. To show the symmetry in the last two arguments let
u, v, w, z ∈ E. Then
π(p+1)ω (a1, . . . ,ap−1, 〈u, v〉 , 〈w, z〉)(x1, . . . , xr−2p−2)
= π(p)ω (a1, . . . , ap−1, 〈u, v〉)(x1, . . . , w, z, . . . , xr−2p−2)
+ π(p)ω (a1, . . . , ap−1, 〈u, v〉)(x1, . . . , z, w, . . . , xr−2p−2)
= π(p−1)ω (a1, . . . , ap−1)(x1, . . . , u, v, . . . , w, z, . . . , xr−2p−2)
+ π(p−1)ω (a1, . . . , ap−1)(x1 . . . , u, v . . . , z, w, . . . , xr−2p−2)
+ π(p−1)ω (a1, . . . , ap−1)(x1 . . . , v, u, . . . , w, z, . . . , xr−2p−2)
+ π(p−1)ω (a1, . . . , ap−1)(x1 . . . , v, u, . . . , z, w, . . . , xr−2p−2)
= π(p)ω (a1, . . . , ap−1, 〈w, z〉)(x1, . . . , u, v, . . . , xr−2p−2)
+ π(p)ω (a1, . . . , ap−1, 〈w, z〉)(x1, . . . , v, u, . . . , xr−2p−2)
= π(p+1)ω (a1, . . . , ap−1, 〈w, z〉 , 〈u, v〉)(x1, . . . , xn−2p−2),
and fullness implies now that π
(p+1)
ω ∈ Dersym
p+1(A,Ω
r−2(p+1)
C
(E)). 
Definition 3.9 Let C ∈ Cr(E) with r ≥ 3. Then define maps
δ
(p)
C
∈ Dersym
p(A,Cr−2p(E)) (3.17)
for 0 ≤ 2p < r by〈
δ
(p)
C
(a1, . . . , ap)(x1, . . . , xr−2p−1), xr−2p
〉
= π(p)ωC (a1, . . . , ap)(x1, . . . , xr−2p−1, xr−2p), (3.18)
where a1, . . . , ap ∈ A and x1, . . . , xr−2p ∈ E, and ωC ∈ Ω
r
C
(E) is given by (3.14).
Note that we have δ
(0)
C
= C and δ
(1)
C
= dC.
Example 3.10 Consider A as A-module in the usual way and use the canonical inner product
〈a, b〉 = ab. Then it is an easy exercise to show that for any P ∈ Dersym
2(A) the map
C(x, y, z) = P (x, z)y (3.19)
satisfies all requirements from Definition 3.1, and hence provides an element C ∈ C4(A). Explicitly,
we have π
(1)
C
(a)(x, y) = σC(x, y)a = P (x, a)y and δ
(1)
C
(a)(x) = dC(x)a = P (x, a), and finally
π
(2)
C
(a, b) = P (a, b).
Note that in the previous example π
(2)
C
is in general an element of Dersym
2(A), and not of the
smaller space S2ADer(A) which we will introduce in Definition 4.3. In Section 5, such symmetric
biderivations will show unpleasant features unless they factorize into symmetric products of deriva-
tions. The main purpose of the construction of the Rothstein algebra in Section 4 will be to show
that they do not contribute to the deformation problem.
For C ∈ Cr(E) with r ≥ 2 we denote by ixC the map with one argument less which is obtained
by inserting x in the first argument of C. It follows then immediately from the definition of Cr(E)
that ixC ∈ C
r−1(E).
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Lemma 3.11 Let C ∈ Cr(E), x ∈ E, and a ∈ A. Then for r = 3 we have
σixCa = ixσCa = 〈dC a, x〉 , (3.20)
while for r ≥ 4 we get
σixCa = ixσCa as well as ix dC a = dixC a. (3.21)
Proof: This follows directly from the definition of C•(E) by some easy calculations. 
Proposition 3.12 i.) There exists a unique R-bilinear, graded skew-symmetric map
Cr(E)× Cs(E) −→ Cr+s−2(E), (3.22)
uniquely defined by
[a, b] = 0, (3.23)
[a, x] = 0 = [x, a], (3.24)
[x, y] = 〈x, y〉 , (3.25)
[D, a] = σDa = −[a,D], (3.26)
[C, x] = ixC = (−1)
r+1[x,C], (3.27)
for elements a, b ∈ A, x, y ∈ E, D ∈ C2(E) and C ∈ Cr(E) for r ≥ 2, and by the recursion
ix[C1,C2] = [[C1,C2], x] = (−1)
s[[C1, x],C2] + [C1, [C2, x]] (3.28)
for C1 ∈ C
r(E), C2 ∈ C
s(E) and x ∈ E.
ii.) The bracket [·, ·] satisfies the graded Jacobi identity, i.e. for all C1 ∈ C
r(E), C2 ∈ C
s(E) and
C3 ∈ C
t(E) we have
[C1, [C2,C3]] = [[C1,C2],C3] + (−1)
rs[C2, [C1,C3]]. (3.29)
Proof: We first show that the recursion (3.28) is consistent with the above definitions for the
low degrees. Due to the grading, the only thing to check is the consistency with (3.27). But if
D ∈ C2(E) and x, y ∈ E, then
[[D, x], y] = 〈D(x), y〉 = −〈D(y), x〉+ σC 〈x, y〉 = −[[D, y], x] + [D, [x, y]]. (3.30)
If C ∈ Cr(E) with r ≥ 3 then
[[C, x], y] = iyixC = −ixiyC+ dC 〈x, y〉 = −[[C, y], x] + dC 〈x, y〉 ,
hence (3.28) and fullness imply that [C, a] = dC a. This is still consistent since Lemma 3.11 implies
that
[[C, a], x] = [dC a, x] =
{
〈x,dC a〉 = σixCa if r = 3
ix dC a = dixC a if r ≥ 4
}
= [[C, x], a] + [C, [a, x]]. (3.31)
By construction it is clear that for C1 ∈ C
r(E) and C2 ∈ C
s(E) the recursively defined map [C1,C2] is
an element in HomR(
⊗r+s−3
R
E,E). It is further obvious that the bracket is graded skew-symmetric.
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What remains to show is that [C1,C2] is an element in C
r+s−2(E). We will prove this, together with
the formula
[[C1,C2], a] = [[C1, a],C2] + [C1, [C2, a]],
by induction over N = r + s. For N = 1, 2, 3 there is nothing more to show. Consider the case
N = 4. If a ∈ A and C ∈ C4(E), then [C, a] = dC a ∈ C
2(E), and moreover
[[C, a], b] = [dC a, b] = δ
(2)
C
(a, b) = δ
(2)
C
(b, a)
= [dC b, a] = [[C, b], a] = [[C, b], a] + [C, [a, b]].
(3.32)
For x ∈ E and C ∈ C3(E) we have [C, x] = ixC ∈ C
2(E) and further
[[C, x], a] = [[C, a], x] + [C, [x, a]]
by Equation (3.31). By a direct calculation we find further that for D1,D2 ∈ C
2(E) the bracket
[D1,D2] is again in C
2(E) and that
σ[D1,D2]a = σD1σD2a− σD2σD1a = [σD1a,D2] + [D1, σD2a],
i.e.
[[D1,D2], a] = [[D1, a],D2] + [D1, [D2, a]]. (3.33)
So let C1 ∈ C
r(E) and C2 ∈ C
s(E) with r + s ≥ 5. By (3.28) we have
[[C1,C2], x] = (−1)
s[[C1, x],C2] + [C1, [C2, x]],
and by induction we conclude that [[C1,C2], x] ∈ C
r+s−3(E) for all x ∈ E and further that
[[[C1,C2], x], a] = (−1)
s[[[C1, x],C2], a] + [[C1, [C2, x]], a]
= (−1)s[[[C1, x], a],C2] + (−1)
s[[C1, x], [C2, a]] + [[C1, a], [C2, x]] + [C1, [[C2, x], a]]
= (−1)s[[[C1, a], x],C2] + (−1)
s[[C1, x], [C2, a]] + [[C1, a], [C2, x]] + [C1, [[C2, a], x]]
= [[[C1, a],C2] + [C1, [C2, a]], x]
for all a ∈ A. Consider now the map h : A −→ Cr+s−4(E) defined by
h(a) = [[C1, a],C2] + [C1, [C2, a]].
We know that the map
a 7→ [[[C1,C2], x], a] = [h(a), x]
is a derivation. Since obviously [aC, x] = a[C, x] for all a ∈ A, x ∈ E and C ∈ C•(E) it follows that
[h(ab), x] = [ah(b) + h(a)b, x]
for all a, b ∈ A and x ∈ E. But since the degree of h(a) is at least one, this implies that
h(ab) = ah(b) + h(a)b
for all a, b ∈ A, i.e. h ∈ Der(A,Cr+s−4(E)). By construction we have ixh(a) = d[[C1,C2],x] a, hence
〈h(〈u, v〉)(x1, . . . , xr+s−3), xr+s−2〉 = 〈[C1,C2](x1, . . . , xr+s−2, u), v〉
+ 〈[C1,C2](x1, . . . , xr+s−2, v), u〉
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and
h(〈xi, xi+1〉)(x1,
i
ˆ. . .
i+1
ˆ. . . , xr+s−1) = [C1,C2](x1, . . . , xi, xi+1, . . . , xr+s−1)
+ [C1,C2](x1, . . . , xi+1, xi, . . . , xr+s−1)
for all x1, . . . , xr+s−1, u, v ∈ E and 2 ≤ i ≤ r + s − 2. It remains to show the last equation also for
i = 1. But by the recursion rule we find that
[[[C1,C2], x], y] + [[[C1,C2], y], x] = [[C1, [x, y]],C2] + [C1, [C2, [x, y]]]
= [[C1, 〈x, y〉],C2] + [C1, [C2, 〈x, y〉]]
and hence
h(〈x1, x2〉)(x3, . . . , xr+s−1) = [C1,C2](x1, x2, x3, . . . , xr+s−1)
+ [C1,C2](x2, x1, x3, . . . , xr+s−1).
Therefore [C1,C2] ∈ C
r+s−2(E) with symbol
σ[C1,C2](x1, . . . , xr+s−2)a = 〈h(a)(x1, . . . , xr+s−3), xr+s−2〉
and
d[C1,C2] a = h(a) = [dC1 a,C2] + [C1,dC2 a].
Consider now the Jacobiator
J(C1,C2,C3) = [C1, [C2,C3]]− [[C1,C2],C3]− (−1)
rs[C2, [C1,C3]]
with C1 ∈ C
r(E), C2 ∈ C
s(E) and C3 ∈ C
t(E). We will show by induction over N = r + s + t that
the Jacobiator vanishes. Because of skew-symmetry we can assume that r ≤ s ≤ t. Since [·, ·] is of
degree −2, there is nothing to prove for N = 0, 1, 2, 3. With the case N = 4 we are already done
due to the identities (3.30), (3.31), (3.32) and (3.33). Using (3.28) we further get
[J(C1,C2,C3), x] = [J(C1,C2,C3), x]
= (−1)s+tJ([C1, x],C2,C3) + (−1)
tJ(C1, [C2, x],C3) + J(C1,C2, [C3, x])
for all x ∈ E, and induction yields now [J(C1,C2,C3), x] = 0 for all x ∈ E. Since for N ≥ 5 the
Jacobiator J(C1,C2,C3) is at least of degree one, we conclude that also J(C1,C2,C3) = 0. 
Corollary 3.13 For C1 ∈ C
r(E), C2 ∈ C
s(E) with r, s ≥ 2 the bracket [C1,C2] coincides with the
bracket defined in [1,23] restricted to
⊕
r≥2 C
r(E) after adapting the sign conventions appropriately.
The bracket defined in Proposition 3.12 makes C•(E) to a graded Lie algebra. The more explicit
formulas from [1,23] will not be needed in the sequel.
In a next step we define an associative, graded commutative product ∧ on C•(E):
Proposition 3.14 There exists an associative, graded commutative R-bilinear product ∧ of degree
zero on C•(E) uniquely defined by the equations
a ∧ b = ab = b ∧ a (3.34)
and
a ∧ x = ax = x ∧ a (3.35)
for all a, b ∈ A and x ∈ E, and by the recursion rule
[C1 ∧ C2, x] = (−1)
s[C1, x] ∧ C2 + C1 ∧ [C2, x] (3.36)
for all C1 ∈ C
r(E), C2 ∈ C
s(E) and x ∈ E.
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Proof: Clearly the recursion rule (3.36) is consistent with the definitions (3.34) and (3.35). More-
over, if ∧ exists, it must be homogeneous of degree zero and graded commutative. We prove now
by induction over N = r + s that for C1 ∈ C
r(E) and C2 ∈ C
s(E) the map
(x1, . . . , xr+s−1) 7−→ (ix1(C1 ∧ C2))(x2, . . . , xr+s−1)
is an element in Cr+s(E), and that
[C1 ∧ C2, a] = [C1, a] ∧ C2 + C1 ∧ [C2, a]
for all a ∈ A. For N = 0, 1 there is nothing to show. If a ∈ A and D ∈ C2(E), then (3.36) implies
that
[a ∧ D, x] = a ∧ [D, x] = aD(x) = [aD, x]
for all x ∈ E, hence a ∧ D = aD ∈ C2(E) and [a ∧ D, b] = σaDb = aσDb = a ∧ [D, b]. For x, y, z ∈ E
we get iz(x ∧ y) = −〈x, z〉 y + x 〈y, z〉, whence x ∧ y ∈ C
2(E) with vanishing symbol and thus
[x ∧ y, a] = 0 = [x, a] ∧ y + x ∧ [a, y]. Suppose now N = r + s ≥ 3. By induction we find that
[ix(C1,∧C2), a] = [(−1)
s[C1, x] ∧ C2 + C1 ∧ [C2, x], a]
= (−1)s[[C1, x], a] ∧ C2 + (−1)
s[C1, x] ∧ [C2, a] + [C1, a] ∧ [C2, x] + C1 ∧ [[C2, x], a]
= (−1)s[[C1, a], x] ∧ C2 + (−1)
s[C1, x] ∧ [C2, a] + [C1, a] ∧ [C2, x] + C1 ∧ [[C2, a], x]
= [[C1, a] ∧ C2 + C1 ∧ [C2, a], x].
Hence the map a 7−→ [[C1, a]∧C2+C1 ∧ [C2, a], x] is a derivation. Since the degree of [C1, a]∧C2+
C1 ∧ [C2, a] is at least one, the map
h(a) = [C1, a] ∧ C2 + C1 ∧ [C2, a]
is also a derivation. We have to show that h is the map dC1∧C2 . By construction we already know
that [h(a), x] = dix(C1∧C2) a. With a short calculation using the recursion rule we further find that
(iyix + ixiy)(C1 ∧ C2) = (iyix + ixiy)C1 ∧ C2 + C1 ∧ (iyix + ixiy)C2
= [C1, 〈x, y〉] ∧ C2 + C1 ∧ [C2, 〈x, y〉]
= h(〈x, y〉),
hence C1 ∧ C2 is in fact in C
r+s(E) and dC1∧C2 a = [C1, a] ∧ C2 + C1 ∧ [C2, a]. The associativity can
now easily be proven by induction in a similar way we have proven the Jacobi identity for [·, ·] in
Theorem 3.12. 
Corollary 3.15 Let C1 ∈ C
r(E), C2 ∈ C
s(E) with r, s ≥ 1. Then C1 ∧ C2 is given by
C1 ∧ C2(x1, . . . , xr+s−1)
= (−1)rs
∑
π∈Sr,s−1
sign(π)
〈
C1(xπ(1), . . . , xπ(r−1)), xπ(r)
〉
C2(xπ(r+1) . . . , xπ(r+s−1))
+
∑
π∈Ss,r−1
sign(π)
〈
C2(xπ(1), . . . , xπ(s−1)), xπ(s)
〉
C1(xπ(s+1) . . . , xπ(r+s−1)),
where Sp,q denotes the (p, q)-shuffle permutations.
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Proof: The proof can be done by induction over N = r + s. 
Since C•(E) ∼= Ω•C(E), we can transport the product ∧ to Ω
•
C
(E) with the isomorphism given in
Lemma 3.6, i.e. we set
ωC1 ∧ ωC2 = ωC1∧C2
for all C1,C2 ∈ C
•(E). A little computation yields then to the next corollary.
Corollary 3.16 Let ω1 ∈ Ω
r
C
(E) and ω2 ∈ Ω
s
C
(E) with r, s ≥ 1, then ω1 ∧ ω2 is given by
ω1 ∧ ω2(x1, . . . , xr+s)
= (−1)rs
∑
π∈Sr,s
sign(π)ω1(xπ(1), . . . , xπ(r))ω2(xπ(r+1) . . . , xπ(r+s)).
For a ∈ A and ω ∈ Ω•
C
(E) we have
a ∧ ω = aω = ω ∧ a.
We can now formulate the main theorem of this section:
Theorem 3.17 The triple (C•(E), [·, ·],∧) is a graded Poisson algebra of degree −2.
Proof: It remains to prove the Leibniz rule
[C1,C2 ∧ C3] = [C1,C2] ∧ C3 + (−1)
rsC2 ∧ [C1,C3] (3.37)
for C1 ∈ C
r(E), C2 ∈ C
s(E) and C3 ∈ C
t(E). We will do this by induction over N = r + s + t. For
N = 0, 1 there is nothing to show. For N = 2 we have the following identities, where a, b ∈ A,
x, y ∈ E and D ∈ C2(E):
[D, ab] = σD(ab) = σD(a)b+ aσD(b) = [D, a]b+ a[D, b]
[x, ay] = 〈x, ay〉 = a 〈x, y〉 = a[x, y] + [x, a]y
[a, x ∧ y] = 0 = [a, x]y + x[a, y]
[a, bD] = −σbDa = −bσDa = [a, b]D + b[a,D]
We can now finish the proof by induction using the Equations (3.28) and (3.36). 
Remark 3.18 (Courant bracket as derived bracket) From (3.5) one obtains that m ∈ C3(E)
defines a Courant algebroid structure on E if and only if [m,m] = 0. In this case, the Courant
bracket corresponding to m is the derived bracket
[x, y]m = [[x,m], y] for all x, y ∈ E (3.38)
in the sense of [18].
Remark 3.19 (Deformation theory, I) Let m ∈ C3(E) be a Courant algebroid structure, i.e.
[m,m] = 0, and hence δm = [m, ·] squares to zero. We hence get a cochain complex
A
δm
// E
δm
// C2(E)
δm
// C3(E)
δm
// C4(E)
δm
// · · · . (3.39)
Denote by H•(C(E), δm) the cohomology of this complex. Since δm is an (even inner) derivation,
the cohomology inherits the Poisson algebra structure of C(E). By the usual considerations one
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finds that H2(C(E), δm) are the outer derivations of m, that H
3(C(E), δm) parametrizes the non-
trivial infinitesimal deformations mt = m+ tm1 + · · · of m up to formal automorphisms, and that
H4(C(E), δm) contains the obstructions for a recursive construction of formal deformations. Again,
the construction enjoys good functorial properties. We do not spell out the rather obvious details
here.
4 The Rothstein Algebra R•(E)
In this section we shall now describe a completely different approach to the complex C•(E) by
establishing a kind of “symbol calculus” for it. To this end, we have to choose an additional
structure, a connection, to construct the Rothstein algebra.
Definition 4.1 (Connection) A connection (or: covariant derivative) ∇ for the module E is a
map ∇ : Der(A)× E −→ E such that
∇aDx = a∇Dx (4.1)
∇D(ax) = a∇Dx+D(a)x (4.2)
for all a ∈ A, D ∈ Der(A), and x ∈ E. If 〈·, ·〉 : E× E −→ A is an A-valued inner product, then ∇
is called metric if in addition
D 〈x, y〉 = 〈∇Dx, y〉+ 〈x,∇Dy〉 (4.3)
for all x, y ∈ E and D ∈ Der(A).
The following lemma is well-known and provides us a metric connection for the module E:
Lemma 4.2 If E is finitely generated and projective then it allows for a connection ∇. If E has
in addition a strongly non-degenerate inner product 〈·, ·〉, then ∇ can be chosen to be a metric
connection.
Proof: If E = PAn with P = P 2 ∈ Mn(A) then ∇DPx = PD(x) is a connection where D is
applied componentwise to x ∈ An. Moreover, if ∇˜ is any connection and 〈·, ·〉 is strongly non-
degenerate then ∇ defined by
〈∇Dx, y〉 =
1
2
(〈
∇˜Dx, y
〉
−
〈
x, ∇˜Dy
〉
+D 〈x, y〉
)
is easily shown to be a metric connection. Note that fullness is not needed here. 
Endow the algebra of symmetric multi-derivations Dersym
•(A) with the obvious symmetric
product ∨ given for P ∈ Dersym
p(A) and Q ∈ Dersym
q(A) by
(P ∨Q)(a1, . . . , ap+q) =
∑
π∈Sp,q
P (aπ(1), . . . , aπ(p))Q(aπ(p+1), . . . , aπ(p+q))
for all a1 . . . ap+q ∈ A, where Sp,q denotes the set of (p, q)-shuffles. This makes Dersym
•(A) to an
associative, commutative algebra.
Definition 4.3 Denote by S•ADer(A) the subalgebra of Dersym
•(A) generated by A and Der(A).
Note that in general S•ADer(A) is a proper subset of Dersym
•(A). Consider for example the
algebra A = R[X]/(X2), then Der(A) ∨A Der(A) = 0 6= Dersym
2(A). In nice geometric contexts
however, the difference is absent:
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Example 4.4 For a smooth manifold M the symmetric multi-derivations Dersym
k(C∞(M)) of the
smooth functionsA = C∞(M) can be identified canonically with the smooth sections Γ∞(Sk TM) of
symmetric powers of the tangent bundle. Moreover, by use of the Serre-Swan-Theorem one obtains
that the k-th symmetric power of Der(C∞(M)) ∼= Γ∞(TM) is indeed in bijection to Γ∞(SkTM).
We can now define the Rothstein algebra as associative algebra as follows. Note that as usual
S0A Der(A) = Λ
0
A E = A by convention.
Definition 4.5 (Rothstein algebra) The Rothstein algebra is defined by
R•(E) =
∞⊕
r=0
Rr(E) with Rr(E) =
⊕
2p+k=r
Sp
A
Der(A)⊗A Λ
k
A E, (4.4)
where the tensor product is taken over A, with the canonical product ∧ defined on factorizing
elements by
(P ⊗ ξ) ∧ (Q⊗ η) = (P ∨Q)⊗ (ξ ∧ η). (4.5)
With this definition, the following properties are immediate. Note that the associative algebra
structure of R•(E) does not yet depend on the inner product.
Proposition 4.6 The Rothstein algebra R•(E) with the product (4.5) is an associative and graded
commutative algebra with R0(E) = A as sub-algebra. Moreover, R0(E), R1(E) and R2(E) generate
R•(E).
Using a metric connection we can define a graded Poisson bracket of degree −2 on the Rothstein
algebra. To this end we have to introduce the curvature of∇. First it is clear that a given connection
∇ for E extends to Λ•A E by imposing the Leibniz rule with respect to the ∧-product. Thus we can
consider
R(D,E)ξ = ∇D∇Eξ −∇E∇Dξ −∇[D,E]ξ, (4.6)
for D,E ∈ Der(A) and ξ ∈ Λ•A(E). The usual computation shows that R(·, ·)· is A-linear in all
three arguments. Thus it defines an element
R(D,E) ∈ EndA(Λ
•
A E) (4.7)
in the A-linear endomorphisms of Λ•A E. Moreover, it clearly preserves the anti-symmetric degree
of Λ•A E whence it is homogeneous of degree 0. Finally, R(D,E) is a derivation of the ∧-product
as the commutator of derivations is a derivation. Restricting R(D,E) to E gives a A-linear map
R(D,E) : E −→ E. Since ∇ is metric, it follows that
〈R(D,E)x, y〉 = −〈R(D,E)y, x〉 , (4.8)
whence the map (x, y) 7→ 〈R(D,E)x, y〉 is A-bilinear and anti-symmetric. Using the strongly
non-degenerate inner product 〈·, ·〉 on E this allows to define r(D,E) ∈ Λ2A E by
〈R(D,E)x, y〉 = 〈r(D,E), x ∧ y〉 . (4.9)
Directly from the definition of the curvature we obtain the Bianchi identity
[∇D1 , R(D2,D3)] + [∇D2 , R(D3,D1)] + [∇D3 , R(D1,D2)]
+R(D1, [D2,D3]) +R(D2, [D3,D1]) +R(D3, [D1,D2]) = 0
(4.10)
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for D1,D2,D3 ∈ Der(A), which reads for r as
∇D1r(D2,D3) +∇D2r(D3,D1) +∇D3r(D1,D2)
+ r(D1, [D2,D3]) + r(D2, [D3,D1]) + r(D3, [D1,D2]) = 0.
(4.11)
With this preparation the Poisson structure can now be defined analogously to the smooth case,
see [25].
Theorem 4.7 Let ∇ be a metric connection on E. Then there exists a unique graded Poisson
structure {·, ·}R on R
•(E) of degree −2 such that
{a, b}R = 0 = {a, x}R , (4.12)
{x, y}R = 〈x, y〉 , (4.13)
{D, a}R = −D(a), (4.14)
{D,x}R = −∇Dx, and (4.15)
{D,E}R = −[D,E]− r(D,E), (4.16)
for a, b ∈ A = R0(E), x, y ∈ E = R1(E), and D,E ∈ Der(A) ⊆ R2(E).
Proof: Since the Rothstein algebra is generated by the elements of degree 0, 1 and 2, it will be
sufficient to specify the Poisson bracket on these elements, which immediately gives uniqueness.
The required graded version of the Leibniz rule is {φ,ψ ∧ χ}R = {φ,ψ}R ∧ χ+ (−1)
rsψ ∧ {φ, χ}R
for φ ∈ Rr(E) and ψ ∈ Rs(E). Clearly, this Leibniz rule is consistent with the definitions (4.12)
whence enforcing graded antisymmetry {φ,ψ}R = −(−1)
rs {ψ, φ}R and the Leibniz rule extends
{·, ·}R to all of R
•(E). It remains to show the graded Jacobi identity, which reads
{φ, {ψ,χ}R}R = {{φ,ψ}R , χ}R + (−1)
rs {ψ, {φ, χ}R}R (4.17)
for general elements. But clearly (4.17) is fulfilled on generators thanks to metricity of the connec-
tion and the Bianchi identity for the curvature r. 
The Rothstein bracket depends therefore on the connection. However, the next theorem says that
this dependence is not crucial. To this end, let ∇ and ∇′ be metric connections on E. Define for
D ∈ Der(A) the module endomorphism TD ∈ EndA(E) by
TDx = ∇Dx−∇
′
Dx (4.18)
for all x ∈ E. Then 〈TDx, y〉 = −〈TDy, x〉 for all x, y ∈ E, hence we get a well-defined A-linear
map t : Der(A) −→ Λ2A E by the requirement 〈t(D), x ∧ y〉 = 〈TDx, y〉. We extend this map to the
whole algebra R•(E) by t(a) = 0, t(x) = 0 for a ∈ A, x ∈ E, and by enforcing the Leibniz rule with
respect to ∧.
Theorem 4.8 Let ∇ and ∇′ be metric connections on E, and let {·, ·}R and {·, ·}
′
R be the associated
Rothstein brackets. Let t ∈ EndR(R
•(E)) be given as above. Then
exp(t) =
∞∑
n=0
tn
n!
: (R•(E), {·, ·}R) −→ (R
•(E), {·, ·}′R) (4.19)
is an homogeneous isomorphism of degree zero of graded Poisson algebras.
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Proof: First of all notice that exp(t) is well-defined since t lowers the symmetric degree in
Sp
A
Der(A) by one. By definition
t : R•(E) −→ R•(E)
is homogeneous of degree zero and a derivation of the ∧-product. Hence exp(t) is also homogeneous
of degree zero but now an automorphism of ∧. To prove that exp(t) maps {·, ·}R to {·, ·}
′
R, it suffices
to show this on generators, which follows by straightforward computations. 
The construction of the Rothstein algebra enjoys some nice functorial properties: Let F be
another finitely generated, projective module over an algebra B, together with a full, strongly
non-degenerate inner product 〈·, ·〉F and a metric connection whence we obtain a Rothstein algebra
R•(F). Now, let be g : A −→ B an invertible algebra morphism and G : E −→ F a R-linear
isometric module map along g, i.e. G satisfies G(ax) = g(a)G(x) and
g(〈x, y〉E) = 〈G(x), G(y)〉F (4.20)
for all a ∈ A and x, y ∈ E. As before we define a left inverse H : F −→ E of G for y ∈ F by
〈H(y), x〉E = g
−1(〈y,G(x)〉F) for all x ∈ E. (4.21)
Since g is invertible we further have a map g∗ : Der(A) −→ Der(B) given by g∗D = g ◦D ◦ g
−1.
Proposition 4.9 Let G : E −→ F be an R-linear isometric bijection along an algebra isomorphism
g : A −→ B. Then G lifts to a morphism
G∗ : R
•(E) −→ R•(F) (4.22)
of Poisson algebras such that G∗(a) = g(a) and G∗(x) = G(x) for all a ∈ A and x ∈ E.
Proof: Suppose first that we also have G(∇EDx) = ∇
F
g∗D
(G(x)) for all D ∈ Der(A) and x ∈ E.
Then we define G∗(a) = g(a), G∗(x) = G(x) and G∗(D) = g∗(D) for a ∈ A, x ∈ E and D ∈
Der(A) and extend G∗ to the whole algebra R
•(E) by enforcing it to be a algebra morphism with
respect to the ∧-products. It follows that G∗ is a morphism of Poisson algebras as this is true on
generators. For the general case define on F another metric connection ∇′ by ∇′Dy = G(∇
E
g∗DH(y))
for D ∈ Der(B) and y ∈ F, where H is given by (4.21). Since we assume G to be bijective we have
G−1 = H, and one easily shows that ∇′ is in fact a well defined metric connection for F. Moreover
G(∇EDx) = ∇
′
g∗D
(G(x)) for all D ∈ Der(A) and we hence get a Poisson morphism R•(E) −→ R′•(F),
where R′•(F) denotes the Rothstein algebra together with the graded Poisson bracket constructed
using ∇′. Since by Theorem 4.8 we have a canonical isomorphism R′•(F) −→ R•(F) of graded
Poisson algebras, the proof is complete. 
5 The Symbol Calculus for C•(E)
In this section we find the relation between the two Poisson algebras C•(E) and R•(E). In particular,
we will simplify the cohomology for the deformation theory of Courant algebroid structures from
Remark 3.19.
Definition 5.1 Let the A-linear map J : R•(E) −→ C•(E) be defined on generators by
J(a) = a, J(x) = x, and J(D) = −∇D (5.1)
for a ∈ A, x ∈ E and D ∈ Der(A), and extended to all degrees as homomorphism of ∧.
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Proposition 5.2 i.) The map J is a homomorphism of Poisson algebras.
ii.) Let φ ∈ Rr(E) with r ≥ 2, then
J(φ)(x1, . . . , xr−1) =
{
{. . . {φ, x1}R , . . .}R , xr−1
}
R
(5.2)
and
σJ(φ)(x1, . . . , xr−2)a =
{{
{. . . {φ, x1}R , . . .}R , xr−2
}
R
, a
}
R
(5.3)
for all x1, . . . , xr−1 ∈ E and a ∈ A
Proof: That J is an homomorphism is obviously true for generators and hence for all elements in
R•(E). To show Equation (5.2), note first that [J(φ), x] = [J(φ), J(x)] = J({φ, x}R) for all x ∈ E,
and finish the proof then by induction over r. The rest is now clear. 
Recall that for a projective and finitely generated module E we have an isomorphism λ : Dersym
p(A)⊗A
Λ•A E −→ Dersym
p(A,Λ•A E) given by
λ(P ⊗ ξ)(a1, . . . , ap) = P (a1 . . . , ap)ξ
for all a1, . . . , ap ∈ A. If now φ ∈ S
p
A
Der(A)⊗A Λ
k
A E for p ≥ 1 and k ≥ 0 then{
{· · · {φ, a1}R , · · · }R , ap
}
R
= (−1)pλ(φ)(a1, . . . , ap)
and injectivity of λ implies that {φ, a}R = 0 for all a ∈ A if and only φ = 0.
Lemma 5.3 Let φ ∈ Rr(E) with r ≥ 1. Then{
{· · · {φ, x1}R , · · · }R , xr
}
R
= 0 (5.4)
for all x1, . . . , xr ∈ E if and only if φ = 0.
Proof: Since the bilinear form 〈·, ·〉 = {·, ·}R |E×E is non-degenerate, the lemma is true for r = 1.
For φ ∈ Rr(E) with r ≥ 2, we have {φ, x1}R ∈ R
r−1(E), and we get by induction that (5.4) is true
for all x1, . . . , xr ∈ E if and only if {φ, x}R = 0 for all x ∈ E. Hence
{φ, 〈x, y〉}R = {φ, {x, y}R}R = {{φ, x}R , y}R + (−1)
r {x, {φ, y}R}R = 0
for all x, y ∈ E, and due to fullness we conclude that also {φ, a}R = 0 for all a ∈ A. Now write φ
as a sum φ =
∑
2p+k=r φp with φp ∈ S
p
A
Der(A) ⊗A Λ
r−2p
A
E. Then {φp, a}R = 0 for all p ≥ 1, and
thus φp = 0 for all p ≥ 1. Hence we have {φ0, x}R = 0 for all x ∈ E, and with the non-degeneracy
of the inner product follows then that also φ0 = 0. 
The last lemma implies now immediately the injectivity of J. In general J is not surjective, how-
ever. The reason is that there might appear non-factorizing symmetric multiderivations of A when
calculating the higher symbols π
(p)
C
of an element C ∈ C•(E) while the Rothstein-Poisson algebra
was constructed using only symmetric products of ordinary derivations.
Corollary 5.4 Let Cˆ•(E) be the ∧-subalgebra of C•(E) generated by A, E and C2(E). Then Cˆ•(E)
is closed under the bracket [·, ·] and J is an isomorphism of Poisson algebras
J : R•(E) −→ Cˆ•(E). (5.5)
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Proof: From Lemma 5.3 follows that J is injective. Moreover it is clear from the Leibniz rule
(3.37) that Cˆ•(E) is a Poisson subalgebra. If D ∈ C2(E) we can define an element ξ ∈ Λ2A E
by 〈ξ, x ∧ y〉 = 〈D(x)−∇σDx, y〉. It follows that {−ξ + σD, x}R = D(x) for all x ∈ E, hence
D ∈ J(R2(E)) and therefore C2(E) ∼= R2(E). Since J is a homomorphism with respect to the
∧-products, the rest follows now immediately. 
Remark 5.5 It follows again that Rothstein algebras to different connections are isomorphic since
they are all isomorphic to Cˆ•(E).
The following easy observation is crucial to simplify the deformation theory of Courant algebroids
drastically:
Lemma 5.6 We have Cˆ3(E) = C3(E).
Proof: Let C ∈ C3(E) and let dC ∈ Der(A,E) be given by 〈dC a, x〉 = σC(x)a. Since E is
projective and finitely generated, we can find D1, . . . ,Dn ∈ Der(A) and e1, . . . , en ∈ E such that
dC(a) = D
i(a)ei. It follows that σC(x)a = 〈dC a, x〉 = D
i(a) 〈ei, x〉, i.e. σC(x) = 〈ei, x〉D
i. Let ∇
be a metric connection for E and define T ∈ C3(E) by T = C−∇Di ∧ ei. Then
〈T (x, y), z〉 = 〈C(x, y), z〉 − 〈∇Dix, y〉 〈ei, z〉+ 〈∇Dix, z〉 〈ei, y〉 − 〈∇Diy, z〉 〈ei, x〉
= 〈C(x, y), z〉 −
〈
∇σC(z)x, y
〉
+
〈
∇σC(y)x, z
〉
−
〈
∇σC(x)y, z
〉
,
and one easily shows that η = 〈T (·, ·), ·〉 is skew-symmetric and A-linear. Hence C ∈ Λ3A C
1(E) ⊕(
C1(E) ∧A C
2(E)
)
. 
Since J respects the ∧-product we have also found the inverse image of C ∈ C3(E) in the
Rothstein algebra: Use the strongly non-degenerate inner product to define the element ξ ∈ Λ3A E
such that J(ξ) = T . It follows then that
J(ξ −Di ∧ ei) = J(ξ)− J(D
i) ∧ J(ei) = T +∇Di ∧ ei = C. (5.6)
Let m ∈ C3(E) = Cˆ3(E) with [m,m] = 0. Then δm = [m, ·] squares to zero and since Cˆ
•(E) is
closed under [·, ·] we get a subcomplex
A
δm
// E
δm
// Cˆ2(E)
δm
// Cˆ3(E)
δm
// Cˆ4(E)
δm
// · · · (5.7)
For r ≤ 3 we have Cˆr(E) = Cr(E) and hence also Hr(Cˆ(E), δm) = H
r(C(E), δm). Let mt =
m+m1t+m2t
2+ · · ·+mkt
k be a deformation of m of order k. One can show that
∑k
i=1[mi,mk+1−i]
is a cocycle and that moreover m′t = mt +mk+1t
k+1 is a deformation of order k + 1 if and only if
2δmmk+1 = −
k∑
i=1
[mi,mk+1−i]. (5.8)
Since Cˆ•(E) is closed under the bracket, the right hand side of (5.8) is an element in ker(δm :
Cˆ4(E) −→ Cˆ5(E)), whence the obstructions for finding mk+1 ∈ C
3(E) = Cˆ3(E) are in H4(Cˆ(E), δm).
To study the deformation theory of a given Courant algebroid structurem, we therefore can restrict
ourselves to the smaller algebra Cˆ•(E) .
Theorem 5.7 (Deformation theory, II) The formal deformation theory of Courant algebroid
structures is controlled by Cˆ•(E) and the relevant cohomologies for a given Courant algebroid struc-
ture m are H•(Cˆ(E), δm). Equivalently, one can use the Rothstein algebra R
•(E) with the differential
δΘ = {Θ, ·}R instead, where Θ = J
−1(m).
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Remark 5.8 In view of the examples in (3.19) at the beginning of Section 3 we see that the
complex Cˆ•(E) typically is strictly smaller than C•(E). Thus the map J is only an injection but
not surjective in general. Hence the deformation problem of Courant algebroids is simplified sig-
nificantly by replacing C•(E) with Cˆ•(E). This shows the advantage of the formulation of the
deformation problem using the Rothstein algebra in Theorem 5.7 compared to the more naive
version in Remark 3.19. Moreover, even in the case of smooth manifolds, where the map J is an
isomorphism, the approach with the Rothstein algebra seems to be simpler thanks to the easier
characterization of the underlying A-modules R•(E) compared to C•(E).
Suppose now in the following that Dersym
p(A) = Sp
A
Der(A) for all p ≥ 0. This condition is for
example satisfied if Der(A) is a finitely generated and projective module over A, an assumption
which we will have to make for the Fedosov construction in the next section. Note that this implies
that also Dersym
p(A,F) = Sp
A
Der(A)⊗A F for any finitely generated, projective module F.
Lemma 5.9 Let τ : A −→ Rr(E) be a derivation such that {τ(a), b}R = {τ(b), a}R for all a, b ∈ A.
Then there exists an element ψ ∈ Rr+2(E) with τ(a) = {ψ, a}R for all a ∈ A.
Proof: It is sufficient to prove the lemma for the case that τ is a map τ : A −→ Sp
A
Der(A) ⊗A
ΛkA E. In this case we may view τ also as symmetric multi-derivation A
p+1 −→ ΛkA E, i.e. τ ∈
Dersym
p+1(A,ΛkA E). Since E is finitely generated and projective, this defines now an element
φ ∈ Sp+1
A
Der(A)⊗A Λ
k
A E, and one easily shows that {ψ, a}R = τ(a) for all a ∈ A. 
Proposition 5.10 Suppose that S•A Der(A) = Dersym
•(A), then the map J : R•(E) −→ C•(E) is an
isomorphism.
Proof: We proof the proposition by induction over r. The cases r = 0, 1 are clear. Suppose that
r ≥ 1, and let C ∈ Cr+1(E). By induction we get well-defined R-linear maps
µ : E −→ Rr(E) such that J(µ(x)) = ixC for all x ∈ E, and
τ : A −→ Rr−1(E) such that J(τ(a)) = dC a for all a ∈ A.
Now τ is a derivation and satisfies
J({τ(a), b}R) = [J(τ(a)), b] = [dC a, b] = [[C, a], b] = [[C, b], a] = [dC b, a] = J({τ(b), a}R).
Since J is injective, Lemma 5.9 implies that τ(a) = {ψ, a}R for some ψ ∈ R
r+1(E). Consider now
the map H = C− J(ψ). Then
σH(x1, . . . , xr−1)a = {dC(x1, . . . , xr−2)a, xr−1}R − σJ(ψ)(x1, . . . , xr−1)a
=
{
. . . {{ψ, a}R , x1}R . . . , xr−1
}
R
−
{
{. . . {ψ, x1}R , . . . , xr−1}R , a
}
R
= 0,
hence H ∈ ΛrA E
′ ⊗A E and there is a uniquely defined element ξ ∈ Λ
r+1
A
E such that J(ξ) = H. It
follows now that J(ξ + ψ) = C. 
In the case thatA = C∞(M) for a smooth manifoldM the two approaches to a deformation complex
for Courant algebroids given by C•(E) and R•(E), respectively, are hence completely equivalent.
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6 Fedosov construction for R•(E)
We will now briefly present a Fedosov construction for the Rothstein-Poisson algebra. We mainly
follow here Bordemann [2,3] who gave a Fedosov construction for the Grassman algebra of sections
of a smooth bundle over a symplectic manifold, and adapt it into our algebraic setting.
Throughout this section we will always assume that the moduleD = Der(A) of derivations of the
algebra A is finitely generated and projective. In many situations D behaves then like the C∞(M)-
module Γ∞(M) for a smooth manifold M . For example, identities like HomA(D,D) = D
′ ⊗D or
(D ⊗D)′ = D′ ⊗D′ still remain valid in this setting. Here and in the following, unless otherwise
stated, all tensor products will be over the algebra A.
Consider now the A-module
W0 =
∞∏
p=0
SpD′ ⊗ S•D⊗ Λ• E (6.1)
and the A[[λ]]-modules
W = W0[[λ]] and W⊗Λ = (W0⊗Λ
•D′)[[λ]]
for a formal parameter λ. On these modules we have obvious A- or A[[λ]]-bilinear multiplications
which we denote by •. We define further the A[[λ]]-linear endomorphisms deg′s, degs, degE and
dega of W⊗Λ, which on homogeneous elements
v ∈ SpD′ ⊗ Sq D⊗ Λk E⊗ ΛℓD′
are given by deg′s v = pv, degs v = qv, degE v = kv and dega v = ℓv. Moreover, we will use the total
degree
Deg = 2λ
∂
∂λ
+ deg′s+degs+degE,
as well as the degree
DegR = 2λ
∂
∂λ
+ 2degs+degE .
Note that all these maps are derivations of •. We will also need the parity operator par ∈
EndA[[λ]](W⊗Λ) with respect to the degree degE, i.e. we set par(v) = (−1)
kv for homogeneous
elements v ∈W⊗Λ with degE v = kv.
Consider now the operators Q,Q∗, S ∈ EndA[[λ]](W⊗Λ⊗A[[λ]]W⊗Λ) given on homogeneous
elements by
Q
(
(α1∨ . . . ∨ αk ⊗X1 ∨ . . . ∨Xl ⊗ x1 ∧ . . . ∧ xm ⊗ ω)
⊗ (β1 ∨ . . . ∨ βr ⊗ Y1 ∨ . . . ∨ Ys ⊗ y1 ∧ . . . ∧ yt ⊗ η)
)
=
k∑
i=1
s∑
j=1
αi(Yj)α1∨
i
ˆ. . . ∨αk ⊗X1 ∨ . . . ∨Xl ⊗ x1 ∧ . . . ∧ xm ⊗ ω
⊗ β1 ∨ . . . ∨ βr ⊗ Y1∨
j
ˆ. . . ∨Ys ⊗ y1 ∧ . . . ∧ yt ⊗ η,
Q∗
(
(α1 ∨ . . . ∨ αk ⊗X1 ∨ . . . ∨Xl ⊗ x1 ∧ . . . ∧ xm ⊗ ω)
⊗ (β1 ∨ . . . ∨ βr ⊗ Y1 ∨ . . . ∨ Ys ⊗ y1 ∧ . . . ∧ yt ⊗ η)
)
=
r∑
i=1
l∑
j=1
βi(Xj)α1 ∨ . . . ∨ αk ⊗X1∨
j
ˆ. . . ∨Xl ⊗ x1 ∧ . . . ∧ xm ⊗ ω
⊗ β1∨
i
ˆ. . . ∨βr ⊗ Y1 ∨ . . . ∨ Ys ⊗ y1 ∧ . . . ∧ yt ⊗ η
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and
S
(
(α1 ∨ . . . ∨ αk ⊗X1 ∨ . . . ∨Xl ⊗ x1 ∧ . . . ∧ xm ⊗ ω)
⊗ (β1 ∨ . . . ∨ βr ⊗ Y1 ∨ . . . ∨ Ys ⊗ y1 ∧ . . . ∧ yt ⊗ η)
)
=
(−1)m−1
2
m∑
i=1
t∑
j=1
(−1)i+j 〈xi, yj〉α1 ∨ . . . ∨ αk ⊗X1 ∨ ⊗ ∨Xl ⊗ x1∧
i
ˆ. . . ∧xm ⊗ ω
⊗ β1 ∨ . . . ∨ βr ⊗ Y1 ∨ . . . ∨ Ys ⊗ y1∧
j
ˆ. . . ∧yt ⊗ η,
as well as the A[[λ]]-linear operator ∆ : W⊗Λ −→W⊗Λ, given on homogeneous elements by
∆
(
α1∨ . . . ∨ αk ⊗X1 ∨ . . . ∨Xl ⊗ x1 ∧ . . . ∧ xm ⊗ ω
)
=
k∑
i=1
l∑
j=1
αi(Xj)α1∨
i
ˆ. . . ∨αk ⊗X1∨
j
ˆ. . . ∨Xl ⊗ x1 ∧ . . . ∧ xm ⊗ ω.
Let further Q12, Q23, Q13, S12, S23, S13,par2 :
⊗3
A[[λ]](W⊗Λ) −→
⊗3
A[[λ]](W⊗Λ) be given by
Q12 = S⊗ id Q23 = id⊗ S Q13 = (id⊗ τ ) ◦ (Q⊗ id) ◦ (id⊗ τ )
S12 = S⊗ id S23 = id⊗ S S13 = (id⊗ τ ) ◦ (S⊗ id) ◦ (id⊗ τ ),
where τ : (W⊗Λ) ⊗ (W⊗Λ) −→ (W⊗Λ) ⊗ (W⊗Λ) denotes the (non-graded) switch operator.
Finally, set par2 = id⊗ par⊗ id.
Lemma 6.1 The above defined operators satisfy the following properties:
i.)
Q ◦(• ⊗ id) = (• ⊗ id) ◦ (Q13+Q23)
Q ◦(id⊗•) = (id⊗•) ◦ (Q12+Q13)
S ◦(• ⊗ id) = (• ⊗ id) ◦ (S23+ S13 ◦par2)
S ◦(id⊗•) = (id⊗•) ◦ (S12+ S13 ◦par2).
ii.) Q12, Q23, Q13, S12, S23 and S13 ◦par2 commute pairwise.
iii.) The operator ∆ satisfies
∆ ◦ • = • ◦ (∆⊗ id+Q+Q∗+ id⊗∆).
Moreover, Q, Q∗, ∆⊗ id and id⊗∆ commute pairwise.
Proof: This follows easily from the definitions of the involved maps. 
Proposition 6.2 Let κ ∈ R, then
•κλ = • ◦ e
λ((1−κ) Q−κQ∗+ S) = • ◦
∞∑
n=0
λn
n!
((1 − κ)Q−κQ∗+ S)n (6.2)
defines an associative, A[[λ]]-linear deformation of •.
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Proof: For the proof consider first the case κ = 0 and set •λ = • ◦ e
λ(Q+ S). Obviously, •λ is
A[[λ]]-linear and •0 = •. With the help of the previous lemma, a straight forward calculation
shows that •λ is associative. Let now Nκ = e
λκ∆ : W⊗Λ −→ W⊗Λ for κ ∈ R be the Neumaier
operator [19]. Then N0 = id, and Nκ is A[[λ]]-linear and invertible with inverse N
−1
κ = N−κ. Define
•κλ = N−κ ◦ •λ ◦ (Nκ ⊗Nκ). Clearly, •
κ
λ is also an associative deformation of •, and another little
calculation shows then that •κλ is indeed given by Equation (6.2) 
Note that the maps dega, Deg and DegR are derivations of the deformed product •
κ
λ as well.
Define for homogeneous elements ω, η ∈ W⊗Λ with degE ω = kω, degE η = lη, dega ω = mω,
dega η = nη their commutator by
[ω, η]κ = adκ(ω)η = ω •
κ
λ η − (−1)
kl+mnη •κλ ω. (6.3)
Then the zeroth order of the commutator vanishes, thus for every ω ∈W⊗Λ the map 1
λ
adκ(ω) =
1
λ
[ω, ·]κ is a well-defined A[[λ]]-linear derivation of •
κ
λ.
Lemma 6.3 Let ω, η ∈ W0⊗Λ, then for κ =
1
2 there appear only terms of odd λ-order in the
commutator [ω, η] 1
2
.
Proof: This follows easily by a short calculation. 
Define next the map δ : W⊗Λk −→W⊗Λk+1 by the following conditions:
i.) δ(f ⊗ 1⊗ 1⊗ 1) = 1⊗ 1⊗ 1⊗ f for f ∈ D′.
ii.) δv = 0 for any homogeneous element v ∈W⊗Λ with deg′s v = 0.
iii.) δ is a dega-graded derivation of •.
Similarly, define a dega-graded derivation δ
∗ : W⊗Λk −→W⊗Λk−1 of • by
δ∗(1⊗ 1⊗ 1⊗ α) = α⊗ 1⊗ 1⊗ 1 (6.4)
for α ∈ D′, and as zero on elements v ∈ W. Moreover, on homogeneous elements ω ∈ W⊗Λ with
deg′s ω = kω and dega ω = lω we define the map δ
−1 by
δ−1ω =
{
1
k+lδ
∗ω if k + l 6= 0
0 if k + l = 0,
(6.5)
and the map σ by
σ(ω) =
{
ω if k + l = 0
0 if k + l 6= 0.
(6.6)
Proposition 6.4 We have δ2 = (δ∗)2 = (δ−1)2 = 0, and δδ−1 + δ−1δ + σ = id. Moreover, δ is a
dega-graded derivation of •
κ
λ.
Proof: Follows by straight forward calculations. 
Consider now the A-module Ωk(D,W0) = HomA(Λ
k D,W0). Since we assume that D is finitely
generated and projective, there is an canonical isomorphism
W0⊗Λ
•D′ ∼= Ω•(D,W0) (6.7)
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of A-modules. We further have canonical isomorphisms of A[[λ]]-modules
W⊗Λ ∼= Ω•(D,W0)[[λ]] ∼= Ω
•(D,W0[[λ]]). (6.8)
In the following we may therefore identify W0⊗Λ with Ω0 = Ω
•(D,W0), and W⊗Λ with Ω =
Ω•(D,W). The multiplication •κλ on W⊗Λ becomes under this identification a multiplication ∧
κ
λ
on Ω•, which is for X1, . . . ,Xk+l ∈ D given by
ω ∧κλ η(X1,X2, . . . ,Xk+l)
=
∑
π∈Sk,l
sign(π)ω(Xπ(1), . . . ,Xπ(k)) •
κ
λ η(Xπ(k+1), . . . ,Xπ(k+l)).
(6.9)
Choose now a torsion-free connection ∇D for D, and a metric connection ∇E for E. This defines
us also a connection ∇ on W0⊗Λ ∼= Ω0 by extension using the (non-graded) Leibniz rule. In the
following we consider the curvature RD of ∇D as an element in W0⊗Λ
2 ∼= Ω20 with deg
′
sR
D = RD,
degsR
D = RD and degER
D = 0. Moreover, let rE ∈ Ω20 be defined by〈
rE(X,Y ), x ∧ y
〉
=
〈
RE(X,Y )x, y
〉
, (6.10)
where RE denotes the curvature of ∇E. Then deg′s r
E = degs r
E = 0 and degE r
E = 2rE. We hence
have DegRD = DegRR
D = 2RD and Deg rE = DegR r
E = 2rE, and thus
R = RD − rE
is a homogeneous element of degree 2 with respect to the both degrees Deg and DegR.
Let the map D : Ωk −→ Ωk+1 be defined by
Dω(X0, . . . ,Xk) =
k∑
i=0
(−1)i(∇Xiω)(X0,
i
ˆ. . .,Xk). (6.11)
for X0, . . . ,Xk ∈ D. Using the isomorphism (6.8) we may also consider D as a map W⊗Λ
k −→
W⊗Λk+1.
Lemma 6.5 i.) D is a dega-graded derivation of • and •
κ
λ.
ii.) We have Dδ + δD = 0, δR = 0 and DR = 0.
iii.) We have D2 = 12 [D,D] =
1
λ
adκ(R).
Proof: That D is a derivation of • follows immediately from the derivation properties of ∇. By
a calculation on homogeneous elements one further shows that
[D ⊗ id+(−1)k id⊗D, (1− κ)Q−κQ∗+ S](ω ⊗ η) = 0
for all ω ∈ W⊗Λ and η ∈ W⊗Λk. Using this, the derivation property of D with respect to •κλ
follows then immediately from the definition of •κλ by Equation (6.2). The rest is now again a
straight forward calculation, where one can restrict oneself to generators of the algebra W0⊗Λ
since all involved maps are derivations of •. Especially, δR = 0 follows from the first Bianchi
identity for RD, while DR = 0 follows from the second Bianchi identity for both RD and rE. 
Consider now for some rκ ∈W⊗Λ
1 with par rκ = rκ the map
Dκ = −δ +D +
1
λ
adκ(rκ). (6.12)
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Proposition 6.6 Let Dκ and rκ be defined as above, then it follows that
D2κ =
1
λ
adκ(−δrκ +Drκ +R+
1
λ
rκ •
κ
λ rκ) (6.13)
and
Dκ(−δrκ +Drκ +R+
1
λ
rκ •
κ
λ rκ) = 0. (6.14)
Proof: These are immediate consequences of Lemma 6.5 . 
Theorem 6.7 There exists a unique element rκ ∈W⊗Λ
1 with par rκ = rκ such that
δ−1rκ = 0 and δrκ = Drκ +R+
1
λ
rκ •
κ
λ rκ. (6.15)
For this rκ, the Fedosov derivation Dκ = −δ
−1 +D + 1
λ
adκ(rκ) satisfies D
2
κ = 0. Explicitly, as a
formal sum in the total degree Deg, rκ is recursively defined by r
(0)
κ = r
(1)
κ = r
(2)
κ = 0, r
(3)
κ = δ−1R,
and for k ≥ 1 by
r(k+3)κ = δ
−1
(
Dr(k+2)κ +
1
λ
k−1∑
l=1
r(l+2)κ •
κ
λ r
(k+2−l)
κ
)
. (6.16)
Moreover, rκ satisfies DegR r
(k)
κ = 2r
(k)
κ for all k ≥ 0.
Proof: Since we suppose that rκ ∈ W⊗Λ
1 and δ−1rκ = 0, it follows from Proposition 6.4 that
rκ = δ
−1δrκ, and hence rκ = δ
−1(Drκ + R+
1
λ
rκ •
κ
λ rκ). This proves uniqueness and gives us also
the recursion formula (6.16). To show that the thereby defined element rκ indeed satisfies (6.15)
we refer to [3, Theorem 1.1]. Finally, that r
(k)
κ is of degree 2 with respect to DegR follows now
easily by induction over k. 
Remark 6.8 Since all r
(k)
κ have odd dega-degree and even parity par r
(k)
κ = r
(k)
κ , we can write the
recursion formula (6.16) also as
r(k+3)κ = δ
−1
(
Dr(k+2)κ +
1
2λ
k−1∑
l=1
[r(l+2)κ , r
(k+2−l)
κ ]κ
)
.
With the help of Lemma 6.3 follows then that for κ = 12 the element r 12 has only contributions of
even λ-degree.
Let for s ∈ N the subspaces W(s)⊗Λ ⊂W⊗Λ be defined as
W(s)⊗Λ =
∏
n≥s
⊕
ℓ+p=n
λℓ SpD′ ⊗ S•D⊗ Λ• E⊗ Λ•D′, (6.17)
so W⊗Λ = W(0)⊗Λ ⊃W(1)⊗Λ ⊃W(2)⊗Λ ⊃ . . ..
Lemma 6.9 i.) (W(s)⊗Λ) •
κ
λ (W(t)⊗Λ) ⊆W(s+t)⊗Λ for all s, t ≥ 0.
ii.) Let rκ be the element defined in Theorem 6.7, then r
(3)
κ = δ−1R ∈ W(1)⊗Λ
1, and r
(3+k)
κ ∈
W(2)⊗Λ
1 for all k ≥ 1.
iii.) σ(W(s)⊗Λ) ⊆ λ
sR•(E)[[λ]] for all s ≥ 0.
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Proof: The first part is an immediate consequence of the definition of •κλ, while the second part
follows easily by induction over k using the recursion formula (6.16). The last part is clear. 
Consider now the operator Aκ = [δ
−1,D+ 1
λ
adκ(rκ)], where the element rκ ∈W(1)⊗Λ
1 is defined
by Theorem 6.7.
Proposition 6.10 i.) Aκ commutes with DegR and satisfies Aκ(W(s)⊗Λ) ⊆W(s+1)⊗Λ for all
s ≥ 0.
ii.) We have a well-defined operator
1
id−Aκ
=
∞∑
n=0
Anκ.
iii.) Let the operator D−1κ be defined by
D−1κ = −δ
−1 1
id−Aκ
, (6.18)
then
DκD
−1
κ +D
−1
κ Dκ +
1
id−Aκ
σ = id . (6.19)
iv.) We have W ⊆ kerD−1κ .
Proof: The first part of the Proposition follows by a short calculation. For the second part, note
that Aκ raises the total degree at least by one, hence
∑∞
n=0A
n
κ is a well defined formal power series
in the total degree. The third part as again an easy calculation, we refer here to [29, Sect. 4] for
the details. The last part finally follows from [δ−1, Aκ] = 0. 
The next corollary is again standard for the Fedosov construction.
Corollary 6.11 i.) Let w ∈W, then Dκw = 0 if and only if w =
1
id−Aκ
σ(w).
ii.) The projection σ defined by Equation (6.6) restricts to an isomorphism
σ : kerDκ ∩W −→ R
•(E)[[λ]] (6.20)
with inverse
τκ =
1
id−Aκ
. (6.21)
Since Dκ is a derivation of •
κ
λ, the subspace kerDκ is closed under •
κ
λ. Further, W is also closed
under •κλ and hence the subspace kerDκ∩W as well. We can therefore make the following definition.
Definition 6.12 The Fedosov star product on R•(E)[[λ]] is defined by
φ ⋆κ ψ = σ
(
τκ(φ) •
κ
λ τκ(ψ)
)
(6.22)
for φ, ψ ∈ R•(E)[[λ]].
Remark 6.13 Since DegR = 2λ
∂
∂λ
+ 2degs+degE commutes with σ and τκ, DegR is a derivation
of ⋆κ. It follows that for φ,ψ ∈ R
•(E) the star product φ ⋆ ψ is given by a finite sum.
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One easily shows that ⋆κ is an associative deformation of the graded commutative algebra R
•(E).
Hence the first order term of the ⋆κ-commutator defines a graded Poisson bracket on R
•(E). In order
to calculate this bracket, which we expect to be the Rothstein-Poisson bracket for the connection
∇E, we will need the following lemma.
Lemma 6.14 For generators a, b ∈ A, x, y ∈ E and X,Y ∈ D of R•(E) we have the formulas
a ⋆κ b = ab, a ⋆κ x = ax = x ⋆κ a, x ⋆κ y = x ∧ y +
λ
2
〈x, y〉 ,
a ⋆κ X = aX + λ(1− κ)X(a), X ⋆κ a = aX − λκX(a),
x ⋆κ X = X ⊗ x+ λ(1− κ)∇
E
Xx, X ⋆κ x = X ⊗ x− λκ∇
E
Xx,
and
X ⋆κ Y = X ∨ Y + λ(1− κ)∇
D
YX − λκ∇
D
XY −
λ
2
rE(X,Y )− λ2(1− κ)κ s(X,Y ),
where s(X,Y ) = s(Y,X) is the trace of the endomorphism Z 7→ ∇∇ZXY .
Proof: First note that ⋆κ is DegR-homogeneous, hence there can be no higher order terms as the
ones given in the formulas above. If one recalls that only that terms in τ(φ)•κλ τ(ψ) which belong to
(W \W(2))⊗Λ can contribute to the first λ-order of φ⋆κψ = σ(τκ(φ)•
κ
λ τκ(ψ)), the identification of
the first order terms of the star product reduces to a few straight forward calculations. (Lemma 6.9
is very helpful here.) With a similar consideration we can calculate the second order term of X⋆κY .

Using the last lemma it follows now immediately that the first order term of the ⋆κ-commutator
coincides on generators and hence on the whole algebra R•(E) with the Rothstein-Poisson bracket
defined in Theorem 4.7. For φ ∈ Rr(E) and ψ ∈ Rs(E) we therefore have
[φ,ψ]⋆κ = φ ⋆κ ψ − (−1)
rsψ ⋆κ φ = λ {φ,ψ}R + . . . (6.23)
for all parameter values κ ∈ R. We summarize our results in the following main theorem of this
section.
Theorem 6.15 The Fedosov star product ⋆κ is a deformation quantization of the graded Poisson
algebra (R•(E), {·, ·}R ,∧).
We finish this section with the following lemma, which says that for κ = 12 the Fedosov star
product is of “Weyl-type”.
Lemma 6.16 Let φ ∈ Rr(E) and ψ ∈ Rs(E), then for κ = 12 there appear only terms of odd λ-order
in the graded commutator [φ,ψ]⋆ 1
2
= φ ⋆ 1
2
ψ − (−1)rsψ ⋆ 1
2
φ.
Proof: This follows from Lemma 6.3 and Remark 6.8. 
7 Quantization of Courant-Algebroids
The star product on R•(E) can now be used to define the quantization of Courant algebroids. Let
R•−(E) =
⊕∞
r=0R
2r+1(E) denote the subspace of odd elements. The idea is to consider a formal
sum Θ = Θ0 + λΘ1 + · · · ∈ R
•
−(E)[[λ]] such that Θ0 defines a Courant structure, and then using
the star product to generate conditions on the higher order terms. The first guess is hence the
following:
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Definition 7.1 (Quantization of Courant algebroids, first version) Let E be a Courant al-
gebroid over A with Courant structure m ∈ C3(E), and let Θ0 ∈ R
3(E) be the corresponding homo-
logical element in the Rothstein-Poisson algebra, i.e. J(Θ0) = m. A quantization of the Courant
structure on E is a formal series Θ = Θ0 + λΘ1 + · · · with Θk ∈ R
•
−(E) for all k ≥ 0, such that
Θ ⋆κ Θ = 0.
In Section 8 we will see that the double of a Lie-Rinehart pair provides a non-trivial example where
this quantization condition is already fulfilled for Θ0, i.e. where Θ0 ⋆κ Θ0 = 0 without higher order
corrections.
In general there will be obstructions for the existence of a quantization. Write the star product
as a formal sum
φ ⋆κ ψ = φ ∧ ψ +
∞∑
k=1
λkCκk (φ,ψ)
with φ,ψ ∈ R•(E). This defines us for k ≥ 1 the graded and R[[λ]]-bilinear maps
Cκk : R
r(E)[[λ]] × Rs(E)[[λ]] −→ Rr+s−2k(E)[[λ]],
where the specified grading is implied by the fact that DegR is a derivation of ⋆κ. Let now Θ =
Θ0+ λΘ1+ · · · ∈ R
•
−(E)[[λ]] with Θ0 ∈ R
3(E) satisfying {Θ0,Θ0}R = 0. We have up to order three
in λ that
Θ ⋆κ Θ = λ
2
(
{Θ0,Θ1}R + C
κ
2 (Θ0,Θ0)
)
+ λ3
(
{Θ0,Θ2}R +
1
2
{Θ1,Θ1}R + C
κ
2 (Θ0,Θ1) + C
κ
2 (Θ1,Θ0) + C
κ
3(Θ0,Θ0)
)
+ · · ·
= λ2(δΘ0Θ1 + C
κ
2 (Θ0,Θ0)) + λ
3(δΘ0Θ2 + T3) + · · ·
(7.1)
with T3 =
1
2 {Θ1,Θ1}R+C
κ
2 (Θ0,Θ1)+C
κ
2 (Θ1,Θ0)+C
κ
3(Θ0,Θ0). Recall now that [Θ, [Θ,Θ]⋆κ ]⋆κ = 0
for an arbitrary odd element Θ ∈ R•−(E)[[λ]] by associativity of ⋆κ. In third λ-order this yields
δΘ0C
κ
2 (Θ0,Θ0) = 0, hence Θ ⋆κ Θ = 0 can be satisfied up to order 2, if and only if the closed
element Cκ2 (Θ0,Θ0) is exact. As a consequence of the grading, solutions of the equation δΘ0Θ1 =
−Cκ2 (Θ0,Θ0) are, up to cocycles, elements Θ1 ∈ R
1(E) = E. The obstructions for solving this
equation are therefore in H2(R(E), δΘ0)
∼= H2m(C(E)).
Suppose now that we have already found Θ1 ∈ E with δΘ0Θ1 = −C
κ
2 (Θ0,Θ0). In this case the
fourth λ-order in [Θ, [Θ,Θ]⋆κ ]⋆κ = 0 shows then that also δΘ0T3 = 0. However, since Θ1 ∈ E we
have T3 ∈ R
0(E) = A, so the equation δΘ0Θ2 = −T3 has a solution if and only if T3 = 0. In general
we therefore can not expect that a quantization as proposed in Definition 7.1 exists.
In fact, Example 2.5 provides a whole class of Courant algebroids for which such a quantization
does not exist: Consider a finite-dimensional semi-simple Lie algebra g over a field k with charac-
teristic zero. In this case Der(A) = {0}, so the Rothstein-Poisson algebra is just the Grassmann
algebra Λ• g of the Lie algebra g, and the Fedosov star product is given by
ξ ⋆ ζ = ∧ ◦ eλ S(ξ ⊗ ζ) for ξ, ζ ∈ Λ• g.
One easily shows that the element Θ0 ∈ Λ
3 g which corresponds to the Lie algebra structure on g
is given by
Θ0 = −
1
6
hilhjmcklmei ∧ ej ∧ ek, (7.2)
where ckij are the structure constants of g with respect to a basis e1, . . . , en ∈ g. Note that ⋆ in
this case is of “Weyl-type”, meaning the star commutator of elements ξ, ζ ∈ Λ• g contains only
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terms of odd λ-order (see also Lemma 6.16). Hence for Θ = Θ0 + λΘ1 + · · · ∈ R
•
−(E)[[λ]] we have
C2(Θ0,Θ0) = C2(Θ0,Θ1) + C2(Θ1,Θ0) = 0, and Equation (7.1) reads as
Θ ⋆Θ = λ2 {Θ0,Θ1}R + λ
3
(
δΘ0Θ2 +
1
2 {Θ1,Θ1}R + C3(Θ0,Θ0)
)
+ · · · .
In order to achieve Θ ⋆ Θ = 0 up to order two, Θ1 has to satisfy {Θ0,Θ1}R = 0, i.e. m(Θ1, ·) =
ad(Θ1) = 0. But for a semi-simple Lie algebra this implies that Θ1 = 0. Hence in the third λ-order
of Θ ⋆Θ only remains δΘ0Θ2 + C3(Θ0,Θ0). But a little computation shows that
C3(Θ0,Θ0) =
1
3!23
hilcmikc
k
lm =
1
48
hilhil =
1
48
δii =
dim(g)
48
,
where we used that hij = tr(ad(ei) ◦ ad(ej)) = c
l
ikc
k
jl for the Killing form. Since δΘ0Θ2 has
no contribution in DegR-degree zero, it follows that g admits no quantization in the sense of
Definition 7.1.
It therefore seems that our Definition 7.1 for the quantization of Courant algebroids is too
restrictive. Hence the following weaker definition might be more useful.
Definition 7.2 (Quantization of Courant Algebroids, second version) Let E be a Courant
algebroid over A with Courant structure m ∈ C3(E), and let Θ0 ∈ R
3(E) be the associated ho-
mological element in the Rothstein-Poisson algebra. A quantization of the Courant structure on
E is a formal series Θ = Θ0 + λΘ1 + . . . ∈ R
•
−(E)[[λ]] such that Θ ⋆κ Θ is central, i.e such that
ad⋆κ(Θ ⋆κ Θ) = [Θ ⋆κ Θ, · ]⋆κ = 0.
For a quantization Θ ∈ R•−(E)[[λ]] in this sense the map ad⋆κ(Θ) : R
•(E)[[λ]] −→ R•(E)[[λ]]
has square zero and defines a deformation of the differential δΘ0 = {Θ0, ·}R. Moreover, the star
product is also well-defined in the cohomology of the deformed differential, since by associativity
of ⋆κ the map
1
λ
ad⋆κ(Θ) is a graded derivation of ⋆κ.
Let us consider again Example 2.5, i.e. E = g is a finite-dimensional, semisimple Lie algebra
with Killing form, and Θ ∈ Λ3 E the corresponding element in the Rothstein algebra as defined in
Equation (7.2). Then Θ ⋆ Θ = λ3C3(Θ,Θ) ∈ k[[λ]] and hence ad⋆(Θ ⋆ Θ) = 0. For φ ∈ Λ
k E we
further get that
1
λ
ad⋆(Θ)φ =
1
λ
(
∧ ◦eλ S(Θ⊗ φ)− (−1)3k ∧ ◦eλ S(φ⊗Θ)
)
=
1
λ
∞∑
n=0
λn
n!
(
∧ ◦Sn(Θ ⊗ φ)− (−1)3k ∧ ◦Sn(φ⊗Θ)
)
=
1
λ
∞∑
n=0
λn
n!
(
∧ ◦Sn(Θ ⊗ φ)− (−1)n ∧ ◦Sn(Θ⊗ φ)
)
= 2 ∧ ◦
∞∑
n=0
λ2n
(2n+ 1)!
S2n+1(Θ⊗ φ)
= {Θ, φ}R +
λ2
3
S3(Θ⊗ φ).
Example 7.3 (so(3)) Let E = R3 with the standard scalar product, and let Θ = −e1 ∧ e2 ∧ e3 ∈
R3(E) = Λ3 E. Then {Θ,Θ}R = 0 and we find for the derived bracket
{{e1,Θ}R , e2}R = {−e2 ∧ e3, e2}R = e3
{{e2,Θ}R , e3}R = {e1 ∧ e3, e3}R = e1
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{{e3,Θ}R , e1}R = {−e1 ∧ e2, e1}R = e2,
hence R3 together with the derived bracket is the Lie algebra so(3). For the deformed differential
1
λ
ad⋆(Θ)φ = {Θ, φ}R +
λ2
3 S
3(Θ⊗ φ) we get for x, y, z ∈ R3 that
1
λ
ad⋆(Θ)x = {−e1 ∧ e2 ∧ e3, x}R = −x
1e2 ∧ e3 − x
2e3 ∧ e1 − x
3e1 ∧ e2,
1
λ
ad⋆(Θ)(x ∧ y) = {−e1 ∧ e2 ∧ e3, x ∧ y}R
= (−x1e2 ∧ e3 − x
2e3 ∧ e1 − x
3e1 ∧ e2) ∧ y
− x ∧ (−y1e2 ∧ e3 − y
2e3 ∧ e1 − y
3e1 ∧ e2)
= (−x1y1 − x2y2 − x3y3)e1 ∧ e2 ∧ e3
− (−x1y1 − x2y2 − x3y3)e1 ∧ e2 ∧ e3)
= 0,
and
1
λ
ad⋆(Θ)(x ∧ y ∧ z) =
λ2
3
S3(−e1 ∧ e2 ∧ e3)(x ∧ y ∧ z) =
λ2
4
det(x, y, z).
This leads now to the following diagram, where g = so(3), Cn =
⊕
2p+k=n λ
p Λk g and d = 1
λ
ad⋆(Θ).
C0
‖
d
// C1
‖
d
// C2
‖
d
// C3
‖
d
// C4
‖
d
// C5
‖
d
// C6
‖
d
// C7
‖
R
0
// g ∼ // Λ2 g
0
//
⊕
Λ3 g
⊕
∼
4
4
4
4
4
4
4
4

4
4
4
4
4
4
4
4
0
// 0
⊕
λR
0
// λg
∼
// λΛ2 g
0
//
⊕
λΛ3 g
∼
6
6
6
6
6
6
6
6

6
6
6
6
6
6
6
6
⊕
0
// 0
⊕
λ2R
0
// λ2g
∼
// λ2 Λ2 g
0
//
⊕
λ2Λ3 g
⊕
λ3R
0
// λ3g
It follows for the cohomology of this complex that
H0 = 0, H1 = 0, H2 = λR, H3 = 0, H4 = 0,
H5 = λH3 = 0, H6 = λH4 = 0, . . .
Note the difference to the Lie algebra cohomology of so(3) defined via the Chevalley-Eilenberg
differential, where we have
H1CE(so(3)) = 0, H
2
CE(so(3)) = 0, H
3
CE(so(3)) = R, H
4
CE(so(3)) = 0, . . .
Example 7.4 (sl(2)) Let again E = R3, but now with the scalar product defined by the matrix
0 0 10 2 0
1 0 0

 .
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As before we set Θ = −e1 ∧ e2 ∧ e3, but note that the Rothstein-Poisson bracket on R
•(E) differs
from the one in the example above since it depends on the scalar product. In this case the derived
bracket defines the Lie algebra sl(2). We further get for x, y, z ∈ R3 that
1
λ
ad⋆(Θ)x = {−e1 ∧ e2 ∧ e3, x}R = −x
3e2 ∧ e3 + 2x
2e1 ∧ e3 − x
1e1 ∧ e2,
1
λ
ad⋆(Θ)(x ∧ y) = {−e1 ∧ e2 ∧ e3, x ∧ y}R = 0
and
1
λ
ad⋆(Θ)(x ∧ y ∧ z) =
λ2
3
∧ ◦S3(−e1 ∧ e2 ∧ e3)(x ∧ y ∧ z) =
λ2
2
det(x, y, z).
This gives us the same results for the cohomology classes as in the example above.
8 An Example: Lie-Rinehart Pairs
We briefly recall the definition of a Lie-Rinehart pair (see e.g. [13,21]). Like in the previous sections
R denotes a commutative ring with Q ⊆ R.
Definition 8.1 (Lie-Rinehart pair) A Lie-Rinehart pair (A,G) is a module G over an asso-
ciative and commutative R-algebra A, together with a Lie bracket [·, ·] on G and a Lie algebra
homomorphism ρ : G −→ Der(A) such that
[u, av] = a[u, v] + ρ(u)a v for all u, v ∈ G and a ∈ A.
Let now L be a finitely generated projective module over A and L′ its dual module. Then
L⊕ L′ is also finitely generated and projective, and the bilinear form given by
〈u+ α, v + β〉 = α(v) + β(u) for u, v ∈ L, α, β ∈ L′
is strongly non-degenerate. Choosing a connection on L gives us automatically a metric connection
for L⊕ L′. For the following we will assume that the bilinear form on L⊕ L′ is full. Note that
for the important case where L is the space of sections of a Lie algebroid fullness is automatically
given. This preparation allows us now to consider the graded Lie algebra C•(L⊕ L′) as defined
in Proposition 3.12, as well as to construct the Rothstein-Poisson bracket on R•(L⊕ L′) as it is
described in Theorem 4.7. We further introduce a bigrading on R•(L⊕ L′) by
Ra,b(L⊕ L′) =
⊕
p+µ=a
p+ν=b
Dersym
p(A)⊗A Λ
µ
A
L⊗A Λ
ν
A L
′,
so
Rr(L⊕ L′) =
⊕
a+b=r
Ra,b(L⊕ L′).
The next proposition is an immediate consequence from the definition of the Rothstein-Poisson
bracket.
Proposition 8.2 i.) The Rothstein-Poisson bracket on R•,•(L⊕ L′) is of bidegree (−1,−1), i.e.{
Ra,b(L⊕ L′),Rc,d(L⊕ L′
}
R
⊆ Ra+c−1,b+d−1(L⊕ L′). (8.1)
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ii.) The space R1,•(L⊕ L′) =
⊕∞
a=0 R
1,a(L⊕ L′) is a graded Lie subalgebra of R•(L⊕ L′).
Consider now the map J : R•(L⊕ L′) −→ C•(L⊕ L′) as defined in Section 5. Since J is a morphism
of graded Lie algebras, the image of R1,•(L⊕L′) under J is a graded Lie subalgebra of C•(L⊕ L′).
As the algebraic analog to the setting in [7] we consider for r = 1, 2, 3, . . . the space MrCM(L)
defined as the subspace of HomR(Λ
r
R
L,L) consisting of all maps m such that there exists a map
σm ∈ HomA(Λ
r−1
A
L,Der(A)) ∼= Λr−1A L
′ ⊗A Der(A) satisfying
m(x1, . . . , xr−1, axr) = am(x1, . . . , xr−1, xr) + σm(x1, . . . , xr−1)a xr (8.2)
for all x1, . . . , xr ∈ E and a ∈ A. Note that we require here σm to be A-multilinear. We finally set
M0CM(L) = L and M
•
CM(L) =
⊕∞
r=0M
r
CM(L).
Proposition 8.3 We have an isomorphism
JL : R
1,•(L⊕ L′) −→ M•CM(L). (8.3)
of graded modules.
Proof: If φ ∈ R1,•(L⊕ L′), the grading of the Rothstein-Poisson bracket implies that J(φ)(u1, . . . , ur−1) ∈
L for all u1, . . . , ur−1 ∈ L, hence we can restrict J(φ) to an R-multilinear map on L. Using that
L is an isotropic subspace of L⊕ L′, the definition of C•(L⊕ L′) shows that the restriction to L
defines an element in M•CM(L). This defines us an module homomorphism JL, which in fact is
an isomorphism where the inverse can be read off the proof of [7, Lemma 1]: For m ∈ MrCM(L)
consider the map Lm ∈ L⊗A Λ
r
AL
′ given by
Lm(x1, . . . , xr) = m(x1, . . . , xr)−
r∑
i=1
(−1)r+i∇σm(x1,...,xˆi,...,xr)xi
for x1, . . . , xr ∈ L, then J
−1
L
(m) = (−1)
r(r−1)
2
(
Lm + (−1)
rσm
)
∈ R1,r(L⊕ L′). 
Since R1,•(L⊕ L′) is a graded Lie subalgebra, the isomorphism JL defines a graded Lie bracket
on M•CM(L). This bracket is the restriction of the bracket on C
•(L⊕ L′) to L and hence specified
by [x, y] = 0 and [x, µ] = ixµ for x, y ∈ L, µ ∈ M
r
CM(L), and by the recursion rule [[µ, η], x] =
(−1)r[[µ, x], η] + [µ, [η, x]] for µ ∈ MrCM(L), η ∈ M
•
CM(L) and x ∈ L. One easily shows now
by induction that this bracket coincides with the Nijenhuis-Richardson bracket [20] restricted to
M•CM(L), and hence (up to a sign) with the bracket defined in [7]. We therefore have:
Corollary 8.4 MrCM(L) is closed under the Nijenhuis-Richardson bracket [·, ·]NR and JL : R
1,•(L⊕ L′) −→
M•CM(L) is an isomorphism of graded Lie algebras.
Now Lie-Rinehart structures on L are in one-to-one correspondence with homological elements
m ∈ M2CM(L), i.e. elements m ∈ M
2
CM(L) satisfying [m,m]NR = 0. As an immediate consequence
of Corollary 8.4 we hence get the following corollary.
Corollary 8.5 Let µ ∈ R1,2(L⊕ L′). Then JL(µ) defines a Lie-Rinehart structure on L if and
only if {µ, µ}R = 0.
As usual we can consider for an homological element µ ∈ R1,2(L⊕ L′) the differential δµ : R
1,•(L⊕ L′) −→
R1,•+1(L⊕ L′) given by δµ = {µ, ·}R, as well as the complex
L
δµ
// R1,1(L⊕L′)
δµ
// R1,2(L⊕ L′)
δµ
// R1,3(L⊕ L′)
δµ
// · · · ,
and its cohomology H•CM,µ(L). The second and third cohomology classes are relevant for the
deformation theory of Lie-Rinehart pairs.
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Remark 8.6 The differential δµ defines also a map δµ : R
0,•(L⊕ L′) −→ R0,•+1(L⊕ L′). But
R0,k(L⊕ L′) = ΛkAL
′, and a little computation shows that δµ restricted to Λ
•
AL
′ is the differential
dL of the Lie-Rinehart pair (A,L). The cohomology of the associated complex
A
δµ
// L′
δµ
// Λ2A L
′
δµ
// Λ3A L
′
δµ
// Λ4A L
′
δµ
// · · · .
is then the Lie algebroid cohomology of the Lie-Rinehart pair (A,L).
Remark 8.7 The composition M•CM(L) −→ R
•(L⊕ L′) −→ C•
L
(L⊕ L′) defines the construction
of a Courant structure on L⊕ L′ for a given Lie-Rinehart structure on L, and it is not a surprise
that this leads to the well known bracket given by
[(u, α), (v, β)] = ([u, v],dL iuβ + iu dL β − iv dL α) (8.4)
for u, v ∈ L and α, β ∈ L′. If especially L = Γ∞(TM) for a smooth manifold M , then this yields
the usual Courant bracket on TM ⊕ T ∗M .
Suppose for the following that Der(A) is finitely generated and projective, and let ⋆κ be a
Fedosov star product for R•,•(L⊕L′) as defined in Section 6. A slightly more detailed consideration
of the involved degrees shows that the star product in this situation also respects the bigrading,
meaning that for φ ∈ Ra,b(L⊕ L′) and ψ ∈ Rk,l(L⊕ L′) one has
φ ⋆κ ψ ∈
⊕
n∈N
λnRa+k−n,b+l−n(L⊕ L′).
Let µ ∈ R1,2(L⊕ L′) define a Lie-Rinehart structure on L. So {µ, µ}R = 0 and hence
1
2 µ ⋆κ µ = λ
2C2(µ, µ) + λ
3C3(µ, µ) + . . .
However, due to the bihomogeneity of the star product it follows that already the third order
term C3(µ, µ) ∈ R
−1,1(L⊕ L′) = {0} vanishes, so there remains only the second order term. In
particular, if we choose κ = 12 , then Lemma 6.16 implies that the second order term vanishes as
well. In this case it therefore follows that µ ⋆ 1
2
µ = 0 without any higher order corrections. A
similar result was obtained in [8, Satz 4.1], but there for the standard ordered star product, i.e. for
the case κ = 0.
Theorem 8.8 The Courant algebroid structure arising from a Lie-Rinehart structure allows for a
deformation quantization in the sense of Definition 7.1.
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