We describe a graph coloring problem associated with the determination of mathematical derivatives. The coloring instances are obtained as intersection graphs of row partitioned sparse derivative matrices. The size of the graph is dependent on the partition and can be varied between the number of columns and the number of nonzero entries. If solved exactly our proposal will yield a significant reduction in computational cost. Coloring results from backtrack DSATUR and Small-k algorithms applied on the coloring instances are given. We analyze the test results and remark on the hardness of the generated coloring instances.
The derivative matrices often posses exploitable information such as sparsity and other special structurer like symmetry. Numerical techniques for solving such largescale problems must obtain these derivative information efficiently and accurately. For a sparse matrix with known sparsity pattern or if the sparsity can be determined easily [13] substantial savings in the computational cost can be achieved.
A group of columns in which no two columns have nonzero elements in the same row position is known as structurally orthogonal. If columns j and k are structurally orthogonal, then for each row index i at most one of J(i, j) and J(i, k) can be nonzero. In general ∑ j J(i, j) = J(i, k) for some k (k will depend on i) where the sum is taken over a group of structurally orthogonal columns. An estimate of the nonzero elements in the group can be obtained in
with a forward difference (one extra function evaluation) where b is the finite difference approximation and s = ∑ j e j . With forward automatic differentiation the unknown elements in the group are obtained as the product b = f ′ (x)s accurate up to the round-off error resulting from the finite machine precision. The matrix is completely determined from a structurally orthogonal partition of the columns into p ≤ n groups.
The following notational conventions are used in the paper. If an uppercase letter is used to denote a matrix (e.g., A), then the (i, j) entry is denoted by A(i, j) or by corresponding lowercase letter a i j . We also use colon notation [11] to specify a submatrix of a matrix. For A ∈ R m×n , A(i, :) and A(:, j) denotes the ith row and the jth column respectively. For a vector of column indices v, A(:, v) denotes the submatrix consisting of columns whose indices are contained in v. For a vector of row indices u, A(u, :) denotes the submatrix consisting of rows whose indices are contained in u. A vector is specified using only one dimension. For example, the ith element of v ∈ R n is written v(i). The transpose operator is denoted by (·) T . A blank or "0" represents a zero entry and any other symbol in a matrix denotes a nonzero entry.
The matrix determination problem can be conveniently modelled by graphs [3, 17, 21] and such graph models often reveal valuable properties that can be utilized in finding efficient solutions. It has been observed that finding a partition of the columns of A in groups of structurally orthogonal columns is equivalent to coloring the vertices of the associated column intersection graph. A combined approach where sparsity is exploited more effectively by a bi-directional partitioning scheme has been proposed in [5, 15] . These techniques use the forward and reverse modes of AD to compute the products AV and W T A for matrices V and W . Our recent proposal [17] shows that sparsity information can be exploited more effectively by partitioning column segments. A graph coloring formulation of this partitioning problem has also been considered there. In this paper we present a practical application of the column segment approach and describe the coloring instances and analyze their properties. The specific contributions of this work are as follows.
(1) The column segments method generalizes the column partitioning problem in sparse derivative matrix estimation. Its equivalence to a graph coloring problem provides benchmark coloring instances some of which are hard to solve. Furthermore, standard benchmark matrix instances e.g., Harwell-Boeing [9] collection constitute a rich set of real-life data that can be used to generate practical coloring instances. We have developed C++ code CsegGraph [18] that implements the graph generator 1 . (2) Our logarithmic example represents general structure of practical problems from the field of molecular distance geometry. We show that the computational effort (measured in terms of the number of AD forward mode evaluations or the number of function evaluations) in the calculation of first derivative vector of the underlying function is logarithmic in the number of independent variables n. This is a considerable gain in computational efficiency compared with ordinary column partition which needs n forward mode evaluations or function evaluations. (3) Our test results from the Harwell-Boeing benchmark problems are obtained by two well-known exact coloring algorithm e.g., back-track DSATUR, Smallk, and a SAT solver Chaff [10] . Chaff outperformed the other two and was able to solve all 4 benchmark instances. We provide detail analysis on the performance of the three solvers.
The remainder of the paper is organized as follows. In section 2 we review a partitioning scheme [17] based on structurally orthogonal column segments to determine sparse Jacobian matrices. A graph coloring formulation of the partitioning problem is given. We show that the coloring problem is unlikely to be solved efficiently. Complexity results concerning the colorability of the column-segment graph is given. Section 3 presents the molecular distance geometry problem where the column segment method yields the gradient of the objective function efficiently. Section 4 contains results from computational testing of coloring instances obtained from our column segments graph generator. The test results from backtrack DSATUR [1] and Small-k [6] algorithms are presented and analyzed. Finally, the paper is concluded in section 5 with a discussion on topics for further studies.
Column Segment Partitioning and Graph Coloring
We assume that the sparsity pattern of the Jacobian matrices considered in this paper is known a priori. Also, the whole column is computed even if only part of a column is needed.
Both finite difference approximation and automatic differentiation allows the determination of a Jacobian matrix from its product with a specific set of vectors. Then the problem of sparse Jacobian matrix determination can be stated as:
Obtain vectors s 1 , . . . , s p such that the matrix-vector products The seed matrix S determines the structure of the linear systems to be solved for the unknown elements in each row of A. In Figure 1 row i (number of nonzero elements in row i, ρ i = 3) of the matrix A are to be determined.
The Jacobian matrix is said to be determined directly if S is such that the unknown entries in each row can be read-off (i.e., with no extra arithmetic operation except memory read) from the (reduced) linear system. A precise characterization of optimal direct determination of sparse Jacobian matrices can be found in [17] . Efficient direct determination is concerned with finding seed matrices with fewest columns.
As we shall see in this paper the efficient direct determination of Jacobian matrices is closely related with graph coloring problems and that the coloring instances for certain test problems can be very hard to solve.
A Graph G = (V, E) is a set V of vertices and a set E of edges. An edge e ∈ E is denoted by an unordered pair {u, v} which connects vertices u and v, u, v ∈ V . A graph G is said to be a complete graph or clique if there is an edge between every pair of distinct vertices. In this paper multiple edges between a pair of vertices are considered as a single edge. A p-coloring of the vertices of G is a function Let Π be a partition of {1, 2, . . . , m} yielding w 1 , w 2 , . . . , w q where w˜i contains the row indices that constitute blockĩ and A(w˜i, :
Definition 2.1 Structurally orthogonal column segment
• (Same Column) Column segments A(w˜i, j) and A(w˜k, j),ĩ =k are structurally orthogonal
Column segments A(w˜i, j) and A(w˜i, l), j = l are structurally orthogonal if they do not have nonzero entries in the same row position.
• (Different)
Column segments A(w˜i, j) and A(w˜k, l),ĩ =k and j = l are structurally orthogonal if · A(w˜i, j) and A(w˜i, l) are structurally orthogonal and · A(w˜k, j) and A(w˜k, l) are structurally orthogonal An orthogonal partition of column segments is a mapping
where column segments in each group are structurally orthogonal. A sparse Jacobian matrix can be directly determined from an orthogonal partition of the column segments [17] . Let κ be any orthogonal partition of the column segments in p groups. Then the seed matrix defined by partition κ is
where e k is the kth coordinate vector.
Definition 2.2 Given matrix
A and row q-partition Π, the column-segment graph associated with A under partition Π is a graph G Π (A) = (V, E) where the vertex v˜i j ∈ V corresponds to the column segment A(w˜i, j) not identically 0, and
and only if column segments A(w˜i, j)
and A(w˜k, l) are not structurally orthogonal.
The problem of determining Jacobian matrices using column segments can be stated as the following graph problem.
Theorem 1 [17] Φ is a coloring of G Π (A) if and only if Φ induces a orthogonal partition κ of the column segments of A.
This special graph coloring problem, however, is no easier than the general graph p-coloring. Let | · | denote the number of elements contained in a set.
Lemma 1 [17] Given a graph G = (V, E), and positive integers 1 ≤ p ≤ |V | = n and 1 ≤ q there is a graph G = (V , E) such that G is p-colorable if and only if G is p-colorable.
To show that Jacobian estimation by a direct method is no easier than the general graph coloring problem it suffices to show that G is isomorphic to column segment graph G Π (A) for some Jacobian matrix A. Let H = (V, E) be a graph where V =
Then it can be shown that H is isomorphic to G(H ).
Theorem 2 [17] Given a graph H = (V, E) and positive integers p ≤ n and q ≤ m there exists a mapping f
In Theorem 2, H is obtained from H as defined by Lemma 1. Theorems 1 and 2 give the following result.
Theorem 3 Given a matrix A finding a minimum coloring for G Π (A) is NP-hard.
Let Π m and Π 1 denote the row m-partition and row 1-partition respectively. The number of blocks k defined by the row partition Π varies from 1 to m, with Π 1 resulting in the column intersection graph (Theorem 2.1 [3] ) while Π m yielding the element isolation graph of A [21] .
A refinement of row q-partition Π yields a row q ′ -partition Π ′ where the row blocks of Π are subdivided further so that q ≤ q ′ .
Theorem 4 For a row q
For all directly determined matrices the number of columns p of the seed matrix S satisfies
The following inequalities follow from Theorem 4.
It is clear that row partitioning determines the size of G Π (A). Although G Π (A) can be larger than G(A), G Π (A) never requires more colors than G(A). Therefore, an important question is if there is an automatic way to construct a row partition Π k with k < m blocks such that χ(G Π k (A)) is equal (or very close) to χ(G Π m (A)). The rows are (structurally) orthogonal if the columns of A T are (structurally) orthogonal. The following result shows that any partitioning Π in groups of structural orthogonal columns of A T can be used.
Theorem 5 For any orthogonal column partitionΠ of A T , χ(G Π m (A)) = χ(GΠ(A)).
As a consequence of Theorem 5 we observe that a consistent partition (one that is found by some heuristic) rather than an optimal partition (i.e. optimal coloring of G(A T )) of matrix A T would suffice.
The Log-example and the Molecular Conformation Problem
The molecular conformation problem in cluster statics is concerned with the determination of the minimum energy configuration of a cluster of atoms or molecules [20] . This problem is formulated as a unconstrained minimization problem where the objective function can be represented in a partially separable (see [14] ) form. The gradient of partially separable functions can be computed efficiently.
Our log-example represents a class of sparsity patterns that are specially hard for determination methods based on column partitioning. The difficulty in exploiting sparsity in those examples is reflected in coloring the associated column intersection graph which are complete graphs. With column segments the available sparsity is exploitable as the associated graph is no longer a complete graph.
The Log-example
The central idea in the definition of log-example instances is best described in terms of recursive definition of complete bipartite graphs. Let G 0 k−1 and G 1 k−1 be complete bipartite graphs on 2 (k−1) , k ≥ 1 vertices each. Then G k ≡ G 0 k is the complete bipartite graph on 2 k vertices where
. . j 0 be the binary representations of i and j for i, j = 0, 1, . . . , (2 k − 1), respectively. Define {v i , v j } ∈ Eˆi˜i for someî if i˜i = j˜i and il = jl for alll >ĩ.
Eˆi˜i ).
End-For
As noted earlier an edge {v i , v j } of G can be represented by a row containing two nonzero entries in columns i and j of 2 k × 2 k−1 ( 
A row partition (or coloring) can be defined by according to the algorithm where theĩ'th block A˜i consists of rows defined in stepĩ. Then there are k blocks in the row partition. A suitable seed matrix for direct determination of nonzero entries of a Jacobian matrix with log-example sparsity pattern is defined by
(2) forĩ = 0, 1, . . . , (k −1)/2 and (·) 2 denotes the binary representation of the number in the parentheses. This implies that the number of columns in S is 2k. With this seed matrix A can be determined directly using only 2k forward mode AD passes. Since G(A) is a complete graph, 2 k forward passes are necessary to compute A without row partitioning. The above procedure can be generalized to define matrices where basic unit of construction in G(A) is a clique on a constant number of vertices. Figure 2 illustrates the sparsity pattern for a log-example on 8 columns. The seed matrix S is obtained from a row 3-partition (k = 3) defined by Equation (2) . Fig. 2 . Sparsity structure of log-example on 8 columns and an associated seed matrix.
Molecular Conformation Problem
The molecular conformation problem in cluster statics is concerned with the determination of the minimum energy configuration of a cluster of atoms or molecules [20] . This problem is formulated as a unconstrained minimization problem where the objective function can be represented in a partially separable (see [14] ) form. The gradient of a partially separable function can be computed efficiently.
Given the positions p 1 , p 2 , . . . , p n of n molecules in R d , the energy potential is defined as
where φ : R → R is the potential function between pairs of molecules. We assume that φ(r) is differentiable for r ≥ 0. The molecular conformation problem is to find p = (p 1 , p 2 , . . . , p n ) ∈ R nd such that the potential (3) is minimized.
Consider the molecular conformation problem in plane i.e., d = 2. Let the coordinates for position p i be x 2i−1 and x 2i . Then we have 2n independent variables x 1 , . . . , x 2n . It follows that φ can be written as a function of 4 variables
for positions p i and p j . Let
Then the gradient of Ψ 2 is
whereΨ ′ (x) is the Jacobian matrix ofΨ at x. It is easily seen that each row of the Jacobian matrixΨ ′ (x) contains 4 nonzero elements corresponding to the variables x 2i−1 , x 2i , x 2 j−1 , and x 2 j .
AlthoughΨ ′ (x) is sparse (only 4 nonzero elements per row), it may not be possible to exploit the sparsity directly since corresponding intersection graph is a complete graph. We show that the Jacobian matrixΨ ′ (x) can be computed efficiently by identifying its sparsity structure with our log-example of appropriate dimension.
Let G = (V, E) be a graph and let e ∈ E with e = {u, v}. The contraction of e in G is the operation that removes e and the vertices u and v, and adds a new vertex w to the graph such that w is connected with exactly those vertices that were connected with u or v in G. An edge contraction in G is the contraction of some edge e ∈ G.
Note that a sequence of edge contractions may lead to multiple edges between a pair of vertices in the resulting graph. In such a case we ignore the multiple edges and treat them as a single edge.
Consider the Jacobian matrixΨ ′ (x). For simplicity we assume that n = 2 k d, k ≥ 2.
Corresponding to the component function ψ i j there is a row inΨ ′ (x) containing nonzero elements in columns
For each such clique we contract edges {x 2i−1 , x 2i } and {x 2 j−1 , x 2 j }. This corresponds to the columns {x 2i−1 , x 2i } and {x 2 j−1 , x 2 j } being "collapsed" into columns p i and p j respectively. Note that the columns x 2i−1 and x 2i for i = 1, 2, . . . , n have the same sparsity structure and the collapsing is done in a structural sense. If we reorder the rows, it is clear that the above construction gives the log-example.
To actually computeΨ ′ (x) we need 4 AD forward passes for each block instead of 2. This construction easily carries over to three or more dimensions.
If the number of molecules n satisfies n ⌈log 2 n⌉ > 2d (6) then the number of AD forward passes to compute the Jacobian matrix is strictly less than n.
The Column Segment Graph Generator
In this section we describe an algorithm for constructing column segment graph G Π (A) associated with a m × n matrix A given row partition Π. Furthermore, we describe the column segment matrix associated with the given row partition.
Let Π be a row partition of matrix A that partitions the rows into blocks Fig. 3(a) ). Denote the intersection graph corresponding to A˜i by G(A˜i),ĩ = 1, 2, · · · k. The construction of A Π involves two phases. In the first phase, blocks A˜i, i = 1, 2, · · · , k are placed successively in left to right fashion (see Fig. 3(b) ) such that each nonzero column segment is mapped to a unique column of A Π . In other words, for every nonzero column segment of A, a column is created in A Π where all the entries are zero except that the column segment is copied in the matching row positions. This situation is illustrated in the top part of Fig. 3(b) . In the second phase of construction, restrictions are enforced on column segments that are not structurally orthogonal in order to prevent them from being grouped together. Consider column segments A(w˜i , j ) and A(w˜i ,q ) in A˜i. If there are nonzero entries in the same row position in A(w˜i , j ) and A(w˜i ,q ) then they are not orthogonal implying that A(w˜i , j ) is not orthogonal to column segments A(wp) for all p =ĩ. Consequently, A(w˜i , j ) cannot be grouped together with any of the segments A(wp ,q ). Similarly, A(w˜i ,q ) is not orthogonal to columns A(wp , j ) for allp =ĩ. To enforce these restrictions we simply introduce two new rows in A Π , one containing nonzero entries in the column positions mapped by the column segments A(w˜i , j ) and A(wp ,q ) and the other containing nonzero entries in the column positions mapped by the column segments A(w˜i ,q ) and A(wp , j ) for allp =ĩ. This is done for every pair of dependent column segments in A˜i,ĩ = 1, 2, · · · , k (see Fig. 3(b) ). To see this dependency restriction in terms of graphs, consider vertices v˜i j and v˜i q in G(A˜i). For each such edge we define edges between vertex v˜i j and vertices vp q from G(Ap) forp =ĩ. Similarly, vertex v˜i q is connected with the vertices vp j from G(Ap) forp =ĩ. This situation is illustrated in Fig. 4 . In Fig. 3(a) the matrix is partitioned into k blocks denoted by A 1 , A 2 , · · · , A k . In Fig. 3 (b) placement of each of the blocks A 1 , A 2 , · · · , A k is shown. Column segments A(w˜i , j ) and A(w˜i ,q ) are not orthogonal, and hence two rows containing nonzero entries in the appropriate columns are introduced.
An upper bound on the size of the column segment matrix and graph is easily obtained from its construction. For a k block partition, the number of columns n ′ ≤ ρ ≤ n * k where ρ is the number of nonzero elements in A. The number of rows
where ρ i is the number of nonzero in the ith row of A. In practice, however, the numbers n ′ and m ′ are smaller due to many zero column segments and repeated edges between pair of distinct vertices.
Graph Generator Implementation and Computational Experiments
Our graph generator is an object-oriented implementation of column segment graph instances using C++. This software uses SparseLib++v.1.5d [8] , a collection of C++ sparse matrix classes that can read and convert between a number of standard sparse matrix data structures e.g., coordinate, compressed column, and compressed row format which are also supported by Harwell-Boeing test matrix collection. The software also allows to test the graph instances using user supplied coloring algorithms. Currently, DSATUR and Small-k coloring routines are available with the package. Furthermore, two specialized classes of graph instances, the Eisenstat example and log-example, are provided. Detail information on the software can be found in [18] .
The following example is due to Stanley Eisenstat [3] . Let A be a (n + 1) × n matrix
are non-singular diagonal matrices. The diagonal entries of B ∈ R n 2 × n 2 are zeros while off-diagonal entries are nonzero, Z ∈ R 1× n 2 consists entirely of nonzero elements and 0 ∈ R 1× n 2 is a zero vector. Further, n ≥ 6 and n is an even number. From its construction a row 2-partition can be defined corresponding to first n/2 rows in row block 1 and the next n/2 + 1 rows in row block 2 to determine A with a total of p = n/2 + 2 AD forward mode evaluations. Table 1 presents the result of applying DSATUR coloring routine on Eisenstat examples. In the table n denotes the size of the matrix, k denotes the number of blocks in row partition, p denotes that the matrix rows are randomly permuted before defining row partition and u denotes no row permutation. As expected, the column segment matrix gets larger and denser with finer row partition. Row permutation seem to yield a smaller graph with a larger chromatic number for row partitions of the same cardinality. Note that different row permutation in general will yield different column segment graph. For larger problems DSATUR is unable to confirm the lower bound which is indicated by asterisk(*). The effect of permutation is also more prominent on the chromatic number as the size of the problem grows. On the other hand finer row partition does not yield a proportionate reduction in the chromatic number.
The experimental results from log-example displayed the similar pattern with regard to the effect of row partition and permutation on the chromatic number. Smallk coloring is best suited for graphs with small chromatic number. Since the chromatic number of both Eisenstat and log-example depends on the problem dimension, Small-k was unsuitable for larger instances. For both Eisenstat and log-example, only k = m partition yielded the optimal coloring. The smallest log-example tested was the 28 × 8 matrix shown in Figure 5 . The column segment graph with k = m row partition has 56 vertices and 364 edges. Using the predefined row partition as in §3.1(3 blocks) it needed 6 colors while with k = m row partition (28 blocks) the chromatic number of the resulting graph was found to be 5.
In Table 2 we report the following information. "Nodes" denotes the number of nodes, "Edges" denotes the number of edges, and χ (·) denotes the chromatic number of G(A) and G Π (A). Most striking difference in performance among the three coloring algorithms is observed with Harwell-Boeing problems. Neither DSATUR nor Small-k could solve the abb313GPIA problem (with row partition Π m ) after being run for 3 days on a Sun Blade 10 running Solaris. Chaff (a SAT solver) together with efficient encoding was able to solve this problem (chromatic number 9). Small-k did solve the remaining five problems from the test suite while DSATUR did not return on ash958GPIA with k = m row partition. Small-k found the optimal coloring (4-coloring) using a total of 11.68 seconds. Unlike the Eisenstat and logexamples, however, the optimal coloring (4-coloring) of ash958GPIA was obtained with k = m row partition. Table 1 provides an object-oriented implementation of the column segments approach for efficient determination of sparse Jacobian matrices. As well, column segment graph generator provides a convenient tool for obtaining computationally hard coloring instances. The computational test results indicate that on majority of real-world test problem of moderate size, exact coloring can be combined with other heuristics to make it viable by, for example, terminating the coloring procedure as soon as an "acceptable" coloring has been obtained.
There are a number of research directions for further investigation related with this work. The current graph generator is based on one-directional partitioning. Can this procedure be generalized to two-directional partitioning [5, 15] ? The column segment coloring is what is known as distance-1 coloring. A natural extension to this work is to generalize it to distance-k coloring [2, 4, 19] instance generators.
