Abstract. We study the tensor category of oriented Kauffman diagrams and determine fiber functors on them as well as the associated Hopf algebras.
Introduction
In our previous paper [8, 9] , we determined fiber functors on TemperleyLieb categories with the help of universality property on rigidity and classification results on bilinear forms. The associated Hopf algebra as a consequence of Tannaka-Krein duality is identified with the algebraic quantum group of Dubois-Violette and Launer.
When C*-structure is entailed, unitary fiber functors are also classified with the associated compact quantum groups isomorphic to the universal quantum groups of orthogonal type due to Wang [4] and Banica [1] . There is another related class of compact quantum groups, called the universal quantum group of unitary type, investigated by the same authors.
Here we shall study an oriented version of Temperley-Lieb categories and obtain an analogous classification of fiber functors on them. Though we have failed in identifying the associated algebraic quantum groups, when restricted to the unitary case, they turn out to be the universal quantum groups of unitary type, thus revealing geometric structures behind them.
Oriented Kauffman Diagrams
Let D be a Kauffman diagram of type (m, n) ( [5, 6] ), i.e., D is the isotopy class of planar strings in a rectangle with the strings having m terminal points on the upper bounding line and n terminal points on the lower bounding line. Thus D contains (m + n)/2 strings in total and there are 2 (m+n)/2 possibilities in the choice of orientations of strings in D. A Kauffman diagram with a specific orientation is called an oriented Kauffman diagram. For an explicit description of orientation, we assign one of symbols X and X * to each point so that X (resp. X * ) indicates starting (resp. ending) for upper bounding points and ending (resp. starting) for lower bounding points. By this coding, an orientation for D produces two words (X 1 , X 2 , . . . , X m ) and (X (i) Objects are exactly the symobols {X w } with w ∈ N * N. (ii) Hom-sets are set to be Hom(X w , X
is defined by the concatenation of planar strings with clockwise (resp. anticlockwise) loops replaced by d R (resp. d L ). (iii) The tensor product for morphisms is the linear extension of the horizontal juxtaposition of diagrams in K w,w ′ . Notice that the unit object I of O d L ,d R is associated to the empty word, i.e., I = X ∅ . The tensor category obtained in this way is rigid as in the case of Temperley-Lieb categories and bears a kind of universality on rigidity.
Let ǫ X : X ⊗ X * → I and ǫ X * : X * ⊗ X → I be basic arcs in O d L ,d R with δ X : I → X * ⊗X and δ X * : I → X ⊗X * the associated copairings.
R into a tensor category T is uniquely determined by the choice
of rigidity pairings which satisfy the identities
Note here that F (δ X ) and F (δ X * ) are characterized as the rigidity coparings associated with F (ǫ X ) and F (ǫ X * ) respectively. Conversely, given rigidity pairings
R has apparently two parameters, one freedom of them is superficial as we shall see below.
Proof. In fact, End(X ⊗ X * ) and End(X * ⊗ X) are two-dimensional, which are included in End(X w ) unless
be an equivalence of tensor categories, i.e., F is an essentially surjective and fully faithful tensor functor. By the above lemma, we then have F (X) = X n or F (X) = (X * ) n for some integer n ≥ 1. The case n ≥ 2, however, contradicts with the essential surjectivity of F because it implies X ∼ = F (X w ) for any w ∈ N * N. Thus we have alternatives F (X) = X or F (X) = X * . The operation of F on morphisms is then determined by the effect on basic arcs ǫ X and ǫ X * :
From the obvious equality
Conversely, these relations ensure the existence of an equivalence functor F by the generating property of basic arcs (Lemma 2.1). In this way, we have proved the following:
In what follows, we shall concentrate on the category
withought loss of generality. As in the case of Temperley-Lieb category, we then have the natural operation of duality on the category O d : if we introduce the antimultiplicative involution * on the monoid N * N by switching the role of two submonoids N, then X w * gives a dual object of X w for w ∈ N * N with respect to the obvious pairings and copairings by multiple arcs. The associated operation of transposed maps is given by rotating diagrams by an angle of π.
Semisimplicity Analysis
In the tensor category O d , the semisimplicity analysis, together with the Jones-Wenzl recursive formula, works for objects of alternating tensor products X ⊗ X * ⊗ X ⊗ . . . exactly as in the case of TemperleyLieb categories ( [8] ). In particular, all of the alternating algebras
are semisimple if and only if d = q + q −1 with q 2 not a proper root of unity. Moreover, under the assumption of semisimplicity on alternating algebras End(X ⊗ X * ⊗ X ⊗ . . . ), we can inductively define
that X n and Y n are the new stuffs in n-factors X ⊗ X * ⊗ . . . and n-factors X * ⊗ X ⊗ . . . respectively, i.e., X n = f n (X ⊗ X * ⊗ . . . ) with f n the n-th Jones-Wenzl idempotent and similarly for Y n .
To a word w ∈ N * N, we associate a subobject X w of X w in O d by replacing maximal alternating subwords in w with the highest part just defined. (Note that X * w = X w * and the transposed t f n is again a Jones-Wenzl idempotent.) Example 3.1. For the choice
we have
Proof. Let w = w 1 . . . w l be the factorization into maximal alternating parts and write X w j = P j X w j with P j the Jones-Wenzl projection to the highest part of the alternating tensor product
First observe that, if D contains an arc connecting two vertices in some w j , then P j annihilates the arc (regarded as a pairing morphism) by the highest assumption (old stuffs being killed by P j ). Thus, we need to deal with D having no such arcs. Then any vertex inside w 1 should be joined to a vertex in w 2 . . . w l . The right-end vertex v 1 of w 1 , however, cannot be connected to any vertex in w 2 because of parity mismatch. So v 1 is joined to a vertex v k in w k with k ≥ 3. Now write w k = w Fig. 1 ). On the other hand, the Clebsh-Gordan fusion rule on alternating parts ensures the relation 
Proof. Decompose w = w 1 . . . w l and w
) by rigidity. If this vector space is non-trivial, the product w l (w
* should interact at the contact point and we have the decomposition of the form
Thus, if the unit object I does not appear inside
When I is contained, w l = w ′ l ′ and the unit object appears exactly once in
(say, X w 1 = I and X w j ∼ = I for j ≥ 2) and we get
). Now the induction argument is applied to see w = w ′ and 
decomposes according to the Clebsh-Gordan rule, otherwise
and we are reduced to the decompotion of X w 1 ...
Remark . If we restrict ourselves to the unitary (i.e., C*-) case, then the above formula produces the fusion rule in [2, Theorem 1] via Proposition 5.3 below.
Positivity Condition
We shall here investigate possible *-structures on O d . Assume that there is a (compatible) *-structure on O d . Then we should have
with c X , c X * ∈ C × . To preserve the rigidity, we should have
which are equivalent to
To preserve trace (loop) values, we should have
c X = ±c X * and d = ±d.
With these conditions satisfied, the universality on rigidity (Lemma 2.1) allows us to extend the operation to the whole hom-sets by antilinearity and antimultiplicativity. The obtained map is then involutive if and only if
i.e., c X = c X * . 
Moreover two *-structures are equivalent if and only if c = λc
Proof. Let c, c ′ ∈ C × be parameters of *-structures with the associated *-structures on O d denoted by * and ⋆ respectively. Since monoidal automorphisms of O d are of the form 
If this is the case, C*-structure is unique up to monoidal equivalences and is given by
Proof. We argue as in the case of Temperley-Lieb category: Since idempotents
are related to the central decomposition of End(X ⊗X * ) and End(X * ⊗ X), we have e * 1 = e 1 and e * 2 = e 2 , which are equivalent to c/c = d/d (automatically satisfied). From the relation e 1 e 2 e 1 = d
−2 e 1 , we see d 2 > 0 ⇐⇒ d ∈ R and hence c ∈ R × as well. Moreover ǫ X ǫ * X = cd > 0 implies the condition c/|c| = d/|d|. Thus, up to equivalences, C*-structure (if any exists) is unique and given by the above formula for the choice |c| = 1.
By a standard argument based on Jones-Wenzl formula (cf. [8] ), we can derive the condition d 2 ≥ 4 from the positivity of the *-structure. On the other hand, if this is assumed, the Temperley-Lieb category K d admits the (unique) C*-structure. Since O d is a subcategory of K d , the *-structure of O d meets the positivity and we are done.
Fiber Functors
From the universality property, any fiber functor Φ : O d → Vec is determined by non-degenerate bilinear forms Φ(ǫ X ) and Φ(ǫ X * ). Set
Let δ E ∈ W ⊗ V and δ F ∈ V ⊗ W be the associated vector: Given a basis {v i } of V and {w j } of W ,
with {c ji } and {d ij } defined by
give the covectors, whence they satisfy
Conversely, given invertible matrices A = (a ij ) with
we obtain a fiber functor. Two fiber functors Φ and Φ ′ are naturally equivalent if and only if we can find isomorphisms of vector spaces
commute. This means that A and B can be replaced by
with S and T invertible square matrices. Thus we may choose A = 1 and there remains the gauge freedom of t T S = 1, i.e., 
For the description of the associated algebraic group (or a Hopf algebra H), we restore the matrix A and choose bases {v i } in V and {w j } in W . Then H is generated, as an algebra, by 2n 2 elements {v ij } and {w kl } with the defining relations
Hilb denotes the C*-tensor category of finite-dimensional Hilbert spaces. The condition
is equivalent to the relation
with the trace-value condition given by trace(BB * ) = |d| = trace((BB * ) −1 ).
As in the case of non-unitary fiber functors, the gauge freedom is given by
with S, T unitary matrices. Note that the condition A = (d/|d|)B −1 as well as the trace-value relation is preserved under this transformation. Thus the orbit space for invertible matrices B is identified with U(n)\GL(n, C)/U (n) ∼ = {positive definite matrices}/unitary similarity. We shall identify the associated compact quantum group with the universal quantum group of unitary type in [1, 4] .
For this, we use the notation and the construction in [9] . Choose orthonormal bases ξ = {v i } for V and η = {w k } for W with the basis ξ 
in the matrix notation for u η and u ξ * . Thus the associated Hopf *-algebra H is generated by u = (u ξ ij ), which constitutes a unitary matrix by the orthonormality of the basis ξ = {v j }.
From the universality on rigidity, the defining relations are given by the covariance conditions for the morphisms Φ(ǫ X ), Φ(ǫ X * ), Φ(δ X ) and Φ(δ X * ):
From the multiplication relations u 
and therefore to the conditions uu
, the conditions are further equivalent to
Thus the associated compact quantum group is identified with A u (AA * ) in [4] .
Proposition 5.3. The compact quantum group associated to the unitary fiber functor is naturally isomorphic to
Remark . In [3] , unitary fiber functors are classified for representation categories of the compact quantum group A u (F ) based on representation theory of [2] . Since these representation categories are exactly O d as tensor categories by the above proposition, we get an access to some results in [3] in an elementary way.
Appendix A. Faithfulness
We shall here check the automatic faithfulness of relevant functors. Proof. Since Frobenius transforms are isomorphisms, we need to show that the family {Φ(D); D ∈ K 2n,0 } is linearly indenpendent for any n ≥ 1, where Φ : TL d → Vec denotes a fiber functor such that the fundamental vector space V = Φ(X) has dimension two or more.
Given 1 ≤ k ≤ n, let {x 1 , . . . x k } be the first k-vertices (counting from the left end) for diagrams in K 2n,0 and set D k,n = {D ∈ K 2n,0 ; there are no arcs connecting x i and x j in D}.
Since dim V ≥ 2, we can find a vector 0 = v ∈ V such that F (ǫ)(v ⊗ v) = 0 as a solution of a quadratic equation, for which we shall show that the family
is linearly independent by an induction on (k, n). Observe that, if the family D 1,n is linearly independent, so is the family {Φ(D); D ∈ K 2n,0 }. Given 1 ≤ k ≤ n, assume the linear independence of E k ′ ,n ′ for 1 ≤ k ′ ≤ n ′ < n and for k ′ > k, n ′ = n. We shall prove that the family E k,n is linearly independent. Suppose that By the non-degeneracy of the bilinear form Φ(ǫ), we can find a vector v ′ ∈ V satifying Φ(ǫ)(v ⊗ v ′ ) = 1. Evaluating by v ′ in the starting equation, we then have
Since D k,n \D k+1,n consists of diagrams which contain the arc connecting x k and x k+1 (Fig. 3) , we have the natural bijection = (0, 1, 0, . . . , 0) , we see Φ(ǫ X )(v ⊗ w) = Φ(ǫ Y )(w ⊗ v) = 0. Now, given an object X ω of O d , we can take the tensor product of v and w according to the arrangement of X and Y = X * in X ω up to the k-th factor. By using these as probing vectors, we can repeat the above argument to conclude the independence of the family {Φ(D); D ∈ K ω,∅ }. 
