INTRODUCTION
Digital holography [1] [2] [3] [4] [5] [6] [7] is a three-dimensional (3D) imaging method in which a hologram is recorded with a digital sensor such as a CCD camera and reconstructed numerically. A schematic diagram of the digital holography recording and reconstruction process is shown in Fig. 1 . The hologram results from the interference between the wave reflected or transmitted by the object to be imaged and a reference wave. The complex field amplitude (CFA) u 0 ͑x͒ propagating from the object and arriving at the sensor plane is given by the Fresnel transform 6 (FRT):
where is the wavelength and z is the optical path from the object to the sensor. In Eq. (1), as in the following, we adopt a 1D analysis for simplicity of notation. The extension to two dimensions is straightforward. Equation (1) is an approximation of the scalar diffraction integral for narrow angles and the near field. 6, 8 This field is encoded through the intensity I͑x͒ values recorded by the digital sensor. The type of the encoding function depends on whether an in-line or off-axis arrangement is used in the recording step. In-line systems exhibit better performance than off-axis systems, in terms of both higher imaging resolution and a larger field of view. 7 An example of an inline digital holography setup based on phase-shift interferometry is shown in Fig. 2 .
The digital reconstruction of the CFA (amplitude and phase) near the object is based on the inverse Fresnel transform (IFRT) of the decoded CFA from the recorded intensity I͓n͔. It can be easily shown that the IFRT is a FRT [Eq. (1) ] with parameter −z. It implies a backpropagation of the wave from the sensor plane to the object plane.
In this work, we describe a simple method to efficiently perform the IFRT in such a way that it does not impose further limitation on the lateral resolution of the reconstructed object CFA, beyond the limitations imposed by the physical setup and optical components.
There are two common approaches to calculate the IFRT 9,10 required in the digital reconstruction process. Those methods are applied regardless of the optical recording conditions. The first is evaluating the Huygens integral 10 for backpropagating waves, and the second is multiplying the Fourier transform of the recorded CFA with the IFRT optical transfer function (OTF) Q −z ͑͒ and then performing an inverse Fourier transform:
where I and I −1 denote the direct and inverse Fourier transforms respectively, Q −z ͑͒ is given by Q −z ͑͒ = exp͑jz 2 
͒, ͑3͒
and denotes the spatial frequency. Q −z ͑͒ is the transfer function of free-space backpropagation kernel
Therefore, Eq. (2) is equivalent to convolving u͑x͒ with the point-spread function of free-space backpropagation (converging) kernel q͑x͒. Equation (2) 2 ͔ / z where L is the hologram size}, and the second method is appropriate for large Fresnel numbers. Efficient numerical algorithms for calculation of the IFRT were presented in Refs. 12 and 13.
The discrete IFRT is applied to the decoded field (amplitude and phase) of the optical signal I͓n͔ recorded by the digital sensor. Since this field is sampled at a rate of 1/⌬ where ⌬ is the size of the digital sensor pixels, it can be shown 14 that, by direct application of these methods, the maximum lateral resolution is according to the Nyquist sampling theorem. That is, the minimal resolvable object size permitted by the numerical reconstruction process is the CCD pixel size ⌬, and the maximum spatial frequency is 1 / ͑2⌬͒.
14
In this work we take advantage of the fact that, under certain conditions, sampled Fresnel fields (such as u z ͓n͔ in Fig. 1 ) can be reconstructed to have a maximum spatial frequency larger than the Nyquist frequency. The conditions for reconstruction beyond the Nyquist frequency are dictated by the generalized sampling theorem for signals band limited in the phase space presented in Refs. 15 and 16 and are implemented here specifically for the case of digital Fresnel holograms. The reader can find in Appendix A an alternative proof of the generalized sampling theorem presented in Refs. 15 and 16. Practically, it implies that objects that have a spatial frequency component larger than the Nyquist frequency ͑1/2⌬͒ imposed by the pixelated sensor can be recorded and precisely reconstructed by using an appropriate recording setup and applying an appropriate numerical reconstruction process.
The outline of the paper is as follows. In Section 2 we analyze the hologram formation process in the Wigner space. Next, in Section 3 we analyze the numerical reconstruction process. On the basis of this analysis we derive a high-resolution reconstruction algorithm. In Section 4 we discuss the setup conditions that, together with the proposed numerical algorithm, yield a high-resolution reconstruction of 3D objects. An example of high-resolution reconstruction is presented in Section 5.
HOLOGRAM FORMATION ANALYSIS IN THE WIGNER SPACE
We will explain the proposed method by analyzing the hologram-capturing process and its reconstruction in the Wigner space. 17 The object CFA can be represented uniquely in the space-spatial frequency domain by applying the Wigner transform 17, 18 :
͑4͒
In Fig. 3(a) we show the space-bandwidth product ͓SW͑x , ͔͒ according to one of the definitions in Refs. 19 and 20. Basically, SW͑x , ͒ is the region for which the Wigner distribution (WD) given by Eq. (4) is essentially nonzero. We assume that the object has a finite size B x , i.e., u 0 ͑x͒ = 0 for ͉x͉ Ͼ B x / 2, and has an effective doublesided bandwidth B .
The object CFA at the hologram plane is given by the FRT in Eq. (1) . It can be shown 15, [21] [22] [23] that the Wigner transform of the Fresnel transform of u 0 ͑x͒ is given by
Thus, the Fresnel transform causes an x-shearing of the WD, 21 that is, a frequency-dependent shift of the WD along the x coordinate [ Fig. 3(b) ]. As a result, the spread of the propagating field on the recording media at the hologram plane is 
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where L H is the effective spread of the Fresnel field on the CCD camera. Thus, in order to capture the entire signal [ Fig. 3(b) ], the size of the recording media (e.g., a CCD) needs to be larger in the order of zB than the object size B x . At large distances z, the recording media needs to be significantly larger than the object size.
In digital holography, the field is captured by a pixelated device such as a CCD. The continuous WD of the sampled CFA u z Ј͑x͒ is given by 15, 16 
where ⌬ is the pixel size. The effect of sampling of the Fresnel field u z ͑x͒ in the Wigner domain is illustrated in Fig. 3(c) . It can be seen that the WD of the sampled signal is formed from infinite replicas of the WD of u 0 ͑x͒ in the frequency direction, resembling the behavior of the Fourier spectrum of sampled signals.
NUMERICAL RECONSTRUCTION OF IN-LINE DIGITAL HOLOGRAMS
A. Discrete Inverse Fresnel Transform Analyzed in the Wigner Domain With the classical reconstruction method, the samples of u z ͑x͒ are simply inverse Fresnel transformed by one of the methods mentioned in Section 1. The reconstruction process is understood through the Wigner space as follows.
First, it should be noted that the WD shown in Fig. 3 (c) is that of a continuous signal rather a discrete WD. Figure 3(c) illustrates Eq. (7), which is the WD of the product of the (continuous) propagated object field with a continuous pulse train. However, with digital reconstruction, the following discrete version of the samples is processed:
where L = n⌬ is the width of the recording sensor. It is well known that any discrete process is performed in the base band of discrete frequencies ; that is,
For instance, Eq. (2) used for reconstruction is performed using the discrete Fourier transform, which processes only the base band (frequency range of 1 / ⌬) of the Fourier spectrum. In the numerical process, only the WD within a range of 1 / ⌬ in the frequency direction needs to be considered, implying that the support of the processed WD is a rectangle as shown in Fig. 4 (a). In the spatial frequency direction the processing range is 1 / ⌬, and in the x direction the rectangle is determined by the dimension of the digital sensor L = N⌬, where N is the number of pixels per dimension. Thus the space-bandwidth product of the 
where SW z Ј is the space-bandwidth product of the sampled signal and SW YD ͑x , ͒ represents the digital processing system space-bandwidth product. 19 The digital subsystem space-bandwidth product has the shape of the rectangle in Fig. 4 
A similar definition of the system space-bandwidth product was used for graphically describing the physical analog optical systems (for example, in Refs. 19 and 24). Here we use it for the digital reconstruction subsystem. It can be viewed as a generalization of the selection of the 1D fundamental frequency band ͉͉ ഛ 1/͑2⌬͒ considered in discrete Fourier analysis to the 2D phase space.
Equipped with a model for describing the discrete process in the continuous WD domain, we proceed to analyze the discrete IFRT typically performed for reconstruction of a digital hologram. The IFRT appears in the WD as an x-shearing in the opposite direction of what is performed by the direct FRT [ Fig. 3(b) ]. As illustrated in Fig.  4(c) , the complete SW of the original signal may be recovered. However, in order to apply the conventional reconstruction process, the Nyquist sampling criterion needs to be fulfilled; i.e., the signal (double-sided) bandwidth B needs to be smaller than sampling rate 1 / ⌬. If the Nyquist condition is not fulfilled, the reconstructed signal will not be reconstructed properly as demonstrated in Fig.  5 . If B is larger than 1 / ⌬ [ Fig. 5(a) ], then after the discrete IFRT is performed the high frequencies of the WD are truncated as illustrated in Fig. 5(c) . Unlike in Fig.  4(c) , the complete SW of the signal is not fully recovered.
Therefore, the maximum spatial frequency recoverable by this method is 1 / ͑2⌬͒. Nevertheless, according to the generalized sampling theorem in Ref. 15 , objects with a WD as in Fig. 5(a) can be completely reconstructed even though the Nyquist criterion is not fulfilled. According to the sampling theorem in Refs. 15 and 16, it is the maximum local bandwidth 15 (MLB) rather the classical bandwidth B that has to be smaller than the sampling rate. The MLB is defined as the maximum support along the frequency axis of the WD of the continuous signal for which the WD is essentially nonzero. 15 It is the maximum effective waist of the WD in the frequency direction. The sampling criterion is 15, 16 1 ⌬ ജ MLB. ͑12͒
In Appendix A we derive this sampling criterion using an approach different from that used in Refs. 15 and 16. The MLB for the Fresnel-transformed signal is shown in Fig. 3(b) . By simple geometrical calculation it can be shown that the MLB in Fig. 3(b) is B x ր z . Therefore, from expression (12) the sampling condition for in-line digital Fresnel holograms is
The sampling of Fresnel fields was investigated also in Refs. 25 and 26, yielding an equivalent sampling condition. 15 Note that the sampling condition in the Fresnel regime depends on the object size rather than on its bandwidth. This means that under this condition any bandwidth can be reconstructed, including a bandwidth that is larger than the Nyquist frequency. The sampling condition in expression (13) can be satisfied by controlling the distance z. Thus, for an object with a given size B x and bandwidth B and for a given pixel size ⌬, a complete numerical reconstruction of the digital hologram can be obtained by the use of an appropriate recording setup. This conclusion is in accordance with well-known properties of the asymptotical case of far-field holography ͑z → ϱ͒; the ability to reconstruct a hologram from the far field is not limited by the pixel size but rather the angular acceptance (or size) of the far-field detector enabling the diffraction components from the object to be captured.
B. High-Resolution Numerical Reconstruction Algorithm
With the sampling condition of expression (13) 
͑14͒
This process increases the acceptance space-bandwidth product ͓SW DY ͑x , ͔͒ of the digital reconstruction system [ Fig. 4(a) ] to avoid the truncation of high frequencies as described in Fig. 5(c) . The suggested method is easily understood in the Wigner space as is illustrated in Fig. 6 . In Fig. 6 (a) the space-bandwidth product SW z Ј͑x,͒ of the sampled CFA u z Ј͑n⌬͒ is shown. In Appendix B we show that the upsampling process does not affect the form of the continuous WD. In fact, the fields u z Ј͓n͔ and u z ↑ ͓n͔ carry the exact same information; therefore they have the same continuous WD [e.g., Fig. 6(a) ]. However, since u z ↑ ͓n͔ is expressed on a denser grid, the discrete processes of u z Ј͓n͔ and u z ↑ ͓n͔ are not the same. When upsampling is performed, the digital process is carried out on a grid r times denser that that of u z Ј͓n͔. The number of sampled points of the new function u z ↑ ͓n͔ is NЈ = Nr. The distance between its values is ⌬Ј = ⌬ / r; therefore the grid density is 1 / ⌬Ј = r / ⌬. As a result, the digital process space-bandwidth product SW DY ͑x , ͒ is enlarged, and it has a size of ͑NЈ⌬Ј͒ ϫ ͑1/⌬Ј͒ = ͑N⌬͒ ϫ ͑r / ⌬͒. Hence SW DY ͑x , ͒ is r times larger in the direction as shown in Fig. 6(b) . Consequently, the high frequencies are not lost after the IFRT. Such a case is demonstrated in Fig. 6(c) . It can be seen that the high frequencies are preserved, in contrast to the case shown in Fig. 5(c) . The dotted area in Fig. 6 (c) represents artifacts that were produced in the reconstruction process and that originated in the first-order components in WD u z Ј͑x͒ [k = 1, 1 in Eq. (7)]. These modulated terms were observed in Ref. 14. Since they appear outside the signal range ͉x͉ Ͼ B x / 2, a precise reconstructed object can be obtained by masking the range of the object ͉x͉ ഛ B x /2, as illustrated in Fig. 6(b) .
C. Precision of the Numerical Reconstruction Algorithm
In derivation of the proposed numerical reconstruction algorithm we have assumed that the CFA is concentrated in a finite area in the Wigner domain. Strictly speaking, this assumption is never correct; the WD of a Fresneltransformed signal [e.g., Fig. 3(b) ], cannot have both a finite MLB and a finite bandwidth B . The finite SW͑x , ͒ Practically, B and the MLB are defined according to some arbitrary criteria. Typically, they are defined to include most of the signal power. Clearly, the signal components that are left out of the SW͑x , ͒ cannot be recovered. In general, the amount of reconstruction error is proportional to the amount of signal energy outside the SW͑x , ͒, which can be evaluated by integrating the WD outside the SW͑x , ͒. In our analysis in Section 2 we have assumed that the object has a finite size, that is, u 0 ͑x͒ = 0 for ͉x͉ Ͼ B x / 2, has an effective double-sided bandwidth B , and thus has a SW͑x , ͒ as shown in Fig. 3(a) . Strictly speaking, there are always signal components out of the range ͉x͉ Ͼ B x /2 or ͉͉ Ͼ B / 2. First, let us consider that the object signal does not have a finite size. In such a case the MLB of the Fresnel-transformed signal is not finite. As a result, the sampling condition given by expression (12) never holds strictly. Practically, as commonly done in the classical sampling theorem, we can decide on some practical finite MLB so that expression (12) can be fulfilled. However, in such a case, errors may occur in the reconstruction because of aliasing during the sampling. If special care is taken so that the object CFA has a strictly finite size, for instance, if an object of a finite size is set in front of a completely black background, then the MLB of the Fresnel-transformed signal is strictly finite [ Fig. 3(b) ]. However, in such a case the Fourier spectrum of the object CFA is not finite. This implies that, regardless of the way B is defined, there are always spectral components left out of the SW͑x , ͒ that cannot be recovered in the reconstruction. Fortunately, in such a case the amount of reconstruction error can be controlled by properly defining the object field bandwidth; by choosing a larger B , the error can be reduced. In the numerical reconstruction process the choice of a larger B implies a larger upsampling ratio r, since
It is noteworthy to note that central to the reconstruction method given in Subsection 3.B is the upsampling of the decoded CFA. One can easily show that the upsampling process, together with the IFRT performed in the DFT domain using Eq. (2), is equivalent to first interpolating uЈ͓n͔ using Shannon's sinc interpolator 27, 28 and then performing the IFRT. The indirectly obtained Shannon's sinc interpolation is optimal in the case that all infinite number of samples are given and the bandwidth B is strictly defined. If this is not the case, other interpolation techniques may be considered.
In our discussion of the numerical processing error sources, we also recall that in a real experiment the sampled CFA is not sampled directly but is recovered from an interference pattern recorded by a digital sensor (Fig. 1) . The numerical decoding of the CFA from the recorded interference pattern may involve additional reconstruction errors.
14 However, with a high-resolution sensor and by proper design of the dynamic range, those errors are typically lower than those imposed by spatial resolution limitations discussed in this work.
We note that besides the numerical reconstruction error sources discussed above there are also physical error sources due to nonideal capturing process. Nonideal optical components, dynamic range, and fill factor of the sampling device 14 ; mechanical vibrations; nonuniformity of the laser beam; quantization; and thermal and shot noise in the detector impose additional inaccuracy in the reconstructed object. Those error sources are reflected in the reconstructed image independently of the numerical reconstruction process used and therefore should not influence the choice of numerical reconstruction algorithm used.
SETUP CONDITIONS FOR HIGH-RESOLUTION DIGITAL HOLOGRAPHY OF 3D OBJECTS
We have shown that by using the suggested numerical reconstruction algorithm the complete bandwidth of the signal can be recovered. The recording setup conditions for capturing the entire information of an object of lateral size B x is given by expressions (6) and (13) . According to expression (13) , the minimal distance z between the object and the recording sensor is ⌬B x / . For a 3D object, expression (13) needs to be fulfilled for each lateral cross section of the object. If the lateral size of the object at distance z is denoted B x ͑z͒, then expression (13) is rewritten as
Expression (15) shows that there is a linear relation between the permissible size of each cross section of a 3D object and its distance to the recording sensor. In other words, the object needs to fit in a virtual cone defined by expression (15) . Practically, one may use a setup that fulfills
where B x_max is the maximal lateral size of the object and z o is the distance from the recording device to the closest point of the object. It should be noted that the minimal distance z requirement set by expression (13) is typically fulfilled because it is a common practice to set z Ͼ ͑N⌬ + B x ͒⌬ / in order to permit proper interference of all object points with the reference beam over the entire sensor plane. 3 Hence from expression (13) we see that, by propagating the object field for a large enough distance, any arbitrary large bandwidth can be captured completely and can be completely recovered by the proposed algorithm. At first glance this may look like a counterintuitive result. However, we recall that, according to Eq. (6), large propagation distances impose a large recording size. Thus the bandwidth gain achieved by the proposed method is at the expense of the need of a larger recording sensor. One may verify that the bandwidth gain is given by r = zB / B x and the ratio between the required sensor size and the object size is approximately the same. This trade-off is a direct result of the conservation of information during the FRT. As explained in Appendix A, the spatial-spatial frequency degrees of freedom of an object are proportional to the area of its SW͑x , ͒ [for example, the area of Fig. 3(a) ].
The SW͑x , ͒ of the FRT is a tilted parallelogram [ Fig.  3(b) ] having the same area.
EXAMPLE OF HIGH-RESOLUTION RECONSTRUCTION
In Fig. 7 we show the results of a simulated experiment. The object is shown in Fig. 7(a) . It is a binary phase target with a size of 1 mm. The squares in the upper-half target have a fundamental period of 0.48 mm. The fundamental period in the lower-half target is 0.08 mm. We have simulated an in-line hologram system with = 0.5ϫ 10 −6 m, z =2ϫ 10 −1 m, and ⌬ =8ϫ 10 −5 m. The absolute value of the CFA at the hologram plane is shown in Fig. 7(b) . By applying a direct numerical reconstruction procedure (Figs.  4 and 5) , we obtained the image in Fig. 7(c) . The IFRT is implemented by using the Fresnel OTF method [Eqs. (2) and (3)]. Since the Nyquist frequency 1 / ͑2⌬͒ = 6.625 ϫ 10 3 cycles/ m ͑cyc͒ / m is larger than the fundamental spatial frequency 1 / 4.8ϫ 10 −4 = 2.08ϫ 10 3 cyc/ m, the upper half of the target is recognizable. However, the reconstruction is not perfect because only two harmonies are accepted in the space-bandwidth product of the digital process SW DY . The lower half of the reconstructed target is not recognizable because the Nyquist criterion is not fulfilled. The fundamental spatial frequency of the lower half of the target is 1 / 8 ϫ 10 −5 = 1.25ϫ 10 4 cyc/ m, which is larger than the Nyquist frequency; therefore severe aliasing occurs. Figure 7(d) demonstrates the reconstruction with the proposed algorithm. The upsampling ratio used is r = 8, which allows four harmonies of the lower-half target to be reconstructed.
A quantitative comparison between the reconstructions performed using the direct and the proposed methods is given in Table 1 in terms of reconstruction signal-to-noise ratio (SNR). The SNR is defined as SNR = 20 log 10 ʈu 0 ʈ
where u 0 and û z are the object and reconstructed fields, respectively ( Fig. 1) , and ʈ · ʈ denotes the norm (root-meansquare) operator. It can be seen that the SNR using the proposed method is 17.5 dB higher than that using the direct method. The difference is even more remarkable in the lower-half image where a SNR improvement of about 23 dB is obtained using the proposed algorithm.
We note that in the reconstruction shown in Fig. 7 (d) the main error source is in the numerical calculation and it depends on the upsampling ratio r. This implies that a higher SNR can be achieved if a larger upsampling ratio is used, as explained in Subsection 3.C. However, the SNR improvement in this case is at the expense of the computational burden.
CONCLUSIONS
We have presented a method for high-resolution reconstruction with digital holography. Traditional numerical reconstruction in digital holography limits the lateral resolution to the Nyquist frequency. With the proposed method, the resolution is solely determined by the hologram-recording system. The suggested numerical reconstruction, which is based on Wigner distribution analysis and appropriate upsampling before digital processing, does not impose a resolution limitation. Therefore the lateral resolution can be controlled by choosing the appropriate recording setup and sensor size and applying the proposed numerical algorithm. 27 For signals having rectangular SW͑x , ͒ as in Fig. 3(a) , the prolate spheroidal wave functions 29 are preferable, and, for signals having parallelogram-shaped SW͑x , ͒, chirplets 30 should be used. In the general case, k ͑x͒ should form a Reisz 28, 31 basis, which is the next ideal functions after orthogonal basis functions. 28 Often, if some a priori information about f͑x͒ is given [implying that f͑x͒ belongs to a subspace of L 2 ], the decomposition in Eq. (A1) can be approximated by a finite sum:
where N is, in general, referred to as the dimensionality of the signal and it represents the number of degrees of freedom. 32 For signals with a space-bandwidth product larger than unity, N can be evaluated from the area of the SW͑x , ͒. 33, 34 Thus, according to Eq. (A2), the signal f͑x͒ can be mapped in a discrete space of a dimension determined by the area of SW͑x , ͒.
Let us assume that the SW͑x , ͒ of a signal has a general form as that in Fig. 8 . Further, let us choose a parallelogram that tightly includes the SW͑x , ͒ (Fig. 8) . The area of SW͑x , ͒ is equal to or less than the area of the parallelogram. The area of the parallelogram is B x MLB, implying that the following are required:
The minimal density of the samples is given by dividing the total number of samples by the length of the signal:
Therefore, if the sampling rate 1 / ⌬ is equal to or larger than MLB, the continuous signal is fully represented by its samples. This proves the sampling condition given by expression (12) , which was derived in Refs. 15 and 16, using a different approach. We note that in the special case in which SW͑x , ͒ has a rectangle form [e.g., Fig. 3(a) ] the MLB equals the classical bandwidth B and the generalized sampling condition (12) reduces to the Nyquist sampling condition.
APPENDIX B: THE WD OF THE SAMPLED FUNCTION IN TERMS OF THE UNSAMPLED FUNCTION
The sampled field u z Ј͑x͒ can be written as 
͑B3͒
which is another form of Eq. (7). By using the definition of the upsampled signal in Eq. (14) , it is easy to verify that Eq. (B3) can be expressed in terms of u z ↑ ͓n͔ by 
