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Abstract
This paper presents research closely linked to the concepts of multimodality and multimodal perception: the translation process 
which takes place in audio description (AD) for blind people. AD is an intersemiotic translation method which in recent years has 
been included in the working practices of audio-visual translators and, thus, appears on the work desks of researchers in this field. 
Audio describers concern themselves with translating for blind people the iconic part of a source text of a multimodal nature 
(cinema, series, TV programmes, theatre, museum pieces, monuments, and so on), in such manner that they construct a target 
language text which matches the original text so that blind people may access the visual information. Thus, the translation 
process in AD involves a set of mental processes of a multimodal and multi-sensorial nature which start with the perception of 
the audio-visual and/or physical elements that make up the original text and finish with the production of the functionally 
equivalent target text.
This study analyses the preferences of audio describers when translating two basic components of dynamic images (colour and 
movement) in accordance with the taxonomic model of the dynamic image laid out by Chica (2013). This model is based on 
neuroscientific studies which describe the way in which visual perception functions (Bartels & Zeki 2005). In the study, the 
answers of a group of professional audio describers were contrasted with those given by control group during tasks of selecting 
audio descriptive texts connected to dynamic images which complied with a paradigm where one of the two visual elements, 
colour or movement, predominated. The results showed that audio describers do not favour descriptions which specifically 
highlight such elements, but rather they prefer neutral and relatively simple descriptions in relation to colour and movement.
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1. Introduction
The field of Translation Studies has incorporated audio description within the scope of its research, the 
peculiarity of which lies in the fact that the source text and the target text are multimodal entities. However, it is 
believed that the role of multimodality and its determinants in the aforesaid translation process has not been 
clarified. Specifically, reference is made to the multi-sensorial structures of the human brain which make it possible 
to access knowledge based on perception and the processing of stimuli pertaining to different means of 
communication (Forceville & Urios-Aparisi 2009).
Multimodality and multimodal perception are extremely relevant to current Translation Studies because they 
concern concepts under which the human brain operates, processing reality by way of multi-sensorial inputs 
received from outside, in such manner that access to knowledge depends entirely on multimodal perception and, 
likewise, every translation process will be structured pursuant to those cognitive determinants. This idea is 
supported by studies which show the enormous cross-modal plasticity of the brain in cases of sensory deprivation 
(Raij & Jousmaki 2004; Bedny et al. 2011).
Moving from that premise, the translation practice which takes place in the case of AD must necessarily be 
conditioned by the visual perception mechanisms which precede the AD process itself and, in turn, must condition
the syntactic and semantic structures seen in the final audio-descriptive product. That is to say, the visual 
functioning of the brain, together with other mental mechanisms, such as memory and learning, allow the audio
describer to translate for the blind user or audience-member the images perceived as elements of a visual framework 
in which are developed scenes made up of visual objects (groups coherent in themselves and with a determined 
action potential, for example, a car, a mouse or a basketball player) and a wider visual context where they are 
framed (a race track, a test laboratory or a basketball court). 
We work on the hypothesis that such visual structures have a semantic correlate in the audio-described speech 
which presumably we will be able to decipher from the syntactic trail left by the visual elements. Pursuant to this 
logic, it is imperative to turn to studies of visual perception, particularly those undertaken in the field of cognitive
neuroscience (Farah 2000) in order to carry out an appropriate analysis of the particular elements which make up the 
images perceived by the audio describers. 
In this regard, use is made of Chica’s taxonomic model of the dynamic image (2013) as theoretical support for
the experimental type of study set out in this paper, with the aim of carrying out an experiment based on psycho-
physical techniques (response to visual stimuli) in which there is analysis of the preferences of a group of 
professional audio describers as opposed to the preferences of a control group in relation to the type of translation 
strategy used to describe the visual microelements colour and movement in a battery of dynamic images in which 
those elements have a high degree of salience in the visual whole.
2. Study of the preferences of professional audio describers in relation to the AD of colour and movement
Colour and movement are deemed to be low-level visual elements insofar as the visual cortex detects them at an 
early stage of the image-processing. That fact is known since it has been demonstrated that the brain generally 
functions following a principle of functional independence (Zeki 2009: 39) by which it processes independently, in 
slightly asynchronous time latencies, the distinct visual elements in anatomically and geographically different areas 
of the cortex.  
These and other findings about the visual brain (Bartels & Zeki 2005) led to the creation of a taxonomic model 
regarding the compositional elements of the dynamic image and the translation of them to a linguistic-narrative 
plane (Chica 2013). This model is applicable to the multimodal and intersemiotic processes which converge in the 
production of audio-descriptive texts.
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2.1. Structural level of the taxonomic model of compositional elements of the dynamic image
In terms of cognitive complexity, colour and movement are elements which pertain to the first level or ‘structural 
level’ of this model, made up of parameters related to the most simple visual attributes, in accordance with the areas 
of the cerebral cortex which process the information at the start. This level encompasses these elements:  shape, 
colour, movement, texture and depth.
2.2. Experiment: approach and design
Following Chica’s taxonomic model, the parameters colour and movement were selected for the experiment 
because in previous studies on the language of AD (Jiménez Hurtado 2010) they had been shown to be visual 
aspects which were translated through a series of translations strategies repeatedly applied by the professional audio
describers.
In the case of movement, two types of movement were categorised in the AD: endogenous movement, carried out 
by objects and characters present in the visual field (dodge, catch, move forward, go down, slip, run, etc.); and 
exogenous movement, determined by the intervention of the director and others involved in the audiovisual work 
(The image flies inland, over thick forest, skimming the tall treetops. The piano / El piano (Jane Campion 1993), 
AD: Javier Navarrete, 2003). 
Colour, on the other hand, is usually translated in the audio description when describing the atmospheres and 
sceneries within which the action in the multimodal text is developed: lighting, wardrobe, appearance of people or 
objects, and so on. As in the following audio-described segment: Lit only by the lights of the vehicles, and amid the 
dust, Manuela encounters shiny, silvery dresses, platinum blondes who wave their hair like a flag. [Todo sobre mi 
madre (Pedro Almodóvar 1999), AD: José Echeverría, 2000.]
Through the methodology applied, colour and movement, translated as linguistic descriptions, are subjectively 
assessed by the subjects. The design is based on the moving window technique, which allows for the presentation of 
video, audio, fragments of text or evaluation scales on the computer screen so as to obtain quantitative data of the 
subjects’ answers from the keyboard or mouse. The software PsychoPy was used for its implementation. 
In the experimental stage, participants were asked to view 40 short video fragments (4-6 seconds), made up of 
dynamic images without audio, which constituted the initial stimuli. After just one playback, three different 
linguistic descriptions were shown on the same screen, conceived as different intersemiotic translation options of the 
same visual stimulus. The descriptions were labelled options A, B and C. On the same screen, the subject was asked 
to supply a numerical value from 1 to 9 (9 being the highest mark) for each description by way of a moving scale, 
with the aim of evaluating the degree of correspondence or equivalence the subject thought existed between the 
visual scene and each of the descriptions.
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Fig. 1. Screenshot of a video fragment used in the experiment.
The descriptions used in the experiment followed a defined pattern. The type A descriptions were characterised 
by their simplicity, the type B descriptions were more elaborate and detailed than those of type A; for their part, the 
type C descriptions tried to emphasise the most prominent visual aspects of the stimulus, that is, colour and/or 
movement.
Consequently, the 40 modules that made up the design presented a common general structure in relation to the 
descriptions of types A and B, while in type C descriptions three variations were generated: 1) colour, 2) movement 
and 3) colour + movement. This latter type of description was drafted in such a way that its lexical-semantic and 
grammatical structure reflected on the linguistic plane the predominance of the corresponding visual element.
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Fig 2. Task 1 interface. Descriptions and evaluation scales.†
The first sample of participants was made up of 7 professional audio describers (3 men and 4 women) aged from 
25 to 68 (average 40.4 years of age), whose first language was Spanish and who had university qualifications. If it is 
considered that the total number of professional audio describers active in the sector cannot exceed 25 people in the 
Spanish field, it can be taken that this sample is representative.
On the other hand, the control group sample, consisting of people who were not expert in AD, was chosen by 
seeking socio-demographic features similar to those of the experimental group (2 men and 5 women aged from 26 to 
65, with an average age of 38.5, whose first language was Spanish and who had attended university) in order to 
secure a homogenous and representative sample. 
2.3. Results
The answers from the professionals yielded results which indicate that the audio describers showed resistance to
the types of translation that dwelt excessively on the description of colour and movement such as those in the target 
text. It can be seen that the average values related to the colour and/or movement parameters (type C answer option) 
barely exceed the minimum threshold of image-text consistency which was set at 50% of the evaluation. The precise 
result was 52.11%. One reason for that low mark may be the alteration of the usual syntactical structures in order to 
strengthen the topicalization of the visual attributes of colour and movement, that is to say, a translation strategy 
which could generate a certain degree of rejection in the expert group.  
As for the control group, the average value relating to the description of colour and/or movement was much 
higher, reaching 88.10%. That is, when compared with the audio describers, the non-expert subjects awarded a 
much higher mark to the descriptions which gave much more explicit or emphatic translations of the information 
about the predominant visual elements in the stimulus.
† Translation of the options for Figure 2:
A. A yellow car slowly moves from left to right
B. A typical New York yellow taxi moves in slow motion along a cracked asphalt road.
C. A car with bodywork of an intense yellow colour moves along the street.
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Fig. 3. Comparison of average results of the expert group and control group (numerical values 1 to 9) – Task 1
Type A descriptions were given the highest evaluations by the experts, with an average value of 57.44%. The 
type A answers provided descriptions of the stimulus that were relatively simple in semantic terms, with a fairly 
straightforward and conventional syntactic structure.
3. Conclusions
Of the possible causes behind the stark contrast between the answers from the expert group and the control group, 
it is submitted that they may include, firstly, the fact that the group of professionals had an elevated critical sense 
with respect to the proposed descriptions, given that in their professional lives they develop a personalised 
descriptive style which could bring about the penalisation of other people’s descriptions. On the other hand, there 
may have been a tendency to punish the descriptions that were outside the established conventions and norms as 
regards the language of AD. Finally, given that AD is a translation method subordinate to the auditory contents 
(dialogues, music, sounds and similar), the audio describers also tended to restrain expression due to the time 
restrictions inherent to this method. 
In general, the tendencies observed in each group lead us to categorise and synthesise its preferences as regards 
the qualities of the descriptions that they evaluated in the experiment through four semantic-linguistic criteria: 
content, syntax, lexicon and style (Figure 4).
216   Antonio Javier Chica Núñez /  Procedia - Social and Behavioral Sciences  212 ( 2015 )  210 – 217 
Fig. 4. Comparison of preferences of semantic and linguistic order between audio describers and control group.
On the other hand, these results make it possible to submit that there is a cognitive-type influence in relation to 
the discrepancies found in the answers of both groups. Given that their professional experience in AD had 
conditioned them to produce concise, simple, direct and neutral descriptions (easily understood by blind users), 
audio describers prefer this type of answer and penalise those which involve greater semantic, syntactic and 
rhetorical complexity. That is, there is a conditioning or facilitation effect of a top-down type on the direct 
processing of the visual stimuli, in such a way that the cerebral areas that perform superior functions (memory, 
reasoning, logic and similar), condition the subject to choose the type of description most in keeping with what is 
normative within his or her professional practice.
On this point, it is of interest to refer readers to some of the previous studies which analyse the preferences of AD 
users in relation to the AENOR Standard (2005) regarding audio description. That is, in those studies, the focus is on 
the users’ answers, moving away from an analysis of the translation process, which has been the aim of this study. 
For example, the study of Bourne & Lachat (2010), based on user surveys, states that in many cases the negative 
evaluations by subjects do not address the parameters explicitly set out in the Standard. Specifically, they state that a 
technical aspect –the volume–, both of the soundtrack (sounds and background noises) and of the AD, is not taken 
into account so as to improve the overall understanding of users. Furthermore, aspects such as the voice, the 
intonation and the rhythm of the describer also appear to have a material influence on the satisfaction of blind 
listeners, as stated by the above authors and by another study on the qualitative aspects of the voice (Iglesias, 
Martínez & Chica, forthcoming) which bases its analysis on user evaluations regarding the comprehension of 
various fragments of audio-described cinema in which, amongst other things, the aforesaid qualities of the voice 
have been altered.
In any event, we must recognise that this study shows limitations in the methodology used for the analysis, 
focused on the translation process rather than the understanding of the final product, and limited by the quantitative 
types of answer it offers. In this regard, it should be pointed out that we intend to broaden the analysis to include the 
pole of the AD end user, in order to complete the translation cycle in the study of this translation method. Similarly, 
it would be desirable to undertake with users reception studies of a more qualitative style. Further, one of the more 
obvious pitfalls in an analysis such as ours, which relates visual stimuli (input) and audio descriptive answers 
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(output), would be the absence of analysis techniques based on neuroimaging, which would have made it possible to 
monitor the areas of visual perception during the input phase, for example. 
Finally, we would like to propose more ambitious lines of research regarding multimodality and multi-
sensoriality in the field of audio-visual translation. It would be of particular appeal to study the cognitive processes 
which intervene in the acquisition and representation of visual knowledge. In our opinion, one study of interest 
would be to analyse the interactions between the processes of visual perception and the structuring of the language, 
particularly as regards the elements of deep semantics which both systems may share. This type of research would 
be more than justified by its tremendous implications for multimodal translation processes, in which the visual and 
linguistic codes evidently feed each other.
References
AENOR (2005). Audiodescripción para personas con discapacidad visual. Requisitos para la audiodescripción y elaboración de audioguías.
UNE 153020. Madrid: AENOR.
Bartels, A., & Zeki, S. (2005). Brain dynamics during natural viewing conditions—a new guide for mapping connectivity in vivo. Neuroimage,
24(2), 339-349.
Bedny, M., Pascual-Leone, A., Dodell-Feder, D., Fedorenko, E., & Saxe, R. (2011). Language processing in the occipital cortex of congenitally 
blind adults. Proceedings of the National Academy of Sciences, 108(11), 4429-4434.
Bourne, J. & Lachat, C. (2010). Impacto de la Norma AENOR: Valoración del usuario. In C. Jiménez Hurtado, , A. Rodríguez Domínguez & C. 
Seibel (Eds.) Un corpus de cine. Teoría y práctica de la audiodescripción (pp. 315-333). Granada: Tragacanto.
Chica Núñez, A. J. 2013. La imagen dinámica. Parámetros de análisis para su traducción. Tesis doctoral. Universidad Pablo de Olavide, Sevilla.
Farah, M. J. (2000). The cognitive neuroscience of vision. Oxford: Blackwell Publishing.
Forceville, C., & Urios-Aparisi, E. (Eds.) (2009) Multimodal metaphor. Belín: Walter de Gruyter.
Iglesias Fernández, E., Martínez Martínez, S. & Chica Núñez, A.J. (forthcoming). Cross-fertilization between Reception Studies in Audio 
Description and Interpreting Quality Assessment: The Role of the Describer’s Voice. In R. Baños Piñero, & J. Díaz Cintas (Eds). 2015. 
Audiovisual Translation in a Global Context - Mapping an Ever-changing Landscape. Basingstoke: Palgrave Macmillan.
Jiménez Hurtado, C. (2010). Fundamentos teóricos del análisis de la AD. In C. Jiménez Hurtado, A. Rodríguez Domínguez & C. Seibel (Eds.) Un 
corpus de cine. Teoría y práctica de la audiodescripción (pp. 13-56) Granada: Tragacanto.
Raij, T., & Jousmaki, V. (2004). MEG studies of cross-modal integration and plasticity. In G.A. Calvert, C. Spence & B.E. Stein, (Eds.) The 
handbook of multisensory processes (pp. 515-528). The MIT Press: Cambridge, MA.
Zeki, S. (2009). Splendors and miseries of the brain: Love, creativity, and the quest for human happiness. London: Wiley-Blackwell.
