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COMPUTING GENERALIZED FROBENIUS POWERS OF
MONOMIAL IDEALS
CHRISTOPHER A. FRANCISCO, MATTHEW MASTROENI, JEFFREY MERMIN,
AND JAY SCHWEIG
Abstract. Generalized Frobenius powers of an ideal were introduced in [HTW18]
as characteristic-dependent analogs of test ideals. However, little is known about
the Frobenius powers and critical exponents of specific ideals, even in the mono-
mial case. We describe an algorithm to compute the critical exponents of mono-
mial ideals, and use this algorithm to prove some results about their Frobenius
powers and critical exponents. Rather than using test ideals, our algorithm uses
techniques from linear optimization.
1. Introduction
. Frobenius powers of an ideal with non-negative real-valued exponents were intro-
duced in [HTW18] as a characteristic-dependent analog of test ideals in F-finite
regular domains of prime characteristic. The motivation for defining Frobenius
powers was to find a prime characteristic invariant sensitive enough to mimic a
property of multiplier ideals in characteristic zero, namely that the multiplier ideal
J (Iλ) agrees with the multiplier ideal J (fλ) for a general f ∈ I. In particular,
it is known that J (fλ) = J (Iλ) when I is the monomial ideal generated by the
terms of f [How03]. Thus computations for arbitrary ideals can be reduced to the
monomial case.
Let S = K[x1, . . . , xm] be a standard graded polynomial ring over a field K of
characteristic p > 0. We let F : S → S denote the Frobenius homomorphism
of S. Recall that a ring S of characteristic p is called F-finite if S is a finitely
generated as a module over the subring F (S) = Sp = {f p | f ∈ S}. We will
assume throughout that K is an F-finite field so that the polynomial ring S is also
F-finite.
The main result of our paper is Algorithm 3.7, a deterministic algorithm which
computes all the critical exponents, and hence all the fractional Frobenius powers,
of an arbitrary monomial ideal over K. This algorithm does not involve test ele-
ments; instead, it uses analytic geometry, base p arithmetic, and a generalization
of long division. The algorithm appears to be very efficient in characteristic 2 and
3, and slower in large characteristic. Immediate corollaries to the algorithm are
that all critical exponents are rational, and that the set of critical exponents is
closed under multiplication by p.
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Section 2 recalls necessary background on Frobenius powers and arithmetic in
base p, and introduces notation that will be used throughout the paper, includ-
ing the (p, d)-Sierpinski simplex, a fractal that we use to describe the Frobenius
powers. Section 3 describes the algorithm for computing the critical exponents
of a monomial ideal. The algorithm is worked out in some detail for the ideal
(x2y2, y3z3) over F3 and F5 in the appendix.
In Section 4, we use our techniques to compute some Frobenius powers and
critical exponents in more generality. Proposition 4.2 does this computation for
(x2y2, y3z3) in all characteristics simultaneously, demonstrating as a proof-of-concept
that this is possible. Proposition 4.3 computes the least critical exponent for any
height one monomial ideal containing a pure power. We close with some questions
for further research and an appendix that demonstrates Algorithm 3.1.
2. Background on Frobenius Powers
2.1. Frobenius Powers.
. Let S be an F-finite standard graded polynomial ring as above. In [HTW18],
Herna´ndez-Teixeira-Witt define the Frobenius powers of an ideal I ⊆ S as a family
of ideals I [λ] parametrized by a non-negative real number λ, which agree with the
usual Frobenius powers I [p
e] = (f p
e
| f ∈ I) when λ = pe. As one might hope, this
family of ideals has good containment properties:
Proposition 2.1 ([HTW18, 3.16]). Let I, J ⊆ S be ideals, and let λ, µ ∈ R≥0.
Then:
(a) (Monotonicity) If λ < µ, then I [λ] ⊇ I [µ].
(b) (Right Constancy) For every λ, there exists an ε > 0 such that I [µ] = I [λ]
whenever λ ≤ µ < λ+ ε.
(c) I [λ]I [µ] ⊇ I [λ+µ]
(d) For any ideal J ⊆ S, we have I [λ]J [λ] ⊇ (IJ)[λ].
Similar to jumping numbers and F-jumping numbers of multiplier ideals and test
ideals, we are interested in determining the Frobenius powers of various monomial
ideals I and the real numbers λ > 0 such that I [µ] 6= I [λ] for all µ < λ, which
are called the critical exponents of I. In particular, there is a smallest positive
critical exponent by right constancy; it is called the least critical exponent of I and
is denoted by lce(I).
In the remainder of this subsection, we summarize the stages by which gener-
alized Frobenius powers are constructed, and we make some simple observations
that simplify the case of monomial ideals to working over Fp. Given an ideal I ⊆ S
and λ ∈ R≥0, the Frobenius power I [λ] is constructed as follows:
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• If λ = k is an integer with base p expansion k = k0 + k1p+ · · · krp
r, then
I [k] = Ik0(Ik1)[p] · · · (Ikr)[p
r]
• If λ = k
q
∈ Z[1
p
]≥0 is a non-negative p-adic rational, we define I
[ k
q
] = (I [k])[
1
q
],
where for any ideal J , the ideal J [1/q] is the smallest ideal L such that
L[q] ⊇ J as originally defined in [BMS08]. In practice, because we are
ultimately interested in ideals J in a polynomial ring over Fp, the ideal J
[ 1
q
]
is always easily computable by [BMS08, 2.5].
• For any real number λ ≥ 0, the Frobenius power I [λ] is then defined by
taking any monotone decreasing sequence (λj) of p-adic rationals converg-
ing to λ from above. The monotonicity of Frobenius powers then yields an
ascending chain of ideals I [λ1] ⊆ I [λ2] ⊆ · · · , and I [λ] is defined to be the
stable value of this chain, which exists since S is Noetherian.
In particular, every real Frobenius power is the Frobenius power of some p-adic
rational.
Proposition 2.2. Let ϕ : S → T be a ring homomorphism between F-finite regular
domains, I ⊆ S be an ideal, and λ ∈ R≥0. Then:
(a) (IT )[λ] ⊆ I [λ]T , with equality if λ is an integer.
(b) If in addition S is free over Sq with basis e1, . . . , en, T is free over T
q, and
ϕ(e1), . . . , ϕ(en) are part of a basis for T over T
q, then (IT )[
k
q
] = I [
k
q
]T .
Proof. (a) If λ = k is an integer, it is clear that (IT )[k] = I [k]T since homo-
morphisms preserve both ordinary powers and p-th power Frobenius powers. As
(I [
k
q
])[q] ⊇ I [k], we have (I [
k
q
]T )[q] = (I [
k
q
])[q]T ⊇ I [k]T = (IT )[k] so that I [
k
q
]T ⊇
(IT )[
k
q
]. The claim then follows for arbitrary λ by applying the preceding inclusions
to a monotone decreasing sequence of p-adic rationals converging to λ.
(b) By the previous part, it is enough to show that I [
1
q
]T = (IT )[
1
q
] for any ideal
I ⊆ S. For f ∈ I, write f =
∑
i f
q
i ei, so ϕ(f) =
∑
i ϕ(fi)
qϕ(ei). By [BMS08, 2.5],
both the ideals (IT )[
1
q
] and I [
1
q
]T are generated by all elements of the form ϕ(fi)
for some f ∈ I. 
Remark 2.3. It is worth noting two important cases in which one can apply the
second part of Proposition 2.2:
• T is obtained from S by extension of the ground field. This reduces com-
putations of the Frobenius powers of monomial ideals to computations over
Fp.
• S = Fp[x1, . . . , xm], T = Fp[y1, . . . , ys], and ϕ(x1), . . . , ϕ(xm) are square-
free monomials with disjoint supports. In this case, for any xa = xa11 · · ·x
am
m
with ai < q for all i, we have ϕ(x
a) = yb for some b ∈ Nm with bj < q for
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all j by assumption so that ϕ(xa) is part of the monomial basis for T over
T q.
2.2. Frobenius Powers of Monomial Ideals.
. In this subsection, we fix the notation used throughout the rest of the paper and
make some simple observations about the Frobenius powers of monomial ideals.
Notation 2.4. If xb = xb11 . . . x
bm
m is a monomial of S, we say that b = (b1, . . . , bm) ∈
Nm is the exponent vector of xb. Let I = (xa1, . . . ,xan) be a proper monomial
ideal in S, and let A = (a1| · · · |an) be the m × n matrix whose columns are the
exponent vectors of the generating monomials of I. For any u = (u1, . . . , un) ∈ Nn
and k ∈ N, we set ‖u‖ =
∑
i ui, and we recall that the multinomial coefficient
(
k
u
)
is equal to k!
u1!u2!···un!
if ‖u‖ = k and is equal to zero otherwise.
Convention 2.5. We adapt operations on numbers to vectors u ∈ Rn by applying
the operation to each coordinate. For example, ⌊u⌋ = (⌊u1⌋, . . . , ⌊un⌋) is the vector
obtained by taking the floor of each component. We write u ≤ v to mean ui ≤ vi
for all i and u ≺ v to mean ui < vi for all i.
Proposition 2.6. Let I ⊆ S be a monomial ideal. Then with the notation above:
I [
k
q
] = (x⌊
Au
q
⌋ | u ∈ Nn, ‖u‖ = k,
(
k
u
)
6≡ 0 (mod p))
Proof. By definition, I [
k
q
] = (I [k])[
1
q
] where
I [k] = (xAu | u ∈ Nn, ‖u‖ = k,
(
k
u
)
6≡ 0 (mod p))
by [HTW18, 3.5]. Since the monomials xb with b ≺ q1 form a basis for S as a
free Sq-module, we can compute the q-th root Frobenius power of an ideal J =
(f1, . . . , fn) ⊆ S as J
[ 1
q
] = (fi,b | f =
∑
b≺q1 f
q
i,bx
b) by [BMS08, 2.5]. Applying
this description to I [k] yields the claimed description for I [
k
q
]. 
Corollary 2.7. The Frobenius powers I [λ] of a monomial ideal I ⊆ S are monomial
ideals.
Proof. This is immediate from the above proposition since every Frobenius power
I [λ] agrees with the Frobenius power of some p-adic rational exponent. 
Corollary 2.8. Let I ⊆ S be a monomial ideal as above. If x2j does not divide any
xai, then for every 0 ≤ k
q
< 1, xj does not divide any generator of I
[ k
q
].
Proof. By the above proposition, the generators of I [
k
q
] have the form x⌊
Au
q
⌋, for
some vector u ∈ Nn such that ‖u‖ = k. Since each xai is not divisible by x2j , the j-
th row ofA contains no entries greater than one, and we have (Au)j ≤ ‖u‖ = k < q.
Hence, the exponent of xj is ⌊
(Au)j
q
⌋ = 0. 
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Corollary 2.9. If I ⊆ S is a monomial ideal that contains a squarefree monomial,
then lce(I) = 1.
Proof. If xa1 is a squarefree monomial generator of I and e1 ∈ Nn denotes the
corresponding standard basis vector, then I [
k
q
] contains x⌊
A(ke1)
q
⌋ = x⌊
ka1
q
⌋ = 1.
Hence, I [
k
q
] = S for all k
q
< 1. 
As a consequence of the above corollary, every squarefree monomial ideal has
least critical exponent equal to one. This is not surprising as the least critical
exponent is supposed to be an analog of the F-pure threshold, and squarefree
monomial ideals are F-pure. However, a monomial ideal need not be F-pure in
order to have least critical exponent equal to one.
Example 2.10. The ideal I = (x2, xy) ⊆ S = K[x, y] is not F-pure by Fedder’s
criterion [Fed83, 1.12] since
(I [p] : I) = (x2p−2, xp−2yp) ∩ (x2p−1, xp−1yp−1) = (x2p−1, x2p−2yp−1, xp−1yp) ⊆ m[p]
However, lce(I) = 1 because I contains a square-free monomial.
Definition 2.11. For any monomial xb ∈ S, we define the critical exponent of xb
as
λb(I) = sup{λ ∈ R≥0 | x
b ∈ I [λ]}.
Since I [k] ⊆ Ik is generated in degrees at least k, it is clear that xb /∈ I [k] for
k = ‖b‖+ 1 so that the above supremum is always finite.
Remark 2.12. We note that xb /∈ I [λb] by the right constancy of Frobenius
powers so that λb(I) is in fact a critical exponent of I. By [HTW20, 2.5], the
above definition coincides with what in that paper is called
crit(I,b+ 1) = sup{λ ∈ R≥0 | I
[λ] * (xb1+11 , . . . , x
bm+1
m )}
In particular, we note that
lce(I) = λ0(I) = crit(I, 1) = sup{λ ∈ R≥0 | I
[λ] * (x1, . . . , xm)}
and since I [1] = I ⊆ (x1, . . . , xm), it follows that 0 < lce(I) ≤ 1.
Proposition 2.13. Every critical exponent of a monomial ideal I ⊆ S is of the
form λb(I) for some b ∈ Nn.
Proof. Although we do not assume that I is m-primary, the same argument as in
[HTW20, 2.6] shows that every critical exponent of I is of the form crit(I, a), except
that a priori we only have a ∈ Nn with a 6= 0 instead of a ≻ 0. However, since
we know that the Frobenius power I [λ] is a monomial ideal by Corollary 2.7, it is
easily seen that I [λ] * (xa11 , . . . , x
an
n ) if and only if the monomial ma =
∏
ai>0
xai−1
is contained in I [λ]. Taking a˜ = max(a, 1), it is clear that ma˜ = ma so that
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I [λ] * (xa11 , . . . , x
an
n ) if and only if I
[λ] * (xa˜11 , . . . , x
a˜n
n ). Hence, we have crit(I, a) =
crit(I, a˜) = λb(I) for b = a˜− 1. 
Remark 2.14. Due to their close relationship with test ideals of principal ideals,
Skoda’s Theorem for Frobenius powers [HTW18, 3.17] implies that every critical
exponent λ > 0 satisfies that λ− ⌈λ⌉+ 1 is also a critical exponent in the interval
(0, 1]. Consequently, we need only concern ourselves with finding critical exponents
in this interval. We will recover this result using our techniques in Observation 2.34.
2.3. Addition Base p and the Sierpinski Simplex.
. Our next task is to shed some light on the condition
(
k
u
)
6≡ 0 (mod p). There is
a useful interpretation in terms of the base p expansion of u.
Lemma 2.15. Suppose ‖u‖ = k. We have
(
k
u
)
6≡ 0 (mod p) if and only if the ad-
dition
∑
ui = k involves no carries in base p. That is, if we write u = (u1, . . . , un)
and write each ui =
∑
j vi,jp
j, then for all j we have
∑
i vi,j < p.
Proof. For an integer m, let νp(m) represent the number of times m is divisible
by p. Then, if the base p expansion of m is m =
∑
cip
i, we have νp(m!) =∑
i 6=0 ci(1 + p+ p
2 + · · ·+ pi−1).
Now observe that νp
(
k
u
)
= νp(k!)−
∑
νp(ui!). Writing k =
∑
ajp
j in base p, we
have aj =
∑
vi,j + cj−1 − pcj, where cj is the number of carries in the p
j place.
We compute νp
(
k
u
)
=
∑
cj. Thus,
(
k
u
)
≡ 0 (mod p) if and only if νp
(
k
u
)
≥ 1 if and
only if there are carries in the addition. 
The description in terms of addition base p allows us to translate from vectors
of integers u with ‖u‖ = k to vectors of p-adic rational numbers u with ‖u‖ = k
q
.
Theorem 2.6 becomes the following:
Proposition 2.16. Let I ⊆ S be a monomial ideal, xb be a monomial in S, and
k
q
∈ Z[1
p
]. Then xb ∈ I [
k
q
] if and only if the set
Qk
q
,b(I) = {u ∈ Z[
1
p
]n : ‖u‖ = k
q
,
∑
ui adds without carries, ⌊Au⌋ ≤ b}.
is nonempty.
Definition 2.17. We say that a vector u ∈ Rn is admissible if it is possible to
choose base p representations of every entry ui in such a way that
∑
ui adds
without carries.
Remark 2.18. Because p-adic fractions have two base p representations, the def-
inition of admissibility is subtler than it looks. For example, if p = 2, the vector
(1
2
, 1
2
) is admissible: While the base 2 addition (.1 + .1 = 1) involves a carry, the
addition (.1 + .01 = .1) does not.
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The notion of admissibility allows us to begin describing the critical exponents
of I geometrically. By Theorem 2.16, we have
Proposition 2.19. For any exponent vector b ∈ Nn, we have
λb(I) = sup{‖u‖ : u ∈ R
n,u is admissible, ⌊Au⌋ ≤ b}
Proof. Let ℓ be the supremum on the right-hand side. Then for any ε, there exists
u with ‖u‖ > ℓ− ε
2
. Choose e such that 1
pe
< ε
2
, and let ue be the vector obtained by
writing u in base p so that it adds with no carries, and then truncating every entry
of u after e decimal places. Since u adds without carries, we have ‖u‖−‖ue‖ <
1
pe
.
Thus ℓ < ‖ue‖+ ε < λb + ε. So ℓ ≤ λb. Meanwhile, λb ≤ ℓ is immediate, since it
is the supremum of a smaller set. 
Example 2.20. It is tempting to try to replace the supremum in Proposition
2.19 with a maximum by invoking compactness. However, it is incorrect to claim
that λb is equal to the maximum value of ‖u‖, over all admissible u satisfying
⌊Au⌋ ≤ b. Consider I = (x2y2, y3z3) ⊆ S = K[x, y, z] as in Example 2.33, and
set b = (0, 0, 0). We have λb =
1
2
, realized by a sequence of vectors u approaching
(1
2
, 0) from the left. (The terms of this sequence depend on the characteristic. If
p = 2, they are truncations of the binary vector (.01, 0)2.) But this sequence does
not contain its limit point v = (1
2
, 0), and in fact ⌊Av⌋ = (0, 1, 0) is not less than
b.
We now turn briefly to understanding the set of admissible vectors.
Definition 2.21. Fix a prime p and a dimension d. The (open) (p, d)-Sierpinski
simplex is the set Sp,d consisting of all d-tuples (x1, . . . , xd) such that 0 ≤ xi ≤ 1,
each xi is a terminating decimal in base p, and these decimals add without a carry.
The (closed) (p, d)-Sierpinski simplex is the set Sp,d consisting of all real admis-
sible d-tuples (x1, . . . , xd) such that 0 ≤ xi ≤ 1.
Remark 2.22. The distinction between the open and closed Sierpinski simplices
is not simply the distinction between p-adic fractions and real numbers. The non-
uniqueness of decimal representations for terminating decimals allows the closed
Sierpinski simplex to contain many rational points that are missing from the open
simplex. For example, S2,2 does not contain (
1
2
, 1
2
) = (.1, .1) because the sum
.1 + .1 = 1 involves a carry. However, S2,2 does contain this point, because we
may choose to write it as (.1, .01), and the sum .1 + .01 = .1 . . . does not require
a carry.
Remark 2.23. The sets Sp,d and Sp,d are fractals. S2,2 is the familiar Sierpinski
gasket, and Sp,d has dimension logp
(
p+d−1
d
)
. We provide several iterative methods
for building these fractals.
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Method one:: Set X = {(x1, . . . , xd) ∈ Zd≥0 :
∑
xi < p}. Put S1 = {
1
p
x : x ∈ X},
S2 = {v+
1
p2
w : v ∈ S1, w ∈ X}, and in general Si = {v+
1
pi
w : v ∈ Si−1, w ∈
X}. Then Sp,d =
⋃
Si.
Equivalently, Sp,d = X +
1
p
Sp,d.
Method two:: Let T0 be the unit hypercube {(x1, . . . , xd) : 0 ≤ xi ≤ 1}. Sub-
divide T0 into p
d congruent hypercubes of side length 1
p
in the standard
way. Then delete all the smaller cubes that lie entirely in the half-space∑
xi ≥ 1. Call the result T1. Then replace each of the cubes in T1 with
a 1
p
-scale copy of T1; the result is T2. In general, obtain Ti by replacing
each of the surviving cubes in T1 with a
1
pi−1
-scale copy of Ti−1 (or, equiva-
lently, replace each of the surviving cubes in Ti−1 with a copy of T1). Then
Sp,d = ∩Ti.
Method three:: Let W0 be the unit d-simplex (the convex hull of the origin and
the d standard basis vectors). Divide each of the edges into p equal seg-
ments, and draw in all hyperplanes parallel to the sides of W0 and through
the new vertices. This divides W0 into
(
p+d−1
d
)
+
(
p+d−2
d
)
congruent sub-
simplices, of which
(
p+d−1
d
)
are oriented correctly. Delete the backwards
simplices and call the result W1. In general, obtain Wi+1 by replacing each
simplex in Wi+1 with a scaled-down copy of W1.
The closed Sierpinski simplex consists of all admissible vectors, but the open
simplex is necessary to compute the jumping numbers.
Proposition 2.19 becomes the following:
Theorem 2.24. Let I be a monomial ideal and b ∈ Nm. Then
λb(I) = sup{‖u‖ : u ∈ Sp,n, ⌊Au⌋ ≤ b}.
2.4. Truncations and Witnesses.
. In general, the real number λb is a critical exponent for I if and only if, for every
p-adic rational number ℓ = k
q
< λb, there exists a vector uℓ ∈
1
q
Nn ∩ Sp,n such
that ‖u‖ = ℓ and ⌊Auℓ⌋ ≤ b. These uℓ will have a limit point u ∈ Sp,n. We are
interested in finding this limit point u to avoid dealing with infinite sequences, but
there are two pitfalls.
• If ⌊Auℓ⌋ ≤ b, then the entries of Au are limits of the corresponding entries
of Auℓ, which may converge to the next larger integer. In particular, we
may not have ⌊Au⌋ ≤ b. The best we can do is to drop the floors, resulting
in Au ≤ b+ 1.
• There may exist v ∈ Sp,n satisfying Av ≤ b + 1 which are not limit
points of a suitable sequence of ve. For example, if I = (x
2y2, y3z3) ⊆
S = K[x, y, z], b = (0, 1, 0), and p = 3, then v = (1
2
, 1
3
) = (.1, .1)3 ∈ S3,2
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satisfies Av ≤ (1, 2, 1) but is not a limit of suitable vℓ. (In fact, in this
case, λb =
2
3
6= ‖v‖.) We want to ignore such v.
We introduce new notation in hopes of addressing these issues.
Definition 2.25. A vector v ∈ Sp,n is a witness for the critical exponent λ = λb(I)
if Av ≺ b+ 1 and ‖v‖ = λ. More generally, a vector v ∈ Sp,n is an e-witness for
λ if v ∈ 1
pe
Nn, Av ≺ b + 1, and λ − 1
pe
≤ ‖v‖ < λ. We say that a sequence of
vectors {ve} is a convergent family of witnesses if for each e, ve is an e-witness,
and every component of ve+1 agrees with the corresponding component of ve to e
decimal places.
We find it easier to think of e-witnesses in terms of truncation.
Definition 2.26. For any positive real number z with nonterminating base p
decimal expansion z = z0.z1z2 . . . , we define trunce(z) to be the truncation of this
decimal after e places, that is, trunce(z) = z0.z1z2 . . . ze.
Remark 2.27. With this definition, v is an e-witness for λb if v ∈ Sp,n, Av ≺
b+ 1, and ‖v‖ = trunce(λ).
Remark 2.28. For all z, the truncation of z is strictly less than z because we
choose the nonterminating representation of z. For example, if p = 2, and z = 1
2
,
we write z = 0.01, so trunc2
(
1
2
)
= 0.01 = 1
4
.
Lemma 2.29. For all e, e-witnesses exist.
Proof. Choose a v ∈ Sp,n with Av ≺ b + 1 and λ − ‖v‖ < λ − trunce(λ). By
Theorem 2.24, this is possible because λ is the supremum over all such v. Observe
that λ agrees with ‖v‖ to e decimal places. Now let ve be obtained from v by
truncating each entry after e decimal places. Because the entries of v add without
carries, the rational numbers ‖v‖ and ‖ve‖ agree to e decimal places. 
Proposition 2.30. Convergent families of witnesses exist. If {ve} is a convergent
family of witnesses for λb, set v = lime→∞ ve. Then ‖v‖ = λb, and ‖ve‖ =
trunce(λb) = trunce(‖v‖).
Proof. For existence, observe that the set of nonnegative vectors v satisfying Av ≺
b + 1 is bounded, so Cauchy sequences exist. For fixed e, the set of e-witnesses
is discrete, so any Cauchy sequence contains an e-witness for arbitrarily large e.
Since all vectors v are in Rn, the Cauchy sequences converge. 
Remark 2.31. If v is a vector of decimals written in base p, not all terminating,
define τe(v) to be the vector obtained by truncating each entry after e decimal
places. (Note that τe(v) 6= trunce(v) because some of the entries may be termi-
nating decimals.) By abuse of notation, if ‖v‖ = λb without carries, then {τe(v)}
is a family of witnesses. We also refer to v as a family of witnesses.
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Corollary 2.32. With the notation as above, we have
λb(I) = sup{‖z‖ | z ∈ Sp,n, Az ≺ b+ 1} = sup{‖z‖ | z ∈ Sp,n, Az ≺ b+ 1}
Proof. The set on the left contains every e-witness, and the set on the right contains
the limit of every convergent sequence of e-witnesses. 
Example 2.33. Let I = (x2y2, y3z3) ⊆ S = K[x, y, z]. Figure 2.4 divides the
rectangle [0, q]× [0, q] into several regions. Suppose we are interested in computing
the least critical exponent of I, i.e., determining when 1 = x(0,0,0) ∈ I [
k
q
]. The
matrix A is

2 02 3
0 3

. A vector u satisfies Au ≤ pe(b+ 1)− 1 if it is to the left of
the dashed line labeled a1, below the dashed line labeled c1, and below and to the
left of the dashed line labeled b1.
The triangle labeled “1” in the lower left corner is thus the collection of all
vectors u satisfying Au ≤ pe(b+ 1) − 1. Thus 1 ∈ I [
k
q
] if and only if there is
some u in this triangle with ‖u‖ = k and
(
k
u
)
6≡ 0 (mod p). In fact, (independent
of characteristic), the vector u = (k, 0) accomplishes this whenever k < q
2
. We
conclude that the least critical exponent is thus the supremum, over all q, of the
fractions k
q
with k < q
2
; that is, the least critical exponent of I is equal to 1
2
.
We will see later that the condition “
(
k
u
)
6≡ 0 (mod p)” is considerably more
interesting, even for this ideal. The other jumping numbers will turn out to depend
on the characteristic.
u2
u1
q
2
q
a1 a2
q
3
2q
3
q
c1
c2
c3
b1
b2
b3
1
b
ab
ab2
bc
b2c2
ab2c
b2c ab3c
a2b2
Figure 2.1. Subdivision of a q × q rectangle into polytopes for I = (a2b2, b3c3)
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Observation 2.34. We recover the content of Remark 2.14 using our methods,
specifically that if λ > 1 is a critical exponent, then λ − 1 is as well. Choose a
monomial xb with λ = λb. Because λ > 1, x
b ∈ I, and there exists xa among the
minimal generators of I dividing xb. Then λ− 1 = λb−a.
3. An Algorithm for Computing Critical Exponents
. Our strategy for computing the critical exponent λb(I) associated to a vector
b ∈ Nm is to recursively compute its base p decimal expansion to e decimal places of
accuracy. We begin by defining an (infinite) process that computes all e-witnesses
to λb for all e. Later we show in Algorithm 3.7 that this can be adapted to a ter-
minating algorithm. In the Appendix, we demonstrate Algorithm 3.7, computing
some critical exponents.
Algorithm 3.1. Fix a monomial xb /∈ I and an integer e ≥ 0. Starting with
L0 = {0}, inductively compute the set Le of all e-witnesses to λb as follows:
(1) For each e ≥ 1 and u ∈ Le−1, compute the remainder vector r = b+1−Au.
(2) Find all solutions v ∈ Nn maximizing ‖v‖ subject to the constraints that
Av ≺ per and ‖v‖ < p.
(3) Append each u+ 1
pe
v to Le.
(4) After doing this for all u, compute λe = max{‖w‖ : w ∈ Le}, and remove
from Le every w with ‖w‖ < λe.
Remark 3.2. We make some simple observations about the preceding algorithm:
• The computation of all v in Step 2 terminates because there are finitely
many integer vectors v with ‖v‖ < p.
• Since the base p expansion of every u ∈ Le−1 terminates after e−1 decimal
places by induction, Step 3 effectively appends the entries of each vector v
to the e-th decimal places of u.
• Every element u+ 1
pe
v of Le is contained in Sp,n since u ∈ Sp,n by induction
and ‖v‖ < p so that computing the norm of u+ 1
pe
v doesn’t involve a carry.
If we had infinite time and space, we could use Algorithm 3.1 to compute λb.
It is the limit of λe as e goes to infinity. To compute λb with finite resources, we
need to modify the algorithm to detect when it starts looping. For inspiration, we
turn to a familiar algorithm with this capability, long division.
Example 3.3. We use long division to find the decimal expansion of 1
22
. Long
division first divides 22 into 1, computing a quotient of 0 and a remainder of
1. It then multiplies the remainder by 10 and divides by 22 again, producing a
quotient of 0 and a remainder of 10. At the next step, we get a quotient of 4 and a
remainder of 12, followed by a quotient of 5 and a remainder of 10. At this point,
the algorithm recognizes that the new remainder has appeared before, so all steps
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from the previous remainder of 10 will repeat. Thus all future quotients will repeat
in a pattern of 4, 5, 4, 5, . . . . We conclude that 1
22
= 0.045.
In order to modify Algorithm 3.1, we need to keep track of remainders at every
step. Unfortunately, there are some complications because there may be multiple
v for a given u, so we are not forced to repeat in the same pattern. Hence we need
a lemma to show that these complications do not matter in computing λb.
Lemma 3.4. With the notation of Algorithm 3.1, since A is fixed, and every v
satisfies ‖v‖ < p, there exists an integer Ω such that every entry of Av is at
most Ω. Consequently, if any entry of r is greater than Ω, we may replace that
entry with Ω without changing the result of the algorithm. In particular, after this
modification, there are only finitely many possible remainder vectors.
Definition 3.5. Given an e-witness u, set Ru = (r0, r1, . . . , re−1) to be the list of
remainder vectors that arose in the computation of u in Algorithm 3.1. (Note that
r0 = b+ 1.)
For the sake of completeness, in the following remark, we explicitly describe the
ri.
Remark 3.6. Because Algorithm 3.1 computes each u exactly once, the remainder
vector depends only on u. Specifically, if we write
u =


u1
u2
...
un

 =


0.u1,1u1,2 . . . u1,e
0.u2,1u2,2 . . . u2,e
...
0.un,1un,2 . . . un,e

 in base p,
we set
trunci(u) =


0.u1,1u1,2 . . . u1,i
0.u2,1u2,2 . . . u2,i
...
0.un,1un,2 . . . un,i

 .
Then
ri = p
i(b+ 1−A trunci(u)) = pri−1 − A


u1,i
...
un,i

 .
Algorithm 3.7. Fix a monomial xb /∈ I. We will compute λb and a convergent
family of witnesses {ve}. We initialize Λ, the set of repeating candidates, to be
Λ = ∅. At each base p decimal place, we compute the set Le = {(u, Ru)} of not
yet repeating witnesses and their corresponding remainder vectors as follows.
Inductively, compute Le−1. For each pair (u, Ru) = (u, (r0, r1, . . . , re−2)) ∈ Le−1,
do the following.
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(1) Compute the next remainder vector re−1 = b+ 1−Au.
(2) If re−1 = rc for some c < e− 1, then add
u˜ =


0.u1,1u1,2 . . . u1,c−1u1,c . . . u1,e−1
0.u2,1u2,2 . . . u2,c−1u2,c . . . u2,e−1
...
0.un,1un,2 . . . un,c−1un,c . . . un,e−1


to Λ.
(3) If not, find all solutions v ∈ Nn to Av ≺ per such that ‖v‖ < p max-
imizing ‖v‖ (subject to these constraints), and append each pair (u +
1
pe
v, (r0, . . . , re−1)) to the list of candidates Le.
After doing this for all u ∈ Le−1, compute λe = max{‖w‖ : w ∈ Le}, and delete
from Le every (w, Rw) with ‖w‖ < λe.
Since there are finitely many possible remainder vectors by Lemma 3.4, for
sufficiently large e, Le will be empty. At each stage, we add only finitely many
vectors to Λ, so Λ is finite at the end of this process. Choose u∗ ∈ Λ maximizing
‖u∗‖, and output λb = ‖u∗‖ and the family of witnesses u∗.
We conclude the proof of the correctness of Algorithm 3.7 with the following
lemma.
Lemma 3.8. Suppose (u∗, ‖u∗‖) is the output of Algorithm 3.7, and v is an e-
witness to λb. Then ‖u∗‖ > ‖v‖.
Proof. Compute Rv, which is possible by Remark 3.6. If Rv has all unique entries,
then Algorithm 3.7 enters v into Le. Every (u, Ru) in Le has ‖u‖ ≥ ‖v‖, so all
entries w ∈ Λ arising after the (e+ 1)st step have ‖w‖ > ‖v‖.
If Rv does not have all unique entries, then Rd = Rc for some c < d ≤ e − 1.
Then w = v1v2 . . . vcvc+1 . . . vd−1 ∈ Λ, and ‖w‖ > ‖v‖. 
We end the section with two corollaries.
Corollary 3.9. Let I be a monomial ideal. Then all critical exponents of I are
rational.
Corollary 3.10. Let I be a monomial ideal. Suppose that λ = λb is a critical
exponent for I. Then (the fractional part of) pλ is also a critical exponent for I.
Proof. Suppose {ve} is a convergent family of witnesses for λ. Then {p(ve − v1)}
is a family of witnesses for λr, where r = p(b+ 1)− Av1 − 1. 
4. Examples of Frobenius Powers
Proposition 4.1. Let S = K[x, y, z] and I = (x2y2, ydzd) where d ≥ 2. Then
lce(I) = 1
2
.
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Proof. First, we will show that I [
k
q
] = S for all k
q
< 1
2
. By Proposition 2.6, we have
I [
k
q
] = (x⌊
2u1
q
⌋y⌊
2u1+du2
q
⌋z⌊
du2
q
⌋ | u1, u2 ≥ 0, u1 + u2 = k,
(
k
u1
)
6≡ 0 (mod p))
If k
q
< 1
2
, we can take u1 = k and u2 = 0 to see that I
[ k
q
] contains x⌊
2k
q
⌋y⌊
2k
q
⌋ = 1.
Next, we will compute I [
1
2
]. If char(K) = 2, it is immediate that I [
1
2
] =
(xy, y⌊
d
2
⌋z⌊
d
2
⌋), so we may assume that char(K) 6= 2. In that case, we will show
that I [
ℓ
q
] = (y) for ℓ = ⌊ q
2
⌋ + 1 and all q > d. Since char(K) 6= 2, we know that
q = 2⌊ q
2
⌋ + 1 so that ℓ
q
=
2⌊ q
2
⌋+2
2q
= q+1
2q
= 1
2
+ 1
2q
→ 1
2
as q → ∞. Hence, it will
follow that I [
1
2
] = (b) so that lce(I) = 1
2
. Taking u1 = ℓ − 1 and u2 = 1, we note
that ℓ =
(
ℓ
u1
)
6≡ 0 (mod p), otherwise we would have 0 ≡ 2ℓ = q + 1 ≡ 1 (mod p).
And so, I [
ℓ
q
] contains x⌊
2(ℓ−1)
q
⌋y⌊
2ℓ+d−2
q
⌋z⌊
d
q
⌋ = x⌊
2(ℓ−1)
q
⌋y1+⌊
d−1
q
⌋z⌊
d
q
⌋ = y if q > d. On
the other hand, for any other u1, u2 ≥ 0 with u1 + u2 = ℓ and
(
ℓ
u1
)
6≡ 0 (mod p),
we see that x⌊
2u1
q
⌋y⌊
2u1+du2
q
⌋z⌊
du2
q
⌋ = x⌊
2u1
q
⌋y⌊
2ℓ+u2
q
⌋z⌊
du2
q
⌋ = x⌊
2u1
q
⌋y1+⌊
1+u2
q
⌋z⌊
du2
q
⌋ is
divisible by b so that I [
ℓ
q
] = (y) for all q > d. 
u2
u1
q
2
q
a1 a2
q
3
2q
3
q
c1
c2
c3
b1
b2
b3
1
b
ab
ab2
bc
b2c2
ab2c
b2c ab3c
a2b2
I = (a2b2, b3c3)
I [j3] = (ab, b2c)
I [1/2] = (b)
To demonstrate the tools from the previous section, we compute the Frobenius
powers for a specific example and show how the characteristic of K can affect the
results.
Proposition 4.2. Let S = K[x, y, z] and I = (x2y2, y3z3). Then:
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(a) If p = 2, then:
I [t] =


S, t ∈ [0, 1
2
)
(xy, yz), t ∈ [1
2
, 3
4
)
(xy, y2z), t ∈ [3
4
, 1)
(b) If p = 3, then:
I [t] =


S, t ∈ [0, 1
2
)
(y), t ∈ [1
2
, 2
3
)
(xy, yz), t ∈ [2
3
, 5
6
)
(xy, y2z), t ∈ [5
6
, 1)
(c) If p ≡ 1 (mod 3), then:
I [t] =


S, t ∈ [0, 1
2
)
(y), t ∈ [1
2
, 5
6
)
(xy, y2z), t ∈ [5
6
, 1)
(d) If p ≡ 2 (mod 3) and p 6= 2, then:
I [t] =


S, t ∈ [0, 1
2
)
(y), t ∈ [1
2
, 5p−1
6p
)
(xy, y2z), t ∈ [5p−1
6p
, 1)
Proof. We compute λ(0,1,0); the other computations are similar. A (family of)
witnesses will be a collection of pairs ve = (ae, be) satisfying
2 02 3
0 3

(ae
be
)
<

12
1

 .
That is, a < 1
2
and b < 1
3
such that a+ b adds without carries in base p.
If p = 2, the binary representations of 1
2
and 1
3
are .01 and .01, respectively.
Thus ae and be must each have a zero in the first decimal place; the best we can
do for the sum without a carry is .01. This is realized by, for example, taking
ae = trunce(
1
2
), be = 0. Thus λ(0,1,0) =
1
2
, i.e., y ∈ I [
k
q
] if and only if k
q
< 1
2
.
If p = 3, the trinary representations of 1
2
and 1
3
are .1 and .02, respectively.
Thus the first digit of ae must be at most 1 and the first digit of be must be a zero.
Without carries, the first digit of ae + be cannot be more than 1, so the best we
can do for the sum is .12 = 2
3
. This is realized by, for example, taking ae = .1 =,
be = trunce(
1
3
). Thus λ(0,1,0) =
2
3
, i.e., y ∈ I [
k
q
] if and only if k
q
< 2
3
.
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If p ≡ 1 (mod 6), set m = p− 1, s = m
2
, and m = q
3
. The base p representations
of 1
2
and 1
3
are .s and .t. Since s+ t < m, we may add these without carries. The
(unique) family of witnesses is ae = trunce(
1
2
), be = trunce(
1
3
). We conclude that
λ(0,1,0) =
1
2
+ 1
3
= 5
6
, i.e., y ∈ I [
k
q
] if and only if k
q
< 5
6
.
If p ≡ 5 (mod 6), setm = p−1, r = p−2, s = m
2
, t = r
3
, and w = 2t+1. The base
p representations of 1
2
and 1
3
are .s and .tw. In order to add without carries, the first
digit of ae+ be must be at most (s+ t). But s+w > p, so the second digit and all
subsequent digits can be arbitrary. The best we can hope for when adding without
carries is .gm, where g = s + t. One witness is ae = trunce(.s), be = trunce(.ts).
Thus λ(0,1,0) = .gm =
g+1
p
= 5p−1
6p
, i.e., y ∈ I [
k
q
] if and only if k
q
< 5p−1
6p
. 
Proposition 4.3. Let I = (m1, m2, . . . , mt) ⊆ S = k[x1, x2, . . . , xn] be a monomial
ideal of height 1. Without loss of generality, say x1|mi for all i. For all i, let di
denote the power of x1 in mi, and suppose that d = d1 < di for all i > 1. Suppose
also that m1 = m
d for some squarefree monomial m. Then lce(I) = 1/d.
Proof. We apply Algorithm 3.1 to compute lce(I). Note that the first row of the
matrix A is (
d d2 · · · dt
)
,
and the first column of A is composed of entries that are either 0 or d. Since we
are computing lce(I), we set b equal to the zero vector. By our observations about
the matrix A, the vector v that maximizes ‖v‖ and satisfies Av ≺ p1 is of the
form
v1 =


a1
0
...
0

 ,
where a1 is the largest integer such that a1d < p (a could be zero). So we add
1
p
v1
to L. We then compute the remainder r via the algorithm, and again we notice
that the v maximizing ‖v‖ with Av ≺ r is of the form
v2 =


a2
0
...
0

 .
Indeed, working through the algorithm, we see that a2 is the largest integer such
that
a2d < p
2 − pa1d,
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and so L now contains 1
p
v1 +
1
p2
v2, and
∥∥∥ 1pv1 + 1p2v2∥∥∥ = a1p + a2p2 . We perform this
algorithm infinitely many times, obtaining
max{‖v‖ : v ∈ L} =
∞∑
i=1
ai
pi
,
where for each i, ai is the largest integer such that
aid < p
i − pi−1ai−1d− p
i−2ai−2d− · · · − pa1d.
Thus, this sum is simply the infinite expansion of 1/d. 
We note that we could have also proven the above by observing that the vector
v =


1/d
0
...
0


maximizes ‖v‖ among all v ∈ Rn satisfying Av  1. Setting
ve =


trunce(1/d)
0
...
0


would then produce a convergent family {ve} of witnesses, with lce(I) = lime→∞ ‖ve‖ =
1/d.
By Corollary 2.9, every monomial ideal I containing a squarefree monomial
satisfies I [t] = (1). More generally, we can ask the following questions.
Question 4.4. Under what circumstances do two monomial ideals I and J satisfy
I [t] = J [t] for all t < 1?
Question 4.5. Can we characterize which monomial ideals I have lce(I) = 1?
We note that Algorithm 3.1 also proves the converse to Corollary 2.9 in the case
p = 2. Indeed, if I contains no squarefree monomial, then the vector v ∈ Nn
maximizing ‖v‖ with Av ≺ 2 · 1 is easily seen to be the zero vector, meaning that
lce(I) < 1 in this case.
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Appendix: Some Examples
. Here we demonstrate Algorithm 3.1 in two small cases. Throughout, we use the
ideal I = (x2y2, y3z3) ⊆ S = K[x, y, z]. Thus, the corresponding matrix A of
exponent vectors is
A =

 2 02 3
0 3

 .
A.1. First Example.
. Here, we compute the least critical exponent in the case p = 3. That is, we
compute λb where b = (0, 0, 0).
We start by initializing u =
(
0
0
)
. We now enumerate the steps in Algorithm
3.1:
(1) Set r = b+ 1− Au = b+ 1 =

 11
1

.
(2) Find all solutions to

 2 02 3
0 3

v ≺ p1r = 3

 11
1

 =

 33
3

 satisfy-
ing ‖v‖ < 3 and maximizing ‖v‖. Clearly there is only one such vector,
namely v =
(
1
0
)
. (The vector
(
0
0
)
satisfies the inequality, but does
not maximize ‖v‖.)
(3) Now add u+ 1
3
v =
(
0
0
)
+ 1
3
(
1
0
)
=
(
1/3
0
)
= to the list L of candi-
dates.
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We now repeat the algorithm with u =
(
1/3
0
)
.
(1) Set r = b+ 1− Au =

 11
1

−

 2/32/3
0

 =

 1/31/3
1

.
(2) Find all solutions to

 2 02 3
0 3

v ≺ p2r = 9

 1/31/3
1

 =

 33
9

 satisfying
‖v‖ < 3 and maximizing ‖v‖. Again, there is just one such vector, namely
v =
(
1
0
)
.
(3) We add u+ 1
9
v =
(
1/3
0
)
+ 1
9
(
1
0
)
=
(
1/3 + 1/9
0
)
to L.
Continuing this algorithm, we see that the vector v found in Step 2 will always
be
(
1
0
)
, and thus at the eth step, the following vector will be added to L:
ue =
(
1/3 + 1/9 + 1/27 + · · ·+ 1/3e
0
)
.
Therefore λb = lime→∞ ‖ue‖ =
1
2
.
A.2. Second Example.
. We now demonstrate a more involved example. In the first example, our work
was made easier by the fact that there was only one v found in each iteration of
Step 2. In general, however, there will likely be several such vectors found, and
the magnitudes of the resulting vectors in L must be compared.
For this example, we stay with the same ideal I, set p = 5, and compute λb
for b = (1, 1, 0). This will be the smallest Frobenius power of I excluding the
monomial xy.
As before, we initialize u =
(
0
0
)
.
(1) Set r = b+ 1− Au =

 11
0

 +

 11
1

 =

 22
1

.
(2) Find all solutions to

 2 02 3
0 3

v ≺ p1r = 5

 22
1

 =

 1010
5

 satisfying
‖v‖ < 5 and maximizing ‖v‖. Note that, here there are two possible
solutions: v1 =
(
3
1
)
and v2 =
(
4
0
)
.
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(3) We then add both u1 = u+
1
5
v1 =
(
3/5
1/5
)
and u2 = u+
1
5
v2 =
(
4/5
0
)
to the set L of candidates.
The key point is that we need to perform the algorithm for each of the e-witnesses
in L.
We first perform the algorithm for u1 =
(
3/5
1/5
)
.
(1) Set r = b+ 1− Au1 =

 22
1

−

 6/59/5
3/5

 =

 4/51/5
2/5

.
(2) Find all solutions to

 2 02 3
0 3

v ≺ 52

 4/51/5
2/5

 =

 205
10

 satisfying
‖v‖ < 5 and maximizing ‖v‖. The v we obtain is
(
2
0
)
.
(3) Add the vector u1+
1
52
v =
(
3/5
1/5
)
+
(
2/25
0
)
=
(
3/5
1/5
)
=
(
17/25
1/5
)
to L. Call this vector x.
We describe the algorithm a little more briefly for u2.
(1) Set r =

 2/52/5
0

.
(2) Obtain the vector v =
(
4
0
)
.
(3) Add u2 +
1
52
(
4
0
)
=
(
4/5
0
)
+
(
4/25
0
)
=
(
24/25
0
)
to L. Call this
vector y.
In the first case, ‖x‖ = 22/25. In the second case, ‖y‖ = 24/25. Indeed, if we
continue running the algorithm as in the second case, we will continue to obtain
the vector v =
(
4
0
)
in Step 2. At the eth stage, L will contain the vector:
ue =
(
4/5 + 4/25 + 4/125 + · · ·+ 4/5e
0
)
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Therefore λb = lime→∞ ‖ue‖ = 1.
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