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Abstract
In the subgraph-freeness problem, we are given a constant-size graph H, and wish to deter-
mine whether the network contains H as a subgraph or not. The property-testing relaxation of
the problem only requires us to distinguish graphs that are H-free from graphs that are -far
from H-free, in the sense that an -fraction of their edges must be removed to obtain an H-free
graph. Recently, Censor-Hillel et. al. and Fraigniaud et. al. showed that in the property-testing
regime it is possible to test H-freeness for any graph H of size 4 in constant time, O(1/2)
rounds, regardless of the network size. However, Fraigniaud et. al. also showed that their
techniques for graphs H of size 4 cannot test 5-cycle-freeness in constant time.
In this paper we revisit the subgraph-freeness problem and show that 5-cycle-freeness, and
indeed H-freeness for many other graphs H comprising more than 4 vertices, can be tested in
constant time. We show that Ck-freeness can be tested in O(1/) rounds for any cycle Ck,
improving on the running time of O(1/2) of the previous algorithms for triangle-freeness and
C4-freeness. In the special case of triangles, we show that triangle-freeness can be solved in O(1)
rounds independently of , when  is not too small with respect to the number of nodes and
edges. We also show that T -freeness for any constant-size tree T can be tested in O(1) rounds,
even without the property-testing relaxation. Building on these results, we define a general
class of graphs for which we can test subgraph-freeness in O(1/) rounds. This class includes
all graphs over 5 vertices except the 5-clique, K5. For cliques Ks over s ≥ 3 nodes, we show
that Ks-freeness can be tested in O(m
1/2−1/(s−2)/1/2+1/(s−2)) rounds, where m is the number
of edges in the graph. Finally, we gives two lower bounds, showing that some dependence on 
is necessary when testing H-freeness for specific subgraphs H.
1 Introduction
The field of property testing asks the following question: given an input object X and a property
P, can we distinguish the case where X satisfies P from the case where X is -far from satisfying
P, in the sense that we would need to change an -fraction of the bits in the representation of X
to obtain an object satisfying P? This is a natural relaxation of the problem of exactly whether
X satisfies a given property or not, and for hard problems, it can be much easier to solve than
the exact version. In this paper we study distributed property testing in the CONGEST model, for
the property of being H-free, where H is a fixed constant-size graph: we ask whether our network
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graph is H-free (that is, whether it does not contain H as a subgraph), or whether we would need
to remove many edges from the network graph to eliminate all copies of H.
The subgraph-freeness problem has received significant attention in the distributed computing
literature: the exact version was studied in [9, 10, 7, 13], and the property-testing version was
studied in [6] for triangles, and in [12] for graphs of size four. Of note, the exact version of subgraph-
freeness is the only local problem we are aware of which is known to be hard in the CONGEST
model [10]: for example, in the LOCAL model, where nodes can send as many bits as they want
on each edge in a round, we can check if the graph contains a k-cycle in O(k) rounds, but in the
CONGEST model, where the bandwidth on each edge is restricted, checking for odd-length cycles
requires Θ˜(n) rounds (where n is the number of nodes in the graph).
The aim of the paper is to improve our understanding of the question: “which types excluded
subgraphs can be tested in constant time?”. We also explore several related questions, such as
whether limiting the maximum degree in the graphs helps (by analogy to the bounded-degree
model in sequential property testing), whether we can test H-freeness in sublinear time for some
subgraphs H for which no constant-time algorithm is known, and whether there are cases where we
can test H-freeness with no dependence on the distance parameter , even when  is sub-constant
(e.g.,  = O(1/
√
n)). Using new ideas and combining them with previous techniques, we are able to
extend and improve upon prior work, and point out some surprising answers to the questions above,
which point to several aspects where distributed property testing for subgraph-freeness differs from
the sequential analogue.
Our results. We begin by showing that for any size k we can test k-cycle freeness in O(1/)
rounds, improving on the running time of O(1/2) for triangles and 4-cycles from [6, 12]. Next we
show that for any tree T , we can test T -freeness exactly (without the property-testing relaxation)
in constant time. Both of the results extend to directed graphs in the directed version of the
CONGEST model. Combining the two algorithms, we give a class of graphs H such that for any
constant-sized H ∈ H, we can test H-freeness in O(1/) rounds. The class H consists of all graphs
H containing an edge {u, v} such that each cycle in H includes either u or v (or both). This
includes all graphs of size 5 except for the 5-clique, K5.
Next we turn our attention to the special case of cliques. We present a different approach for
detecting triangles, showing that when  is not too small, we can eliminate the dependence on it in
the running time: triangle-freeness can be tested in O(1) rounds whenever  ≥ min{m−1/3, n/m},
where n is the number of nodes and m is the number of edges. We extend this approach to cliques
of any size s ≥ 3, and show that Ks-freeness can be tested in O
(
−1/2−1/(s−2)m1/2−1/(s−2)
)
rounds.
In particular, for constant  and s = 5, we can test K5-freeness in O(m
1/6) rounds. We also modify
the algorithm to work in constant time in graphs whose maximum degree ∆ is not too large with
respect to the total number of edges, ∆ = O((m)1/(s−2)).
Finally we consider the question of lower bounds. We point out if we are not allowed to depend
on the size and number of edges in the graph, then a running time of Ω(1/
√
) is required for testing
Ck-freeness for any k ≥ 4. We also exhibit a directed graph of size 4 which requires Ω(1/) rounds
to detect in the directed variant of the CONGEST model. And to conclude, we show that the
Behrend graph, the archtypical construction for showing lower bounds on subgraph-freeness in the
sequential property testing world, which was also used in [12] to show a lower bound on one of their
techniques, is probably not a hard case for Ks-detection, as it can be solved in a sub-polynomial
number of rounds.
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1.1 Related Work
Property testing is an important notion in many areas of theoretical computer science, and has been
used in wide-ranging contexts, from probabilistically-checkable proofs to coding and cryptography.
The first paper to study property testing in graphs is [15], and much work followed; we refer to
the surveys [17, 11, 14] for more background. Specifically, the problem of subgraph-freeness (also
called excluded or forbidden subgraphs) has been extensively studied in the sequential property
testing world [1, 2, 3, 8]. In their seminal work, [2] showed that in the dense model, where the
number of edges is m = Θ(n2), H-freeness can be tested in O(1) rounds for any fixed sized subgraph
H, although in some cases — including triangles — any solution independent of n must have a
super-polynomial dependence on . In this sense, it is perhaps surprising that triangles turn out to
be easy for the distributed model, with a running time that does not even depend on  unless  is
very small compared to n,m.
Several recent works study distributed property testing[5, 6, 12]. Brakerski et. al [5] studied the
problem of detecting very large near-cliques assuming that a large enough near-clique exists in the
graph. Censor-Hillel et al. [6] formally introduced the question of distributed property testing, and
showed that many sequential property testers can be imported to the distributed world; they also
showed that triangle-freeness can be tested in O(1/2) rounds. Expanding upon their work, [12]
showed that testing H-freeness for any 4-node graph H can be done in O(1/2) rounds, but they
also showed that their techniques did not extend to 5-cycles (which we solve here) and 5-cliques (for
which we are not able to give a constant-time algorithm, but do give a sublinear-time algorithm).
Some of our algorithms draw inspiration from a technique called color coding, where we randomly
color the nodes of the graph, and discard edges whose endpoints do not satisfy some condition on
the colors. This technique was introduced in [4] and used there to detect cycles and path of fixed
size k, and we use the technique in a similar way in Section 3.
2 Preliminaries
We generally work with undirected graphs, unless indicated otherwise. We let N(v) as the neighbors
of v, and d(v) the degree of v. We stress that throughout the paper, when we use the term subgraph,
we do not mean induced subgraph; we say that G′ = (V ′, E′) is a subgraph of G = (V,E) if
V ′ ⊆ V,E′ ⊆ E.
We say that a graph G = (V,E) is -far from property P if at least |E| edges need to be added
to or removed from E to obtain a graph satisfying P.
The goal in distributed property testing for H-freeness is to solve the following problem: if the
network graph G is H-free, then with probability 2/3, all nodes should accept. On the other hand,
if G is -far from H-free, then with probability 2/3, some node should reject.
We rely on the following fundamental property, which serves as the basis for most sequential
property testers for H-freeness:
Property 2.1. Let G be -far from being H-free, then G has m/|E(H)| edge-disjoint copies of H.
Our algorithms assign random colors to vertices of the graph, and then look for a copy of the
forbidden subgraph H which received the “correct colors”. Formally we define:
Definition 1 (Properly-colored subgraphs). Let G = (V,E) and H = ([k], F ) be graphs, and let
G′ = (V ′, E′) be a subgraph of G that is isomorphic to H. We say that G′ is properly colored with
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respect to a mapping colorV : V → [k] if there is an isomorphism ϕ : V ′ → [k] from G′ to H such
that for each u ∈ V ′ we have colorV (v) = ϕ(v).
3 Detecting Constant-Size Cycles
In this section we show that Ck-freeness can be tested in O(1/) rounds in the CONGEST
model for any constant integer k > 2.
Theorem 3.1. For any constant k > 2, there is a 1-sided error distributed algorithm for testing
Ck-freeness which uses O(1/) rounds.
The key idea of the algorithm is to assign each node u of the graph a random color color(u) ∈
[k]. The node colors induce a coloring of both orientations of each edge, where color(u, v) =
(color(u), color(v)). We discard all edges that are not colored (i, (i + 1) mod k) for some i ∈ [k];
this eliminates all cycles of size less than k, while preserving a constant fraction of k-cycles with
high probability.
Next, we look for a properly-colored k-cycle by choosing a random directed edge (u0, u1)
1 and
carrying out a k-round color-coded BFS from node u0: in each round r = 0, . . . , k − 1, the BFS
only explores edges colored (r, (r + 1) mod k). After k rounds, if the BFS reaches node u0 again,
then we have found a k-cycle.
Next we describe the implementation of the algorithm in more detail. We do not attempt to
optimize the constants. To simplify the analysis, fix a set C of m/k edge-disjoint k-cycles (which
we know exist if the graph is -far from Ck-free). We abuse notation by also treating C as the set
of edges participating in the cycles in C.
For the analysis, it is helpful to think of the algorithm as first choosing a random edge and then
choosing random colors, and this is the way we describe it below.
Choosing a random edge It is not possible to get all nodes of the graph to explicitly agree
on a uniformly random directed edge in constant time (unless the graph has constant diameter),
but we can emulate the effect as follows: each node u ∈ V chooses a uniformly random weight
w(e) ∈ [n4] for each of its edges e. (Note that each edge has two weights, one for each of its
orientations.) Implicitly, the directed edge we selected is the edge with the smallest weight in the
graph, assuming that no two directed edges have the same weight.
Observation 1. With probability at least 1− 1/n2, all weights in the graph are unique.
Proof. For a given directed edge, the probability that another edge chooses the same weight is
1/n4; by union bound, the probability that there exists an edge that chose a weight shared with
another edge is bounded by 1/n2.
Let EU be the event that all edge weights are unique. Conditioned on EU , the directed edge
with the smallest weight is uniformly random. Let e0 be this edge; implicitly, e0 is the edge we
select. (However, nodes do not initially know which edge was selected, or even if a single edge was
selected.)
Since the set C contains m/k edge-disjoint k-cycles, and the graph has a total of m edges, we
have:
1 What we really want to do is choose a random node with probability proportional to its degree; choosing random
edge is a simple way to do that.
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Observation 2. We have Pr [e0 ∈ C | EU ] = .
Let ECyc be the event that e0 ∈ C, and let C0 = {u0, u1, . . . , uk−1} be the cycle to which e0
belongs given EC , where e0 = (u0, u1).
Color coding. In order to eliminate cycles of length less than k, we assign to each node u a
uniformly random color color(u) ∈ [k]. Node u then broadcasts color(u) to its neighbors.
Since the colors are independent of the edge weights, we have:
Observation 3. Pr [∀i ∈ [k] : color(ui) = i | EC , EU ] = 1kk .
Let ECol be the event that each ui received color i. Combining our observations above yields:
Corollary 3.2. Pr [EU ∩ ECyc ∩ ECol] > 2kk .
Next we show thatn when EU , ECyc and ECol all occur, we find a k-cycle.
Color-coded BFS Each node u stores the weight wgtu associated with the lightest edge it has
heard of so far, and the root rootu of the BFS tree to which it currently belongs. Initially, wgtu is
set to the weight of the lightest of u’s outgoing edges, and rootu is set to u.
In each round r = 0, . . . , k − 1 of the BFS, nodes u with color r send (u,wgtu, rootu) to their
neighbors, and nodes v with color r+1 update their state: if they received a message (u,wgtu, rootu)
from a neighbor u, they set wgtv to the lightest weight they received, and rootv to the root associated
with that weight.
After k rounds, if some node colored 0 receives a message (v,wgtv, rootv) where rootv = u, then
it has found a k-cycle, and it rejects.
In Section 5, we will use the same Ck-freeness algorithms, but some nodes will be prohibited
from taking certain colors. We incorporate this in Algorithm 1 by having some nodes whose state
is abort. These nodes do not forward BFS messages and do not participate in the algorithm.
Lemma 3.3. If EU , ECyc and ECol all occur, and if in addition the cycle C0 contains no nodes
whose state is abort, then u0 returns 1 and Algorithm 1 finds a k-cycle (i.e., returns 1).
Proof. Let C0 = {u0, . . . , uk−1} where e0 = (u0, u1). We show induction on r that at time r < k−1,
for each s ≤ r, node us has rootus(r) = u0 and wgtus(r) = w(e0). The base case is immediate, as
u0 initializes rootu0(0) ← u0 and wgtu0(0) ← w(e0) (as e0 is the lightest edge, and it is outgoing
from u0).
For the step, assume the claim holds at time r, and consider time r+ 1. In round r+ 1, by I.H.,
node ur has rootur(r) = u0 and wgtur(r) = w(e0). Since color(ur) = r (given ECol), node ur sends
(w(e0), u0) to its neighbors, including ur+1. Since e0 is the lightest edge, and color(ur+1) = r + 1,
node ur+1 upon receiving ur’s message sets wgtur+1(r + 1) ← w(e0), rootur+1(r + 1) ← u0. The
other nodes u0, . . . , ur do not change wgt or root , as their color is not r + 1.
At time k − 1, node uk−1 has rootuk−1(k − 1) = u0. Thus, in round k, it sends (w(e0), u0) back
to node u0, which then returns 1.
Proof of Theorem 3.1. Suppose that G is -far from Ck-free. We have no nodes whose state is
abort (as we said, the abort state will be used in Section 5). Each time we draw random colors
and weights in Alg. 2, the probability that EU , ECyc and ECol all occur is at least 2kk ; therefore, the
probability that we fail to detect a k-cycle after d20kk/e attempts is at most 1/10.
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Algorithm 1: Procedure ColorCodedBFS, code for node u
root ← u
wgt ← min {w(u, v) | v ∈ N(u)}
for r = 0, . . . , k − 1 do
if color = r and state 6= abort then send (wgt , root) to neighbors
receive (w1, r1), . . . , (wt, rt) from neighbors
if color = (r + 1) mod k then
i← argmin {w1, . . . , wt}
if wi < wgt then
root ← ri,wgt ← wi
if r = k − 1 and u ∈ {r1, . . . , rt} then return 1
return 0
Algorithm 2: Ck-freeness algorithm, code for node u
for i = 1, . . . , d20kk/e do
color ← uniformly random color from [k]
foreach v ∈ N(u) do
w(u, v)← uniformly random weight from {0, . . . , n4 − 1}
res ← ColorCodedBFS()
if res = 1 then reject
accept
4 Detecting Constant-Size Trees
In this section we show that for any constant-size tree T , we can test T -freeness exactly (that is,
without the property-testing relaxation) in O(1) rounds. Let the nodes of T be 0, . . . , k − 1. We
arbitrarily assign node 0 to be the root of T , and orient the edges of the tree upwards toward node
0. Let R be the depth of the tree, that is, the maximum number of hops from any leaf of T to node
0. Finally, let children(x) be the children of node x in the tree.
In the algorithm, we map each node of the network graph G onto a random node of T by
assigning it a random color from [k]. Then we check if there is a copy of T in G that was mapped
“correctly”, with each node receiving the color of the vertex in T it corresponds to.
Initially the state of each node is “open” if it is an inner node of T , and “closed” if it is a leaf.
The algorithm has R rounds, in each of which all nodes broadcast their state and their color to their
neighbors. When a node with color j hears “closed” messages from nodes with colors matching all
the children of node j in T , it changes its status to “closed”. After R rounds, if node 0’s state is
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“closed”, we reject.
Algorithm 3: Procedure CheckTree, code for node u
if children(color) = ∅ then
state ← closed
else
state ← open
missing ← children(color)
for r = 1, . . . , R do
send (color , state) to neighbors
receive (c1, s1), . . . , (ct, st) from neighbors
foreach i = 1, . . . , t do
if ci ∈ missing and si = closed then
missing ← missing \ {ci}
if missing = ∅ then state ← closed
if color = 0 and state = closed then
return 1
else
return 0
Algorithm 4: T -detection algorithm, code for node u
for i = 1, . . . , 10kk do
color ← random color from {0, . . . , k − 1}
res ← CheckTree()
if res = 1 then reject
accept
Let x ∈ {0, . . . , k − 1} be a node of T , let T ′ be the sub-tree rooted at x, and let G′ = (U,E′)
be a subgraph of G = (V,E) isomorphic to T ′. We say that G′ is properly colored if there is an
isomorphism ϕ from G′ to T ′, such that color(u) = ϕ(u). (There may be more than one possible
isomorphism from G′ to T ′.)
Lemma 4.1. Let u be a node with color color(u) = x, and let T ′ be the sub-tree of T rooted at x.
Let hx be the height of x, that is, the length of the longest path from a leaf of T
′ to x. Then at any
time t ≥ hx in the execution of Algorithm 4, we have stateu(t) = closed iff there is a subgraph G′
containing u, which is isomorphic to T ′ and properly colored.
Proof. By induction on hx. Since nodes never change their status from closed back to open, it
suffices to show that at time t = hx we have stateu(t) = closed.
For the leafs of T (which have height 0) the claim is immediate. Now suppose that the claim
holds for all nodes at height h, and let x be a node at height hx = h+ 1. Let G
′ be the subgraph
containing u isomorphic to T ′, and let ϕ be the isomorphism from G′ to T ′ with respect to which
G′ is properly colored. Finally, let v1, . . . , v` be the nodes of G′ mapped by ϕ to the children of x
in T ′. The height of x’s children is at most h, so by the induction hypothesis, at time h we have
statevi(h) = closed for each i = 1, . . . , `. Thus, no later than round h, node u receives messages
(color(vi), closed) from each vi, emptying out childrenu and setting stateu to closed.
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Corollary 4.2. For any node u ∈ V , at time h we have stateu(h) = closed iff u is the root of a
properly-colored copy of T .
Corollary 4.3. If G contains a copy of T , then Algorithm 4 return 1 with probability 9/10.
Proof. Fix a subgraph G′ which is isomorphic to T . Each time we pick a random coloring, the
probability that G′ is properly colored is at least 1/kk (perhaps more, if there is more than one
isomorphism mapping the nodes of G′ to T ). By Corollary 4.2, if G′ is properly colored, the root
of the tree will discover this and return 1. Therefore the probability that we fail d10kke times is at
most 1/10.
5 Detecting Constant-Size Complex Graphs
In this section we define a class H of graphs, and give an algorithm for detecting those graphs in
constant number of round (taking the size of the graph as a constant). The class H includes all
graphs of size 5 except K5 (see subsection 5.1).
Definition of the class H The classH contains all graphs that have the following property: there
exists an edge (u, v) such that any cycle in the graph contain at least one of u and v. Equivalently,
the class H contains all connected graphs that can be constructed using the following procedure:
1. We start with two nodes, 0 and 1, with an edge between them
2. Add any number of cycles C1, . . . , C` using new nodes, such that:
• Each cycle Ci contains either node 0 or node 1 or both; and
• With the exception of nodes 0, 1, the cycles are node-disjoint.
3. Select a subset R of the nodes added so far, and for each node x selected, attach a tree Tx
rooted at x using “fresh” nodes (that is, with the exception of node x, each tree Tx that we
attach is node-disjoint from the graph constructed so far, including trees Ty added for other
nodes y 6= x).
4. For each x ∈ {0, 1}, add edges Ex between node x and some subset of nodes added in the
previous steps.
Lemma 5.1. The two definitions of H are equivalent.
Proof. Clearly because in family of construction every cycle must pass through the vertices 0 or 1
it follows that it’s contained in the other definition.
The other direction is shown by proving in induction on the number of edges. The induction’s
hypothesis is that for any G in the other definition there exists a construction recipe S that
constructs G, in which u, v is mapped to 0, 1 respectively.
The base of the induction is trivial. Let G be a graph in H with a edges. If there’s a vertex
w such that d(w) = 1, then the edge connecting it to the rest of the graph isn’t in a cycle. By
removing the edge and applying the induction assumption we get a construction a recipe S. The
graph can be constructed by applying the same construction as S and adding the edge of w in the
third stage.
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Otherwise, since the minimal degree is 2, all nodes must participate in a cycle. Recall that
by definition, all cycles must pass through either u or v. Consider a neighbor of u, w 6= v. w
must have a path to u that doesn’t contain (u,w). By Disconnecting (u,w) and applying induction
assumption, we get recipe S. The graph can be constructed by applying the same construction as
S and adding the edge of w in the forth stage.
Our algorithm for testing H-freeness for H ∈ H combines the ideas from the previous sections.
We begin by color-coding the nodes of G, mapping each node onto a random node of H. Next, we
choose a random directed edge (u0, u1) from among the edges mapped to (0, 1), and begin the task
of verifying that the various components of H are present and attached properly.
For simplicity, below we describe the verification process assuming that we really do choose
a unique random edge, and all nodes know what it is; however, we cannot really do this, so we
substitute using random edge weights as in Section 3.
(I) Nodes u0 and u1 broadcast the chosen edge (u0, u1) for diam(H) rounds.
(II) Any node whose color is 0 or 1 but which is not u0 or u1 (resp.) sets its state to abort.
(III) For each edge {b, x} ∈ Eb, where b ∈ {0, 1}, nodes colored x verify that they have an edge
to node ub; if they do not, they set their state to abort.
(IV) For each tree Tx added in stage 3 of the construction, we verify that a properly-colored copy
of Tx is present, by having nodes colored x call Algorithm 3, with the colors replaced by the
names of the nodes in Tx. We denote this by CheckTree(Tx).
If a node colored x fails to detect a copy of Tx for which it is the root, it sets its state to
abort for the rest of the current attempt.
(V) For each i = 1, . . . , `, we test for a properly-colored copy of Ci. We define the owner of
Ci, denoted owner(Ci), to be node 0 if C0 contains 0, and otherwise node 1. To verify the
presence of Ci, we call Algorithm 1, using the names of the nodes in Ci as colors: instead of
color 0 we use owner(Ci), and the remaining colors are mapped to the other nodes of Ci in
order (in a arbitrary orientation of Ci). We denote this call by ColorBFS(Ci). (As indicated
in Alg. 1, nodes whose state is abort do not participate.)
(VI) If both u0 and u1 are not in state abort, u0 rejects, otherwise it accepts. All other nodes
accept.
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Algorithm 5: CheckH, code for node u
if color = 0 then
u0 ← u
wgt ← min {w(u, v) | v ∈ N(u), color(v) = 1}
u1 ← argmin {w(u, v) | v ∈ N(u), color(v) = 1}
else
u0 ← ⊥, wgt ←∞, u1 ← ⊥
for r = 1, . . . ,diam(H) do
send (u0 , u1 ,wgt) to neighbors
receive (v0 1, v1 1,w1), . . . , (v0 t, v1 t,wt)
i← argmin {w1, . . . ,wt}
if wi < wgt then (u0 , u1 )← (v0 i, v1 i)
state ← OK
if (color = 0 and u0 6= u) or color = 1 and u1 6= u then state ← abort
if ({0, color} ∈ E0 and u0 6∈ N(u)) or ({1, color} ∈ E1 and u1 6∈ N(u)) then state ← abort
foreach x ∈ R do
res ← CheckTree(Tx)
if color = x and res 6= 1 then state ← abort
for i = 1, . . . , ` do
res ← ColorBFS(Ci)
if color = owner(Ci) and res 6= 1 then state ← abort
if u = u0 and state 6= abort and u1 with state 6= abort then
return 1
else
return 0
Analysis Fix a set S of m/|E(H)| edge-disjoint copies of H in G, and let ES be the set of edges
participating in these copies (|EH | = m). When we choose a random directed edge, the probability
that the edge is in ES is at least m/m = . Since the edge weights are independent of the colors,
given this event, the probability that the copy we hit is properly colored is at least 1/kk; therefore,
the overall probability that we hit a properly colored copy is at least /kk. Let E be this event, and
let G′ be the properly-colored copy we hit (note that G′ is unique, because we restricted attention
to the subgraphs in S, which are edge-disjoint, and G′ contains the edge (u0, u1)).
Conditioned on E , Cor. 4.2 shows that for each x ∈ R, node x returns 1 when we call
CheckTree(Tx); in addition, the verification of edges in E0 and E1 succeeds, as these edges are
present and colored correctly. Therefore no nodes of G′ set their state to abort in these steps. Thus,
by Lemma 3.3, for each cycle Ci, the owner of the cycle returns 1 when we call ColorBFS(Ci), and
5.1 List of 5-node connected graphs
To show that indeed the algorithm 5 detects any 5 node connected graph, excluding K5, we include
a full list of all the connected graphs on 5 nodes (up to isomorphism), and label the nodes, where
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the 0, 1 vertices correspond to the 0, 1 nodes in algorithm 5. We note that indeed in all these
subgraphs, all the cycles pass through either 0 or 1.
Figure 1: List of the 5-node connected graphs, excluding K5 (up to isomorphism)
6 Testing Ks-Freeness
In previous sections it was shown how to test K3 and K4 freeness in O(1/) rounds of communi-
cation. In this section we describe how to test Ks-freeness for cliques of any constant size s, in a
sublinear number of rounds. Moreover, we show that triangle-freeness can be tested in O(1) rounds,
with no dependence on , when min
(
n
m ,m
−1/3) ≤  ≤ 1. Finally, we show that if the maximal
degree is bounded by O((m)
1
s−2 ) then Ks-freeness can be tested in O(1) rounds.
6.1 Algorithm overview
The basic idea is the following simple observation: suppose that each node u could learn the entire
subgraph induced by N(u), that is, node u knew for any two v1, v2 ∈ N(u) whether they are
neighbors or not. Then u could check if there is a set of s neighbors in N(u) that are all connected
to each other, and thus know if it participates in an s-clique or not. How can we leverage this
observation?
For nodes u with high degree, we cannot afford to have u learn the entire subgraph induced by
N(u), as this requires of N(u)2 bits of information. But fortunately, if G is -far from Ks-free, then
there are many copies of Ks that contain some fairly low-degree nodes, as observed in [12]:
Lemma 6.1 ([12]). Let I(G) be the set of edges in some maximum set of edge-disjoint copies of
H, and let g(G) = {(u, v) | d(u)d(v) ≤ 2m|E(H)|/}. Then |I(G) ∩ g(G)| ≥ m/(4|E(H)|).
Remark. [12] considers only subgraphs H with 4 vertices and constant , but their proof works for
any subgraph H and any 0 <  ≤ 1.
The focus in [12] is on good edges, which are edges satisfying the condition in Lemma 6.1, but
here we need to focus on the endpoints of such edges. We call u ∈ V a good vertex if its degree is at
most
√
2m|E(H)|/, and we say that a copy of H in G is a good copy if it contains a good vertex.
Since each copy of H in I(G) contributes at most |E(H)| edges to g(G),
11
Corollary 6.2. If G is -far from H-free, then G contains at least m/(4|E(H)|2) edge-disjoint
good copies of H.
Because there are many good edge-disjoint copies of Ks, we can sparsify the graph and still
retain at least one good copy of Ks.
We partition G into many edge-disjoint sparse subgraphs, by having each vertex u choose for
each neighbor v ∈ N(u) a random color color(v) ∈ {1, . . . , C(u)}, where the size of the color range,
C(u), will be fixed later. This induces a partition of G’s edges into C(v) color classes; let Nc(u)
denote the set of neighbors v ∈ N(u) with color(v) = c. The expected size of Nc(u) is d(v)/C(v).
With this partition in place, we begin by showing how to solve triangle-freeness in constant
time, and then extend the algorithm to other cliques Ks with s > 3.
6.2 Testing triangle-freeness for  ∈ [min {m−1/3, n/m} , 1] in O(1) rounds
Assume that  is not too small with respect to n and m:  ≥ min{m−1/3, n/m}. Then we can
improve the algorithm from Section 3 and test triangle-freeness in constant time that does not
depend on .
To test triangle-freeness, we set C(v) = dd(v)/200e. Each node chooses a random color for
each neighbor from the range {1, . . . , C(v)}. Then, we go through the color classes c = 1, . . . , C(v)
in parallel, and for each color class c, we look for a triangle containing two edges from Nc(u):
let Nc(u) = {v1, . . . , vtc}. for R = 202e2 rounds r = 1, . . . , R, node u sends vr to all neighbors
v1, . . . , vr in Nc(u), and each neighbor vi responds by telling u whether it is also connected to vr,
that is, whether vr ∈ N(vi) (note that we do not insist on the edge (vr, vi) having color c). If
vr ∈ N(vi), then node u has found a triangle, and it rejects. If after 202e2 attempts node u has
not found a triangle in any color class, it accepts.
Lemma 6.3. If G is -far from Ks-free, then with probability 2/3, at least one vertex detects a
triangle.
Proof. Let T be a set of edge-disjoint good triangles in G, of size |T | ≥ m/(4|E(T )|2) = m/36.
By Corollary 6.2 we know that there is such a set.
Assume that T = {T1, . . . , Tt}. By definition, each good triangle has a good vertex ; let vi be a
good vertex from the i’th triangle Ti.
For each i ∈ {1, . . . , t}, let Ai be the event that vi assigned the same color, ci, to the other two
vertices in Ti, and let Xi be an indicator for Ai. We have Pr [Xi = 1] = 1/C(vi) = 200/d(vi). Also,
since the triangles in T are edge-disjoint, X1, . . . , Xt are independent. Now let X =
∑t
i=1Xi be
their sum; then
Pr[X = 0] = Pr[
t⋂
i=1
(Xi = 0)] =
t∏
i=1
(
1− 1
C(vi)
)
=
t∏
i=1
(
1− 200
d(vi)
)
.
We divide into two cases:
I. m < n3/2: then  ≥ min ( nm ,m−1/3) = m−1/3. Recall vi is a good vertex, which means
d(vi) ≤
√
6m/, and therefore
t∏
i=1
(
1− 200
d(vi)
)
≤
(
1− 200√
6m/
)t
≤ e−
200t√
6m/ ≤ e−
200m
36
√
6m/ = e
− 2003/2
√
m
36
√
6 ≤ e−2.
12
II. m ≥ n3/2: then  ≥ min ( nm ,m−1/3) = nm . The degree of each vertex is no more then n, and
hence
t∏
i=1
(
1− 200
d(vi)
)
≤
(
1− 200
n
)t
≤ e− 200tn ≤ e− 200m36n ≤ e−2.
So in any case we get Pr[X = 0] ≤ e−2.
Conditioned on X ≥ 1, there is at least one vertex vi which put two of its triangle neighbors in
the same color class ci, which means that if Nc(vi) is no larger than 200e
2, node vi will go through
all neighbors in Nc(vi) and find the triangle. Because the colors of the edges are independent of
each other, conditioning on Ai does not change the expected size of Nci(vi) by much: we know that
the other two vertices in Ti received color ci, but the remaining neighbors are assigned to a color
class independently. The expected size of |Nci(vi)| is therefore (d(vi)− 2)/C(vi) + 2 < 202 = R/e2,
and by Markov, Pr [|Nci(vi)| > R] ≤ 1/e2.
To conclude, by union bound, the probability that no node vi has Xi = 1, or that the smallest
node vi with Xi = 1 has |Nc(vj)| > 200e2 for the smallest color class c containing two triangle
neighbors, is at most 1/e2 + 1/e2 < 1/3.
Algorithm 6: Triangle detection: code for node v
C(u)← dd(u)/200e, R← d200e2e
Choose a random color color(v) ∈ {1, . . . , C(u)} for each v ∈ N(u)
foreach c = 1, . . . , C(u) do
Nc ← {v ∈ N(u) : color(v) = c}
candidatesc ← Nc
for r = 1, ..., R do
foreach c = 1, ...C(u) (in parallel) do
v ← min candidatesc
candidatesc ← candidatesc \ {min candidatesc}
query each neighbor w ∈ Nc to ask if v ∈ N(w)
if ∃w ∈ Nc : v ∈ N(w) then reject
accept
6.3 General tester for Ks-freeness
Use the same algorithm but with a different setting of the parameters, we can test Ks-freeness for
any s ≥ 3.
Theorem 6.4. There is a 1-sided error distributed property-testing algorithm for Ks-freeness, for
any constant s ≥ 4, with running time O( −s2(s−2)m s−42(s−2) ).
Corollary 6.5. There is a 1-sided error distributed property-testing algorithm for K5-freeness, with
running time O(m1/6).
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We set
C(u) =
⌈(
1
2s4
m
) 1
s−2
⌉
to be the number of color classes at node u, and
R = 2s4e2
[
−1/2−1/(s−2)m1/2−1/(s−2) + s− 1
]
to be the timeout. For R rounds, each node u sends the next node vr from each color class to
all neighbors v1, . . . , vtc in that color class, and each neighbor vi responds by telling u whether vr
is its neighbor or not. Node u remembers this information; if at any point it knows of a subset
S ⊆ Nc(u) of |S| = s nodes that are all neighbors of each other, then it has found an s-clique, and
it rejects. After R rounds u gives up and accepts.
Lemma 6.6. If G is -far from Ks-free, then with probability at least 2/3, at least one vertex detects
a copy of Ks.
Proof. As in lemma 6.3, consider a maximum set of edge-disjoint good Ks copies in G, denoted Q.
Let t = |Q|, Q = {H1, . . . ,Ht}, where Hi =
{
v1i , . . . , v
s
i
}
for each i = 1, . . . , t. From corollary 6.2
we know that
t ≥ m
4|E(Ks)|2 ≥
m
s4
.
Assume w.l.o.g. that v1i is a good vertex, for each i = 1, . . . , t (we know Hi contains a good vertex,
because it is a good copy). Let Xi be an indicator for the event that for some color class c we have
v2i , . . . , v
s
i ∈ Nc(v1i ), that is, node vi gave the same color to all other nodes of Hi. Then
Pr [Xi = 1] =
1
C(v1i )
s−2 =
2s4
m
,
as the color assigned to each neighbor is independent of the others. Because X1, . . . , Xt are inde-
pendent, for their sum X =
∑t
i=1Xi we have:
Pr [X = 0] = Pr
[
t⋂
i=1
(Xi = 0)
]
=
(
1− 2s
4
m
)t
≤ e− 2s
4t
m ≤ e−2.
For each v1i we have d(v
1
i ) ≤
√
2m|E(H)|/ = √2ms(s− 1)/, because v1i is a good vertex.
Thus, for any color class c, given Xi = 1, the expected size of Nc(v
1
i ) is at most
d(vi)− (s− 1)
C(vi)
+ s− 1 ≤
√
2ms(s− 1)/⌈(
1
2s4
m
) 1
s−2
⌉ + s− 1
≤
√
2 ·m1/2−1/(s−2) · −1/2−1/(s−2) · s · (2s4)1/(s−2) + s− 1 < R/e2.
By Markov,
Pr
[∣∣Nc(v1i )∣∣ > R] ≤ 1/e2. (1)
By union bound, the probability that X = 0, or that the color class containing a good copy of
Ks is too large for the smallest v
1
i with Xi = 1, is at most 1/e
2 + 1/e2 < 1/3.
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Proof of Theorem 6.4. If G is -far from being Kk-free, by lemma 6.6 then at least one vertex
detects a copy of Ks with probability at least 2/3 and rejects. In the other hand, if G is Ks-free,
then clearly no vertex discovers a Ks, and all vertices accept.
Remark. For s ≥ 5, the algorithm requires a linear estimate of m to get good running time. If m is
unknown, then the vertices may run the algorithm log n times for exponentially-increasing guesses
m = [n, 2n, ...n2] , and as the protocol has one sided error, correctness is maintained; however, the
running time increases to O(
−s
2(s−2)n
s−4
(s−2) ) rounds.
6.4 Constant-time algorithm for graphs with bounded maximal degree
Finally, if the graph G has maximum degree ∆ = O((m)
1
s−2 ), we we can instantiate the algorithm
with yet another setting for the number of color classes C(u) and the timeout R, to obtain a
constant-time algorithm for testing Ks-freeness. Note that as usual, we treat s here as constant,
and we are interested only in the behavior with regard to n,m and .
Theorem 6.7. For any constant s ≥ 3, there is a one-sided error property-testing algorithm for
Ks for graphs with maximum degree ∆ = O((m)
1
s−2 ), which runs in constant time (independent
of ).
In particular, for the 5-clique we get:
Corollary 6.8. Assuming maximal degree ∆ = O( 3
√
n), there is a one-sided error, O(1)-time
distributed property-testing algorithm for K5-freeness.
This also extends to graphs with higher maximum degree, if their maximum and average degrees
are of the same order of magnitude:
Corollary 6.9. Assuming the maximal degree ∆ = Θ((n)2/3) and average degree d¯ = Θ((n)2/3),
there is a one-sided error, O(1)-time distributed property-testing algorithm for K5-freeness.
Assume ∆ ≤ (αm) 1s−2 for some constant α > 0. Set
C(v) =
⌈
d(v)
(2α)s−2
⌉
and
R = e2((2α)s−2 + (s− 1)).
This yields a constant-time algorithm, as R is constant. We claim that if the graph is -far from
Ks-free, we will find a copy of Ks with good probability.
Proof of Theorem 6.7. Suppose that G is -far from Ks-free, and fix a set Q of t ≥ m edge-disjoint
copies of Ks. (This time, we do not require the copies to be good.) Let vi be some vertex from Hi,
for each i = 1, . . . , t, and let Xi indicate whether v
1
i gave the same color to the other nodes of Hi.
For the sum X =
∑t
i=1Xi,
Pr [X = 0] = Pr
[
t⋂
i=1
(Xi = 0)
]
=
t∏
i=1
(
1− 2α
d(vi)s−2
)
≤
(
1− 2
m
)t
≤ e− 2tm ≤ e−2.
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For the expected size of Nc(vi) given Xi = 1, we now get at most
d(vi)
C(vi)
+ s− 1 ≤ d(vi)⌈
d(vi)
(2α)s−2
⌉ + s− 1 ≤ (2α)s−2 + s− 1 ≤ R/e2,
so again the probability that the size of the relevant color class exceeds R is at most 1/e2.
7 Towards Lower Bounds
In this section we show that in some cases, some dependence on  is necessary.
7.1 Ω˜(1/
√
) lower bound on C5
In [10] it was shown that for sufficiently large n, there exists a class of graphs over n nodes, with
m = Θ(n2) edges, on which solving exact C5-freeness (not the property-testing version) requires
Θ˜(n) rounds. If we instantiate this construction with n = 1/
√
 nodes, then whenever the graph
contains a 5-cycle, it is -far from being C5-free (a single edge corresponds to an -fraction of edges,
since the total number of edges is O(1/)). Therefore we get:
Observation 4. Any algorithm for testing C5-freeness which does not depend on the size n of the
graph or the number of edges m requires Ω˜(1/
√
) rounds.
(This can be extended to any odd-length cycle Ck with k ≥ 5.)
Interestingly, [10] was not able to prove a similar lower bound for exact triangle-freeness, and
the problem remains open. Since we have shown that triangle-freeness can be tested in O(1) rounds
when  ≥ min{m−1/3, n/m}, the technique of [10] cannot be extended to triangles, otherwise we
would get an observation similar to Obs. 4 for triangles, which would be a contradiction.
7.2 A directed graph requiring Θ˜(1/) rounds
The algorithms we gave in Sections 3 and 4 extend to the directed CONGEST model, where each
node knows only its incoming edges, and nodes communicate by broadcast (the broadcast is received
by outgoing neighbors, but the sending node does not know who they are). This lets us test for
directed k-cycles and trees oriented upwards towards the root. We can show that in the directed
CONGEST model, there is a directed subgraph H such that testing H-freeness requires Θ(1/)
rounds.
Consider the graph H = (V,E), where V = {0, 1, 2, 3} and E = {(0, 1), (0, 2), (1, 3), (2, 3)}. We
can test for H-freeness using color coding, by randomly choosing an edge to serve as (0, 1), and
then using color-coded BFS to have find edges of G matching the remaining edges of H; in the end,
node 3 knows if a copy was found or not. If G is -far from H-free, then each attempt succeeds
with probability ≥ , and the overall running time is O(1/).
An easy reduction from the Gap Disjointness problem in communication complexity shows that
this is tight, that is, Ω(1/(B)) rounds are required to test H-freeness in directed graphs, where B
is the bound on the number of bits broadcast in each round.
In the Gap Disjointness problem, denoted GapDisjn,, we have two players, Alice and Bob,
and they receive sets X,Y ⊆ {1, . . . , n}, respectively. Their goal is to distinguish the case where
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|X ∩Y | = ∅ from the case where |X ∩Y | ≥  ·n. (If neither case holds, any output is allowed.) It is
known that to solve GapDisjn, the players must exchange Ω(1/) bits of communication, even if
they can use randomization. When  < 1/2, we may also assume that we never have |X∩Y | > n/2;
this does not make the problem easier.
The reduction from GapDisjn, to H-freeness is as follows. Given inputs X,Y , Alice and
Bob construct a graph GX,Y , containing nodes {A,B,C1, . . . , C5, D1, . . . , D5, 1, . . . , n}. The graph
includes the following edges: there is a path A → C1 → . . . , C5 → B from A to B over nodes
C1, . . . , C5, and another path B → D1 → . . . → D5 → A in the other direction using D1, . . . , D5.
In addition, there are edges (A, i) and (B, i) for each i ∈ {1, . . . , n}, as well as an edge (i, C3). So
far, the graph does not contain any copies of H. Also, the graph is strongly connected.
Next, Alice and Bob examine X and Y , and add the following edges: for each i ∈ X, Alice adds
the edge (i, A); and for each i ∈ Y , Bob adds the edge (i, B). For each i ∈ {1, . . . , n}, if we let
j 6= i be some other node in {1, . . . , n}, then a copy of H over nodes A,B, i, j iff i ∈ X ∩ Y (with
node A taking the role of 1, node B taking the role of 2, node i taking the role of 0, and node j
taking the role of 3). Thus, the graph is -far from H-free iff GapDisjn,(X,Y ) = 0.
Alice and Bob can simulate the execution of a distributed algorithm in GX,Y as follows: Alice
simulates all the nodes except node B, and Bob simulates all the nodes except node A. Both players
use public randomness to generate the randomness of the nodes they simulate. To simulate a round
of the distributed algorithm, Alice tells Bob the message sent by node A, and Bob tells Alice the
message sent by node B. (The model has broadcast communication, so each node broadcasts a
single message.) Next, Alice and Bob feed to each node they simulate the messages sent on all of
its incoming edges. In particular, because Alice knows X, she knows the incoming edges of node
A, and similarly for Bob and node B. The other nodes have a fixed set of incoming edges which
does not depend on X or Y .
The cost of the simulation is 2B bits per round, and since GapDisjn, requires a total of Ω(1/)
bits, the distributed algorithm for H-freeness must have Ω(1/(B)) rounds.
8 Solving Ks for Ks-Behrend graphs in O(n
o(1)) rounds
Behrend graphs are a well studied family of graphs, and among their applications, they are used
in the world of classical property testing to show that testing triangle-freeness is hard in certain
models. An extension to these graphs for K5-freeness was given in [12], and was used as a hard
example for their algorithm. We show an algorithm that solves Ks-freeness on this family of graphs
in O(no(1)) rounds, for any s ≥ 5. (We believe that more careful analysis of our algorithm may
show that it only requires O(1) rounds, and are currently working towards this.) Our algorithm
serves as evidence that Behrend graphs may not be a hard example for K5.
In this section we show an algorithm that solves Ks-freeness on this family of graphs in O(n
o(1))
rounds.
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8.1 Graph definition (Based on [12])
Lemma 8.1 ([12] Lemma 2). Let k be a constant. For any sufficiently large p, there exists a set
X ⊂ {0, ..., p− 1} of size p′ ≥ p1− log log p+4log log log p such that, for any k elements x1, x2, ..., xk of X,
k−1∑
i=1
xi ≡ (k − 1)xk(modp) =⇒ x1 = · · · = xk−1 = xk.
Construction 8.2 (BC(s, n) [12] Section 3). The graph BC(s, n) is defined as follows: let n be a
prime, let s an odd number, and let V 1, ..., V s be sets, where |V i| = n. Denote the j’th vertex of
V i as uij. Let X be a the set from Lemma 8.1 with k = s, p = n. For all x ∈ X and i = 1, ..., s,
add the cycle (u1i , u
2
i+x( mod n)..., u
s
i+sx( mod n)) to the graph.
Construction 8.3 (BK(s, n) [12] Section 3). The graph BK(s, n) is defined as follows: let n be
a prime, let s an odd number, and let V 1, ..., V s be sets, where |V i| = n. Denote the j’th vertex of
V i as uij. Let X be a the set from Lemma 8.1 with k = s, p = n. For all x ∈ X and i = 1, ..., s,
add the edges of the clique (u1i , u
2
i+x( mod n)..., u
s
i+sx( mod n)) to the graph.
Clearly BC(s, n) is a subgraph of BK(s, n), where the edges remaining are between consecutive
sets V i, V i+1 mod p. The degree of each vertex in BC(s, n) is exactly n
1− log log logn+4
log logn . Denote f(n) =
n
log log logn+4
log logn .
8.2 Algorithm overview
The algorithm’s key observations are as follows.
To start with, assume each vertex u knows the vertex set V i to which it belongs (which is not
true, but we will over come that later). Then we can find a copy of Ks in O(1) rounds, using a
cycle-detection algorithm similar to the one in Section 3: if we consider BC(s, n), the subgraph
that contains only edges between consecutive vertex sets, then it is 1s -far from Cs-free; and from
the construction we see that any cycle in BC(s, n) supports an s-clique in BK(s, n), so finding an
s-cycle also means we have found an s-clique.
We think of the vertex set Vi to which node u belongs as the color of node u. It might not
be possible to find the correct color for all the nodes, but because of the graph’s high degree and
structure, we can find a very large partial coloring assigning many nodes u to the correct vertex
set Vi, and this is sufficient for the reduction to finding a cycle to go through. Under this partial
coloring, when we consider only colored vertices and edges between consecutive vertex sets, we
can show that any colored vertex has an s-cycle passing through it with high probability. Using a
weighted color-coded BFS as in Section 3 we can find one such cycle, and thereby find the s-clique
supported on it.
8.3 Algorithm details
This partial coloring is attained by the following protocol. We obtain a large partial coloring as
follows: for each i = 1, . . . , s, we guess s random vertices v1i , . . . , v
s
i , and mark these nodes with the
color i. In order to sample a random node, we have each node select itself with probability 1/n;
with constant probability, we get exactly one marked node for each 1 ≤ i, j ≤ s, with no repetitions.
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Given this event, with constant probability, all s2 marked vertices are colored correctly, that is,
vji ∈ V i for each 1 ≤ i, j ≤ s. We condition on both events in the sequel.
For each vertex set i = 1, ..., s the network guesses s random vertices j = 1, ..., s and marks these
nodes with the color i. Sampling exactly a single random vertex for each i, j can be simulated in
constant probability by each vertex sampling itself with probability 1n denoted a. For completeness
we add a proof that this probability is at least 1− 1e − 12 > 0 in lemma 8.7 at the end of this section.
The probability that these s2 vertices were marked with the correctly according to the vertex sets
occurs with constant probability.
Remark. From here on we condition that exactly one vertex was sampled in each i, j vertices were
sampled, and all the s2 vertices chosen at random were colored correctly. This could be assumed
due to the fact that the algorithm is 1-sided by repeating the protocol
(
s
1− 1
e
− 1
2
)s2
times it occurs
with an arbitrary constant probability.
For each j ∈ [1, ..., s], each vertex v in the network maintains a set of colors Aj(v) = {1, ..., s}.
For i = 1, ..., s, v considers whether it is connected to the j’th chosen vertex of color i, and if so is
vertex removes i from it’s set of colors.
Definition 2 (Safe vertex). A vertex v is a j-safe vertex if |Aj(v)| = 1, and if the single color in
Aj(v) is j.
Lemma 8.4. Conditioning that the algorithm guessed all the s2 vertices colors correctly, let v be a
j-safe vertex, then v ∈ V j.
Proof. Conditioned on the assumption, since v is j-safe, it has neighbors from all vertex sets other
than V j , therefore it must be from V j
Definition 3 (Safe Cs). A Cs = (u1, ..., us) is defined as a safe cycle if for all j, it’s j’th vertex is
j-safe.
Lemma 8.5. Assuming the initial random vertices were picked correctly, if c is a safe cycle, then
all edges of c are contained in the subgraph BC(s, n).
Proof. Assuming that the initial vertices were colored correctly, the j’th vertex is from V j , meaning
that only edges between consecutive layers (mod s) are considered. Therefore c is in BC(s, n).
Color a vertex with color j if it is j-safe. Consider the subgraph G′ that contains only the
colored vertices, and only edges between two consecutive colors (mod s).
Lemma 8.6. Let v be a 1-safe vertex. Denote Xv to be the number of safe Cs’s passing through v.
Then Pr(Xv > 0) ≥ 1f(n)s(s−1) .
Proof. From the construction of the graphs BK(s, n) and BC(s, n), each vertex in BC(s, n) has
exactly nf(n) Cs’s passing through it. Consider a cycle c0 that passes through v. The i’th vertex of
c0 is i-safe with probability
1
f(n)s−1 . This is because the degree of between vertex in any layer V
l in
BK(s, n) to any other layer is exactly nf(n) , and therefore in the i’th iteration the probability that
all but the i’th color is removed is it’s degree from each layer. Conditioning that v is 1-safe vertex,
the probability that c0 is safe is
1
f(n)s(s−1) . This is due to the fact that each of the s iterations that
determine whether a vertex is j-safe for j = 1...s are independent.
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Consider a cycle c ∈ BC(s, n) passing through v The probability that this cycle is in G′ is at
least 1
f(n)s(s−1) .
Given the partial coloring, similar to the cycle detection algorithm each vertex colored with
color 1 chooses a random weight from [1, n4], and proceeds to make a weighted priority BFS on the
graph G′ for s rounds. The weights are unique w.h.p, and the 1 colored vertex with the maximal
weight finishes its BFS uninterrupted.If this the 1 colored vertices detected a cycle, reject and
return it’s vertices as the clique vertices, otherwise accept.
Proof of Correctness. By construction, if a 1 vertex detects a cycle from the subgraph BC(s, n),
then it found a Ks clique in the graph. The protocol is detects such a cycle assuming the initial
sampling and coloring were correct, if the weights of the BFS are unique, and if there is a cycle
from BC(s, n) going through the maximal weighted 1 vertex. Therefore the protocol succeeds
with probability 1−(1/e)−(1/2)
ss2
(1 − o(1)) 1
f(n)s(s−1) . Since the protocol’s error is 1-sided, the success
probability could be amplified to any constant probability in O(f(n)s(s−1)) = O(no(1)) rounds.
Lemma 8.7. If each vertex samples itself with probability 1n , then with probability at least 1− 1e− 12 >
0 a single vertex is sampled.
Proof. Denote X the number of vertices sampled. The probability that X = 0 is exactly (1− 1n)n ≤
1
e . Clearly E[X] = 1, therefore by Markov inequality Pr(X ≥ 2) ≤ 12 . Therefore Pr(X = 1) ≥
1− 1e − 12 > 0
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