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Abstract
In the Standard Model of electroweak interactions, the effect of CP violation is caused
by a single irreducible complex phase in the Cabibbo-Kobayashi-Maskawa quark-mixing
matrix of the three fundamental fermion families. The Belle and BaBar Collaborations
experimentally established the existence of CP violating phenomena in the B meson sys-
tem. In particular, the parameter sin(2β), where β = arg
[
−VcdV∗cb/VtdV∗tb
]
, is determined
precisely by the measurements of mixing-induced CP violation in b→ cc¯s transitions.
The decays of B0 → D+D− and B0 → D∗±D∓ are caused by b→ cc¯d transitions. In
the lowest order perturbation theory, the transitions are described by Cabibbo-disfavored
amplitudes. In this order, the mixing-induced CP violation is sin(2β) and no direct CP
violation is possible. Additionally, higher order b→ d loop diagrams, so-called penguin-
diagrams, can contribute to the decays. The amplitudes corresponding to these diagrams
may contain weak phases that are different from the amplitudes at lowest order. The the-
oretical considerations with respect to possible deviations of the mixing-induced and the
direct CP violation due to the penguin contributions are associated with significant, in
particular hadronic uncertainties, but predict corrections that are negligibly small.
In the year 2007, the Belle Collaboration using a data set of 535×106 BB¯ pairs found
evidence of an extraordinary large direct CP violation in B0 → D+D− decays: CdirD+D− =−0.91±0.23 (stat.)±0.06 (syst.), corresponding to a 3.2σ deviation from zero. This devi-
ation was neither confirmed by BaBar, nor it was observed in other B0→D∗±D(∗)∓ decays.
In this PhD thesis, the measurements of the branching fraction and the time-dependent
CP violation in B0 → D+D− decays based on the final data set of the Belle experiment
are presented. Furthermore, the thesis comprises the corresponding measurements in
B0→ D∗±D∓ decays to provide a direct comparison to a related decay.
The final Belle data set contains 772× 106 BB¯ pairs recorded on the Υ(4S)-resonance
at the asymmetric-energy KEKB e+e−-collider. The Υ(4S)-resonance is produced with a
Lorentz boost of βγ = 0.425 along the e−-beam. The boosted center-of-mass frame allows
the measurements of proper decay time differences of the produced B mesons. The neu-
tral B mesons originating from decays of the Υ(4S)-resonance are quantum-mechanically
entangled and the states of the B mesons evolve coherently. The measurement of the time
evolution allows the experimental determination of time-dependent CP violating asym-
metries.
The measurements in B0→D+D− and B0→D∗±D∓ decays are performed as so-called
blind analyses. Only after the validation of the time-integrated and time-dependent mea-
surements by a wide variety of cross-checks using Monte Carlo simulations and control
samples, the B0→D+D− and B0→D∗±D∓ data sets are unblinded and the measurements
are performed.
The results of the measurements of branching fractions are
B
(
B0→ D+D−
)
=
(
2.12±0.16 (stat.)±0.18 (syst.)
)
×10−4,
B
(
B0→ D∗±D∓
)
=
(
6.14±0.29 (stat.)±0.50 (syst.)
)
×10−4.
The results of the measurement of time-dependent CP violation in B0→ D+D− decays
v
are
SD+D− = −1.06 +0.21−0.14 (stat.) ± 0.08 (syst.),
CD+D− = −0.43 ± 0.16 (stat.) ± 0.05 (syst.).
This measurement excludes the conservation of CP symmetry in B0 → D+D− decays,
equivalent to SD+D− = CD+D− = 0, at a confidence level of 1−2.7×10−5 corresponding to
a significance of 4.2σ.
The results of the measurement of time-dependent CP violation in B0→D∗±D∓ decays
are
AD∗D = +0.06 ± 0.05 (stat.) ± 0.02 (syst.),
SD∗D = −0.78 ± 0.15 (stat.) ± 0.05 (syst.),
CD∗D = −0.01 ± 0.11 (stat.) ± 0.04 (syst.),
∆SD∗D = −0.13 ± 0.15 (stat.) ± 0.04 (syst.),
∆CD∗D = +0.12 ± 0.11 (stat.) ± 0.03 (syst.).
This measurement excludes the conservation of CP symmetry in B0 → D∗±D∓ decays,
equivalent toAD∗D = SD∗D = CD∗D = 0, at a confidence level of 1−6.8×10−5 correspond-
ing to a significance of 4.0σ.
In both decay modes, the CP violation is driven by mixing-induced CP violation. The
results of the mixing-induced CP violation in B0 → D+D− and B0 → D∗±D∓ decays are
consistent with precision measurements in b→ cc¯s transitions. The current world average
is −ηCPS = sin(2β) = 0.68±0.02.
In comparison to the previous B0→D+D− analysis by the Belle Collaboration in 2007,
the center value of the direct CP violation reduces approximately by a factor of 2 and
deviates instead of 3.2σ approximately 2.0σ from zero. In B0→ D∗±D∓ decays, no direct
CP violation is observed. The results suggest, that the extraordinary large direct CP vio-
lation in the previous B0 → D+D− analysis was caused by a statistical fluctuation in the
data. The current experimental precision does not allow to prove significantly a non-zero
direct CP violation at small center values. Therefore, further measurements are necessary
to probe for possible penguin contributions in b→ cc¯d transitions.
The presented measurements in B0 → D+D− and B0 → D∗±D∓ decays supersede the
previous measurements by the Belle Collaboration and are more precise than all measure-
ments performed by the Belle and BaBar Collaborations before.
The results of this PhD thesis have been published in
M. Röhrken et al. (Belle Collaboration),
“Measurements of Branching Fractions and Time-Dependent
CP Violating Asymmetries in B0→ D(∗)±D∓ Decays”,
Physical Review D 85, 091106 (2012).
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Zusammenfassung
Im Standard Modell der elektroschwachen Wechselwirkung wird der Effekt der CP-
Verletzung durch eine einzige und irreduzible komplexe Phase in der Cabibbo-Kobayashi-
Maskawa Quarkmischungsmatrix der drei fundamentalen Fermionfamilien verursacht.
Die Belle and BarBar Kollaborationen haben die Existenz CP-verletzender Phänomene
im System der B-Mesonen experimentell bestätigt. Insbesondere wurde der Parameter
sin(2β), mit β = arg
[
−VcdV∗cb/VtdV∗tb
]
, durch Messungen der mischungsinduzierten CP-
Verletzung in b→ cc¯s Übergängen mit hoher Präzision bestimmt.
Die Zerfälle B0 → D+D− und B0 → D∗±D∓ werden durch b→ cc¯d Übergänge verur-
sacht. In niedrigster Ordnung der Störungstheorie werden diese Übergänge durch Cabibbo-
unterdrückte Amplituden beschrieben. In dieser Ordnung ist die mischungsinduzierte CP-
Verletzung durch sin(2β) gegeben und es ist keine direkte CP-Verletzung möglich. Zusätz-
lich können in höherer Ordnung b→ d Schleifendiagramme, sogenannte Pinguindiagram-
me, zu den Zerfällen beitragen. Die Amplituden dieser Diagramme können
schwache Phasen beinhalten, die verschieden von den Amplituden in niedrigster Ordnung
sind. Die theoretischen Überlegungen zu möglichen Abweichungen der mischungsindu-
zierten und der direkten CP-Verletzung durch die möglichen zusätzlichen Beiträge von
Pinguinamplituden sind mit signifikanten, insbesondere hadronischen Unsicherheiten be-
haftet, sagen aber Korrekturen vorher, die vernachlässigbar gering sind.
Im Jahr 2007 fand die Belle Kollaboration unter Verwendung eines Datensatzes von
535× 106 BB¯-Paaren in B0 → D+D− Zerfällen Evidenz für eine ungewöhnlich hohe di-
rekte CP-Verletzung: CdirD+D− = −0.91± 0.23 (stat.)± 0.06 (syst.), entsprechend einer 3.2σ
Abweichung von Null. Diese Abweichung wurde weder von BaBar bestätigt, noch wurde
sie in anderen B0→ D∗±D(∗)∓ Zerfällen beobachtet.
In dieser Dissertation werden die Messungen des Verzweigungsverhältnisses und der
zeitabhängigen CP-Verletzung in B0→ D+D− Zerfällen mit dem finalen Belle Datensatz
präsentiert. Darüberhinaus umfaßt die Dissertation die Messungen in B0 → D∗±D∓ Zer-
fällen, um einen direkten Vergleich zu einem verwandten Zerfall zu ermöglichen.
Der finale Belle Datensatz umfaßt 772 × 106 BB¯-Paare, die auf der Υ(4S)-Resonanz
an dem asymmetrischen KEKB e+e−-Beschleuniger aufgezeichnet wurden. Die Υ(4S)-
Resonanz wird mit einem Lorentzfaktor von βγ = 0.425 entlang des e−-Strahls erzeugt.
Das bewegte Schwerpunktsystem erlaubt die Messung der Zerfallszeitdifferenzen der er-
zeugten B-Mesonen. Die neutralen B-Mesonen aus Zerfällen der Υ(4S)-Resonanz sind
quantenmechanisch verschränkt und die Zustände der B-Mesonen entwickeln sich zeit-
lich kohärent. Die Vermessung der zeitlichen Entwicklung erlaubt die experimentelle Be-
stimmung von zeitabhängigen CP-verletzenden Asymmetrien.
Die Messungen in B0 → D+D− und in B0 → D∗±D∓ Zerfällen werden als sogenannte
blinde Analysen durchgeführt. Erst nach Validierung der zeitintegrierten und zeitabhän-
gigen Messungen durch eine Vielzahl von Tests unter Verwendung von Monte Carlo Si-
mulationen und Kontrollkanälen werden die B0 → D+D− und B0 → D∗±D∓ Datensätze
geöffnet und die Messungen durchgeführt.
Die Ergebnisse der Messungen der Verzweigunsverhältnisse sind
B
(
B0→ D+D−
)
=
(
2.12±0.16 (stat.)±0.18 (syst.)
)
×10−4,
B
(
B0→ D∗±D∓
)
=
(
6.14±0.29 (stat.)±0.50 (syst.)
)
×10−4.
Die Ergebnisse der Messung der zeitabhängiger CP-Verletzung in B0→ D+D− Zerfäl-
len sind
SD+D− = −1.06 +0.21−0.14 (stat.) ± 0.08 (syst.),
CD+D− = −0.43 ± 0.16 (stat.) ± 0.05 (syst.).
Diese Messung schließt die Erhaltung der CP-Symmetrie in B0→ D+D− Zerfällen, äqui-
valent zu SD+D− = CD+D− = 0, in einem Konfidenzintervall von 1−2.7×10−5, entsprechend
einer Signifikanz von 4.2σ, aus.
Die Ergebnisse der Messung der zeitabhängiger CP-Verletzung in B0→D∗±D∓ Zerfäl-
len sind
AD∗D = +0.06 ± 0.05 (stat.) ± 0.02 (syst.),
SD∗D = −0.78 ± 0.15 (stat.) ± 0.05 (syst.),
CD∗D = −0.01 ± 0.11 (stat.) ± 0.04 (syst.),
∆SD∗D = −0.13 ± 0.15 (stat.) ± 0.04 (syst.),
∆CD∗D = +0.12 ± 0.11 (stat.) ± 0.03 (syst.).
Diese Messung schließt die Erhaltung der CP-Symmetrie in B0→D∗±D∓ Zerfällen, äqui-
valent zu AD∗D = SD∗D = CD∗D = 0, in einem Konfidenzintervall von 1− 6.8× 10−5, ent-
sprechend einer Signifikanz von 4.0σ aus.
In beiden Zerfällen wird die CP-Verletzung durch mischungsinduzierte CP-Verletzung
verursacht. Die Ergebnisse der mischungsinduzierten CP-Verletzung in B0→ D+D− und
B0→ D∗±D∓ Zerfällen sind konsistent den Präzisionmessungen in b→ cc¯s Übergängen.
Der aktuelle Weltmittelwert ist −ηCPS = sin(2β) = 0.68±0.02.
Im Vergleich zur vorherigen B0→D+D− Analyse der Belle Kollaboration aus dem Jahr
2007 ist der Zentralwert der direkten CP-Verletzung ungefähr halbiert und weicht anstatt
um 3.2σ um ungefähr 2.0σ von Null ab. In B0 → D∗±D∓ Zerfällen wird keine direkte
CP-Verletzung beobachtet. Dies legt den Schluß nahe, daß die ungewöhnlich hohe direkte
CP-Verletzung der vorherigen B0→D+D− Analyse durch eine statistische Fluktuation in
den Daten verursacht wurde. Die gegenwärtige experimentelle Präzision erlaubt es nicht
eine von Null verschiedene direkte CP-Verletzung bei geringen Zentralwerten signifikant
nachzuweisen. Daher sind weitere Messungen notwendig, um die möglichen Beiträge von
Pinguinamplituden in b→ cc¯d Übergängen experimentell zu bestimmen.
Die neuen Messungen in B0→D+D− und B0→D∗±D∓ Zerfällen ersetzen die bisheri-
gen Messungen der Belle Kollaboration und sind präziser als alle bisherigen Messungen,
die von den Belle und BaBar Kollaborationen zuvor durchgeführt wurden.
Die Ergebnisse dieser Dissertation wurden veröffentlicht in
M. Röhrken et al. (Belle Collaboration),
“Measurements of Branching Fractions and Time-Dependent
CP Violating Asymmetries in B0→ D(∗)±D∓ Decays”,
Physical Review D 85, 091106 (2012).
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1 Introduction
The non-conservation of the symmetry under CP transformation, which is the combined opera-
tion of charge-conjugation C and parity-transformation P, is a phenomenon in particle physics
of fundamental importance. The theoretical explanation of CP violation is closely related to
the basic properties of the Standard Model of particle physics: the flavor structure, the number
of fermion families and the mass hierarchy.
The violation of CP symmetry manifests itself in differences in CP-conjugated processes and
thereby allows to distinguish unambiguously between matter and antimatter. According to the
CPT theorem, all Lorentz-invariant local quantum field theories are assumed to conserve sym-
metry under the combined transformation of CP-conjugation and time-reversal T. Therefore,
the violation of CP symmetry is equivalent to the violation of symmetry under time-reversal,
and establishes an arrow of time on the microscopic level.
The violation of CP symmetry is experimentally observable in the study of weakly decaying
mesons. In particular, neutral B mesons, bound states of heavy beauty- and light down-quarks,
exhibit large CP violating effects. Many physical processes involving the time evolution and
the decay of B mesons are driven by interference and loop effects, and thereby allow to test
properties of the underlying quantum theory. Several dedicated particle accelerators and ex-
periments were operated to create large numbers of B mesons and to study their properties in
detail.
In this thesis, the unique properties of the Japanese B-factory experiment Belle such as
the boosted center-of-mass system and the quantum-entanglement of B0-B¯0 pairs produced
by Υ(4S) decays are utilised to provide experimental evidence for the non-conservation of CP
symmetry in the B meson system. The measurements presented in this thesis focus on decays
of neutral B mesons to double-charm modes, in particular on B0 → D+D− and B0 → D∗±D∓
decays. In the Standard Model, the effect of CP violation emerging in electroweak interactions
is explained by the Kobayashi-Maskawa mechanism. Therefore, this thesis provides a test for
fundamental properties of electroweak interactions.
In the following, important steps in the history of CP violation and the physics related to
the study of b-hadrons, in particular of B mesons, are summarised. The historical introduction
already anticipates essential physical phenomena and experimental features needed to perform
the measurements presented in this thesis.
1
1 Introduction
1.1 History of CP Violation and B Physics
In 1964, J.W. Cronin, V.L. Fitch et al. discovered the violation of CP symmetry in the kaon
system [1]. In particular, they observed the decay of the long-living neutral kaon, which nor-
mally decays into a three pion final state with CP eigenvalue ηCP = −1, into two pions with the
CP eigenvalue ηCP = +1,
K0L→ pi+pi−, (1.1)
with a fraction of the decays at a level of 2×10−3.
In subsequent measurements, the same effect has been observed in the charge asymmetry of
semileptonic decays [2, 3], e.g.
Γ
(
K0L→ pi−e+νe
)−Γ(K0L→ pi+e−νe)
Γ
(
K0L→ pi−e+νe
)
+Γ
(
K0L→ pi+e−νe
) =(+ 2.24±0.36 (stat.))×10−3. (1.2)
The effect of CP violation manifests itself in the inequality of the decay probabilities of the
above CP-conjugated processes, and the more frequent decays to positrons than to electrons
demonstrate how the effect allows to unambiguously distinguish between matter and antimat-
ter.
The question how CP violation emerges in the interaction of quarks remained unanswered
for one decade. In 1973, M. Kobayashi and T. Maskawa pointed out the possible occurrence
of CP violation, if three families of quarks exist [4]. In this case, the quark mixing matrix
contains a complex phase that is irreducible. Consequently, CP violating effects are caused
by the interference of different charged current components in electroweak interactions. These
theoretical considerations by Kobayashi and Maskawa are remarkable, because in 1973 only
the three lightest quarks - the up-, down- and strange-quarks - were experimentally known.
In 1977, L. Lederman et al. performed measurements in proton-nucleus collisions,
p +
{
Cu,Pt
}
→X + anything
X→ µ+µ−,
and observed a narrow structure in the di-muon mass at approximately 9.5 GeV/c2 [5]. They
discovered the first hadron consisting of b-quarks: the Υ(1S)-resonance, the lowest bound state
of bb¯-quarks with quantum numbers of JPC = 1−−. Due to the quantum numbers, the Υ(1S)
and other radially excited states can be directly produced in e+e−-annihilations. In further ex-
periments performed at the CESR e+e− storage ring, the CLEO and CUSB Collaborations
observed the Υ(2S), Υ(3S) [6, 7] and the Υ(4S) [8, 9]. The Υ(4S) is of particular interest for B phy-
sics, because its mass is located directly above the threshold for BB¯ meson pair production. In
1981, CLEO and CUSB observed the first B mesons originating from Υ(4S) decays [10, 11].
In 1983, the MAC and Mark II Collaborations, performing experiments at the PEP e+e−
storage ring at SLAC, observed long lifetimes of hadrons containing b-quarks [12, 13]. For
example, the MAC Collaboration reported from inclusive measurements of impact parameters
a lifetime of
τb =
[
1.8±0.6 (stat.)±0.4 (syst.)]×10−12 s. (1.3)
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In spite of the heavy mass of the b-quark, mb ≈ 4.2 GeV/c2, the lifetimes of hadrons containing
b-quarks turned out to be very long, e.g. significantly longer than that of less heavy hadrons
composed of c-quarks. The long lifetime is caused by the suppression of inter-family transi-
tions, equivalent to small elements Vcb and Vub in the Cabibbo-Kobayashi-Maskawa quark
mixing matrix. The observations by the MAC and Mark II Collaborations were an important
motivation to look for new effects that can only emerge, if particles, in particular B mesons,
live long enough.
In 1987, the ARGUS Collaboration, performing measurements at the DORIS e+e− storage
ring at DESY, observed same-charge di-lepton events [14],
e+e−→Υ(4S)→
{
B0B0/B¯0B¯0
}
→ X + l±l±, (1.4)
The BB¯ meson pairs originating from Υ(4S) decays are produced in an antisymmetric state. If
one B meson decays as a B0 at time t, the second B meson is necessarily a B¯0 at this instant
of time. In absence of the possibility of a B0 meson to change into its own antiparticle, B¯0,
and vice versa, both leptons are expected to have opposite charges. Consequently, by obser-
ving same-charge di-lepton events ARGUS discovered B0-B¯0 oscillations. In addition to the
inclusive observation of same-charge di-lepton events, ARGUS was able to fully reconstruct
one particular event as a e+e−→ Υ(4S)→ B0B0 decay in the following decay chains:
B01→D∗−1 µ+1 ν1
D∗−1 → D¯0pi−1s
D¯0→ K+1pi−1
B02→D∗−2 µ+2 ν2
D∗−2 → D−pi0s
D−→ K+2pi−2pi−2 (1.5)
The fully reconstructed event and the assignment of the final state particles of the above decay
chains is shown in Figure 1.1(a). In semileptonic decays of neutral B mesons, the positive
(negative) charge of the lepton tags the neutral B mesons as a B0 (B¯0). Therefore this event
provides an illustrative example for the evidence of B0-B¯0 oscillations.
ARGUS estimated the oscillation frequency to be approximately 0.5ps−1 and the mixing
probability to be χ = (17±5)%, indicating that B0-B¯0 oscillations are a relatively large effect.
Because the oscillations are caused by higher order electroweak interactions dominated by
virtual top quark pairs, the ARGUS measurement provided evidence for a non-zero CKM ele-
ment Vtd and allowed to determine a lower bound on the top-quark mass of mt > 50 GeV/c
2,
suggesting the top-quark to be very heavy.
The implications of the long lifetime and the relatively large oscillation frequency of neutral
B mesons on possible CP violating effects have already been pointed out early by I.I. Bigi and
A.I. Sanda. In the same year 1987, they published a classical paper containing detailed theo-
retical considerations about how CP violation can manifest itself in B decays, and predicted
certain decay modes to have large effects [15]. In Figure 1.1(b) two relevant passages of the
article are shown. Most importantly, they demonstrated that CP violation can emerge in the
decays of B0 and B¯0 mesons to common final states. Particularly, the amplitudes in B0 and
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B¯0 decays are of comparable magnitude for decays to CP eigenstates, such as B0 → J/ψK0S
and B0 → D+D−. In this case, the CP violating asymmetry is time-dependent and depends
on the interplay of phases in the decay amplitudes and in the mixing. The mixing phase is
e− iφM = (V∗tbVtd)/(VtbV
∗
td) and the result of a non-zero CKM element Vtd by ARGUS raised
the expectations of the so-called mixing-induced CP violation to be a large effect in B decays.
Furthermore, I.I. Bigi and A.I. Sanda demonstrated that the dynamics in the time evolu-
tion of two neutral B mesons produced with negative C-parity in an entangled state, e.g. as
in e+e− → Υ(4S)→ B0B¯0, depends on the proper decay time difference between both B me-
sons, t1 − t2, and not on their sum, t1 + t2 (see the emphasised minus signs in Equation 2.6 in
Figure 1.1(b)). Consequently, the proper decay time difference between two B mesons in an
Υ(4S) event needs to be measured to observe time-dependent CP violating asymmetries. Expe-
rimentally, the proper decay times of weakly decaying particles are estimated by the measure-
ments of flight lengths. Up to that time, all storage rings operated on the Υ(4S)-resonance were
symmetric-energy e+e−-colliders. At symmetric-energy colliders, the average decay length is
only about 30 µm in laboratory frame: a distance too small to resolve the corresponding pro-
per decay time differences by vertex detectors in collision experiments, even at the present day.
This situation resulted in the idea to build asymmetric-energy e+e−-colliders [16]. The asym-
metry in the energy of the beams causes the Υ(4S) to move in the laboratory frame and incre-
ases the spatial separation of the B meson decay vertices to about 200 µm on average. The
translation of measurements of decay flight length differences into proper decay time diffe-
rences by the known Lorentz boost of the Υ(4S) then allows to observe time-dependent CP
violating asymmetries. Furthermore, the low branching fractions of relevant B decays, e.g.
B
(
B0→ J/ψK0S
)
≈ 4× 10−4, imposed high demands on the luminosity of future accelerators
to perform measurements in feasible time periods. The accelerators are required to operate
on instantaneous luminosities in the order of 1034 cm−2s−1, which is about three orders of
magnitude higher than that of PEP, CESR and DORIS.
Two asymmetric-energy e+e−-colliders, KEKB at KEK and PEP II at SLAC, were designed
and constructed as high luminosity B-factories [17, 18]. For measurements at the B-factories,
at KEKB the Belle experiment and at PEP II the BaBar experiment were designed and con-
structed [19, 20]. Both B-factory experiments were commissioned and started taking data in
the year 1999.
In 2001, the Belle and BaBar Collaborations established CP violation in the B meson system.
Confirming the predictions of I.I. Bigi and A.I. Sanda from 1987, Belle and BaBar observed
mixing-induced CP violation in the time-dependent CP violating asymmetry of B0→ (cc¯)K0
decays [21, 22]. For example, Belle reported the measurement of mixing-induced CP violation
of
sin(2β) = 0.99±0.14 (stat.)± 0.06 (syst.), (1.6)
where β denotes one angle in the Unitarity Triangle and is sensitive to the mixing-phase in
B0-B¯0 oscillations. The proper decay time distributions of this measurement are shown in
Figure 1.1(c). The measurements demonstrated that CP violation is a large effect in the B
meson system, unlike in the kaon system. The discovery motivated to look for CP violation in
a variety of other B decay modes.
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Figure 1.1: Selection of milestones in the history of physics related to B mesons.
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In 2004, the Belle and BaBar Collaborations found evidence for direct CP violation in B0→
K+pi− decays [23, 24]. For example, Belle reported an asymmetry of
ACP
(
B0→ K+pi−
)
= −0.101±0.025 (stat.)± 0.005 (syst.). (1.7)
Direct CP violation manifests itself in an asymmetry in the occurrence of CP conjugated pro-
cesses, as it is visible in the difference of signal yields for B0→K+pi− and B¯0→K−pi+ decays
in Figure 1.1(d). The effect requires an interference between different amplitudes contributing
to the decay. In particular, the direct CP violation in B0 → K+pi− decays is caused by large
contributions of b→ d penguin amplitudes.
Thus, the B-factory experiments were able to find direct CP violation in B decays in a short
period of time at a level of 10−1. These measurements can be compared to the kaon system,
where the observation of direct CP violation took more than 30 years of experimental efforts,
and was established at a level of 10−6 not until the year 1999 [25, 26].
A closely related particle to the B0 meson is the B0s meson. The particles differ only by
the exchange of a down-quark to a strange-quark, and a variety of effects established in the
B0 system are expected to emerge in the B0s system by similar mechanisms. At the Tevatron
pp¯-collider, the CDF and DØ Collaborations performed measurements in the B0s system that
paved the way for future experimental research.
In 2006, CDF observed B0s -B¯
0
s oscillations [27], and determined the oscillation frequency to
be about 35-times higher than that of B0 mesons, see Figure 1.1(e). The B-factory experiments
are not able to resolve the time-dependence of particles involving such fast oscillations. The
time-dependent measurements in the B0s system require large Lorentz boosts as provided only
by high energy hadron colliders.
In 2008, CDF and DØ performed the first flavor-tagged measurement of ∆Γ and βs in
B0s → J/ψφ decays [28, 29]. The CDF result is shown in Figure 1.1(f). In analogy to the mixing-
induced CP violation measurements by BaBar and Belle related to the angle β of the Unitarity
Triangle, the measurements of the corresponding angle βs are sensitive to the mixing phase in
B0s -B¯
0
s oscillations, e
− iφMs = (V∗tbVts)/(VtbV
∗
ts). Since the effect is much smaller than in the B
0
system, the observation of βs , 0 requires further measurements by new experiments.
During the work to this thesis, the LHCb experiment, a new experiment dedicated to study B
physics at the LHC pp-collider at CERN, started operation. In 2012, the LHCb Collaboration
reported evidence for a time-integrated difference in the CP asymmetry between D0→ K−K+
and D0→ pi−pi+ decays of
∆ACP = ACP
(
D0→ K−K+
)
−ACP
(
D0→ pi−pi+
)
=
(−0.82±0.21 (stat.)±0.11 (syst.))%, (1.8)
corresponding to a significance of 3.5σ [30]. This difference is sensitive to direct CP violation,
and, if confirmed, provides the first evidence for CP violation in the charm sector.
Further experimental efforts will contribute to the understanding of the flavor structure of
the Standard Model and, in addition to the kaon and B meson system, possibly establish the
Kobayashi-Maskawa mechanism for the generation of CP violation in other systems of weakly
decaying mesons.
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1.2 Connection to Cosmological Problems
In fundamental cosmological questions, the phenomenon of CP violation is discussed as one
ingredient to explain the dominance of matter over antimatter in the universe. In particular the
observation of the primordial abundance of deuterium and the measurements of the cosmic
microwave background indicate a cosmological baryon asymmetry of O(10−10) [31, 32].
In 1967, Andrei Sakharov proposed three necessary conditions needed to be satisfied to
generate a baryon-antibaryon asymmetry from an initially symmetric state [33]. According to
Sakharov, an excess of baryons over antibaryons can be developed by a dynamic mechanism
in the hot model of the expanding universe, if there exist
• a deviation from thermal equilibrium in the early phase of the hot and dense universe,
• interactions violating the conservation of baryon number,
• differences between the probabilities of charge-conjugated processes, or expressed equi-
valently: the violation of C and CP symmetries.
The violation of CP symmetry has so far been observed only in electroweak interactions
of quarks, in particular in decays of mesons. The CP violation generated by the Kobayashi-
Maskawa mechanism is considered to be several magnitudes to small to generate the observed
asymmetry in the universe by electroweak baryogenesis [34]. These findings are an important
motivation to search for further sources of CP violation in nature.
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2.1 CP Violation in the Standard Model of Particle Physics
In the Standard Model of particle physics, the theory of electromagnetic and weak interactions
is unified by the Glashow-Weinberg-Salam (GWS) model [35, 36]. The GWS model descri-
bes the electroweak interactions by a gauge theory based on spontaneously broken symmetry
groups
SU(2)L×U(1)Y SSB−→ U(1)em. (2.1)
The electroweak symmetry breaking is assumed to be caused by the Higgs mechanism which
generates the W± and Z0 gauge boson masses and the masses of the fundamental fermions [37].
The effect of CP violation is closely related to the flavor structure, the mass hierarchy and the
number of fermion families within the Standard Model.
In the following, the basic principles of the Standard Model of electroweak interactions
and of the spontaneous symmetry breaking by the Higgs mechanism are briefly described. In
addition, it will be demonstrated, how the Higgs field introduces complex couplings to the
quark fields in the Yukawa interactions, and how the couplings give rise to CP violation in the
charged-current interactions of quarks. The discussion neglects details of the leptonic sector
and focuses on the electroweak interactions of quarks.
The fundamental fermions are organised into three families of quarks and leptons:(
u νe
d e−
)
,
(
c νµ
s µ−
)
and
(
t ντ
b τ−
)
(2.2)
The families have identical gauge interactions, but differ in their flavor quantum numbers and
masses. The quarks and leptons form doublets of left-handed and singlets of right-handed
fields, denoted in the following by(
uj νj
dj ej
)
→
(
uLj
dLj
)
,
(
νLj
lLj
)
and uRj,dRj,lRj for j ∈ {1,2,3}, (2.3)
where the quark fields are given in the weak eigenstate basis and the index j specifies the
family.
The Lagrangian invariant under gauge transformations involves dynamical terms for the
quark fields and kinetic terms for the gauge fields Bµ and Wiµ,
L =
(
u¯Lj, d¯Lj
)
i /D
(
uLj
dLj
)
+ u¯Rj i /DuRj + d¯Rj i /DdRj− 14BµνB
µν− 1
4
WiµνW
µν
i , (2.4)
where the symbol /D is defined as /DB γµDµ. The covariant derivative Dµ introduces couplings
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of the gauge fields Bµ and Wiµ to the quark fields, and can be expressed as
Dµ = ∂µ− ig′YBµ− igTaWaµ, (2.5)
where g′ and g are the electroweak coupling constants, and Ta and Y are the generators of the
SU(2)L and the U(1)Y symmetry groups that introduce the weak isospin and hypercharge.
In U(1), the field strength tensor Bµν is related to the gauge field by
Bµν = ∂µBν−∂νBµ, (2.6)
and in SU(2), the field strength tensors Wiµν are related to the gauge fields by
Wiµν = ∂µW
i
ν−∂νWiµ−gεijk WjµWkν for i ∈ {1,2,3}. (2.7)
The coupling constants g′ and g are related to the Weinberg angle θW and the electric charge
e by
gsinθW = g′ cosθW = e, (2.8)
which provides the unification of weak and electromagnetic interactions.
In this form the vector bosons corresponding to the gauge fields Bµ and Wiµ are massless and
cause long range weak interactions. Furthermore, the couplings are defined as real preventing
CP violation to emerge in the interactions.
The Standard Model contains a single SU(2) doublet of a scalar field, that is referred to as
the Higgs field and defined by
φ =
(
φ+
φ0
)
. (2.9)
The Lagrangian of the scalar field, given by
LHiggs =
(
Dµφ
)†
Dµφ−µ2φ†φ−λ
(
φ†φ
)2
, (2.10)
is invariant under local SU(2)×U(1) transformations. The covariant derivative Dµ takes the
same form as in Equation 2.5 and introduces the scalar hypercharge in a way that the φ0 does
not couple to the photon.
If the scalar field acquires a non-vanishing vacuum expectation value, for example expressed
by
〈0 |φ |0 〉 = 1√
2
(
0
v
)
with φ =
1√
2
ei
σi
2 θ
i(x)
(
0
v + h(x)
)
and v =
√
−µ
2
λ
, (2.11)
then the SU(2)L ×U(1)Y symmetry gets spontaneously broken down to the U(1)em subgroup,
that remains symmetric with respect to the vacuum.
The non-vanishing vacuum expectation value causes the ground state to be degenerated
and allows for massless scalar excitations that can be identified as Goldstone bosons. The
Goldstone bosons can be eliminated by making use of the SU(2) invariance of the Lagrangian
and removing the dependence on θi in Equation 2.11 by rotations. In the so-called unitarity
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gauge, the kinetic term of the Lagrangian in Equation 2.10 adopts the form(
Dµφ
)†
Dµφ =
1
2
(
∂µh
) (
∂µh
)
+
1
8
[(
g′Bµ−gW3µ
)2
+ g2
(
W1µ
)2
+ g2
(
W2µ
)2]
(h + v)2 . (2.12)
The non-vanishing vacuum expectation value of the scalar field gives rise to quadratic terms of
the gauge fields and as a consequence the gauge bosons that correspond to these fields acquire
a mass. The elimination of the Goldestone bosons can be considered as absorbing the degrees
of freedom from the Goldstone bosons into the longitudinal components of the gauge bosons.
From the Higgs Lagrangian, the fields of three massive vector bosons can be constructed by
combinations of the gauge fields Bµ and Wiµ:
W+µ =
1√
2
(
W1µ− iW2µ
)
W−µ =
1√
2
(
W1µ + iW
2
µ
)
Zµ =
1√
g2 + g′2
(
gW3µ−g′Bµ
)
(2.13)
The fields W+µ , W
−
µ and Zµ can be identified as the heavy vector bosons W
+, W− and Z0
mediating weak interactions. Their masses are related by
MW± = MZ0 cosθW =
1
2
gv. (2.14)
The combination orthogonal to the Zµ field,
Aµ =
1√
g2 + g′2
(
g′W3µ + gBµ
)
, (2.15)
has no mass term and can be identified as the photon.
The couplings of the fermions to the vector bosons can be expressed as the interactions of
neutral and charged currents described by the Lagrangian
Lint = eJµemAµ +
g
cosθW
(
JµZ− sin2 θWJµem
)
Zµ︸                                          ︷︷                                          ︸
neutral current interaction (NC)
− 1√
2
g
(
Jµ+W
−
µ + J
µ
−W+µ
)
︸                     ︷︷                     ︸
charged current interaction (CC)
, (2.16)
where the electromagnetic current Jµem is given by
Jµem =
2
3
u¯LjγµuLj− 13d¯Ljγ
µdLj− l¯LjγµlLj, (2.17)
the neutral weak current JµZ is given by
JµZ =
1
2
(
u¯LjγµuLj− d¯LjγµdLj− l¯LjγµlLj + ν¯LjγµνLj
)
, (2.18)
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and the weak charged currents Jµ± are given by
Jµ+ = u¯Ljγ
µdLj + lLjγµνLj,
Jµ− = d¯LjγµuLj +νLjγµlLj. (2.19)
The quark masses arise from the Yukawa interactions with the Higgs field. The Lagrangian
of the Yukawa interaction involves the coupling of right-handed quark field singlets via the
scalar field φ to left-handed quark field doublets and can be written as
LYukawa = −Ydij
(
u¯Lj, d¯Lj
) ( φ+
φ0
)
dRj−Yuij
(
u¯Lj, d¯Lj
) ( φ0∗
−φ−
)
uRj, (2.20)
where the Yukawa couplings Yd and Yu are complex matrices for up-type and down-type
quarks. If the scalar field φ acquires a non-vanishing vacuum expectation value, then the Yuka-
wa interactions constitute mass terms for the quarks. In the unitarity gauge, the mass matrices
Mu and Md for the up-type and down-type quarks are proportional to the Yukawa couplings
with the scale given by the vacuum expectation value v:
(
Mu
)
ij =
1√
2
Yuij v and
(
Md
)
ij
=
1√
2
Ydij v (2.21)
The mass eigenstates of the quarks are determined from the diagonalisation of the mass
matrices with the four unitary 3×3 matrices UuL, UuR, UdL and UdR, mu 0 00 mc 0
0 0 mt
 = UuLMuUu†R and
 md 0 00 ms 0
0 0 mb
 = UdLMdUd†R . (2.22)
The matrices UuL, U
u
R, U
d
L and U
d
R transform the left-handed and right-handed quark fields from
the weak eigenstate basis, denoted by u and d, to the mass eigenstate basis, denoted in the
following by um and dm:
umL = U
u
LuL d
m
L = U
d
LdL
umR = U
u
RuR d
m
R = U
d
RdR (2.23)
The Lagrangian describing the interactions of quarks with the gauge fields in Equation 2.16
can be written in terms of the quark mass eigenstates. The expressions for the neutral cur-
rents retain their form when applying the above transformations. This invariance of the neutral
currents with respect to transformations from the weak to the mass eigenstate basis is the re-
ason that no flavor changing neutral currents occur on tree-level and is the fundament of the
Glashow-Iliopolus-Maiani (GIM) mechanism [38].
The charged currents expressed in the mass eigenstate basis are
J+µ = u¯Lγ
µdL = u¯mL γ
µUuLU
d†
L d
m
L = u¯
m
L γ
µVCKMdmL
J−µ = d¯LγµuL = d¯mL γ
µUdLU
u†
L u
m
L = d¯
m
L γ
µV†CKMu
m
L , (2.24)
where VCKM = UuLU
d†
L is the unitary 3×3 Cabibbo-Kobayashi-Masakawa (CKM) matrix. The
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CKM matrix defines the couplings of the W± bosons to the quarks with definite masses in
charged-currents interactions.
For the charged current interactions of quarks, the Lagrangian and the corresponding CP-
conjugated Lagrangian expressed by the mass eigenstates of quarks and using the chirality
operator 1− γ5 are
LCCint = −
1√
2
g

∑
ij
(VCKM)ij u¯
m
i γ
µ
(
1− γ5
)
dmj
W−µ +
∑
ij
(VCKM)∗ij d¯
m
j γ
µ
(
1− γ5
)
umi
W+µ

CP ⇐⇒ (2.25)
LCC,CPint = −
1√
2
g

∑
ij
(VCKM)ij d¯
m
j γ
µ
(
1− γ5
)
umi
W+µ +
∑
ij
(VCKM)∗ij u¯
m
i γ
µ
(
1− γ5
)
dmj
W−µ
 .
The above equations show, that the symmetry under CP transformations is only conserved
in the charged-current interactions of quarks, if (VCKM)∗ij = (VCKM)ij is satisfied. In 1973,
Kobayashi and Maskawa demonstrated that the quark mixing matrix contains an irreducible
complex phase, if there are at least three families of quarks [4]. The complex phase causes
(VCKM)∗ij , (VCKM)ij and is the only source of CP violation in the Standard Model. Because of
its importance, the properties and the implications of the CKM matrix are explained in more
detail in the next section.
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2.2 The CKM Matrix and the Unitarity Triangle
In the charged-current interaction given by the Lagrangian in Equation 2.25, the physical up-
type and down-type quarks with definite masses couple to the W± bosons according to the
involved CKM elements as illustrated in Figure 2.1.
dj ui
W−
g√
2 (VCKM)ij
ui dj
W+
g√
2 (VCKM)
∗
ij
Figure 2.1: The couplings of up-type and down-type quarks to W± bosons in the mass eigen-
state basis.
The CKM matrix relates the mass eigenstates of the down-type quarks to the corresponding
weak eigenstates by  ds
b

weak
basis
=
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

 ds
b

mass
basis
. (2.26)
In general, a complex N×N matrix contains 2N2 real parameters. The unitarity of the CKM
matrix, equivalent to∑
i
(VCKM)ij (VCKM)
∗
ik = δjk and
∑
j
(VCKM)ij (VCKM)
∗
kj = δik, (2.27)
reduces the number of independent real parameters to N2.
The phases of the up-type and down-type quark fields can be arbitrarily rotated by the trans-
formations
ui→ eiφui ui and dj→ eiφ
d
j dj. (2.28)
When applying the above transformations to the CKM elements according to
(VCKM)ij→ e− iφui (VCKM)ij eiφ
d
j , (2.29)
then 2N−1 relative phases can be eliminated and therefore the matrix contains (N−1)2 inde-
pendent physical parameters. In general an orthogonal N×N matrix can be composed from
1
2 N(N−1) independent rotation angles. Consequently, the CKM matrix can be constructed
from
1
2
N(N−1)︸       ︷︷       ︸
angles
+
1
2
(N−1)(N−2)︸              ︷︷              ︸
phases
= (N−1)2︸   ︷︷   ︸
total parameters
(2.30)
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parameters [39].
In the case of two fermion families, the CKM matrix contains only one angle and no phase.
This case would not allow for CP violation and is equivalent to the two family quark mixing
described by the Cabibbo-Matrix [40],
VCabibbo =
(
cosθC sinθC
−sinθC cosθC
)
, (2.31)
where sinθC = |Vus| ≈ 0.23 and θC ≈ 13◦ is the Cabibbo angle [41].
In the case of three fermion families as in the Standard Model, the CKM matrix is described
by three angles and one complex phase. A representation in analogy to the Cabibbo matrix
uses rotations with angles θij between family i and j in the parameterisation
VCKM =
 1 0 00 c23 s23
0 −s23 c23

 c13 0 s13e
−iδ
0 1 0
−s13eiδ 0 c13

 c12 s12 0−s12 c12 0
0 0 1
 (2.32)
=
 c12c13 s12c13 s13e
−iδ
−s12c23− c12s23s13eiδ c12c23− s12s23s13eiδ s23c13
s12s23− c12c23s13eiδ −c12s23− s12c23s13eiδ c23c13
 , (2.33)
where cij = cosθij and sij = sinθij, and δ is the CP violating phase [42].
The experimental determination of the flavor structure revealed a strong hierarchy in the
CKM matrix, which manifests itself in s13 s23 s12 1. The hierarchical structure becomes
apparent in a representation in terms of the Wolfenstein parameters λ, A, ρ and η defined by
the relations [43]
s12 = λ =
|Vus|√|Vud|2 + |Vus|2 , s23 = Aλ2, s13 eδ = Aλ3 (ρ+ iη) = V∗ub. (2.34)
The expansion of the CKM elements in terms of powers of the parameter λ ≈ 0.23 up to the
order of three results in
VCKM =
 1−λ
2/2 λ Aλ3 (ρ− iη)
−λ 1−λ2/2 Aλ2
Aλ3 (1−ρ− iη) −Aλ2 1
+O (λ4) . (2.35)
This representation reveals the hierarchical structure of the CKM matrix. The diagonal ele-
ments representing transitions within the same family are close to one. The transitions from
the first to the second family are suppressed by a factor λ, the transitions from the second to
the third family by a factor λ2 and the transitions from the first to the third family by a factor
λ3. Furthermore, at this order of expansion the complex phase manifests itself in the CKM ele-
ments Vtd and Vub, which implies CP violation to be possibly sizeable in transitions involving
b quarks.
The unitarity of the CKM matrix as expressed by Equation 2.27 results in the following six
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relations of vanishing CKM element combinations:
V∗udVus︸  ︷︷  ︸
O(λ)
+V∗cdVcs︸ ︷︷ ︸
O(λ)
+ V∗tdVts︸ ︷︷ ︸
O(λ5)
= δds = 0 (2.36)
VudV
∗
cd︸  ︷︷  ︸
O(λ)
+VusV
∗
cs︸ ︷︷ ︸
O(λ) +VubV
∗
cb︸  ︷︷  ︸
O(λ5)
= δuc= 0 (2.37)
V∗usVub︸  ︷︷  ︸
O(λ4)
+V∗csVcb︸ ︷︷ ︸
O(λ2)
+ V∗tsVtb︸ ︷︷ ︸
O(λ2)
= δsb = 0 (2.38)
VtdV
∗
cd︸ ︷︷ ︸
O(λ4)
+ VtsV
∗
cs︸ ︷︷ ︸
O(λ2)
+ VtbV
∗
cb︸ ︷︷ ︸
O(λ2)
= δct = 0 (2.39)
VtdV
∗
ud︸ ︷︷ ︸
O(λ3)
+ VtsV
∗
us︸ ︷︷ ︸
O(λ3)
+VtbV
∗
ub︸ ︷︷ ︸
O(λ3)
= δut = 0 (2.40)
VudV
∗
ub︸  ︷︷  ︸
O(λ3)
+VcdV
∗
cb︸  ︷︷  ︸
O(λ3)
+ VtdV
∗
tb︸ ︷︷ ︸
O(λ3)
= δdb= 0 (2.41)
The above relations can be interpreted geometrically as triangles in the complex plane. In the
above equations, the order of side lengths in the triangles are specified in terms of the Wolfen-
stein parameter λ. The first four triangles have sides of very different lengths with ratios of
λ : λ5 ≈ 360 and λ2 : λ4 ≈ 19, and are therefore degenerate. The sides of the two last triangles
all have a length in the order of λ3 and consequently large internal angles in the order of 10◦.
The six triangles corresponding to Equations 2.36 to 2.41 all have the same area which is
half of the Jarlskog invariant J defined by [44]
J = ± Im
[
VijVklV
∗
ilV
∗
kj
]
for i , k, l , j. (2.42)
The Jarlskog invariant is a dimensionless and phase-convention independent measure of the
size of CP violation in the Standard Model. The experimentally determined value is ≈ 3×
10−5 [45]. In combination with the quark masses, it leads to a neccessary condition for CP
violation given by
−2J
(
m2t −m2c
) (
m2c −m2u
) (
m2u−m2t
) (
m2b−m2s
) (
m2s −m2d
) (
m2d−m2b
)
, 0. (2.43)
A non-vanishing value of the above relation is necessary for CP violation to emerge in the
quark sector [39].
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Figure 2.2: Illustration of the Unitarity Triangle in the complex plane.
Of particular interest for B physics is the triangle given by Equation 2.41, because each side
is related to CKM elements describing b quark transitions as occurring in CKM-favored and
CKM-suppressed B decays and in B0-B¯0 oscillations. The so-called Unitarity Triangle arises
by dividing each side by the experimentally best known side, which is VcdV
∗
cb. An illustration
of the Unitarity Triangle and the definitions of the angles and sides is shown in Figure 2.2. The
angles α, β and γ of the Unitarity Triangle, also often referred to as φ2, φ1, φ3, are related to the
CKM elements by
α = φ2 = arg
(
− VtdV
∗
tb
VudV
∗
ub
)
, (2.44)
β = φ1 = arg
(
−VcdV
∗
cb
VtdV
∗
tb
)
, (2.45)
γ = φ3 = arg
(
−VudV
∗
ub
VcdV
∗
cb
)
. (2.46)
One key objective of flavor physics, in particular of the Belle experiment, is to experimen-
tally overconstrain the Unitarity Triangle by a large variety of independent measurements. The
experimental determination of the angles α, β and γ of the Unitarity Triangle is closely related
to the measurement of CP violation. The angle β is known at a precision better than 1◦ from
time-dependent measurements of mixing-induced CP violation in b→ cc¯s transitions such as
in B0 → J/ψK0S decays, see Section 2.6. The objective of the present analysis is the measu-
rement of time-dependent CP violation in b→ cc¯d transitions, in particular in B0 → D+D−
and B0→ D∗±D∓ decays. The mixing-induced CP violation in b→ cc¯d transitions are closely
related to the angle β and can be compared to the measurements in b→ cc¯s transitions.
The constraints on the Unitarity Triangle in the ρ¯η¯-plane at current experimental status are
summarised in Figure 2.3. In total, the flavor part of the Standard Model as determined by cons-
traints from the Unitarity Triangle performs well. Tight constraints come from the mentioned
measurements of the angle β, from B0-B¯0 and B0s -B¯
0
s oscillations measurements and from |Vub|
measurements in semileptonic b→ u transitions. In global fits, a few tensions persist which are
related to measurements with large uncertainties and need to be confirmed.
The constraints on the Unitarity Triangle and on observables related to the CKM elements
17
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Figure 2.3: Constraints on the Unitarity Triangle in the ρ¯η¯-plane provided by the CKMfitter
group [46].
from global fits of available measurements as obtained by the CKMfitter group and the UTfit
Collaboration can be found in References [46, 47]. A general summary covering the experi-
mental knowledge about the CKM matrix and the Unitarity Triangle can be found in Refe-
rence [45].
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2.3 Time Evolution of Neutral Mesons
The time evolution of weakly decaying neutral mesons is characterised by the effect of particle-
antiparticle oscillations. Particle-antiparticle oscillations emerge in different fields of high
energy physics and have been experimentally established for neutrinos and neutral mesons.
The theoretical explanations for the different kinds of oscillations have all in common that par-
ticles once produced with a definite flavor content, e.g. a B0 or a νe, are not mass eigenstates
of their particular system and evolve over time into mixtures of B0 and B¯0 mesons or of νe, νµ
and ντ neutrinos, respectively.
In the following, the theoretical formalism for the description of the time evolution and
mixing of neutral mesons will be introduced with a focus on the B0 system. The B0 system
is of special importance because the mixing introduces a phase that can give rise to large CP
violating effects.
In the neutral meson sector, K0-K¯0, D0-D¯0, B0-B¯0 and B0s -B¯
0
s oscillations are theoretically
described as a 2-level quantum system coupled by higher order weak interactions.
A state that is initially a superposition of P0 and P¯0 (with P ∈ {K,D,B,Bs}), e.g.
|Ψ (0)〉 = a(0) |P0〉+ b(0) |P¯0〉 , (2.47)
evolves over time into a different mixture of P0 and P¯0 and additionally contains contributions
of all possible final decay states,
|Ψ (t)〉 = a(t) |P0〉+ b(t) |P¯0〉+
∑
i
ci(t) |fi〉. (2.48)
The time scale of weak interactions that cause particle-antiparticle oscillations is much larger
than that of strong or electromagnetic interactions. Following an approximation by Wigner and
Weisskopf [48, 49], the time evolution is governed by a Schrödinger equation with an effective
Hamiltonian that does not contain explicitly the couplings to the final states fi:
i
∂
∂t
(
a(t)
b(t)
)
= H
(
a(t)
b(t)
)
(2.49)
The effective Hamiltonian H is not Hermitian due to the possibility of decays of the particles.
It is composed of a dispersive and an absorptive part:
H = M− i
2
Γ =
(
M11 M12
M21 M22
)
− i
2
(
Γ11 Γ12
Γ21 Γ22
)
(2.50)
The diagonal elements of the mass matrix M and the decay matrix Γ correspond to flavor-
conserving P0↔ P0 and P¯0↔ P¯0 transitions and the off-diagonal elements to flavor-changing
P0 → P¯0 and P¯0 → P0 transitions. The matrices M and Γ are Hermitian inferring that M12 =
M∗21 and Γ12 = Γ
∗
21. The invariance under CPT transformations requires M11 = M22 C M and
Γ11 = Γ22 C Γ.
The eigenstates of the Hamiltonian are
|PL,H〉 = p |P0〉∓q |P¯0〉 , (2.51)
where the complex coefficients p and q satisfy the normalisation condition |p |2 + |q |2 = 1 and
19
2 Theoretical Foundations
are given by
q
p
= ±
√
M∗12− i2Γ∗12
M12− i2Γ12
≈ ± M
∗
12
|M12|
(
1− 1
2
Im
Γ12
M12
)
. (2.52)
The corresponding eigenvalues are
λL,H = M− i2Γ±
q
p
(
M12− i2Γ12
)
. (2.53)
|PL,H〉 represent the physical light (L) and heavy (H) mass eigenstates with well-defined masses
ML,H and decay widths ΓL,H:
ML = Re(λL) and ΓL = Im(λL) (2.54)
MH = Re(λH) and ΓH = Im(λH) (2.55)
The time evolution of the mass eigenstates can be inferred from the Schrödinger equation:
|PL,H (t)〉 = e−iHt |PL,H〉 (2.56)
= e−iML,Ht e−
1
2ΓL,Ht |PL,H〉 (2.57)
The light and heavy eigenstate have a mass difference ∆M = MH −ML and a decay width
difference ∆Γ = ΓL −ΓH. Neglecting possible CP violation in mixing by assuming |qp | = 1 the
differences are given by ∆M = 2|M12| and ∆Γ = 2|Γ12|.
The time evolution for flavor eigenstates can be expressed by the above relations. At time
t = 0, pure neutral meson states |P0〉 and |P¯0〉 (with P ∈ {K,D,B,Bs} ) evolve as
|P0(t)〉 = g+(t) |P0〉+ qp g−(t) |P¯
0〉 (2.58)
|P¯0(t)〉 = g+(t) |P¯0〉+ pq g−(t) |P
0〉, (2.59)
where
g+(t) = e−iMte−Γt/2
[
cosh
(∆Γt
4
)
cos
(
∆Mt
2
)
− i sinh
(∆Γt
4
)
sin
(
∆Mt
2
)]
(2.60)
g−(t) = e−iMte−Γt/2
[
−sinh
(∆Γt
4
)
cos
(
∆Mt
2
)
+ i cosh
(∆Γt
4
)
sin
(
∆Mt
2
)]
. (2.61)
The functions g+(t) and g−(t) have the following properties:∣∣∣g±(t)∣∣∣2 = e−Γt2
[
cosh
(∆Γt
2
)
± cos(∆Mt)
]
(2.62)
g∗+(t)g−(t) =
e−Γt
2
[
−sinh
(∆Γt
2
)
+ i sin (∆Mt)
]
(2.63)
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From the above time evolution, the time-dependent decay rates of neutral mesons produced
at t = 0 in a flavor eigenstate P0 or P¯0 and decaying to the final state f can be determined.
The time-dependent decay rates are proportional to the absolute square of the involved decay
amplitudes:
Γ
[
P0
(
t
)→ f] ∝ ∣∣∣〈 f |P0(t)〉∣∣∣2 (2.64)
Γ
[
P¯0
(
t
)→ f] ∝ ∣∣∣〈 f | P¯0(t)〉∣∣∣2 (2.65)
The decay rates describing decays to the CP conjugated state |f¯〉 = CP |f〉 are:
Γ
[
P0
(
t
)→ f¯] ∝ ∣∣∣〈 f¯ |P0(t)〉∣∣∣2 (2.66)
Γ
[
P¯0
(
t
)→ f¯] ∝ ∣∣∣〈 f¯ | P¯0(t)〉∣∣∣2 (2.67)
For the following discussion, it is advantageous to define the decay amplitudes as
Af B
〈
f |H |P0〉, Af¯ B 〈 f¯ |H |P0〉, A¯f B 〈 f |H | P¯0〉 and A¯f¯ B 〈 f¯ |H | P¯0〉, (2.68)
and to introduce the following ratios defined by
λf B
q
p
A¯f
Af
and λf¯ B
q
p
A¯f¯
Af¯
. (2.69)
By inserting the time evolution of the flavor eigenstates given by Equations 2.58 and 2.59
into Equations 2.64 to 2.67 and making use of the functions g+(t) and g−(t) defined in Equati-
ons 2.60 and 2.61, the time-dependent decay rates are proportional to the following expressi-
ons [50]:
Γ
[
P0
(
t
)→ f] ∝ |Af |2 e−Γt {1 + |λf |22 cosh
(∆Γ
2
t
)
+
1− |λf |2
2
cos(∆Mt)
−Re(λf) sinh
(∆Γ
2
t
)
− Im(λf) sin(∆Mt)
}
(2.70)
Γ
[
P¯0
(
t
)→ f] ∝ |Af |2 ∣∣∣∣∣∣pq
∣∣∣∣∣∣2 e−Γt
{
1 + |λf |2
2
cosh
(∆Γ
2
t
)
− 1− |λf |
2
2
cos(∆Mt)
−Re(λf) sinh
(∆Γ
2
t
)
+ Im(λf) sin(∆Mt)
}
(2.71)
Γ
[
P0
(
t
)→ f¯] ∝ ∣∣∣A¯f¯ ∣∣∣2 ∣∣∣∣∣∣qp
∣∣∣∣∣∣2 e−Γt
1 +
∣∣∣λf¯ ∣∣∣−2
2
cosh
(∆Γ
2
t
)
− 1−
∣∣∣λf¯ ∣∣∣−2
2
cos(∆Mt)
−Re
(
1
λf¯
)
sinh
(∆Γ
2
t
)
+ Im
(
1
λf¯
)
sin(∆Mt)
}
(2.72)
Γ
[
P¯0
(
t
)→ f¯] ∝ ∣∣∣A¯f¯ ∣∣∣2 e−Γt
1 +
∣∣∣λf¯ ∣∣∣−2
2
cosh
(∆Γ
2
t
)
+
1− ∣∣∣λf¯ ∣∣∣−2
2
cos(∆Mt)
−Re
(
1
λf¯
)
sinh
(∆Γ
2
t
)
− Im
(
1
λf¯
)
sin(∆Mt)
}
(2.73)
The decay rates in Equation 2.70 to 2.73 allow to calculate the time evolution of any neutral
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weak decay process and are important not only for the mixing, but allow for interference effects
that can give rise to CP violation as shown in Section 2.4. In the derivation of the decay rates
no assumptions except the validity of the CPT theorem have been applied. Therefore the de-
cay rates are applicable to any weakly decaying neutral meson P0 or P¯0 (with P ∈ {K,D,B,Bs}).
For the oscillations of neutral mesons, the probabilities to observe an initially pure neutral
meson P0 at time t > 0 without mixing as a P0 or with mixing as a P¯0 are given by
Punmixed(t) =
∣∣∣〈P0|P0(t)〉∣∣∣2 = 1
2
e−Γt
[
cosh
(∆Γ
2
t
)
+ cos(∆Mt)
]
=
1
2
e−Γt
[
cosh
(
yΓ t
)
+ cos(xΓ t)
]
(2.74)
Pmixed(t) =
∣∣∣〈P0|P¯0(t)〉∣∣∣2 =1
2
∣∣∣∣∣∣qp
∣∣∣∣∣∣2e−Γt
[
cosh
(∆Γ
2
t
)
− cos(∆Mt)
]
=
1
2
∣∣∣∣∣∣qp
∣∣∣∣∣∣2e−Γt
[
cosh
(
yΓ t
)− cos(xΓ t)], (2.75)
where xB ∆MΓ and yB
∆Γ
2Γ are dimensionless parameters characterising the mixing of neutral
mesons. In the case of a mass difference ∆M , 0, the mixing is a consequence of P0 ↔ P¯0
transitions. The case of a decay width difference ∆Γ , 0 is equivalent to a difference in the
lifetimes of the mass eigenstates and the mixing is a consequence of the disappearance of the
shorter-lived eigenstate over time. Since the longer-lived eigenstate is a linear combination of
P0 and P¯0 states, an initially pure P0 sample acquires a P¯0 component over time.
K0 D0 B0 B0s
Mean mass M (MeV/c2) 497 1865 5279 5366
Mass difference ∆M ( ~ps ) (5.27±0.03)×10−3
(
25+5.9−6.3
)
×10−3 0.504±0.004 17.77±0.12
Lifetime τH (ps) 51160±210 0.410±0.002 1.519±0.001 1.543±0.060
τL (ps) 89.58±0.05 0.410±0.002 1.519±0.001 1.408±0.033
x = ∆MΓ 0.946 0.01 0.776 26.1
y = ∆Γ2Γ 0.997 0.01 < 0.01 0.05
Table 2.1: Summary of parameters characterising the mixing of K0, D0, B0 and B0s mesons at
current experimental status [51, 52, 53].
K0-K¯0, D0-D¯0, B0-B¯0 and B0s -B¯
0
s oscillations have all been observed experimentally [51, 52,
53]. The current experimental status of the mixing parameters is summarised in Table 2.1 and
the corresponding time-dependent mixing probabilities are shown in Figure 2.4.
The K0-K¯0 system is characterised by a large difference in lifetimes. The decay of the al-
most CP-odd K0L to the CP-even pipi final state is suppressed by O
(
10−3
)
. Additionally, since
Mpipipi ≈MK0 , the decay to pipipi is kinematically suppressed and as a consequence K0L mesons
have a much larger lifetime than K0S mesons.
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Figure 2.4: Distributions for the unmixed (blue) and mixed (red) probabilities in dependence
on the proper decay time for initially pure meson samples in the K0, D0, B0 and B0s system.
Please note the logarithmic scale for D0 mesons.
Mixing in the D0-D¯0 system is currently subject of intense experimental and theoretical re-
search. The mixing can proceed via second order box diagrams of weak interactions or via
intermediate states accessible to both D0 and D¯0 mesons that can have effects on large di-
stances. In the box diagrams, down-type quarks are exchanged and the b-quark contributions,
which are due to their large invariant mass typically expected to lead to enhancements, are
suppressed by very small CKM elements. The system is described in good approximation by
only two generations and therefore GIM-cancellations contribute to further suppressions. As a
consequence D0-D¯0 mixing is a very small effect.
B0-B¯0 and B0s -B¯
0
s oscillations are caused by second order box diagrams mediated by the
exchange of two W bosons and two up-type quarks as shown in Figure 2.5.
The off-diagonal elements Mq12 (q ∈ {d,s}) calculated from the box diagrams are given by [54,
55]
Mq12 = −
G2F M
2
WηBMBqBBqf
2
Bq
12pi2
S0
(
M2t /M
2
W
) (
V∗tqVtb
)2
ei
(
pi−φCPBq
)
, (2.76)
where GF is the Fermi constant, Mi the masses of the Bq mesons and the W bosons, η a per-
turbative QCD correction, BBq a non-perturbative parameter related to the involved hadronic
matrix element 〈B¯0q|
(
b¯q
)
V−A
(
bq¯
)
V−A|B0q〉, fBq the Bq decay constant, S0
(
M2t /M
2
W
)
an Inami-Lin
function describing the dependence on the top-quark mass, and φCPBq a convention dependent
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Figure 2.5: Second order electroweak box diagrams contributing to B0q-B¯
0
q oscillations (q ∈
{d,s}).
phase related to CP transformations on the B flavor eigenstates.
The off-diagonal elements M12 are dominated by the contributions of the internal top-
quarks. Due to the quadratic dependence on the involved CKM element Vtq, the oscillation
frequency ∆M is about 35-times higher in the B0s -B¯
0
s system with CKM element Vts than in the
B0-B¯0 system with CKM element Vtd.
M12 is related to Γ12 by
Γ12
M12
≈ − 3pi
2S0
(
M2t /M
2
W
) ( M2b
M2W
)
=O(M2b/M2t ) 1 (2.77)
The absorptive parts of the Hamiltonian Γ12 can give rise to differences in the decay width.
The relative decay width differences ∆ΓΓ of the mass eigenstates are given by
∆Γ
Γ
≈ 16pi2
f2Bq
M2Bq
|Vcq|2. (2.78)
In the B0 system, the decay width difference is very small, ∆ΓΓ . O
(
10−2
)
, and cannot be
resolved at present experiments. In the B0s system, the decay width difference is, with
∆Γ
Γ ≈
O
(
10−1
)
, sizeable and results in significant different lifetimes of the mass eigenstates, which
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has been observed experimentally.
Comparing Equations 2.52 and 2.76, one finds that the phase of qp is given by the phase of
Mq12 =
∣∣∣Mq12∣∣∣eiφqM with φqM = pi+ 2 arg(V∗tqVtb)−φCPBq = 2β(s) , (2.79)
where the convention dependent phase is set to φCPBq = pi. The phases of
q
p are directly related to
the angle βs for B0s mesons and to the angle β in the unitarity triangle for B
0 mesons. The latter
is, being approximately 21◦, relatively large.
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2.4 CP Violation in Meson Decays
As described in Sections 2.1 and 2.2, the effect of CP violation in the Standard Model of
electroweak interactions is caused by a single irreducible complex phase in the CKM matrix. In
weak decays of charged and neutral mesons, CP violation can manifest itself in three different
categories: in the decay, in the mixing, and in the interference between mixing and decay. The
three categories of CP violation are illustrated in Figure 2.6 and described in the following.
Figure 2.6: Three categories of CP violation in meson decays. The illustration has been adapted
from Reference [39].
2.4.1 CP Violation in the Decay
If the magnitudes of the amplitudes of CP conjugated processes are different, equivalent to∣∣∣∣A¯f¯/Af ∣∣∣∣ , 1, (2.80)
then CP violation can occur in the decay. This category of CP violation is referred to as direct
CP violation and is the only source of CP violation in decays of charged mesons. This category
is illustrated in Figure 2.6(a).
The necessary conditions for direct CP violation are at least two contributing decay am-
plitudes with non-vanishing relative weak and strong phases. The weak phases originate from
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complex CKM elements and enter with opposite sign in Af and A¯f¯ . The strong phases originate
from hadronic effects, e.g. from rescattering of intermediate on-shell states. The strong phases
need to be different for the amplitudes contributing to the decay. Since the strong interaction
is invariant under CP transformations, the strong phases are the same for Af and A¯f¯ .
The total amplitude of a decay and of its CP conjugated decay can be written as
Af =
∑
j
∣∣∣aj∣∣∣ei(δj+φj) (2.81)
and A¯f¯ =
∑
j
∣∣∣aj∣∣∣ei(δj−φj) , (2.82)
where aj denotes single contributing amplitudes, and δj and φj are the associated strong and
weak phases. The necessary condition for direct CP violation becomes apparent in the diffe-
rence of the squared amplitudes,∣∣∣Af ∣∣∣2− ∣∣∣A¯f¯ ∣∣∣2 = 2∑
i,j
∣∣∣ai∣∣∣∣∣∣aj∣∣∣sin (δi− δj)sin (φi−φj). (2.83)
Due to the interference, a non-vanishing value in the difference only exists, if the contributing
amplitudes provide both: a non-trivial strong phase difference δi − δj and a non-trivial weak
phase difference φi−φj.
For direct CP violation, an asymmetry can be defined by
ACP =
Γ
(
P→ f)−Γ(P¯→ f¯)
Γ
(
P→ f)+Γ(P¯→ f¯) = 1−
∣∣∣A¯f¯/Af ∣∣∣2
1 +
∣∣∣A¯f¯/Af ∣∣∣2 ∝ sin
(
δi− δj)sin (φi−φj). (2.84)
2.4.2 CP Violation in the Mixing
If the complex coefficients q and p differ by more than a phase, equivalent to∣∣∣∣q/p∣∣∣∣ , 1, (2.85)
then CP violation occurs in the mixing. This category of CP violation is illustrated in Figu-
re 2.6(b).
Consider flavor-specific decays satisfying
P0→ f 6← P¯0 and P0 6→ f¯← P¯0, (2.86)
equivalent to |Af¯ |= |A¯f |= 0, and assume no direct CP violation by requiring |Af |= |A¯f¯ |, then the
forbidden P0→ f¯ and P¯0→ f decays are only possible due to P0-P¯0 oscillations. The asymmetry
of the forbidden decays calculated from the time-dependent decay rates in Equations 2.71
and 2.72 can be expressed as
Afs =
Γ
(
P¯0 (t)→ f)−Γ(P0 (t)→ f¯))
Γ
(
P¯0 (t)→ f)+Γ(P0 (t)→ f¯)) = 1−
∣∣∣q/p∣∣∣4
1 +
∣∣∣q/p∣∣∣4 , (2.87)
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and is independent of time. A deviation of the asymmetry from zero and consequently a CP
violation in the mixing corresponds to unequal mixing probabilities
|〈 P¯0|P(t)〉|2 , |〈P0| P¯ (t)〉|2. (2.88)
2.4.3 CP Violation in the Interference between Mixing and Decay
In decays to final states f that are common to P0 and P¯0, an interference between the decay
without mixing, P0→ f, and the decay with mixing, P0→ P¯0→ f, arises.
CP violation in the interference between mixing and decay occurs, if
Im(λf) , 0, with λf =
q
p
A¯f
Af
. (2.89)
This category of CP violation is referred to as mixing-induced CP violation and is illustrated in
Figure 2.6(c). Mixing-induced CP violation can be observed by the time-dependent asymmetry
ACP (t) of neutral mesons decaying into CP eigenstates fCP, defined by
ACP (t) =
Γ
(
P¯0 (t)→ fCP))−Γ(P0 (t)→ fCP)
Γ
(
P¯0 (t)→ fCP))+Γ(P0 (t)→ fCP) . (2.90)
The asymmetry calculated from the time-dependent decay rates in Equations 2.70 and 2.71
can be expressed as
ACP (t) =
SmixCP sin(∆Mt)−CdirCP cos(∆Mt)
cosh(∆Γt/2)−A∆Γ sinh(∆Γt/2) , (2.91)
where
SmixCP B
2Im
(
λfCP
)
1 +
∣∣∣λfCP ∣∣∣2 , CdirCP B
1− ∣∣∣λfCP ∣∣∣2
1 +
∣∣∣λfCP ∣∣∣2 , A∆Γ B
2Re
(
λfCP
)
1 +
∣∣∣λfCP ∣∣∣2 , (2.92)
and
∣∣∣SmixCP ∣∣∣2 + ∣∣∣CdirCP∣∣∣2 + |A∆Γ|2 = 1. (2.93)
The parameters SmixCP and CdirCP measure mixing-induced and direct CP violation, respectively.
The parameter A∆Γ provides another observable in neutral meson systems with sizeable decay
width difference ∆Γ.
In the B0 system, the decay width difference ∆Γ is negligible and the time-dependent CP asym-
metry ACP (t) in Equation 2.91 can be rewritten as
ACP (t) = SmixCP sin(∆Mt)−CdirCP cos(∆Mt) . (2.94)
The parameters SmixCP and CdirCP are experimentally accessible from the amplitudes of the sine
and cosine oscillations in the proper decay times of flavor-tagged decays, see Section 2.5.
If the amplitudes contributing to a decay all carry the same weak phase, then |AfCP | = |A¯fCP |
and |λfCP | = 1. As a consequence, no direct CP violation occurs and the mixing-induced CP
violation,
SmixCP = Im(λf) , (2.95)
is directly related to the phases of the CKM elements involved in the mixing. These decays are
referred to as golden modes. Because of its importance, the CP violation in b→ cc¯s transitions
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in the golden mode of B0→ J/ψK0S decays is discussed in Section 2.6.
The objective of the present analysis is the measurement of time-dependent CP violation in
B0→ D+D− and B0→ D∗±D∓ decays. These decays are mediated by b→ cc¯d transitions. As
it will be discussed in Section 2.7, b→ d penguin amplitudes that may have different weak
phases can contribute to the decays and possibly result in |λfCP | , 1. Consequently, in addition
to mixing-induced CP violation that is expected to be similar to that in b→ cc¯s transitions, the
penguin amplitudes might give rise to direct CP violation.
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2.5 Coherent B0B¯0 Mixing
At the Belle experiment, B mesons are produced by the asymmetric-energy KEKB e+e−-
collider via the decay of the Υ(4S)-resonance. Neutral BB¯ mesons originating from Υ(4S) decays
are produced in an entangled state and evolve coherently. The decay of one of the B mesons
as a B0 or B¯0 determines the flavor of the second B meson to be opposite at the particular
instant of time. This is a manifestation of the Einstein-Podolsky-Rosen (EPR) effect [56] and
is important for the time-dependent CP violation measurements at the Belle experiment.
Starting from the two-body wave function describing the entangled B0B¯0 state and applying
the theory of the time evolution of neutral mesons from Section 2.3, the rate of the joint decay
of both B mesons, the resulting CP asymmetries and the probability distributions needed for
the time-dependent CP violation measurements in the present analysis are derived.
e−
e+
b¯
b
d, u
d¯, u¯
B0, B+
B¯0, B−
γ Υ(4S)
Figure 2.7: Illustration of the production mechanism of BB¯ pairs via the decay of the Υ(4S)-
resonance at e+e−-colliders.
The production mechanism of BB¯ pairs over the Υ(4S) is shown in Figure 2.7. The Υ(4S) has
the quantum numbers JPC = 1−−. The decay of the Υ(4S) into BB¯ pairs is a strong interaction
process that conserves the quantum numbers. The B mesons are pseudoscalars and the B0B¯0
state is produced with orbital angular momentum L = 1 in a P-wave configuration. The parity
of the system is P = (−1)L = −1 and requires the spatial part of the wave function of the B0B¯0
state to be antisymmetric. The Bose-Einstein statistics requires the overall wave function to be
symmetric. Consequently, the flavor part of the wave function, denoted in the following by Ψ,
needs also to be antisymmetric and can be written as
|Ψ (t1, t2)〉 = 1√
2
(
|B0 (t1)〉| B¯0 (t2)〉− | B¯0 (t1)〉|B0 (t2)〉
)
. (2.96)
Considering one of the B mesons decays at time t1 to the final state fa and assume the second
B meson decays at time t2 to the final state fb, then the joint amplitude can be expressed as
〈 fafb|Ψ (t1, t2)〉 = 1√
2
(
〈 fa|B0 (t1)〉〈 fb| B¯0 (t2)〉− 〈 fa| B¯0 (t1)〉〈 fb|B0 (t2)〉
)
. (2.97)
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By defining the amplitudes
Ai B 〈 fi|B0〉 and A¯i B 〈 fi| B¯0〉, (2.98)
and introducing the time evolution of the flavor eigenstates from Equations 2.58 and 2.59, the
joint amplitude can be written as
〈 fafb|Ψ (t1, t2)〉 = 1√
2
{[
g+(t1)g+(t2)−g−(t1)g−(t2)
](
AaA¯b− A¯aAb
)
+
[
g+(t1)g−(t2)−g−(t1)g+(t2)
](p
q
AaAb− qpA¯aA¯b
)}
. (2.99)
The time-dependent decay rate is obtained from the absolute square of the joint amplitude.
By substituting the functions g+(t) and g−(t) defined in Equations 2.60 and 2.61, the decay rate
is given by [57]
Γ
[
Ψ (t1, t2)→ fafb] = ∣∣∣∣〈 fafb|Ψ (t1, t2)〉∣∣∣∣2
=
1
2
e−Γ(t1+t2)
{(
|Aa|2 +
∣∣∣A¯a∣∣∣2)(|Ab|2 + ∣∣∣A¯b∣∣∣2)−4Re(qpA∗aA¯a)Re(qpA∗bA¯b)
−2sin[∆M(t1− t2)][Im(qpA∗aA¯a)(|Ab|2− ∣∣∣A¯b∣∣∣2)− (|Aa|2− ∣∣∣A¯a∣∣∣2) Im(qpA∗bA¯b)]
− cos[∆M(t1− t2)][(|Aa|2− ∣∣∣A¯a∣∣∣2)(|Ab|2− ∣∣∣A¯b∣∣∣2)+ 4Im(qpA∗aA¯a) Im(qpA∗bA¯b)]
}
. (2.100)
Equation 2.100 describes the time-dependent decay rate of an entangled B0B¯0 pair produced
by the Υ(4S) resonance and decaying to the final states fa and fb. Assuming CPT invariance
and |q/p| = 1, the decay rate can be used to calculate the time-dependence of any neutral weak
decay process.
The dynamics in the time evolution depends on the proper decay time difference of both B
mesons, t1− t2, and not on their sum, t1 + t2. This dependence is already implicitely included in
the decay rates in the classic paper by I.I. Bigi and A.I. Sanda [15], predicting CP violation in
the B meson system in 1987 (see the emphasised minus signs in Equation 2.6 in Figure 1.1(b))
and is the reason for the asymmetry in the energy of the beams at the KEKB e+e−-collider. The
asymmetry causes a Lorentz boost of the Υ(4S), and thereby increases the spatial separation
of the B meson decay vertices. The translation of measurements of the decay flight length
differences with the known Lorentz boost into proper decay time differences allows to observe
time-dependent CP violation in the B meson system. The principle of the time-dependent CP
violation measurements is illustrated in Figure 2.8.
Consider one of the neutral B mesons decays at time tCP to a CP eigenstate fCP, for exam-
ple B0 → D+D−. Assuming the second B meson decays at time ttag flavor-specific as a B0 to
ftag, corresponding to Atag B Ab = 〈ftag|B0〉 and A¯b = 0. By introducing λfCP defined in Equati-
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Figure 2.8: Principle of time-dependent CP violation measurements at the Belle experiment:
Due to the asymmetric-energy of the e+e−-collider, the B0B¯0 pairs from Υ(4S) decays are pro-
duced with a Lorentz boost along the e−-beam. The neutral B mesons evolve coherently, until
one B meson decays and determines by an EPR-like correlation the flavor of the second B
meson to be opposite. The second B meson then oscillates independently and decays. For the
time-dependent CP violation measurements, one B meson is reconstructed in a CP eigenstate,
e.g. in B0 → D+D−, and the flavor of the other B meson is determined from its decay pro-
ducts. The measurements of the displaced decay vertices of the B mesons allow to translate
the flight length difference ∆z into a proper decay time difference ∆t. The combination of the
flavor information of the second B meson with the ∆t measurement enables to measure the
time-dependent CP violating asymmetry in Equation 2.103.
on 2.69, the time-dependent decay rate can be written as
Γ
[
Ψ
(
tCP, ttag
)
→ fCPftag] = ∣∣∣∣〈 fCPftag|Ψ (tCP, ttag)〉∣∣∣∣2
=
1
2
e−Γ(tCP+ttag) |ACP|2
∣∣∣Atag∣∣∣2 [(1 + ∣∣∣λfCP ∣∣∣2)
−2Im(λfCP)sin [(∆M(tCP− ttag)]− (1− ∣∣∣λfCP ∣∣∣2)cos [(∆M(tCP− ttag)]]. (2.101)
In the opposite case, if the second B meson decays at time ttag flavor-specific as a B¯0 to f¯tag,
corresponding to Atag B A¯b = 〈f¯tag|B¯0〉 and Ab = 0, then the time-dependent decay rate can be
written as
Γ
[
Ψ
(
tCP, ttag
)
→ fCPf¯tag] = ∣∣∣∣〈 fCPf¯tag|Ψ (tCP, ttag)〉∣∣∣∣2
=
1
2
e−Γ(tCP+ttag) |ACP|2
∣∣∣Atag∣∣∣2 [(1 + ∣∣∣λfCP ∣∣∣2)
+ 2Im
(
λfCP
)
sin
[
(∆M
(
tCP− ttag)]+ (1− ∣∣∣λfCP ∣∣∣2)cos [(∆M(tCP− ttag)]]. (2.102)
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Again, in the decay rates the time-dependence of the dynamics originates from the proper
decay time differences, denoted in the following by ∆t = tCP − ttag. The sine and cosine os-
cillations in the decay rates have opposite signs depending on whether the second B meson,
referred to as Btag, decays as a B0 or as a B¯0. Furthermore, the amplitudes of the sine and
cosine oscillations are sensitive to mixing-induced and direct CP violation observables.
The time-dependent CP asymmetry ACP (t) constructed from the time-dependent decay rates
in Equations 2.101 and 2.102 is
ACP (∆t) =
Γ
[
Ψ
(
tCP, ttag
)
→ fCPf¯tag
]
−Γ
[
Ψ
(
tCP, ttag
)
→ fCPftag
]
Γ
[
Ψ
(
tCP, ttag
)
→ fCPf¯tag
]
+Γ
[
Ψ
(
tCP, ttag
)
→ fCPftag
]
= SmixCP sin(∆M∆t)−CdirCP cos(∆M∆t) . (2.103)
Compared to the time-dependent CP asymmetry introduced in Equation 2.94, one finds, that
ACP (t) has the same form, but depends on the proper decay time difference ∆t of two B mesons
in an Υ(4S) event instead of the proper decay time of one B meson.
By integration over the experimentally not accessible sum of proper decay times, tCP + ttag,
and by normalisation to the possible proper decay time difference interval of −∞ < ∆t < +∞,
the probability to find in an Υ(4S) event one B meson decaying to a CP eigenstate fCP and the
other B meson decaying flavor-specific with a proper decay time difference ∆t is
P
(
∆t,q
)
=
1
4τB0
e−|∆t|/τB0
[
1 + q
(
SmixCP sin
(
∆m∆t
)−CdirCP cos(∆m∆t))], (2.104)
where q = +1 (−1) represents the b-flavor charge, when the second B meson is tagged as B0
(B¯0).
In Figure 2.9 the distributions for B0 and B¯0 tags and the corresponding CP asymmetries for
three different scenarios of CP violation are shown.
• In the first scenario, a non-vanishing mixing-induced CP violation (S , 0) with no direct
CP violation (C = 0) shifts and deforms the ∆t distributions for B0 (red) and B¯0 (blue)
tags horizontally. The resulting time-dependent CP asymmetry follows a sine oscillation.
• In the second scenario, a non-vanishing direct CP violation (C , 0) with no mixing-
induced CP violation (S = 0) shifts the ∆t distributions vertically. The direct CP violation
causes one decay to occur more or less frequently than that of its CP conjugated process.
The resulting CP asymmetry follows a cosine oscillation.
• In the third scenario, a non-vanishing mixing-induced and a non-vanishing direct CP
violation, (S , 0 and C , 0) are present. The ∆t distributions are shifted and deformed
both, horizontally and vertically, and the resulting CP asymmetry is a superposition of
sine and cosine oscillations.
The CP violation measurements are performed at the Belle experiment as illustrated in Figu-
re 2.8. One experimental difficulty is to resolve the proper decay time differences. Due to the
low Lorentz boost, the resolution in the measurements of the decay flight length difference of
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Figure 2.9: Theoretical (dashed lines) and experimental (solid lines) proper decay time dif-
ference distributions and the corresponding CP asymmetries for three different scenarios of
mixing-induced CP violation S and direct CP violation C.
the two B mesons is in the same order as the average flight length difference. The effect of the
resolution is visible when comparing the theoretical (dashed lines) and experimental (solid li-
nes) ∆t distributions in Figure 2.9. In addition, the experimental assignment of the flavor of the
Btag meson from its decay products cannot be perfect. The uncertainties in the flavor tagging
decision and possible mistags affect the measurement of the sine and cosine time-dependence
and effectively result in a reduction of the measured amplitudes. This effect is visible in the
time-dependent CP asymmetries in Figure 2.9: the amplitudes of the experimental oscillations
are lower than the theoretical ones.
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2.6 CP Violation in b→ cc¯s transitions
In the B meson system CP violation has been observed for the first time in b→ cc¯s transitions
such as in B0→ J/ψK0S decays [22, 21]. This decay is referred to as the golden mode for the
determination of the angle β of the Unitarity Triangle and is discussed in the following.
In B0 → J/ψK0S decays the J/ψ and the K0S are produced with orbital angular momentum
of L = 1 in a P-wave configuration. Neglecting the small CP violation in K0-K¯0 mixing, the
K0S has like the J/ψ a CP eigenvalue of +1. In combination with the (−1)L=1 = −1 contribution
from the angular momentum, the J/ψK0S final state has the CP eigenvalue ηCP = −1.
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Figure 2.10: Tree-level (top) and penguin diagrams (bottom) contributing to B0 → J/ψK0S,L
decays.
The tree-level and penguin diagrams contributing to B0 → J/ψK0S decays are shown in Fi-
gure 2.10. On tree-level, the decay is mediated by b→ cc¯s transitions that are color-suppressed
due to the internal emission of a W boson. The penguin diagrams have an internal loop with
virtual up-type quarks. The loops involving virtual c¯ and t¯ quarks have CKM elements of the
same order as the transitions in the tree diagram and carry the same weak phase. In contrast,
the loop involving virtual u¯ quarks, that could introduce a different weak phase via Vub, is sup-
pressed by a factor of λ2, where λ ≈ 0.23 refers to the expansion parameter in the Wolfenstein
parameterisation. In the penguin diagrams, the cc¯ pair forming the J/ψ is created from gluons.
Since the cc¯ pair has to be created in a color singlet state, it cannot be created from a single
gluon. All above effects result in a high suppression of penguin amplitudes. No so-called pen-
guin pollution and hence no direct CP violation are expected in b→ cc¯s transitions.
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The mixing-induced CP violation in B0→ J/ψK0S decays can be estimated from the involved
decay amplitudes and mixing-phases. The parameter λJ/ψK0S defined in Equation 2.69 charac-
terises the mixing-induced CP violation explained in Section 2.4.3. It depends on the ratio q/p
which introduces the B mixing phase and the amplitudes of the CP conjugated decays. Since
B0 mesons decay to J/ψK0, but B¯0 mesons decay to J/ψ K¯0, the J/ψK0S final state involves
K0-K¯0 mixing and λJ/ψK0S includes also the neutral kaon mixing phase. The parameter λJ/ψK0S
can then be expressed as
λJ/ψK0S =
(
q
p
)
B0
A¯
A
(
q
p
)
K0
= ηCP
V∗tbVtd
VtbV
∗
td
VcbV
∗
cs
V∗cbVcs
V∗cdVcs
VcdV
∗
cs
= ηCPe−2iβ, (2.105)
where β refers to the angle of the Unitarity Triangle defined in Equation 2.45.
Because of Smix
J/ψK0S
= −ηCP sin(2β), the resulting time-dependent CP asymmetry in B0 →
J/ψK0S decays is
ACP (∆t) = −ηCP sin(2β) sin(∆M∆t) . (2.106)
Thus the angle β of the Unitarity Triangle can be determined by time-dependent CP asymme-
try measurements of B0 → J/ψK0S decays. The same arguments also hold for other b→ cc¯s
transitions, for example B0→ J/ψK0L decays with ηCP = +1.
The current world average of sin(2β) from b→ cc¯s transitions is
sin(2β) = 0.68±0.02, (2.107)
which corresponds to a value of β = (21.4±0.8)◦ [58]. Due to the high precision in b→ cc¯s
transitions achieved by the B-factory experiments BaBar and Belle, the sin(2β) result provides
a Standard Model reference and contributes to put tight constraints on the CKM metrology,
e.g. on the Unitarity Triangle shown in Figure 2.3.
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2.7 CP Violation in b→ cc¯d transitions
The Feynman diagrams contributing to B0→D+D−,D∗+D−,D∗−D+ and D∗+D∗− decays, refer-
red to as neutral B meson to double-charm decays, are shown in Figure 2.11. On tree level, the
decays are mediated by Cabibbo-disfavored, but color-allowed b→ cc¯d transitions. In addition
to the tree-level diagrams, b→ d penguin diagrams can contribute to the decays. The CKM
elements of the penguin amplitudes are of the order of λ3 as the tree-level amplitudes, but can
carry different weak phases.
In contrast to B0 → D+D−,D∗+D− and D∗−D+ decays, B0 → D∗+D∗− is the decay of a
pseudo-scalar meson to two vector mesons and involves a mixing of CP-even and CP-odd
states which can be disentangled by an angular analysis. The measurements of B0→ D∗+D∗−
decays are not part of this work and have been carried out in parallel by the Belle Collabora-
tion [59, 60]. The present analysis covers the measurement of branching fractions and time-
dependent CP violation in B0→D+D−,D∗+D− and D∗−D+ decays. These decays are discussed
in the following.
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Figure 2.11: Tree-level (top) and penguin diagrams (bottom) contributing to B0→ D(∗)+D(∗)−
decays.
2.7.1 CP Violation in B0→ D+D- Decays
The D+D− configuration is a CP eigenstate with eigenvalue ηCP = +1. The total decay am-
plitude of the B0 → D+D− decay involves contributions from tree-level amplitudes (AT) and
penguin amplitudes (AqP with q ∈ {u,c, t}) and can be written as [61, 62]
A
(
B0→ D+D−
)
= λ(d)c
(
AT + AcP
)
+λ(d)u A
u
P +λ
(d)
t A
t
P, (2.108)
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where λ(d)q = VqdV
∗
qb.
By introducing the relative strong phase δ and the relative weak phase γ between the decay
amplitudes, the total decay amplitudes can be rewritten as
A
(
B0→ D+D−
)
=A
[
1− rei(δ+γ)
]
, (2.109)
A¯
(
B0→ D+D−
)
=A
[
1− rei(δ−γ)
]
, (2.110)
where A refers to the CP conserving amplitude governed by the tree-level contributions and
the ratio r measures the suppression of the penguin amplitudes with respect to the tree ampli-
tude.
According to
λD+D− = e−2iβ
A¯
(
B0→ D+D−
)
A
(
B0→ D+D−) , (2.111)
the CP violation in B0→ D+D− decays is determined by the expressions
SmixD+D− =
2Im(λD+D−)
1 + |λD+D− |2 = −
sin(2β) + 2rcos(δ) sin(2β+ γ) + r2 sin
[
2(β+ γ)
]
1 + 2rcos(δ)cos(γ) + r2
≈ −sin(2β)−2rcos(2β)cos(δ) sin(γ) , (2.112)
CdirD+D− =
1− |λD+D− |2
1 + |λD+D− |2 = −
2rsin(δ) sin(γ)
1 + 2rcos(δ)cos(γ) + r2
≈ −2rsin(δ) sin(γ) . (2.113)
In the case of negligible penguin contributions, the mixing-induced CP violation in B0 →
D+D− decays is exactly SmixD+D− = −sin(2β) and the direct CP violation vanishes. This case
is equivalent to CP violation in the golden modes involving b→ cc¯s transitions such as in
B0→ J/ψK0S decays discussed in Section 2.6.
In the case of sizeable penguin amplitudes, the mixing-induced CP violation is shifted with
respect to −sin(2β) depending on the magnitude of the ratio r. Additionally, in combination
with a non-vanishing relative strong phase a non-zero direct CP violation can emerge.
The calculation of the contributions of penguin amplitudes are associated with difficulties
due to hadronic effects. The decays involve charm quarks in intermediate and final states
which give rise to long-range interactions. This complicates certain theoretical approaches
such as calculations based on factorization approximations. The current theoretical predictions
on mixing-induced and direct CP violation in B0 → D+D− decays are associated with large
uncertainties. Standard Model conform model-dependent and model-independent predictions
for the ratio r corresponding to the suppression of the penguin contributions range from values
as low as 0.03 [63] to upper bounds of 0.3 [64, 65, 66]. Even larger contributions can be ac-
commodated in extensions to the Standard Model [67].
CP violation in b→ cc¯d transitions has been previously studied by both, the Belle and the
BaBar Collaborations. In 2007, Belle using a data set of 535×106 BB¯ pairs has found evidence
of a large direct CP violation in B0→D+D− decays: CdirD+D− = −0.91±0.23 (stat.)±0.06 (syst.),
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corresponding to a 3.2σ deviation from zero [68]. This deviation has not been confirmed by
BaBar and has not been observed in other B0→ D±D(∗)∓ decay modes [69, 70, 71]
The objective of the present analysis is the measurement of the branching fraction and time-
dependent CP violation in B0 → D+D− decays using the final Belle data set of 772× 106 BB¯
pairs. Furthermore, to provide a comparison to a directly related decay, the analysis covers
additionally the measurement of B0→ D∗±D∓ decays.
2.7.2 CP Violation in B0→ D*±D∓ Decays
The B0→ D∗±D∓ decays allow to probe independently from B0→ D+D− decays for penguin
effects in double-charm decays. Unlike D+D−, the D∗+D− and D∗−D+ configurations are not
CP eigenstates. Both states are accessible from B0 and B¯0 decays with amplitudes of compara-
ble magnitudes. Therefore an interference between direct decays and decays following B0-B¯0
oscillations emerges, and mixing-induced and direct CP violation similar to that in B0→D+D−
decays is expected.
The time-dependent decay rate for B0 → D∗±D∓ has four flavor-charge configurations and
can be written as
fD∗±D∓(∆t) =
(
1±AD∗D)e−|∆t|/τB08τB0
{
1 + q
[
SD∗±D∓ sin(∆m∆t)−CD∗±D∓ cos(∆m∆t)]}. (2.114)
Generally, the parameters SD∗±D∓ and CD∗±D∓ for the D∗+D− and D∗−D+ configurations are not
independent, but related by SD∗±D∓ =−
√
1−C2D∗±D∓ sin(2βeff ± δ) [72]. The expression includes
dependencies on the angle β, which can be modified by penguin contributions to the effective
angle βeff , and on the relative strong phase δ between B0 → D∗+D− and B0 → D∗−D+ decay
amplitudes.
The time- and flavor-integrated asymmetry AD∗D is defined as
AD∗D = ND
∗+D− −ND∗−D+
ND∗+D− + ND∗−D+
, (2.115)
and measures direct CP violation in B0→ D∗±D∓ decays.
The decay rate in Equation 2.114 can be expressed in an equivalent parameterisation given
by [73]
SD∗D = 12 (SD∗+D− +SD∗−D+) ,
CD∗D = 12 (CD∗+D− +CD∗−D+) ,
∆SD∗D = 12 (SD∗+D− −SD∗−D+) ,
∆CD∗D = 12 (CD∗+D− −CD∗−D+) . (2.116)
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In this parameterisation, the decay rate of B0→ D∗±D∓ decays can be written as
fD∗±D∓(∆t) =
(
1±AD∗D)e−|∆t|/τB08τB0
×
{
1 + q
[(
SD∗D±∆SD∗D
)
sin
(
∆m∆t
)− (CD∗D±∆CD∗D)cos(∆m∆t)]}, (2.117)
where SD∗D parameterises mixing-induced and CD∗D flavor-dependent direct CP violation. The
parameters ∆SD∗D and ∆CD∗D are not sensitive to CP violation. The parameter ∆SD∗D is related
to the relative strong phase δ between the decay amplitudes and ∆CD∗D describes the asymmetry
between the rates Γ(B0→ D∗+D−) +Γ(B¯0→ D∗−D+) and Γ(B0→ D∗−D+) +Γ(B¯0→ D∗+D−).
If the contributions of penguin amplitudes to B0 → D∗±D∓ decays are negligible, and the
relative strong phase between the B0→D∗+D− and B0→D∗−D+ decay amplitudes is zero and
their magnitudes are the same, then
AD∗D = 0, SD∗+D− = SD∗−D+ = −sin(2β) , CD∗+D− = CD∗−D+ = 0, (2.118)
or equivalent
AD∗D = 0, SD∗D = −sin(2β) , CD∗D = ∆SD∗D = ∆CD∗D = 0. (2.119)
In this case, the time-dependent CP violating asymmetry in B0 → D∗±D∓ decays measures
directly −sin(2β).
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3.1 The Υ-Resonances
The Υ-resonances are bound systems of b- and b¯-quarks with quantum numbers of JPC = 1−−
and can be produced directly in e+e−-collisions. The experimental cross-section of e+e−-
annihilations in the region of the Υ-resonances is shown Figure 3.1. The decay widths of the
three lowest bb¯-states, the Υ(1S), Υ(2S) and Υ(3S), are relatively small and in the order of a few
ten keV/c2. The narrow widths of these resonances are an effect of the Okubo-Zweig-IIzuka
(OZI) suppression of hadronic decays.
The fourth bb¯-state, the Υ(4S), has a mass of 10.58GeV/c2, which is only 20MeV/c2 above
the threshold for BB¯ pair production. The Υ(4S) is a broad resonance with a width of approxi-
mately 20MeV/c2 and decays almost exclusively into B0B¯0 and B+B− pairs. The B0B¯0 pairs
from Υ(4S) decays evolve coherently and allow for time-dependent CP asymmetry measure-
ments. These unique properties led to the construction and commissioning of dedicated high
luminosity e+e−-colliders such as KEKB, that operate on the center-of-mass energy of the Υ(4S)
as B-factories.
Figure 3.1: Cross-section of e+e−-annihilations measured by CUSB and CLEO revealing the
family of Υ-resonances [74, 75].
The Υ(5S) has a mass of 10.88GeV/c2. This is only approximately 300MeV/c2 higher than
that of the Υ(4S), but it is located above a couple of further thresholds such as that for B0s B¯
0
s pair
production. The Υ(5S) can decay into B(∗)(s) B¯
(∗)
(s) meson pairs, B meson pairs in association with
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pions or into other bb¯-states.
The present analysis uses the final data set of (772±11)×106 BB¯ pairs recorded by the Bel-
le detector and produced by KEKB on the Υ(4S). As shown in Figure 3.1, the cross-section of
e+e− → Υ(4S) is approximately 1nb and the height of the peak is relatively small compared
to the background. The background is caused by e+e− → qq¯ (q ∈ {u,d,s,c}) processes, that
have a cross-section of approximately 3nb. This background is referred to as continuum back-
ground. Depending on the particular analysis and the involved reconstructed decay modes, the
continuum processes can give rise to a large source of background.
3.2 KEKB Accelerator
The KEKB accelerator is an asymmetric-energy e+e−-collider designed to produce large num-
bers of BB¯ pairs at a center-of-mass energy of
√
s = 10.58GeV, corresponding to the mass of
the the Υ(4S). The accelerator has been commissioned in 1998 and consists of two storage rings
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Figure 3.2: The KEKB accelerator [18].
with a circumference of approximately 3km and is located 11m below ground, see Figure 3.2.
The electrons and positrons have an energy of 8GeV and 3.5GeV, and are stored in bunches
in the High Energy Ring (HER) and Low Energy Ring (LER), respectively. The two storage
rings intercept at a single interaction point (IP) with a crossing angle of ±11mrad.
The asymmetry in the energy of the KEKB collider corresponds to a Lorentz boost of
βγ = 0.425 along the e−-beam direction in the laboratory reference system. The Lorentz boost
causes a spatial separation of the decay vertices of the two produced B mesons and increa-
ses their average decay length difference from about 30µm, when produced symmetrically,
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to approximately 200µm, which is an experimentally accessible distance for measurements.
With the known boost, the decay length difference can be translated into a proper decay time
difference, ∆t = ∆z/βγc, and consequently allows for time-dependent measurements.
Figure 3.3: Luminosity of the KEKB accelerator and the Belle experiment between October
1999 and June 2010. The figure has been provided by the KEKB group.
The KEKB accelerator has been operated as a B-factory for the Belle experiment from Octo-
ber 1999 to June 2010. An overview of the achieved instantaneous and integrated luminosities
in this period is shown in Figure 3.3. The KEKB accelerator was originally designed to achieve
an instantaneous luminosity of L = 1.0× 1034 cm−2s−1, corresponding to a production rate of
approximately 10BB¯ pairs per second. The accelerator received major upgrades during its life-
time, such as the installation of crab cavities, special superconducting RF cavities that kick the
beams sideways to cause head-on collisions of the bunches at the interaction point. Due to the
improvements in the operation and the design of the accelerator, KEKB exceeded the design
luminosity and set various world records with peak luminosities as high as 2.1×1034 cm−2s−1.
The Belle detector recorded an integrated luminosity of 711fb−1, corresponding to 772×
106 BB¯ pairs, produced by KEKB on the Υ(4S). Additionally, the KEKB accelerator was opera-
ted at different center-of-mass energies. For example, the Belle detector recorded 121fb−1 on
the Υ(5S), which allows for measurements in the B0s system and for spectroscopy of bb¯-states.
In total, KEKB and the Belle experiment reached an integrated luminosity of more than 1ab−1.
A detailed description of the design and operation of the KEKB accelerator is given in
References [18, 76].
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3.3 Belle Detector
The Belle detector is a multipurpose detector covering a solid angle of 4pi around the interaction
region and is optimised to perform time-dependent measurements using the asymmetric KEKB
e+e−-collider.
0 1 2 3 (m)
Figure 3.4: The Belle detector in a side view [77].
A schematic side view of the Belle detector is shown in Figure 3.4. The detector is equipped
with a 1.5 T superconducting solenoid magnet with several subdetectors to detect and iden-
tify charged and neutral particles. The tracks of charged particles are reconstructed based on
measurements of the silicon vertex detector (SVD) and of the central drift chamber (CDC).
Electromagnetic showers are detected in arrays of CsI(TI) crystals of the electromagnetic ca-
lorimeter (ECL). In the extreme forward calorimeter (EFC), arrays of BGO crystals mask the
beam to reduce the background for the CDC and are used as a luminosity monitor for the
experiment. Muons and K0L mesons are detected by arrays of resistive plate counters placed
in the iron yoke that provides the magnetic flux return (KLM). In addition to measurements
of specific energy loss in the CDC, particle identification is performed by measurements of
aerogel threshold Cˇerenkov counters (ACC) and time-of-flight counters (TOF) located outside
of the CDC.
The layout and the working principle of the individual components of the Belle detector
are briefly described in the next sections. The descriptions and illustrations follow partly the
technical publications in the given references, that contain further detailed information. The
detector components important for the present analysis are the tracking system, the electroma-
gnetic calorimeter and the systems for particle identification.
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3.3.1 Beam Pipe
The interaction point is located at the crossing point of the e−- and e+-storage rings. It is
surrounded by a beam pipe constructed as a double-wall cylinder composed of beryllium,
see Figure 3.5. The walls of the beam pipe are with 0.5mm as thin as possible to minimise
multiple Coulomb scattering, which is a limiting effect on the z-vertex position measurements.
The beam pipe is subject to beam-induced heating effects, that can be as high as a few hundred
Watt and need an active cooling system to avoid negative effects on the surrounding silicon
vertex detector. The 2.5mm thick gap between the cylinders in the beam pipe is used as a
channel for cooling by helium gas. The outer cylinder of the beam pipe is covered with a 20µm
thick gold film to reduce the background from synchrotron radiation. A detailed description of
the beryllium beam pipe is given in Reference [77].
Figure 3.5: Layout of the beryllium beam pipe enclosing the interaction point at the first period
of the Belle experiment from 1999 to 2003 [77].
3.3.2 Silicon Vertex Detector
The key objective of the Belle experiment and of the present analysis is the observation of
time-dependent CP violation in neutral B decays. For such analyses, the decay length diffe-
rence between two neutral B mesons originating from Υ(4S) decays needs to be measured at
high precision. Due to the low Lorentz boost of the asymmetric-energy KEKB e+e−-collider,
the average decay length difference between the B mesons in z-direction is only approxima-
tely 200µm. As a consequence, the silicon vertex detector (SVD) is required to have a high
spatial resolution, capable to measure the difference in the z-vertex positions with a precision
of approximately 100µm.
The SVD is the innermost detector and is placed close to the interaction region outside of
the cylindrical beryllium beam pipe. It has to resist high levels of radiation caused by the beam
background. The SVD is subdivided into layers of different radii around the beam pipe. On
each layer, ladders consisting of double-sided silicon strip detectors (DSSD) are mounted. The
DSSDs provide depleted pn-junctions. Charged particles passing the junctions create electron
and hole pairs along their trajectory. The created electrons and holes drift to the n+ and p+
strips on the surface of the DSSDs. The n+ strips are aligned perpendicular and the p+ strips
are aligned along to the beam axis and therefore can provide measurements of charged tracks
with respect to the rφ and z direction.
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Two different vertex detectors have been operated in the Belle experiment:
The initial SVD, referred to as SVD1, has been operated from 1999 to 2003. The SVD1 de-
tector has a barrel-only design and consists of three layers with radii of 30, 45.5, and 60.5mm.
It covers a polar angle of 23◦ < θ < 139◦, corresponding to 86% of the full solid angle, and is
equipped with 102 DSSDs. Each DSSD has 1280 sense strips and 640 read-out pads on oppo-
site sides. The pitch of the strips is 42µm in z direction and 25µm in φ direction. The active
size of the DSSD sensors is approximately 55×33mm2.
The SVD was upgraded by an improved detector in 2003, referred to as SVD2. The upgraded
detector is mounted closer to the beam pipe and has an improved coverage of the polar angle θ.
The layout of the SVD2 detector is shown in Figure 3.6. It has four layers with radii of 20, 43.5,
70, and 88.0mm and covers a polar angle of 17◦ < θ < 150◦ corresponding to 93% of the full
solid angle. It is equipped with 246 DSSDs. Two different kinds of DSSDs with strip pitches
between 50 and 75µm are used. The sensors of the DSSDs have a size of 28.4× 79.6mm2 in
the first three layers and a size of 34.9×76.4mm2 in the fourth layer.
Figure 3.6: The SVD2 detector operated at the Belle experiment from 2003 to 2010 [78].
The performance of the SVD can be quantified by the resolution of impact parameter measu-
rements. The impact parameter of charged tracks is defined as the distance of closest approach
to the interaction point. In general, the impact parameter resolution is different in rφ and in
z directions and depends on the momenta and the polar angles θ of the particles. The impact
46
3.3 Belle Detector
parameter resolution in rφ and in z direction can be expressed as
σrφ = a⊕ b
pβsin3/2 (θ)
(3.1)
and σz = a⊕ b
pβsin5/2 (θ)
, (3.2)
where the symbol ⊕ denotes the quadratic sum and the term in the denominator is referred
to as the pseudo-momentum p˜. The impact parameter resolutions σrφ and σz obtained from
distributions of charged particles from cosmic rays are shown in Figure 3.7. The improved
performance of the SVD2 detector compared to the SVD1 detector is evident. For B0→D+D−
decays, the ∆z resolution improves by more than 20%.
A detailed description of the silicon vertex detectors operated in the Belle experiment and
their performance is given in References [78, 79].
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Figure 3.7: Impact parameter resolution in rφ and in z dependent on the pseudo-momentum
p˜ for charged tracks from cosmic rays for the SVD1 and SVD2 detectors (taken from Refe-
rence [80]).
3.3.3 Extreme Forward Calorimeter
The extreme forward calorimeter (EFC) extends the coverage of the polar angle with respect to
the electromagnetic calorimeter. The EFC detects electrons and photons in the extreme forward
region of 6.4◦ < θ < 11.5◦ and in the extreme backward region of 163.3◦ < θ < 171.2◦. It is
located at the front faces of the cryostat of the compensation solenoid magnets and functions
as a beam mask to reduce the background in the CDC. In addition, the EFC is used as a beam
monitor by the KEKB accelerator and for luminosity measurements by the Belle experiment.
Due to its proximity to the beam pipe and to the interaction point, the EFC is exposed to
very high levels of radiation. It is constructed from radiation-hard bismuth germanium oxide,
Bi4Ge3O12, crystals (BGO) and the scintillation light is collected by photodiodes. The forward
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and backward cones of the EFC are composed of 32 segments in the φ- and 5 segments in
the θ-direction. The BGO crystals point approximately to the interaction point in a tower-like
geometry. The arrangement of the BGO crystals in the EFC is shown in Figure 3.8.
Figure 3.8: Arrangement of BGO crystals in the forward and backward EFC detectors [77].
A detailed description of the EFC operated in the Belle experiment and its performance is
given in Reference [77].
3.3.4 Central Drift Chamber
The central drift chamber (CDC) is designed to provide measurements of the trajectories of
charged particles. The CDC is located inside a 1.5T magnetic field provided by a supercon-
ducting solenoid and allows to determine the momenta of charged particles from the curvature
of the reconstructed tracks. Additionally, the CDC is used for the dE/dx measurements of the
specific energy loss of charged particles by ionisation and contributes to particle identification.
The tracking information provided by the CDC is also used for decisions of the trigger system.
The CDC is a cylindrical wire drift chamber containing 50 layers of anode wires and 3
cathode strip layers. The overall length of the CDC is 2404mm and has inner and outer radii of
83mm and 888mm. The layout of the CDC is shown in Figure 3.9. To account for the Lorentz
boost of the center-of-mass system, the CDC is asymmetric in z direction and covers a polar
angle of 17◦ < θ < 150◦, corresponding to 92% of the solid angle. In total, the CDC has 8400
drift cells and is organised into 6 axial and 5 small-angle stereo superlayers. Every superlayer
is composed of between 3 to 6 radial layers sharing the same number of drift cells in azimuthal
direction. The drift cells consist of 8 negatively biased field wires providing an electric field
that surrounds a positively biased sense wire. The cell structure and the arrangement of wires
is shown in Figure 3.10.
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Figure 3.9: The geometry of the CDC [77].
Figure 3.10: Cell structure and arrangement of wires in the CDC [77].
The CDC is filled with a gas mixture of 50% helium and 50% ethane. The low-Z gas mixture
minimises the effect multiple Coulomb scattering especially of low momentum particles and
reduces the background from synchrotron radiation by a small photo-electric cross-section. In
addition, the ethane component allows a good dE/dx resolution.
Charged particles passing through the drift cells ionise the gas along their trajectories. The
created electrons and ions drift to the anode and cathode wires. Close to the wires, the elec-
trons undergo an acceleration caused by strong electrical fields. The acceleration results in
an avalanche process of secondary ionisations and, as a consequence, in an amplification of
the electrical pulses detected by the sense wires. The wires in the axial layers provide infor-
mation for the measurement of the transverse momenta pT and the wires in the stereo layers
mounted at small angles provide additional information for the measurement of the longitudi-
nal component of the momenta pL. Details about the applied track finding algorithms and the
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determination of momenta are given in Reference [81].
The pT resolution of the CDC is given by:
σpT
pT
∣∣∣∣∣∣
CDC
=
(
0.28pT⊕ 0.35β
)
% (3.3)
If the measurements of the CDC and the SVD detectors are combined, then the pT resolution
improves to
σpT
pT
∣∣∣∣∣∣
CDC+SVD
=
(
0.19pT⊕ 0.30β
)
%. (3.4)
The amplitudes of the signal of the hit wires are used to determine the energy loss dE/dx
of the charged particles in the CDC. The dE/dx distributions follow the Bethe formula and
depend on the velocity of a particle at a given momentum. The velocity at a given momentum
changes depends on the mass of the particle and consequently the dE/dx measurements allow
to discriminate between different kinds of charged particles. In general, the distributions of
dE/dx measurements follow Landau distributions with large tails. In the estimation of the
most probable energy loss, the truncated-mean method is applied by removing the 20% largest
values of the dE/dx measurements in order to minimise large fluctuations due to the Landau
tails. The distribution of dE/dx measurements by the CDC in dependence of the momenta of
particles, as obtained in collision data, is shown in Figure 3.11. The dE/dx measurements are
included into the particle identification and is of importance for the K±/pi± separation in the
present analysis.
A detailed description of the CDC operated in the Belle experiment and its performance is
given in References [77, 82].
Figure 3.11: Truncated mean of dE/dx measurements showing the momentum-dependent spe-
cific energy loss of charged particles in the CDC. The distributions have been obtained by
collision data [77].
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3.3.5 Aerogel Cˇerenkov Counter
The aerogel Cˇerenkov counter (ACC) is a detector dedicated to provide information for the
identification of particles, in particular to discriminate pi± from K± mesons. It is sensitive to the
1GeV/c < p < 4GeV/c high momentum range of charged particles and thus is complementary
to dE/dx measurements by the CDC and to time-of-flight measurements by the TOF.
Charged particles passing a medium with a velocity larger than the speed of light in the
medium radiate Cˇerenkov radiation. The speed of light in a medium cmedium is related to the
refractive index n of the medium by
cmedium =
cvacuum
n
, (3.5)
Consequently a charged particle with velocity β, mass m and momentum p radiates Cˇerenkov
radiation, if
n >
1
β
=
√
1 +
(m
p
)2
. (3.6)
In the ACC, the material of the medium is chosen such, that pi± mesons with momenta larger
than 1GeV/c generate Cˇerenkov radiation, but the heavier K± mesons with the same momenta
are below the threshold velocity and do not generate Cˇerenkov radiation. The ACC functions
only as a threshold counter and cannot image the Cˇerenkov angle, which is directly related to
the velocity of the particle and would provide additional information useful for the identifica-
tion of particles.
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Figure 3.12: The aerogel Cˇerenkov counter [77].
The ACC is divided into barrel and forward endcap regions and covers a polar angle of
17◦ < θ < 127◦. The detector in the barrel region consists of 960 counter modules segmented
into 60 cells in the φ-direction. The detector in the endcap region consists of 228 counter mo-
dules arranged in 5 concentric layers. The counter modules point to the interaction region. The
arrangement of the counter modules is shown in Figure 3.12. The counter modules consist of
layers of silica aerogels arranged in aluminum boxes of 12× 12× 12cm3 in size. The refrac-
tive indices of the silica aerogels are 1.010 ≤ n ≤ 1.030 and depend on the polar angle. The
Cˇerenkov light is detected by fine-mesh photomultipliers attached to the aluminum boxes.
Based on measurements by the ACC only, the particle identification for particle momenta
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up to 4GeV/c has a kaon identification efficiency of more than 80% with an associated pion
misidentification rate of 10% or below.
A detailed description of the ACC operated in the Belle experiment and its performance is
given in References [77, 83].
3.3.6 Time-of-Flight Counter
The time-of-flight (TOF) detector system measures the time particles need to travel from the
interaction point to a TOF module. Combined with momentum measurements, it contributes
to the identification of particles, in particular to discriminate between pi± and K± mesons. The
TOF is sensitive to charged particles with momenta less than 1.2GeV/c and is thus comple-
mentary to the ACC. In addition, the TOF provides fast timing signals for the trigger system.
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Figure 3.13: Layout of a module of the TOF detector system [77].
The TOF modules consist of plastic scintillation counters attached to photomultiplier tubes,
see Figure 3.13. In total, 64 TOF modules are placed in the barrel region of the detector. The
radial distance to the interaction point is 1.2m. The TOF covers a polar angle of 34◦ < θ < 120◦
and has a time resolution of approximately 100ps.
The mass m of a particle is related to the measured time-of-flight T by
m =
p
c
√(cT
L
)2
−1 , (3.7)
where p denotes the momentum of the particle measured by the CDC and SVD and L denotes
the helical distance traveled by the particle from the interaction point to the TOF module. The
mass distribution obtained from TOF measurements in combination with momentum measu-
rements by the CDC for hadronic events and the resulting separation of pi± and K± mesons and
protons is shown in Figure 3.14.
A detailed description of the TOF operated in the Belle experiment and its performance is
given in References [77, 84].
3.3.7 Electromagnetic Calorimeter
The electromagnetic calorimeter (ECL) measures the energy and the position of electromagne-
tic showers caused by photons and electrons in cascades of bremsstrahlung and pair produc-
tion processes. It has to provide a high energy resolution over a wide range of energies from
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Figure 3.14: Mass distribution obtained by time-of-flight measurements of particles with mo-
menta below 1.2GeV/c on data (data points with errorbars) and distribution according to Mon-
te Carlo simulations (yellow histogram) [77].
20MeV/c2 up to 8GeV/c2. The ECL has to detect low-energy photons originating from the
end products of cascade decays involving pi0 and η mesons and high-energy photons origina-
ting directly from B decays, such as e.g. in B0→ K∗0γ. In addition, luminosity measurements
and calibrations are performed by the ECL in Bhabha and in e+e−→ γγ processes.
Figure 3.15: Geometry and arrangements of CsI(Tl) crystals in the ECL [77].
The ECL consists of segmented arrays of counters constructed from 8376 scintillating cesi-
um iodide crystals (CsI(Tl)) doped with thallium as wavelength shifter and pairs of silicon PIN
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photodiodes for readout. In the barrel part of the ECL, 6624 crystals are placed. The forward
and backward endcaps contain 1152 and 960 crystals, respectively. The ECL covers a polar an-
gle of 12◦ < θ < 155◦. The crystals are arranged with a small tilt of approximately 1.3◦ to 4.0◦
in the φ- and θ-directions to prevent photons to escape through the gaps between the crystals.
The geometry of the ECL and the arrangement of the crystals is shown in Figure 3.15.
The CsI(Tl) crystals in the barrel region have forward and backward faces of 5.5cm×5.5cm
and 6.5cm×6.5cm and are 30cm long, corresponding to 16.2 radiation lengths (X0) for pho-
tons and electrons. The crystals in the endcaps have edge lengths of the surfaces with dimen-
sions between 4.5cm and 8.2cm. The size of the crystals are chosen by the requirement, that
approximately 80% of the total energy deposit of a photon entering through the center of the
front face has to be contained within the crystal.
The ECL has an energy resolution of
σE
E
=
(
1.34⊕ 0.066
E
⊕ 0.81
E1/4
)
% , (3.8)
where the energy E is measured in units of GeV. The energy resolution is limited by electronic
noise, contributing to the first term, and by shower leakage fluctuations, contributing to the
second and third term.
An experimental Mγγ spectrum in the mass region of pi0 and η mesons obtained on hadronic
data by the ECL is shown in Figure 5.4. The mass resolution for pi0 and η mesons is approxi-
mately 5MeV/c2 and 12MeV/c2, respectively.
In addition to energy measurements, the ECL contributes to the particle identification of
electrons. Charged particles different from electrons, such as pi± and K± mesons, deposit less
energy than electrons in the ECL. These particles can be distinguished from electrons by the
differences in shower shapes, e.g. measured by the ratio of shower energies E9/E25 in 3× 3
and 5×5 crystal arrays, and by the ratio of energy deposit to momentum E/p, that is close to
unity for electrons and small other particles.
A detailed description of the ECL operated in the Belle experiment and its performance is
given in References [77, 85].
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3.3.8 Superconducting Solenoid Magnet
The superconducting solenoid provides a magnetic field of 1.5T in a cylindrical volume 3.4m
in diameter and 4.4m in length. It covers all detector components except the KLM, that is
located outside of the solenoid in the iron structure of the Belle detector. The iron structure
also serves as return path for the magnetic flux.
Figure 3.16: Overview of the superconducting solenoid and cross-section of a coil [77].
The superconducting coil consists of a niobium-titanium-copper (NbTi/Cu) alloy, that is
stabilised by aluminum and cooled by liquid helium. The dimension of the conductor is 3mm×
33mm. The coil has a nominal current of 4400A and stores an energy of 35MJ. An overview
over the superconducting solenoid and a cross-section of the coil is shown in Figure 3.16.
A detailed description of the superconducting solenoid is given in Reference [77].
3.3.9 K0L and Muon Detector
The K0L and muon detector (KLM) is the detector component located most outside and is
designed to identify long-living neutral kaons and muons. The KLM uses the iron structure of
the Belle detector as absorber material and covers a polar angle of 20◦ < θ < 155◦. The KLM
detector is composed of alternating layers of 4.7cm thick iron plates and superlayers containing
resistive plate counters (RPC) capable to detect charged particles. The barrel (endcap) region
contains 14 iron layers and 15 (14) RPC superlayers.
The superlayers are composed of two glass-electrode RPC modules with high bulk resisti-
vity (≥ 1010Ωcm) separated by a gas-filled gap. A charged particle passing the gap initiates a
streamer in the gas. The streamer in the gas causes a local discharge of the plates, that induces
a signal on the external readout strips along the θ- and φ-directions. The cross-section of a RPC
superlayer in the KLM detector is shown in Figure 3.17.
In addition to the 0.8 interaction lengths provided by the ECL, the iron absorber of the KLM
provides 3.9 interaction lengths of material to convert K0L mesons into showers of ionising
particles. The KLM measures the location of the showers and thus the flight direction of the
K0L mesons. Due to large fluctuations in the size of the showers, the KLM is not capable of
providing useful measurements of the K0L energy.
Muons of sufficient energy are able to completely pass the KLM. Muons are identified by
detection of particles, that penetrate several layers of the KLM and that are matched to re-
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Figure 3.17: Cross-section of a RPC superlayer in the KLM detector [77].
constructed tracks. For particle identification, muons are discriminated from charged hadrons,
such as pi± and K± mesons. As a consequence of the lack of strong interaction, muons travel in
average longer distances and have smaller deflections in the KLM. For particles with momenta
of 1.5GeV/c, the muon identification efficiency is better than 90% with a misidentification
rate of less than 5%.
A detailed description of the KLM operated in the Belle experiment and its performance is
given in References [77, 86].
3.3.10 Trigger and Data Acquisition System
The acquisition and the storage of data recorded by the Belle detector is controlled by the
trigger system. On the basis of fast signals from the subdetectors, the trigger system decides,
whether an event is of interest for physics and has to be integrated and recorded by the da-
ta acquisition system (DAQ) for analyses at a later stage, or should be discarded. Processes
of interest for physics analyses are e.g. hadronic Υ(4S) decays or hadronic continuum events,
events containing µ- and τ-pairs, events containing Bhabha scattering or two photon processes.
During the normal operation of data taking, events that are discarded and not recorded are be-
am related background events caused by e.g. synchrotron radiation or interactions of the beam
with residual gas in the beam pipe, and background events caused by cosmic rays.
The cross-sections and rates of physical processes at an instantaneous luminosity of L =
1034cm−2s−1 are summarised in Table 3.1. The total rate of physics processes is approximately
100Hz at this luminosity. The rate of the beam background is in the order of 120Hz and
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Physics process Cross-section (nb) Rate (Hz)
Υ(4S)→ BB¯ 1.2 12
e+e−→ qq¯ (q ∈ {u,d,s,c}) continuum 2.8 28
e+e−→ l+l− (l ∈ {µ,τ}) 1.6 16
Bhabha (θlab ≥ 17◦) 44 4.4 (a)
e+e−→ γγ (θlab ≥ 17◦) 2.4 0.24 (a)
2γ processes (θlab ≥ 17◦, pt ≥ 0.1 GeV/c) ≈ 15 ≈ 35
Total ≈ 67 ≈ 96
Table 3.1: Cross-sections and rates at an instantaneous luminosity of L = 1034cm−2s−1. The
superscript (a) indicates the values pre-scaled by a factor 1/100 [77].
depends highly on the accelerator conditions, such as the current and the focusing of the beams,
resulting in a total rate of 220Hz. At peak luminosities of L = 2×1034cm−2s−1 of the KEKB
accelerator, the event rates for physics and background processes are as high as 200Hz and
600Hz, respectively. The trigger system can handle rates up to 1200Hz and operates on average
at a trigger rate of 500Hz with an occupancy of 5%.
BELLE Detector ElectronicsHut
Level 1Trigger
OnlineFarm
Level 3Trigger
Rawdata
BELLE Computing System
Online
Of ine
Level 4Trigger ReconstructionClassif cation
DST
Online
Of ine
Online
Of ine
nl
Of ine
Figure 3.18: The Belle trigger system [77].
An overview of the Belle trigger system is shown in Figure 3.18. The trigger system is
subdivided into three different stages: the hardware Level-1 trigger, the online software Level-
3 trigger, and the offline software Level-4 trigger.
The Level-1 trigger system is shown in Figure 3.19. It consists of trigger systems of all sub-
57
3 The Belle Experiment
detectors, except the SVD, and a central trigger system, called Global Decision Logic (GDL).
The trigger systems of the subdetectors can be divided into two categories: triggers based
on detected tracks, and triggers based on energy measurements. For track based triggers, the
CDC provides signals of rφ- and z-hit measurements, the TOF provides timing information
and measurements of the topology and multiplicity of hits by charged tracks, and the KLM
provides information about muon candidates. For the energy based triggers, the ECL provides
complementary triggers sensitive to different kinds of hadronic events based on energy deposit
and cluster counting in the crystals. Additionally, the ECL and the EFC trigger Bhabha and
two photon events. The GDL processes in parallel trigger signals received by the subdetectors
within 1.85µs after the collision and provides a trigger decision 2.2µs after the collision. For
hadronic events, the GDL has four triggers: the two-track trigger, the three-track trigger, a trig-
ger based on cluster isolation, and a trigger based on the total energy deposit. By combining
these triggers, the GDL provides a trigger efficiency for hadronic events of more than 99%.
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Figure 3.19: The Level-1 trigger system [77].
The DAQ system collects the subdetector information for events specified by the Level-1
trigger. An overview of the DAQ system is shown in Figure 3.20. For signals received by the
sequence control (SEQ) from the GDL, the DAQ processes the data of the 7 subdetectors in
parallel and integrates them by an event builder into a data stream for the Level-3 trigger. The
typical size of hadronic events is approximately 30kB, corresponding to data transfer rates of
15MB/s.
The Level-3 trigger is realised by fast track finding algorithms running on an online farm
of computers. To reject background events originating e.g. from the beam background, the
Level-3 trigger requires events to contain reconstructed tracks with an impact parameter of∣∣∣dz∣∣∣ < 5cm with respect to the interaction point. This requirement results in a data reduction in
the order of a factor 2, while retaining an efficiency for hadronic events of more than 99%.
The Level-4 trigger processes the raw data offline and reduces it by applying a set of mi-
nimal selection requirements, such as impact parameters and thresholds of energy deposit.
For analyses, it provides fully reconstructed data sets containing, e.g. the momenta of recon-
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Figure 3.20: The DAQ system [77].
structed charged tracks, photon candidates from reconstructed clusters in the ECL and particle
identification information.
A detailed description of the trigger and DAQ systems operated in the Belle experiment is
given in References [87, 88, 89].
3.3.11 Illustration of a Reconstructed B0→ D*±D∓ Event
As an example of the interplay of the individual subsystems of the Belle experiment, a hadronic
event recorded by the detector is shown in Figure 3.21. The event contains a reconstructed
B0→ D∗±D∓ candidate and is associated with a high signal probability. The signal decay has
been reconstructed in the decay chain
D+→ K−pi+pi+
B0→D∗−D+
D∗−→ D¯0 pi−soft
D¯0→ K+pi−pi0
pi0→ γγ,
where the red and blue color denote the assignment tracks in the reconstruction to the detected
final-state particles. Furthermore, the figure contains a visualisation of the recorded raw data
such as the hits detected in the SVD, the drift times measured by the CDC and the energy
deposit measured by the ECL.
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BELLE
(a) Projection in xy of the SVD subdetector.
(b) Projection in xy of the ECL, CDC and SVD subdetectors.
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(c) Projection in yz of the SVD subdetector.
(d) Projection in yz of the ECL, CDC and SVD subdetectors.
Figure 3.21: Illustration of an event containing a B0 → D∗−D+ →[(
K+pi−
(
γγ
)
pi0
)
D¯0
pi−soft
]
D∗−
(
K−pi+pi+
)
D+ candidate associated with a high signal probabili-
ty. The event has been recorded by the Belle detector on 2nd May 2008.
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4.1 Vertex Reconstruction
The reconstruction of decay vertices is of substantial importance in time-dependent measu-
rements. The time-dependent measurements at the B-factory experiments are performed by
translating the difference of reconstructed decay vertices with the known Lorentz boost of the
asymmetric energy e+e−-colliders into a proper decay time difference of the two produced B
mesons. See the illustration of the principle of time-dependent measurements in Figure 2.8.
In the following, the procedures to determine the vertex of the fully reconstructed meson on
the signal-side, referred to as Brec, and the vertex of the accompanying meson on the tagging-
side, referred to as Btag, are described.
On the signal-side decay chains such as below occur:
K0S→ pi+pi−
D−→ K0S pi−
Brec→D∗+D− (4.1)
D∗+→ D0 pi+soft
D0→ K−pi+pi0
pi0→ γγ
To determine the decay vertex of the Brec meson, the full decay chain is reconstructed from
the right-hand side to the left. Starting with the final-state particles associated with measure-
ments by the detector, e.g. charged kaons, charged pions or neutral particles such as photons,
virtual particles such as pi0, K0S, D
0, D−, D∗+ and Brec mesons are formed.
In the combination of virtual particles, information on their decay products has to be merged
in a way that the original measurements and their uncertainties are propagated through the de-
cay chain. Furthermore, in the combinations information is added by application of constraints
that include knowledge of the underlying physical processes.
In the example of the decay chain given above, several constraints are applied:
1. The reconstruction of the decay vertex of a particle itself involves constraints by requi-
ring that the daughter particles intersect at a common point in space.
2. For neutral particles with imprecise position information such as in reconstruction of
pi0 mesons from two photons, constraints on invariant masses are applied in addition to
vertex constraints. This improves the energy resolution of the reconstructed particles.
3. Particles such as soft pions from D∗+ decays are constrained to pass through a previously
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and independently determined vertex. This constraint improves the momentum resoluti-
on of the soft pion and consequently the resolution of the mass difference ∆MD∗+−D0/+ .
4. B mesons originate from the interaction region. Therefore the resolution of reconstructed
B decay vertices can be improved by constraints that include information on the position
of the interaction point.
4.1.1 Description of the Vertex Reconstruction Algorithm
The vertex reconstruction is realised by a kinematic fit in a least-squares approach that includes
the constraints as Lagrange multipliers.
Assuming that constraints can be expressed in a set of r vanishing equations of the form
H (α,v) = 0, then a χ2 function for a vertex constraint to an unknown position can be written
generally as
χ2 = (α−α0)T V−1α0 (α−α0) + (v−v0)T V−1v0 (v−v0) +λTH (α,v) , (4.2)
where α = (α1,α2, ...,αn) denotes a vector containing the parameters of n tracks and v =
(v1,v2,v3) a vector of a common space point to which the tracks are required to pass. α0 and
v0 contain the initially unconstrained values and the matrices Vα0 and Vv0 the corresponding
covariances.
Depending on the form of H (α,v), the Lagrange multipliers introduce non-linearities to the χ2
function. An approach for finding a solution in that case is to linearise H (α,v) and to solve the
linearised approximation [90].
H (α,v) can be linearised by expanding around αA and vA:
0 = H (αA,vA) +
∂H (α,v)
∂α
∣∣∣∣∣∣α=αAv=vA (α−αA) +
∂H (α,v)
∂v
∣∣∣∣∣∣α=αAv=vA (v−vA) (4.3)
= d + Dδα+ Eδv (4.4)
The overall χ2 function then adopts the following form:
χ2 = (α−α0)T V−1α0 (α−α0) + (v−v0)T V−1v0 (v−v0) + 2λT (Dδα+ Eδv + d) (4.5)
In the example of n charged particles in a solenoid magnetic field, the constraints can be
derived from the equations of motion governed by the Lorentz force. In a helical track parame-
terisation, the position along the trajectory is not constrained and in this case two constraints
per track would enter Equation 4.5 and reduce the number of unknowns by 2n.
Equation 4.5 can be solved analytically with respect to a minimum. But due to the lineari-
sation of H (α,v) the minimisation of the χ2 has to be repeated iteratively by choosing suitable
expansion points αA and vA until a convergence is reached.
Detailed description of different constraints used in the vertex reconstruction and the deri-
vation of solutions in terms of minima of χ2 functions with respect to α and v are given in
Reference [91].
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4.1.2 IP Tube Constraint
In the vertex reconstruction of B mesons constraints containing information about the inter-
acting region such as the position and the profile of the interaction point (IP) are applied to
improve the resolution.
The position and the profile of the IP is determined by combination of measurements on
an event-by-event basis by the Belle detector and by information of the KEKB accelerator. In
regular ranges of the order of 104 collected events, charged tracks passing the selection requi-
rements for hadronic data are extrapolated to the IP position and monitors of the accelerator
measure the beam spread. The uncertainty on the beam conditions by the accelerator is very
low in y direction and very large in z direction. The IP profile is obtained by combining the
above information in a 3-dimensional fit of a Gaussian. The IP profile is additionally smeared
by 21µm in the xy plane to account for the transverse decay length of B mesons. The typical
resolutions are σx ≈ 100µm, σy ≈ 5µm and σz ≈ 3cm.
Figure 4.1: Illustration of the IP tube. In the reconstruction of B meson decay vertices a cons-
traint along the beam axis with a Gaussian smearing in the transverse plan is applied to include
information about the interaction region and consequently to improve the resolution.
In previous Belle measurements, a 3-dimensional Gaussian corresponding to the interaction
point and its finite resolution represented by the IP profile were used as a constraint in the
reconstruction of B meson vertices. This procedure caused a bias in the reconstructed ∆z dis-
tributions. To avoid this bias, the constraint in z direction is loosened in the present analysis.
The vertex position is constrained to a line along the beam axis with a Gaussian smearing in
the transverse plane as illustrated in Figure 4.1. Due to its shape the constraint is called IP tube.
In addition, the constraint allows to reconstruct B meson decay vertices from single tracks.
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Figure 4.2: Distributions of the uncertainties σz of reconstructed decay vertices for (a) B0 →
D+s D
− decays and (b) Btag mesons on tagging-side obtained on data. The inset plot (c) shows
the uncertainties of Btag decay vertices reconstructed from single tracks.
In the present analysis, the inclusion of single track vertices results in a gain in efficiency of
about 15%.
4.1.3 B Meson Vertex Reconstruction on Reconstruction- and on Tagging-side
The decay vertex of Brec mesons on reconstruction-side is obtained by a kinematic fit of two D
mesons to a common vertex with IP tube constraint applied. The reconstructed D mesons are
required to have passed successfully a previous vertex fit as outlined in the example of a decay
chain above. In case of B0→D∗+D− decays, the D daughter of the D∗+ is chosen as one of the
two D mesons. Information from D∗+ and soft pions from D∗+ decays is neglected, because
D∗+ mesons decay almost instantaneously close to the Brec vertex and the measurements of
track parameters of the soft pions are associated with large uncertainties. The ∆z resolution on
reconstruction-side is approximately 70µm. Figure 4.2(a) shows the distributions of uncertain-
ties of reconstructed vertices on signal- and tagging-side for B0→D+s D− decays of the related
control sample obtained on data.
The decay vertex of Btag mesons on tagging-side is reconstructed in an inclusive approach
by a kinematic fit to a common vertex of all remaining charged tracks which are not assigned
to the Brec meson. The selection of remaining tracks may contain tracks which originate from
displaced vertices of long-living secondary particles. In an iterative approach, tracks which
cause large χ2 contributions are removed and the tagging-side vertex fit is repeated to reduce
the effect of non-primary particles. On tagging-side, the IP tube constraint improves the reso-
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lution from approximately 180µm to 130µm. The resolution for vertices constructed by single
tracks is approximately 270µm. The distributions of uncertainties of vertices on tagging-side
reconstructed from multiple and single tracks are shown in Figure 4.2(b) and (c).
4.1.4 Quality of Vertex Fits
The optimisation of a χ2 condition does not only provide an estimator for the measured quan-
tities, but the χ2 value itself can be used to indicate the quality of the fit result. Under the
assumption that the model is correct, the χ2 value can be translated into a probability that the
hypothesis would yield the measured quantities.
This information can be used to improve the model description of resolution effects. In Sec-
tion 4.2 it is described, how the quality of the signal-side and tag-side vertex fits are included
into the resolution functions and consequently provide a better modelling of the proper decay
time difference distributions.
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Figure 4.3: Distributions of the vertex fit quality indicators χ2 and h as a function of the B
decay length in z direction for simulated B0→ D+D− decays.
Figure 4.3(a) shows the χ2 dependence on the B decay length. The χ2 exhibits a clear cor-
relation with the decay length, which originates from the IP constraint in the transverse plane.
If the χ2 value would be used directly in the resolution functions, then the correlation would
cause that long-living B mesons have on average larger χ2 values and these events would enter
the fit with a lower weight due to their worse resolution, compare Equation 4.9. Consequently
in measurements of e.g. B meson lifetimes, the correlation would lead to a systematic bias
towards smaller lifetimes than expected.
An uncorrelated quantity can be constructed by utilising the linearity of the χ2 with respect
to its individual contributions. By removing the contribution of the IP tube constraint, the
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reduced quantity, denoted by h, depends only on the contributions of the tracks:
1
ndf χ
2
tracks =
1
ndf
(
χ2vertexfit−χ2IPtube
)
≈ 12ntrk−2
∑
i
χ2i-th track C h (4.6)
The variable h is only defined for vertices reconstructed from multiple tracks and not for
vertices reconstructed from single tracks.
Figure 4.3(b) shows the dependence of h on the B decay length. In contrast to the conven-
tional χ2 no correlation with the flight length can be found.
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Figure 4.4: Distributions of vertex fit quality indicator h for decay vertices on reconstruction-
and on tagging-side for simulated B0→ D+D− decays.
The distributions of the vertex fit quality indicator h for vertices on signal- and tagging-side
are shown in Figure 4.4. On tagging-side there is a cut at h = 25 visible, because the variable
is used to reject tracks of long-living secondary particles.
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4.2 Resolution Functions
Due to the low Lorentz boost of the asymmetric energy e+e−-colliders, the spatial separation
of B mesons created at the B factory experiments is of the same order as the resolution of the
reconstructed decay length differences. As a consequence the understanding and the model
description of experimental resolution effects is essential for time-dependent measurements.
In the following, a detailed summary of the modelling of resolution effects is given. The
summary follows partly discussions in References [92, 93], but provides a full description of
the improved resolution functions developed at the Belle experiment in the year 2011. It fo-
cuses on functions and parameters relevant for the time-dependent measurements performed
in the present analysis and gives examples obtained from B0→ D+D− decays. The numerical
values of all resolution function parameters are summarised in Table 4.1.
The signal probability density functionPsig entering the likelihood function in time-dependent
measurements is the convolution of a probability density function Psig, that describes the decay
time difference distribution of the physical process, with a resolution functionRsig,
Psig (∆t) =
+∞∫
−∞
Psig
(
∆t′
)Rsig (∆t−∆t′) d(∆t′). (4.7)
The resolution functionRsig is composed of the convolution of four different contributions,
Rsig (∆t) =
+∞$
−∞
Rrecdet
(
∆t−∆t′)Rtagdet (∆t′−∆t′′)
Rnp (∆t′′−∆t′′′)Rk (∆t′′′) d(∆t′)d(∆t′′)d(∆t′′′).
(4.8)
The functions Rrecdet and R
tag
det model the detector resolution, which affect the measurements of
B meson decay vertices on reconstruction- and on tagging-side. Rnp accounts for a smearing
occurring in the vertex reconstruction on tagging-side that is caused by the inclusion of tracks
that originate from long-living secondary particles, e.g. from K0S mesons or charm decays. The
term Rk takes into account the kinematic approximation that the B mesons are in rest in the
center-of-mass system.
4.2.1 Detector Resolution
The finite resolution of the detector in particular of that components involved in the track re-
construction cause a broadening in the measurement of decay vertices on reconstruction-side
zrec and on tagging-side ztag.
The δzrec = zfitrec−zgenrec residual vertex distribution of simulated B0→ D+D− decays and the
projection of a fit of the sum of two Gaussian functions with constant width is shown in Fi-
gure 4.5(a). The Gaussian functions do not describe the residual distributions properly. As a
consequence the detector resolution function Rdet is formulated in an approach, in which the
resolution is parameterised by usage of event-by-event information.
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Figure 4.5: Residual distribution for vertices on reconstruction-side and projections of (a) the
fit of the sum of two Gaussian functions and (b) the detector resolution function Rrecdet for
simulated B0→ D+D− decays.
The dependence of the
(
zfit−zgen
)
/σzfit pull distributions on the vertex fit quality indicator h
reconstructed from multiple tracks for several decay modes is shown in Figure 4.6(a) and the
dependence on tagging-side is shown in Figure 4.6(b). The pull distributions for similar values
of the vertex fit quality indicator h can be parameterised by a single Gaussian distribution.
In addition, the widths of the pull distributions exhibit a linear dependence on h. Therefore
the detector resolution function Rq,multipledet for vertices reconstructed from multiple tracks is
parameterised as
Rq,multipledet
(
δzq
)
= G
(
δzq;
(
s0q + s
1
q h
)
σzq
)
with q ∈ {rec, tag} . (4.9)
The scale factor s0q is in the ideal case equal to one, but can adopt different values due to
experimental inaccuracies, e.g. caused by non-Gaussian uncertainty distributions of the helix
parameters. The scale factor s1q is given by the slope of the linear dependence of the vertex fit
uncertainties σzfit on h.
In earlier implementations of resolution functions at the Belle experiment, different vertex fit
quality indicator quantities were used. In these implementations, the linear relation was depen-
dent on the reconstructed decay mode and thus required different scale factors. In the present
implementation, the resolution functions parameterised by the vertex fit quality indicator h are
independent of the reconstructed decay mode. This is demonstrated in Figure 4.6(a) by the si-
milar linear dependence of the pull distributions for B0→D+D−, B0→D∗+D−, B0→D∗+D∗−
and B0→ pi+pi− decays.
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Figure 4.6: Dependence of the
(
zfit− zgen
)
/σzfit pull distributions on the vertex fit quality indi-
cator h for vertices on (a) reconstruction- and on (b) tagging-side. The left plot demonstrates
that the resolution model is independent of the particular reconstructed decay mode.
The residual vertex distributions on reconstruction- and on tagging-side and the correspon-
ding projections of the resolution functions Rrec,multipledet and R
tag,multiple
det are shown in Figu-
re 4.5(b) and Figure 4.7(a). In the latter, the distributions are obtained from Monte Carlo
simulations, in which long-living secondary particles are required to decays instantaneous-
ly to avoid smearing effects caused by the inclusion of non-primary tracks to the tag-side
vertex reconstruction. In both examples, the detector resolution function as defined in Equa-
tion 4.9 describes accurately the experimental distributions. The detector resolution on the
reconstruction-side is approximately 70 µm. The detector resolution on the tagging-side for
vertices reconstructed from multiple tracks without the effect of smearing due to non-primary
tracks is approximately 100 µm.
For decay vertices reconstructed from single tracks, the vertex fit quality indicator h is not
defined. In the present analysis, single track vertices are used only on the tagging-side. The
resolution function Rtag,singledet is parameterised by the sum of Gaussian functions with a width
that has a linear dependence on the vertex fit uncertainty σztag ,
Rtag,singledet
(
δztag
)
=
(
1− ftailtag
)
G
(
δztag; smaintag σztag
)
+ftailtag G
(
δztag; stailtag σztag
)
.
(4.10)
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Figure 4.7: Residual distributions and projections of the detector resolution function (a) Rtagdet
and (b) the convolutionRtagdet⊗Rnp for simulated B0→ D+D− decays. The left figure has been
generated by special Monte Carlo simulations in which secondary particles are required to
decay instantaneously. In comparison with the right figure, the effect of non-primary tracks on
the tag-side vertex reconstruction becomes apparent in the larger and asymmetric tails.
4.2.2 Smearing due to Non-Primary Tracks
The inclusion of charged tracks that originate from decays of long-living particles, such as K0S
mesons or particles with charm-quark content, causes a smearing in the reconstruction of the
vertex of the Btag meson on the tagging-side. This effect is studied by Monte Carlo simulations,
in which all secondary particles are required to decay instantaneously. The residual distribu-
tions obtained from such simulations is shown in Figure 4.7(a). In contrast, the distributions
from simulations containing long-living non-primary tracks show larger and asymmetric tails
as shown in Figure 4.7(b). The smearing reduces the resolution for vertices reconstructed on
the tagging-side from approximately 100 µm to 130 µm.
The resolution function Rnp, that accounts for the smearing effect due to the inclusion of
non-primary tracks, is composed of a prompt component modelled by a Dirac δ-function and
a non-prompt component,
Rnp
(
δztag
)
= fδ δDirac
(
δztag
)
+ (1− fδ)
[
fp Ep
(
ztag; c (βγ)Υ(4S) τ
p
np
)
+
(
1− fp
)
En
(
ztag; c (βγ)Υ(4S) τ
n
np
)]
.
(4.11)
The fraction fδ of the prompt and the fraction fp of the non-prompt components are fixed
to constant values. Their values depend on the presence of a high momentum lepton detected
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in the flavor tagging procedure. The non-prompt component allows for lifetime effects and is
modelled asymmetrically by the exponential functions Ep and En:
Ep (x; τ) =

1
τ
e−
x
τ if x > 0
0 if x ≤ 0
(4.12)
En (x; τ) =
 0 if x > 01
τ
e+
x
τ if x ≤ 0 (4.13)
For decay vertices reconstructed from multiple tracks, the effective lifetimes are given by
combinations of event-by-event vertex information such as h and σztag and a global scaling
factor sglobalnp :
τpnp = s
global
np
[
τ0p + τ
1
p
σztag
c(βγ)Υ(4S)
+ τ2p htag + τ
3
p
σztag
c(βγ)Υ(4S)
htag
]
(4.14)
τnnp = s
global
np
[
τ0n + τ
1
n
σztag
c(βγ)Υ(4S)
+ τ2n htag + τ
3
n
σztag
c(βγ)Υ(4S)
htag
]
(4.15)
For vertices reconstructed from single tracks the model is simplified by assuming constant
effective lifetimes τpnp and τnnp.
In Figure 4.7(b) the projection of the convolutionRtagdet⊗Rnp on the residual vertex distribu-
tions is shown for simulated B0→ D+D− decays.
4.2.3 Kinematic Approximation
The calculation of the proper decay time difference from reconstructed decay length diffe-
rences and the Lorentz boost of the Υ (4S), given by ∆t = zrec−ztagc(βγ)Υ(4S) , neglects the small but
non-zero momentum of the two B mesons in the center-of-mass frame. A resolution function
Rk which accounts for this effect can be derived from the two body kinematics of Υ(4S) decays.
The difference of ∆t from the true proper decay time difference ∆ttrue = trec− ttag is given by
x = ∆t−∆ttrue
=
zrec− ztag
c(βγ)Υ(4S)
−
(
trec− ttag
)
=
c(βγ)Brec trec− c(βγ)Btag ttag
c(βγ)Υ(4S)
−
(
trec− ttag
)
=
[ (βγ)Brec
(βγ)Υ(4S)
]
trec +
 (βγ)Btag(βγ)Υ(4S)
 ttag. (4.16)
The Lorentz boost factors (βγ)Brec and (βγ)Btag of the mesons on the reconstruction-side Brec
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and on the tagging-side Btag are related to the Lorentz boost factor (βγ)Υ(4S) of the Υ(4S) by
(βγ)Brec =
(βγ)Υ(4S) E
cms
Brec
+ (γ)Υ(4S) p
cms
Brec
cosθcmsBrec
mB
= (βγ)Υ(4S)
EcmsBrecmB + p
cms
Brec
cosθcmsBrec
(β)Υ(4S) mB

C (βγ)Υ(4S) (ak + ck) (4.17)
and (βγ)Btag = (βγ)Υ(4S)
EcmsBrecmB − p
cms
Brec
cosθcmsBrec
(β)Υ(4S) mB

C (βγ)Υ(4S) (ak− ck) , (4.18)
where EcmsBrec ≈ 5.292GeV, pcmsBrec ≈ 0.340GeV/c and cosθcmsBrec denote the energy, the momentum
and the cosine of the angle with respect to the beam axis of the reconstructed meson Brec in
the center-of-mass frame.
By applying the relations in Equations 4.17 and 4.18 to Equation 4.16, the difference x =
∆t−∆ttrue can be expressed as
x = (ak + ck−1) trec− (ak− ck−1) ttag. (4.19)
If a probability density function f
(
trec, ttag
)
for obtaining trec and ttag simultaneously can be
generally written as
f
(
trec, ttag
)
=
1
τ2B
e−
t+
τB g(t−) , (4.20)
where t+ = trec + ttag is the sum of proper decay times, t− = trec− ttag is the difference of proper
decay times, and g(t−) denotes any function depending on the proper decay time difference,
then the probability density F(x, ∆ttrue) for obtaining both x and ∆ttrue simultaneously is given
by
F(x, ∆ttrue) =
+∞∫
0
+∞∫
0
f
(
trec, ttag
)
δDirac
(
∆ttrue−
(
trec− ttag
))
δDirac
(
x−
[
(ak + ck−1) trec− (ak− ck−1) ttag
])
dtrec dttag
=
+∞∫
−∞
+∞∫
|t− |
1
2
1
τ2B
e−
t+
τB g(t−) δDirac (∆ttrue− t−)δDirac
(
x−
[
(ak−1) t−+ ck t+
])
dt+ dt−.
The probability density F(∆ttrue) for obtaining ∆ttrue is
F(∆ttrue) =
+∞∫
0
+∞∫
0
f
(
trec, ttag
)
δDirac
(
∆ttrue−
(
trec− ttag
))
dtrec dttag
=
+∞∫
−∞
+∞∫
|t− |
1
2
1
τ2B
e−
t+
τB g(t−)δDirac (∆ttrue− t−) dt+ dt−.
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The resolution function Rk (x) accounting for the kinematic approximation is defined by the
conditional probability for obtaining x at given ∆ttrue.
UsingRk (x) = F(x,∆ttrue)/F(∆ttrue),Rk (x) can be expressed as
Rk (x) =

Ep
(
x−
[
(ak−1)∆ttrue
]
+ ck|∆ttrue|; τB|ck|
)
if cosθcmsBrec > 0
δDirac
(
x− (ak−1)∆ttrue
)
if cosθcmsBrec = 0
En
(
x−
[
(ak−1)∆ttrue
]
+ ck|∆ttrue|; τB|ck|
)
if cosθcmsBrec < 0.
(4.21)
The distribution of x = ∆t− ∆ttrue and the projection of the resolution function Rk (x) for
simulated B0 → D+D− decays is shown in Figure 4.8. The resolution due to the kinematic
approximation is about 35 µm.
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Figure 4.8: Distribution of x = ∆t − ∆ttrue and projection of the resolution function Rk for
simulated B0→ D+D− decays.
The convolution of a true probability density function P(∆ttrue) with the resolution function
Rk (x = ∆t−∆ttrue) results in the expected theoretical ∆t distribution P(∆t). For example in a
lifetime measurement, the exponential probability density function is then
P(∆t,τB) =

1
2akτB
e−
|∆t|
(ak+ck)τB if ∆t ≥ 0
1
2akτB
e−
|∆t|
(ak−ck)τB if ∆t < 0.
(4.22)
The resolution functionRk in Equation 4.21 can be applied to any probability density func-
tion that can be written in the form in Equation 4.20. This includes the probability density
functions describing the distributions of physical processes in lifetime, B0B¯0 oscillation fre-
75
4 Analysis Methods
quency or CP violation measurements. Because Rk can be calculated analytically once one B
is fully reconstructed, it does not require additional resolution function parameters.
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4.3 Flavor Tagging
To perform time-dependent CP violation measurements, it is required to identify the flavor of
the accompanying B meson on the tagging-side, Btag. The identification is performed by infer-
ring the flavor content of Btag from its decay products. All final-state particles not assigned to
the fully reconstructed B meson on the signal-side, Brec, enter a procedure, referred to as flavor
tagging, in which algorithms estimate the flavor content on the basis of known possible decays.
In general, the identification of the flavor cannot be perfect for several reasons: due to the ex-
perimental conditions such as inefficiencies in the particle detection and identification, due to
the possibility of non-flavor specific decays and due to the limitations in the algorithms itself.
For these reasons the decisions for a flavor of the Btag mesons by the algorithms allow quan-
titative conclusions only in the statistical limit. More precisely, the flavor tagging algorithms
make only decisions for a fraction of B mesons. This is quantified by the tagging efficiency
ε. Additionally, only a fraction of the tagged B mesons are tagged correctly. The fraction of
events identified incorrectly is measured by the mistag fraction ω.
In Section 2.5, the probability density function defined in Equation 2.104 for Brec mesons
decaying to a CP eigenstate is derived from the coherent time evolution of two neutral B
mesons produced in Υ(4S) decays. The probability density function, denoted in the following
by Ptheory, depends on the flavor content of the accompanying B meson on the tagging-side and
is given by
Ptheory
(
∆t,q
)
=
1
4τB0
e−|∆t|/τB0
[
1 + q
(
S sin(∆m∆t)−C cos(∆m∆t))] , (4.23)
where q = +1 (−1) represents the b-flavor charge of the accompanying B meson tagged as a
Btag = B0 (B¯0). The probability density function Ptheory describes the proper decay time distri-
butions for Brec mesons, when the tagging decision is correct.
By allowing for incorrect flavor assignments and introducing the mistag fractions ωB0 and
ωB¯0 for B
0 and B¯0 mesons, the probability density function Pexp describing the experimental
proper decay time distributions in dependence of the b-flavor charge qmeas obtained by imper-
fect flavor tagging can be expressed as
Pexp
(
∆t,qmeas = +1
)
=
(
1−ωB0
)
Ptheory
(
∆t,qtrue = +1
)
+ ωB¯0 P
theory(∆t,qtrue = −1), (4.24)
Pexp
(
∆t,qmeas = −1) = ωB0 Ptheory(∆t,qtrue = +1)+ (1−ωB¯0)Ptheory(∆t,qtrue = −1). (4.25)
By defining ω B 12
(
ωB0 +ωB¯0
)
and ∆ω B 12
(
ωB0 −ωB¯0
)
, omitting the superscript labels, and
rearrangement of the terms, the probability density function describing the experimental proper
decay time distributions in the CP violation measurements defined as
P
(
∆t,q,ω,∆ω
)
=
1
4τB0
e−|∆t|/τB0
[
1−q∆ω
+ q(1−2ω)×
(
S sin(∆m∆t)−C cos(∆m∆t)
)]
. (4.26)
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In Equation 4.26, the amplitudes of the CP violation parameters are modified by a coefficient
of
(
1−2ω) which is less than one. As a consequence, the amplitudes of the observed CP vio-
lation parameters are diluted by this factor. Additionally, if taking into account the tagging
efficiency ε, the number of signal events needed to achieve a certain statistical significance in
a time-dependent CP violation measurement is proportional to the inverse of εeff B ε
(
1−2ω)2.
The quantity εeff can be used to quantify the performance of the flavor tagging procedure and
is called the effective tagging efficiency.
To allow for precise CP violating asymmetry measurements, the flavor tagging procedure
at the Belle experiment is optimised to achieve a high effective tagging efficiency εeff and low
uncertainties on the mistag fractions ω and ∆ω. In the determination of the flavor of the tagging
B meson from its decay products, the following categories are considered:
1. In b¯→ Xl+ν decays, the charge of the high-momentum lepton tags the b-flavor.
2. Sequential b¯→ c¯→ s¯ transitions are favored due to the involved CKM elements Vcb and
Vcs. Most of these cascades involve B0 → XK+ decays, where the charge of the kaon
tags the b-flavor.
3. In b¯→ c¯→ s¯ l−ν¯ transitions, the charge of the intermediate-momentum lepton tags the
b-flavor.
4. In B0→ XD(∗)pi+ decays, the charge of the high-momentum pion tags the b-flavor.
5. In B0 → XD∗− and subsequent D∗− → D¯0pi−soft decays, the charge of the soft pion tags
the b-flavor.
6. In b¯→ c¯→ s¯ transitions, Λ¯ baryons are created and tag the b-flavor.
The Belle flavor tagging algorithms assign the signed product q · r as a tagging decision in
a likelihood approach on an event-by-event basis. The value of q = +1 (−1) corresponds to a
B0 (B¯0) tag and the tagging quality variable r ranges from r = 0 (no flavor information) to r = 1
(unambiguous flavor information).
The flavor tagging procedure is realised in a two stage process by a likelihood approach.
The first stage operates on particle level. The final state particles are assigned to the categories
of lepton, kaon, pion or Λ candidates. In each category, discriminants such as charge, particle
identification information and kinematic and event shape quantities are used to identify the
flavor. The second stage operates on the event level. The categories from the first stage are
combined and correlations of possible multiple track-level tags are taken into account to as-
sign the signed product of q · r.
The q · r distributions for self-tagging B0→ D+s D− and B0→ D+s D∗− decays obtained from
data and from Monte Carlo simulations are shown in Figure 4.9. For both, B0 and B¯0 mesons,
the distributions obtained from data and from Monte Carlo simulations agree. The distributions
for B0(B¯0) mesons peak at +1(−1). The peak at +1(−1) is caused mainly by high-momentum
lepton tags in semileptonic decays, which allow to tag the B flavor nearly unambiguously. The
peak-like structure close to +0.7(−0.7) originates mainly from kaon tags. The involved decays
occur often, but the flavor information from the kaons is not as high as from the leptons and the
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Figure 4.9: The q · r distributions for B¯0 (left) and B0 (right) mesons. The points with error
bars are obtained from self-tagging B0 → D+s D− and B0 → D+s D∗− decays on data. The red
histograms are obtained from Monte Carlo simulations.
tagging decision has a larger uncertainty. A significant contribution to the peak close to zero is
caused by pions, which are the most frequent particles, but carry little flavor information.
For perfect calibration of the flavor tagging algorithms, the tagging quality variable r and
the mistag fraction ω are related by r = 1−2ω. For the calibration of the mistag fractions and
for the application of the flavor tagging algorithms in the measurements, the tagging quality
variable is subdivided into seven r intervals. The mistag fractions ω and the mistag fraction dif-
ferences ∆ω are determined by flavor-specific semileptonic B0→ D∗−l+νl decays. The results
from the calibration of the flavor tagging algorithms performed within the context of Belle’s
recent sin(2β) measurement in b→ cc¯s transitions [94, 95] are summarised in Table 4.2.
The effective tagging efficiency for data from the first period of the Belle experiment, re-
ferred to as SVD1, is εSVD1eff =
(
28.4±1.0 (stat.+ syst.))%, and for the second period, referred
to as SVD2, it is εSVD2eff =
(
30.1±0.4 (stat.+ syst.))%. For the final Belle data set, the effective
tagging efficiency of the flavor tagging algorithms is εeff =
(
29.9±0.4 (stat.+ syst.))%.
Sensitive tests for the validity and performance of the flavor tagger are mixing frequency
measurements of self-tagging decays. In Section 7.2.3, such measurements are performed as a
cross-check using the B0→ D+s D− and B0→ D+s D∗− control samples.
A detailed description of the flavor tagging algorithms applied in time-dependent measure-
ments at the Belle experiment is given in Reference [96].
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SVD1 SVD2
r-bin ω ∆ω ω ∆ω
0 ≤ r ≤ 0.1 0.5 0 0.5 0
0.1 < r ≤ 0.25 0.419+0.007−0.006 +0.057+0.009−0.009 0.419+0.004−0.004 −0.009+0.004−0.004
0.25 < r ≤ 0.5 0.330+0.007−0.006 +0.013+0.009−0.009 0.319+0.003−0.003 +0.010+0.004−0.004
0.5 < r ≤ 0.625 0.234+0.007−0.008 −0.015+0.010−0.010 0.223+0.004−0.003 −0.011+0.004−0.004
0.625 < r ≤ 0.75 0.171+0.007−0.006 −0.001+0.009−0.009 0.163+0.003−0.004 −0.019+0.004−0.005
0.625 < r ≤ 0.75 0.100+0.007−0.009 +0.009+0.009−0.009 0.104+0.003−0.004 +0.002+0.004−0.004
0.875 < r ≤ 1 0.023+0.004−0.005 +0.005+0.006−0.006 0.025+0.002−0.003 −0.004+0.002−0.002
Table 4.2: Mistag fractions ω and the mistag fraction differences ∆ω in intervals of the flavor
tagging quality variable r. The values of ω and ∆ω have been determined from control samples
in the calibration of the flavor tagging algorithms performed within the context of Belle’s
recent sin(2β) measurement in b→ cc¯s transitions [94, 95].
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4.4 Fit Models and Extraction of Signal in Time-Integrated
Measurements
In B0→D+D− and in B0→D∗±D∓ decays, the signal yields are extracted by two-dimensional
extended maximum likelihood fits to the distributions of the beam-energy-constrained mass
Mbc and of the energy difference ∆E. These are kinematic observables that utilise the unique
feature of e+e−-colliders that the initial energy of the events is known to high precision from the
experimental conditions of the accelerator. The beam-energy-constrained mass Mbc is defined
by
Mbc =
√
(E∗beam/c2)2− (p∗B/c)2, (4.27)
and the energy difference ∆E is defined by
∆E = E∗B−E∗beam, (4.28)
where E∗beam is the energy of the accelerator beam in the center-of-mass frame. The quantities
p∗B and E
∗
B denote the momenta and energy of reconstructed B
0 candidates in the center-of-
mass frame.
In the following, the signal and background parameterisations of the Mbc and ∆E distri-
butions are summarised and the fit procedure for the extraction of signal yields from data
distributions is described.
Probability Density Function for Signal in Mbc
For correctly reconstructed B0 decays, the Mbc distributions peak at the invariant mass of B
mesons of 5.279 GeV/c2. For B0 → D+D− and B0 → D∗±D∓ decays, the signal distributions
in Mbc are parameterised by a single Gaussian function.
Probability Density Function for Background in Mbc
For the background originating from continuum events and from combinatorial B decays, the
Mbc distributions are related to the phase space of the decays. The background distributions
are parameterised by an empirically determined threshold function introduced by the ARGUS
Collaboration [97]. The so-called ARGUS function is defined as
PARGUS
(
Mbc;α,E∗beam
)
= Mbc
√
1−
(
Mbc
E∗beam
)2
e
−α
(
1−
(
Mbc/E∗beam
)2)
, (4.29)
where the parameter α defines the shape of the distribution and E∗beam = 5.289 GeV/c
2 defines
the threshold, which corresponds to half of the center-of-mass energy.
Probability Density Function for Signal in ∆E
For correctly reconstructed B0 decays, the ∆E distributions peak at zero. For B0 → D+D−,
the signal distributions in ∆E are parameterised by the sum of two Gaussian functions with
common mean. For B0→ D∗±D∓, the ∆E distributions are asymmetric and have tails towards
lower values. The asymmetry is induced by decay modes that involve pi0 mesons in the recon-
struction. For this reason in B0 → D∗±D∓, the ∆E distributions are parameterised by the sum
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of a Gaussian function and an empirically determined function introduced by the Crystal Ball
Collaboration [98]. The so-called Crystal Ball function is related to the calorimeter resolution
and accounts for tails caused by radiative decays. It is defined as
PCB (∆E;E0,σ,α,n) =

e−
(∆E−E0)
2σ2 if ∆E > E0−ασ(n
α
)n
e−α
2
2
(
E0−∆E
σ
+
n
α
−α
)−n
if ∆E ≤ E0−ασ,
(4.30)
where E0 and σ denote the mean and the width of the distribution. The Crystall Ball function
is basically a Gaussian function that undergoes a transition to the distribution of a power law
in dependence on the parameters α and n.
Probability Density Function for Background in ∆E
For the background originating from continuum events and from combinatorial B decays, the
∆E distributions increase for decreasing ∆E values. The background distributions are parame-
terised by a linear function.
Extended Likelihood Function
The extended likelihood function is constructed from the probability density functions for the
signal and background components and poisson factors to estimate the signal and background
yields [99],
L = e
−(Nsig+Nbkg)
N!
N∏
i=1
{
NsigPsig(Mbc,∆E)+ NbkgPbkg(Mbc,∆E)}. (4.31)
The two-dimensional probability density functions Psig (Mbc,∆E) and Pbkg (Mbc,∆E) are com-
posed of the products of the corresponding one-dimensional Mbc and ∆E functions.
In the two-dimensional fits to the Mbc and ∆E distributions, the shape parameters of the si-
gnal components in B0→D+D− (B0→D∗±D∓) are fixed to values obtained from B0→D+s D−
(B0 → D∗+D∗−) data distributions, where the relative widths and fractions of the signal com-
ponents in ∆E are fixed to values obtained from Monte Carlo simulations. The agreement
in the signal parameterisation between the B0 → D+s D− (B0 → D∗+D∗−) control samples and
B0 → D+D− (B0 → D∗±D∓) decays has been verified by Monte Carlo simulations. The fit
procedures are validated by ensemble tests and measurements on inclusive Monte Carlo simu-
lation samples and data distributions in Chapter 6.
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4.5 Likelihood Function of Proper Decay Time Difference
Distributions
The time-dependent analyses are performed by maximising a likelihood function with respect
to the quantities to be measured, for example lifetimes, oscillation frequencies or CP violating
asymmetries. The likelihood function is constructed from the probability density functions of
signal, background and outlier components, describing the experimental proper decay time
difference distributions of N measurements,
L =
N∏
i=1
{(
1− fol
) [(
1− fisig
)
P ibkg
(
∆t
)
+ fisigP isig
(
∆t
)]
+ folP iol
(
∆t
)}
. (4.32)
The probability density function for signal Psig is a convolution of a probability density func-
tion Psig motivated by the underlying physical processes with a resolution function Rsig to
account for the finite vertex resolution. Because of the importance of resolution effects in time-
dependent measurements at the Belle experiment, the resolution functions contributing toRsig
are described in detail in Section 4.2. In the present analysis, Psig describes lifetime distribu-
tions of untagged B meson decays, neutral B meson oscillation distributions of flavor specific
decays, or distributions of decays that allow to extract CP violating parameters. The signal
probability density functions relevant for the present analysis are introduced in Section 4.5.1.
The probability density function for background decays Pbkg is similar to that of signal
decays parameterised as the convolution of a probability density function Pbkg motivated by
the underlying physics with a resolution functionRbkg, see Section 4.5.3.
A contribution of events with large ∆t is considered as outliers and its parameterisation by
the function Pol is described in Section 4.5.4.
The evaluation of the signal probability fsig on an event-by-event basis is explained in Sec-
tion 4.5.5.
4.5.1 Probability Density Function of Signal
The probability density functions for signal Psig are given by the underlying physics of the
particular microscopic process. In the present analysis, the processes cover the parameterisa-
tion of exponential decays for the description of lifetime difference distributions of untagged
decays, the parameterisation of neutral B meson oscillations allowing for the measurements of
B0-B¯0 mixing-frequencies in self-tagging decays and the parameterisation of decays that allow
to extract CP violating asymmetries.
In the following, the different types of signal probability density functions Psig used in the
time-dependent measurements of the present analysis are defined.
Probability Density Function for Lifetime Measurements
The probability density function describing the proper decay time differences between two B0
or B+ mesons from Υ(4S) decays follows an exponential decay with lifetimes τB0 or τB+ ,
Psig
(
∆t;τB0/+
)
=
1
2τB0/+
e−|∆t|/τB0/+ . (4.33)
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Probability Density Function for Lifetime and Mixing-Frequency Measurements
The B0-B¯0 oscillation measurements utilise the coherent time evolution of neutral B mesons
from Υ(4S) decays described in Section 2.5. If the Brec meson is reconstructed in a flavor speci-
fic decay such as B0→D+s D− or B0→D+s D∗−, where the D+s (D−s ) tags the flavor of Brec at the
time of its decay as a B0 (B¯0), and the flavor of the accompanying Btag meson is determined by
its decay products, then it is possible to determine the B0-B¯0 mixing frequency ∆m from the
measurements of the proper decay time difference of both neutral mesons.
The probabilities to observe an initially pure meson B0 at time t > 0 without mixing as
a B0 or with mixing as a B¯0 are defined in Equations 2.74 and 2.75. Adapting the mixing
probabilities to the above described case of two neutral mesons from Υ(4S) decays, results in
the following probabilities to find Brec and Btag mesons with same flavor (SF) content or with
opposite flavor (OF) content as a function of ∆t:
PSF
(
∆t;τB0 ,∆m
)
=
1
4τB0
e−|∆t|/τB0
[
1− cos(∆m∆t)] (4.34)
POF
(
∆t;τB0 ,∆m
)
=
1
4τB0
e−|∆t|/τB0
[
1 + cos
(
∆m∆t
)]
(4.35)
Equations 4.34 and 4.35 describe the proper decay time difference distributions of events, in
which the assignment of same or opposite flavor content is correct. To take into account the
experimentally imperfect flavor tagging decisions and to allow for wrong flavor assignments,
the distributions need to be modified. Events with same sign (SS) or opposite sign (OS) of the
flavor tagging decision and of the charge of the D+s meson are described by
PSS
(
∆t;τB0 ,∆m
)
=
(
1−ωSS)PSF +ωOSPOF (4.36)
POS
(
∆t;τB0 ,∆m
)
=
(
1−ωOS)POF +ωSSPSF, (4.37)
where ωOS and ωSS denote the fractions of wrong flavor tagging decisions in SS and OS events.
Expressing ωOS and ωSS by ω and ∆ω and the rearrangement of Equations 4.36 and 4.37 result
in the probability density functions PSS/OSsig entering the likelihood function in the measure-
ments of lifetimes and mixing-frequencies:
PSSsig
(
∆t;τB0 ,∆m
)
= 14τB0
e−|∆t|/τB0
[
1−
(
1−2ω
)
cos
(
∆m∆t
)]
(4.38)
POSsig
(
∆t;τB0 ,∆m
)
= 14τB0
e−|∆t|/τB0
[
1 +
(
1−2ω
)
cos
(
∆m∆t
)]
(4.39)
Probability Density Function for CP Violation Measurements in B0→ D+D- Decays
The probability density function describing the proper decay time difference distribution of
events, where one B meson decays to a CP eigenstate, such as in B0→ D+D−, and the accom-
panying B meson on the tagging-side is tagged with q = +1 (−1) as a B0 (B¯0), is dependent on
the mixing-induced CP violation SD+D− and the direct CP violation CD+D− . In Section 2.5, the
probability density function is derived from the coherent time evolution of entangled B0-B¯0
pairs created from Υ (4S) decays. The effect of incorrect flavor assignments on the probability
85
4 Analysis Methods
density function for CP violating asymmetry measurements is demonstrated in Section 4.3.
The probability density function, accounting for incorrect flavor assignments by the wrong tag
fractions ω and wrong tag fraction differences ∆ω, is
Psig (∆t;SD+D− ,CD+D−) = 14τB0
e−|∆t|/τB0
[
1−q∆ω+ q(1−2ω)
×
(
SD+D− sin(∆m∆t)−CD+D− cos(∆m∆t)
)]
. (4.40)
Probability Density Function for CP Violation Measurements in B0→ D*±D∓ Decays
The decays of B0 → D∗+D− and B0 → D∗−D+ are individually no CP eigenstates. The time-
dependent decay rate accounts for four flavor-charge configurations and is given in Equati-
on 2.117. After the inclusion of the effects of incorrect flavor assignments, the corresponding
signal probability density function can be written as
PD
∗±D∓
sig
(
∆t;AD∗D,SD∗D,CD∗D,∆SD∗D,∆CD∗D) =(
1±AD∗D) 18τB0 e−|∆t|/τB0
×
{
1−q∆ω+ q(1−2ω)[(SD∗D±∆SD∗D)sin(∆m∆t)
−
(
CD∗D±∆CD∗D
)
cos(∆m∆t)
]}
. (4.41)
As described in Section 2.7.2, the time- and flavor-integrated asymmetry AD∗D measures di-
rect CP violation. The parameters SD∗D and CD∗D are related to mixing-induced and flavor-
dependent direct CP violation. The parameters ∆SD∗D and ∆CD∗D are related to relative strong
phases and rate asymmetries in the decays.
In Section 2.7.2, an equivalent parameterisation is introduced. The corresponding signal
probability density function is given by
PD
∗±D∓
sig
(
∆t;AD∗D,SD∗+D− ,CD∗+D− ,SD∗−D+ ,CD∗−D+) =(
1±AD∗D) 18τB0 e−|∆t|/τB0
{
1−q∆ω+ q(1−2ω)
×
[
SD∗±D∓ sin(∆m∆t)−CD∗±D∓ cos(∆m∆t)
]}
. (4.42)
In this parameterisation, the sets of parameters SD∗+D− , CD∗+D− and SD∗−D+ , CD∗−D+ are assigned
to both possible decays, B0→ D∗+D− and B0→ D∗−D+, respectively.
4.5.2 Probability Density Function of Peaking Background
In the reconstruction of B0→D+D− and B0→D∗±D∓ decays, background can contribute that
peaks in the Mbc and ∆E signal region and therefore cannot be discriminated from signal de-
cays. In the branching fraction measurements, the amount of peaking background is estimated
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using two-dimensional fits to the Mbc and ∆E distributions in the D mass sidebands, see Secti-
on 6.5. The amount of peaking background is small. Therefore in the time-dependent analyses,
the peaking background is neglected in the measurements of CP violation. The possible effect
of peaking background is estimated using Monte Carlo simulations at a later stage. In this
study, the proper decay time difference distributions of the possible peaking background are
generated according to the probability density functions defined in the following.
In general two types of peaking background sources can occur: decays that are caused by a
single amplitude, and decays that involve the interference of several amplitudes, which can be
CP violating.
Decays that are caused by a single amplitude are modelled by the probability density func-
tion of the exponential decay,
Ppeak.bkg.
(
∆t;τB0
)
=
1
2τB0
e−|∆t|/τB0 . (4.43)
The probability density function describing the peaking background originating from decays
that involve several amplitudes are introduced by means of B0 → D(∗)−K0Spi+ decays, which
can be considered as the main possible source of peaking background in this analysis. These
decays can peak in the Mbc and ∆E signal region when reconstructing B0 → D(∗)−(K0Spi+)D+
decays. The final state of D(∗)−K0Spi
+ can be accessed by both, B0 and B¯0, via b¯→ c¯ and b→ u
transitions. To treat the resulting asymmetry on the proper decay time difference distributions
correctly, the probability density function describing these decays is derived from the theory of
time-dependent decay rates of non-CP final states f and f¯ with amplitudes A
(
B0→ f), A(B0→
f¯
)
, A¯
(
B0→ f) and A¯(B0→ f¯).
The probability density distributions corresponding to the time-dependent decay rates are:
Ppeak.bkg.
(
∆t,q = +1,D(∗)−K0Spi
+;C,S−
)
=Ne−Γ|∆t|
[
1 + C cos(∆m∆t)−S− sin(∆m∆t)
]
(4.44)
Ppeak.bkg.
(
∆t,q = +1,D(∗)+K0Spi
−;C,S+
)
=Ne−Γ|∆t|
[
1−C cos(∆m∆t)−S+ sin(∆m∆t)
]
(4.45)
Ppeak.bkg.
(
∆t,q = −1,D(∗)−K0Spi+;C,S−
)
=Ne−Γ|∆t|
[
1−C cos(∆m∆t) + S− sin(∆m∆t)
]
(4.46)
Ppeak.bkg.
(
∆t,q = −1,D(∗)+K0Spi−;C,S+
)
=Ne−Γ|∆t|
[
1 + C cos(∆m∆t) + S+ sin(∆m∆t)
]
(4.47)
The factor C is related to the ratio R of suppressed to favored amplitudes, and the parameters
S+ and S− are additionally related to the relative weak phases β and γ and the relative strong
phase δ according to the following definitions:
R =
A¯(B¯0→D(∗)−K0Spi+)
A(B0→D(∗)−K0Spi+)
(4.48)
C = 1−R21+R2 (4.49)
S± = 2R1+R2 sin(2β+ γ ± δ) (4.50)
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Equations 4.44 to 4.47 are normalised according to
+∞∫
−∞
d(∆t)
∑
q=+1,−1
(
Ppeak.bkg.
(
∆t,q,D+K0Spi
−;C
)
+ Ppeak.bkg.
(
∆t,q,D−K0Spi
+;C
))
= 1, (4.51)
and are used after including the effect of imperfect flavor assignments to describe the pro-
per decay time difference distribution of the asymmetric and possibly CP violating peaking
background.
4.5.3 Probability Density Function and Resolution Function of Background
In the fits performed for the time-dependent measurements, the background probability density
function Pbkg is parameterised by the convolution of a probability density function Pbkg that
models the ∆t distribution of the underlying physical processes and a resolution functionRbkg
that takes into account the experimental smearing,
Pbkg(∆t) = +∞∫
−∞
Pbkg
(
∆t′
)Rbkg (∆t−∆t′) d(∆t′). (4.52)
The probability density function Pbkg is composed of a Dirac δ-function describing prompt
decays and an exponential function describing non-prompt decays with an effective lifetime
τbkg,
Pbkg
(
∆t
)
= fδ δ
(
∆t−µδ
)
+
(
1− fδ
)
e
−|∆t−µτbkg |
τbkg . (4.53)
The resolution function for background is parameterised by the sum of two Gaussian functions
with a width that depends linearly on the uncertainty σvtx =
√
σ2zrec +σ
2
ztag of the reconstructed
decay vertices on reconstruction-side zrec and on tagging-side ztag,
Rbkg(∆t) = (1− ftailbkg) 1√2pismainbkg σvtx e
− ∆t22 (smainbkg σvtx)2

+
(
1− ftailbkg
) 1√
2pistailbkg s
main
bkg σvtx
e
− ∆t22 (stailbkg smainbkg σvtx)2

.
(4.54)
The background parameters fδ, µδ, µτbkg , τbkg, f
tail
bkg, s
tail
bkg and s
main
bkg are estimated from Mbc <
5.26 GeV/c2 sideband samples that contain no signal. The background parameters are fixed
in subsequent fits of the signal region, see Section 7.3.1. The assumption that the background
in the sideband region agrees with the background in the signal region is verified using large
samples of Monte Carlo simulations of inclusive B decays and continuum events.
4.5.4 Probability Density Function of Outlier Components
In the experimental proper decay time difference distributions a broad component, referred
to as outliers and allowing for large ∆t values, occurs. The outliers can arise from multiple
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scattering effects. The outlier component emerges for signal and background components in
the same way and has a width of about 35 ps. Due to the broad width, the underlying ∆t
distributions and resolution functions can be neglected. The probability density function Pol
describing the outlier component is parameterised by a single Gaussian function,
Pol(∆t) = G(∆t;σol). (4.55)
The fraction of outliers fol is, being approximately 2 × 10−4, relatively small. The fraction
fol and the width σol differ for vertices reconstructed from single or multiple tracks and are
estimated from control samples. The numerical values relevant for the present analysis are
given in Table 4.1.
4.5.5 Signal Probability
The probability fsig for an event to be a signal decay is evaluated on an event-by-event basis
as a function of the Mbc and ∆E observables. The calculation applies the fit models introduced
in Section 4.4 by replacing the poisson factor in Equation 4.31 by the signal fraction Fsig. The
signal probability fsig in the time-dependent measurements is related to the signal fraction Fsig
in the Mbc and ∆E parameterisation by
fsig =
FsigPsig(Mbc,∆E)
FsigPsig(Mbc,∆E)+ (1−Fsig)Pbkg(Mbc,∆E) . (4.56)
As in the time-integrated studies, e.g. in the measurements of the branching fractions in Chap-
ter 6, the signal shapes in B0→D(∗)±D∓ are fixed to that of the B0→D(∗)±D∓s control samples.
The signal fraction Fsig in the Mbc and ∆E distributions and consequently the signal fraction
fsig in time-dependent measurements depend on the quality of the flavor tag. Figure 4.10 shows
the distribution of signal and background events dependent on the flavor tag quality indicator
r = 1−2ω. For events in low r-intervals, the flavor tagging decision is associated with large un-
certainties and the signal-to-background ratio is low. In contrast for events in high r-intervals,
the flavor tagging decision is associated with lower uncertainties and has a higher signal-to-
background ratio. To increase the statistical sensitivity in time-dependent measurements, the
dependence of the signal-to-background ratio on the flavor tagging decision is utilised by esti-
mating the signal fraction Fsig in intervals of the flavor tag quality indicator r. Due to the
relatively low statistics in B0→ D+D− and B0→ D∗±D∓, the original seven r-intervals of the
flavor tagging algorithms are merged to the three r-intervals shown in Figure 4.10.
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Figure 4.10: Distribution of signal (red) and background (blue) events in intervals of the flavor
tag quality indicator r = 1−2ω for reconstructed B0→D+D− decays in the Mbc and ∆E signal
region. The black vertical lines mark the boundary of the three intervals that are used in the r-
interval dependent evaluation of the signal purity in the time-dependent measurements. Please
note the non-equidistant binning of the histogram.
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4.6 Continuum Suppression
The B mesons studied in the present analysis are created by decays of the Υ(4S) resonance
produced by the KEKB e+e−-collider. The process of e+e− → Υ(4S) has a cross section of
approximately 1 nb and has to be compared to the competing process of e+e− → qq¯ (q ∈
{u,d,s,c}), which has a cross section of approximately 3 nb. The pairs of up-, down-, strange-
or charm-quarks created in the e+e−-annihilation fragment into light hadrons and can give rise
to a large source of background, also referred to as continuum background.
Figure 4.11: Illustration of the shapes of continuum (left) and BB¯ (right) events. Light quark
pairs produced in the e+e−-annihilation are produced back-to-back and give rise to a jet-like
structure of continuum events, while BB¯ events have spherical shape.
The shapes of continuum and BB¯ events are illustrated in Figure 4.11. In continuum events,
the initial pairs of light quarks are created back-to-back in the center-of-mass frame and have
a high momentum that carries almost half of the accelerator energy. The hadrons produced in
the fragmentation acquire only small transverse momenta equivalent to kT ≈ 0.3GeV/c. As
a consequence, the particles are spatially confined into a jet-like structure. In BB¯ events, the
produced B mesons are almost at rest in the center-of-mass frame. Since the pseudo-scalar B
mesons have spin 0, the momenta of their daughter particles have no directional preference
and are distributed isotropically. Therefore, BB¯ events have spherical shape.
In the B0→D+D− analysis, unlike in the B0→D∗±D∓ analysis, two-third of the background
originates from e+e− → qq¯ (q ∈ {u,d,s,c}) continuum events. To suppress this background,
a continuum suppression on the basis of artificial neural networks has been developed. The
neural networks combine information about the event topology and allow to discriminate bet-
ween continuum and BB¯ events. The variables used to characterise the event shapes and the
chosen conceptual arrangement of neural networks are described in the following.
B Meson Flight Direction with Respect to the Beam
The Υ(4S)→ BB¯ decay is a transition of a vector meson to two pseudo-scalar mesons. In the
center-of-mass frame, the polar angle θB of reconstructed B meson candidates with respect
to the beam axis follows a 1− cos2 θB distribution for BB¯ events. For continuum events, the
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corresponding distribution is uniform. The cosθB distributions for continuum and BB¯ events
are shown in Figure 4.12.
Thrust
The concept of thrust has been developed to quantify jets at high energy experiments at the
PEP and PETRA accelerators in the 1980s. The thrust axis T is defined by the direction which
maximises the sum of the longitudinal momenta of particles. The thrust T is related to the
thrust axis by
T = max
T
=
∑
i
∣∣∣pi ·T∣∣∣∑
i
∣∣∣pi∣∣∣ , (4.57)
where pi denotes the momentum of the i-th final-state particle in an event [100]. For event
shapes that have a strong directional preference, such as caused by the back-to-back production
of light quark pairs in continuum events, the thrust tends to acquire maximal values of T→ 1.
Contrary, the thrust tends to acquire minimal values of T→ 0.5 in isotropic events.
One discriminating variable between continuum and BB¯ events is |cosθThrust|, where θThrust
is the angle between the thrust axis of the reconstructed B candidate and the thrust axis of all
remaining particles in an event that are not assigned in the reconstruction of the B candidate.
Because the B mesons are almost at rest in the center-of mass frame and the decay products
have no directional preference, their thrust axes are distributed randomly and the distribution
of |cosθThrust| is uniform for BB¯ events. In continuum events, the momenta of particles are
confined into jet-like structures. The reconstructed B candidates are likely to be located in one
of the jets, and the thrust axes of the B candidates are collinear to the thrust axes with respect
to the remaining particles in an event. As a consequence, |cosθThrust| tends to peak towards 1
in continuum events.
CLEO Cones
The CLEO cones have been introduced by the CLEO Collaboration in measurements of charm-
less B decays that are typically associated with large continuum backgrounds [101]. The
CLEO cones are a refinement of the concept of thrust and have higher separation power than
cosθThrust. The variables measure the scalar momentum flow into concentric cones in angular
intervals of 10◦ around the thrust axis of reconstructed B candidates. The distributions of the
nine CLEO cone variables used in the present analysis for continuum and BB¯ events are shown
in Figure 4.12.
Fox-Wolfram Moments
The k-th Fox-Wolfram moment Hk and the k-th normalised Fox-Wolfram moment Rk are de-
fined as
Hk =
∑
i,j
∣∣∣pi∣∣∣ ∣∣∣pj∣∣∣Pk(cosθij)
E2vis
and Rk =
Hk
H0
, (4.58)
where Pk denotes the k-th Legendre polynomial, θij is the opening angle between the mo-
mentum p of the i-th and the j-th particle and Evis is the sum of the measured energy in
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an event [102, 103]. In the limit of negligible invariant masses of the particles, the energy-
momentum conservation requires Hk = 1. The Fox-Wolfram moments Rk provide separation
power between continuum and BB¯ events. In continuum events with 2 jet-like structures, the
k-th normalised moment Rk has values close to one (zero) for k being an even (odd) number,
while other topologies such as spherical BB¯ events adopt different values.
Modified Fox-Wolfram Moments
The modified Fox-Wolfram moments, also referred to as Super-Fox-Wolfram Moments, have
been introduced by the Belle Collaboration for charm-less B decay measurements and are a
refinement of the above introduced Fox-Wolfram moments [104].
In the modified Fox-Wolfram moments, the summation over the momenta of the i-th and
the j-th particle in Equation 4.58 is not taken over all final-state particles in an event. Instead,
the indices are chosen to run over the final-state particles of the reconstructed B candidate,
denoted by the superscript “s”, or to run over the remaining final-state particles in the event,
denoted by the superscript “o”. The combinations give rise to the moments Rsok , R
oo
k and R
ss
k .
The modified Fox-Wolfram moments Rsok and R
oo
k are used to discriminate between conti-
nuum and BB¯ events. The moments Rssk are excluded due to correlations with the Mbc and ∆E
observables that are used in the measurements to extract the signal yields. Also the moments
Rso1 and R
so
3 are excluded due to correlations with Mbc and ∆E. An additional improvement in
the discrimination power is achieved by performing the calculation of Rsok in categories that
represent the quality of the reconstructed events based on the missing mass in the event.
The distributions of the modified Fox-Wolfram moments used in the present analysis for
continuum and BB¯ events are shown in Figure 4.12.
Neural Network Continuum Suppression
A standard approach in measurements at the B-factory experiments is to combine one set of
event shape variables such as the CLEO cones or the modified Fox-Wolfram moments into one
discriminating variable. The combination is in most cases realised by a Fisher discriminant
that takes into account possible linear correlations among the variables [105]. The resulting
discriminating variable can then be combined with other uncorrelated variables, such as cosθB,
to form a likelihood-ratio between signal and continuum background components.
In the present analysis, the event shape variables of the CLEO cones and the modified Fox-
Wolfram moments are combined in a multivariate classification approach by artificial neural
networks. Neural networks allow to handle potentially non-linear complex correlations among
the input variables, and thus allow to better exploit the available information with regard to
the achievable separation power. The neural networks used in the present analysis are realised
by the NeuroBayes package that provides additionally powerful algorithms to preprocess the
input data [106, 107].
The training of the neural networks is performed by usage of distributions obtained from
reconstructed Monte Carlo simulation data. For continuum events, large samples of inclusive
Monte Carlo simulations of e+e−→ qq¯ (q ∈ {u,d,s,c}) decays and for BB¯ events Monte Carlo
simulations of B0→ D+D− signal decays are used.
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Figure 4.12: Illustration of the hierarchical arrangement of neural networks (NN) developed
as a continuum suppression for the B0→ D+D− analysis. The neural networks combine event
shape information and allow to discriminate between e+e− → qq¯ (q ∈ {u,d,s,c}) continuum
(blue) and BB¯ (red) events.
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The present analysis uses three different neural networks:
• The first network combines the event shape information provided by the CLEO cones.
• The second network combines the event shape information provided by the modified
Fox-Wolfram moments.
• The third network uses as input the output of the first two networks and combines them
with the cosθB variable that contains information about the B flight direction with re-
spect to the beam. This network is referred to as the final neural network.
The distributions of the input variables and the distributions of the output of the neural
networks for continuum and BB¯ events and an illustration of the hierarchical organisation of
the networks are shown in Figure 4.12.
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Figure 4.13: Mbc distributions of reconstructed B0 → D+D− decays obtained from inclusive
Monte Carlo simulation samples (a) before and (b) after applying selection requirements on
the neural network continuum suppression. A |∆E| < 30MeV requirement is applied in plotting
the Mbc distributions.
The chosen hierarchical arrangement of the neural networks has proven to be of superior se-
paration power compared to both: to only one network that operates only on the CLEO cones
or on the modified Fox-Wolfram moments, and to a large neural network that uses all variables,
CLEO cones, modified Fox-Wolfram moments and cosθB, simultaneously.
The standard Belle continuum suppression approach is based on a Fisher discriminant on the
modified Fox-Wolfram moments in combination with cosθB in a likelihood-ratio approach. In
a direct comparison to the standard approach, the developed continuum suppression based on
the neural networks described above has a 16% higher signal reconstruction efficiency for
B0 → D+D− decays, when compared at a working point with similar background level. The
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effect of the continuum suppression is illustrated in Figure 4.13. The figure shows a compa-
rison of the Mbc distributions for reconstructed B0→ D+D− decays without and with applied
selection requirements on the final neural network. The selection requirements applied on the
final neural network are described in Section 5.3.11.
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The reconstruction of B0 mesons and the application of appropriate selection criteria to the
reconstructed samples provide the basis for the measurements performed at a later stage. The
selection criteria are optimised mostly using Monte Carlo simulations. To account for possible
differences between Monte Carlo simulations and data in the definition of the selection criteria,
a detailed comparison of the relevant distributions is performed. In the following, the recon-
struction of all decay modes, the comparison between distributions in Monte Carlo simulations
and in data and the applied selection requirements are described.
5.1 Reconstructed Decay Modes
The exclusive reconstruction of particles follows a bottom-up approach. Starting from charged
particles, such as pi+ and K+ mesons, measured by the tracking system and photons measured
by clusters of deposited energy in the electromagnetic calorimeter intermediate particles, such
as pi0, K0S, D
0, D+, D+s and D
∗+ mesons, are combined to reconstruct B0 mesons. An example
of a possible decay chain is given in Equation 4.1. The reconstruction strategy is to include
as many decay chains as possible to enhance the signal in the decay modes of interest and
thus to improve the statistical sensitivity of the subsequent time-integrated and time-dependent
measurements.
As turned out during the present analysis, not every possible reconstructed decay mode can
be included. For example the inclusion of the D+→K+K−pi+ decay mode to the reconstruction
of B0 → D(∗)−D+ decays introduces a non-negligible contamination of the signal by B0 →
D(∗)−K+K¯∗
(
892
)0 decays. This contamination is indistinguishable from signal and is referred
to as peaking background.
In addition, to the B0 → D+D− and B0 → D∗±D∓ modes reconstructed for the subsequent
measurements of their branching fractions and time-dependent CP violation, B0→ D+s D− and
B0 → D+s D∗− decays are reconstructed as control samples. These decays are dominated by
a single Cabibbo-favored amplitude. This allows to cross-check the B0 → D+D− and B0 →
D∗±D∓ measurements on kinematically very similar control samples with high statistics.
In the following, the reconstructed decay modes used in the present analysis are summarised.
Charge conjugated modes are always implied unless otherwise stated.
pi0 Mesons
pi0 mesons are reconstructed by combining photons measured by the electromagnetic calori-
meter in the decay mode:
pi0→ γγ (5.1)
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K0S Mesons
K0S mesons are reconstructed by combining oppositely charged tracks in the decay mode:
K0S→ pi+pi− (5.2)
D0 and D+ Mesons
D0 and D+ mesons are reconstructed in the following decay modes:
D0→ K−pi+
→ K−pi+pi−pi+
→ K−pi+pi0
→ K0Spi+pi− (5.3)
D+→ K−pi+pi+
→ K0Spi+ (5.4)
Other D0 and D+ decay modes have been considered, but are not reconstructed due to the
following reasons:
• The inclusion of D+ → K+K−pi+ to the reconstruction of B0 → D(∗)−D+ introduces a
peaking background originating from B0→ D(∗)−K+K¯∗(892)0 decays.
• The inclusion of D+→K0Spi+pi0 to the reconstruction of B0→D(∗)−D+ does not improve
the statistical sensitivity of the measurements due to high background levels and low
reconstruction efficiencies in spite of large branching fractions.
• The decay modes D+→ K0SK+ and D0 → K+K− are not included due to their very low
branching fractions.
D*+ Mesons
D∗+ mesons are reconstructed by combining D0 and D+ mesons with low momentum charged
and neutral pions, referred to as soft pions, in the following decay modes:
D∗+→ D0 pi+soft→
(
K−pi+
)
D0 pi
+
soft
→ (K−pi+pi−pi+)D0 pi+soft
→
(
K−pi+pi0
)
D0
pi+soft
→
(
K0Spi
+pi−
)
D0
pi+soft (5.5)
D∗+→ D+ pi0soft→
(
K−pi+pi+
)
D+ pi
0
soft
→
(
K0Spi
+
)
D+
pi0soft (5.6)
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D+s Mesons
D+s mesons are reconstructed in the following decay modes:
D+s → K+K−pi+
→ K0SK+ (5.7)
B0 Mesons
B0 mesons are reconstructed by combining D+ and D+s mesons with D
− and D∗− mesons.
• B0→ D+D− decays are reconstructed in the following decay modes:
B0→ D+D−→ (K−pi+pi+)D+ (K+pi−pi−)D−
→ (K−pi+pi+)D+ (K0Spi−)D− (5.8)
The decay mode B0→ D+D−→
(
K0Spi
+
)
D+
(
K0Spi
−)
D−
is not reconstructed due to its low
branching fraction.
• B0→ D+s D− decays are reconstructed as a control sample for B0→ D+D− decays in the
following decay modes:
B0→ D+s D−→
(
K+K−pi+
)
D+s
(
K+pi−pi−
)
D−
→ (K+K−pi+)D+s (K0Spi−)D−
→
(
K0SK
+
)
D+s
(
K+pi−pi−
)
D− (5.9)
• B0→ D∗+D− decays are reconstructed in the following decay modes:
B0→ D∗+D−→
[(
K−pi+
)
D0 pi
+
soft
]
D∗+
(
K+pi−pi−
)
D−
→
[(
K−pi+pi−pi+
)
D0 pi
+
soft
]
D∗+
(
K+pi−pi−
)
D−
→
[(
K−pi+pi0
)
D0
pi+soft
]
D∗+
(
K+pi−pi−
)
D−
→
[(
K0Spi
+pi−
)
D0
pi+soft
]
D∗+
(
K+pi−pi−
)
D−
→
[(
K−pi+
)
D0 pi
+
soft
]
D∗+
(
K0Spi
−)
D−
→
[(
K−pi+pi−pi+
)
D0 pi
+
soft
]
D∗+
(
K0Spi
−)
D−
→
[(
K−pi+pi0
)
D0
pi+soft
]
D∗+
(
K0Spi
−)
D−
→
[(
K0Spi
+pi−
)
D0
pi+soft
]
D∗+
(
K0Spi
−)
D−
→
[(
K−pi+pi+
)
D+ pi
0
soft
]
D∗+
(
K+pi−pi−
)
D−
→
[(
K0Spi
+
)
D+
pi0soft
]
D∗+
(
K+pi−pi−
)
D− (5.10)
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• B0 → D+s D∗− decays are reconstructed as a control sample for B0 → D∗+D− decays in
the following decay modes:
B0→ D+s D∗−→
(
K+K−pi+
)
D+s
[(
K+pi−
)
D¯0 pi
−
soft
]
D∗−
→ (K+K−pi+)D+s [(K+pi−pi+pi−)D¯0 pi−soft]D∗−
→ (K+K−pi+)D+s [(K+pi−pi0)D¯0 pi−soft]D∗−
→ (K+K−pi+)D+s [(K0Spi−pi+)D¯0 pi−soft]D∗−
→
(
K0SK
+
)
D+s
[(
K+pi−
)
D¯0 pi
−
soft
]
D∗−
→
(
K0SK
+
)
D+s
[(
K+pi−pi+pi−
)
D¯0 pi
−
soft
]
D∗−
→
(
K0SK
+
)
D+s
[(
K+pi−pi0
)
D¯0
pi−soft
]
D∗−
→
(
K0SK
+
)
D+s
[(
K0Spi
−pi+
)
D¯0
pi−soft
]
D∗−
→ (K+K−pi+)D+s [(K+pi−pi−)D− pi0soft]D∗−
→ (K+K−pi+)D+s [(K0Spi−)D− pi0soft]D∗− (5.11)
In total, neutral B mesons are reconstructed exclusively in 25 decay modes.
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5.2 Study of Differences between Monte Carlo Simulations and
Data
The definition and optimisation of selection requirements include the results of the study of
differences between Monte Carlo simulations and data. The study covers a comparison of the
mass and mass-difference distributions of each reconstructed D0, D+ and D∗+ decay mode.
In addition, the performance of the neural networks to suppress e+e− → qq¯ (q ∈ {u,d,s,c})
continuum events in Monte Carlo simulations and in data is studied using the control sample
of B0→ D+s D− decays.
5.2.1 D0 and D+ Mass Distributions
Differences between Monte Carlo simulations and data with respect to the D0 and D+ mass
distributions can affect the branching fraction measurements, if the selection criteria are cho-
sen too strict and thus the estimated reconstruction efficiencies determined by Monte Carlo
simulations do not agree with those on data. The deviations of the D0 and D+ mass distributi-
ons in Monte Carlo simulations from the distributions in data are quantified using e+e−→ cc¯
samples. For the study, e+e−→ cc¯ samples are chosen instead of B decays, because the purity
of decay modes associated with high background levels such as D0 → K−pi+pi0 decays is en-
hanced.
e+e−→ cc¯ events are selected by requiring the momentum of reconstructed D0 and D+ me-
son candidates to be p∗ > 2.3 GeV/c in the center-of-mass frame. As a fit model the sum of a
Gaussian function and a Crystal Ball function are applied. The results of the core widths σ0,data
in data and σ0,MC in Monte Carlo simulations obtained from the fits are summarised in Ta-
ble 5.1. In all reconstructed decay modes, the distributions in data are approximately 1.2-times
broader than the distributions in Monte Carlo simulations. Examples of mass distributions in
Monte Carlo simulations and in data for reconstructed D0 → K−pi+pi0 and D+ → K0Spi+ decay
modes and the corresponding projections of the fits are shown in Figures 5.1(a)-(d).
Decay mode σ0,data (MeV/c2) σ0,MC (MeV/c2) σ0,data/σ0,MC
D0→ K−pi+ 5.51±0.01 4.63±0.01 1.188±0.002
D0→ K−pi+pi−pi+ 4.28±0.01 3.58±0.01 1.196±0.005
D0→ K−pi+pi0 17.56±0.12 15.02±0.10 1.169±0.011
D0→ K0Spi+pi− 5.24±0.03 4.30±0.02 1.219±0.009
D+→ K−pi+pi+ 4.63±0.01 3.89±0.03 1.19±0.01
D+→ K0Spi+ 5.98±0.05 5.02±0.13 1.19±0.02
Table 5.1: Fit results for the core widths σ0,data in data and σ0,MC in Monte Carlo simulations
and their ratios for the reconstructed D0 and D+ decay modes. The results are obtained by fits
to distributions from reconstructed e+e−→ cc¯ samples (p∗ > 2.3 GeV/c).
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Figure 5.1: Examples of (a)-(b) D0 mass, (c)-(d) D+ mass and (e)-(f) D∗+-D0 mass-difference
distributions in MC simulations (left) and in data (right). The decays are reconstructed from
e+e−→ cc¯ samples (p∗ > 2.3 GeV/c). The solid (dashed) lines show projections of all (signal
and background) components in the fits.
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5.2.2 D*+-D0/+ Mass-Difference Distributions
Differences between Monte Carlo simulations and data in the D∗+-D0/+ mass-difference dis-
tributions are studied in a similar way as in the comparison of D0 and D+ mass distributions
using e+e−→ cc¯ samples. As a fit model a bifurcated Student’s t-distribution is used. The re-
sults are summarised in Table 5.2. In all reconstructed D∗+ decay modes, the distributions in
data are broader than the corresponding distributions in Monte Carlo simulations. The distribu-
tions of D∗+ decay modes reconstructed by combining D0 mesons with charged soft pions are
approximately 1.5-times broader in data than in the Monte Carlo simulations. The differences
between Monte Carlo simulations and data in D∗+ decay modes reconstructed by combining
D+ mesons with neutral soft pions are smaller. In these decay modes, the distributions in data
are approximately 1.1-times broader than the distributions in Monte Carlo simulations. As an
example for the comparison of the mass-difference distributions, the distributions for recon-
structed D∗+ → (K−pi+pi−pi+)D0 pi+soft decays and the corresponding projections of the fits are
shown in Figures 5.1(e)-(f).
Decay mode σ0,data (keV/c2) σ0,MC (keV/c2) σ0,data/σ0,MC
D∗+→ (K−pi+)D0 pi+soft 249.5±0.4 166.0±0.3 1.503±0.004
D∗+→ (K−pi+pi−pi+)D0 pi+soft 250.0±0.6 166.4±0.4 1.503±0.005
D∗+→
(
K−pi+pi0
)
D0
pi+soft 398.5±7.1 299.8±0.9 1.329±0.024
D∗+→
(
K0Spi
+pi−
)
D0
pi+soft 256.9±1.0 175.5±0.8 1.464±0.009
D∗+→ (K−pi+pi+)D+ pi0soft 798.1±7.9 716.6±6.2 1.114±0.015
D∗+→
(
K0Spi
+
)
D+
pi0soft 781.5±19.5 726.5±16.9 1.076±0.037
Table 5.2: Fit results for the widths σ0,data in data and σ0,MC in Monte Carlo simulations and
their ratios for D∗+-D0/+ mass-difference distributions. The results are obtained by fits to dis-
tributions from reconstructed e+e−→ cc¯ samples (p∗ > 2.3 GeV/c).
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5.2.3 Continuum Network
In the reconstruction of B0→D+D− decays, the major source of background arises from conti-
nuum events. In Section 4.6, the developed hierarchical set of neural networks to discriminate
between e+e− → qq¯ (q ∈ {u,d,s,c}) continuum and BB¯ events is described. The neural net-
works are trained with input from distributions of variables that characterise the event shapes.
The distributions are obtained from Monte Carlo simulations. To check, whether the neural
networks perform the same on data distributions as on simulated distributions, a comparison
of the neural networks using B0→ D+s D− decays is performed. B0→ D+s D− decays provide a
kinematically similar control sample to B0→ D+D− decays.
−1.0 −0.5 0.0 0.5 1.0
Continuum network cut for
B0→ D+s D−→ (K+K−pi+)(K+pi−pi−)
0.6
0.7
0.8
0.9
1.0
1.1
R
at
io
N
D
at
a
si
g
/N
M
C
si
g
(a)
−1.0 −0.5 0.0 0.5 1.0
Continuum network cut for
B0→ D+s D−→
(
K0SK
+)(K+pi−pi−)
0.6
0.7
0.8
0.9
1.0
1.1
R
at
io
N
D
at
a
si
g
/N
M
C
si
g
(b)
Figure 5.2: Ratio of signal yields in data and in Monte Carlo simulations dependent on the se-
lection requirement on the final continuum network for (a) B0→D+s D−→
(
K+K−pi+
) (
K+pi−pi−
)
and (b) B0→ D+s D−→
(
K+K−pi+
) (
K0Spi
−) decays.
For both reconstructed B0→ D+D− decay modes, the signal yields in Monte Carlo simula-
tions and in data of the corresponding B0→ D+s D− control samples are extracted by unbinned
extended two-dimensional maximum likelihood fits of the Mbc and ∆E distributions. The si-
gnal yields are extracted for different selection requirements on the final neural network of the
continuum suppression. Figure 5.2 shows the ratio of signal yields in data and in Monte Carlo
simulations for both decay modes dependent on the selection requirement. The ratios without
selection requirements for both decay modes are close to one as expected, because the signal
decays in Monte Carlo simulations have been generated according to the branching fractions in
data. The ratios remain constant over a wide range of possible cut values. The selection requi-
rements on the neural network applied at a later stage of the measurements are at negative cut
values, see Figure 5.10. Therefore, the neural networks are considered to perform comparable
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for data distributions as for distributions from Monte Carlo simulations.
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5.3 Selection Requirements
Selection criteria are applied at all stages of the reconstruction from charged tracks over inter-
mediate particles such as pi0, K0S, D
0, D+, D∗+ and D+s mesons to B0 mesons in order to increase
the signal purity of the measurements. In the following, all selection requirements applied in
the analysis are described.
5.3.1 Track Impact Parameters
A standard requirement on the impact parameter of charged tracks is applied to remove tracks
that do not originate from the interaction point. The reconstructed tracks of charged particles
forming pi+ and K+ meson candidates are required to have a transverse (longitudinal) distance
of closest approach to the interaction point of less than 2(4) cm. This requirement is not applied
to pi+soft mesons from D
∗+ decays because of the low resolution of low momentum particles.
5.3.2 Particle Identification
The selection requirements on the particle identification are determined in a global optimisa-
tion procedure. The optimisation is realised by a multidimensional scan that performs parallel
cut variations of particle identification variables such as the pion-ID, kaon-ID and electron-
ID. The pion-ID and kaon-ID allow to separate between pi+ and K+ mesons by combining
measurements of energy deposition in the CDC and measurements of the ACC and TOF in
a likelihood-ratio approach. The electron-ID allows to identify charged tracks as electrons by
additionally taking into account the measurements of shower shapes and energy deposit in the
ECL. Charged tracks identified as electrons are rejected.
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Figure 5.3: Result of the multidimensional optimisation of selection requirements for particle
identification realised by parallel cut variations. Each figure is a projection on one of the varia-
bles while keeping all other selection requirements at the identified optimal point. The yellow
bands highlight the selected regions.
The optimisation is performed for the B0→D+D−→ (K−pi+pi+) (K+pi−pi−) decay mode. This
decay mode provides the main contribution to the B0 → D+D− analysis. To determine the
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best working point for the selection requirements on the particle identification variables and
to allow the optimisation procedure to find a global maximum, additionally other selection
variables, such as D+ masses and continuum suppression requirements, are included in the op-
timisation.
Because the B0 → D+D− samples have relatively low statistics, the samples are enriched
in signal and background events to avoid statistical fluctuations. The optimisation is perfor-
med with respect to a figure of merit in terms of the significance S/
√
S + B. To account for
the enrichment of signal and background events, appropriate scaling factors are applied in the
calculation. The dependence of the significance on the selection requirements for single par-
ticle identification quantities is shown in Figure 5.3(a)-(c). In each figure, all other selection
requirements are fixed to the identified optimal point. The yellow bands highlight the selected
regions. The selection requirements corresponding to the identified optimal working point are
applied to the particle identification of charged tracks.
The chosen selection requirements have a kaon (pion) identification efficiency of 91% (99%)
with an associated pion (kaon) misidentification rate of 2% (18%). No selection requirements
on particle identification variables are applied to pi+soft mesons from D
∗+ decays.
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5.3.3 pi0 Mesons
The photons forming pi0 candidates are required to have a minimal energy of 30 MeV. The
invariant mass of photon pairs is required to be within 15 MeV/c2 of the nominal pi0 mass.
This mass window corresponds to a width of 3.3σ of the pi0 mass distribution on data. An
experimental Mγγ spectrum obtained on data is shown in Figure 5.4.
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Figure 5.4: Invariant mass spectrum of two photons for the mass regions of pi0 (left) and η
(right) mesons. The mass region used to select pi0 mesons is highlighted by a yellow band.
5.3.4 K0S Mesons
The selection requirements on K0S meson candidates reconstructed from two oppositely char-
ged pions consider the possible displacement of the decay vertex from the interaction point.
The following four variables characterise the displacement:
dr: Minimum value of the impact parameters of the two pions with respect to the interaction
point.
z_dist: Distance between the pion tracks in z-direction at their interception point in the
xy-plane.
dφ: Azimuthal angle between the momentum and the decay vertex vector of a K0S candidate.
fl: Flight length of the K0S candidate in the xy-plane.
The applied selection requirements are chosen dependent on the momentum of the K0S can-
didate and are summarised in Table 5.3. In addition, the invariant mass of the K0S candidate is
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Momentum (GeV/c) dr (cm) z_dist (cm) dφ (rad) fl (cm)
< 0.5 > 0.05 < 0.8 < 0.3 -
0.5−1.5 > 0.03 < 1.8 < 0.1 > 0.08
> 1.5 > 0.02 < 2.4 < 0.3 > 0.22
Table 5.3: Momentum-dependent selection requirements on K0S candidates [108].
required to be within 15 MeV/c2 of the nominal K0S mass. This mass window corresponds to a
width of 5.8σ of the K0S mass distribution on data.
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Figure 5.5: Invariant mass spectrum of two oppositely charged pions before and after app-
lying the momentum-dependent selection requirements on K0S candidates. The yellow band
highlights the selected mass region.
The effect of the K0S selection is shown for Mpi+pi− data distributions in Figure 5.5. After
applying the above requirements, the correct K0S candidate is selected with an efficiency of
82% and a purity of 93%.
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5.3.5 D0 and D+ Mesons
D0 and D+ mesons are selected by requirements on the reconstructed invariant masses of the
candidates. The requirements on D0 and D+ masses are chosen to select mass regions cor-
responding to a width of approximately 3σ or more in the data distributions. The study of
difference between Monte Carlo simulations and data described in Section 5.2.1 is taken into
account in the definition of the selection requirements. The applied selection requirements and
the corresponding widths in the data distributions are:∣∣∣MD0 −MK−pi+ ∣∣∣ < 15 MeV/c2 (3.3σ)∣∣∣MD0 −MK−pi+pi−pi+ ∣∣∣ < 15 MeV/c2 (3.7σ)∣∣∣MD0 −MK−pi+pi0 ∣∣∣ < 32 MeV/c2 (3.0σ)∣∣∣MD0 −MK0Spi+pi− ∣∣∣ < 15 MeV/c2 (3.3σ) (5.12)
∣∣∣MD+ −MK−pi+pi+ ∣∣∣ < 12 MeV/c2 (3.4σ)∣∣∣MD+ −MK0Spi+ ∣∣∣ < 12 MeV/c2 (2.9σ) (5.13)
The data distributions of invariant masses of the reconstructed D0 and D+ modes obtained in
e+e−→ cc¯ samples and the applied selection requirements are shown in Figure 5.6.
5.3.6 D*+ Mesons
The difference in masses between reconstructed D∗+ and D0 and between D∗+ and D+ me-
sons are used to select D∗+ mesons. The requirements on D∗+-D0 and D∗+-D+ mass-difference
distributions are chosen to select mass-difference regions corresponding to a width of appro-
ximately 3σ or more in the data distributions. The study of differences between Monte Carlo
simulations and data described in Section 5.2.2 is taken into account in the definition of the
following selection requirements:∣∣∣∣∆MPDG−M[(K−pi+)
D0
pi+soft
]
D∗+
−M(K−pi+)D0
∣∣∣∣ < 1.5 MeV/c2 (3.7σ)∣∣∣∣∆MPDG−M[(K−pi+pi−pi+)
D0
pi+soft
]
D∗+
−M(K−pi+pi−pi+)D0
∣∣∣∣ < 2.0 MeV/c2 (4.6σ)∣∣∣∣∆MPDG−M[(K−pi+pi0)D0pi+soft]D∗+ −M(K−pi+pi0)D0 ∣∣∣∣ < 2.0 MeV/c2 (3.2σ)∣∣∣∣∆MPDG−M[(K0Spi+pi−)D0pi+soft]D∗+ −M(K0Spi+pi−)D0 ∣∣∣∣ < 1.5 MeV/c2 (3.6σ) (5.14)
∣∣∣∣∆MPDG−M[(K−pi+pi+)D+pi0soft]D∗+ −M(K−pi+pi+)D+ ∣∣∣∣ < 2.5 MeV/c2 (3.1σ)∣∣∣∣∆MPDG−M[(K0Spi+)D+pi0soft]D∗+ −M(K0Spi+)D+ ∣∣∣∣ < 2.5 MeV/c2 (3.2σ) (5.15)
The data distributions of D∗+-D0 and D∗+-D+ mass-differences of the reconstructed D∗+ decay
modes obtained in e+e− → cc¯ samples and the applied selection requirements are shown in
Figure 5.7.
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Figure 5.6: Invariant mass distributions of D0 and D+ candidates in all reconstructed decay
modes. The distributions are obtained on e+e−→ cc¯ data samples (p∗ > 2.3 GeV/c). The solid
(dashed) lines show projections of all (signal and background) components in the fits. The
yellow bands highlight the selected mass regions.
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Figure 5.7: Invariant D∗+-D0 and D∗+-D+ mass-difference distributions of all reconstructed
D∗+ decay modes. The distributions are obtained on e+e−→ cc¯ data samples (p∗ > 2.3 GeV/c).
The solid (dashed) lines show projections of all (signal and background) components in the
fits. The yellow bands highlight the selected regions.
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5.3.7 D+s Mesons
The same selection requirements on the invariant mass of reconstructed D+s meson candidates
are chosen as on the corresponding D+ decay modes. Additionally, the φ (1020) and K¯∗ (892)0
bands are selected in the D+s → K+K−pi+ decay mode by the following requirements:∣∣∣Mφ(1020)−MK+K− ∣∣∣ < 20 MeV/c2∣∣∣MK¯∗(892)0 −MK−pi+ ∣∣∣ < 100 MeV/c2 (5.16)
The resonant substructure of D+s → K+K−pi+ decays and the selected φ (1020) and K¯∗ (892)0
bands obtained in e+e−→ cc¯ data samples are shown in Figure 5.8.
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Figure 5.8: Invariant MK+K− and MK−pi+ distributions of reconstructed D+s → K+K−pi+ deca-
ys obtained in e+e− → cc¯ data samples (p∗ > 2.3 GeV/c). The yellow regions highlight the
φ (1020) and K¯∗ (892)0 bands selected in the resonant substructure.
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5.3.8 B0 Mesons
B0 mesons are selected by the beam-energy-constrained mass Mbc and the energy difference
∆E defined in Equations 4.27 and 4.28. The distributions of Mbc and ∆E observables from in-
clusive Monte Carlo simulations for reconstructed B0→D+D− decays are shown in Figure 5.9.
The following regions are selected:
5.2 GeV/c2 < Mbc < 5.3 GeV/c2
−50 MeV < ∆E < 100 MeV
The lower boundary for ∆E is chosen to exclude reflections from misidentified B0→ D+s D(∗)−
decays that populate the Mbc signal region at ∆E ≈ −75 MeV in the reconstruction of B0 →
D+D(∗)− decays.
The Mbc and ∆E observables allow to define a signal region. In the present analysis, the
signal region is defined by:
5.273 GeV/c2 < Mbc < 5.289 GeV/c2∣∣∣∆E∣∣∣ < 30 MeV (5.17)
5.3.9 Selection of Best B0 Candidates
After applying the above selection requirements, 12% of the signal events in reconstructed
B0 → D+D− decays and 16% of the signal events in reconstructed B0 → D∗±D∓ decays con-
tain more than one B0 candidate. In the case of multiple reconstructed B0 candidates in an
event, a candidate, referred to as best B0 candidate, is chosen dependent on a χ2 condition. The
χ2 condition is constructed to minimise the quadratic sum of deviations of reconstructed mas-
ses of D0/+ daughters and mass-differences of D∗+ daughters from nominal values measured
in units of the width of corresponding signal peaks.
The χ2 condition applied in B0→ D+D− is given by
χ2 =
(
MD+ −MD+,PDG
σD+
)2
+
(
MD− −MD−,PDG
σD−
)2
, (5.18)
and the χ2 condition applied in B0→ D∗±D∓ is given by
χ2 =
(
MD− −MD−,PDG
σMD−
)2
+
MD0/+ −MD0/+,PDGσMD0/+
2 + ∆MD∗+−D0/+ −∆MD∗+−D0/+,PDGσ∆MD∗+−D0/+
2 . (5.19)
The widths of the signal peaks σD+ , σD0 and σ∆MD∗+−D0/+ are determined using simulated signal
decays for each reconstructed D+, D0 and D∗+ decay mode and are summarised in Tables 5.4
and 5.5.
The performance of the applied method is evaluated for every reconstructed B0 decay mode.
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Figure 5.9: Distributions of Mbc and ∆E observables from Monte Carlo simulations containing
B0→D+D− signal decays and background. The rectangle drawn by the solid black line repres-
ents the defined signal region and the yellow band represent the selected Mbc and ∆E regions.
In the histograms, the dotted lines show projections of one observable within the signal region
of the other observable, while the solid lines show all events.
In total, the method selects in case of multiple B0 candidates in an event the correct signal
candidate with a probability of 96% in B0→ D+D− and of 92% in B0→ D∗±D∓.
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Decay mode µMrec−MPDG (MeV/c2) σ0 (MeV/c2) f(σ0) n α σ1 (MeV/c2)
D+→ K−pi+pi+ −0.334±0.002 3.48±0.04 0.75±0.01 2.0 1.88±0.06 9.56±0.30
D+→ K0Spi+ 0.117±0.004 4.12±0.04 0.75±0.01 2.0 1.67±0.04 10.90±0.34
D0→ K−pi+ 0.168±0.0234 3.87±0.04 0.73±0.01 2.0 1.42±0.03 9.18±0.28
D0→ K−pi+pi−pi+ −0.572±0.0237 9.33±0.29 0.26±0.01 2.0 5.00±4.99 3.39±0.04
D0→ K−pi+pi0 −0.068±0.0171 16.06±2.12 0.23±0.06 2.0 0.99±0.08 9.03±0.46
D0→ K0Spi+pi− −0.298±0.0029 3.78±0.05 0.74±0.01 2.0 2.00±0.07 10.09±0.35
Table 5.4: Result of fits to mass distributions of simulated decays in all reconstructed D+ and
D0 modes. The signal is parameterised by the sum of a Gaussian function (σ0) and a Crystal
Ball function (n, α, σ1). When comparing σ0 and σ1, the more narrow width is used for the best
B0 candidate selection.
Decay mode µ∆M (MeV/c2) σ∆M (keV/c2) δσ∆M n
l
∆M n
r
∆M
D∗+→ (K−pi+)D0 pi+soft 145.370±0.003 273.7±1.3 0.137±0.008 1.37±0.03 1.93±0.04
D∗+→ (K−pi+pi−pi+)D0 pi+soft 145.390±0.005 291.3±2.6 0.111±0.013 0.76±0.05 2.01±0.08
D∗+→
(
K−pi+pi0
)
D0
pi+soft 145.440±0.000 472.8±0.0 0.073±0.001 0.55±0.00 2.31±0.00
D∗+→
(
K0Spi
+pi−
)
D0
pi+soft 145.370±0.006 283.7±2.5 0.148±0.015 1.45±0.07 2.09±0.10
D∗+→ (K−pi+pi+)D+ pi0soft 140.710±0.035 714.2±5.9 0.069±0.036 1.22±0.14 5.10±0.60
D∗+→
(
K0Spi
+
)
D+
pi0soft 140.710±0.013 718.5±5.6 0.017±0.014 2.26±0.19 3.70±0.16
Table 5.5: Result of fits to D∗+-D0/+ mass-difference distributions in simulated decays in all
reconstructed D∗+ modes. The signal is parameterised by a bifurcated Student’s t-distribution.
The width σ∆M is used for the best B0 candidate selection.
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5.3.10 Kinematic Vertex Fits and SVD Hit Requirements
Due to their importance for the time-dependent measurements, the algorithms and methods
for reconstructing decay vertices by kinematic fits are described in detail in Section 4.1. In the
following, the procedure of the reconstruction of decay vertices and the selection requirements
on vertex fit quantities and on the minimal number of SVD hits applied in time-dependent
measurements are summarised.
The decay vertices of reconstructed particles are determined in the following way:
pi0 mesons: In a kinematic fit, the photon daughters are required to originate from IP tube
and the reconstructed mass is constrained to the nominal mass of pi0 mesons.
K0S mesons: The charged pion daughters are required to originate from a common vertex.
No constraints are applied to the reconstruction of K0S decay vertices.
D0, D+ and D+s mesons: The daughter particles are required to originate from a common
vertex. No constraints are applied to the reconstruction of D0, D+ and D+s decay vertices.
D*+ mesons: The decay vertices of D∗+ mesons are determined by a kinematic fit of the
D daughters with the constraint to originate from IP tube. The momentum resolution of
soft pions from D∗+ decays and consequently the resolution of D∗+-D0/+ mass-difference
distributions are improved by a kinematic fit in which the soft pions are constrained to
originate from the D∗+ decay vertex.
B0 mesons: The decay vertex of B0 mesons on reconstruction-side is reconstructed by a
kinematic fit of the D daughters to a common vertex. The D daughters are constrained
to originate from IP tube.
In the time-dependent measurements, selection requirements on the reconstructed decay
vertices are applied. The requirements comprise the ∆t range, the vertex fit quality indicator h
and the uncertainty σz of reconstructed decay vertices of B mesons on reconstruction- and on
tagging-side. The selection requirements on h and σz are chosen in such a way that signal and
background distributions of these variables are in agreement to minimise the Punzi effect [109].
This effect can lead to wrong signal and background fractions in the likelihood function and
consequently to biases in the time-dependent measurements when the distributions of the quan-
tities used on an event-by-event basis differ for signal and background components.
In addition, a requirement on the minimal number of SVD hits of charged tracks used in the
reconstruction of D daughters is applied. The standard requirement in time-dependent measu-
rements at the Belle experiment is that any charged track has to be associated with ≥ 1 SVD
hit in rφ and ≥ 2 SVD hits in z direction. Due to the high multiplicity of charged tracks in the
present analysis, this requirement would decrease the signal efficiency by approximately 20%.
Following previous studies of the ∆z resolution in B decays to double-charm modes [110, 111],
this requirement is relaxed.
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The following selection requirements are applied:
∆t range: |∆t| < 70 ps
Reconstruction-side: 0 < h < 50 and 0 < σz < 200 µm
Tagging-side: 0 < h < 50 and 0 < σz < 200 µm for multi-track vertices
no cut on h and 0 < σz < 500 µm for single-track vertices
SVD hit requirements: at least one D meson has to be reconstructed by at least 2 tracks
associated with ≥ 1 SVD hit in rφ and ≥ 2 SVD hits in z
The above requirements reduce the reconstruction efficiency in B0 → D+D− by 12% and in
B0 → D∗±D∓ by 14%. Therefore the selection requirements are applied only in the time-
dependent and not in the time-integrated measurements, such as the measurements of bran-
ching fractions.
5.3.11 Continuum Suppression
In B0→D+D−, unlike in B0→D∗±D∓, the major source of background arises from e+e−→ qq¯
(q ∈ {u,d,s,c}) continuum events. Inside the D mass, Mbc and ∆E signal region and without
a requirement on the continuum suppression, the background of reconstructed B0 → D+D−
decays is composed of 25% background from neutral B decays, of 10% background from
charged B decays, of 47% continuum background from charm-quarks and of 18% continuum
background from up-, down- or strange-quarks. The continuum background in B0→ D+D− is
suppressed by a hierarchical arrangement of neural networks, implemented by the NeuroBayes
package [107], that combines information about the event topology. The developed continuum
suppression is described in detail in Section 4.6.
Requirement on neural network Background Signal
Decay mode 0 ≤ r ≤ 0.75 0.75 < r ≤ 1 rejected kept
B0→ D+D−→ (K−pi+pi+) (K+pi−pi−) −0.2 −0.8 69% 91%
B0→ D+D−→ (K−pi+pi+) (K0Spi−) −0.8 −0.8 42% 98%
Table 5.6: Requirements on the neural network selection to suppress e+e−→ qq¯ (q ∈ {u,d,s,c})
continuum events in the B0→D+D− analysis, see Section 5.3.11. To utilise the increased signal
purity for events associated with good tags, the requirements are relaxed in high intervals of
r = 1−2ω.
The selection requirements on the final neural network are chosen dependent on the decision
of the flavor tagging algorithms. Events associated with tags of high quality have on average a
higher signal purity than events with tags of low quality, see Figure 4.10 and Section 4.5.5. To
utilise this effect, the requirement on the neural network selection is chosen less strict for high
r-intervals.
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Figure 5.10: Distributions of the final neural network to suppress e+e− → qq¯ (q ∈ {u,d,s,c}
continuum events for (a) B0 → D+D− → (K−pi+pi+) (K+pi−pi−) and (b) B0 → D+D− →(
K−pi+pi+
) (
K0Spi
−) decays. The blue (red) lines show continuum (BB¯) components. The arrows
indicate the applied selection requirements, which in (a) are chosen dependent on the quality
of the flavor tag to utilise the higher signal purity for events associated with high quality flavor
tags.
The distributions of the output of the final neural network and the applied selection require-
ments for all reconstructed B0 → D+D− decay modes are shown in Figure 5.10. The applied
selection requirements are summarised in Table 5.6. In total, the requirements on the neural
network selection reject 64% of the background while retaining 92% of the signal.
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The branching fractions of B0 → D+D− and B0 → D∗±D∓ decays are determined in time-
integrated measurements prior to the time-dependent analysis and the extraction of the CP
violation parameters. The branching fraction measurements are performed as blind analyses.
The reconstruction and selection procedure, the method to extract the signal, and the determi-
nation of reconstruction efficiencies are developed and refined using Monte Carlo simulations,
data distributions in sidebands and control samples on data.
Before unblinding of the B0 → D+D− and B0 → D∗±D∓ data distributions, the branching
fraction measurements are performed on large inclusive Monte Carlo simulation samples, that
contain signal and background to represent the data set in a realistic way. The branching frac-
tion measurements are further validated by performing the same measurements for the con-
trol samples of B0 → D+s D− and B0 → D+s D∗− decays. In addition, ensemble tests based on
pseudo-experiments of B0→ D+D− and B0→ D∗±D∓ decays are performed. In the following,
the procedure of the branching fraction measurements and is described in detail.
6.1 Estimation of Reconstruction Efficiencies
The reconstruction efficiencies are determined by Monte Carlo simulations of signal decays
and are corrected afterwards to account for possible differences on data. The simulations of
signal decays are generated by the EvtGen package [112] and the detector response is simu-
lated by the GEANT3 package [113]. For every decay mode, large samples of Monte Carlo
simulations, in the order of 5×105 signal decays, are generated according to the luminosities
and experimental conditions of the different periods of data taking of the Belle experiment.
The reconstruction efficiency εrec is defined as the ratio of reconstructed to generated signal
decays,
εrec =
Nrec
Ngen
. (6.1)
The number of generated signal decays Ngen is determined by counting the signal decays in
the simulated samples using Monte Carlo information on the generator level. The number of
reconstructed signal decays Nrec is determined by unbinned extended two-dimensional maxi-
mum likelihood fits to the Mbc and ∆E distributions in the same way as in the signal extraction
of the branching fraction measurements at a later stage.
Figure 6.1 shows the reconstruction efficiencies of the B0→D+D− and B0→D∗±D∓ decay
modes used in the branching fraction measurements over the different periods of data taking,
referred to as experiments. Three different periods can be identified: The first period covers the
years 2000 to 2003 (experiments 7 to 27). During this time, a 3-layer silicium vertex detector
was operated in the Belle experiment. For data from this period, the reconstruction efficiencies
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Figure 6.1: Reconstruction efficiencies (data points with error bars) of individual B0→ D+D−
and B0 → D∗±D∓ decay modes for the three periods of data taking of the Belle experiment.
The efficiencies are determined by Monte Carlo simulations of signal decays. The horizontal
lines represent the average weighted by luminosities of the different periods.
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are lowest. The second period covers the years 2003 to 2006 (experiments 31 to 55). For this
period, the silicium vertex detector was replaced by a detector with 4 layers and a larger an-
gular acceptance. The data of this period were reprocessed several times using improved track
finding algorithms and have a higher reconstruction efficiency compared to the first period.
The third period covers the years 2006 to 2010 (experiments 61 to 65). For this period, the
KEKB accelerator was upgraded by crab cavities and improved track finding algorithms were
applied directly after data taking. The reconstruction efficiencies are highest for data from this
period.
The determined efficiencies of reconstructed B0 → D+D− and B0 → D∗±D∓ decay modes
and of the corresponding B0→D+s D− and B0→D+s D∗− control samples are summarised in Ta-
ble 6.1. In addition, the products of efficiencies and branching fractions, εrecB, of reconstructed
D∗+, D0, D+, D+s and K0S decay modes are given. The statistical uncertainty on the reconstruc-
tion efficiencies is negligible due to the size of the Monte Carlo simulation samples. In total,
the reconstruction efficiencies are low due to the high multiplicity of charged tracks in the final
states and are in the order of 5% to 15%. For B0→D+D− decays, the reconstruction efficiency
is higher than for B0 → D∗±D∓ decays, because of lower reconstruction efficiencies for soft
pions from D∗+ decays. The product of reconstruction efficiencies and branching fractions is
approximately 17× 10−4 for both decays. The reconstruction efficiencies of the B0 → D+s D−
and B0 → D+s D∗− control samples are lower than for B0 → D+D− and B0 → D∗±D∓, because
of tighter particle identification requirements and lower reconstruction efficiencies for charged
kaons.
Possible differences in the reconstruction and in the selection between Monte Carlo simula-
tions and data are taken into account by corrections. Correction factors are determined based
on information from measurements of D∗+ → (K−pi+)D0pi+soft decays in inclusive D∗+ samp-
les [114]. The correction factors are determined by comparing the efficiencies of each charged
kaon and pion from each reconstructed B0 → D+D− and B0 → D∗±D∓ decay mode with the
kaons and pions from the inclusive D∗+ samples. The comparison takes into account the ki-
nematics of the particles depending on the transverse momentum pT and the polar angle θ in
the laboratory frame. In total, the efficiencies determined by Monte Carlo simulations need to
be corrected by a reduction of approximately 5%. The determined efficiency correction factors
are summarised in Table 6.1.
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εrec correction PID systematics (%)
B0→ D+D− decay mode εrec (%) εrecB (×10−4) factor K± pi±(
K−pi+pi+)D+ (K+pi−pi−)D− 16.76 14.0 0.950 1.98 3.77(
K−pi+pi+)D+ (K0Spi−)D− 17.66 3.1 0.955 0.99 2.75∑
i
εrec,iBi = 17.1
εrec correction PID systematics (%)
B0→ D∗±D∓ decay mode εrec (%) εrecB (×10−4) factor K± pi±[(
K−pi+)D0 pi+soft]D∗+ (K+pi−pi−)D− 15.01 3.59 0.959 1.88 2.72[(
K−pi+pi−pi+)D0 pi+soft]D∗+ (K+pi−pi−)D− 8.79 4.38 0.967 2.06 5.05[(
K−pi+pi0
)
D0
pi+soft
]
D∗+
(
K+pi−pi−)D− 7.17 6.16 0.971 1.95 2.90[(
K0Spi
+pi−
)
D0
pi+soft
]
D∗+
(
K+pi−pi−)D− 8.49 1.02 0.953 0.99 3.90[(
K−pi+)D0 pi+soft]D∗+ (K0Spi−)D− 14.62 0.39 0.962 0.88 1.70[(
K−pi+pi−pi+)D0 pi+soft]D∗+ (K0Spi−)D− 8.50 0.47 0.971 1.06 4.04[(
K−pi+pi0
)
D0
pi+soft
]
D∗+
(
K0Spi
−)
D− 7.01 0.67 0.974 0.95 1.86[(
K0Spi
+pi−
)
D0
pi+soft
]
D∗+
(
K0Spi
−)
D− 8.23 0.11 0.957 - 2.87∑
i
εrec,iBi = 16.8
B0→ D+s D− decay mode εrec (%) εrecB (×10−4)(
K+K−pi+)D+s (K+pi−pi−)D− 12.38 6.2(
K+K−pi+)D+s (K0Spi−)D− 12.18 0.7(
K0SK
+
)
D+s
(
K+pi−pi−)D− 14.14 1.0∑
i
εrec,iBi = 7.9
B0→ D+s D∗− decay mode εrec (%) εrecB (×10−4)(
K+K−pi+)D+s [(K+pi−)D¯0 pi−soft]D∗− 9.77 1.41(
K+K−pi+)D+s [(K+pi−pi+pi−)D¯0 pi−soft]D∗− 5.62 1.69(
K+K−pi+)D+s [(K+pi−pi0)D¯0 pi−soft]D∗− 4.68 2.42(
K+K−pi+)D+s [(K0Spi−pi+)D¯0 pi−soft]D∗− 5.50 0.40(
K0SK
+
)
D+s
[(
K+pi−)D¯0 pi−soft]D∗− 11.37 0.31(
K0SK
+
)
D+s
[(
K+pi−pi+pi−)D¯0 pi−soft]D∗− 6.48 0.36(
K0SK
+
)
D+s
[(
K+pi−pi0
)
D¯0
pi−soft
]
D∗− 5.41 0.52(
K0SK
+
)
D+s
[(
K0Spi
−pi+
)
D¯0
pi−soft
]
D∗− 6.35 0.09∑
i
εrec,iBi = 7.2
Table 6.1: Reconstruction efficiencies determined by Monte Carlo simulations, efficiency cor-
rection factors for data and systematic uncertainties of the particle identification (PID) selecti-
on.
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6.2 Branching Fraction Measurements on Inclusive Monte Carlo
Simulation Samples
The Belle experiment provides Monte Carlo simulation samples of inclusive generic B decays
and continuum events, referred to as generic Monte Carlo simulations, which allow to perform
the measurements several times on simulated samples prior to unblinding of the data distri-
butions. The simulated samples contain signal and background and are of equivalent size to
the real data set. This section describes the generic Monte Carlo simulation samples and the
B0 → D+D− and B0 → D∗±D∓ branching fraction measurements including the study of pea-
king background sources. The measurements using the data set are performed in the same way
at a later stage.
CPV parameter
Decay mode Branching fraction S C
B0→ D+D− (2.11±0.31)×10−4 0.68 0
B0→ D∗±D∓ (6.1±1.5)×10−4 0.68 0
B0→ D+s D− (7.2±0.8)×10−3 0 0
B0→ D+s D∗− (8.0±1.1)×10−3 0 0
D0→ K−pi+ (3.87±0.05)×10−2 - -
D0→ K−pi+pi−pi+ (8.07±0.21)×10−2 - -
D0→ K−pi+pi0 (13.9±0.5)×10−2 - -
D0→ K0Spi+pi− (2.81±0.15)×10−2 - -
D+→ K−pi+pi+ (9.13±0.19)×10−2 - -
D+→ K0Spi+ (1.47±0.07)×10−2 - -
D∗+→ D0pi+soft (67.7±0.5)×10−2 - -
D∗+→ D+pi0soft (30.7±0.5)×10−2 - -
D+s → K+K−pi+ (5.50±0.27)×10−2 - -
D+s → K0SK+ (1.49±0.08)×10−2 - -
K0S→ pi+pi− (69.2±0.05)×10−2 - -
Table 6.2: Branching fractions according to current world averages [115] of the decay modes
reconstructed in the present analysis and CP violation parameters according the current world
averages from measurements in b → cc¯s transitions [58]. The summarised values are used
in the branching fraction measurements and in the generation of signal replacement for the
measurements on inclusive Monte Carlo simulation samples.
The decays in the generic Monte Carlo simulation samples are generated by Evtgen [112]
and Pythia [116], and the detector response is simulated by GEANT3 [113]. The simulated
decays are generated according to known branching fractions and cross sections and are scaled
according to the luminosities of the Belle experiment.
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In order to improve the simulations and to represent the data as realistically as possible,
the signal decays of the reconstructed decay modes, which are already present in the inclusi-
ve Monte Carlo simulation samples provided by the Belle Collaboration, are replaced in the
present analysis by signal decays generated according to current world averages of branching
fractions and CP violating parameters. Additionally, in the signal decays the resonant sub-
structures of three-body D0, D+ and D+s decays are simulated according to appropriate Dalitz
models. The numerical values of the parameters used as input in the generation of the signal
replacement are summarised in Table 6.2.
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(d) B0→ D∗+ (K0Spi−)D− in MK0Spi− sideband
Figure 6.2: Mbc distributions from inclusive Monte Carlo simulation samples in D− mass side-
bands for B0→ D+D− and B0→ D∗+D− decay modes reconstructed from D−→ K+pi−pi− and
D−→ K0Spi− decays. Superimposed are projections of the fits. The dotted (dashed) lines show
projections of the signal (background) components of the fits. A requirement of |∆E|< 30 MeV
(Mbc > 5.27 GeV/c2) is applied when plotting the Mbc (∆E) distributions.
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Peaking Background Study
Decays such as B¯0→ D(∗)+K∗−, B¯0→ D(∗)+K¯0pi− and B¯0→ D(∗)+pi−pi−pi+ have the same final
states as the reconstructed B0 → D+D− and B0 → D∗±D∓ decay modes and can possibly po-
pulate the Mbc and ∆E signal region. These decays are indistinguishable from signal decays
and are referred to as peaking background. The contribution of possible peaking background
is detected and quantified in fits to the Mbc and ∆E distributions in the D mass sidebands.
For D− mesons, the mass sidebands are defined by
−95 MeV/c2 < MrecD− −MPDGD− < −25 MeV/c2,
and 25 MeV/c2 < MrecD− −MPDGD− < 75 MeV/c2. (6.2)
The widths of the sidebands correspond to 5-times the width of the signal region. Using Monte
Carlo simulations of peaking background decays, it was checked, that the number of events
in the sidebands scaled down by a factor of 5 agree with the number of peaking background
events inside of the signal region.
Figure 6.2 shows Mbc distributions from inclusive Monte Carlo simulation samples in the
D− mass sidebands. For B0→D+D− and B0→D∗+D− decay modes reconstructed from D−→
K+pi−pi− decays, the fits to the sidebands return yields consistent with zero and the modes
are considered to be free of peaking background, compare Figure 6.2(a) and (c). These decay
modes provide the main contribution to the present analysis. For modes reconstructed from
D− → K0Spi− decays, large contributions of peaking background are found and are estimated
to be approximately 80 events in B0→ D+D− and approximately 300 events in B0→ D∗+D−,
compare Figure 6.2(b) and (d) and Table 6.3.
The peaking background contribution appearing in the B0→ D(∗)+
(
K0Spi
−)
D−
reconstruction
of the inclusive Monte Carlo simulation samples is multiple times larger than on data. The
reason for this overestimation is a wrong tuning in the simulation of the quark fragmentation
following b→ cu¯s decays.
Determination of the Branching Fractions
The yields in the signal peaks are extracted by unbinned extended two-dimensional maximum
likelihood fits to the Mbc and ∆E distributions. The peaking background contributions are esti-
mated from the D mass sidebands as described above. The contributions are then scaled down
to the signal region and subtracted from the yields in the peaks to obtain the final signal yields.
The results for the B0 → D+D− and B0 → D∗±D∓ yields for separate inclusive Monte Carlo
simulation samples are summarised in Table 6.3.
The B0→D+D− and B0→D∗±D∓ branching fractions are calculated from the signal yields
Nsignal, from the reconstruction efficiencies εrec, from the branching fractions B′ of the D∗+,
D0, D+, D+s and K
0
S decay modes involved in the reconstruction and from the number NBB¯ of
BB¯ pairs in the data set,
B
(
B0→ D(∗)±D∓
)
=
Nsignal
εrecB′NBB¯
. (6.3)
In B0 → D+D−, the branching fraction measurement is performed for both reconstructed
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decay modes separately. The separate branching fractions provide an additional cross-check
for possible peaking background in one of the modes. The branching fractions are then ave-
raged according to weights given by the uncertainties of the individual measurements by a
least-squares technique. Both reconstructed decay modes are statistically independent and cor-
relations in the average can be neglected.
The weighted average Bˆ and the corresponding uncertainty σˆ are estimated by the center
values Bi and uncertainties σi of the two individual B0→ D+D− branching fraction measure-
ments [99],
Bˆ =
2∑
i=1
Bi
σ2i
2∑
j=1
1
σ2j
and σˆλ =
1√
2∑
i=1
1
σ2i
. (6.4)
Due to the large number of exclusively reconstructed B0→ D∗±D∓ decay modes, the bran-
ching fraction of B0 → D∗±D∓ decays is determined from the total yield and the product of
reconstruction efficiencies and branching fractions of all reconstructed decay modes.
The results of the B0 → D+D− and B0 → D∗±D∓ branching fraction measurements on the
inclusive Monte Carlo simulation samples are summarised in Table 6.3. For both reconstruc-
ted B0 → D+D− decay modes individually and for their averages, the measured branching
fractions reproduce the generator input value of B
(
B0→ D+D−
)
= 2.11×10−4. The measured
branching fractions for B0→D∗±D∓ reproduce the generator input value of B
(
B0→ D∗±D∓
)
=
6.1×10−4.
The agreement of the inclusive Monte Carlo measurements with the input values used in
the generation of the samples indicates, that the procedure for the estimation and subtracti-
on of possible peaking background and the procedure for the determination of the branching
fractions perform correctly.
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B0→ D+D− decay mode Npeak Nsideband Nsignal B
(
B0→ D+D−
) (
×10−4
)
(
K−pi+pi+) (K+pi−pi−) 232.1±19.5 − 232.1±19.5 2.03±0.17
Sa
m
pl
e
1(
K−pi+pi+) (K0Spi−) 48.8±9.2 83.9±12.2 32.0±9.5 2.50±0.54
Weighted average: 2.07±0.16(
K−pi+pi+) (K+pi−pi−) 213.8±18.7 − 213.8±18.7 1.87±0.16
Sa
m
pl
e
2(
K−pi+pi+) (K0Spi−) 51.8±9.5 60.6±11.6 39.7±9.8 3.10±0.55
Weighted average: 1.97±0.15(
K−pi+pi+) (K+pi−pi−) 239.7±19.5 − 239.7±19.5 2.10±0.17
Sa
m
pl
e
3(
K−pi+pi+) (K0Spi−) 48.7±9.3 92.4±13.2 30.2±9.7 2.36±0.55
Weighted average: 2.12±0.16(
K−pi+pi+) (K+pi−pi−) 259.8±20.0 − 259.8±20.0 2.27±0.18
Sa
m
pl
e
4(
K−pi+pi+) (K0Spi−) 37.4±8.4 80.7±12.5 21.3±8.8 1.67±0.50
Weighted average: 2.19±0.17
B0→ D∗±D∓ decays Npeak Nsideband Nsignal B
(
B0→ D∗±D∓
) (
×10−4
)
Sample 1 833.4±39.0 298.4±21.5 773.7±39.2 5.97±0.30
Sample 2 860.0±39.2 315.1±22.4 797.0±39.5 6.15±0.31
Sample 3 876.4±39.6 296.2±21.6 817.2±39.8 6.30±0.31
Table 6.3: Yields and results of the branching fraction measurements performed on inclusive
Monte Carlo simulation samples. In the Monte Carlo simulations, the signal decays are ge-
nerated according to B
(
B0→ D+D−
)
= 2.11× 10−4 and B
(
B0→ D∗±D∓
)
= 6.1× 10−4. Each
generic Monte Carlo simulation sample mimics the real data set in size and composition.
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6.3 Ensemble Tests
Ensemble tests are performed to validate the fit procedure, which is used to extract the signal
yields for the branching fraction measurements of B0 → D+D− and B0 → D∗±D∓ decays. In
the ensemble tests, a Monte Carlo technique is used to create pseudo-experiments of Mbc and
∆E distributions according to a generator model, referred to as toy Monte Carlo, and the fits
of the measurements are performed to the distributions of the pseudo-experiments. Because
the creation of pseudo-experiments is computationally not intensive compared to the comple-
te simulation of the underlying physical decay processes and the simulation of the detector
response, it is possible to repeat the measurement many times and to study the results of the
measurements in the large sample limit. This allows to test the applied fit models, to identify
possible biases in the measurements and to study the fit uncertainties. Furthermore, if the ge-
nerated pseudo-experiments represent the data distributions as realistically as possible, then
the ensemble tests give an estimate of the expected statistical sensitivity of the measurements.
In the present analysis, a hybrid Monte Carlo technique is applied to create the pseudo-
experiments. The approach uses different kinds of models for the generation of signal and
background events. Background events are generated according to a background probability
density function with parameters obtained from fits to generic Monte Carlo simulation samp-
les. The signal generator model is directly derived from the distributions of reconstructed signal
decays, that are simulated by EvtGen [112] and GEANT3 [113] to mimic the Mbc and ∆E dis-
tributions of signal events as realistically as possible.
For the ensemble tests of B0→ D+D− and B0→ D∗±D∓ decays, 1000 pseudo-experiments
are generated for each decay. The expected number of signal events is calculated from the
luminosity of the data set, the current world averages of branching fractions in Table 6.2 and
the determined reconstruction efficiencies in Table 6.1. The expected number of background
events is taken from measurements on inclusive Monte Carlo simulation samples. In the ge-
neration of pseudo-experiments, the number of signal and background events are fluctuated
according to a Poisson distribution.
Center value Pull
Decay µ σ µ σ 〈σfit〉
B0→ D+D− 279.3±0.7 21.2±0.5 +0.058±0.032 1.002±0.023 21.2
B0→ D∗±D∓ 787.2±1.2 36.5±0.8 +0.121±0.032 1.014±0.023 35.9
Table 6.4: Results of the ensemble tests performed for the validation of the B0 → D+D− and
B0 → D∗±D∓ branching fraction measurements. The mean µ and width σ of the center value
and pull distributions with respect to the yield of signal events are obtained by fits of Gaussian
functions to the distributions shown in Figure 6.3.
The distributions of center values, pulls and fit uncertainties of the ensemble tests and the
projections of the fits to the distributions are shown in Figure 6.3 and the results are sum-
marised in Table 6.4. For both, B0 → D+D− and B0 → D∗±D∓, the fits of the ensemble tests
reproduce the generated number of signal events. In B0→ D∗±D∓, unlike in B0→ D+D−, the
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mean of the pull distribution, defined by the deviation of the signal yield obtained in the fit from
175 200 225 250 275
NfitD+D−
0
10
20
30
40
E
nt
ri
es
/1
.3
a.
u.
700 750 800 850 900
NfitD∗±D∓
0
10
20
30
40
E
nt
ri
es
/2
.5
a.
u.
−4 −2 0 2 4(
NfitD+D− −N
gen
D+D−
)
/σfitND+D−
0
10
20
30
40
E
nt
ri
es
/0
.0
7
a.
u.
−4 −2 0 2 4(
NfitD∗±D∓ −N
gen
D∗±D∓
)
/σfitND∗±D∓
0
10
20
30
40
E
nt
ri
es
/0
.0
7
a.
u.
17 18 19 20 21
σfitND+D−
0
10
20
30
40
50
E
nt
ri
es
/0
.0
4
a.
u.
34 35 36 37 38
σfitND∗±D∓
0
10
20
30
40
50
60
E
nt
ri
es
/0
.0
4
a.
u.
Figure 6.3: Center value (top), pull (middle) and fit uncertainty distributions (bottom) from the
ensemble tests performed for the validation of the B0→ D+D− (left) and B0→ D∗±D∓ (right)
branching fraction measurements.
the number of generated signal events, measured in units of the fit error, deviates significantly
from 0 indicating a small bias. The bias corresponds to 12% of the statistical uncertainty or,
if expressed absolutely, to approximately four signal events and is considered to be negligible
at the precision of the measurement. For both decays, the widths of the pull distributions are
consistent with one indicating that the obtained fit uncertainties are reliable.
In B0→D+D−, the inclusion of the B0→D+D−→ (K−pi+pi+) (K0Spi−) decay mode improves
the statistical uncertainty of the branching fraction measurement by 10%. The expected relative
statistical uncertainty of the B0 → D+D− branching fraction is 7.6%. The expected relative
statistical uncertainty of the B0→ D∗±D∓ branching fraction is 4.6%.
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6.4 Branching Fraction Measurements of B0→ D+s D(*)- Decays
Prior to the branching fraction measurements of B0 → D+D− and B0 → D∗±D∓ decays, the
branching fractions of the corresponding B0 → D+s D− and B0 → D+s D∗− control samples are
measured. The procedure of the measurements follows the procedure applied in the measure-
ments on inclusive Monte Carlo simulation samples in Section 6.2.
In addition to the D− mass sidebands, possible peaking background is estimated in the D+s
mass sidebands. For D+s mesons the sidebands are defined by
−50 MeV/c2 < MrecD+s −M
PDG
D+s
< −25 MeV/c2
and 25 MeV/c2 < MrecD+s −M
PDG
D+s
< 100 MeV/c2, (6.5)
corresponding to a width of 4.2-times the signal region. Significant contributions of peaking
background, likely to originate from B0 → D(∗)−K+K¯∗ and B0 → D+s K¯0pi− decays, are found.
After scaling down the mass sidebands to the signal region, the contributions are subtracted
from the yields in the signal peak.
B0→ D+s D− decay mode Npeak Nsideband Nsignal B
(
B0→ D+D−
) (
×10−3
)
(
K+K−pi+)D+s (K+pi−pi−)D− 3248.6±58.8 128.3±14.0 3218.1±58.9 6.50±0.12(
K+K−pi+)D+s (K0Spi−)D− 403.7±20.4 16.7±4.8 394.9±20.5 7.45±0.39(
K0SK
+
)
D+s
(
K+pi−pi−)D− 725.2±27.6 26.4±7.7 720.0±27.6 6.81±0.27
Weighted average: 6.62±0.11
B0→ D+s D∗− decay mode Npeak Nsideband Nsignal B
(
B0→ D+s D∗−
) (
×10−3
)
(
K+K−pi+)D+s [(all D¯0modes)pi−soft]D∗− 3720.1±64.7 581.2±29.6 3581.7±65.1 7.85±0.14(
K0SK
+
)
D+s
[(
all D¯0modes
)
pi−soft
]
D∗−
778.7±29.4 − 778.7±29.4 7.91±0.30
Above combined 4504.4±70.8 581.2±29.6 4366.0±71.2 7.87±0.13
Table 6.5: Yields and results of the branching fraction measurements of B0→D+s D− and B0→
D+s D
∗− decays.
The Mbc and ∆E distributions of B0 → D+s D− and B0 → D+s D∗− decays are shown in Fi-
gure 6.4. The results of the fits to the signal region and to the sidebands are summarised in
Table 6.5. Each of the control samples provides approximately 4300 signal decays at very high
purity. In B0 → D+s D−, the branching fraction is estimated for each reconstructed mode and
then combined by the weighted average given in Equation 6.4. In B0→ D+s D∗−, the branching
fraction is estimated for all reconstructed modes in combination. Additionally, the results for
both reconstructed D+s modes are given separately as a cross-check.
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Figure 6.4: Mbc and ∆E data distributions of (a) B0 → D+s D− →
(
K+K−pi+
) (
K+pi−pi−
)
, (b)
B0→D+s D−→
(
K+K−pi+
) (
K0Spi
−) and (c) B0→D+s D∗− decays. The dotted (dashed) lines show
projections of the signal (background) components of the fits. A requirement of |∆E|< 30 MeV
(Mbc > 5.27 GeV/c2) is applied when plotting the Mbc (∆E) distributions.
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The measured branching fractions are:
B
(
B0→ D+s D−
)
= (6.62±0.11 (stat.))×10−3 (6.6)
and B
(
B0→ D+s D∗−
)
= (7.87±0.13 (stat.))×10−3. (6.7)
The results are in agreement with the current world averages of [115]:
BPDG
(
B0→ D+s D−
)
= (7.2±0.8)×10−3,
and BPDG
(
B0→ D+s D∗−
)
= (8.0±1.1)×10−3.
The agreement of the B0→D+s D− and B0→D+s D∗− branching fraction measurements with the
nominal values confirms that the procedures of the branching fraction measurement including
the estimation and subtraction of possible peaking background contributions perform correctly
on data distributions.
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6.5 Branching Fraction Measurements of B0→ D+D− and
B0→ D∗±D∓ Decays
The B0 → D+D− and B0 → D∗±D∓ branching fraction measurements are performed on the
data distributions according to the procedure developed and validated by the measurements
on inclusive Monte Carlo simulation samples in Section 6.2 and by the B0 → D+s D− and
B0→ D+s D∗− measurements in Section 6.4.
In the B0→ D∗±D∓ branching fraction measurement, only decay modes involving low mo-
mentum pi+soft mesons from D
∗+ decays are included to avoid systematic effects caused by pos-
sible differences between Monte Carlo simulations and data in the reconstruction efficiencies
of low momentum pi0soft mesons. Because the B
0→ D∗±D∓ branching fraction measurement is
expected to be limited by systematic and not by statistical uncertainties, the restriction has no
negative influence on the precision of the result.
B0→ D+D− decay mode Npeak Nsideband Nsignal B
(
B0→ D+D−
) (
×10−4
)
(
K−pi+pi+)D+ (K+pi−pi−)D− 221.4±18.6 − 221.4±18.6 2.16±0.18(
K−pi+pi+)D+ (K0Spi−)D− 48.7±8.8 3.7±7.4 48.0±8.9 1.96±0.36
Weighted average: 2.12±0.16
B0→ D∗±D∓ decay mode Npeak Nsideband Nsignal B
(
B0→ D∗±D∓
) (
×10−4
)
[(
all D0 modes
)
pi+soft
]
D∗+
(
K+pi−pi−)D− 711.5±34.5 − 711.5±34.5 -[(
all D0 modes
)
pi+soft
]
D∗+
(
K0Spi
−)
D−
61.9±9.8 23.5±10.5 57.2±10.0 -[(
all D+ modes
)
pi0soft
]
D∗+
(
K+pi−pi−)D− 125.0±16.5 − 125.0±16.5 -[(
all D0 modes
)
pi+soft
]
D∗+
(
all D−modes)D− 773.9±35.9 23.5±10.5 769.2±36.0 6.14±0.29[(
all D0 modes
)
pi+soft
]
D∗+
(
all D−modes)D−
891.5±39.2 23.5±10.5 886.8±39.3 -
+
[(
all D+ modes
)
pi0soft
]
D∗+
(
K+pi−pi−)D−
Table 6.6: Yields and results of the branching fraction measurements of B0→D+D− and B0→
D∗±D∓ decays.
Possible contributions of peaking background caused by decays with common final states
as the reconstructed B0 → D+D− and B0 → D∗±D∓ decay modes, such as B¯0 → D(∗)+K∗−,
B¯0 → D(∗)+K¯0pi− and B¯0 → D(∗)+pi−pi−pi+ decays, are estimated by unbinned extended two-
dimensional maximum likelihood fits to the Mbc and ∆E distributions in the D− mass sidebands
defined in Equation 6.2. The Mbc distributions in the D− mass sidebands and projections of the
fits are shown in Figure 6.5. After scaling the yields from the sidebands down to the signal
region, a contribution of 0.7± 1.5 peaking background events for B0 → D+D− and a contri-
bution of 4.7± 2.1 peaking background for B0 → D∗±D∓ is found in the D− → K0Spi− mass
sidebands. The D−→ K+pi−pi− mass sidebands are free of peaking background. The estimated
peaking background contributions are subtracted from the yields in the peak to obtain the si-
gnal yields. The amount of peaking background is significantly less than in the measurements
on the inclusive Monte Carlo simulation samples and does not need to be treated explicitly in
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the subsequent time-dependent measurements.
5.20 5.22 5.24 5.26 5.28 5.30
Mbc (GeV/c2)
0
20
40
60
80
100
120
140
160
180
E
ve
nt
s
/2
M
eV
/c
2
(a) B0→ D+ (K+pi−pi−)D− in MK+pi−pi− sideband
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(c) B0→ D∗+ (K+pi−pi−)D− in MK+pi−pi− sideband
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(d) B0→ D∗+ (K0Spi−)D− in MK0Spi− sideband
Figure 6.5: Mbc data distributions in the D− mass sidebands of B0→ D+D− and B0→ D∗+D−
decays reconstructed in D− → K+pi−pi− and D− → K0Spi− decays modes. The dotted (dashed)
lines show projections of the signal (background) components of the fits. A requirement of
|∆E| < 30 MeV (Mbc > 5.27 GeV/c2) is applied when plotting the Mbc (∆E) distributions.
Figure 6.6 shows the Mbc and ∆E data distributions of B0→D+D− and B0→D∗±D∓ decays
and projections of the fits. The results of the fits and the determined branching fractions are
summarised in Table 6.6.
The branching fractions are calculated from the signal yields, the reconstruction efficiencies,
the branching fractions of the D∗+, D0, D+, D+s and K0S decay modes involved in the reconstruc-
tion, and the number of BB¯ pairs in the data set as defined in Equation 6.3. The reconstruction
efficiencies determined by Monte Carlo simulations are corrected by applying the correspon-
136
6.5 Measurements of B0→ D+D− and B0→ D∗±D∓ Decays
5.20 5.22 5.24 5.26 5.28 5.30
Mbc (GeV/c2)
0
20
40
60
80
100
120
E
ve
nt
s
/2
M
eV
/c
2
(a) B0→ D+D−→ (K−pi+pi+)D+ (K+pi−pi−)D−
−0.05 0.00 0.05 0.10
∆E (GeV)
0
10
20
30
40
50
60
E
ve
nt
s
/3
M
eV
5.20 5.22 5.24 5.26 5.28 5.30
Mbc (GeV/c2)
0
5
10
15
20
25
E
ve
nt
s
/2
M
eV
/c
2
(b) B0→ D+D−→ (K−pi+pi+)D+
(
K0Spi
−)
D−
−0.05 0.00 0.05 0.10
∆E (GeV)
0
2
4
6
8
10
12
14
16
E
ve
nt
s
/3
M
eV
5.20 5.22 5.24 5.26 5.28 5.30
Mbc (GeV/c2)
0
50
100
150
200
250
300
E
ve
nt
s
/2
M
eV
/c
2
(c) B0→ D∗±D∓
−0.05 0.00 0.05 0.10
∆E (GeV)
0
20
40
60
80
100
120
E
ve
nt
s
/3
M
eV
Figure 6.6: Mbc and ∆E data distributions of (a) B0 → D+D− → (K−pi+pi+) (K+pi−pi−), (b)
B0→D+D−→ (K−pi+pi+) (K0Spi−) and (c) B0→D∗±D∓ decays. The dotted (dashed) lines show
projections of the signal (background) components of the fit. A requirement of |∆E| < 30 MeV
(Mbc > 5.27 GeV/c2) is applied when plotting the Mbc (∆E) distributions.
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ding correction factors given in Table 6.1 to account for efficiency differences between Monte
Carlo simulations and data.
In B0 → D+D−, the branching fraction is determined for both reconstructed decay modes
separately, and both results are consistent. The combined B0 → D+D− branching fraction is
calculated by the weighted average defined in Equation 6.4.
In B0→D∗±D∓, the branching fraction is determined by the signal yield in all modes exclu-
ding those involving low momentum pi0soft from D
∗+ decays.
The results of the B0→ D+D− and B0→ D∗±D∓ branching fraction measurements are
B
(
B0→ D+D−
)
=
(
2.12±0.16 (stat.)±0.18 (syst.))×10−4, (6.8)
and B
(
B0→ D∗±D∓
)
=
(
6.14±0.29 (stat.)±0.50 (syst.))×10−4 . (6.9)
The contributions of the above given systematic uncertainties and their evaluation are described
in the following Section 6.6.
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6.6 Systematic Uncertainties
The sources of systematic uncertainties in the branching fractions of B0 → D+D− and B0 →
D∗±D∓ decays and their evaluation are described below.
Track reconstruction efficiency
As the systematic uncertainty related to the track reconstruction efficiency, an uncer-
tainty of 0.35% is assigned to each charged track. This value has been determined in an
internal study by the Belle Collaboration of the track finding efficiencies using partially
reconstructed D∗+ decays following the method described in Reference [117].
For low momentum pi+soft mesons from D
∗+ decays, a systematic uncertainty of 1.83% has
been assigned per track. This value has been determined in an internal study by the Belle
Collaboration of systematic uncertainties of low momentum pi+ and pi0 mesons [118].
K0S reconstruction efficiency
As the systematic uncertainty related to the reconstruction efficiency of K0S mesons, an
uncertainty of 4.5% is assigned. This value has been determined in an internal study by
the Belle Collaboration of systematics uncertainties of K0S mesons [119].
pi0 reconstruction efficiency
As the systematic uncertainty related to the reconstruction efficiency of pi0 mesons, an
uncertainty of 4% is assigned. This value has been determined in an internal study by
the Belle Collaboration of systematics uncertainties of pi0 mesons [120].
K/pi selection efficiency
The systematic uncertainty related to possible efficiency differences in the particle iden-
tification between Monte Carlo simulations and data with respect to the applied K/pi
selection is determined using information from measurements of D∗+ → (K−pi+)D0pi+soft
decays in inclusive D∗+ samples [114]. The difference in the selection efficiency between
Monte Carlo simulations and data is estimated by comparing each final state particle in
each reconstructed decay mode to the particles of the inclusive D∗+ samples. In the com-
parison, the kinematics of the particles dependent on the transverse momentum pT and
the polar angle θ in the laboratory frame are taken into account. The results of the com-
parison for K± and pi± mesons in all reconstructed B0→ D+D− and B0→ D∗±D∓ decay
modes are summarised in Table 6.1.
Event reconstruction efficiency
The systematic uncertainty due to the statistics of the Monte Carlo simulations used to
determine the reconstruction efficiencies is negligible because of the size of the samples.
The selection requirements on mass and mass-difference distributions of D0, D+, D∗+ de-
cay modes are chosen to avoid differences between Monte Carlo simulations and data. In
one of the decay modes, D+→ K0Spi+, a possible deviation of the mass distribution from
Monte Carlo simulations and from data can affect the determined event reconstruction
efficiencies. The possible effect on the branching fractions is quantified by comparison
of the mass distributions to 1.0% in B0 → D+D− and to 0.1% in B0 → D∗±D∓ and is
assigned as systematic uncertainty.
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Continuum suppression
In B0 → D+D−, neural networks are used to suppress e+e− → qq¯ (q ∈ {u,d,s,c}) conti-
nuum events. Possible differences in the performance of the neural networks between
Monte Carlo simulations and data are studied using the B0 → D+s D− control sample in
Section 5.2.3. The largest deviations in the signal yield ratios of data and Monte Carlo
simulations in the interval [-1,0.25], as shown in Figures 5.2(a) and (b), are assigned as
systematic uncertainty related to the selection requirements on the neural network con-
tinuum suppression. The upper boundary of the interval is significantly larger than the
selection requirements applied on the neural networks, see Figure 5.10. Averaged over
both reconstructed B0→ D+D− decay modes, the systematic uncertainty is estimated to
be 4.1%.
Fit models
The systematic uncertainty related to the fit models applied to extract the signal yields
in the B0→D+D− and B0→D∗±D∓ branching fraction measurements is determined by
varying separately every fixed parameter in the fits by ±1σ and repeating the fit. For each
parameter, the largest deviation with and without variation is assigned as a systematic
uncertainty. The total systematic uncertainties related to the fit models are obtained by
the quadratic sum of the contributions of all parameters.
D0 , D+ , D∗+ branching fractions
The systematic uncertainty due to uncertainties on the branching fractions of D0, D+,
D∗+ decay modes involved in the reconstruction is determined by propagation of the
uncertainties of current world averages given in Table 6.2 for each reconstructed B0→
D+D− and B0→ D∗±D∓ decay mode.
Number of BB¯ events
The uncertainty of the number of (772±11)×106 BB¯ events in the data set is propagated
to the branching fractions. A systematic uncertainty of 1.4% is obtained.
The contributions of the individual sources of systematics uncertainties to the measured
B0 → D+D− and B0 → D∗±D∓ branching fractions are summarised in Table 6.7. The contri-
butions that are evaluated for individual B0→ D+D− and B0→ D∗±D∓ decay modes are ave-
raged according to the efficiencies and branching fractions of the corresponding modes. The
total systematic uncertainties on the branching fractions are calculated by the quadratic sum
of the individual contributions. A relative systematic uncertainty on the measured branching
fractions of 8.6% in B0→ D+D− and of 8.1% in B0→ D∗±D∓ is obtained.
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Source B0→ D+D− B0→ D∗±D∓
Track reconstruction efficiency 2.0 4.1
K0S reconstruction efficiency 0.7 0.7
pi0 reconstruction efficiency - 1.6
K/pi selection efficiency 5.5 5.3
Event reconstruction efficiency 1.0 0.1
Continuum suppression 4.1 -
Fit models 1.1 0.6
D0, D+, D∗+ branching fractions 4.3 3.9
Number of BB¯ events 1.4 1.4
Total 8.6 8.1
Table 6.7: Systematic uncertainties of the B0 → D+D− and B0 → D∗±D∓ branching fraction
measurements (in %).
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7 Time-Dependent Measurements
The time-dependent measurements of CP violation in B0 → D+D− and B0 → D∗±D∓ decays
are performed as blind analyses after the time-integrated measurements. The fit procedures to
extract the CP violation parameters described in Section 4.5 are validated by a wide variety of
cross-checks by usage of Monte Carlo simulations and by time-dependent measurements of the
B0→ D+s D− and B0→ D+s D∗− control samples. Only after the validation of the fit procedures,
the B0 → D+D− and B0 → D∗±D∓ data distributions are unblinded and the time-dependent
measurements are performed.
7.1 Validation of the Time-Dependent CP Violation Measurements
In the following the validation of the time-dependent CP violation measurements prior to the
unblinding of the data distributions are described. The validation comprises the measurements
of lifetimes of simulated signal decays, linearity tests, the measurements on large Monte Carlo
simulation samples of inclusive decays and ensemble tests.
7.1.1 Measurements of Lifetimes of Simulated Signal Decays
The measurements of lifetimes of untagged samples of B decays allow to validate the fit proce-
dure applied in the time-dependent analyses. In particular, the fits of lifetimes of large samples
of simulated signal decays allow to identify possible biases. Biases in the lifetime measure-
ments can indicate wrong decay vertex reconstruction procedures or an inaccurate treatment
of resolution effects.
For this study, large Monte Carlo simulation samples of B0 → D+D−, B0 → D∗±D∓, B0 →
D+s D
− and B+→ D¯0D+ decays are generated. For B0→ D+D−, the sample comprises 100000
signal decays and for B0→D∗±D∓ 25000 signal decays in each reconstructed decay mode. The
sample sizes are significant larger than the expected yields of 250 signal decays in B0→D+D−
and of 900 signal decays in B0 → D∗±D∓. The decays are generated by EvtGen [112] accor-
ding to lifetimes of τB0 = 1.5344ps and τB+ = 1.6545ps. The detector response is simulated by
GEANT3 [113].
All selection requirements described in Section 5.3, for example on the particle identificati-
on, on the minimal number of SVD hits or on the continuum suppression in B0→ D+D−, are
applied to the reconstructed signal decays. Additionally, the reconstructed signal decays are
required to be correctly reconstructed.
The B meson lifetimes are estimated by unbinned maximum likelihood fits to the untagged
proper decay time difference distributions by using the signal probability density function in
Equation 4.33 and the outlier parameterisation in Equation 4.55. Because the samples contain
only correctly reconstructed signal decays, the fits do not include the background parameteri-
sation.
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Figure 7.1: Proper decay time difference distributions and projections of the limeti-
me fits for simulated (a) B0 → D+D− → (K−pi+pi+) (K+pi−pi−) and (b) B0 → D∗+D− →[(
K−pi+pi−pi+
)
D0 pi
+
soft
]
D∗+
(
K+pi−pi−
)
D− decays. The results of the fits are given in Table 7.1.
Examples for proper decay time difference distributions and projections of the lifetime fits
for each of the reconstructed B0 → D+D− and B0 → D∗±D∓ decay modes are shown in Fi-
gure 7.1. The results of the lifetime fits for all reconstructed decay modes are summarised in
Table 7.1. The lifetimes obtained in the fits are all consistent and show no significant deviation
from the lifetimes used as input to the generation of the simulated signal decays.
The successful lifetime measurements provide an important confirmation for the validity of
the parameterisation of the resolution effects and indicate that the time-dependent measure-
ments perform correctly on untagged Monte Carlo simulation samples.
144
7.1 Validation of the Time-Dependent CP Violation Measurements
Decay mode τfit
(
ps
) (
τfit− τgen
)
/σfit
B+→ D¯0D+→ (K+pi−) (K−pi+pi+) 1.645±0.006 −1.7
B0→ D+D−→ (K−pi+pi+) (K+pi−pi−) 1.530±0.006 −0.8
B0→ D+D−→ (K−pi+pi+) (K0Spi−) 1.535±0.006 0
B0→ D+s D−→
(
K+K−pi+
) (
K0Spi
−) 1.533±0.006 −0.3
B0→ D+s D−→
(
K+K−pi+
) (
K0Spi
−) 1.546±0.006 +2.0
B0→ D∗±D∓ decay mode τfit (ps) (τfit− τgen)/σfit[(
K−pi+
)
D0 pi
+
soft
]
D∗+
(
K+pi−pi−
)
D− 1.528±0.012 −0.5[(
K−pi+pi−pi+
)
D0 pi
+
soft
]
D∗+
(
K+pi−pi−
)
D− 1.521±0.012 −1.1[(
K−pi+pi0
)
D0
pi+soft
]
D∗+
(
K+pi−pi−
)
D− 1.533±0.013 −0.1[(
K0Spi
+pi−
)
D0
pi+soft
]
D∗+
(
K+pi−pi−
)
D− 1.517±0.012 −1.4[(
K−pi+
)
D0 pi
+
soft
]
D∗+
(
K0Spi
−)
D− 1.515±0.012 −1.6[(
K−pi+pi−pi+
)
D0 pi
+
soft
]
D∗+
(
K0Spi
−)
D− 1.520±0.012 −1.2[(
K−pi+pi0
)
D0
pi+soft
]
D∗+
(
K0Spi
−)
D− 1.536±0.015 +0.1[(
K0Spi
+pi−
)
D0
pi+soft
]
D∗+
(
K0Spi
−)
D− 1.505±0.014 −2.1[(
K−pi+pi+
)
D+ pi
0
soft
]
D∗+
(
K+pi−pi−
)
D− 1.524±0.012 −0.8[(
K0Spi
+
)
D+
pi0soft
]
D∗+
(
K+pi−pi−
)
D− 1.524±0.012 −0.9
Table 7.1: Results of the B+ and B0 lifetime measurements of correctly reconstructed signal
decays. The signal decays are generated according to lifetimes of τB+ = 1.6545ps and τB0 =
1.5344ps.
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7.1.2 Linearity Tests
The response of the time-dependent fit procedure to different generator input values of the
CP violation parameters S and C is verified by linearity tests. The linearity tests are perfor-
med for simulated B0 → D+D− and B0 → D∗±D∓ decays. For B0 → D∗±D∓ decays, only the
charge-configuration B0 → D∗+D− is considered. The fit procedure considering both charge-
configurations B0→ D∗+D− and B0→ D∗−D+ and all five CP violation parameters are valida-
ted by ensemble tests in Section 7.1.5.
Coefficients of linear function
Linearity test Distribution c0 c1
B0→ D+D− linearity test in S Sfit−Sgen vs. Sgen −0.002±0.006 +0.004±0.010
Cfit vs. Sgen +0.001±0.005 +0.003±0.007
B0→ D+D− linearity test in C Cfit−Cgen vs. Cgen +0.004±0.005 −0.008±0.007
Sfit vs. Cgen −0.000±0.008 +0.009±0.012
B0→ D∗+D− linearity test in S Sfit−Sgen vs. Sgen −0.006±0.003 +0.007±0.005
Cfit vs. Sgen +0.001±0.002 +0.002±0.004
B0→ D∗+D− linearity test in C Cfit−Cgen vs. Cgen −0.003±0.002 +0.002±0.003
Sfit vs. Cgen +0.002±0.003 +0.001±0.005
Table 7.2: Results of the fits of a linear function f (x) = c0 +c1 ·x to the distributions obtained in
the linearity tests for the CP violation parameters S and C. The distributions of the B0→D∗+D−
linearity tests are shown in Figure 7.2.
For the linearity tests, different sets of simulated signal decays are generated. In each set, one
CP violation parameter is varied within the physical boundary defined by the interval [−1,1],
while the other CP violation parameter is fixed to zero.
The generation of the simulated signal decays for the linearity test in S and C is perfor-
med by different approaches. For the linearity tests in S, the signal decays are generated by
EvtGen [112] and the full detector response is simulated by GEANT3 [113]. For the linea-
rity test in C, the signal decays are created by pseudo-experiments in a hybrid Monte Carlo
technique to reduce the computational effort in the generation of the simulations. The hybrid
Monte Carlo technique follows the approach, that is applied in a similar way in the ensemble
tests performed for the validation of the branching fraction measurements in Section 6.3. In
the hybrid Monte Carlo technique, the proper decay time difference distributions are generated
according to the signal probability density function of the fit model, while all other parameters,
for example the flavor tagging quantities and the decay vertex uncertainties, are generated ac-
cording to distributions obtained from EvtGen/GEANT3 simulations. The hybrid Monte Carlo
technique is applied to simulate signal events in the pseudo-experiments as realistic as possible.
The CP violation parameters S and C of different sets of simulated B0→ D+D− and B0→
D∗+D− decays are estimated by unbinned maximum likelihood fits to the flavor-tagged proper
decay time difference distributions. The likelihood function is composed of the signal probabi-
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(b) C linearity test: C ∈ [−1,1] and S = 0
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Figure 7.2: Linearity tests for the CP violation parameters (a) S and (b) C performed for
B0→D∗+D− decays. The data points with error bars represent the values obtained in the mea-
surement dependent on the generator input value. The solid lines show the projections of the
fits of a linear function to the data points. The fit results of the linear function are summarised
in Table 7.2.
lity density function for the measurement of CP violation parameters defined in Equation 4.40,
and an outlier term.
In all sets of simulated B0→ D+D− and B0→ D∗+D− decays, the CP violation parameters
determined by fits are consistent with the values used as input to the generation of the simu-
lations. A linear function is fitted to the residual distributions of fit and generator values in
dependence of the generator values. The distributions of the linearity tests in S and in C for
B0→ D∗+D− decays and corresponding fit projections of the linear function are shown in Fi-
gure 7.2. The fit results for the coefficients of the linear function for all linearity tests are given
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in Table 7.2. The coefficients are consistent with a constant function.
The tests confirm the linearity of the response of the time-dependent fit procedure within the
boundary of the physical parameter space of the CP violation parameters.
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7.1.3 Measurements of CP Violation on Inclusive Monte Carlo Simulation
Samples
The time-dependent measurements of the CP violation in B0→D+D− and B0→D∗±D∓ decays
are performed several times on Monte Carlo simulation samples of inclusive generic B decays
and continuum events, referred to as generic Monte Carlo simulations. The generic Monte
Carlo simulation samples contain signal and background of equivalent composition and size
as the data sample and allow to test the complete CP fit procedure.
CPV parameter Number events
B0→ D+D− decay mode SD+D− CD+D− Signal Bkg. Total(
K−pi+pi+)D+ (K+pi−pi−)D− −0.64±0.21 −0.19±0.18 215 132 346
Sa
m
pl
e
1(
K−pi+pi+)D+ (K0Spi−)D− −2.20±1.24 +0.27±0.59 25 45 70(
K−pi+pi+)D+ (K+pi−pi−)D− −0.68±0.20 −0.17±0.18 239 177 415
+
(
K−pi+pi+)D+ (K0Spi−)D−(
K−pi+pi+)D+ (K+pi−pi−)D− −0.66±0.28 +0.11±0.17 196 106 301
Sa
m
pl
e
2(
K−pi+pi+)D+ (K0Spi−)D− −0.54±0.70 +0.19±0.56 33 50 83(
K−pi+pi+)D+ (K+pi−pi−)D− −0.65±0.26 +0.11±0.16 229 156 384
+
(
K−pi+pi+)D+ (K0Spi−)D−(
K−pi+pi+)D+ (K+pi−pi−)D− −0.66±0.19 −0.13±0.16 215 117 331
Sa
m
pl
e
3(
K−pi+pi+)D+ (K0Spi−)D− −1.73±0.70 +0.74±0.43 24 47 71(
K−pi+pi+)D+ (K+pi−pi−)D− −0.71±0.18 −0.07±0.15 243 160 402
+
(
K−pi+pi+)D+ (K0Spi−)D−(
K−pi+pi+)D+ (K+pi−pi−)D− −0.61±0.24 −0.10±0.17 216 124 339
Sa
m
pl
e
4(
K−pi+pi+)D+ (K0Spi−)D− +0.06±0.78 −0.35±0.53 20 47 68(
K−pi+pi+)D+ (K+pi−pi−)D− −0.55±0.24 −0.12±0.16 236 171 407
+
(
K−pi+pi+)D+ (K0Spi−)D−
Table 7.3: Results of the CP violation measurements performed on inclusive Monte Carlo
simulation samples for individual B0 → D+D− decay modes and their combinations. In the
Monte Carlo simulations, the signal decays are generated according to SD+D− = −0.68 and
CD+D− = 0. The given yields are determined by integration of the particular components of the
fit functions.
To represent the expected data distributions as realistically as possible, the B0 → D+D−
and B0 → D∗±D∓ signal decays in the generic Monte Carlo simulation samples provided by
the Belle Collaboration are replaced by signal decays that are generated according to current
world averages of branching fractions and CP violation parameters from recent precision mea-
surements in b→ cc¯s transitions [121, 95]. The generic Monte Carlo simulation samples and
the signal replacement are described in Section 6.2. The numerical values used for the genera-
tion of the signal replacement are summarised in Table 6.2.
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The parameters of the probability density function and the resolution function of the back-
ground components described in Section 4.5.2 are determined by fits to the Mbc < 5.26 GeV/c2
sidebands. The parameters obtained in the sidebands are fixed in subsequent CP fits of the si-
gnal region. The agreement of the background shape in the sidebands with the background
shape in the signal region is verified by χ2-tests of the corresponding distributions. Additional-
ly, the background composition in the sidebands is found to be consistent with the background
composition inside the signal region based on Monte Carlo information.
In the measurements of B0→ D+D− decays, the CP violation parameters SD+D− and CD+D−
are extracted by the signal probability density function in Equation 4.40. Both reconstructed
B0→ D+D− decay modes are fitted separately and in combination. The results of the measu-
rements are summarised in Table 7.3. The inclusion of the B0 → D+D− → (K−pi+pi+) (K0Spi−)
decay mode in addition to the B0 → D+D− → (K−pi+pi+) (K+pi−pi−) decay mode improves the
statistical uncertainty on the CP violation parameters by up to 7%. The CP violation parame-
ters determined in the fits are consistent with the values of SD+D− = −0.68 and CD+D− = 0 used
as input to the generation of the simulated signal decays.
B0→ D∗±D∓ decays AD∗±D∓ SD∗+D− CD∗+D− SD∗−D+ CD∗−D+
Sample 1 −0.02±0.05 −0.86±0.15 −0.26±0.16 −0.46±0.21 +0.07±0.16
Sample 2 0.03±0.05 −0.76±0.17 −0.05±0.14 −0.28±0.23 −0.06±0.14
Sample 3 0.04±0.05 −0.73±0.16 −0.08±0.14 −0.74±0.16 +0.26±0.13
Table 7.4: Results of the CP violation measurements performed on generic Monte Carlo simu-
lation samples for B0→ D∗±D∓ decays. In the measurements, the parameterisation in Equati-
on 4.42 is applied. In the Monte Carlo simulations, the signal decays are generated according
to AD∗±D∓ = 0, SD∗+D− = SD∗−D+ = −0.68 and CD∗+D− = CD∗−D+ = 0.
In the measurements of B0 → D∗±D∓ decays, the CP violation parameters AD∗±D∓ = 0,
SD∗+D− , CD∗+D− , SD∗−D+ and CD∗−D+ are extracted by the signal probability density function
in Equation 4.42. The fits are performed to all ten reconstructed B0 → D∗±D∓ decay modes
combined including the modes involving low momentum pi0soft mesons from D
∗+ decays. The
results are summarised in Table 7.4. All measurements are consistent with the generator input
values of AD∗±D∓ = 0, SD∗+D− = SD∗−D+ = −0.68 and CD∗+D− = CD∗−D+ = 0.
The agreement of the results obtained in the inclusive Monte Carlo simulations with the
generator input values indicate that the time-dependent measurements perform correctly in the
presence of background.
150
7.1 Validation of the Time-Dependent CP Violation Measurements
7.1.4 Ensemble Test for the Entire Physical Parameter Space
For the validation of the time-dependent measurements, advanced ensemble tests for B0 →
D+D− decays are performed. In the ensemble tests, the response of the fit procedure to CP
violation parameters within the entire physical parameter space, defined by
√
S2 +C2 ≤ 1, is
studied.
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Figure 7.3: Averaged total deviations of the measurements of the CP violation parameters S
and C from the values used in the generation of the pseudo-experiments. The physical para-
meter space of the CP violation parameters is defined by
√
S2 +C2 ≤ 1 and is sampled by a
two-dimensional grid with a spacing of 2× 10−2 in S and in C direction. On each grid point,
500 pseudo-experiments are generated and the measurements are performed.
The physical parameter space is sampled by a two-dimensional grid with a spacing of
2×10−2 with respect to the parameters S and C. On each grid point, 500 pseudo-experiments
are generated according to the data distributions from the time-integrated measurements of
B0 → D+D− decays. The model for generation of the pseudo-experiments represents the real
data distributions with respect to the Mbc and ∆E parameterisation, the signal and background
yields, the distributions of vertex fit uncertainties and quality indicators, the distributions re-
lated to the flavor tagging and the background parameterisation. The CP violation parameters
are extracted from the pseudo-experiments by the same fit procedure that is applied to the data
distributions at a later stage.
The deviations of the CP violation parameters S and C obtained in the measurements per-
formed on the pseudo-experiments from the values used for the generation provide a measure
for possible systematic deviations in the CP violation parameter space for the fit procedure.
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The averaged total deviations of the measured CP violation parameters in dependence of the
generator values are shown in Figure 7.3. The total deviation is defined as the geometric distan-
ce of the individual deviations of S and C within the parameter space. The deviations fluctuate
at a level that is small compared to the statistical uncertainty in the CP violation measurement.
The fluctuations show no structures, that could indicate regions of possible systematic biases.
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Figure 7.4: Residual distributions of (a) Sfit −Sgen and of (b) Cfit − Cgen obtained in the tests
performed within the entire physical parameter space of S and C for B0→ D+D− decays. The
solid curves show projections of the fit of a Gaussian distribution to the residual distributions.
The results of the fits are summarised in Table 7.5.
If in B0→D+D− decays the contribution of penguin amplitudes is negligible, then the same
CP violation is expected as in b→ cc¯s transitions. Precision measurements of b→ cc¯s transi-
tions suggest S = −0.68 and C = 0 [121, 95]. For the pseudo-experiments generated according
to CP violation parameters close to these values, the measurements in the ensemble tests return
values outside of the physical boundary in approximately 15% of all cases.
SfitD+D− −SgenD+D− CfitD+D− −CgenD+D−
Mean −0.0002±0.0001 −0.0002±0.0001
Width 0.2510±0.0001 0.1724±0.0001
Table 7.5: Result of the fits of a Gaussian function to the residual distributions in Figure 7.4.
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The residual distributions of S and C for the measurements of all pseudo-experiments in
the ensemble tests are shown in Figure 7.4. The residual distributions are fitted by Gaussian
functions. The results of the fits are summarised in Table 7.5. The mean value of the residual
distributions are consistent with zero indicating no bias. The width of the residual distributions
provide an estimate of the expected statistical uncertainties on the CP violation parameters in
the measurements. According to the ensemble tests, for S an uncertainty of 0.25 and for C an
uncertainty of 0.17 is expected.
Figure 7.5: Dependence of the symmetric statistical uncertainty on the center values of the CP
violation measurements of S (blue) and C (red). The distributions are determined by ensemble
tests within the entire physical parameter space, defined by
√
S2 +C2 ≤ 1.
In addition, the ensemble tests within the entire physical parameter space allow further stu-
dies of the uncertainty distributions. The distributions of the symmetric statistical uncertainties
σsym (S) and σsym (C) in dependence of the measured center values of S and C are shown in
Figure 7.5. The uncertainty of S is on average larger than the uncertainty of C. The probabi-
lity density function describing the proper decay time difference distribution of signal events
in Equation 4.40 is symmetric with respect to the cosine term parameterising the direct CP
violation C and has its maximum for vanishing S at ∆t = 0. The mixing-induced CP violation
S is parameterised by an antisymmetric sine term. As a consequence, the maxima of the pro-
per decay time difference distributions for B0 and B¯0 flavor tags are shifted away from ∆t = 0
for increasing S . Due to the exponential decay, most of the statistics in the time-dependent
measurements is at low ∆t values. Therefore, the likelihood function in dependence on the CP
violation parameters is steeper for C than for S, and the values of σsym (C) are on average lower
than the values of σsym (S).
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Figure 7.6: Dependence of the asymmetric statistical uncertainties on the symmetric uncertain-
ties in the CP violation measurements of S (left) and C (red). The distributions are determined
by ensemble tests within the entire physical parameter space, defined by
√
S2 +C2 ≤ 1.
Furthermore, the symmetric statistical uncertainties σsym (S) and σsym (C) depend on the
measured center values of S and C. The statistical uncertainties are highest for low center va-
lues, and decrease with increasing center values. In proximity to the physical boundary of the
CP violation parameters, the statistical uncertainties have the lowest values. This effect can
again be explained by the increasing slope of the likelihood function when approaching the
physical boundary.
The likelihood function can have different profiles for the left-hand and right-hand side of
the fit parameters, which results in asymmetric uncertainties. The dependence of the asymme-
tric uncertainties σasym (S) and σasym (C) on the particular symmetric uncertainties are shown in
Figure 7.6. For large values, the asymmetric and symmetric uncertainties are identical. When
the uncertainties decrease, the asymmetric and symmetric uncertainty distributions start to de-
viate until a clear bifurcation is visible. For even lower values of the uncertainties, correspon-
ding to large center values of the CP violation parameters, the uncertainty facing away from
the physical region is significantly smaller than the uncertainty pointing towards the physical
region.
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7.1.5 Ensemble Test for Specific CP Violation Parameters
Ensemble tests for B0 → D+D− and B0 → D∗±D∓ decays are performed for different sets
of CP violation parameters to validate the CP fit procedure and to obtain estimates for the
expected statistical uncertainties. The Monte Carlo pseudo-experiments are generated accor-
ding to the full likelihood function described in Section 4.32. For B0 → D+D− decays, the
signal decays are generated according to the probability density function in Equation 4.40. For
B0 → D∗±D∓ decays, the signal parameterisation in Equation 4.42 is applied which uses the
time- and flavor-integrated CP violating asymmetry AD∗D, the parameters SD∗+D− and CD∗+D−
for the charge-configuration of B0 → D∗+D− and the parameters SD∗−D+ and CD∗−D+ for the
charge-configuration of B0→ D∗−D+.
The inputs to the generation of pseudo-experiments are the signal and background yields,
the distributions of vertex fit uncertainties and quality indicators, the distributions of flavor
tagging quantities, and the background parameterisations obtained in the time-integrated mea-
surements of B0→ D+D− and B0→ D∗±D∓ decays on data.
For B0→D+D− decays, 1000 pseudo-experiments according to three different sets of SD+D−
and CD+D− are generated and ensemble tests are performed. The input values of the three dif-
ferent sets are
1 : SD+D− = −0.7, CD+D− = 0;
2 : SD+D− = −0.3, CD+D− = −0.5; (7.1)
3 : SD+D− = 0, CD+D− = −0.7.
For the first set, that is close to the theoretically expected CP violation in B0→ D+D− decays
under the assumption of negligible penguin contributions, the residual, pull and fit uncertainty
distributions are shown in Figure 7.7. For all ensemble tests, the mean and width of the pull
distributions indicate, that the fit uncertainties are reliable, and no significant bias is found.
The ensemble tests in B0 → D+D− are performed for both decay modes separately and com-
bined. The inclusion of the B0 → D+D− → (K−pi+pi+) (K0Spi−) decay mode in addition to the
B0 → D+D− → (K−pi+pi+) (K+pi−pi−) decay mode to the time-dependent measurement impro-
ves the statistical uncertainty of the CP violation measurements by approximately 10%. In
total, the expected statistical uncertainties are σSD+D− = 0.24 and σCD+D− = 0.18.
For B0 → D∗±D∓ decays, 1000 pseudo-experiments according to six different sets of CP
violation parameters are generated and ensemble tests are performed. The input values of the
six different sets are
1 : AD∗±D∓ = 0, SD∗+D− = −0.7, CD∗+D− = 0, SD∗−D+ = −0.7, CD∗−D+ = 0;
2 : AD∗±D∓ = 0.2, SD∗+D− = −0.7, CD∗+D− = 0, SD∗−D+ = −0.7, CD∗−D+ = 0;
3 : AD∗±D∓ = 0, SD∗+D− = −0.9, CD∗+D− = 0, SD∗−D+ = −0.5, CD∗−D+ = 0;
4 : AD∗±D∓ = 0.4, SD∗+D− = −0.9, CD∗+D− = 0, SD∗−D+ = −0.5, CD∗−D+ = 0; (7.2)
5 : AD∗±D∓ = 0, SD∗+D− = −0.3, CD∗+D− = −0.5, SD∗−D+ = −0.3, CD∗−D+ = −0;
6 : AD∗±D∓ = 0, SD∗+D− = 0, CD∗+D− = −0.7, SD∗−D+ = 0, CD∗−D+ = −0.7.
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For the first set, that is close to the theoretical expectation, the residual, pull and fit uncertainty
distributions are shown in Figure 7.8. For all ensemble tests, the mean and width of the pull
distributions indicate, that the the fit uncertainties are reliable, and no significant bias is found.
The expected statistical uncertainties are σAD∗D = 0.05, σSD∗+D− = σSD∗−D+ = 0.21 and σCD∗+D− =
σCD∗−D+ = 0.15.
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Figure 7.7: Residual (top), pull (middle) and fit uncertainty distributions (bottom) obtained by
1000 pseudo-experiments of B0→ D+D− decays generated according to the data distributions
and the CP violation parameters SD+D− = −0.7 and CD+D− = 0. The input parameters are close
to the expected values.
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Figure 7.8: Residual (left), pull (middle) and fit uncertainty distributions (right) obtained by
1000 pseudo-experiments of B0→D∗±D∓ decays generated according to the data distributions
and the CP violation parametersAD∗±D∓ = 0, SD∗+D− = SD∗−D+ = −0.7 and CD∗+D− = CD∗−D+ = 0.
The input parameters are close to the expected values.
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7.2 Time-Dependent Measurements of B0→ D+s D(*)− Decays
The procedures for the time-dependent measurements in B0→D+D− and B0→D∗±D∓ decays
are validated by performing the same measurements in B0→ D+s D− and B0→ D+s D∗− decays.
In addition to the measurements of lifetimes and CP violation, the B0-B¯0 mixing frequency is
measured.
7.2.1 Determination of Background Parameters
The background parameterisation for the time-dependent measurements of B0 → D+s D− and
B0 → D+s D∗− decays is determined by fits to the data distributions in the Mbc < 5.26 GeV/c2
sidebands. The fits are performed by applying the background probability density function and
the resolution function described in Section 4.5.3.
Parameter B0→ D+s D− B0→ D+s D∗−
fδ 0.12±0.13 0.13±0.08
µδ (ps) −0.22±0.15 0.10±0.04
τbkg (ps) 1.05±0.15 1.16±0.11
µτ (ps) −0.02±0.10 −0.09±0.09
smainbkg 0.89±0.29 1.21±0.11
stailbkg 7.32±3.37 5.99±1.25
ftailbkg 0.09±0.07 0.05±0.02
Table 7.6: Background parameterisation determined by fits to B0 → D+s D− and B0 → D+s D∗−
data distributions in the Mbc < 5.26 GeV/c2 sidebands.
The results for the background parameters are summarised in Table 7.6. In total, the back-
ground level in B0 → D+s D− and B0 → D+s D∗− is very low. The determined background pa-
rameters are in agreement with the parameters obtained in measurements of inclusive Monte
Carlo simulation samples.
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7.2.2 Measurements of Lifetime
The neutral B meson lifetime is determined from the untagged B0→ D+s D− and B0→ D+s D∗−
data samples by using the signal probability density function in Equation 4.33. The proper
decay time difference distributions and projections of the lifetime fits are shown in Figure 7.9.
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Figure 7.9: Proper decay time difference distributions of untagged (a) B0 → D+s D− and (b)
B0→ D+s D∗− decays and projections of lifetime fits. The dashed lines show projections of the
background components in the fits.
The following lifetimes are obtained:
τB0→D+s D− =
(
1.510± 0.029 (stat.)
)
ps
τB0→D+s D∗− =
(
1.476± 0.030 (stat.)
)
ps (7.3)
The lifetime determined in B0 → D+s D− deviates by less than 0.1σ and the lifetime deter-
mined in B0 → D+s D∗− deviates by 1.4σ from the current world average of τPDGB0 =
(
1.519±
0.007
)
ps [115].
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7.2.3 Measurements of Lifetime and Mixing Frequency
In addition to the lifetime, the B0-B¯0 mixing frequency can be measured from the time evo-
lution of B0 → D+s D− and B0 → D+s D∗− decays, when the decay flavor of the B mesons on
the reconstruction- and on the tagging-side are determined. The decays of B0 → D+s D− and
B0→ D+s D∗− are self-tagging. The decay flavor of a neutral B meson is tagged as a B0(B¯0) by
the charge of the D+s (D
−
s ).
The lifetime and the B0-B¯0 mixing frequency are extracted from the flavor tagged B0 →
D+s D
− and B0→D+s D∗− decays by the probability density function in Equation 4.39. The mea-
surement is performed for B0→D+s D− and B0→D+s D∗− decays separately and combined in a
simultaneous fit. The proper decay time distribution and the fit projections of the simultaneous
lifetime and mixing frequency measurements in B0→D+s D− and B0→D+s D∗− decays is shown
in Figure 7.10. The corresponding mixing asymmetry resolves approximately one oscillation
period. The fit results are summarised in Table 7.7. The determined lifetimes and mixing fre-
quencies are in agreement with the current world averages of τPDG
B0
=
(
1.519± 0.007
)
ps and
∆mPDG =
(
0.507±0.004
)
ps−1 [115].
Decay mode τfit
B0
(ps)
(
τfit
B0
− τPDG
B0
)
/στfit
B0
∆mfit (ps−1)
(
∆mfit−∆mPDG
)
/σ∆mfit
B0→ D+s D− 1.517±0.029 −0.1σ 0.522±0.018 +0.8σ
B0→ D+s D∗− 1.480±0.030 −1.3σ 0.502±0.019 −0.3σ
B0→ D+s D− 1.499±0.021 −1.0σ 0.512±0.013 +0.4σ
+ B0→ D+s D∗−
Table 7.7: Results of the lifetime and mixing frequency measurements in B0 → D+s D− and
B0→ D+s D∗− decays.
The mixing asymmetry depends on the quality of the flavor tag as expressed by the quality
indicator r = 1− 2ω. The mixing asymmetry in intervals of r for the combined measurement
of B0 → D+s D− and B0 → D+s D∗− decays is shown in Figure 7.11. The amplitude of the mi-
xing asymmetry increases with the quality of the tags. This is an effect of the decreasing
dilution for tagging decisions associated with low uncertainties. The performance of the fla-
vor tagging algorithms can be expressed by the effective tagging efficiency εeff , defined by
εeff =
∑
i
fi (1−ωi)2. The effective tagging efficiency depends on the event fraction fi and the
dilution (1−ωi) in the i-th r-interval.
The effective tagging efficiency is estimated to (28.8±0.9 (stat.))% in the measurements of
B0→ D+s D− and B0→ D+s D∗− decays. This value agrees with the effective tagging efficiency
of
(
29.9±0.4 (stat.+ syst.))% determined in the calibration of the flavor tagging algorithms in
the measurements of B0→ D∗−l+νl+ decays.
The agreement of the mixing frequency measurements and of the estimated effective tag-
ging efficiency provide an additional cross-check for the time-dependent measurements. This
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Figure 7.10: Top: Proper decay time difference distributions (data points with error bars) of
B0 → D+s D− and B0 → D+s D∗− candidates. The lines show projections of the simultaneous
lifetime and mixing frequency fit. Bottom: The mixing asymmetry obtained from the above
distributions and projections.
cross-check is not only sensitive to possible problems in the vertex reconstruction and in the
description of the resolution effects, but also tests the flavor tagging algorithms.
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Figure 7.11: The mixing asymmetry from Figure 7.10 in intervals of the flavor tagging quality
variable r.
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7.2.4 Measurements of CP Violation
The CP violation measurements are performed for the control samples of B0 → D+s D− and
B0 → D+s D∗− decays by applying the parameterisations for B0 → D∗±D∓ decays defined in
Equations 4.41 and 4.42. The proper decay time difference distributions of the flavor-tagged
B0→ D+s D− and B0→ D+s D∗− decays are shown in Figure 7.12. The results for both parame-
terisations are summarised in Table 7.8.
Decay mode ADsD(∗) SD−s D(∗)+ CD−s D(∗)+ SD+s D(∗)− CD+s D(∗)−
B0→ D+s D− −0.01±0.02 −0.05±0.07 −0.94±0.04 −0.06±0.07 +0.97±0.04
B0→ D+s D∗− +0.01±0.02 +0.06±0.07 −0.94±0.04 −0.13±0.07 +1.05±0.03
Decay mode ADsD(∗) SDsD(∗) CDsD(∗) ∆SDsD(∗) ∆CDsD(∗)
B0→ D+s D− −0.01±0.02 −0.05±0.05 +0.01±0.03 +0.01±0.05 −0.95±0.03
B0→ D+s D∗− +0.01±0.02 −0.04±0.05 +0.06±0.03 +0.10±0.05 −1.00±0.03
Table 7.8: Result of time-dependent CP violation measurements of B0 → D+s D− and B0 →
D+s D
∗− decays using the parameterisations for B0→D∗±D∓ decays in Equations 4.41 and 4.42.
The time- and flavor-integrated asymmetry ADsD(∗) and the mixing-induced CP violating
asymmetries SD−s D(∗)+ and SD+s D(∗)− are consistent with zero indicating no direct and no mixing-
induced CP violation in B0 → D+s D− and B0 → D+s D∗− decays. The parameters CD−s D(∗)+ andCD+s D(∗)− have maximal values of ±1 and are of opposite sign. The flavor-dependent CP viola-
tion CDsD(∗) is consistent with zero. The parameter ∆CDsD(∗) measures the asymmetry between
the decay rates Γ(B0→D(∗)+D−s )+Γ(B¯0→D(∗)−D+s ) and Γ(B0→D(∗)−D+s )+Γ(B¯0→D(∗)+D−s )
and is consistent with −1 as it is expected for flavor-specific decays.
In total, the measurements are consistent with the assumption of no CP violation in B0 →
D+s D
− and B0→D+s D∗− decays. Because the control samples are of high statistics and in many
aspects very similar to B0 → D+D− and B0 → D∗±D∓ decays, the above results provide an
important cross-check, that the time-dependent CP violation measurements perform correctly.
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(b) B0→ D+s D∗−
Figure 7.12: Top: Proper decay time difference distributions (data points with error bars) of
(a) B0→D+s D− and (b) B0→D+s D∗− candidates. The solid (dashed) lines show projections of
all (background) components in the fit. Bottom: The CP asymmetry obtained from the above
distributions and projections.
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7.3 Time-Dependent Measurements of B0→ D(*)±D∓ Decays
After the validation of the measurement procedure and passing the described cross-checks,
the B0 → D+D− and B0 → D∗±D∓ data distributions are unblinded and the time-dependent
measurements are performed.
7.3.1 Determination of Background Parameters
The parameters of the background probability density function and the corresponding resolu-
tion function described in Section 4.5.3 are determined by fits to the data distributions in the
Mbc < 5.26 GeV/c2 sidebands. The proper decay time difference distributions in the sidebands
of B0→D+D− and B0→D∗±D∓ decays and the corresponding fit projections are shown in Fi-
gure 7.13. The obtained parameters are summarised in Table 7.9. The parameters are consistent
with the parameters obtained in the measurements of inclusive Monte Carlo simulation samp-
les in Section 7.1.3. As a cross-check for B0 → D∗±D∓ decays, the background parameters
are determined separately for the two charge-configurations of B0→D∗+D− and B0→D∗−D+
decays and are found to be consistent.
Parameter B0→ D+D− B0→ D∗±D∓
fδ 0.32±0.06 0.31±0.04
µδ (ps) −0.08±0.06 0.08±0.04
τbkg (ps) 1.06±0.08 1.03±0.06
µτ (ps) −0.05±0.05 −0.18±0.04
smainbkg 1.32±0.07 1.19±0.04
stailbkg 6.30±0.85 5.88±1.16
ftailbkg 0.05±0.02 0.06±0.02
Table 7.9: Background parameterisation determined by fits to the proper decay time difference
data distributions of B0→D+D− and B0→D∗±D∓ decays in the Mbc < 5.26 GeV/c2 sidebands.
The ∆t distributions and projections of the fits to the sidebands are shown in Figure 7.13.
In the following time-dependent measurements of lifetimes and CP violation, the back-
ground parameters are fixed to the values determined in the sidebands.
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Figure 7.13: Proper decay time difference distributions of (a) B0→D+D− and (b) B0→D∗±D∓
decays in the Mbc < 5.26 GeV/c2 sidebands. Superimposed are projections of the fits perfor-
med for the determination of the background parameters. The blue dashed lines show pro-
jections of the lifetime components and the red dashed lines show projections of the prompt
components in the fit. The background parameters determined in the fits are summarised in
Table 7.9.
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7.3.2 Measurements of Lifetime
Prior to unblinding of the data distributions and performing the time-dependent CP violation
measurements, the neutral B meson lifetime is determined from the untagged B0→D+D− and
B0 → D∗±D∓ data samples. In this last cross-check, any deviation from the nominal lifetime
would indicate possible problems in the fit procedure, caused e.g. by the calculation of the
signal purity, the vertex reconstruction, the resolution functions or the background parameteri-
sation.
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Figure 7.14: Proper decay time difference distributions of untagged (a) B0 → D+D− and (b)
B0→ D∗±D∓ decays and projections of lifetime fits. The dashed lines show projections of the
background components in the fits.
The lifetime is extracted by the signal probability density function in Equation 4.33. The
background parameterisation is fixed to values determined by fits to the Mbc sidebands. The
proper decay time difference distributions of the untagged B0→ D+D− and B0→ D∗±D∓ data
samples and projections of the lifetime fits are shown in Figure 7.14.
The following lifetimes are obtained:
τB0→D+D− =
(
1.595± 0.134 (stat.)
)
ps
τB0→D∗±D∓ =
(
1.444± 0.082 (stat.)
)
ps (7.4)
The lifetimes determined in B0→ D+D− and B0→ D∗±D∓ deviate by less than 1σ from the
current world average of τPDG
B0
=
(
1.519±0.007
)
ps [115].
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7.3.3 Measurements of CP Violation
After validation of the fit procedure and passing all cross-checks described in the previous
sections, the flavor tagged B0→ D+D− and B0→ D∗±D∓ data distributions are unblinded and
the time-dependent CP violation measurements are performed. The CP violation parameters
are determined by unbinned maximum likelihood fits to the ∆t distributions in the Mbc and
∆E signal region. The ∆t distributions of the flavor-tagged B0→ D+D− and B0→ D∗±D∓ data
samples and projections of the CP fits are shown in Figure 7.15.
For B0→ D+D− decays, the CP violation parameters are extracted by the signal probability
density function in Equation 4.40. The free parameters in the fit are SD+D− and CD+D− . The
result is
SD+D− = −1.06 +0.21−0.14 (stat.) ± 0.08 (syst.),
CD+D− = −0.43 ± 0.16 (stat.) ± 0.05 (syst.). (7.5)
The CP violation parameters are outside of the physical parameter space, defined by
√
S2 +C2 ≤
1, and the direct CP violation CD+D− deviates from zero. The statistical uncertainty on SD+D− is
asymmetric because of the proximity of the center value to the physical boundary.
For B0→D∗±D∓ decays, the CP violation parameters are extracted by the signal probability
density function in Equation 4.41. The free parameters in the fit are AD∗D SD∗D, CD∗D, ∆SD∗D
and ∆CD∗D. The result is
AD∗D = +0.06 ± 0.05 (stat.) ± 0.02 (syst.),
SD∗D = −0.78 ± 0.15 (stat.) ± 0.05 (syst.),
CD∗D = −0.01 ± 0.11 (stat.) ± 0.04 (syst.),
∆SD∗D = −0.13 ± 0.15 (stat.) ± 0.04 (syst.),
∆CD∗D = +0.12 ± 0.11 (stat.) ± 0.03 (syst.). (7.6)
As a cross-check for B0 → D∗±D∓ decays, the CP violation parameters SD∗+D− , CD∗+D− ,
SD∗−D+ and CD∗−D+ of both charge-configurations, B0→D∗+D− and B0→D∗−D+, are determi-
ned by the parameterisation in Equation 4.42. The result is
AD∗D = +0.06 ± 0.05 (stat.),
SD∗+D− = −0.90 ± 0.21 (stat.),
CD∗+D− = −0.11 ± 0.14 (stat.),
SD∗−D+ = −0.65 ± 0.22 (stat.),
CD∗−D+ = +0.13 ± 0.16 (stat.). (7.7)
The contributions of the above given systematic uncertainties and their evaluation are de-
scribed in the following Section 7.3.4. The significance of the CP violation measurements in
B0→ D+D− and B0→ D∗±D∓ decays is studied in Section 7.3.5.
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(b) B0→ D∗±D∓
Figure 7.15: Top: Proper decay time difference distributions (data points with error bars) of
(a) B0→ D+D− and (b) B0→ D∗±D∓ candidates associated with high quality flavor tags (r >
0.5). The lines show projections of the sum of signal and background components in the fit.
The signal purity for r > 0.5 is 69% (66%) for B0 → D+D− (B0 → D∗±D∓). Bottom: The CP
asymmetry obtained from the above distributions and projections.
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7.3.4 Systematic Uncertainties
The sources of systematic uncertainties on the time-dependent CP violation parameters of
B0→ D+D− and B0→ D∗±D∓ decays and their evaluation are described in the following. The
individual contributions are summarised in Table 7.10.
Vertex reconstruction
The following sources contribute to the systematic uncertainty related to the decay vertex
reconstruction of B mesons on the reconstruction- and on the tagging-side.
Poor quality vertex rejection
The systematic uncertainty due to the selection requirement on the vertex fit quality
indicator h for decay vertices of B mesons on reconstruction- and on tagging-side
is estimated by varying the requirement from h < 50 to h < 25 and h < 100.
∆t fit range
The stability of the time-dependent fits with respect to selection requirements on
the ∆t fit range is studied by varying the fit range from |∆t| < 70 ps to |∆t| < 40 ps
and |∆t| < 100 ps.
IP tube constraint in vertex fit
In the vertex fits, B mesons on reconstruction- and on tagging-side are constraint
to originate from the IP tube. The IP tube is obtained by smearing the IP profile
in the xy-plane to account for the transverse decay lengths of B mesons, compare
Section 4.1.2. The systematic uncertainty due to this constraint is estimated by
varying the smearing from 21 µm to 11 µm and 41 µm.
Track rejection in Btag vertex fit
In the reconstruction of decay vertices of B mesons on the tagging-side, selecti-
on requirements on the impact parameters are applied to remove tracks associated
with poor position measurements. The systematic uncertainty is estimated by vary-
ing the requirement on the transverse and longitudinal distance of closest approach
from < 500 µm to < 400 µm and < 600 µm.
SVD misalignment
The effect of the imperfect alignment between the SVD and CDC detectors on the
vertex reconstruction is assumed to be decay mode independent and the systematic
uncertainty is taken from Belle’s recent sin(2β) measurement in b→ cc¯s transi-
tions [94, 95]. In this measurement the systematic uncertainty is estimated from
Monte Carlo simulation samples with artificial misalignment effects.
∆z bias
Biases in ∆z measurements are observed in e+e → µ+µ− decays and in control
samples. Special correction functions are applied to the vertex fits of B mesons on
reconstruction- and on tagging-side. The systematic uncertainty is obtained by ta-
king into account the difference between results of CP violation measurements
with and without the corrections applied.
∆t resolution functions
The systematic uncertainties related to the ∆t resolution functions are estimated by vary-
ing individually every resolution function parameter in Table 4.1 by ±1σ and repeating
the CP violation measurement. For each resolution function parameter, the largest de-
viation from the result without variation is assigned as systematic uncertainty. The total
170
7.3 Time-Dependent Measurements of B0→ D(∗)±D∓ Decays
systematic uncertainty related to the resolution functions is obtained by the quadratic
sum of the contributions of all resolution function parameters.
Background ∆t parameterisation
The systematic uncertainty due to the background parameterisation is estimated by in-
dividual variation of each background parameter in Table 7.9 within its uncertainty. For
each parameter, the largest deviation from the result without variation is assigned as
systematic uncertainty. The total systematic uncertainty related to the background pa-
rameterisation is obtained by the quadratic sum of the contributions of all background
parameters.
Signal purity
In the time-dependent CP violation measurements, the signal purity is calculated on an
event-by-event basis as a function of the Mbc and ∆E observables. The systematic uncer-
tainty related to the signal purity is estimated by individual variation of each parameter
of the Mbc and ∆E parameterisation within its uncertainty. For each parameter, the lar-
gest deviation from the result without variation is assigned as systematic uncertainty.
The total systematic uncertainty related to the calculation of the signal purity is obtained
by the quadratic sum of the contributions of all background parameters.
Physics parameters τB0 and ∆m
In the CP violation measurements, the B meson lifetime and mass difference are fixed
to current world averages τB0 = (1.519±0.007) ps and ∆m = (0.507±0.004) ps−1 [115].
The systematic uncertainties related to the physics parameters τB0 and ∆m are estimated
by variation of each parameter within its uncertainty. For each parameter, the largest
deviation from the result without variation is assigned as systematic uncertainty. The
total systematic uncertainty related to the physics parameters is obtained by the quadratic
sum of the contributions of all background parameters.
Flavor tagging
The systematic uncertainties related to the flavor tagging procedure are estimated by
individual variation of the wrong tag fractions and the wrong tag fraction differences
in Table 4.2 in each r-interval within their uncertainties. For each parameter, the largest
deviation from the result without variation is assigned as systematic uncertainty. The
total systematic uncertainty related to the flavor tagging procedure is obtained by the
quadratic sum of the contributions of all background parameters.
Possible fit bias
The effect of a possible fit bias in the time-dependent measurements is estimated by
large Monte Carlo simulation samples of signal decays. For B0 → D+D− and B0 →
D∗±D∓ decays, 106 signal decays are generated each according to the parameters of
τB0 = 1.5344ps, ∆m = 0.507ps−1, S = −0.668 and C = 0. The deviation of the CP fit
results from the generator input values are assigned as systematic uncertainties.
Peaking background
The contribution of decays, that have the same final states as the reconstructed B0 →
D+D− and B0 → D∗±D∓ decay modes and that can populate the Mbc and ∆E signal
region as peaking background, are determined in the branching fraction measurement
by fits to the D− mass sidebands. The D−→K+pi−pi− mass sidebands are free of peaking
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background. For B0→D+D− (B0→D∗±D∓) a small contribution of 0.7±1.5 (4.7±2.1)
peaking background events is found in the D− → K0Spi− mass sidebands. In the time-
dependent fits, these small contributions are neglected.
The effect of the peaking background on the time-dependent CP violation measurements
is studied by ensemble tests. For the ensemble tests, Monte Carlo pseudo-experiments
containing signal, background and peaking background events are generated according
to the data distributions. For the peaking background, different variations of the above
yields are generated according to different parameterisations of the proper decay time
difference distributions. The peaking background is generated either flavor-blind accor-
ding to the lifetime distribution in Equation 4.43, or according to the decay rates defined
in Equations 4.44 to 4.47. The decay rates introduce an asymmetry to the proper de-
cay time difference distributions and allow for CP violation in the peaking background
decays. In the ensemble tests, the nominal fit procedures neglecting the effect of pea-
king background are applied. The largest systematic biases are assigned as systematic
uncertainty for the peaking background.
Tag-side interference
In the time-dependent measurements performed to extract the CP violation parameters,
the decay of the B meson on the tagging-side is assumed to be caused by only one decay
amplitude and to be flavor-specific. Since the B mesons on the reconstruction-side and
on the tagging-side are entangled and evolve coherently, a non-flavor specific decay of
the tagging B meson can cause deviations from the standard time evolution, derived in
Section 2.5, for the second B meson decaying to a CP eigenstate.
In decays on the tagging-side, for example in B0 → D−pi+, an interference between
Cabibbo-favored b→ cu¯d and suppressed b¯→ u¯cd¯ decay amplitudes occurs. This inter-
ference, referred to as tag-side interference, can have sizeable effects on the CP violation
measurements and results in modified decay rates for the B meson on the reconstruction-
side [122, 123]:
PB0 (∆t) =
e−|∆t|/τB0
4τB0
[
RB0 +SB0 sin
(
∆m∆t
)−CB0 cos(∆m∆t)]
PB¯0 (∆t) =
e−|∆t|/τB0
4τB0
[
RB¯0 +SB¯0 sin
(
∆m∆t
)−CB¯0 cos(∆m∆t)]
RB0[B¯0] =
∣∣∣λCP∣∣∣2 + 1
2
−2r′Re(λCP)cos(2β+ γ ∓ δ′)
SB0[B¯0] =± Im
(
λCP
)
+ r′
(
1− ∣∣∣λCP∣∣∣2)sin(2β+ γ ∓ δ′)
CB0[B¯0] =∓
∣∣∣λCP∣∣∣2−1
2
−2r′ Im(λCP)sin(2β+ γ ∓ δ′) (7.8)
The modified decay rates depend on the CP violation of the reconstructed decay mode
expressed by λCP, the relative weak phases β and γ, the ratio r′, and the relative strong
phase δ′ between Cabibbo-suppressed b¯→ u¯cd¯ and favored b→ cu¯d decay amplitudes
on the tagging-side.
The quantities SB0[B¯0] = 2r′ sin
(
2β+ γ±δ′) are experimentally accessible in semileptonic
B0→ D∗−l+νl decays. The results from B0→ D∗−l+νl control samples in Belle’s recent
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sin(2β) measurement in b→ cc¯s transitions are [94, 95],
SB0 =2r′ sin
(
2β+ γ + δ′
)
=
(
+0.0096±0.0073),
SB¯0 =2r′ sin
(
2β+ γ − δ′) = (−0.0067±0.0107). (7.9)
The effect of the tag-side interference on the CP violation measurements of B0→D+D−
and B0 → D∗±D∓ decays is studied by ensemble tests using pseudo-experiments gene-
rated according to the decay rates described above. Input to the generation of the Monte
Carlo pseudo-experiments are the B0 → D∗−l+νl control sample results given in Equa-
tion 7.9. The parameter λCP is chosen according to the CP violation results of the mea-
surements in B0 → D+D− and B0 → D∗±D∓ decays and according to the result of the
sin(2β) measurement in b→ cc¯s transitions [94, 95]. The amplitude ratio r′ and the re-
lative strong phase δ′ are constrained by using the value of γ =
(
67.3+4.2−3.5
)◦ provided by
the CKMfitter group [46].
The ensemble tests are performed by using pseudo-experiments generated including the
effect of tag-side interference. In the ensemble tests, the nominal fit procedures neglec-
ting the effect of tag-side interference are applied. The largest systematic biases on the
CP violation parameters are assigned as systematic uncertainties for the tag-side interfe-
rence.
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7.3.5 Statistical Significance of the Results
The CP violation measurements are performed by maximising a likelihood function with re-
spect to the parameters SD+D− and CD+D− in B0 → D+D− and with respect to the parameters
AD∗D, SD∗D, CD∗D, ∆SD∗D and ∆CD∗D in B0 → D∗±D∓. In the measurements, the statistics is
large enough to determine central confidence intervals on the CP violation parameters by a
likelihood-ratio approach.
In B0→ D+D−, the 2-dimensional confidence regions are determined from the shape of the
likelihood function L around its solution given by
lnL (SD+D− ,CD+D−) = lnLmax
(
SˆD+D− , CˆD+D−
)
− s
2
2
, (7.10)
where Lmax denotes the extreme value of the likelihood function and SˆD+D− and CˆD+D− denote
the estimates of the CP violation parameters.
In B0 → D∗±D∓, only three out of the five measured parameters are sensitive to CP viola-
tion. In analogy to B0 → D+D−, the 3-dimensional confidence regions with respect to these
parameters are determined by
lnL (AD∗D,SD∗D,CD∗D) = lnLmax
(
AˆD∗D, SˆD∗D, CˆD∗D
)
− s
2
2
. (7.11)
Figure 7.16: Likelihood contours in the B0 → D+D− measurement for different confidence
levels according to two degrees of freedom. The blue lines correspond to the likelihood from
the fit only. The black lines additionally account for the systematic uncertainties.
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The value of the likelihood-ratio s2 = −2ln(L/Lmax) can be translated into a probability
content by
s2∫
0
χ2 (z,dof)dz = 1− γ, (7.12)
where s2 is the quantile of the χ2 distribution of the order 1− γ with respect to the particular
degrees of freedom (dof) [99, 124].
To determine the confidence regions in the CP violation parameter space associated with a
given probability content, the likelihood function is evaluated on a grid of 500×500 points for
the parameters SD+D− and CD+D− around the obtained solution in the B0→D+D− measurement,
and on a grid of 500× 500× 500 points for the parameters AD∗D, SD∗D and CD∗D around the
obtained solution in the B0 → D∗±D∓ measurement. To include the systematic uncertainties
in the study of the significance, the likelihood function is additionally convoluted numerically
by Gaussian functions with widths chosen according to the systematic uncertainties on the CP
violation parameters obtained in Section 7.3.4.
For B0 → D+D−, the confidence regions corresponding to a significance of 1σ to 5σ with
respect to two degrees of freedom are shown in Figure 7.16. The parameters SD+D− and CD+D−
are correlated at a level of approximately 10%. The measured CP violation parameters are
approximately 0.5σ outside of the physical parameter space defined by
√
S2 +C2 ≤ 1 and the
direct CP violation CD+D− deviates from zero by approximately 2σ. The measurement excludes
the conservation of CP symmetry in B0→ D+D− decays, equivalent to SD+D− = CD+D− = 0, at
a confidence level of 1−2.7×10−5 corresponding to a significance of 4.2σ.
For B0 → D∗±D∓, the confidence regions corresponding to a significance of 1σ to 5σ with
respect to three degrees of freedom are shown in Figure 7.17. The time- and flavor-integrated
asymmetry AD∗D measuring direct CP violation and the parameter CD∗D measuring flavor-
dependent direct CP violation are both consistent with zero. The CP violation in B0→ D∗±D∓
is driven by the mixing induced CP violation SD∗D. The measurement excludes the conser-
vation of CP symmetry in B0 → D∗±D∓ decays, equivalent to AD∗D = SD∗D = CD∗D = 0, at a
confidence level of 1−6.8×10−5 corresponding to a significance of 4.0σ.
Under the assumption of negligible contributions from penguin amplitudes, the mixing-
induced CP violation in B0 → D+D− and B0 → D∗±D∓ decays is directly related to the an-
gle β of the Unitarity Triangle. The angle β is determined at high precision by measure-
ments of mixing-induced CP violation in b→ cc¯s transitions. The current world average is
sin(2β) = 0.68± 0.02 [58]. In B0 → D+D−, the mixing-induced CP violation SD+D− deviates
by approximately 1.3σ, and in B0 → D∗±D∓, the mixing-induced CP violation SD∗D deviates
by less than 1σ from this value.
The above reported results account for both, the statistical and the systematic uncertainties.
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Figure 7.17: Likelihood contours in the B0 → D∗±D∓ measurement for different confidence
levels according to three degrees of freedom. The blue lines correspond to the likelihood from
the fit only. The black lines additionally account for the systematic uncertainties.
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8 Summary and Conclusion
In this thesis, the measurements of branching fractions and time-dependent CP violation in
B0→ D+D− and B0→ D∗±D∓ decays are presented. The measurements are based on the final
data set of the Belle experiment containing (772±11)× 106 BB¯ pairs collected at the Υ(4S)-
resonance at the asymmetric-energy KEKB e+e−-collider.
Compared to previous time-dependent measurements carried out by the Belle Collaboration,
the analysis includes several improvements. It makes use of new track finding algorithms, that
give rise to higher reconstruction efficiencies, and applies newly developed resolution functi-
ons, that allow a decay mode independent modelling of resolution effects related to the vertex
reconstruction and consequently bias-free time-dependent measurements. For the B0→D+D−
measurement, an improved continuum suppression based on neural networks implemented in
the NeuroBayes package has been developed. The continuum suppression is realised by a hier-
archical arrangement of neural networks that combine information about the event topology.
The neural network approach allows to efficiently suppress the background originating from
e+e−→ qq¯ (q ∈ {u,d,s,c}) continuum events and has proven to be of superior separation power
compared to standard continuum suppression techniques. Due to the above and further impro-
vements in technical details of the analysis, an approximately 80% higher signal yield than in
the previous Belle measurement based on a data set containing 535× 106 BB¯ pairs could be
achieved in the measurement of B0→ D+D− decays.
The measurements are performed as blind analyses and are validated by various cross-
checks. Prior to unblinding of the B0 → D+D− and B0 → D∗±D∓ data distributions, the sa-
me time-integrated and time-dependent measurements are performed for B0 → D+s D− and
B0→D+s D∗− decays. These decays are kinematically very similar and allow to test the analysis
procedures on high statistic control samples.
The results of the measurement of branching fractions of the control samples are
B
(
B0→ D+s D−
)
=
(
6.62±0.11 (stat.)
)
×10−3, (8.1)
B
(
B0→ D+s D∗−
)
=
(
7.87±0.13 (stat.)
)
×10−3, (8.2)
and are consistent with the current wold averages [115].
The results of the time-dependent CP violation measurements of the control samples are
ADsD = −0.01±0.02 (stat.),
SDsD = −0.05±0.05 (stat.),
CDsD = +0.01±0.03 (stat.),
∆SDsD = +0.01±0.05 (stat.),
∆CDsD = −0.95±0.03 (stat.), (8.3)
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and
ADsD∗ = +0.01±0.02 (stat.),
SDsD∗ = −0.04±0.05 (stat.),
CDsD∗ = +0.06±0.03 (stat.),
∆SDsD∗ = +0.10±0.05 (stat.),
∆CDsD∗ = −1.00±0.03 (stat.). (8.4)
The results are in agreement with the assumption of no CP violation in B0 → D+s D− and
B0→D+s D∗− decays and provide an important confirmation about the validity of the applied fit
procedures. Further cross-checks cover the measurements of lifetimes and mixing-frequencies
of the control samples and the measurements of the lifetimes of the untagged B0→D+D− and
B0→ D∗±D∓ decay samples.
In the time-integrated measurements, the yields for B0→ D+D− decays are 221.4±18.6 si-
gnal events in the (K−pi+pi+)(K+pi−pi−) final state and 48.0 ± 8.9 signal events in the
(K−pi+pi+)(K0Spi
−) final state. For B0→D∗±D∓, a yield of 886.8±39.3 signal events is obtained
in all reconstructed modes combined. Of these, the yield in modes involving only D∗+→D0pi−
decays is 769.2±36.0 signal events.
Decays such as B0→ D(∗)−K∗+, B0→ D(∗)K0pi+ and B0→ D(∗)pi+pi+pi− have the same final
states as the reconstructed B0→D+D− and B0→D∗±D∓ decay modes. These decays can pos-
sibly populate the Mbc and ∆E signal region and are referred to as peaking background. The
peaking background contributions are estimated from the D mass sidebands and subtracted
from the signal yields given above. Overall the peaking background contributions are found to
be small. Following the studies performed by usage of Monte Carlo simulations and data dis-
tributions, the D−→ K+pi−pi− sidebands can be considered as free of peaking background. For
B0→ D+D− (B0→ D∗±D∓), a small contribution of 0.7± 1.5 (4.7± 2.1) peaking background
events is found in the D−→ K0Spi− sidebands.
The B0→D+D− and B0→D∗±D∓ branching fractions are calculated from the signal yields,
the reconstruction efficiencies, the number of BB¯ pairs in the data set, and the current world
averages of D0, D+ and D∗+ branching fractions [115]. The results are
B
(
B0→ D+D−
)
=
(
2.12±0.16 (stat.)±0.18 (syst.)
)
×10−4,
B
(
B0→ D∗±D∓
)
=
(
6.14±0.29 (stat.)±0.50 (syst.)
)
×10−4. (8.5)
The precision of the branching fraction measurements is limited by systematic uncertain-
ties. For both decays, the major contributions to the systematic uncertainty originate from the
uncertainties on the track reconstruction efficiencies and on the particle identification efficien-
cies. These contributions are in particular large for B0 → D+D− and B0 → D∗±D∓ decays,
because the reconstructed decay modes contain a high multiplicity of charged tracks in the
final states. Furthermore, the world averages of D0 and D+ branching fractions are associated
with significant uncertainties.
In Figure 8.1, the measured B0→ D+D− and B0→ D∗±D∓ branching fractions are compa-
red to previous measurements performed by the Belle and BaBar Collaborations [125, 126,
68, 127, 128]. For both decays, the branching fractions are consistent with the results from
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Figure 8.1: Comparison of the results of branching fractions and of time-dependent CP viola-
tion parameters to previous measurements in B0→ D+D− and B0→ D∗±D∓ decays.
previous measurements and exceed them in precision. Regarding the B0→ D∗±D∓ branching
fraction, there is one noticeable deviation: the Belle result from 2002 has an approximately
two-times larger center value than the present result, but is compatible due to its large uncer-
tainty.
In the time-dependent measurements of B0→D+D− decays, the CP violation is determined
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to
SD+D− = −1.06 +0.21−0.14 (stat.) ± 0.08 (syst.),
CD+D− = −0.43 ± 0.16 (stat.) ± 0.05 (syst.). (8.6)
The measurement excludes the conservation of CP symmetry in B0→ D+D− decays, equiva-
lent to SD+D− = CD+D− = 0, at a confidence level of 1−2.7×10−5 corresponding to a significance
of 4.2σ.
The CP violation parameters are located approximately 0.5σ outside of the physical parame-
ter space defined by
√
S2 +C2 ≤ 1. In the ensemble tests, comparable results are obtained in a
significant number of simulated measurements. For Monte Carlo pseudo-experiments, genera-
ted according to CP violation close to the Standard Model expectation and with input from the
data distributions, the CP fit procedure returns values outside of the physical parameter space
in 15% of all simulated measurements.
In Figure 8.1, a comparison with results from previous measurements in B0→D+D− decays
by the Belle and BaBar Collaborations is shown [129, 68, 69]. Both CP violation parameters,
the mixing-induced CP violation S and the direct CP violation C, are in agreement with the
previous measurements and exceed them in precision.
Figure 8.2: Comparison of time-dependent CP violation in B0 → D+D− decays measured by
BaBar and Belle. The Belle result in the left figure is from 2007 [68], and the Belle result in
right figure shows the result of the present analysis. The black circles represent the boundary
of the physical parameter space defined by
√
S2 +C2 ≤ 1. The figure has been provided by the
Heavy Flavor Averaging Group [58].
Another comparison provided by the Heavy Flavor Averaging Group is shown in Figu-
re 8.2. In this illustration, the Belle and BaBar measurements are compared in the plane
spanned by the CP violation parameters S and C. The BaBar measurement agrees well with
the Standard Model reference given by measurements in b→ cc¯s transitions, which suggest
S = −sin(2β) = −0.68± 0.02 and C = 0 [58]. In contrast, the Belle measurement from 2007
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is located outside of the physical parameter space and shows evidence for a large direct CP
violation: CD+D− = −0.91± 0.23 (stat.)± 0.06 (syst.) corresponding to a 3.2σ deviation from
zero. The measurement of the present analysis includes the data set of the previous measu-
rement and has an approximately 80% higher signal yield. The center value of the direct CP
violation reduces by more than half and the significance of the deviation reduces to about 2.0σ.
This significant reduction is consistent with the assumption that the large direct CP violation
observed in the previous measurement is caused by a statistical fluctuation. On the other hand,
the current experimental precision does not allow to provide a statistical significant evidence
for a non-zero direct CP violation at small center values.
In the time-dependent measurements of B0 → D∗±D∓ decays, the CP violation parameters
are determined to
AD∗D = +0.06 ± 0.05 (stat.) ± 0.02 (syst.),
SD∗D = −0.78 ± 0.15 (stat.) ± 0.05 (syst.),
CD∗D = −0.01 ± 0.11 (stat.) ± 0.04 (syst.),
∆SD∗D = −0.13 ± 0.15 (stat.) ± 0.04 (syst.),
∆CD∗D = +0.12 ± 0.11 (stat.) ± 0.03 (syst.). (8.7)
The measurement excludes the conservation of CP symmetry in B0 → D∗±D∓ decays, equi-
valent to AD∗D = SD∗D = CD∗D = 0, at a confidence level of 1− 6.8× 10−5 corresponding to a
significance of 4.0σ.
In Figure 8.1, the B0 → D∗±D∓ result is compared to previous measurements by the Belle
and BaBar Collaborations [70, 129, 69]. The measurements agree in all CP violation parame-
ters and indicate no direct CP violation in B0→ D∗±D∓ decays.
If the contribution of penguin amplitudes is negligible, and if the magnitudes of the B0 →
D∗+D− and B0→D∗−D+ decay amplitudes are identical and their relative strong phase is zero,
then the parameters AD∗D, CD∗D, ∆SD∗D and ∆CD∗D vanish and the mixing-induced CP vio-
lation SD∗D is equal to −sin(2β). The results are consistent with the above assumptions, and
sin(2β) = 0.78±0.15 (stat.)±0.05 (syst.) is measured in B0→ D∗±D∓ decays.
In Figure 8.3, the sin(2β) results from measurements of mixing-induced CP violation in
b→ cc¯s and in b→ cc¯d transitions are compared. The result of the B0→D∗±D∓ measurement
is is in very good agreement with the current world average of sin(2β) = 0.68± 0.02. The re-
sult of the B0 → D+D− measurement deviates by approximately 1.3σ from the current world
average.
In summary, the measurements of branching fractions and time-dependent CP violation in
B0 → D+D− and B0 → D∗±D∓ decays have been performed using the final Belle data set
of (772±11)× 106 BB¯ pairs. The measurements in both decays exclude the conservation of
CP symmetry at equal to or greater than 4.0σ significance. In both decays, the CP violati-
on is driven by mixing-induced CP violation according to sin(2β). Compared to the previous
B0→ D+D− measurement by Belle, the direct CP violation reduced significantly and deviates
instead of 3.2σ only approximately 2.0σ from zero. In B0→ D∗±D∓, no direct CP violation is
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Figure 8.3: Comparison of sin(2β) results from the measurement of mixing-induced CP viola-
tion in several different decay modes involving b→ cc¯s and b→ cc¯d transitions by BaBar and
Belle. The B0→ D+D− and B0→ D∗±D∓ measurements by Belle are the result of the present
analysis. The figure has been provided by the Heavy Flavor Averaging Group [58].
observed suggesting that penguin contributions to the decays are small or possibly negligible.
Further experimental efforts are necessary, to probe for small penguin contributions in b→ cc¯d
transitions.
For future measurements performed at B-factory experiments, an integrated luminosity of
50 ab−1 will be necessary to achieve the same precision as currently provided by the measure-
ments in b→ cc¯s transitions. For the year 2015, the commissioning and the start of SuperKEKB
and the Belle II experiment is scheduled [130]. The new accelerator and the new detector are
designed to operate at an instantaneous luminosity of 8×1035 cm−2s−1, which is approximate-
ly 40-times higher than the peak luminosity reached by KEKB. In the year 2022, an integrated
luminosity of 50 ab−1 is anticipated.
The presented B0 → D+D− and B0 → D∗±D∓ measurements supersede previous measure-
ments by Belle [127, 70, 68], and are more precise than all previous measurements performed
by the Belle and BaBar Collaborations. The results of the measurements presented in this thesis
have been published in Reference [131].
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