INTRODUCTION
The development of complex concurrent systems is, in general, an error prone task. This holds in particular for the design of parallel embedded systems, as there are still no design flows that are seamlessly supported by appropriate tools. Hence, the integration of formal verification into the design of these systems has been shown fruitful in that (i) more clearly structured designs are obtained and (ii) design errors can be detected early. For this reason, it is on the one hand desirable to integrate formal verification in the first phases of the design. On the other hand, some relevant details e.g. arising from the partitioning of the system into hardware and software components are yet unknown in these early phases. Hence, formal verification must be used in very early design phases, but must then guide the succeeding design when more implementation decisions are added.
Adding verification to the design of embedded systems requires however another expert in the team: Besides the details and requirements of the application under construction, this expert has to be familiar with different verification techniques (see [Gup92] for an overview). For control oriented systems, model checking is one of the favorite techniques which is supported by well developed tools such as SMV [McM93] , SPIN [HP96] [GM93] or PVS [ORR + 96] and in particular by term rewrite systems such as RRL [KZ88] . Since most real world problems contain both, a nontrivial data and a nontrivial control part, verification often needs a combination of different techniques.
To make verification part of the industrial design process, frameworks and tools have to be provided that allow the uniform and convenient access to different verification techniques. In particular, we aim at integrating different verification tools such as the SMV [McM93] , SPIN [HP96] , RRL [KZ88] , and HOL [GM93] . Providing a collection of different techniques, verification can be done efficiently by choosing the technique that is suited best in the sense that the system can be verified with as little human effort as possible.
In this paper, we study the verification of the discrete cosine transform (DCT) which is a significant part of the JPEG or MPEG standard [PM93] for still image data compression. In particular, we compare the application of two different verification techniques, namely model checking and term rewriting. We concentrate on two aspects which are in our opinion crucial for a wide acceptance of formal verification: (i) the appropriateness of the formal description of the system and (ii) the interactive human creativity required for the verification. Appropriateness of the system description is twofold: On the one hand, the formal model must contain enough details to capture the relevant behavior of the system such that all desired properties can be checked. On the other hand, the complexity of the formal description raises the costs of verification in both, human effort and run time. We consider interactive human creativity instead of pure execution runtimes consumed by the verification tools. Usually, the latter grows exponentially with the systems size, such that the automated part is either executed in a matter of seconds, or it is impossible.
Our two approaches to verify the DCT differ substantially with respect to the appropriateness criteria: While the term rewriting solution is based on an abstract data type that partially captures the axiomes the real numbers, the model checking solution is based on bitvectors with a fixed width. For this reason, the term rewriting solution allows a concise straightforward description of the mathematical definition of the DCT as well as different DCT algorithms at an abstract level. The human creativity required to check the correctness of the algorithm against the definition is limited to listing some trigonometric laws that have been used for optimizing the implementations (these can be viewed as the essential design ideas). On the other hand, effects as for instance arithmetic overflows are not captured at this abstract level.
The model checking approach is nearer to real implementations as fixed bit widths must be assumed and therefore problems such as arithmetic overflows or the limited precision are considered. However, the model checking approach suffers in general from a bad scalability, especially for data oriented systems as the DCT. Moreover, symbolic model checking based on BDDs [McM93] seems not to be well suited for the DCT verification since it is well known that BDDs [Bry86] lead to exponentially sized representations of the multiplication function. Multiplication is, however, heavily used in DCT algorithms. For the DCT, the problem can be overcome by abstraction techniques [Lon93] based on the Chinese Remainder Theorem. This however, requires advanced knowledge in model checking and therefore limits the degree of automation of this approach.
THE DISCRETE COSINE TRANSFORM
In this section, we briefly present the formal definition of the DCT to be able to explain afterwards what the verification problem is. For a more detailed presentation of the DCT and its application in the JPEG format see [PM93] .
Formal Definition
One has to distinguish between the one-dimensional and the two-dimensional DCT.
Given the input values x 0 , . . . , x 7 ∈ R, the one-dimensional DCT is defined as the following linear function Φ :
. . .
. . . It is important that the matrix A is orthonormal, which means that its inverse matrix exists and is obtained by transposition, i.e. the coefficients b i,j of the inverse A −1 are simply defined as b i,j := a j,i . Hence, the inverse DCT can be implemented very similar to the DCT.
The two-dimensional DCT is a transformation of a 8 × 8 matrix X of real number to a 8 × 8 matrix Y of real number. Formally, it is defined with the above matrix A as Y := AXA −1 . The two-dimensional DCT is separable, i.e. it can be implemented by means of one-dimensional DCTs. Using an intermediate matrix (u j,k ), this separation is done as follows u j,k := 7 l=0 x k,l a j,l and y i,j := 7 k=0 u j,k a i,k . For this reason, the two-dimensional DCT can be implemented by 16 one-dimensional DCTs (eight for the rows and eight for the columns). Although this does not lead to optimal results (see page 53 in [PM93] ), there are very good algorithms for the one-dimensional DCT that lead to almost optimal results for the two-dimensional case. Hence, we completely focus on the one-dimensional DCT in the following.
Optimizations
The formal definition of the one-dimensional DCT requires 64 multiplications and 56 additions, which would be too much for practical use. However, the DCT can be Common to all versions:
Loeffler, Ligtenberg and Moschytz (LLM DCT) [LLM89] :
Arai, Agui and Nakajiama (AAN DCT): [PM93] 
The above equations allow the reduction of the domain of k from Z to {k | k ≥ 0}, {0, . . . , 31}, {0, . . . , 16}, and {0, . . . , 8}, respectively. Moreover, the special cases
Numerous efficient DCT implementations have been presented. The most efficient one, a true two-dimensional approach requires only 54 multiplications, 464 additions and 6 arithmetic shifts [FL90] . Some of the fast DCT algorithms go back to the discrete Fourier transform [CT65] , others consider the DCT as a separate field [CSF77] . A survey is given in [DV90] . Using these theorems, additional common subterms can be generated that can then be shared. The LLM DCT makes additionally use of a rotation operation that is defined with an angle α as follows:
As written above, the rotation operation would require four multiplications and two additions. Rotations are however computed with an intermediate value as given in figure 2. This requires three multiplications and three additions. Hence, we decrease the number of multiplications by increasing the number of additions which is reasonable as multiplications are in general more expensive. For figure 1, we define Rot 0 (x 0 , x 1 , α) := x 0 c α + x 1 s α and Rot 1 (x 0 , x 1 , α) := −x 0 s α + x 1 c α , but we assume that the algorithm of figure 2 is used for the computation. Hence, LLM DCT requires only 13 multiplications and 29 additions. AAN DCT does even only require five multi-:= cos(α)(x 0 + x 1 ) y 0 := + (sin(α) − cos(α))x 1 y 0 := −(sin(α) + cos(α))x 0 + Both LLM DCT and AAN DCT produce scaled results (these are sufficient for a lot of applications as e.g. JPEG): For the variables defined in figure 1 , the following equations hold: z i = 4c 4 y i = 2 √ 2y i , u 0 = 4c 4 y 0 = 2 √ 2y 0 and u i+1 = 4c i+1 y i+1 .
VERIFYING DCT ALGORITHMS BY TERM REWRITING
Laws for R In this section, we show how the correctness of the DCT algorithms of figure 1 is proved with the term rewriting system RRL [KZ88] . For this reason, we establish a canonical term rewrite system that handles real numbers R and the trigonometric functions. Therefore, some axioms on real numbers and the trigonometric functions have to be added to the definition of the DCTs. The laws for R are given in figure 3.
Moreover, the operators + and * are specified to be associative and commutative. The above laws essentially specify that the real numbers are mathematically speaking a field. Note however, that we do neither need the ordering relation nor the supremum axiom of R and hence, have not characterized the real numbers completely. For the verification of LLM DCT, we also need some instances of the trigonometric addition laws. These are given in figure 4 . Moreover, we need the relationship between √ 2 and the trigonometric functions: c 4 := 1 2 √ 2 and c 4 * √ 2 := 1. Using all these equations, the relationship z i = 2 √ 2 y i can be easily proved by means of RRL. This is done as follows: We first enter all rewrite equations apart from the above addition theorems and establish a confluent rewrite system by means of the Knuth-Bendix completion procedure. After that, we add the above addition theorems and do not invoke a further completion (this does not work with our ordering). Instead the rewrite system is yet powerful enough to make the proofs with simple rewriting (using the boolean ring method). For the verification of AAN DCT, we need more instances of the trigonometric addition laws, which are given below. The verification runs then in the same lines as for LLM DCT: We first enter all rewrite equations apart from the addition theorems and establish a confluent rewrite system by completion. After that, we add the addition theorems below and obtain the proofs with simple rewriting (using the boolean ring method). The proof of the relationship with SIMP DCT, i.e. the equations u 0 = 4c 4 y 0 = 2 √ 2y 0 and u i+1 = 4c i+1 y i+1 follows then automatically. 
Addition Laws

Addition Laws used for AAN DCT
(1 − c 4 ) c 1 * c 1 := 1 2 (1 + c 2 ) c 3 * c 3 := 1 2 (1 + c 6 ) c 5 * c 5 := 1 2 (1 − c 6 ) c 7 * c 7 := 1 2 (1 − c 2 )
VERIFYING INTEGER DCT ALGORITHMS
The definition of the DCT is based on real numbers. However, all implementations, regardless whether they are done in hardware or software, do only work on floating point or fixpoint numbers, i.e. on approximations of the real numbers with a limited precision. For this reason, it might be the case that some of the above optimized DCT algorithms do compute slightly different outputs than others.
Often special fixpoint implementations are used for the DCT that are called integer DCTs: These are obtained by replacing the real valued cosine constants c i by the integersc i := 2 n c i when n bits are available. As the inputs x i are also given as integers, only integer operations are then needed. and c 7 can be chosen arbitrarily and the other constants are then determined as given in figure 6. As in particular q = ± √ 2 holds, there is no integer solution of the equation system. For this reason, the results given in the previous section that are based on term rewriting do not hold for the integer variant of LLM DCT. The same holds for AAN DCT.
VERIFYING INTEGER DCTS BY MODEL CHECKING
As the proof from the abstract level cannot be transferred to the bitvector level we tried to establish term rewrite systems for integer versions based on bitvector arithmetic. However, this approach turned out to become too complicated such that we dropped this approach.
Instead, we propose to use tautology checking based on BDDs for the verification at the integer level. Our first attempt to this was quite depressing: By a direct invocation of the SMV model checker, we could only handle implementations up to three bits. Even the word-level extension of SMV could not manage implementations with more than four bits.
To circumvent the complexity, we used a reduction technique that is based on the Chinese Remainder Theorem (CRT) that is given below. The CRT is the basis for residue arithmetic that is roughly explained as follows: Given relatively prime numbers p 1 ,. . . , p n , i.e. numbers with GCD (p i , p j ) = 1, each integer x in the interval [0, n i=1 p i [ can be uniquely represented as the list of its residues, i.e. (x mod p 1 , . . . , x mod p n ) (residue number representation). Arithmetic operations are then simply performed by applying the corresponding operation on the residues: Given that x and y have the residue number representations (x 1 , . . . , x n ) and (y 1 , . . . , y n ), then x + y, x − y, and xy, have the residue number representation (x 1 + y 1 , . . . , x n + y n ), (x 1 − y 1 , . . . , x n − y n ), and (x 1 y 1 , . . . , x n y n ), respectively.
Theorem 1 (Chinese Remainder Theorem) Given integers r 1 ,. . . , r n , b and relatively prime integers p 1 ,. . . , p n with 0 ≤ r i < p i then, there is a unique integer x with
The advantage of residue arithmetic is that it can be performed in parallel as the arithmetic operations on the single residues are independent of each other. This independence is also useful for the verification as it allows to split the entire problem into a couple of smaller ones: Instead of verifying the equivalence of two b bit implementations, we use some prime numbers p 1 ,. . . , p n such that 2 b < n i=1 p i and verify the equivalence of the two versions modulo p i . As the latter implementation has only log 2 (p i ) + 1 bits, it can be checked much faster. For example, using the prime numbers 7, 11, 13, 17, 19, 23, 25, 27, 29, 31, 32, we can prove for LLM DCT that z i = 4c 4 y i holds for i = 0, 2, 3, 4, 5, 7. Also, we can show that z 1 = 4c 4 y 1 and z 6 = 4c 4 y 6 holds for some inputs which is due to the limited precision of the integer approximation 1 . The experimental results that we have obtained with the SMV system for proving z 0 = 4c 4 y 0 are given in figure 7 (Sun UltraSparc with 128MByte Memory). The runtime given in figure 7 is thereby the sum of the runtimes for checking the equivalence modulo all p i 's. For small bit widths we used however only the necessary prime numbers, e.g. for 8 bits, we only used the prime numbers 7, 11, 13, 17, 19, 23 as 2 2·8+3 = 524288 < 7 · 11 · 13 · 17 · 19 · 23 = 7436429 (note that the DCT with b bit wide inputs yields in 2 2·b+3 wide outputs).
CONCLUSIONS
We have illustrated the use of term rewriting and model checking for the verification of real number algorithms like the DCT. Some errors in the presentation of algorithms in the literature [PM93] we found prove that the DCT as an embedded system is a non-trivial example that requires formal verification. Without doubt, model checking is currently the most popular verification technique for concurrent systems. However, the case study presented in this paper shows that term rewriting is more appropriate for the DCT since it provides a higher degree of abstraction that is often desired in early design phases. Nevertheless, at the bitvector level where the limited preciseness of the implementation of the real numbers has to be taken into account, model checking seems to be more adequate. But already for small bit widths the systems are far too big to be checked by a direct attempt. To overcome these limits we applied the Chinese Remainder Technique as an appropriate abstraction technique to verify greater bit widths by model checking. The Chinese Remainder Technique is easily applicable by using predefined parameterized modules for residue arithmetic. However, none of the currently available model checkers offers such a feature. Thus, it would be desirable to extend these tools by such abstraction methods.
The Chinese Remainder Abstraction as applied here is only suited for proving or disproving equivalence of two implementations. In particular, it is not possible to verify that certain error bounds hold, since this would require to compare numbers in their residue number representation which is not possible. Our future work will therefore aim at extending the Chinese Remainder Abstraction by an efficient conversion back to the usual radix number representation.
Notes
