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Prefae
Abstrat. In this thesis we present the implementation of libraries enter.lib and
perron.lib for the non-ommutative extension Singular:Plural of the Computer Al-
gebra System Singular.
The library enter.lib was designed for the omputation of elements of the entralizer of
a set of elements and the enter of a non-ommutative polynomial algebra. It also provides
solutions to related problems.
The library perron.lib ontains a proedure for the omputation of relations between a
set of pairwise ommuting polynomials.
The thesis omprises the theory behind the libraries, aspets of the implementation and
some appliations of the developed algorithms.
Moreover, we provide extensive benhmarks for the omputation of elements of the enter.
Some of our examples were never omputed before.
Motivation for studying and omputing enters
The enter is a kind of a heart of the algebra, espeially in the ase when the enter is
nontrivial. In this setion we briey list some appliations of the enter and entralizers.
Invariant operators in physis
There is a natural onnetion, rst disovered by Eugene Wigner, between the properties
of partiles, the representation theory of Lie groups and Lie algebras, and the symmetries
of the universe. This postulate states that eah partile is an irreduible representation of
the symmetry group of the universe (f. http://en.wikipedia.org/wiki/Partile_physis_
and_representation_theory).
Many (but not all) symmetries, form Lie groups. Representations of a Lie group is losely
related to representation of its Lie algebra; sine the latter is usually simpler to ompute,
that is the way it is usually done.
v
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Lie groups and Lie algebras appear in physis in many dierent guises. Spei Lie groups
may appear as onsequenes of spei dynamis. Consider any physial system with
dynamis desribed by a system of ordinary or partial dierential equations. This system
of equations will be invariant under some loal Lie group of loal point transformations,
taking solutions into solutions. This group is a Lie group and its Lie algebra an be
determined in an algorithmi manner.
An important problem arising in the representation theory of a Lie group or Lie algebra,
and espeially in physial appliations, is the determination of funtions of the generators
ommuting with all generators, i.e., the invariant funtions. From the mathematial
point of view their importane is due to the following irumstanes. They an be used to
label irreduible representations of a given Lie group or Lie algebra and to split reduible
representations into irreduible ones. This topi will be disussed below in more details.
Further, basis funtions for irreduible representations of a Lie group an be onstruted
so as to orrespond to the redution of the group to a given hain of subgroups. The basis
funtions in suh a ase will be the ommon eigenfuntions of the invariant operators of
all the groups in the hain. Invariant operators also play a ruial role in speial funtion
theory. Indeed, the entire theory of speial funtions an be based on group representation
theory and dierent funtions our as the eigenfuntions of dierent sets of invariant
operators.
In physis, invariant operators of the symmetry group of a physial system and of its
subgroups provide quantum numbers. Indeed, the eigenvalues of the invariant operators
of the entire symmetry group will be the quantum numbers, haraterizing the system as
suh (e.g., the partile mass and spin in the ase of the Poinaré group). The invariant
operators of subgroups will then haraterize states of the system (its energy, linear or
angular momentum, et). In other appliations, invariant operators of dynamial groups
provide mass formulas, energy spetra, and in general haraterize spei properties of
physial systems.
Another appliation is related to possible symmetry breakings in nature. Thus, in an
idealized situation a physial quantity may be haraterized by the invariants of some
group. When further interations, breaking the the idealized symmetry are onsidered, the
same quantity may also depend on the invariants of a subgroup or subgroups.
Important examples of invariant operators are Casimir operators.
For example, it is well known that in the ase of semisimple Lie algebras all invariants
an be written as funtions of l polynomial invariants, where l is the rank of the algebra.
These l basi invariants (Casimir operators) form an integrity basis, i.e., any polynomial
invariant an be written as a polynomial in the basi invariants.
In the ase of nilpotent algebras all invariants an again be written as funtions of r − R
polynomial invariants (r is the dimension of the algebra, R the rank of the matrix of the
ommutation table). However, in this ase the basi invariants do not neessarily form
an integrity basis. Thus, higher-order polynomial invariants may exist whih are funtions
of the lower ones, but not polynomial in them.
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A Casimir operator is a polynomial in the generators of a Lie group and thus an element
of the enveloping algebra of the orresponding Lie algebra, ommuting with all the gen-
erators of the group. These operators are in onetoone orrespondene with polynomial
invariants haraterizing orbits of the oadjoint representation of a Lie algebra. In fat,
the Casimir operators of a nite dimensional semisimple omplex Lie algebra g are a dis-
tinguished basis of the enter Z(U(g)) of the enveloping algebra of g made of homogeneous
polynomials.
In physial appliations the Casimir operators are usually assoiated with quantities (suh
as the momentum-square or the Pauli-Lubanski vetor) haraterizing a ertain physial
system, rather than a spei state of this system. Moreover they may represent suh
important quantities as angular momentum, elementary partile's mass and spin, Hamil-
tonians of various physial systems et.
Let us illustrate the physial use of Casimir operators by the following examples:
Example. Let us onsider the group of all rotations about the origin of 3-dimensional
Eulidean spae R3. This group is alled the rotation group and denoted by SO(3).
One important property of SO(3) is the existene of a Casimir operator J2 whih orre-
spond, in this ase, to the total angular momentum.
The Lie group SO(3) orresponds to the simple omplex Lie algebra so3 with the enveloping
algebra U(so3) whose enter (the Casimir operator of SO(3)) an be easily omputed using
our methods.
Example. The FairlieOdesskii algebra U ′q(so3) is a non-standard q-deformation of the
enveloping algebra U(so3) of the Lie algebra so3. As a matter of interest, this algebra
arose naturally as the algebra of observables in quantum gravity in (2+1)-dimensional de
Sitter spae with spae being torus. The parameter q is related to the Plank onstant
and the urvature of the de Sitter spae. Thus it is important, from the point of view of
physis, to study the struture (in partiular, the enter ) of this algebra.
For n > 3, the algebras U ′q(son) are no less important. They serve as intermediate algebras
in deriving the algebra of observables in 2+1 quantum gravity with 2D spae of genus g > 1,
so that n = 2g + 2. In order to obtain the algebra of observables, the q-deformed algebra
U ′q(so2g+2) should be fatorized by some ideal generated by (ombinations of) Casimir ele-
ments of U ′q(so2g+2). This fat, along with others, motivates the study of Casimir elements
of U ′q(son).
Example. Representations of Uq(sl2) are also used in nulear physis. For example, the
rotational spetra of deformed nulei an be desribed by a q-deformed rotator whih
orresponds to the Casimir element of Uq(sl2). This rotator is dened by the Hamiltonian
H = (2I)−1C ′q + E0, where I is the moment of inertia, E0 is the bandhead energy and C
′
q
is the suitably hosen quadrati Casimir element.
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Classiation of k-algebras
The enter is an important invariant of a k-algebra. Of ourse, enters of isomorphi
k-algebras are isomorphi.
Provided in ertain algebras the notion of a minimal set of the generators of the enter
makes sense, it might be used for distinguishing non-isomorphi algebras.
Example. Let us onsider some 5-dimensional real Lie algebras generated by e1, . . . e5
subjet to the following relations:
 A5,1 : [e3, e5] = e1, [e4, e5] = e2,
 A5,4 : [e3, e5] = e1, [e2, e4] = e1,
 A5,5 : [e3, e5] = e2, [e2, e5] = e1, [e3, e4] = e1.
The enters of these algebras are known:
 Z(A5,1) = R 〈e1, e2, e2e3 − e1e4〉,
 Z(A5,4) = R 〈e1〉,
 Z(A5,5) = R 〈e1〉.
Therefore we an use the enter to onlude that A5,1 ≇ A5,4 and A5,1 ≇ A5,5, but we an
not distinguish A5,4 and A5,5 by these means.
Constrution of algebras, assoiated to linear operators
Dierential, shift, dierene operators and their quantum analogues must not ommute
with anything dierent to the operator of salar multipliation. Therefore, in algebras
arising from lassial operators like dierential, shift, dierene et. and their quantum
analogues the following important priniple is impliitly used: the enter of suh an algebra
must be trivial, that is, it must ontain only the ground eld.
Thus, omputation of the enter is important to reover identities between generators of
an algebra whih have to be taken into aount, so that the resulting fator algebra has a
trivial enter.
Example. Let us onsider the rst Heisenberg Lie algebra h1 generated by operators
P,Q,C subjet to [P,Q] = C. The enter of its enveloping algebra H1 is generated by C.
Therefore in order to obtain the Weyl algebra of dierential operators we fatorize H1 by
two-sided ideal generated by C − 1:
W1 ∼= H1/ 〈C − 1〉 .
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Representation theory
Let g be a Lie algebra over a eld k. Representation of g in a vetor spae V is a
homomorphism ρ : g → gl(V ).
A representation ρ in V is alled nite-dimensional if dim V < ∞, and irreduible if
there are no proper subspaes in V , that are invariant under all operators ρ(g), g ∈ g.
Due to Weyl's theorem, for any semisimple Lie algebra any nite dimensional representation
is a diret sum of irreduible ones.
Every representation of g an be uniquely extended to a representation of the enveloping
algebra U(g). So, one an say that representations of g (i.e., g-modules) are the same
things as U(g)-modules.
The importane of the enter follows from a simple observation that is often used in linear
algebra: if two operators ommute, then an eigenspae for one of them is invariant under
the other. This means that we an redue representations by taking a joint eigenspae for
Z(U(g)).
Assume now X is an irreduible Harish-Chandra (g, K)-module. Then every element of
Z(U(g)) ats on X by a salar. This denes a homomorphism
χX : Z(U(g))→ C
of algebras, whih is alled the innitesimal harater of X. Due to a theorem of
Harish-Chandra (f. [23℄), innitesimal haraters are important parameters for lassifying
irreduible (g, K)-modules. It turns out that for every xed innitesimal harater, there
are only nitely many irreduible (g, K)-modules with this innitesimal harater. Thus,
elements of Z(U(g)) an be used to label irreduible representations of the Lie algebra.
Zassenhaus variety
There are some simple fats whih distinguish Lie algebras over elds of prime hara-
teristi (we will say Lie algebras of prime harateristi) from Lie algebras over elds of
harateristi 0. These are:
1. The degrees of the absolutely irreduible representations of a Lie algebra of prime
harateristi are bounded whereas, aording to a theorem of Weyl, the degrees
of absolutely irreduible representations of a semisimple Lie algebra over a eld of
harateristi 0 an be arbitrary high.
2. For eah Lie algebra of prime harateristi there are indeomposable representa-
tions whih are not irreduible, whereas every indeomposable representation of a
semisimple Lie algebra over a eld of harateristi 0 is irreduible.
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3. The quotient ring of the enveloping algebra of a Lie algebra of prime harateristi
is a division algebra of nite dimension over its enter, whereas this is not the ase
for harateristi 0.
4. There are faithful fully reduible representations of every Lie algebra of prime har-
ateristi, whereas for harateristi 0 only ring sums of semisimple Lie algebras and
abelian abelian Lie algebras admit faithful fully reduible representations.
These fats have been established for speial ases for many years, and some of them have
been onsidered in the general ase by N. Jaobson (f. [20℄). They are at the basis of
every investigation aiming at a theory of Lie algebras of prime harateristi embedded
into their enveloping algebras.
In 1954 Zassenhaus (f. [48℄) showed that with eah nite dimensional Lie algebra g over an
algebraially losed eld k of harateristi p > 0 one an assoiate an algebrai varietyMg,
whih we will all the Zassenhaus variety of g. The enter Z(U(g)) of the enveloping
algebra of g is the oordinate ring of Mg. In [48℄ it was proved that Mg is a normal
irreduible ane variety whose dimension oinides with the dimension of g. This variety
an be also dened to be the m-spetrum of Z(U(g)).
The Zassenhaus variety of the algebra g is losely related to the irreduible representations
of g. Namely, if V is a simple g-module and Z(U(g)) is the enter of the enveloping algebra
U(g) of g, then by Shur's lemma we have zυ = χV (z)υ, z ∈ Z(U(g)), υ ∈ V , where χV is
a homomorphism of Z(U(g)) into k, i.e., a point of the variety Mg. Thus, the problem
of desribing singular points of Mg and the determination of equations determining Mg is
losely onneted with the problem of the lassiation of the irreduible representations
of g. Therefore, to lassify the irreduible representations of a Lie algebra it is natural to
study its Zassenhaus variety and the distribution of representations over its points. There
is a surjetive mapping whih assigns a point on the Zassenhaus variety to eah irreduible
representation suh that the preimage of any point of Mg is nite and for the points of an
open dense subset this preimage onsists of one element (f. [48℄).
The Zassenhaus variety was studied in some speial lasses under ertain onditions on p. In
the ase when g = sl2(k) and p > 2 this approah was applied by Rudakov and Shafarevih
who used the early work of Zassenhaus to organize all of the irreduible representations
into a single geometri piture: the Zassenhaus variety, whose simple points orrespond to
representations of dimension p (f. [41℄). It was also shown that the Zassenhaus variety in
this ase has singularities of type A1 for all prime p > 2.
Using enter.lib one an expliitly ompute generators of the enter of any enveloping
algebra and then, using perron.lib, algebraial dependene between them. In [26℄ our
libraries (enter.lib and perron.lib) were used to reprodue some of results of Rudakov
and Shafarevih via diret omputation and it was shown that the omputed dependenies
indeed have singularities of type A1.
It would be very interesting to work out a similar desription for higher ranks, but so far
only a bare outline exists (f. [25℄).
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Our methods, in partiular, an be used in order to hek the following onjeture whih
is due to Y. Drozd:
Conjeture. Let g be a lassial simple Lie algebra over an algebraially losed eld of
harateristi p > 0. Here lassial means that it orresponds to a simple omplex Lie
algebra. Then the singularities of the Zassenhaus variety of g are always simple and their
types are just deformations of the type of g (e.g., A-D-E).
Though this onjeture appeared rst, in a dierent form, nearly 40 years ago it still
remains open.
Importane
One studies algebras via their modules on the one side and via their subalgebras on the
other side. As for entralizers, they are very useful to produe nontrivial subalgebras.
Commutative subalgebras play an important role in representation theory, namely one
builds families of modules from them, parameterizing the ation of subalgebra by onstants.
In partiular, Cartan subalgebras are used to introdue Verma modules; enters are used in
Whittaker modules; Gel'fand-Zetlin subalgebras give rise to Gel'fand-Zetlin modules and
so on.
The struture of the enter is studied theoretially but it is known deeply only for some
speial lasses of algebras. Reipes for the omputations of generators of the enter are
rare. That is why it is very important to be able to ompute the enter of any k-algebra.
Overview
We develop algorithms for omputing elements of the enter and the entralizer of a nite
set of elements. They an be applied to a wide lasses of unital assoiative non-ommutative
algebras.
Our primary goal was to provide users of the Computer Algebra System Singular with
a library for the omputation of elements of the enter and of the entralizer of a nite set
of elements.
This paper has the following struture:
Firstly, we list some preliminaries in hapter 1. Then in hapter 2 we formally desribe our
algorithms and prove their orretness in theorem 2.6. Further in hapter 3 we ompute
by hands several examples and hek them with our library. Moreover, we desribe
several optimizations used in our implementation. Afterwards the subalgebra redution is
onsidered in hapter 4.
We list known theoretial fats about various k-algebras in hapter 5. Further we onsider
some appliations of the developed algorithms in hapters 6 and 7.
xii PREFACE
Finally, we provide the user's manual for developed libraries and give some benhmarks in
appendix 8 .
The thesis omes with a CD with Singular (version 3-0-1), the libraries enter.lib,
perron.lib and algebras.lib, the modied SymboliData and the eletroni version of
this thesis.
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Chapter 1
Preliminaries
Throughout this paper, k will stand for a ommutative eld.
1.1 Basi notions
Denition 1.1. An algebra over k (or simply algebra) is a k-vetor spae A endowed
with a bilinear multipliation A×A → A (denoted (x, y) 7→ x ∗ y).
The algebra A is alled assoiative if the multipliation is assoiative, that is, x∗(y ∗z) =
(x ∗ y) ∗ z for all x, y, z ∈ A.
The algebra A is alled unital if there is a unity element 1A in A that satises 1A ∗ x =
x ∗ 1A = x for all x ∈ A.
In what follows unital assoiative algebras over k are alled k-algebras.
The assumption that multipliation is bilinear is equivalent to the right and left distributive
laws, together with the following ondition:
(x ∗ y) ∗ a = x ∗ (y ∗ a) = (x ∗ a) ∗ y, for all x, y ∈ A and a ∈ k. (1.1)
Any k-algebra is a ring with unity. Conversely, if A is a k-vetor spae and a ring, with
unity, that satises (1.1), then A is a k-algebra.
Denition 1.2. An algebra over k is alled nitely generated if it is nitely generated
as a ring over k.
Denition 1.3. Let A be an algebra over k. A subalgebra of A is a k-vetor subspae
S of A whih is losed under the multipliation of A.
In the ase of unital assoiative algebras we require additionally that 1A ∈ S.
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Denition 1.4. Let A be an algebra over k. A k-subspae I ⊂ A is alled a left
ideal(resp., a right ideal) if for any a ∈ A, x ∈ I one has a ∗ x ∈ I (resp., x ∗ a ∈ I).
If I is a left ideal and a right ideal, it is alled a two-sided ideal.
Denition 1.5. If ei is a basis of an algebra A as a k-vetor spae, then the produt ∗ is
ompletely determined by the struture onstants f ijk ∈ k dened by ej ∗ ek =
∑
i f
i
jkei.
Denition 1.6. An algebra homomorphism from an algebra A to an algebra B is a
linear map Φ : A → B suh that Φ(x ∗ y) = Φ(x) ∗ Φ(y) for all x, y ∈ A.
Denition 1.7. A k-algebra A is alled ltered if it admits an inreasing sequene A0 ⊆
A1 ⊆ · · · of nite dimensional vetor subspaes of A satisfying the following properties:
1. 1 ∈ A0,
2. Ai ∗ Aj ⊆ Ai+j, i, j > 0,
3. A = ∪Ai.
This sequene of vetor spaes is alled a ltration of A.
Denition 1.8. A linear representation of an assoiative algebra A in a vetor spae V
is an algebra homomorphism from A to the assoiative algebra End(V ) of endomorphisms
of V
ρV : A → End(V ).
The vetor spae V aries the representation and is alled a representation spae of
A or a left A-module.
The representation ρ is alled faithful if ρ is injetive.
An invariant subspae of the representation ρV is a subspae W of V suh that
ρV (a)(W ) ⊂W for all a ∈ A.
A representation is alled irreduible or simple if it has no proper invariant subspaes.
Denition 1.9. Let A be an algebra. A derivation D of A is a linear endomorphism of
A satisfying the Leibniz rule:
D(x ∗ y) = (Dx) ∗ y + x ∗ (D y). (1.2)
The set of all derivations of A is denoted Der(A) . Clearly, Der(A) is a k-vetor subspae
of End(A).
Remark 1.10. Let D1,D2 ∈ Der(A). Then [D1,D2] := D1 ◦D2−D2 ◦D1 ∈ Der(A). The
proof is by diret alulation.
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Remark 1.11. As a onsequene of (1.2) one has the Leibniz formula:
Dk(x ∗ y) =
k∑
i=0
(
k
i
)
(Di x) ∗ (Dk−i y), (1.3)
where Dk = D ◦ . . . ◦D (k fators).
Hene if char k = p 6= 0 then
Dp(x ∗ y) = (Dp x) ∗ y + x ∗ (Dp y), (1.4)
i.e., Dp is a derivation.
Thus Der(A) is losed under the mapping D 7→ Dp as well as the braket omposition (f.
remark 1.10).
1.2 Tensor algebra
Let V be a vetor spae over k. The tensor algebra of V , denoted T (V ), is the algebra
of tensors on V (of any rank) with multipliation being the tensor produt. The tensor
algebra is, in a sense, the most general algebra ontaining V . This notion of generality
is formally expressed by a ertain universal property (see below).
Denition 1.12. The tensor algebra
T (V ) =
∞⊕
n=0
Tn(V )
is the graded k-algebra with the n-th graded omponent given by n-th tensor power of V :
Tn(V ) = V
⊗n =
n times︷ ︸︸ ︷
V ⊗ · · · ⊗ V , n = 1, 2, . . . ,
and T0(V ) = k.
The multipliationm : T (V )×T (V )→ T (V ) is determined by the anonial isomorphism
Tk(V )⊗ Tl(V )→ Tk+l(V ) given by the tensor produt:
m(a, b) = a⊗ b, a ∈ V ⊗k, b ∈ V ⊗l
whih is then extended by linearity to all of T (V ).
Remark 1.13. The onstrution generalizes in straightforward manner to the tensor algebra
of any module M over a ommutative ring R. If R is a non-ommutative ring, one an
still perform the onstrution for any R-R bimodule M . It does not work for ordinary
R-modules beause the iterated tensor produts annot be formed.
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The fat that the tensor algebra is the most general algebra ontaining V is expressed
by the following universal property: Any linear transformation f : V → A from V to a
k-algebra A an be uniquely extended to an algebra homomorphism from T (V ) to A as
indiated by the following ommutative diagram:
V
f✲ A
T (V )
f˜
✲
i ✲ .
Here i is the anonial inlusion of V into T (V ). In fat, one an dene the tensor algebra
T (V ) as the unique k-algebra satisfying this universal property (moreover, T (V ) is unique
up to a unique isomorphism).
The tensor algebra T (V ) is also alled the free assoiative algebra on the vetor spae
V .
If V has nite dimension n, its tensor algebra an be regarded as the algebra of polyno-
mials over k in n non-ommuting variables. If we take basis vetors for V , those beome
non-ommuting variables in T (V ), subjet to no onstraints (beyond assoiativity, the
distributive law and k-linearity).
That is, we onstrut the free assoiative algebra of V in the following way: hoose a basis
{x1, . . . , xn} in V , and let T = T (V ) = k 〈x1, . . . , xn〉 be the algebra of non-ommutative
polynomials in variables {x1, . . . , xn} with oeients in k. As a vetor spae, it is gen-
erated by monomials in these variables whih are nite sequenes of xi in arbitrary order
(repetitions are allowed). The produt is dened by onatenation of the monomials. The
map i : V → T is the natural embedding (xi 7→ xi).
Remark 1.14. The free assoiative algebra generated by x1, . . . , xn over k:
k 〈x1, . . . , xn〉
is a nitely generated k-algebra.
Finitely generated free assoiative k-algebra is alled general non-ommutative poly-
nomial ring over the eld k.
Obviously, the ommutative polynomial ring k [x1, . . . , xn] is a ommutative nitely gener-
ated k-algebra. In the ase n = 1, k [x] and k 〈x〉 oinide with the algebra of polynomials
in one variable.
Remark 1.15. Beause of the generality of the tensor algebra, many other algebras of
interest are onstruted by starting with the tensor algebra and then imposing ertain
relations on the generators, that is, by onstruting ertain fators of T (V ). Examples of
this onstrution are the exterior algebra, the symmetri algebra, Cliord algebras
and universal enveloping algebras.
Obviously, any k-algebra is isomorphi to a fator of a free assoiative k-algebra by some
two-sided ideal.
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In what follows we identify the tensor algebra T (V ) with the free assoiative algebra
onstruted above.
1.3 Lie theory
We will not disuss the Lie Theory in muh details here, we refer the interested reader to
[16℄, [6℄ and [20℄.
1.3.1 Lie groups and Lie algebras
Denition 1.16. A Lie group G is a group whih is also an analyti manifold, suh that
the group operations are smooth, that is, the multipliation map from G× G into G and
the inverse map from G into G are required to be analyti maps.
Example 1.17. While the Eulidean spae Rn is a real Lie group (with ordinary vetor
addition as the group operation), more typial examples are given by matrix Lie groups,
i.e. groups of invertible matries (under the matrix multipliation). For instane, the group
SO(3) of all rotations in 3-dimensional spae is a matrix Lie group.
Denition 1.18. A Lie algebra is an algebra g over a eld k with the produt dened
by:
g× g ∋ (x, y) 7→ [x, y] ∈ g (1.5)
satisfying
1. [x, x] = 0 (antisymmetry),
2. [[x, y], z] + [[z, x], y] + [[y, z], x] = 0 (Jaobi identity),
for all x, y, z ∈ g. This operation in a Lie algebra is alled a Lie braket. By ustom one
sometimes refers to the Lie braket as a ommutator.
The Lie algebra g is alled abelian or ommutative if [x, y] = 0 for all x, y ∈ g.
Remark 1.19. To every Lie group, we an assoiate a Lie algebra whih ompletely aptures
the loal struture of the group, at least if the Lie group is onneted. This is done as
follows.
The Lie algebra g of a Lie group G onsists of left invariant vetor elds on G. The left
invariane ondition means the following: let lg : G→ G be the left translation by g ∈ G,
i.e., lg(h) = gh for all h ∈ G. A vetor eld X on G is left invariant if (dlg)hXh = Xgh.
Clearly, g is a vetor spae. It an be identied with the tangent spae to G at the unit
element e. Namely, to any left invariant vetor eld we an attah its value at e. Conversely,
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a tangent vetor at e an be translated to all other points of G to obtain a left invariant
vetor eld.
Note that we did not require our vetor elds to be smooth; it is however a fat that a left
invariant vetor eld is automatially smooth.
The operation making g into a Lie algebra is the braket of vetor elds:
[X, Y ]f = X(Y f)− Y (Xf),
for X, Y ∈ G and f a smooth funtion on G. Here we identify vetor elds with derivations
of the algebra C∞(G), i.e., think of them as rst order dierential operators.
The Lie algebra g has the same dimension as the manifold G.
G ats on g be onjugation: AdgX = gXg
−1
. This is alled the adjoint ation. The
dierential of this map with respet to g is an ation of g on itself, adX Y = [X, Y ], whih
is also alled the adjoint ation (we will onsider later this ation in more details).
Example 1.20. Every vetor spae beomes an abelian Lie algebra trivially if we dene
the Lie braket to be identially zero.
Example 1.21. Eulidean spae R3 beomes a Lie algebra with the Lie braket given by
the ross produt of vetors.
Example 1.22. Let A be an arbitrary algebra over a eld. Then Der(A) beomes a Lie
algebra when [D1,D2] := D1 ◦D2−D2 ◦D1 due to remark 1.10.
Notation. Let g be a Lie algebra and f ∈ g. Let adf : g → g be be a linear mapping given
by g ∋ x 7→ [f, x] ∈ g. Due to Jaobi identity we have adf([x, y]) = [adf x, y] + [x, adf y].
Therefore adf is a derivation of the Lie algebra g. We will all it the inner derivation
determined by f . A derivation whih is not inner is alled outer derivation.
The mapping ad : g → Der(g) given by g ∋ f 7→ adf ∈ Der(g) learly satises ad[x,y] =
adx ◦ ady− ady ◦ adx. Hene ad is a homomorphism of Lie algebras. This homomorphism
is alled the adjoint representation of g.
Denition 1.23. The entral extension of an arbitrary Lie algebra g by an abelian Lie
algebra c is the Lie algebra that is the diret sum g ⊕ c endowed with the Lie algebra
braket dened by [g, c] = 0.
Note that a Lie algebra is in general a non-unital non-assoiative algebra.
Proposition 1.24. Let g be a Lie algebra. Then the following onditions are equivalent:
 g is assoiative,
 [x, [y, z]] = 0 for all x, y, z ∈ g,
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 g is a entral extension of an abelian Lie algebra.
Denition 1.25. Let g be a Lie algebra. The derived series is the sequene of ideals of
g dened reursively by g(0) = g, g(1) = [g(0), g(0)], g(2) = [g(1), g(1)], . . ., g(i+1) = [g(i), g(i)].
Clearly,
g(0) ⊇ g(1) ⊇ . . . ⊇ g(k) ⊇ . . . .
The Lie algebra g is alled solvable if g(n) = 0 for some n ∈ N.
The lower entral series is the sequene of ideals of g dened reursively by g(0) = g,
g(1) = [g, g(0)], g(2) = [g, g(1)], . . ., g(i+1) = [g, g(i)]. Clearly,
g(0) ⊇ g(1) ⊇ . . . ⊇ g(k) ⊇ . . . .
The Lie algebra g is alled nilpotent if g(n) = 0 for some n ∈ N. The smallest value of n
for whih holds g(n) = 0 is alled the degree of nilpoteny of the nilpotent Lie algebra
g.
Clearly, a nilpotent Lie algebra is also solvable. An abelian Lie algebra is nilpotent of
degree 1.
Let g be an arbitrary Lie algebra, then there exists a unique maximal solvable ideal of g,
alled the radial of g and denoted Rad g.
A subalgebra h of g is said to be nilpotent or solvable if h is nilpotent or solvable when
onsidered as a Lie algebra in its own right. The terms may also be applied to ideals of g,
sine every ideal of g is also a subalgebra.
The rst property of the Lie braket saying [x, x] = 0 implies that [x, y] = −[y, x] for all
x, y ∈ g. Therefore all ideals in a Lie algebra are two-sided.
Denition 1.26. The Lie algebra g is alled simple if g is non-abelian and has no proper
ideals.
The Lie algebra g is alled semisimple if g is non-abelian and has no proper solvable
ideals.
There is a one-to-one orrespondene between simple Lie groups and simple Lie algebras
of dimension greater than 1: the Lie algebra of a simple Lie group is a simple Lie algebra.
Remark 1.27. Let g be a nite dimensional Lie algebra. The following onditions are
equivalent:
 g is semisimple,
 g is a diret sum of simple Lie algebras,
 the Killing form, κ(x, y) = tr(adx ady), is nondegenerate,
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 g has no non-zero abelian ideals,
 g has no non-zero solvable ideals,
 the radial of g is 0.
Example 1.28. Every k-algebra gives rise to a Lie algebra as follows. Let A be a k-
algebra with the multipliation ∗. For x, y ∈ A, dene the Lie produt of x and y by
[x, y] : =x ∗ y − y ∗ x. One heks immediately that this produt satises onditions (1)
and (2) of denition 1.18. This gives A the struture of a Lie algebra. We denote this Lie
algebra by ALie.
Moreover, it is easy to hek that in this ase the braket also has the following property:
[z, x ∗ y] = [z, x] ∗ y + x ∗ [z, y], (1.6)
for all x, y, z ∈ A.
Beause of equation (1.6) the kernel of the inner derivation Ker adf = {x ∈ A : [f, x] = 0}
is a subalgebra of A for any f ∈ A.
Denition 1.29. A restrited Lie algebra g of harateristi p 6= 0 is a Lie algebra over
a eld k of harateristi p endowed with a mapping a 7→ a[p] suh that
1. (a+ b)[p] = a[p] + b[p] + Λ(a, b),
2. (αa)[p] = αpa[p], ∀α ∈ k,
3. adb[p] = (adb)
p
,
where g ∋ Λ(a, b) :=
∑p−1
k=1 sk(a, b) and k · sk(a, b) is the oeient of λ
k−1
in (adλa+b)
p−1a.
Example 1.30. Let A be an assoiative algebra over a eld of harateristi p. Then ALie
endowed with the map a[p] := ap beomes a restrited Lie algebra.
Example 1.31. Let A be an arbitrary algebra over a eld of harateristi p. Then Der(A)
beomes a restrited Lie algebra when D[p] := Dp due to remark 1.11.
Example 1.32. Let V be a vetor spae. Then End(V ) is a k-algebra with respet to
omposition. Moreover, it beomes a Lie algebra if we dene the braket as in exam-
ple 1.28. This Lie algebra is alled the general linear algebra and denoted by gl(V ).
Any subalgebra of the Lie algebra gl(V ) is alled a linear Lie algebra.
Suppose that V is n dimensional. Choosing a basis for V we an identify gl(V ) with the
spae of all n× n matries over k. In this ase it is denoted gln(k) or simply gln.
Note that with respet to the matrix multipliation gln(k) is a nitely generated k-algebra.
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The standard basis of gln onsists of matries eij having 1 in the (i, j)-th position and 0
elsewhere. Sine eijekl = δjkeil, it follows that:
[eij , ekl] = δjkeil − δliekj (1.7)
Notie that in the right side of formula (1.7) all oeients are ±1 or 0.
The Lie algebra gll+1 (l > 1) has the following Lie subalgebra:
sll+1 = {a ∈ gll+1 | Tr(a) = 0} ,
here Tr(a) =
∑
aii is the trae of a. This is a Lie algebra sine Tr([a, b]) = Tr(a ∗ b) −
Tr(b ∗ a) = 0. This subalgebra is alled speial linear algebra.
It is onvenient to hoose the following basis of sll+1:
{eij , 1 6 i 6= j 6 l + 1;hi = eii − ei+1,i+1, 1 6 i 6 l} . (1.8)
In partiular, for sl2 we have the following basis:
e =

 0 1
0 0

 , f =

 0 0
1 0

 , h =

 1 0
0 −1

 .
Then the braket in sl2 is given by the formulas
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.
1.3.2 Root systems
In this setion we give a short overview of root systems and their use in Lie theory due to
[16℄ and [15℄.
Let E be a xed eulidean spae, i.e., a nite dimensional vetor spae over R endowed
with a positive denite symmetri form (·, ·). A subspae of E of odimension one is alled
a hyperplane. A reetion in E is an invertible linear transformation leaving some
hyperplane pointwise xed and sending any vetor orthogonal to that hyperplane into its
negative. Clearly, a reetion preserves the inner produt on E, i.e., is orthogonal.
Any non-zero vetor α determines a reetion σα, with reeting hyperplane Pα =
{β ∈ E | (β, α) = 0}. Of ourse, non-zero vetors proportional to α yield the same ree-
tion. One an easily write down an expliit formula: σα(β) = β −
2(β,α)
(α,α)
α. The number
2(β,α)
(α,α)
is usually denoted by 〈β, α〉. Notie that 〈β, α〉 is linear only in the rst variable.
Denition 1.33. A subset Φ of the eulidean spae E is alled a root system in E if Φ
satises the following axioms:
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(R1) Φ is nite, spans E and does not ontain 0.
(R2) If α ∈ Φ, the only multiples of α in Φ are ±α.
(R3) If α ∈ Φ, the reetion σα leaves Φ invariant.
(R4) If α, β ∈ Φ, then 〈β, α〉 ∈ Z.
Let Φ be a root system in E. Let us denote the subgroup of GL(E) generated by the
reetions σα, α ∈ Φ by W. This subgroup is alled the Weyl group of Φ. Beause of
axioms (R1) and (R3) we an identify W with a subgroup of the symmetri group on Φ;
in partiular, W is nite.
Denition 1.34. Let Φ and Φ′ be root systems in respetive eulidean spaes E, E′. We
all (Φ,E) and (Φ′,E′) isomorphi if there exists a vetor spae isomorphism φ : E→ E′
sending Φ onto Φ′ suh that 〈φ(β), φ(α)〉 = 〈β, α〉 for all β, α ∈ Φ.
We all l = dimE the rank of the root system Φ.
Example 1.35. We an draw a piture of Φ when its rank 6 2.
Due to (R2), there exists only one possible root system of rank 1, labeled A1:
−α ✛ · ✲ α
There exists 4 possibilities in rank 2:
 A1 ×A2:
α
−β ✛ ·
✻
✲ β
−α
❄
 B2:
β β + α β + 2α
−α ✛ ·
✻
✲
✲
✛
α
−β − 2α
✛
−β − α
❄
−β
✲
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 A2:
β β + α
−α ✛ · ✲
✲
✛
α
−β − α
✛
−β
✲
 G2 (f. [16, Chapter III, Figure 1℄).
For the onstrution of other root systems see [16, Setion 12℄.
Denition 1.36. A subset ∆ of Φ is alled a base if:
(B1) ∆ is a basis of E,
(B2) eah root β ∈ Φ an be written as β =
∑
α∈∆ kαα with integral oeients kα all
nonnegative or all nonpositive.
The roots in ∆ are alled simple. Due to (B1), Card∆ = l, and the expression for β in
(B2) is unique. This allows us to dene the height of a root (wrt. ∆) by ht β :=
∑
α∈∆ kα.
The root β is alled positive (resp., negative) if all kα > 0 (resp., all kα 6 0) and write
in this ase β ≻ 0 (resp., β ≺ 0).
The set of all positive (resp., negative) roots is denoted by Φ+ (resp., Φ−). Clearly,
Φ = Φ+ ∪Φ−.
Remark 1.37. If α and β are positive roots and α + β is a root, then learly α + β is also
positive. In fat, ∆ denes a partial order on E, whih extends the notation α ≻ 0:
dene β ≺ α i α− β is a sum of positive roots (equivalently, of simple roots) or α = β.
Theorem 1.38 (f. Setion 10.1 in [16℄). Φ has a base.
Denition 1.39. Let us x an ordering (α1, . . . , αl) of the simple roots. The matrix
(〈αi, αj〉) is alled the Cartan matrix of Φ. Its entries are alled Cartan integers.
Remark 1.40. The Cartan matrix is independent of the hoie of ∆. Sine ∆ is a basis of
E it follows that the Cartan matrix is nonsingular. It turns out that the Cartan matrix of
Φ determines Φ up to an isomorphism.
Denition 1.41. Φ is alled irreduible if it annot be partitioned into the union of two
proper subsets suh that eah root in one set is orthogonal to eah root in the other.
Theorem 1.42 ([16℄ and [15℄). Φ deomposes (uniquely) as the union of irreduible
root systems Φi (in subspae Ei of E) suh that E = E1 ⊕ . . .Et (orthogonal diret sum).
Moreover, every irreduible root system is isomorphi to preisely one root system from the
following list:
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1. The lassial root system Al, l > 1,
2. The lassial root system Bl, l > 2,
3. The lassial root system Cl, l > 3,
4. The lassial root system Dl, l > 4,
5. The exeptional root system G2,F4,E6,E7 and E8.
1.3.3 Classiation of semisimple omplex Lie algebras
Irreduible root systems lassify a number of related objets in Lie theory, notably:
 Simple omplex Lie algebras,
 Simple omplex Lie groups,
 Simple ompat Lie groups.
Let us onsider the one-to-one orrespondene between root systems and semisimple om-
plex Lie algebras in more details.
Denition 1.43. Let g be a semisimple omplex Lie algebra. A Cartan subalgebra of
g is a subspae h of g with the following properties:
1. For all H1, H2 ∈ h : [H1, H2] = 0.
2. Let X ∈ g. If for all H ∈ h : [H,X] = 0, then X ∈ h.
3. For all H ∈ h, adH is diagonalizable.
Condition 1 says that h is a ommutative subalgebra of g. Condition 2 says that h is a
maximal ommutative subalgebra (i.e., not ontained in any larger ommutative subalge-
bra).
Proposition 1.44. Every semisimple omplex Lie algebra has a Cartan subalgebra.
A Cartan subalgebra of not neessarily semisimple Lie algebra is dened as follows:
Denition 1.45. Let g be a Lie algebra. A Cartan subalgebra of g is a maximal
subalgebra h of g whih is self-normalizing, that is, if [g, h] ∈ h for all h ∈ h, then g ∈ h
as well.
Any Cartan subalgebra h is nilpotent, and if g is semisimple, it is abelian.
All Cartan subalgebras of a Lie algebra are onjugate by the adjoint ation of any Lie
group with the Lie algebra g.
1.3. LIE THEORY 13
Remark 1.46. Let g be a nite dimensional Lie algebra. One an show that all Cartan
subalgebras have the same dimension. This dimension is alled the rank of g.
One passes from a Lie algebra to a root system as follows:
Let g be a semisimple omplex Lie algebra and let h be a Cartan subalgebra of g. The
subalgebra h is abelian and ats on g, via the adjoint representation, by ommuting simul-
taneously diagonalizable linear maps. The simultaneous eigenspaes of this h ation are
alled root spaes. The deomposition of g into h and the root spaes is alled a root
deomposition of g.
For λ ∈ h∗ we set
gλ := {a ∈ g : [h, a] = λ(h)a for all h ∈ h} .
We all a non-zero λ ∈ h∗ a root if gλ is non-trivial, in whih ase gλ is alled a root
spae. One an show that that g0 = h and dim gλ = 1 for eah root λ. Let us denote the
set of all roots by Φ. Thus we obtain the following root deomposition of g:
g = h⊕
⊕
λ∈Φ
gλ.
The Cartan subalgebra h has a natural inner produt, alled the Killing form, whih in
turn indues an inner produt on h∗. One an show that with respet to this inner produt
Φ is a root system.
Conversely, let Φ ⊂ E be a root system. Let Φ = Φ+ ∪Φ− be a deomposition of Φ into
subsets of positive roots and negative roots. Clearly, the negation in E ats as a bijetion
between Φ+ and Φ−.
Consider the vetor spae
g = E⊕ C[Φ],
where C[Φ] denotes the omplex nite dimensional vetor spae generated by the elements
of Φ. Denote the basis elements of C[Φ] by Xλ, λ ∈ Φ. For eah λ ∈ Φ we set
Hλ := 2
λ
(λ, λ)
∈ E.
Next, we dene a skew-symmetri bilinear braket on g by imposing so alled Chevalley-
Serre relations:
[H1, H2] = 0, H1, H2 ∈ E;
[H,Xλ] = (λ,H)Xλ, H ∈ E, λ ∈ Φ;
[Xλ, Xµ] = 0, λ+ µ 6= 0;
[Xλ, Xµ] = Hλ, λ+ µ = 0, λ ∈ Φ
+.
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The resulting braket satises the Jaobi identity, and thus endows g with a struture of
a Lie algebra. This Lie algebra turns out to be semisimple, with a root system isomorphi
to Φ.
Let us reall the lassial omplex Lie algebras (sln(C), son(C) and spn(C)) and their root
systems:
 The root system An is the root system of sln+1(C), whih has the rank n.
 The root system Bn is the root system of so2n+1(C), whih has the rank n.
 The root system Cn is the root system of spn(C), whih has the rank n.
 The root system Dn is the root system of so2n(C), whih has the rank n.
In rank one, there is only one isomorphism lass of omplex semisimple Lie algebras.
The Lie algebra so2(C) is not semisimple and the remaining three, sl2(C), so3(C), and
sp1(C), are isomorphi. In rank two the root system D2 is not irreduible, reeting that
so4(C) ∼= sl2(C)⊕ sl2(C). Also, the root systems B2 and C2 are isomorphi, reeting that
so5(C) ∼= sp2(C). In rank three, the root systems A3 and D3 are isomorphi, reeting
that so6(C) ∼= sl4(C)
The lassiation of semisimple Lie algebras is equivalent to the lassiation of root sys-
tems, as the following theorem explains.
Theorem 1.47.
1. If R1 and R2 are the root systems for two dierent Cartan subalgebras of the same
omplex semisimple Lie algebra, then R1 and R2 are isomorphi.
2. A semisimple Lie algebra is simple if and only if its root system is irreduible.
3. If two omplex semisimple Lie algebras have isomorphi root systems, then they are
isomorphi.
4. Every root system arises as the root system of some omplex semisimple Lie algebra.
The theorems 1.42 and 1.47 lead to the following lassiation of omplex simple Lie
algebras:
Theorem 1.48. Every omplex simple Lie algebra is isomorphi to preisely one algebra
from the following list:
1. sln+1(C), n > 1
2. so2n+1(C), n > 2
3. spn(C), n > 3
4. so2n(C), n > 4
5. The exeptional Lie algebras g2, f4, e6, e7 and e8.
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1.3.4 Chevalley basis of a semisimple Lie algebra
In this setion we losely follow [16℄.
Let g be a nite dimensional semisimple Lie algebra over an algebraially losed eld F of
harateristi 0, then g has a anonial basis (alled Chevalley basis) with to whih the
struture onstants are integers.
Though the onstrution of a Chevalley basis depends on the hoie of a basis of the root
systemΦ the Z-span L(Z) of Chevalley basis {xα, hi}α∈Φ,i=1,...,r is a lattie in g, independent
of it. It is even a Lie algebra over Z (in the obvious sense) under the braket operation
inherited from g.
Chevalley basis enables one to replae the salars from F by members of an arbitrary eld.
If Fp = Z/pZ is the prime eld of harateristi p, then the tensor produt L(Fp) =
L(Z) ⊗Z Fp is dened: L(Fp) is a vetor spae over Fp with the basis {xα ⊗ 1, hi ⊗ 1}.
Moreover, the braket operation in L(Z) indues a natural Lie algebra struture on L(Fp)
. The multipliation table is essentially the same with integers redued mod p.
If k is any eld extension of Fp then L(k) = L(Fp) ⊗Fp k = L(Z) ⊗Z k inherits both the
basis and the Lie algebra struture from L(Fp). In this way we assoiate with a pair (g, k)
the Lie algebra L(k) whose struture resembles that of g. L(k) is alled the Chevalley
algebra. Even though L(Z) depends on how the root vetors are hosen, it is dened
up to an isomorphism (over Z) by g alone; similarly, the algebra L(k) depends (up to
isomorphism) on the pair (g, k).
To illustrate these remarks, we onsider g = sll+1(F). It is lear that L(k) has preisely
the same multipliation table as sll+1(F), relative to the standard basis (1.8). So L(k) ∼=
sll+1(k) . The only real hange that takes plae in passing from F to k is that L(k) may
fail to be simple.
1.3.5 Enveloping algebras of Lie algebras
Enveloping algebras are important for us sine they provide us with a number of interesting
and omputable examples.
For any Lie algebra g over k we an onstrut its enveloping algebra U(g). This onstrution
passes from the non-assoiative struture of g to the most general k-algebra A suh that
the Lie algebra ALie ontains g; this algebra A is U(g).
The important onstraint is to preserve the representation theory: the representations
of g orrespond in a one-to-one manner to the modules over U(g). In a typial ontext
where g is ating by innitesimal transformations, the elements of U(g) at like dierential
operators of all orders.
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Denition 1.49. Let g be a Lie algebra over a eld k. The Enveloping algebra of g is
a k-algebra U = U(g) endowed with a Lie algebra homomorphism
f : g → ULie
suh that U and f satisfy the following universal property : for any k-algebra A and a
Lie algebra homomorphism g : g → ALie there exists a unique k-algebra homomorphism
h : U → A induing a Lie algebra homomorphism h˜ : ULie → ALie suh that the following
diagram ommutes:
g
f ✲ ULie
ALie
h˜✛g
✲ .
The enveloping algebra U(g) of a Lie algebra g (if it exists) is unique up to a unique
isomorphism (beause of its universal property).
Remark 1.50. We an onstrut the enveloping algebra U of a Lie algebra g in the following
way: Let T (g) be the free assoiative algebra of g with the anonial imbedding i : g →
T (g).
Let I be the (two-sided) ideal generated by the element i([x, y])− i(x) ∗ i(y)+ i(y) ∗ i(x) ∈
T (g), for all x, y ∈ g. Put U = U(g) = T (g)/I.
Example 1.51. Let g be a ommutative Lie algebra. Then U(g) is the fator of T (g)
by the ideal generated by elements i(x) ∗ i(y) − i(y) ∗ i(x), for all x, y ∈ g. If we hoose
a basis x1, . . . , xn of g, T (g) identies with the algebra of non-ommutative polynomi-
als in x1, . . . , xn while the enveloping algebra is the algebra of ommutative polynomials
k [x1, . . . , xn]
Example 1.52. Using our presentation of sl2 and the ommutator formulas, we see that
U(sl2) is isomorphi to the fator of k 〈e, f, h〉 by the two sided ideal generated by e ∗ f −
f ∗ e− h, h ∗ e− e ∗ h− 2e, h ∗ f − f ∗ h + 2f .
Theorem 1.53 (Poinaré-Birkho-Witt). Let g be a Lie algebra over a eld k, nitely
generated with basis x1, x2, . . . , xn. Furthermore let U = U(g) be the enveloping algebra
of g with the anonial imbedding f : g → ULie. Then linear ombinations of elements
xi1 . . . xim = f(xi1 ⊗ · · · ⊗ xim) with m > 0 and 1 6 i1 6 i2 6 . . . 6 im along with 1 form a
basis of U .
Notie that if g is a nite dimensional Lie algebra then its enveloping algebra U(g) is a
nitely generated k-algebra.
Remark 1.54. There exists a ltration by degree on U(g) oming from T (g).
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1.4 Algebras of Solvable Type
Another fruitful soure of our examples is the theory of algebras of solvable type introdued
in [21℄. These algebras are also onsidered in [26℄ (they are alled GR-algebras there) and
in [4℄ under the name of PBW-algebras. Although the theory of algebras of solvable type
an be generalized further(see [24℄), the algebras arising there usually are not k-algebras.
First we give some omputer algebra notions following [4℄, [13℄ and [26℄.
Denition 1.55. Let  be a partial ordering, i.e., a reexive, antisymmetri and transitive
relation, on a non-empty set M .
A partial ordering  on a set M satises the desending hain ondition if there exists
no innite stritly desending hain
γ1 ≻ γ2 ≻ . . . ≻ γn ≻ . . .
Proposition 1.56. A partial ordering  on a set M satises the desending hain ondi-
tion i every non-empty subset of M has a minimal element.
Reall that a monoid (M, ·) with neutral element e ∈M is a set M endowed with a binary
operation · whih is assoiative and satises the following property:
e ·m = m · e = m ∀m ∈M.
Example 1.57. Let X be a non-empty set, alled alphabet. A word or a term over X is an
ordered nite sequene x1 · · ·xs of elements xi ∈ X. Adding the empty sequene, denoted
by 1, to the set of words over X, we obtain the free monoid on X, denoted by 〈X〉. The
multipliation in 〈X〉 is just the onatenation of words and 1 ats as neutral element. The
harateristi property of X is that it is a free objet, i.e., any mapping X → M , where
M is a monoid, extends uniquely to a homomorphism of monodies 〈X〉 →M .
We are espeially interested in the ase when X is nite, say X = {x1, . . . , xn}. In this
ase we use the notation 〈X〉 = 〈x1, . . . , xn〉.
Example 1.58. Let n be a positive integer and let
Nn = {α = (α1, . . . , αn) : α1, . . . , αn ∈ N} .
We will onsider the ommutative monoid (Nn,+) with sum dened omponentwise. The
neutral element is then given by 0 = (0, . . . , 0).
Denition 1.59. Let (M, ·) be a monoid. A partial ordering  on M is alled monoid
ordering if
∀m1, m2, a, b ∈M : m1  m2 ⇒ am1b  am2b. (1.9)
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Remark 1.60. When the monoid M is anelative i.e., when am = bm or ma = mb implies
a = b, then ondition ( 1.9 ) in denition 1.59 an be replaed by
∀m1, m2, a, b ∈M : m1 ≺ m2 ⇒ am1b ≺ am2b. (1.10)
The examples 1.57 and 1.58 are learly anelative.
Denition 1.61. A non-empty subset E of Nn is said to be a monoideal if E +Nn = E.
If B is a subset of Nn, then we dene the monoideal generated by B to be
B + Nn =
⋃
β∈B
(β + Nn) =
{
β + γ; β ∈ B, γ ∈ Nn
}
.
If E = B + Nn, then we all the elements of B generators of E.
Denition 1.62. The partial ordering n in Nn is dened by
α n β ⇔ β ∈ α + Nn.
In other words, α n β if αi 6 βi for all 1 6 i 6 n.
Clearly, partial ordering n satises the desending hain ondition.
Lemma 1.63 (Dikson). For any non-empty E ⊆ Nn, there exists a nite subset B ={
α1, . . . , αm
}
of E suh that
E ⊆
m⋃
i=1
(αi + N
n).
Observe that every monoideal has a set of generators (for example the whole monoideal).
Proposition 1.64. Every monoideal E of Nn possesses a unique nite minimal set of
generators B of E.
Denition 1.65. An admissible ordering on (Nn,+) is a total monoid ordering  suh
that 0  α for every α ∈ Nn. By remark 1.60 the total ordering  is admissible i it
satises the following two onditions:
(1) 0 ≺ α for every 0 6= α ∈ Nn;
(2) α + γ ≺ β + γ for all α, β, γ ∈ Nn with α ≺ β.
The total degree of the element α ∈ Nn is
|α| = α1 + · · ·+ αn.
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Example 1.66. The total degree ordering tot on Nn is dened by
β ≺tot α⇔ |β| < |α|.
The ordering tot is only partial ordering, and hene not an admissible ordering.
For any 1 6 i 6 n we denote by ǫi the element (0, . . . , 1, . . . , 0) ∈ Nn whose all entries are
0 exept for the value 1 in the i-th omponent.
Example 1.67. The reverse lexiographial ordering revlex on Nn with ǫ1 ≺ ǫ2 ≺
· · · ≺ ǫn is dened by
α ≺revlex β ⇔ ∃j ∈ {1, 2, . . . , n} suh that αi = βi ∀i < j and αj > βj .
revlex is a total ordering whih is ompatible with the monoid struture, but is not ad-
missible.
Let us give now some examples of standard admissible orderings.
Example 1.68. The lexiographial ordering lex on Nn with ǫ1 ≺ ǫ2 ≺ · · · ≺ ǫn is
dened by
α ≺lex β ⇔ ∃j ∈ {1, 2, . . . , n} suh that αi = βi ∀i > j and αj < βj.
Example 1.69. The degree lexiographial ordering deglex on N
n
with ǫ1 ≺ ǫ2 ≺
· · · ≺ ǫn is dened by
α ≺deglex β i ⇔ |α| < |β| or
(
|α| = |β| and α ≺lex β
)
.
Example 1.70. The degree reverse lexiographial ordering degrevlex on N
n
with
ǫ1 ≺ ǫ2 ≺ · · · ≺ ǫn is dened by
α ≺degrevlex β ⇔ |α| < |β| or
(
|α| = |β| and α ≺revlex β
)
.
Example 1.71. Let ω = (ω1, . . . , ωn) ∈ Nn. The weighted total degree with respet to
ω of the element α ∈ Nn is
|α|ω = 〈ω, α〉 =
n∑
i=1
ωiαi.
The ω-weighted degree lexiographial ordering ω on N
n
with ǫ1 ≺ ǫ2 ≺ · · · ≺ ǫn
is dened by
α ≺ω β i ⇔ |α|ω < |β|ω or
(
|α|ω = |β|ω and α ≺lex β
)
.
Proposition 1.72. Any admissible ordering  on Nn is a renement of the partial ordering
n (dened in 1.62), that is, α n β implies α  β.
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Proposition 1.73. Any admissible ordering on Nn is a well-ordering, that is, every non-
empty subset of Nn has a least element.
Let R = k [x1, . . . , xn] be the (ommutative) polynomial ring generated by variables xi over
k. We let
M =M(x1, . . . xn) =
{
xα1i1 x
α2
i2
. . . xαmim |1 6 i1 < i2 < . . . < im 6 n, 0 6 αk
}
denote the set of monomials in variables x1, . . . xn. For any polynomial f ∈ R, T (f) denotes
the set of terms ourring in f with non-zero oeient.
In what follows, for any α ∈ Nn and any x1, . . . , xn ∈ R, we denote by xα the standard
term xα11 . . . x
αn
n .
Reall, that every element f ∈ R has a unique standard representation
f =
∑
α∈Nn
cαx
α.
For 0 6= f ∈ R we dene the Newton diagram of f by
N (f) = {α ∈ Nn : cα 6= 0} .
For any admissible order on Nn, let us introdue the following notions, whih obviously
depend on the hoie of .
Notation. The exponent of f 6= 0 is dened by exp(f) = maxN (f).
The standard representation of any 0 6= f ∈ R thus beomes
f = cexp(f)x
exp(f) +
∑
α≺exp(f)
cαx
α.
We all lm(f) := xexp(f) the leading monomial of f and lc(f) := cexp(f) its leading
oeient. Finally, the leading term of f is dened by
lt(f) := lc(f) lm(f) = cexp(f)x
exp(f).
The polynomial rings of solvable type (or solvable polynomial rings for short) R are in-
termediate between the ommutative and the most general non-ommutative ase. These
rings R will be desribed briey as follows: the elements of R are ommutative polynomials
over eld k, but the multipliation ∗ may be non-ommutative. The deisive restrition on
∗ is that the dierene between f ∗ g and a suitable salar multiple of orresponding om-
mutative produt f · g is smaller than f · g in the sense of an arbitrary but xed admissible
term ordering on R. This an be guaranteed by a few, simple axioms on ∗.
An admissible ordering onM = M(x1, . . . , xn) indues in a natural way an ordering <
on R: f < g i there exists t ∈ T (g) \ T (f) suh that for all t′ ∈ M with t′ > t, t′ ∈ T (f)
i t′ ∈ T (g). The indued quasi ordering on R admit no innite stritly dereasing hain.
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The non-ommutative polynomial rings of solvable type will be obtained from R
by introduing a new multipliation on R subjet to ertain onditions: Fix an admissible
ordering < on M , and let ∗ : R × R → R be a new binary operation on R. Then we all
(R, ∗) a polynomial rings of solvable type, if the operation ∗ satises the following axioms:
Axioms 1.74.
(1) (R, 0, 1,+,−, ∗) is an assoiative ring with 1.
(2) For all a, b ∈ k, 1 6 h 6 i 6 j 6 k 6 n, t ∈M(xi, . . . xj),
(i) a ∗ bt = bt ∗ a = abt,
(ii) xh ∗ bt = bxht,
(iii) bt ∗ xh = btxh.
(3) For all 1 6 i 6 j 6 n there exists 0 6= cij ∈ k and pij ∈ R suh that xj ∗ xi =
cijxixj + pij and pij < xixj .
We denote this solvable polynomial ring by
k 〈x1, . . . , xn; xj ∗ xi = cijxixj + pij ∀1 6 i 6 j 6 n,<〉 .
The lass of polynomial rings of solvable type introdued in this way is quite omprehensive:
It inludes ommutative polynomial rings; iterated Ore extensions of the ground eld k;
fators of a general non-ommutative polynomial ring over k by fairly general ommutation
relations; and enveloping algebras of nite dimensional Lie algebras over k, in partiular
the Weyl algebras arising in quantum physis.
Now we will show how enveloping algebras of nite dimensional Lie algebras over k turn
into solvable polynomial rings: Let g be a nite dimensional Lie algebra over a ground
eld k and let x1, . . . , xn be a basis of g over k. It has been above shown that there is a
anonial onstrution of a nitely generated k-algebra U(g) from g suh that g embeds
into U(g), when the Lie produt in U(g) is taken as the ommutator [a, b] = a ∗ b − b ∗ a.
By the Poinaré-Birkho-Witt theorem, the elements of U(g) an be represented uniquely
as ommutative polynomials in k [x1, . . . , xn]. Then for 1 6 i < j 6 n holds pij :=
xj ∗ xi − xi ∗ xj = [xj , xi] ∈ g, and so [xj , xi] is a linear form in x1, . . . , xn with oeients
in k. Moreover, ∗ satises axioms 1.74 (1) and (2).
Let now < be any degree-ompatible admissible ordering on M = M(x1, . . . , xn) (i.e.,
deg(s) < deg(t) implies s < t for s, t ∈ M). Then by the above, xj ∗ xi = xixj + pij with
deg(pij) 6 1 < deg(xixj) = 2; onsequently, pij < xixj for 1 6 i < j 6 n, and so all
the axioms of solvable polynomial rings are satised. If g is a solvable Lie algebra then
pij ∈ k [x1, . . . , xj−1] for a suitable hoie of the basis x1, . . . , xn of g, and so the axioms
1.74 are also satised for the pure lexiographial order.
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We an now dene the ommutator relations for a solvable polynomial ring as:
xj ∗ xi = xixj + pij ,
that is, cij = 1, pij =
∑n
k=1 aijkxk = [xj , xi], aijk ∈ k, 1 6 i 6 j 6 n, 1 6 k 6 n.
Theorem 1.75. The enveloping algebra U(g) of a nite dimensional Lie algebra g over k
is a solvable polynomial ring with respet to any degree-ompatible admissible ordering <
on M . Moreover, if g is solvable, then we an hoose the basis x1, . . . , xn of g suh that <
may also be taken to be the pure lexiographial ordering.
Let R be a solvable polynomial ring over k and I be a two-sided ideal in R, let A = R/I.
Then we all the nitely generated k-algebra A an algebra of solvable type over k .
These inlude all Cliord algebras and hene all Grassmann algebras.
Notie that in order to guarantee assoiativity we must require that the multipliation of
variables is assoiative, that is: xi ∗ (xj ∗ xk) = (xi ∗ xj) ∗ xk, for all 1 6 i, j, k 6 n. This
leads to the non-degeneray onditions(f. [26℄).
Though the original names for the algebras dened above are solvable polynomial ring and
algebra of solvable type it appears that these name an lead to some misunderstanding.
Therefore, in what follows, we will all them G-Algebra and GR-Algebra (f. [26℄).
1.5 Centralizer and the enter
Denition 1.76. Let F and S be two subsets of A, then the entralizer of F in S is a
subset of S dened by:
Cen(F, S) : = {s ∈ S : [f, s] = 0 ∀f ∈ F} .
We write Cen(f, S) instead of Cen({f} , S).
Obviously Cen(f,A) = Ker adf and therefore it is a subalgebra of A.
It is lear from the above denition that: Cen(F, S) = Cen(F,A) ∩ S. Sine Cen(F, S) =
∩f∈F Cen(f, S), we obtain:
Cen(F, S) = S ∩ (∩f∈F Cen(f,A)) = S ∩ (∩f∈F Ker adf) .
Therefore, if S is a vetor subspae of A then Cen(F, S) is a vetor subspae of S and if
moreover S is a subalgebra of A then Cen(F, S) is a subalgebra of S.
Denition 1.77. The enter of a k-algebra A is the set
Z(A) : = {y ∈ A : x ∗ y = y ∗ x for all x ∈ A}
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The mapping a 7→ 1A∗a imbeds k in A, provided only that A is non-trivial, that is, 1A 6= 0.
Therefore k an be identied with a subring of the enter of A. In partiular, 1A = 1k and
k ⊂ Z(A).
Remark 1.78. Obviously, Z(A) is a ommutative subalgebra of A, but it is not the biggest
one in general, we are going to explore the topi onerning maximal ommutative subal-
gebras in hapter 6.
Clearly Z(A) = Ker ad and
k ⊂ Z(A) ⊂ Cen(F,A),
for all subsets F of A.
Obviously, Z(A) = Cen(A,A), but it would be nie if we ould nd suh a nite subset
X ⊂ A that Z(A) = Cen(X,A) and to be able to ompute Cen(f, V ).
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Chapter 2
Computation of the enter and a
entralizer
Throughout this paper, the letter A will stand for a nitely generated unital assoiative
algebra over a eld k. We assume, unless expliitly speied, that every k-algebra is of
this type.
2.1 Theoretial bakground
Proposition 2.1. Let V1 and V2 be vetor subspaes of A, F and G be subsets of A, then
Cen(F, V1) ∩ Cen(G, V2) = Cen(F,Cen(G, V1 ∩ V2)) = Cen(F ∪G, V1 ∩ V2)
is a vetor subspae of V1 ∩ V2.
Proof. Beause of denition 1.76 we have the following:
Cen(F, V1) ∩ Cen(G, V2) = (Cen(F,A) ∩ V1) ∩ (Cen(G,A) ∩ V2)
= Cen(F,A)∩(Cen(G,A)∩(V1∩V2)) = Cen(F,A)∩Cen(G, V1∩V2) = Cen(F,Cen(G, V1∩V2))
= (Cen(F,A)∩Cen(G,A))∩(V1∩V2) = Cen(F ∪G,A)∩(V1∩V2) = Cen(F ∪G, V1∩V2).
This aomplishes the proof. 
Corollary 2.2. If F = {f1, . . . , fk}, then
Cen(F, V ) = ∩1≤i≤k Cen(fi, V ) = Cen(f1,Cen(f2, . . . ,Cen(fk, V ) . . .))
Remark 2.3. If S1 and S2 are subalgebras of A, then Cen(F, S1) ∩ Cen(G, S2) = Cen(F ∪
G, S1 ∩ S2) is a subalgebra of S1 ∩ S2.
It turns out that in order to ompute the enter it is enough to ompute ertain entralizer:
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Lemma 2.4. Let A be a k-algebra generated by x1, x2, . . . , xn (we will all these generators
variables). Then Z(A) = Cen({x1, . . . , xn} ,A).
Proof. Clearly Z(A) ⊂ Cen({x1, . . . , xn} ,A).
To show the another inlusion we hoose any f ∈ Cen({x1, . . . , xn} ,A), that is, f ommutes
with all variables.
We an represent any element ofA as a linear ombination (over k) of produts of variables.
It is lear that if f ommutes with a ∈ A and b ∈ A then f ommutes with c1 · a + c2 · b,
c1, c2 ∈ k.
Hene, it sues to show that f ommutes with any produt. The proof is by indution
on the length of produt.
By the hoie of f we know that f ommutes with variables, this gives us the base of
indution.
Now, assuming that f ommutes with n and m, we an simply hek that f ommutes
with n ∗m:
f ∗ (n ∗ m) = (f ∗ n) ∗ m = (n ∗ f) ∗ m = n ∗ (f ∗ m) = (n ∗ m) ∗ f

By theorem 2.4 and orollary 2.2 we an ompute the enter in an iterative way:
Z(A) = Cen(x1,Cen(x2, . . . ,Cen(xn,A) . . .)).
Therefore, in order to ompute the enter we should be able to ompute Cen(f, S), where
S is a subalgebra of A. If S is an innite dimensional as a vetor spae it annot be done
in general, but as soon as S is nite dimensional we an ompute Cen(f, S) by solving
ertain linear algebra problem.
That is why we proeed by interseting the algebra with nite dimensional vetor subspaes
and ompute therefore only parts of a entralizer.
From now on we assume moreover that A is ltered with a ltration {Ai}.
We denote the orresponding vetor spae ltration of the enter by Zi(A) . That is:
Zi(A) : =Z(A) ∩Ai.
Obviously:
∞⋃
i=0
Zi(A) = Z(A).
Due to lemma 2.4 and by the properties of entralizers we an ompute Zi(A) as follows:
Zi(A) = Z(A) ∩ Ai = Cen({x1, . . . , xn} ,A) ∩ Ai = Cen({x1, . . . , xn} ,Ai). (2.1)
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This shows us that in order to ompute Zd(A) we should be able to ompute Cen(f, V ),
where V is a nite dimensional vetor subspae of A. This an be done by means of linear
algebra due to the following proposition:
Proposition 2.5. Let V be a nite dimensional vetor subspae of A, let us onsider
Cen(f, V ) = V ∩Ker adf as a vetor subspae of V . This is exatly the kernel of the linear
map adf |V : V → A. Sine V is nite dimensional, the image vetor spae Im adf |V is also
nite dimensional. Therefore, we an ompute Cen(f, V ) for any nite dimensional vetor
spae V as the kernel of the linear map adf |V between nite dimensional vetor spaes.
In terms of linear algebra this means: ompute matrix of this linear map and ompute the
base of its kernel.
In the ase when A is itself nite dimensional vetor spae we an ompute
Cen({x1, . . . , xn} ,A) = Z(A) diretly. But for nite dimensional k-algebras over nite
elds our general approah ould be not so eient as the probabilisti approah disussed
in [9℄. In fat, they arrived at a similar system of equations and using the probabilisti
approah they an almost avoid solving it.
2.2 Computation of enter and entralizer
In this setion we desribe our algorithms for omputing entralizers of sets of elements.
INPUT: Sets of vetors: Basis = {b1, . . . , bm}; Images = {w1, . . . , wm}, where vetors
from Basis are linearly independent.
OUTPUT: vetor spae basis of the kernel of a linear map given by bi 7→ wi.
let Q be the matrix of the linear map given by bi 7→ wi;
ompute a vetor spae basis Ω of the kernel of Q;
RETURN: Ω;
Algorithm 2.1: linearMapKernel(list Basis, list Images)
ASSUME: A is a k-algebra
INPUT: f ∈ A; a vetor subspae V of A, given by its basis {v1, . . . , vs}.
OUTPUT: vetor spae basis of Cen(f, V )
let Images = {w1, . . . , ws} be the set of vetors: wi = adf vi;
RETURN: linearMapKernel({v1, . . . , vs} , {w1, . . . , ws}); // using algorithm 2.1
Algorithm 2.2: entralizePoly(poly f , list V )
After xing a ltration Ai ⊂ A we an give algorithms for the omputation of vetor spae
bases of entralizers Cen(F,Ad) (algorithm 2.4) and the enter Zd(A) (algorithm 2.5) for
any non negative integer d.
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ASSUME: A is a k-algebra
INPUT: F = {f1, . . . fm} ⊂ A and vetor subspae V of A, given by its basis {v1, . . . , vs}.
OUTPUT: vetor spae basis of Cen(F, V )
let W = {v1, . . . , vs};
for i = 1 to i = m do
W = entralizePoly(fi,W ); // using algorithm 2.2
end for
RETURN: W
Algorithm 2.3: entralizeSet(set F , list V )
ASSUME: A is a ltered k-algebra with a ltration {Ai}
INPUT: integer d ≥ 0, non-empty nite set F ⊂ A.
OUTPUT: vetor spae basis of Cen(F,Ad)
RETURN: entralizeSet(F,Ad); // using algorithm 2.3
Algorithm 2.4: entralizerVS(set F , integer d)
ASSUME: A is a ltered k-algebra generated by variables x1, . . . , xn, with a ltration
{Ai}
INPUT: integer d ≥ 0
OUTPUT: vetor spae basis of Zd(A) = Z(A) ∩ Ad
RETURN: entralizerVS({x1, . . . , xn} ,Ad); // using algorithm 2.4
Algorithm 2.5: enterVS(integer d)
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Theorem 2.6. Algorithms 2.2, 2.4, 2.3 and 2.5 terminate and are orret.
Proof. Obviously these algorithms terminate. Algorithm 2.2 is orret beause of remark
2.5. Other algorithms are orret beause of the properties of entralizers and the enter
onsidered in the previous setion, namely:
 algorithm 2.3 is orret beause of orollary 2.2.
 the orretness of algorithm 2.4 follows from the orretness of algorithm 2.3.
 nally, algorithm 2.5 is orret due to lemma 2.4 as formula (2.1) shows.

ASSUME: A is a ltered k-algebra with a ltration {Ai}
OUTPUT: vetor spae basis of Z(A)
if ∃d : Ad = A then
let Z = enterVS(d); // using algorithm 2.5
else
for i = 0, 1, . . . ,∞ do
let Z = enterVS(i); // using algorithm 2.5
end for
end if
RETURN: Z;
Algorithm 2.6: enter()
Using algorithm 2.5 we an ompute the whole enter Z(A) as in algorithm 2.6. Algo-
rithm 2.6 is orret and terminates whenever the ltration {Ai} of A is nite.
2.3 Implementation for algebras of PBW type
In order to be able to ompute eiently we require A to be of PBW type. This means
that we may use (a subset of) the set of monomialsMon(x1, . . . , xn) as a vetor spae basis
of A.
Similar approah was also desribed in [24℄.
We x the standard vetor spae ltration of A by degree, that is, we dene Ad to be
a vetor spae of polynomials of degree less or equal to d with the base Md onsisting
of monomials of degree less or equal to d, speially: Ad = {a ∈ A : deg(a) ≤ d} and
Md = {m ∈Mon(x1, . . . , xn) : deg(m) ≤ d}.
Let V be a vetor subspae of Ad with the basis vetors {v1, . . . , vs}. Let f ∈ A. Let us
ompute the basis of the vetor subspae Cen(f, V ) of V :
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Firstly we onsider W : = Im adf |V as a vetor subspae of A. Let m1, . . . , mp be the
monomials ourring in the image polynomials {adf vi}16i6s. Clearly they are linearly
independent and span a vetor spae ontaining W .
Next we ompute the matrix D of the linear map adf |V : 〈v1, . . . , vs〉k → 〈m1, . . . , mp〉k by
deomposing {adf vi} , 1 6 i 6 s into linear ombinations of mj : adf vi =
∑p
j=1 aj,i ·mj ,
where the oeients aj,i ∈ k form the matrix D.
Let {ω1, . . . , ωk} ⊂ k
s
be a basis of the solution system of homogeneous equations with the
matrix D. Then the following vetors form a basis of Cen(f, V ): {
∑s
i=1(ωj[i] · vi)}1≤j≤k,
where ωj[i] denotes the i
th
oordinate of the vetor ωj ∈ k
s
.
This is the desription of our implementation of linearMapKernelalgorithm (f. algo-
rithm 2.7) for algebras of PBW type.
ASSUME: A is a ltered nitely generated k-algebra of PBW type.
INPUT: Sets of vetors: Basis = {b1, . . . , bk}, Images = {w1, . . . , wk}, where vetors
from Basis are linearly independent.
OUTPUT: vetor spae basis of the kernel of a linear map given by bi 7→ wi.
nd all monomials {m1, . . . , mp} ourring in the polynomials wi;
let Q be a module generated by
∑k
j=1Coeff(wi, mj) · ej , 1 6 i 6 k;
ompute the syzygy module of Q and let Ω ⊂ km be its basis;
RETURN: {
∑m
i=1 ωi · bi}ω∈Ω;
Algorithm 2.7: linearMapKernel(list Basis, list Images)
In algorithm 2.7 we use the following notation: Coeff(w,m) denotes the oeient of the
monomial m in the polynomial w and ei denotes the i
th
generators of the free module of
rank p.
2.4 Center of a fator algebra
Let A be a G-Algebra and I be a two-sided ideal in A. In this setion we onsider a fator
algebra A/I, whih is a GR-algebra (see [21℄ and [26℄). The Singular an deal with
fator algebras in the following way: polynomial data are stored internally in the same
manner(as in the ase of A), the only dierene is that this polynomial representation is
in general not unique, therefore when we need a normal form of a polynomial p in a fator
algebra we ompute it by the ommand NF(p, std(0)).
Therefore we need to modify our algorithms to work with fators: we add normal form
omputation after polynomial multipliations and hange PBW basis omputation (we
throw away from PBW basis all monomials whih an be redued w.r.t the ideal I).
Having implemented all these modiations in our library we are able to ompute orret
results within fators.
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In partiular, this was done in order to hek the following onjeture:
Conjeture 2.7. Let A be a G-Algebra and I ⊂ A be a two-sided ideal in A, then:
Z(A/I) = Z(A)/(I ∩ Z(A)) (2.2)
The motivation for this onjeture is the following proposition (f. [6, Prop. 4.2.5, p. 134℄):
Proposition 2.8. Let g be a semisimple Lie algebra over a eld of harateristi 0, I a two-
sided ideal of U(g) and ϕ the anonial mapping of U(g) onto U(g)/I. Then ϕ(Z(U(g)))
is the enter of U(g)/I.
Example [26, p. 110℄ shows that onjeture 2.7 fails to be true for the rst Heisenberg
algebra over a eld k of harateristi 0 (f. setion 5.5):
H1 = k 〈x, y, h | [x, y] = h, [h, x] = [h, y] = 0〉 .
It is easy to see that its enter is k[h]. Let us onsider the two-sided ideal I generated by h,
then I ∩Z(H1) = 〈h〉k[h] and Z(H1)/(I ∩Z(H1)) = k. On the other hand, H1/I
∼= k[x, y],
hene:
Z(H1/I) = H1/I = k[x, y] ≇ k = k[h]/ 〈h〉k[h] = Z(H1)/(I ∩ Z(H1))
It would be interesting to know, under whih onditions on A formula (2.2) holds true.
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Chapter 3
Examples of omputation
In this hapter we assume the ground led k to be of harateristi 0.
In the following examples we onsider enveloping algebras of ertain Lie algebras. These
non-ommutative k-algebras are supported by Singular. All omputations were done
with the help of Singular and our library.
3.1 Enveloping algebra of sl2
We have already seen that U(sl2) is given by
k 〈e, f, h|f ∗ e = ef − h, h ∗ e = eh + 2e, h ∗ f = fh− 2f〉 .
Let us ompute vetor spae basis of Z2(A) using the iterative approah, that is, by the
following formula Z2(A) = Cen(h,Cen(f,Cen(e,A2))).
We hoose the PBW basis M2 of A2, speially: M2 = {e2, ef, eh, f 2, fh, h2, e, f, h, 1}
To ompute Cen(e,A2) we need images (under ade) of basis vetors of A2, that is, we
ompute ade(v), v ∈M2:
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

ade(e
2) = 0,
ade(ef) = eh,
ade(eh) = −2e
2,
ade(f
2) = 2fh− 2f,
ade(fh) = −2ef + h
2 + 2h,
ade(h
2) = −4eh− 4e,
ade(e) = 0,
ade(f) = h,
ade(h) = −2e,
ade(1) = 0.
Next we onsider the vetor spae Im ade |A2 as a subspae of A2 and ompute the ma-
trix (3.1) of the map ade |A2 by deomposing elements ade(v), v ∈ M2 into olumns of
oeients in front of the orresponding basis monomials:


e2 0 0 0 0 0 0 0 −2 0 0
ef 0 0 0 0 0 −2 0 0 0 0
eh 0 0 0 0 −4 0 0 0 1 0
f 2 0 0 0 0 0 0 0 0 0 0
fh 0 0 0 0 0 0 2 0 0 0
h2 0 0 0 0 0 1 0 0 0 0
e 0 −2 0 0 −4 0 0 0 0 0
f 0 0 0 0 0 0 −2 0 0 0
h 0 0 1 0 0 2 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0
1 h f e h2 fh f 2 eh ef e2


(3.1)
To nd the kernel of the operator ade we ompute the Hermite form of matrix
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

0 1 0 0 0 0 0 0 1
2
0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 −1
4
0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 h f e h2 fh f 2 eh ef e2


Therefore the kernel of matrix (3.1) has the following basis:



1
0
0
0
0
0
0
0
0
0
0


,


0
0
0
1
0
0
0
0
0
0
0


,


0
−1
2
0
0
1
4
0
0
0
0
1
0


,


0
0
0
0
0
0
0
0
0
0
1




Thus,
{
1, e,−1
2
h + 1
4
h2 + ef, e2
}
is a vetor spae basis of Cen(e,A2).
Next we ompute Cen(f,Cen(e,A2)). We proeed, as before, by omputing images of basis
vetors:


adf(1) = 0,
adf(e) = −h,
adf(−
1
2
h+ 1
4
h2 + ef) = 0,
adf(e
2) = −2eh− 2e.
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We hoose monomials eh, e, h to be the basis of this image spae. Then the operator
adf |Cen(e,A2): Cen(e,A2)→ 〈eh, e, h〉k has the following matrix:

eh 0 0 0 −2
e 0 0 0 −2
h 0 −1 0 0
1 e −1
2
h + 1
4
h2 + ef e2

 (3.2)
The Hermite form of matrix (3.2) is:

0 1 0 0
0 0 0 1
0 0 0 0
1 e −1
2
h + 1
4
h2 + ef e2


Hene, the kernel of matrix (3.2) has the following basis:



1
0
0
0

 ,


0
0
1
0




Thus,
{
1,−1
2
h + 1
4
h2 + ef
}
is a basis of Cen(f,Cen(e,A2)).
Finally:
{
adh(1) = 0,
adh(−
1
2
h+ 1
4
h2 + ef) = 0.
Result.
Z2(U(sl2)) = Cen(h,Cen(f,Cen(e,A2))) =
〈
1,−
1
2
h+
1
4
h2 + ef
〉
k
Remark 3.1. From general theory (f. hapter 5) it is known that over a eld of hara-
teristi 0 the enter of U(sl2) is generated by a single element of degree 2. Thus we have
omputed already essentially the whole enter of this algebra. Computing Zd(U(sl2)) for
d > 2 over this eld we an only nd linear ombinations of powers of already found entral
element of degree 2.
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With the use of Singular and our library the enter of U(sl2) an be omputed as follows:
> // definitions of some non-ommutative algebra
> LIB "nalg.lib"; // for makeUsl(l, p)
>
> // our library
> LIB "enter.lib";
>
> int d = 2; // Upper degree bound of the enter polynomials
> int p = 0; // The harateristi of the ground field
>
> // Let us set U(sl2(Q)) be our urrent algebra
> def A = makeUsl(2, p); // U(sl2) over Fp or Q if p==0
>
> setring(A); A;
// harateristi : 0
// number of vars : 3
// blok 1 : ordering dp
// : names e f h
// blok 2 : ordering C
// nonommutative relations:
// fe=ef-h
// he=eh+2e
// hf=fh-2f
>
> // basially Z(Ad) an be omputed as follows:
>
> // Set of all variables of the urrent algebra
> ideal X = variablesSorted(); X;
X[1℄=h
X[2℄=f
X[3℄=e
> // Compute the PBW Basis of Ad:
> ideal V = PBW_maxDeg(d); V;
V[1℄=e
V[2℄=f
V[3℄=h
V[4℄=h2
V[5℄=fh
V[6℄=f2
V[7℄=eh
V[8℄=ef
V[9℄=e2
> // Apply the CENTRALIZE_SET algorithm:
> ideal Z1 = entralizeSet(X, V);
> Z1;
Z1[1℄=ef+1/4h2-1/2h
> // hek whether elements of Z1:
> inCenter(Z1); // 1 if they are in the enter:
1
>
> // One an also use a shortut funtion (it does the same thing):
38 CHAPTER 3. EXAMPLES OF COMPUTATION
> ideal Z2 = enterVS(d); Z2;
Z2[1℄=ef+1/4h2-1/2h
> inCenter(Z2);
1
Conlusions 3.2.
0) Sine the ground eld k belongs to the enter of any k-algebra we will omit the unit
generator in PBW bases and results.
1) Sine all matries are sparse, we an trivially optimize some ases:
1.1) We an exlude olumns of zeroes, that is, we take the orresponding basis
vetor into the output.
1.2) In the ase when there is only one non-zero oeient in a row we throw away
a basis vetor orresponding to that oeient.
2) We an deompose systems (matries) into the smaller ones, whih an be proessed
independently.
3.2 Enveloping algebra of sl3
Due to setions 1.3.5 and 1.4, the enveloping algebra U(gln) is given by:
k 〈eij , 1 6 i, j 6 n | eij ∗ ekl = ekleij + δjkeil − δliekj〉 .
A vetor spae basis of Z2(U(gl3)) an be omputed as follows:
Cen(e33,Cen(e32,Cen(e31,Cen(e23,Cen(e22,Cen(e21,Cen(e13,Cen(e12,Cen(e11,A2))))))))).
In what follows we ompute by hands only Cen(e11,A2).
As before we need PBW base of A2, but this time we do not inlude 1 into
it (see onlusions 3.2). Therefore M2 onsists of the following monomials:
e33, e32, e31, e23, e22, e21, e13, e12, e11, e
2
33, e32e33, e
2
32, e31e33, e31e32, e
2
31, e23e33, e23e32, e23e31, e
2
23,
e22e33, e22e32, e22e31, e22e23, e
2
22, e21e33, e21e32, e21e31, e21e23, e21e22, e
2
21, e13e33, e13e32, e13e31,
e13e23, e13e22, e13e21, e
2
13, e12e33, e12e32, e12e31, e12e23, e12e22, e12e21, e12e13, e
2
12, e11e33, e11e32,
e11e31, e11e23, e11e22, e11e21, e11e13, e11e12, e
2
11.
First, we ompute the images {ade11(v) : v ∈M2} as follows:
{
ade11(e33) = 0,
ade11(e32) = 0,
{
ade11(e31) = −e31,
ade11(e23) = 0,
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

ade11(e22) = 0,
ade11(e21) = −e21,
ade11(e13) = e13,
ade11(e12) = e12,
ade11(e11) = 0,
ade11(e
2
33) = 0,
ade11(e32e33) = 0,
ade11(e
2
32) = 0,
ade11(e31e33) = −e31e33,
ade11(e31e32) = −e31e32,
ade11(e
2
31) = −2e
2
31,
ade11(e23e33) = 0,
ade11(e23e32) = 0,
ade11(e23e31) = −e23e31,
ade11(e
2
23) = 0,
ade11(e22e33) = 0,
ade11(e22e32) = 0,
ade11(e22e31) = −e22e31,
ade11(e22e23) = 0,
ade11(e
2
22) = 0,
ade11(e21e33) = −e21e33,
ade11(e21e32) = −e21e32,
ade11(e21e31) = −2e21e31,
ade11(e21e23) = −e21e23,
ade11(e21e22) = −e21e22,


ade11(e
2
21) = −2e
2
21,
ade11(e13e33) = e13e33,
ade11(e13e32) = e13e32,
ade11(e13e31) = 0,
ade11(e13e23) = e13e23,
ade11(e13e22) = e13e22,
ade11(e13e21) = 0,
ade11(e
2
13) = 2e
2
13,
ade11(e12e33) = e12e33,
ade11(e12e32) = e12e32,
ade11(e12e31) = 0,
ade11(e12e23) = e12e23,
ade11(e12e22) = e12e22,
ade11(e12e21) = 0,
ade11(e12e13) = 2e12e13,
ade11(e
2
12) = 2e
2
12,
ade11(e11e33) = 0,
ade11(e11e32) = 0,
ade11(e11e31) = −e11e31,
ade11(e11e23) = 0,
ade11(e11e22) = 0,
ade11(e11e21) = −e11e21,
ade11(e11e13) = e11e13,
ade11(e11e12) = e11e12,
ade11(e
2
11) = 0.
Remark 3.3. Observer that every monomial appears in the previous images at most one.
Namely, ade11 m = αm · m, ∀m ∈ M2 for some αm ∈ k. This implies that if m ∈ M2
ommutes with e11 (that is, α = 0), then m gives rise to a olumn of zeroes in the matrix of
the map ade11 and beause of onlusions 3.2 we an takem diretly into the resulting vetor
spae basis, otherwise if the image of m is non-zero (that is, α 6= 0), it gives rise to a row
with a single non-zero element in the matrix of the map ade11 and beause of onlusions 3.2
we an simply throw it away. This observation gives rise to the denition of Cartan
elements (denition 5.5) and further optimization (f. proedure variablesSorted in
enter.lib).
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Thus, monomials from M2 ommuting with e11 onstitute a basis of Cen(e11,A2):
Cen(e11,A2) = 〈e33, e32, e23, e22, e11, e233, e32e33, e
2
32, e23e33, e23e32, e
2
23, e22e33, e22e32,
e22e23, e
2
22, e13e31, e13e21, e12e31, e12e21, e11e33, e11e32, e11e23, e11e22, e
2
11〉k.
We proeed further with Singular and our library:
> // definitions of some non-ommutative algebra
> LIB "nalg.lib"; // for makeUgl(n, p)
>
> // our library
> LIB "enter.lib";
>
> int d = 2; // Upper degree bound of the enter polynomials
> int p = 0; // The harateristi of the ground field
>
> // Let us set U(gl
2
(Q)) to be our urrent algebra:
> def A = makeUgl(2, p); // U(gl
2
) over Fp or Q if p==0
>
> setring(A); A;
// harateristi : 0
// number of vars : 9
// blok 1 : ordering dp
// : names e_1_1 e_1_2 e_1_3 e_2_1 e_2_2
e_2_3 e_3_1 e_3_2 e_3_3
// blok 2 : ordering C
// nonommutative relations:
// e_1_2e_1_1=e_1_1*e_1_2-e_1_2
// e_1_3e_1_1=e_1_1*e_1_3-e_1_3
// e_2_1e_1_1=e_1_1*e_2_1+e_2_1
// e_3_1e_1_1=e_1_1*e_3_1+e_3_1
// e_2_1e_1_2=e_1_2*e_2_1-e_1_1+e_2_2
// e_2_2e_1_2=e_1_2*e_2_2-e_1_2
// e_2_3e_1_2=e_1_2*e_2_3-e_1_3
// e_3_1e_1_2=e_1_2*e_3_1+e_3_2
// e_2_1e_1_3=e_1_3*e_2_1+e_2_3
// e_3_1e_1_3=e_1_3*e_3_1-e_1_1+e_3_3
// e_3_2e_1_3=e_1_3*e_3_2-e_1_2
// e_3_3e_1_3=e_1_3*e_3_3-e_1_3
// e_2_2e_2_1=e_2_1*e_2_2+e_2_1
// e_3_2e_2_1=e_2_1*e_3_2+e_3_1
// e_2_3e_2_2=e_2_2*e_2_3-e_2_3
// e_3_2e_2_2=e_2_2*e_3_2+e_3_2
// e_3_1e_2_3=e_2_3*e_3_1-e_2_1
// e_3_2e_2_3=e_2_3*e_3_2-e_2_2+e_3_3
// e_3_3e_2_3=e_2_3*e_3_3-e_2_3
// e_3_3e_3_1=e_3_1*e_3_3+e_3_1
// e_3_3e_3_2=e_3_2*e_3_3+e_3_2
>
> // basially Z(Ad) an be omputed as follows:
> // Set of all variables of the urrent algebra
> ideal X = e_1_1; X;
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X[1℄=e_1_1
> // Compute the PBW Basis of Ad
> ideal V = PBW_maxDeg(d); V;
... (an ideal of all 54 PBW monomials)
> // Apply the entralizeSet algorithm:
> ideal Y = entralizeSet(X, V); Y; // note that we got the same result
Y[1℄=e_1_1
Y[2℄=e_2_2
Y[3℄=e_2_3
Y[4℄=e_3_2
Y[5℄=e_3_3
Y[6℄=e_3_3^2
Y[7℄=e_3_2*e_3_3
Y[8℄=e_3_2^2
Y[9℄=e_2_3*e_3_3
Y[10℄=e_2_3*e_3_2
Y[11℄=e_2_3^2
Y[12℄=e_2_2*e_3_3
Y[13℄=e_2_2*e_3_2
Y[14℄=e_2_2*e_2_3
Y[15℄=e_2_2^2
Y[16℄=e_1_3*e_3_1
Y[17℄=e_1_3*e_2_1
Y[18℄=e_1_2*e_3_1
Y[19℄=e_1_2*e_2_1
Y[20℄=e_1_1*e_3_3
Y[21℄=e_1_1*e_3_2
Y[22℄=e_1_1*e_2_3
Y[23℄=e_1_1*e_2_2
Y[24℄=e_1_1^2
> // hek whether elements of Y are in the entralizer of X
> inCentralizer( Y, X );
1 // Yes! They are! We were right!
>
> // Let's ompute the basis of Z(U(gl3)) ∩ A2:
> ideal Z = enterVS(d); Z;
Z[1℄=e_1_1+e_2_2+e_3_3
Z[2℄=-e_1_2*e_2_1+e_1_1*e_2_2-e_1_3*e_3_1-e_2_3*e_3_2+e_1_1*e_3_3+
e_2_2*e_3_3+2*e_1_1+e_2_2
Z[3℄=e_1_1^2+2*e_1_2*e_2_1+e_2_2^2+2*e_1_3*e_3_1+2*e_2_3*e_3_2+e_3_3^2
-4*e_1_1-2*e_2_2
> inCenter(Z);
1
Result. From the previous omputations we onlude:
Z2(U(gl3)) = 〈1, e11 + e22 + e33,−e12e21 + e11e22 − e13e31 − e23e32 + e11e33 + e22e33 + 2e11 +
e22, e
2
11 + 2e12e21 + e
2
22 + 2e13e31 + 2e23e32 + e
2
33 − 4e11 − 2e22〉k.
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Chapter 4
Subalgebra redution
In this hapter we onsider a GR-Algebra A and disuss possible approahes to the om-
putation of redued subalgebra bases of vetor spae bases of Zd(A) and Cen(F,Ad).
We x the standard ltration of A by degree {Ai}.
4.1 Introdution
We already know how to ompute a vetor spae basis of Cen(F,Ad) but the whole en-
tralizer itself is a subalgebra of A, this means, in partiular, that besides omputing re-
dued subalgebra generators of it, we also ompute linear ombinations of their prod-
uts. For example the vetor spae basis of Z2(U(gl3)) omputed in setion 3.1 ontains
the elements e211 + 2e12e21 + e
2
22 + 2e13e31 + 2e23e32 + e
2
33 − 4e11 − 2e22 whih is equal to
(e11 + e22 + e33)
2 + 2(e11 + e22 + e33).
In general, it is not so easy to ompute a redued subalgebra base for an algebra generated
by an arbitrary nite set of elements. Computation of a redued subalgebra basis is a hard
omputational problem even in a ommutative ase. Resulting bases may sometimes fail
to be nite.
For the general method for the omputation of anonial subalgebra bases in the non-
ommutative ase one may see [24, se. 5.8℄. This subjet is far aside from our work, and
we are not going to desribe it in details here. Instead, we propose two approahes for
the omputation of redued subalgebra bases for the enter and entralizers whih avoid
anonial subalgebra redution.
4.2 Iterative approah
Reall that a set of polynomials P is autoredued if all f ∈ P are subalgebra irreduible
with respet to P \ {f}.
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We restrit ourselves to the omputation of an autoredued subalgebra base of Cen(F,Ad).
We an omit the omputation of anonial subalgebra bases sine instead of performing
general subalgebra redution of a vetor spae basis of Zd(A) or Cen(F,Ad) we an pro-
eed by onsequently omputing Zi(A) (resp., Cen(F,Ai)), for 1 6 i 6 d simultaneously
removing from the PBW base (for the next step) produts of leading monomials of already
omputed elements (f. algorithms 4.1 and 4.2).
ASSUME: A is a GR-Algebra with the ltration {Ai} by degree. The ordering on A is
degree-ompatible.
INPUT: integer d ≥ 0, non-empty nite set F .
OUTPUT: autoredued subalgebra basis of Cen(F,Ad)
let M = ∅;
for i = 1 to i = d do
let V be a PBW basis of Ai without leading monomials of produts of elements from
M ;
let S = entralizeSet(F, V ); // using algorithm 2.3
let S = interred(S); // using ommutative interredution
let M = M ∪ S;
end for
RETURN: M ;
Algorithm 4.1: entralizerRed(set F , integer d)
Note that sine the ordering on A is degree ompatible the leading monomials of elements
omputed on the step i are always of degree i and these elements are linearly independent.
In the interredution we annot obtain polynomials of lower degree (sine the ordering is
degree ompatible it would mean that we have found an element of lower degree having
unknown previously leading monomial, whih is impossible). Thus there will be performed
no polynomial multipliation during the interredution. Therefore we an use the standard
ommutative interredution.
After the interredution we get another basis of the same vetor spae with the property
that every leading monomial ours in a single element.
Obviously this interredution terminates. Thus the algorithm 4.1 terminates.
The result of this algorithm is a set of elements from Cen(F,Ad) suh that every leading
monomial ours in a single element and no element ontains produts of leading monomials
of other elements, that is, this set is autoredued. Moreover, it generates Cen(F,Ad) by
onstrution.
Thus the algorithm 4.1 is orret. Hene, we obtain the following proposition:
Proposition 4.1. Algorithm 4.1 terminates and is orret.
Now it is easy to give an algorithm 4.2 for the omputation of subalgebra basis of the
enter of an algebra up to a given degree.
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ASSUME: urrent algebra A is a lteredk-algebra generated by variables: x1, . . . , xn
with a ltration {Ai}
INPUT: integer d ≥ 0
OUTPUT: subalgebra basis of Zd(A) = Z(A) ∩ Ad
RETURN: entralizerRed({x1, . . . , xn} ,Ad); // using algorithm 4.1
Algorithm 4.2: enterRed(integer d)
Remark 4.2. The only dierene between the omputation of anonial subalgebra base
of Zd(A) and Cen(F,Ad) is the fat that in the rst ase we an, a priori, use standard
ommutative anonial subalgebra base omputation, while it is learly not always possible
in the seond ase.
4.3 Alternative approah
Let F := {f1, . . . , fr} ⊂ A be an autoredued subalgebra basis of a subalgebra B of A (that
is, F generates B and is autoredued). Then a vetor spae basis of Bd := B ∩Ad onsists
of linear ombinations of the produts of elements from F ∩ Ad. Let G = {g1, . . . , gk} be
a vetor spae basis of Bd, then we an express all fj ∈ F ∩ Ad as linear ombinations of
gi over k!
Furthermore, after reduing ommon leading monomials (e.g., using the interredution
algorithm 4.3) we obtain a basis G′ of Bd suh that for all dierent gi, gj ∈ G′ holds:
lm(gi) 6= lm(gj). Clearly, leading monomial of any linear ombination of elements from G′
belongs to L(G′) := {lm(g) | g ∈ G′}. Thus L(F ∩ Ad) ⊂ L(G). Clearly, all monomials
L(G) \ L(F ∩Ad) are leading monomials of produts of elements from L(F ∩ Ad). This is
exatly the idea behind our subalgebra redution algorithm 4.4.
INPUT: nite set S = {f1, . . . , fk} of linearly independent polynomials.
OUTPUT: interredued set of polynomials g1, . . . , gk with 〈f1, . . . , fk〉k = 〈g1, . . . , gk〉k
let M = S;
if M 6= ∅ then
while ∃p, q ∈M : lm(p) = lm(q) do
let M =M \ {p};
let p = p− (lc(p)/ lc(q)) ∗ q; // redue ommon leading monomial
let M =M ∪ {p};
end while
end if
RETURN: M ;
Algorithm 4.3: interred(set S)
Based on subalgebra redution algorithm 4.4 we an also perform the subalgebra redution
of a polynomial p ∈ A with respet to a subalgebra generated by the vetor spae Bd.
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INPUT: vetor spae basis G = {g1, . . . , gk} of some Bd
OUTPUT: F6d
let M = G;
let F = ∅;
while M 6= ∅ do
for all m ∈M do
redue from m all monomial whih are leading monomials of produts of elements
from F by subtrating a orresponding produt;
end for
let M = interred(M); // using algorithm 4.3
hoose a minimal element g from M ;
let M = M \ {g};
let F = F ∪ g;
end while
RETURN: F ;
Algorithm 4.4: sa_redue(set G)
We redue those monomials from p whih are leading monomials of produts of elements
from a redued subalgebra base of Bd (e.g., omputed by algorithm 4.4) by subtrating
orresponding produts. This gives us algorithm 4.5.
INPUT: polynomial p and vetor spae basis G = {g1, . . . , gk} of Bd
OUTPUT: polynomial q whih is subalgebra redution of p w.r.t. B.
let F = sa_redue(G); // using algorithm 4.4
let q = p;
redue from q all monomial whih are leading monomials of produts of elements from
F by subtrating orresponding produts;
RETURN: q;
Algorithm 4.5: sa_poly_redue(poly p, set G)
Clearly, algorithms 4.3, 4.4 and 4.5 terminate and are orret due to the disussion above.
Thus, we an ompute redued subalgebra bases of Zd(A) and Cen(X,Ad) by applying
algorithm 4.4 to a orresponding vetor spae basis..
Chapter 5
Small Atlas of Important Algebras
Using our methods we an ompute entral elements only up to a given degree. Thus for
the omputation of the whole enter we need to know the number of generators of the
enter or/and theirs degrees. In this hapter we list some known results whih provide us
with this information in many ases. Moreover, we will use this knowledge in setion 8.4
for estimating the vetor spae dimension of the enter.
5.1 Enveloping algebras of Lie algebras
In this setion we are interested only in the enter Z(U) of an enveloping algebra U = U(g)
of a Lie algebra g. By denition, Z onsists of all elements z ∈ U whih ommute with all
elements of U . These elements are alled entral elements or Casimir operators.
5.1.1 The enter of U(gln)
Due to [49, Chapter IX℄ all Casimir operators of U(gln(C)) an be found as follows:
Reall that gln has the standard basis onsisting of the unit matries eij , i, j = 1, . . . , n.
First of all, one an immediately see that c1 = e11+ . . .+ enn is a Casimir operator. In this
ase c1 ∈ gln and the operator c1 is easily shown to be the only (up to a multiple fator)
Casimir operator in the algebra gln itself.
Conerning the other Casimir operators, we rst assume that U = U(gln) ontains a system
of elements xij , i, j = 1, . . . , n, whih transform like the elements eij :
[xij , xkl] = δjkxil − δilxkj.
It is then obvious that the sum of the diagonal elements xii is a Casimir operator in U .
Furthermore, let xij , yij i, j = 1, . . . , n be two suh systems. Set zij =
∑
k xikykj. It is
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not diult to see that zij again form a system of this type, and we an thus onstrut a
family of suh systems, starting from the basis system eij :
e
(m)
ij = eii2ei2i3 · · · eimj.
Contrating over the indies i, j, we get a family of Casimir operators
cm =
∑
16i1,...,im6n
ei1i2ei2i3 · · · eimi1. (5.1)
Thus, we obtain the following proposition:
Proposition 5.1. The enter Z(U(gln(C))) is generated by n elements c1, . . . , cn of degrees
1, 2, . . . , n.
5.1.2 The enter of the enveloping algebra of a semisimple omplex
Lie algebra
Let g be a semisimple omplex Lie algebra and U = U(g) its universal enveloping algebra.
We will onsider a xed Cartan subalgebra H of g and denote by r its dimension (it is also
the rank of g and it oinides with the number of positive roots in the root system of g).
The enter Z = Z(U) of U is identied with the algebra I(g) of all polynomials over the
algebra g whih are invariant under the adjoint representation (f. [6℄). By Chevalley's
theorem (f. [49, Chapter XVII, 125, Theorem 6℄) we may also identify Z with the algebra
I(H) of all polynomials overH invariant under the Weyl group. Both these orrespondenes
are linear but not multipliative.
Aording to another theorem of Chevalley (f. [49, Chapter XV, 107, Theorem 19℄),
the algebra I(H) has exatly r independent generators. All generators may be assumed
homogeneous. Let p1, . . . , pr be the total degrees of these generators, then aording to
Chevalley (f. [5℄) p1 · · · pr = w, where w is the number of elements in the Weyl group.
In other words, the produt of degrees of all generators is equal to the order of the Weyl
group. The numbers pi are intimately related to the most important topologial properties
of the orresponding Lie groups (Betti numbers, Poinaré polynomial).
The following important theorem may be found in [3, Ch.VIII, 8, no.3, Corollary 1 and
no.5, Theorem 2℄:
Theorem 5.2 (Chevalley). Let g be a omplex simple Lie algebra, r = rank(g), mk the
exponents of g. Then one an hoose elements Ik ∈ Zmk+1(U(g)), 1 6 k 6 r suh that
Z(U(g)) = C [I1, . . . , Ir] is a polynomial algebra in r generators.
In the following table we ollet some information about all known (f. theorem 1.48)
simple omplex Lie algebras:
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Root system h Lie algebra Rank Dimension p1; . . . ; pr
Ar, r > 1 (r + 1) slr+1 r r(r + 2) 2; . . . ; (r + 1)
Br, r > 2 2r so2r+1 r r(2r + 1) 2; 4; . . . ; 2r
Cr, r > 3 2r spr r r(2r + 1) 2; 4; . . . ; 2r
Dr, r > 4 2(r − 1) so2r r r(2r − 1) 2; 4; . . . ; 2(r − 1); r
G2 6 g2 2 14 2; 6
F4 12 f4 4 52 2; 6; 8; 12
E6 12 e6 6 78 2; 5; 6; 8; 9; 12
E7 18 e7 7 133 2; 6; 8; 10; 12; 14; 18
E8 30 e8 8 248 2; 6; 12; 14; 18; 20; 24; 30
Remark 5.3. In the previous table the number h denotes the Coxeter number of the orre-
sponding root system, omputed by the formula h = (dim− rank)/ rank.
Reall that the Coxeter number is the order of a Coxeter element (the produt of the
simple reetions, taken in any order) in the Weyl group of the orresponding root system.
5.1.3 The enter of the enveloping algebra of a Lie algebra over a
eld of prime harateristi
Notie that our algorithms do not depend on the base eld. We an use our library to
ompute the enter and entralizers over any eld supported by Singular.
In this setion we study the dependene of the enter on the base eld.
Let A be a GR-Algebra generated by x1, x2, . . . , xn over a eld k suh that all ommuta-
tors [xi, xj ] are linear ombinations of variables. For example, the enveloping algebras of
nite dimensional Lie algebras and their tensor produts over a eld are of this kind by
onstrution (see setion 1.3). Below we onsider only algebras of this kind.
Let us denote V = 〈x1, . . . , xn〉k the vetor spae of linear ombinations of variables.
Beause of the deomposition of ommutators [xi, xj ] into linear ombinations of variables,
for every variable xi we an ompute the matrix A
(xi) ∈ Matn×n(k) of the linear map
adxi | V : V → V , as follows:
adxi xj =
n∑
k=1
(A(xi))k,j · xk, 1 6 i, j 6 n. (5.2)
In fat, this gives us the adjoint representation of A.
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Example 5.4. Let us onsider the U(sl2) as in 3.1. We x the basis {e, f, h} of V . Then
we have the following assoiated matries:
A(h) =


2 0 0
0 −2 0
0 0 0

 , A(f) =


0 0 −1
0 0 0
0 2 0

 , A(e) =


0 0 0
0 0 1
−2 0 0

 .
Denition 5.5. We all an element f ∈ A a Cartan element if there exist onstants
Cj ∈ k suh that adf xj = Cj · xj , 1 6 j 6 n.
Remark 5.6. If a variable xi is a Cartan element then its assoiated matrix A
(xi)
is diagonal.
Notie that, the denition of a Cartan element is equivalent to the following one:
∀g ∈ A∃αg ∈ k : adf g = αgg.
That is, the linear map between innite dimensional vetor spaes adf : A → A has a
diagonal matrix.
Example 5.7. Example 5.4 shows that the variable h is a Cartan element in U(sl2).
Example 5.8. Due to setion 3.2 the variable e11 is a Cartan element in U(gl3).
Lemma 5.9. Let x ∈ A be any variable, let A : =A(x). Then for all m ∈ N and variables
xν holds:
[xm, xν ] =
m∑
k=1
(
m
k
)
·
(
n∑
i=1
(Ak)i,ν · xi
)
∗ xm−k (5.3)
Proof. Indution on m.

Sine in a eld of harateristi p holds
(
p
k
)
= 0, for all 1 6 k 6 p − 1 we obtain the
following orollary from lemma 5.9:
Corollary 5.10. Let the ground eld be harateristi p, then
[xp, xν ] =
n∑
i=1
(Ap)i,ν · xi. (5.4)
Moreover, sine the assoiated matrix of the Cartan element h is diagonal, we obtain(
A(h)
)p
= A(h). Hene, [hp, xν ] = [h, xν ] for all variables xν . In partiular [h
p − h, xν ] = 0.
Thus we obtain the following proposition:
Proposition 5.11. Let A be an algebra as above over a eld of harateristi p. Let h be
a Cartan element in A, then hp − h ∈ Z(A).
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Now, we list some lassial results about Lie algebras of algebrai groups over algebraially
losed eld of harateristi p > 0.
As we have already seen, in harateristi 0 the enter Z(g) of U(g) is omparatively
small: it is isomorphi to the Weyl group of invariants on U(H), a polynomial algebra in
r variables. But in harateristi p the enter is muh larger.
It is easy to see that for eah x ∈ g, the element xp − x[p] of U(g) lies in Z(g). Methods of
Zassenhaus [48℄ (in the more general ontext of arbitrary modular Lie algebras) show that
these elements generate the algebra isomorphi to the polynomial algebra in n indetermi-
nates, where n = dim g. This subalgebra of Z(g) is denoted O and alled the p-enter.
Moreover, U(g) is the free O-module of rank pn.
A preise desription of Z(g) relative to O is given by Veldkamp [45℄. This desription
involves the Weyl group invariants (generators of the enter in harateristi 0), but requires
some restritions on p.
Veldkamp onsiders the enter Z of the universal enveloping algebra U of a Lie algebra
g, whih is the Lie algebra of a semisimple algebrai group G over a eld of harateristi
p > 0.
LetH1, . . . , Hl andXα, α ∈ Φ be a basis of g derived from a Chevalley basis in harateristi
0 (f. 1.3.4). Let L be the subspae of U spanned by all pi-th powers (in U) of elements of
g, i = 0, 1, 2, . . ., and M = L ∩ Z. Let O be the subalgebra of Z generated by 1 and M.
From the binomial formula it follows that adxp = (adx)
p
(f. [48, formula (1) on p.4℄).
Therefore, g has a struture of restrited Lie algebra suh that
H
[p]
i = Hi, X
[p]
α = 0.
For X ∈ g, adXp = (adX)p = adXp . It follows that the elements H
p
i − Hi and X
p
α belong
to M. Moreover, M has a basis over k onsisting of all monomials of positive total
degree in Hpi − Hi and X
p
α. From the Poinaré-Birkho-Witt theorem one dedues that
O = k [Hpi −Hi, X
p
α | 1 6 i 6 l, α ∈ Φ] sine H
p
i −Hi and X
p
α are algebraially independent
over k.
The following theorem (f. [45, theorem (3.1)℄) desribes the struture of Z over O:
Theorem 5.12. Let G, g and U be as above. Let h be the Coxeter number of G and p =
char(k) > h. Let I1, . . . , Ir denote algebraially independent generators of the invariants
in U under the adjoint ation of G (roughly speaking, they are generators of the enter in
harateristi 0). Then Z(U(g)) = O [I1, . . . , Ir], and the produts I
j1
1 · · · I
jr
r , with 0 6 ji <
p form a basis of Z(U(g)) as an O-module.
5.2 A lass of algebras similar to U(sl2)
This example is taken from [43℄ and [24℄. The author studies a lass of algebras whih are
similar to the enveloping algebra of sl2(C) over the omplex numbers C. He onsiders the
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Lie algebra sl2 over C to be generated by x, y, h with the Lie produt
[x, y] = h, [h, x] = x, [h, y] = −y.
Then the enveloping algebra of sl2 is given by
S = C 〈h, x, y | y ∗ x = xy − h, x ∗ h = hx− x, y ∗ h = hy + y〉 .
As one an see from this representation, we need not take a degree-ompatible ordering as
ordering. So an inverse lexiographial ordering is suitable, whih suggests, that S ould
be onsidered as some Ore extension. It is indeed shown by Smith, that
S ∼= U(b) [y, σ, δ] ,
where
1. U(b) denotes the enveloping algebra of the 2-dimensional non-abelian Lie algebra b,
generated by h and x with the ommutator relation [h, x] = x,
2. σ is dened by σ(x) = x and σ(h) = h− 1
3. δ is dened by δ(x) = h and δ(h) = 0
Now Smith observes that by this representation of S, the denition of δ(x) an be deliber-
ately replaed by any univariate polynomial in h without losing the property of being an
Ore extension: δ(x) = f(h).
The resulting algebra, denoted by S = U(sl2, f), is given by
C 〈h, x, y | y ∗ x = xy − f(h), x ∗ h = hx− x, y ∗ h = hy + y〉 .
Now Smith observes, that the enter of R is generated by a unique polynomial whih is
determined by f
C = x ∗ y + y ∗ x+ g(h) ∈ Z(R)
In the following example we take f = 3
2
h(h + 1) from [43, example 2.4℄. We ompute
C ∈ Z(S) as C = 2xy + h3 − h:
> ring Usl2f = 0,(x,y,h),lp;
> matrix D[3℄[3℄=0;
> poly f = 3*h*(h+1)/2; // U(sl_2, f)
// poly f = h; // one an use identity for the standard U(sl2)
> D[1,2℄ = -f;
> D[1,3℄ = x;
> D[2,3℄ = -y;
> nalgebra(1,D);
> Usl2f;
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// harateristi : 0
// number of vars : 3
// blok 1 : ordering lp
// : names x y h
// blok 2 : ordering C
// nonommutative relations:
// yx=xy-3/2h2-3/2h
// hx=xh+x
// hy=yh-y
> LIB "enter.lib";
> ideal Z = enterVS(3); Z;
Z[1℄=2xy+h3-h
> inCenter( Z );
1
5.3 Quantum enveloping algebras
The invention of quantum groups is one of the outstanding ahievements of the mathe-
matial physis and mathematis in the late twentieth entury. Quantum groups arose in
the work of L. D. Faddeev and the Leningrad shool on the inverse sattering method in
order to solve integrable models. The algebra Uq(sl2) appeared rst in 1981 in a paper by
P. P. Kulish and N. Yu. Reshetikhin on the study of integrable XYZ models with highest
spin. Later its Hopf algebra struture was disovered. A major event was the disovery
by V. G. Drinfeld and M. Jimbo of a lass of Hopf algebras whih an be onsidered as
one-parameter deformations of enveloping algebras of semisimple omplex Lie algebras.
There Hopf algebras are alled DrinfeldJimbo algebras.
A striking feature of quantum group theory is the surprising onnetions with many
branhes of mathematis and physis. These are links with mathematial elds suh as
Lie groups, Lie algebras and their representations, speial funtions, knot theory, low-
dimensional topology, operator algebras, nonommutative geometry and ombinatoris.
On the physial side there are interrelations with the quantum inverse sattering method,
the theory of integrable models, elementary partile physis, onformal and quantum eld
theories and others. It is expeted that quantum groups will lead to a deeper understanding
of the onept of symmetry in physis.
5.3.1 U ′
q
(so3)
In this subsetion we losely follow [18℄.
The algebra U ′q(som) is a non-standard q-deformation of the enveloping algebra U(som) of
the Lie algebra som.
It is known that the FairlieOdesskii algebra U ′q(so3) appears as algebra of observables
in quantum gravity in (2+1)-dimensional de Sitter spae with spae being torus. The
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parameter q is related to the Plank onstant and the urvature of the de Sitter spae. Thus
it is important, from the point of view of physis, to study the struture ( in partiular,
the enter) of this algebra.
The algebra U ′q(so3) is an assoiative unital algebra generated by the elements I1, I2, I3
whih satisfy the following relations:
q1/2I1I2 − q
−1/2I2I1 = I3, q
1/2I2I3 − q
−1/2I3I2 = I1, q
1/2I3I1 − q
−1/2I1I3 = I2,
where q 6= 0,±1, is a omplex number alled deformation parameter. In the limit q → 1,
the algebra U ′q(so3) redues to the algebra U(so3). It is easy to hek that for any value of
q the algebra U ′q(so3) has the following entral element: C = −q
1/2(q − q−1)I1I2I3 + qI21 +
q−1I22 + qI
2
3 , whih is the deformation of the Casimir element of the algebra U(so3).
Proposition 5.13. The element C generates the enter of U ′q(so3) when q is not a root of
1.
As in the ase of quantum algebras (f. [22, Chapter 6℄) this algebra has additional entral
elements if q is a root of unity:
Let us x q to be a primitive root of 1 of order p > 2, that is, qp = 1, qp
′
6= 1 for all
1 6 p′ < p. Then the following elements are also entral in U ′q(so3):
Ck = 2Tp(Ik(q − q
−1)/2), k = 1, 2, 3,
where Tp(x) is the p-th Chebyshev polynomial of the rst kind.
Let us reall that the p-th Chebyshev polynomial of the rst kind Tp(x) is uniquely
dened by Tp(cosθ) = cos(pθ). Its expliit form is given by:
Tp(x) =
p
2
⌊p/2⌋∑
k=0
(−1)k(p− k − 1)!
k!(p− 2k)!
(2x)p−2k,
where ⌊p/2⌋ is the integral part of p/2.
The elements C,C1, C2 and C3 are algebraially dependent. Let us use the following element
∂ = (q+ q−1)1− (q− q−1)2C instead of C in the following proposition whih is due to [18,
Prop. 2℄:
Proposition 5.14. Let q be a primitive root of unity of order p > 2. Then the algebrai
dependene between the entral elements ∂, C1, C2, C3 has the following form:
 −qp/2C1C2C3 + C21 + C
2
2 + C
2
3 + 2Tp(∂/2)− 2 = 0, if p = 2k + 1;
 −C1C2C3+C21+C
2
2+C
2
3+2Tp(∂/2)+16Tp/2(∂/2)+4(Tp/2(∂/2)+1)(C1+C2+C3)+10 =
0, if p = 4k;
5.4. WEYL ALGEBRAS 55
 −C1C2C3+C21+C
2
2+C
2
3+2Tp(∂/2)−16Tp/2(∂/2)−4(Tp/2(∂/2)−1)(C1+C2+C3)+10 =
0, if p = 4k + 2.
Conjeture 5.15. Let q be a root of unity. Then the elements C,C1, C2, C3 generate the
enter of the algebra U ′q(so3). All algebrai dependenes among them follow from the
dependenes desribed in proposition 5.14.
5.3.2 Uq(sl2)
The Hopf algebra Uq(sl2) an be onsidered as a one-parameter deformation of the en-
veloping algebra U(sl2). This algebra is the simplest example of the quantized enveloping
algebras Uq(g). Following ommon terminology in physis, we all Uq(sl2) a quantum
algebra.
Let q be a xed omplex number suh that q 6= 0 and q2 6= 1. We denote by Uq(sl2) the
C-algebra generated by E,F,K,K−1 subjet to the following relations:
KK−1 = K−1K = 1, KEK−1 = q2E,KFK−1 = q−2F, [E,F ] =
K −K−1
q − q−1
.
Proposition 5.16. The quantum Casimir element
Cq := EF +
Kq−1 +K−1q
(q − q−1)2
= FE +
Kq +K−1q−1
(q − q−1)2
lies in the enter of the algebra Uq(sl2). If q is not a root of unity, then the enter of Uq(sl2)
is generated by Cq.
Proposition 5.17. Let q be a primitive p-th root of unity, with p > 3. Let p′ = p if p is
odd and p′ = p/2 if p is even. Then:
(i) The elements Ep
′
, F p
′
, Kp
′
, K−p
′
belong to the enter of Uq(sl2).
(ii) The enter of Uq(sl2) is generated by the elements Ep
′
, F p
′
, Kp
′
, K−p
′
and the Casimir
element Cq.
Note that in the ase when q is a root of unity, the algebrai dependene of entral elements
of the algebra Uq(sl2) is expressed (an in the ase of U
′
q(so3)) in terms of Chebyshev
polynomials (f. [1℄).
5.4 Weyl algebras
In this setion we losely follow [39℄ and [46℄.
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Abstrat denition
Denition 5.18. Let F be a eld and let V be an F -vetor spae with a basis {Pi}i∈I ∪
{Qi}i∈I , where I is some non-empty index set. Let T = T (V ) be the tensor algebra(f.
1.12) of V and let J be the two-sided ideal in T generated by elements Pi⊗Qj −Qj ⊗Pi−
δi,j, i, j ∈ I. Then the fator algebra T/J is the |I|-th Weyl algebra.
A more onrete denition
If the eld F has harateristi zero we have the following more onrete denition. Let
R := F [{Xi}i∈I ] be the polynomial ring over F in indeterminates Xi labeled by i ∈ I.
For any i ∈ I, let ∂i denote the partial dierential operator with respet to Xi. Then the
|I|-thWeyl algebra is the set W of all dierential operators of the form D =
∑
|α|≤n fα∂
α
where the summation variable α is a multi-index with |I| entries, n is the degree of D, and
fα ∈ R. The algebra struture is dened by the usual operator multipliation, where the
oeients fα ∈ R are identied with the operators of left multipliation with them for
oniseness of notation. Sine the derivative of a polynomial is again a polynomial, it is
lear that W is losed under the multipliation.
The equivalene of these denitions an be seen by replaing the generators Qi with the
left multipliation by the indeterminates Xi, the generators Pi with the partial dieren-
tial operators ∂i, and the tensor produt with operator multipliation, and observing that
∂iXj − Xj∂i = δij . If, however, the harateristi p of F is positive, the resulting homo-
morphism to W is not injetive, sine for example the expressions ∂pi and X
n
i ommute,
while P⊗pi and Q
⊗n
i do not.
Remark 5.19. The rst Weyl algebra is an example of a simple ring that is not a matrix ring
over a division ring. It is also a non-ommutative example of a domain, and an example
of an Ore extension.
The n-th Weyl algebra Wn is given by
Wn = k 〈x1, . . . , xn, D1, . . . , Dn | Dixi = xiDi + 1, i = 1, . . . , n〉 .
It is know (f. [26, Example 1.3℄) that if char k = 0 then its enter is trivial: Z(Wn) = k,
and if char k = p then we only get p-enter: Z(Wn) = k [x
p
1, . . . , x
p
n, D
p
1, . . . , D
p
n].
5.5 Heisenberg algebras
This setion is mainly due to [47, The Heisenberg Algebra℄ and [39℄.
In lassial mehanis the state of a partile at a given time t is determined by its position
vetor q ∈ R3 and its momentum vetor p ∈ R3. Heisenberg's ruial idea that lead to
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quantum mehanis was to take the omponents of these vetors to be operators on a
Hilbert spae H , satisfying the ommutation relations
[Qi, Qj] = 0, [Pi, Pj] = 0, [Pi, Qj ] = −ı~δi,j
for i, j = 1, 2, 3.
One an think of the Heisenberg ommutation relations as the dening relations for a
(2n+ 1)-dimensional Lie algebra, so one an use the following denition:
Denition 5.20. The Heisenberg Lie algebra hn is the 2n + 1 dimensional real Lie
algebra with the basis elements
{P1, . . . , Pn, Q1, . . . , Qn, C}
and the Lie braket dened by
[Qi, Qj] = [Pi, Pj] = [Qi, C] = [Pi, C] = [C,C] = 0, [Pi, Qj] = δi,jC
One an also use more abstrat denition:
Denition 5.21. Let R be a ommutative ring. LetM be a module over R freely generated
by sets {Pi}i∈I , {Qi}i∈I and an element C, where I is an index set.
Let us dene [Qi, Qj ] = [Pi, Pj] = [Qi, C] = [C,Qi] = [Pi, C] = [C, Pi] = [C,C] =
0, [Pi, Qj] = − [Qj, Pi] = δi,jC for all i, j ∈ I. This operation [·, ·] extends by bilinear-
ity to the map M ×M →M .
The module M together with this produt is alled a Heisenberg algebra. The element
C is alled the entral element.
It is easy to see that the produt [·, ·] also fullls the Jaobi identity, so a Heisenberg
algebra is atually a Lie algebra of rank |I|+ 1 (opposed to the rank of M as free module,
whih is 2|I|+ 1) with one-dimensional enter generated by C.
Heisenberg algebras arise in quantum mehanis with R = R,C and typially I = {1, 2, 3},
but also in the theory of vertex algebras with I = Z.
In the ase where R is a eld, the Heisenberg algebra is related to a Weyl algebra: let U
be the enveloping algebra of M , then the fator algebra U/ 〈C − 1〉 is isomorphi to the
|I|-th Weyl algebra over R.
Clearly, the enveloping algebra Hn of the Heisenberg Lie algebra with I = 1, . . . , n over a
eld k is given by
Hn = k 〈x1, . . . , xn, y1, . . . , yn, h | yixi = xiyi + h, i = 1, . . . , n〉 .
It is know (f. [26℄) that if char k = 0 then its enter is almost trivial: Z(Hn) = k [h], and
if char k = p then we additionally get p-enter: Z(Wn) = k [h, x
p
1, . . . , x
p
n, y
p
1, . . . , y
p
n].
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Chapter 6
Commutative subalgebras
In this hapter we onsider ommutative subalgebras of a GR-Algebra A over an alge-
braially losed eld k of harateristi 0. The treatment of this subjet was inspired by
V.Levandovskyy.
Whenever we need a ltration we hoose the standard ltration by degree.
Obviously, the enter Z(A) is a ommutative subalgebra of A.
From the representation theory of enveloping algebras we reall some more ommutative
subalgebras (f. [6℄):
 Cartan subalgebra H(A) = U(h) (if exists).
 if there exists Cartan subalgebra, we an onstrut a bigger subalgebra
CZ(A) := H(A)⊗k Z(A),
whih is also ommutative.
 Gel'fand-Zetlin subalgebra Γ(A) (f. [8℄).
If all these subalgebras exist then Z(A) ⊆ CZ(A) ⊆ Γ(A). Moreover, in several ases, if
Γ(A) exists, it is the maximal one (f. [34℄).
Unfortunately, the onstrution of Gel'fand-Zetlin subalgebra does not have yet a omplete
algorithmi solution and is known only for a few ases.
In this hapter we show how to use Singular to ompute Gel'fand-Zetlin subalgebras and
hek the following onjeture for some algebras with known Gel'fand-Zetlin subalgebras.
Conjeture 6.1. Let S = {g1, . . . , gk} be an autoredued subalgebra base of Γ(A). Let
us hoose the greatest element g ∈ S with respet to a degree-ompatible ordering on A.
Then
Γ(A) = Cen(g,A).
We prove that onjeture 6.1 holds true for A = U(gl2).
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6.1 Gel'fand-Zetlin modules
Expliit formulas whih eetively dene all simple nite dimensional modules over the
groups of unimodular and orthogonal matries were obtained by Gel'fand and Zetlin in
[11℄. Using these formulas one an dene and investigate big families of modules over the
orresponding Lie algebras. For example, using these formulas for the unimodular group,
Drozd, Futorny and Ovsienko onstruted a large family of simple modules over g = gln(C)
in [8, 7℄. Roughly speaking this is an n(n+1)/2-parameter family of simple g-modules and
eah module is presented in a onvenient basis for omputations.
Gel'fand-Zetlin modules are dened as U(g)-modules whih an be deomposed into
a diret sum of nite-dimensional modules with respet to the so-alled Gel'fand-Zetlin
subalgebra, whih is a big ommutative subalgebra in U(g).
It was shown in [34℄ that Gel'fand-Zetlin subalgebra is a maximal ommutative subalgebra
in U(gln). This is also the ase for a quantum situation Uq(gln) (f. [31℄).
Roughly speaking, Gel'fand and Zetlin show that Gel'fand-Zetlin subalgebra has a simple
spetrum on all nite dimensional modules. Simple modules onstruted in [8, 7℄ inherit
this property.
Further properties of Gel'fand-Zetlin modules were obtained in [28, 29, 32, 30, 34℄. For
example, a huge family of Verma and generalized Verma modules were realized as Gel'fand-
Zetlin modules, whih allows one to desribe the struture of these modules.
There are many Gel'fand-Zetlin subalgebras, but all of them are built with the same reipe:
for an algebra A, nd a sequene of inlusions
A(1) →֒ A(2) →֒ . . . →֒ A(n) = A
suh that A(i + 1) has exatly one entral generator more than A(i). Then take Cartan
elements for A(1) (one an dene A(0) to be the Cartan subalgebra of A(1)) and add on
eah step generators of the enter of A(i), embedded under inlusions above.
Eah sequene of inlusions gives rise to a dierent subalgebra; however the number of its
redued generators is invariant.
In the following setions we will onstrut Gel'fand-Zetlin subalgebras for U(gln) and
U(sln).
6.2 Gel'fand-Zetlin subalgebra of the enveloping algebra
of gln
Let us denote by {eij}, 1 6 i, j 6 n the standard basis of Un := U(gln), and Zn := Z(Un).
For m 6 n we onsider Um as a subalgebra in Un by an inlusion Um →֒ Un : eij 7→ eij, 1 6
i, j 6 m. Hene we obtain the following sequene of inlusions:
U1 →֒ U2 →֒ . . . →֒ Un = gln.
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Then the Gel'fand-Zetlin subalgebra Γ in gln is a ommutative algebra, generated by
the enters Z1, . . . , Zn ⊂ gln.
Due to [49℄ or hapter 5 we know that Zm is the polynomial algebra in m variables
{cmi | i = 1, . . . , m} given by:
cmi =
∑
16k1,...,ki6m
ek1k2ek2k3 · · · eki−1kiekik1 .
Hene the algebra Γ is also the polynomial algebra in n(n + 1)/2 variables
{cmi | 1 6 i 6 m 6 n}.
Theorem 6.2 (Ovsienko). Γ is a maximal ommutative subalgebra in U(gln).
Clearly H(U(gln)) = k [eii | i = 1, . . . , n], and CZ(U(gln)) = k [eii, c
m
i | i = 1, . . . , n].
Let us use Singular to ompute generators of Γ(U(gln)) for some small n:
> LIB "enter.lib";
> LIB "nalg.lib";
> // trivial ase:
> def GL1 = makeUgl(1, p); setring GL1; GL1; // U(gl
1
) = K[e_1_1℄
// harateristi : 0
// number of vars : 1
// blok 1 : ordering dp
// : names e_1_1
// blok 2 : ordering C
// nonommutative relations:
> ideal Z = enterRed(1, 1); Z;
Z[1℄=e_1_1
> ideal GZ = sa_redue(Z); GZ;
GZ[1℄=e_1_1
> entralizerRed(GZ[size(GZ)℄, 5);
_[1℄=e_1_1
>
> def GL2 = makeUgl(2, p); setring GL2; GL2; // U(gl2)
// harateristi : 0
// number of vars : 4
// blok 1 : ordering dp
// : names e_1_1 e_1_2 e_2_1 e_2_2
// blok 2 : ordering C
// nonommutative relations:
// e_1_2e_1_1=e_1_1*e_1_2-e_1_2
// e_2_1e_1_1=e_1_1*e_2_1+e_2_1
// e_2_1e_1_2=e_1_2*e_2_1-e_1_1+e_2_2
// e_2_2e_1_2=e_1_2*e_2_2-e_1_2
// e_2_2e_2_1=e_2_1*e_2_2+e_2_1
> ideal Z = enterRed(2, 2); Z;
Z[1℄=e_1_1+e_2_2
Z[2℄=e_1_2*e_2_1-e_1_1*e_2_2+e_2_2
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> ideal GZ = sa_redue(imap(GL1, Z) + Z); GZ;
GZ[1℄=e_2_2
GZ[2℄=e_1_1
GZ[3℄=e_1_2*e_2_1
> entralizerRed(GZ[size(GZ)℄, 5); // Cen(e_1_2*e_2_1, U(gl_2)_5) == GZ!
_[1℄=e_2_2
_[2℄=e_1_1
_[3℄=e_1_2*e_2_1
>
> def GL3 = makeUgl(3, p); setring GL3; GL3; // U(gl
3
)
// harateristi : 0
// number of vars : 9
// blok 1 : ordering dp
// : names e_1_1 e_1_2 e_1_3 e_2_1 e_2_2 e_2_3 e_3_1
e_3_2 e_3_3
// blok 2 : ordering C
// nonommutative relations:
// e_1_2e_1_1=e_1_1*e_1_2-e_1_2
// e_1_3e_1_1=e_1_1*e_1_3-e_1_3
// e_2_1e_1_1=e_1_1*e_2_1+e_2_1
// e_3_1e_1_1=e_1_1*e_3_1+e_3_1
// e_2_1e_1_2=e_1_2*e_2_1-e_1_1+e_2_2
// e_2_2e_1_2=e_1_2*e_2_2-e_1_2
// e_2_3e_1_2=e_1_2*e_2_3-e_1_3
// e_3_1e_1_2=e_1_2*e_3_1+e_3_2
// e_2_1e_1_3=e_1_3*e_2_1+e_2_3
// e_3_1e_1_3=e_1_3*e_3_1-e_1_1+e_3_3
// e_3_2e_1_3=e_1_3*e_3_2-e_1_2
// e_3_3e_1_3=e_1_3*e_3_3-e_1_3
// e_2_2e_2_1=e_2_1*e_2_2+e_2_1
// e_3_2e_2_1=e_2_1*e_3_2+e_3_1
// e_2_3e_2_2=e_2_2*e_2_3-e_2_3
// e_3_2e_2_2=e_2_2*e_3_2+e_3_2
// e_3_1e_2_3=e_2_3*e_3_1-e_2_1
// e_3_2e_2_3=e_2_3*e_3_2-e_2_2+e_3_3
// e_3_3e_2_3=e_2_3*e_3_3-e_2_3
// e_3_3e_3_1=e_3_1*e_3_3+e_3_1
// e_3_3e_3_2=e_3_2*e_3_3+e_3_2
> ideal Z = enterRed(3, 3); Z;
Z[1℄=e_1_1+e_2_2+e_3_3
Z[2℄=e_1_2*e_2_1-e_1_1*e_2_2+e_1_3*e_3_1+e_2_3*e_3_2-e_1_1*e_3_3-e_2_2*e_3_3
+e_2_2+2*e_3_3
Z[3℄=e_1_3*e_2_2*e_3_1-e_1_2*e_2_3*e_3_1-e_1_3*e_2_1*e_3_2+e_1_1*e_2_3*e_3_2
+e_1_2*e_2_1*e_3_3-e_1_1*e_2_2*e_3_3-e_1_3*e_3_1-2*e_2_3*e_3_2+e_1_1*e_3_3
+2*e_2_2*e_3_3-2*e_3_3
> ideal GZ = sa_redue(imap(GL2, Z) + imap(GL1, Z) + Z); GZ;
GZ[1℄=e_3_3
GZ[2℄=e_2_2
GZ[3℄=e_1_1
GZ[4℄=e_1_3*e_3_1+e_2_3*e_3_2
GZ[5℄=e_1_2*e_2_1
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GZ[6℄=e_1_2*e_2_3*e_3_1+e_1_3*e_2_1*e_3_2-e_1_1*e_2_3*e_3_2+e_2_2*e_2_3*e_3_2
+e_2_3*e_3_2
> entralizerRed(GZ[size(GZ)℄, 5); // Cen(GZ[6℄, U(gl_3)_5) == GZ!
_[1℄=e_3_3
_[2℄=e_2_2
_[3℄=e_1_1
_[4℄=e_1_3*e_3_1+e_2_3*e_3_2
_[5℄=e_1_2*e_2_1
_[6℄=e_1_2*e_2_3*e_3_1+e_1_3*e_2_1*e_3_2-e_1_1*e_2_3*e_3_2+e_2_2*e_2_3*e_3_2
+e_2_3*e_3_2
Result 6.3. Our omputations show that:
1. U(gl1):
(a) Z(U(gl1)) = k 〈e11〉,
(b) Γ(U(gl1)) = k 〈e11〉.
2. U(gl2):
(a) Z(U(gl2)) = k 〈e11 + e22, e12 ∗ e21 − e11 ∗ e22 + e22〉.
(b) Γ(U(gl2)) = k 〈e22, e11, e12 ∗ e21〉.
3. U(gl3):
(a) Z(U(gl3)) is generated by the following 3 elements:
 e11 + e22 + e33,
 e12 ∗ e21 − e11 ∗ e22 + e13 ∗ e31 + e23 ∗ e32 − e11 ∗ e33 − e22 ∗ e33 + e22 + 2 ∗ e33,
 e13 ∗ e22 ∗ e31− e12 ∗ e23 ∗ e31− e13 ∗ e21 ∗ e32+ e11 ∗ e23 ∗ e32+ e12 ∗ e21 ∗ e33−
e11 ∗ e22 ∗ e33 − e13 ∗ e31 − 2 ∗ e23 ∗ e32 + e11 ∗ e33 + 2 ∗ e22 ∗ e33 − 2 ∗ e33.
(b) Γ(U(gl3)) is generated by the following elements:
 Cartan elements: e33, e22, e11,
 e12 ∗ e21, e13 ∗ e31 + e23 ∗ e32,
 e12 ∗ e23 ∗ e31 + e13 ∗ e21 ∗ e32 − e11 ∗ e23 ∗ e32 + e22 ∗ e23 ∗ e32 + e23 ∗ e32.
Moreover, let g = e12 ∗ e23 ∗ e31 + e13 ∗ e21 ∗ e32 − e11 ∗ e23 ∗ e32 + e22 ∗ e23 ∗ e32 + e23 ∗ e32.
Our omputations show that Cen(g,U(gln)5) has the same generators as Γ(U(gln)), for
n = 1, 2, 3.
Proposition 6.4. Cen(e12 ∗ e21,U(gl2)) = Γ(U(gl2)).
Proof. Clearly Γ(U(gl2)) ⊂ Cen(e12 ∗ e21,U(gl2)).
In order to show the other inlusion we hoose any non-zero p ∈ Cen(e12 ∗ e21,U(gl2)).
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Let us observe that e11 and e22 are Cartan elements of U(gl2). Therefore, there exist
onstants (depending on p) α, β ∈ k suh that [p, e11] = α · p and [p, e22] = β · p. Moreover,
[p, e11 ∗e22] = e11 ∗ [p, e22]+ [p, e11]∗e22 = βe11 ∗p+α ·p∗e22 = β ·e11 ∗p+α(β ·p+e22∗p) =
(β · e11 + αβ + α · e22) ∗ p.
We reall that Z(U(gl2)) = k 〈e11 + e22, e12 ∗ e21 − e11 ∗ e22 + e22〉. Thus: 0 = [p, e11 +
e22] = [p, e11] + [p, e22] = (α + β) · p and 0 = [p, e12 ∗ e21 − e11 ∗ e22 + e22] = [p, e12 ∗ e21] −
[p, e11 ∗ e22] + [p, e22] = −(αβ + β · e11 + α · e22) ∗ p+ β · p.
Hene, we obtain the system of equations on α and β:{
(α + β) · p = 0,
(β − αβ − α · e22 − β · e11) ∗ p = 0.
Sine U(gl2) is an integral domain and p 6= 0, we dedue that α = −β and β + β
2 + β ·
e22 − β · e11 = 0. The last equation is equivalent to the following system:{
β2 + β = 0,
β · (e22 − e11) = 0.
Thus: β = 0 and α = −β = 0. This shows that p ommutes with all generators of Gel'fand-
Zetlin subalgebra. But we know that Γ(U(gl2)) is a maximal ommutative subalgebra.
Therefore p ∈ Γ(U(gl2)). 
6.3 Gel'fand-Zetlin subalgebra of the enveloping algebra
of sln
The enveloping algebra U(sl2) is generated by X(1), Y (1), H(1) subjet to the following
relations: 

Y (1)X(1) = X(1) ∗ Y (1)−H(1),
H(1)X(1) = X(1) ∗H(1) + 2 ∗X(1),
H(1)Y (1) = Y (1) ∗H(1)− 2 ∗ Y (1).
The Cartan subalgebra H(U(sl2)) is generated by Cartan element H(1). The enter
Z(U(sl2)) is generated by Casimir element 4 ∗X(1) ∗ Y (1) +H(1)2 − 2 ∗H(1).
Both Gel'fand-Zetlin subalgebra Γ(U(sl2)) and CZ(U(sl2)) are generated by Cartan element
and Casimir element of this algebra:
Γ(U(sl2)) = CZ(U(sl2)) = k
[
H(1), 4 ∗X(1) ∗ Y (1) +H(1)2 − 2 ∗H(1)
]
.
Clearly Γ(U(sl2)) = CZ(U(sl2)) = k [H(1), X(1) ∗ Y (1)].
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Proposition 6.5. Let us assume that Γ(U(sl2)) is a maximal ommutative subalgebra.
Then Cen(X(1) ∗ Y (1),U(sl2)) = Γ(U(sl2)).
Proof. Similarly to proposition 6.4. 
Let us onsider the enveloping algebra U(sl3). It is generated by
X(1), X(2), X(3), Y (1), Y (2), Y (3), H(1), H(2) subjet to the following relations:

X(2)X(1) = X(1) ∗X(2) +X(3), Y (1)X(1) = X(1) ∗ Y (1)−H(1),
Y (3)X(1) = X(1) ∗ Y (3)− Y (2), H(1)X(1) = X(1) ∗H(1) + 2 ∗X(1),
H(2)X(1) = X(1) ∗H(2)−X(1), Y (2)X(2) = X(2) ∗ Y (2)−H(2),
Y (3)X(2) = X(2) ∗ Y (3) + Y (1), H(1)X(2) = X(2) ∗H(1)−X(2),
H(2)X(2) = X(2) ∗H(2) + 2 ∗X(2), Y (1)X(3) = X(3) ∗ Y (1)−X(2),
Y (2)X(3) = X(3) ∗ Y (2) +X(1), Y (3)X(3) = X(3) ∗ Y (3)−H(1)−H(2),
H(1)X(3) = X(3) ∗H(1) +X(3), H(2)X(3) = X(3) ∗H(2) +X(3),
Y (2)Y (1) = Y (1) ∗ Y (2)− Y (3), H(1)Y (1) = Y (1) ∗H(1)− 2 ∗ Y (1),
H(2)Y (1) = Y (1) ∗H(2) + Y (1), H(1)Y (2) = Y (2) ∗H(1) + Y (2),
H(2)Y (2) = Y (2) ∗H(2)− 2 ∗ Y (2), H(1)Y (3) = Y (3) ∗H(1)− Y (3),
H(2)Y (3) = Y (3) ∗H(2)− Y (3).
The Cartan subalgebra H(U(sl3)) is generated by Cartan elements H(1) and H(2). The
enter Z(U(sl3)) is generated by Casimir elements:
 3 ∗X(1) ∗ Y (1)+ 3 ∗X(2) ∗ Y (2) + 3 ∗X(3) ∗ Y (3) +H(1)2+H(1) ∗H(2)+H(2)2−
3 ∗H(1)− 3 ∗H(2),
 27∗X(3)∗Y (1)∗Y (2)+27∗X(1)∗X(2)∗Y (3)−9∗X(1)∗Y (1)∗H(1)+18∗X(2)∗
Y (2)∗H(1)−9∗X(3)∗Y (3)∗H(1)−2∗H(1)3−18∗X(1)∗Y (1)∗H(2)+9∗X(2)∗
Y (2)∗H(2)+9∗X(3)∗Y (3)∗H(2)−3∗H(1)2∗H(2)+3∗H(1)∗H(2)2+2∗H(2)3−
54∗X(2)∗Y (2)−27∗X(3)∗Y (3)−9∗H(1)∗H(2)−18∗H(2)2+18∗H(1)+36∗H(2).
Clearly, CZ(U(sl3)) is generated by the following elements:
 H(1), H(2),
 X(1) ∗ Y (1) +X(2) ∗ Y (2) +X(3) ∗ Y (3),
 X(3) ∗Y (1) ∗Y (2)+X(1) ∗X(2) ∗Y (3)+X(2) ∗Y (2) ∗H(1)+X(2) ∗Y (2) ∗H(2)+
X(3) ∗ Y (3) ∗H(2)− 2 ∗X(2) ∗ Y (2)−X(3) ∗ Y (3).
A Gel'fand-Zetlin subalgebra Γ(U(sl3)) is generated by Cartan elements H(1), H(2),
Casimir elements of U(sl3) and the image of Casimir element C = 4 ∗ X(1) ∗ Y (1) +
H(1)2− 2 ∗H(1) of U(sl2) under an imbedding i : U(sl2) →֒ U(sl3) from the following list:
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1. i1 : U(sl2) →֒ U(sl3) given by:
X(1) 7→ X(1), Y (1) 7→ Y (1), H(1) 7→ H(1).
2. i2 : U(sl2) →֒ U(sl3) given by:
X(1) 7→ X(2), Y (1) 7→ Y (2), H(1) 7→ H(2).
3. i3 : U(sl2) →֒ U(sl3) given by:
X(1) 7→ X(3), Y (1) 7→ Y (3), H(1) 7→ H(1) +H(2).
Let us use Singular to ompute orresponding Gel'fand-Zetlin subalgebras:
> LIB "enter.lib";
> LIB "algebras.lib";
> def A1 = makeUsl2(0); setring A1; A1; // U(sl2):
// harateristi : 0
// number of vars : 3
// blok 1 : ordering dp
// : names X(1) Y(1) H(1)
// blok 2 : ordering C
// nonommutative relations:
// Y(1)X(1)=X(1)*Y(1)-H(1)
// H(1)X(1)=X(1)*H(1)+2*X(1)
// H(1)Y(1)=Y(1)*H(1)-2*Y(1)
> ideal Z1 = enterRed(2, 1); Z1;
Z1[1℄=4*X(1)*Y(1)+H(1)^2-2*H(1) // =: C
> ideal HH = H(1);
> ideal GZ1= HH + Z1;
> ideal GZ = sa_redue(GZ1); GZ;
GZ[1℄=H(1)
GZ[2℄=X(1)*Y(1)
> entralizerRed(GZ[size(GZ)℄, 6); // Chek onjeture:
_[1℄=H(1)
_[2℄=X(1)*Y(1) // Ok!
> def A2 = makeUsl3(p); setring A2; A2; // U(sl3):
// harateristi : 0
// number of vars : 8
// blok 1 : ordering dp
// : names X(1) X(2) X(3) Y(1) Y(2) Y(3) H(1) H(2)
// blok 2 : ordering C
// nonommutative relations:
// X(2)X(1)=X(1)*X(2)+X(3)
// Y(1)X(1)=X(1)*Y(1)-H(1)
// Y(3)X(1)=X(1)*Y(3)-Y(2)
// H(1)X(1)=X(1)*H(1)+2*X(1)
// H(2)X(1)=X(1)*H(2)-X(1)
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// Y(2)X(2)=X(2)*Y(2)-H(2)
// Y(3)X(2)=X(2)*Y(3)+Y(1)
// H(1)X(2)=X(2)*H(1)-X(2)
// H(2)X(2)=X(2)*H(2)+2*X(2)
// Y(1)X(3)=X(3)*Y(1)-X(2)
// Y(2)X(3)=X(3)*Y(2)+X(1)
// Y(3)X(3)=X(3)*Y(3)-H(1)-H(2)
// H(1)X(3)=X(3)*H(1)+X(3)
// H(2)X(3)=X(3)*H(2)+X(3)
// Y(2)Y(1)=Y(1)*Y(2)-Y(3)
// H(1)Y(1)=Y(1)*H(1)-2*Y(1)
// H(2)Y(1)=Y(1)*H(2)+Y(1)
// H(1)Y(2)=Y(2)*H(1)+Y(2)
// H(2)Y(2)=Y(2)*H(2)-2*Y(2)
// H(1)Y(3)=Y(3)*H(1)-Y(3)
// H(2)Y(3)=Y(3)*H(2)-Y(3)
> ideal Z2 = enterRed(3, 2); Z2;
Z2[1℄=3*X(1)*Y(1)+3*X(2)*Y(2)+3*X(3)*Y(3)+H(1)^2+H(1)*H(2)+H(2)^2-3*H(1)-3*H(2)
Z2[2℄=27*X(3)*Y(1)*Y(2)+27*X(1)*X(2)*Y(3)-9*X(1)*Y(1)*H(1)+18*X(2)*Y(2)*H(1)
-9*X(3)*Y(3)*H(1)-2*H(1)^3-18*X(1)*Y(1)*H(2)+9*X(2)*Y(2)*H(2)+9*X(3)*Y(3)*H(2)
-3*H(1)^2*H(2)+3*H(1)*H(2)^2+2*H(2)^3-54*X(2)*Y(2)-27*X(3)*Y(3)-9*H(1)*H(2)-
18*H(2)^2+18*H(1)+36*H(2)
> ideal HH = H(1), H(2);
// i_1:
> map IdMap1 = A1, X(1), Y(1), H(1);
> ideal Z1 = IdMap1(Z1); Z1;
Z1[1℄=4*X(1)*Y(1)+H(1)^2-2*H(1) // == i_1(C)
> ideal GZ2 = HH + Z1 + Z2;
> ideal GZ = sa_redue(GZ2); GZ; // Gel'fand-Zetlin 1:
GZ[1℄=H(2)
GZ[2℄=H(1)
GZ[3℄=X(2)*Y(2)+X(3)*Y(3)
GZ[4℄=X(1)*Y(1)
GZ[5℄=X(3)*Y(1)*Y(2)+X(1)*X(2)*Y(3)-X(3)*Y(3)*H(1)+X(3)*Y(3)
> entralizerRed(GZ[size(GZ)℄, 5); // Chek onjeture:
_[1℄=H(2)
_[2℄=H(1)
_[3℄=X(2)*Y(2)+X(3)*Y(3)
_[4℄=X(1)*Y(1)
_[5℄=X(3)*Y(1)*Y(2)+X(1)*X(2)*Y(3)-X(3)*Y(3)*H(1)+X(3)*Y(3) // Ok!
// i_2:
> map IdMap2 = A1, X(2), Y(2), H(2);
> Z1 = IdMap2(Z1); Z1;
Z1[1℄=4*X(2)*Y(2)+H(2)^2-2*H(2) // == i_2(C)
> GZ2 = HH + Z1 + Z2;
> GZ = sa_redue(GZ2); GZ; // Gel'fand-Zetlin 2:
GZ[1℄=H(2)
GZ[2℄=H(1)
GZ[3℄=X(2)*Y(2)
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GZ[4℄=X(1)*Y(1)+X(3)*Y(3)
GZ[5℄=X(3)*Y(1)*Y(2)+X(1)*X(2)*Y(3)+X(3)*Y(3)*H(2)-X(3)*Y(3)
> entralizerRed(GZ[size(GZ)℄, 5); // Chek onjeture:
_[1℄=H(2)
_[2℄=H(1)
_[3℄=X(2)*Y(2)
_[4℄=X(1)*Y(1)+X(3)*Y(3)
_[5℄=X(3)*Y(1)*Y(2)+X(1)*X(2)*Y(3)+X(3)*Y(3)*H(2)-X(3)*Y(3) // Ok!
// i_3:
> map IdMap3 = A1, X(3), Y(3), H(1) + H(2);
> Z1 = IdMap3(Z1); Z1;
Z1[1℄=4*X(3)*Y(3)+H(1)^2+2*H(1)*H(2)+H(2)^2-2*H(1)-2*H(2) // == i_3(C)
> GZ2 = HH + Z1 + Z2;
> GZ = sa_redue(GZ2); GZ; // Gel'fand-Zetlin 3:
GZ[1℄=H(2)
GZ[2℄=H(1)
GZ[3℄=X(3)*Y(3)
GZ[4℄=X(1)*Y(1)+X(2)*Y(2)
GZ[5℄=X(3)*Y(1)*Y(2)+X(1)*X(2)*Y(3)+X(2)*Y(2)*H(1)+X(2)*Y(2)*H(2)-2*X(2)*Y(2)
> entralizerRed(GZ[size(GZ)℄, 5); // Chek onjeture:
_[1℄=H(2)
_[2℄=H(1)
_[3℄=X(3)*Y(3)
_[4℄=X(1)*Y(1)+X(2)*Y(2)
_[5℄=X(3)*Y(1)*Y(2)+X(1)*X(2)*Y(3)+X(2)*Y(2)*H(1)+X(2)*Y(2)*H(2)-2*X(2)*Y(2) // Ok!
Result 6.6. Our omputations show that Γ(U(sl3)) is generated:
1. in the ase of imbedding i1 by
 H(1), H(2),
 X(1) ∗ Y (1),
 X(2) ∗ Y (2) +X(3) ∗ Y (3),
 X(3) ∗ Y (1) ∗ Y (2) +X(1) ∗X(2) ∗ Y (3)−X(3) ∗ Y (3) ∗H(1) +X(3) ∗ Y (3).
2. in the ase of imbedding i2 by
 H(1), H(2),
 X(2) ∗ Y (2),
 X(1) ∗ Y (1) +X(3) ∗ Y (3),
 X(3) ∗ Y (1) ∗ Y (2) +X(1) ∗X(2) ∗ Y (3) +X(3) ∗ Y (3) ∗H(2)−X(3) ∗ Y (3).
3. in the ase of imbedding i3 by
 H(1), H(2),
 X(3) ∗ Y (3),
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 X(1) ∗ Y (1) +X(2) ∗ Y (2),
 X(3) ∗ Y (1) ∗ Y (2) +X(1) ∗X(2) ∗ Y (3) +X(2) ∗ Y (2) ∗H(1) +X(2) ∗ Y (2) ∗
H(2)− 2 ∗X(2) ∗ Y (2).
Moreover, let g be a omputed generator of Γ(U(sln)) of degree 3. Our omputations show
that Cen(g,U(sln)5) has the same generators as Γ(U(sln)), for n = 2, 3 for every imbedding.
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Chapter 7
Algebrai dependene of polynomials
In this hapter our aim is to ompute the algebrai dependene between the subalgebra
redued generators of the enter. Sine they pairwise ommute, we are almost in ommu-
tative ase.
The algebrai relation between the generators of the enter of U(sl2) over a eld of har-
ateristi p > 2 is known due to [41℄:
Example 7.1. Let us onsider the algebra U(sl2) as in setion 3.1, then the algebra
Z = Z(U(sl2)) is generated by the elements x = ep, y = f p, z = hp−h, t = (h+1)2+4f ∗e,
whih satisfy the following relation:
p−1∏
k=0
(t− k2) = z2 + 4xy,
whih denes the algebra Z.
7.1 General setting
In the ase of polynomial ring we an ompute the algebrai relations by means of
elimination: let f1, . . . , fm ∈ k [x1, . . . , xn], and let I = 〈Y1 − f1, . . . , Ym − fm〉 ⊆
k [x1, . . . , xn, Y1, . . . , Ym]. Then I ∩ k [Y1, . . . , Ym] are the algebrai relations between
f1, . . . , fm (f. [42℄)
7.2 Perron's Theorem
This setion is due to [40℄. Throughout this setion, k will stand either for a eld of
harateristi 0 or for an innite eld of prime harateristi.
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Another way to ompute the algebrai dependene provides the following theorem (due to
Oskar Perron, see [37, Satz 57℄ or [36℄ ):
Theorem 7.2. Let F1, . . . , Fn+1 ∈ k[X] be a sequene of n + 1 non-onstant polynomials
in n variables X = (X1, . . . , Xn) and let deg(Fi) = di for i = 1, . . . , n + 1. Then there
exists a non-zero polynomial P = P (Y ) ∈ k[Y ] in n + 1 variables Y = (Y1, . . . , Yn+1) suh
that
(a) P (F1, . . . , Fn+1) = 0,
(b) if weight(Yi) = di for i = 1, . . . , n+ 1 then weight(P ) 6 d1 · · · dn+1.
A polynomial P satisfying the onditions (a) and (b) will be alled a Perron's relation
between F1, . . . , Fn+1.
Note that
deg(P ) 6
∏n+1
i=1 di
minn+1i=1 di
6 (
n+1
max
i=1
di)
n.
In general the Perron's relation is not uniquely determined by the given sequene of polyno-
mials. But if the sequene F1, . . . , Fn+1 ontains n algebraially independent polynomials
then there exists a unique irreduible polynomial (up to a onstant fator in k∗ ) P0 = P0(Y )
suh that P0(F1, . . . , Fn+1) = 0. The polynomial P0 is alled the minimal polynomial of
F1, . . . , Fn+1.
Proposition 7.3. Suppose that the sequene F1, . . . , Fn+1 ontains n algebraially inde-
pendent polynomials. Then the minimal polynomial of F1, . . . , Fn+1 is a Perron's relation
between F1, . . . , Fn+1.
7.3 Our approah
Let us onsider the following ring homomorphism:
Ψ : k[t1, . . . , tn+1] ∋ ti 7→ Fi ∈ A. (7.1)
Clearly KerΨ is the set of relations between Fi.
Therefore, in order to nd relations between Fi we interset KerΨ with the vetor spae
of polynomials in T = (t1, . . . , tn+1) of degree less or equal to D :=
Qn+1
i=1 di
minn+1i=1 di
.
This gives us an algorithm 7.1 for the omputation of relations between a set of pairwise
ommuting polynomials.
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ASSUME: A is a k-algebra
INPUT: A set of polynomials F = {F1, . . . , Fn+1} ⊂ A, and optional bound D
OUTPUT: relations between F1, . . . , Fn+1
if no bound D was speied then
let D =
Qn+1
i=1 deg(Fi)
minn+1i=1 deg(Fi)
;
end if
let Ψ be the map given by equation (7.1);
let Basis = {v1, . . . , vk} be a set of monomials in T = (t1, . . . , tn+1) of degree less or
equal to D;
let Images = {w1, . . . , wk}, where wi = Ψvi;
RETURN: linearMapKernel({v1, . . . , vk} , {w1, . . . , wk}); // using algorithm 2.1
Algorithm 7.1: perron(set F [, int D℄)
7.4 Examples
Now we will use perron.lib in order to hek the result of [41℄:
> LIB "perron.lib";
> pro Test( int p )
>
> //////////////////////////////////////////////////////////////
> // har = p
> def g = makeUsl2(p); setring g; // only 'p' will be shown
>
> ideal L = e^p, f^p, h^p-h, 4*e*f+h^2-2*h; // the Center
>
> def R = perron( L, p ); // !
> setring R;
>
> Relations; // This will be shown
> poly P = Relations[1℄;
> poly Q = P+4*F(1)*F(2)+F(3)^2;
> Q; // Q will be shown
> fatorize( Q ); // This will be also shown
>
> intve Prims = 3, 5, 7, 11, 13;
> // Our omputations:
> for( int i = 1; i <= size(Prims); i++ )
> Test( Prims[i℄ );
//////////////////////////////////////////////////////////////
// har = 3:
// Relations:
Relations[1℄=F(4)^3-F(1)*F(2)-F(3)^2+F(4)^2
// Q:
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F(4)^3+F(4)^2
// fatorize(Q):
[1℄:
_[1℄=1
_[2℄=F(4)+1
_[3℄=F(4)
[2℄:
1,1,2
//////////////////////////////////////////////////////////////
// har = 5:
// Relations:
Relations[1℄=F(4)^5-2*F(4)^3+F(1)*F(2)-F(3)^2-F(4)^2
// Q:
F(4)^5-2*F(4)^3-F(4)^2
// fatorize(Q):
[1℄:
_[1℄=1
_[2℄=F(4)+1
_[3℄=F(4)
_[4℄=F(4)+2
[2℄:
1,1,2,2
//////////////////////////////////////////////////////////////
// har = 7:
// Relations:
Relations[1℄=F(4)^7-2*F(4)^4-F(4)^3+3*F(1)*F(2)-F(3)^2+2*F(4)^2
// Q:
F(4)^7-2*F(4)^4-F(4)^3+2*F(4)^2
// fatorize(Q):
[1℄:
_[1℄=1
_[2℄=F(4)+1
_[3℄=F(4)
_[4℄=F(4)-3
_[5℄=F(4)-1
[2℄:
1,1,2,2,2
//////////////////////////////////////////////////////////////
// har = 11:
// Relations:
Relations[1℄=F(4)^11-2*F(4)^6-F(4)^5+3*F(4)^4+4*F(4)^3
-4*F(1)*F(2)-F(3)^2+3*F(4)^2
// Q:
F(4)^11-2*F(4)^6-F(4)^5+3*F(4)^4+4*F(4)^3+3*F(4)^2
// fatorize(Q):
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[1℄:
_[1℄=1
_[2℄=F(4)+1
_[3℄=F(4)-2
_[4℄=F(4)
_[5℄=F(4)+3
_[6℄=F(4)-4
_[7℄=F(4)-3
[2℄:
1,1,2,2,2,2,2
//////////////////////////////////////////////////////////////
// har = 13:
// Relations:
Relations[1℄=F(4)^13-2*F(4)^7-F(4)^6-3*F(4)^5-5*F(4)^4-5*F(4)^3
-4*F(1)*F(2)-F(3)^2-3*F(4)^2
// Q:
F(4)^13-2*F(4)^7-F(4)^6-3*F(4)^5-5*F(4)^4-5*F(4)^3-3*F(4)^2
// fatorize(Q):
[1℄:
_[1℄=1
_[2℄=F(4)+1
_[3℄=F(4)+4
_[4℄=F(4)-2
_[5℄=F(4)
_[6℄=F(4)+2
_[7℄=F(4)-3
_[8℄=F(4)+5
[2℄:
1,1,2,2,2,2,2,2
The only dierene to [41℄ is aused by the minus in their U(sl2) relations and by our
hoie of t equals 4ef +h2−2h instead of t equals 4ef +h2−2h+1. Now one an observe
that our omputations produe the same relations.
Obviously, this method an be used in ommutative ase, as the following example shows:
> LIB "perron.lib";
> ring r=0,(x,y,z),dp;
>
> ideal J = xy+z2, z2+y2, x2y2-2xy3+y4;
> def P2 = perron(J);
> // algebraiDep was taken from "http://www.singular.uni-kl.de/Manual/3-0-0/sing_484.htm"
> algebraiDep(J,0);
_[1℄=Y(1)^2-2*Y(1)*Y(2)+Y(2)^2-Y(3)
>
> setring P2; Relations;
Relations[1℄=F(1)^2-2*F(1)*F(2)+F(2)^2-F(3)
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Chapter 8
Appendix
In this hapter we provide User's manual for the desribed libraries enter.lib and
perron.lib.
Additionally, we provide benhmarks for the omputation of entral elements of various
k-algebras with the proedure enterVSfrom enter.lib.
8.1 Debugging enter.lib
The library enter.lib has the following imbedded debugging mehanism:
 if printlevel > 2 then some progress information will be produed.
 if printlevel > 3 and there was dened a variable DEBUG then almost every inter-
nal proedure (exept trivial ones) will print its alling parameters and the omputed
result.
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8.2 enter.lib
Library:
enter.lib
Purpose:
omputation of entral elements of GR-algebras
Author:
Oleksandr Motsak, motsakmathematik.uni-kl.de.
Overview:
A library for omputing elements of the enter and entralizers of elements in various non-
ommutative algebras.
Support:
Forshungsshwerpunkt 'Mathematik und Praxis', University of Kaiserslautern
8.2.1 entralizeSet
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on this page).
Input:
a nite set of elements F, vetor spae basis V
Return:
ideal, generated by base elements
Purpose:
omputes the vetor spae basis of the entralizer of F in the vetor spae spanned by V,
that is, Cen(F[N℄,Cen(F[N-1℄,...,Cen(F[1℄,V)...))
Example:
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LIB "enter.lib";
ring A_4_1 = 0,(e(1..4)),dp;
matrix D[4℄[4℄=0;
D[2,4℄ = -e(1);
D[3,4℄ = -e(2);
// This is $A_{41}$ - the first real Lie algebra of dimension $4$.
nalgebra(1,D);
ideal F = variablesSorted(); F;
==> F[1℄=e(1)
==> F[2℄=e(4)
==> F[3℄=e(3)
==> F[4℄=e(2)
// the enter of $A_{41}$ is generated by
// $e(1)$ and $-1/2*e(2)^2+e(1)*e(3)$
// therefore one may onsider omputing it in the following way:
// 1. Compute PBW basis onsisting of
// monomials of exponent <= (1,2,1,0)
ideal V = PBW_maxMonom( e(1) * e(2)^ 2 * e(3) );
// 2. Compute the entralizer of F within vetor spae
// spanned by these monomials:
ideal C = entralizeSet( F, V ); C;
==> C[1℄=e(1)
==> C[2℄=e(2)^2-2*e(1)*e(3)
inCenter(C);
==> 1
8.2.2 entralizerVS
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on the preeding page).
Usage:
entralizerVS( F, D ); ideal F, int D
Return:
ideal, generated by elements of degree <= D
Purpose:
omputes a vetor spae basis of the entralizer of F up to degree D.
Note:
D must be non-negative
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Example:
LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2)
ideal F = x, y;
// find all elements ommuting with x and y of degree <= 4:
ideal C = entralizerVS(F, 4);
C;
==> C[1℄=4xy+z2-2z
==> C[2℄=16x2y2+8xyz2+z4-32xyz-4z3-4z2+16z
inCentralizer(C, F);
==> 1
8.2.3 entralizerRed
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
entralizerRed( F, D[, N℄ ); ideal F, int D[, int N℄
Return:
ideal, generated by omputed generators
Purpose:
if N is absent and D >= 0 omputes a subalgebra generators of the entralizer of F up to
degree D, otherwise if N is present omputes N(at least) rst generators of the entralizer,
if moreover D > 0 it will be used as the rst maximal degree estimation.
Note:
Current ordering must be a degree ompatible well-ordering.
Example:
LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
8.2. CENTER.LIB 81
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2)
ideal F = x, y;
// find subalgebra generators degree <= 4 of an algebra of
// all elements ommuting with x and y:
ideal C = entralizerRed(F, 4);
C;
==> C[1℄=4xy+z2-2z
inCentralizer(C, F);
==> 1
8.2.4 enterVS
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
enterVS( D ); int D
Return:
ideal, generated by elements of degree <= D
Purpose:
omputes a vetor spae basis of the enter of the urrent algebra up to degree D.
Note:
D must be non-negative
Example:
LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2)
// find all entral elements of degree <= 4
ideal Z = enterVS(4);
Z;
==> Z[1℄=4xy+z2-2z
==> Z[2℄=16x2y2+8xyz2+z4-32xyz-4z3-4z2+16z
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// note that the seond element is the square of the first
// plus the multiple of the first:
Z[2℄ - Z[1℄^2 + 8*Z[1℄;
==> 0
inCenter(Z);
==> 1
8.2.5 enterRed
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
enterRed( D[, k℄ ); int D[, int k℄
Return:
ideal, generated by omputed generators
Purpose:
if N is absent and D >= 0 omputes a subalgebra generators of the enter up to degree D,
otherwise if N is present omputes N(at least) rst generators of the enter, if moreover D
> 0 it will be used as the rst maximal degree estimation.
Note:
Current ordering must be a degree ompatible well-ordering.
Example:
LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=z;
nalgebra(1,D); // it is a Heisenberg algebra
// find vetor spae basis of enter of degree <= 3
ideal VSZ = enterVS(3);
// There should be 3 degrees of z.
VSZ;
==> VSZ[1℄=z
==> VSZ[2℄=z2
==> VSZ[3℄=z3
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inCenter(VSZ);
==> 1
// find "minimal" entral elements of degree <= 3
ideal SAZ = enterRed(3);
// Only 'z' must be omputed
SAZ;
==> SAZ[1℄=z
inCenter(SAZ);
==> 1
8.2.6 enter
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Return:
ideal, generated by elements of degree at most D
Purpose:
omputes a minimal set of entral elements up to degree D.
Note:
In general, one annot predit the number or the highest degree of entral elements. Hene,
one has to speify a termination ondition via arguments D and/or N.
If D is positive, the omputation stops after all entral elements of degree at most D has
been found.
If D is negative, the termination is determined by N only.
If N is given, the omputation stops if at least N entral elements has been found.
Warning: if N is given and bigger than the atual number of generators, the proedure may
not terminate.
Example:
LIB "enter.lib";
ring A = 0,(x,y,z,t),dp;
matrix D[4℄[4℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2) tensored with K[t℄
ideal Z = enter(3); // find all entral elements of degree <= 3
Z;
==> Z[1℄=t
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==> Z[2℄=4xy+z2-2z
inCenter(Z);
==> 1
ideal ZZ = enter(-1, 1); // find one entral element of the lowest degree
ZZ;
==> ZZ[1℄=t
inCenter(ZZ);
==> 1
8.2.7 entralizer
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Return:
ideal, generated by elements of degree <= MaxDeg
Purpose:
omputes a minimal set of elements entralizer(S) up to degree MaxDeg.
Note:
In general, one annot predit the number or the highest degree of entralizing elements.
Hene, one has to speify a termination ondition via arguments MaxDeg and/or N.
If MaxDeg is positive, the omputation stops after all entralizing elements of degree at most
MaxDeg has been found.
If MaxDeg is negative, the termination is determined by N only.
If N is given, the omputation stops if at least N entralizing elements has been found.
Warning: if N is given and bigger than the atual number of generators, the proedure may
not terminate.
Example:
LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2)
poly f = 4*x*y+z^2-2*z; // a entral polynomial
f;
==> 4xy+z2-2z
ideal  = entralizer(f, 2); // find all elements of the entralizer of f
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// of degree <= 2
; // sine f is entral, the answer onsists of generators of A
==> [1℄=z
==> [2℄=y
==> [3℄=x
inCentralizer(, f);
==> 1
ideal  = entralizer(f,-1,2); // find at least two elements of the entralizer of f
;
==> [1℄=z
==> [2℄=y
==> [3℄=x
inCentralizer(, f);
==> 1
poly g = z^2-2*z; // some non-entral polynomial
 = entralizer(g, 2); // find all elements of the entralizer of g
// of degree <= 2
;
==> [1℄=z
==> [2℄=xy
inCentralizer(, g);
==> 1
entralizer(g,-1,1); // find the element of the lowest degree in the entralizer
==> _[1℄=z
 = entralizer(g,-1,2); // find at least two elements of the entralizer of g
;
==> [1℄=z
==> [2℄=xy
inCentralizer(, g);
==> 1
8.2.8 sa_redue
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Return:
ideal, generated by found elements
Purpose:
ompute a subalgebra basis of an algebra generated by polynomial from V
Note:
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May produe wrong result in quotient algebras.
Example:
LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2)
poly f = 4*x*y+z^2-2*z; // a entral polynomial
ideal I = f, f*f, f*f*f - 10*f*f, f+3*z^3; I;
==> I[1℄=4xy+z2-2z
==> I[2℄=16x2y2+8xyz2+z4-32xyz-4z3+32xy+4z2
==> I[3℄=64x3y3+48x2y2z2+12xyz4+z6-288x2y2z-96xyz3-6z5+352x2y2+224xyz2+2z4-12\
8xyz+32z3-64xy-40z2
==> I[4℄=3z3+4xy+z2-2z
sa_redue(I); // should be just f and z^3
==> _[1℄=4xy+z2-2z
==> _[2℄=z3
8.2.9 sa_poly_redue
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Return:
polynomial, a redution of p wrt V
Purpose:
omputes a redution of a given polynomial p wrt a set of polynomials V
Note:
May produe wrong result in quotient algebras.
Example:
LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2)
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poly f = 4*x*y+z^2-2*z; // a entral polynomial
sa_poly_redue(f + 3*f*f + x, ideal(f) ); // should be just 'x'
==> x
8.2.10 inCenter
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Return:
integer, 1 if a in the enter, 0 otherwise
Purpose:
hek whether a given element is entral
Example:
LIB "enter.lib";
ring r=0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z;
D[1,3℄=2*x;
D[2,3℄=-2*y;
nalgebra(1,D); // this is U(sl_2)
poly p=4*x*y+z^2-2*z;
inCenter(p);
==> 1
poly f=4*x*y;
inCenter(f);
==> 0
list l= list( 1, p, p^2, p^3);
inCenter(l);
==> 1
ideal I= p, f;
inCenter(I);
==> 0
8.2.11 inCentralizer
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
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Return:
integer, 1 if a in the entralizer(S), 0 otherwise
Purpose:
hek whether a given element is entralizing with respet to elements of S
Example:
LIB "enter.lib";
ring r=0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z;
nalgebra(1,D); // the Heisenberg algebra
poly f = x^2;
poly a = z; // we know this element if entral
poly b = y^2;
inCentralizer(a, f);
==> 1
inCentralizer(b, f);
==> 0
list l = list(1, a);
inCentralizer(l, f);
==> 1
ideal I = a, b;
inCentralizer(I, f);
==> 0
printlevel = 2;
inCentralizer(a, f); // yes
==> 1
inCentralizer(b, f); // no
==> [1℄:
==> POLY: y2 is NOT in the entralizer of poly {x2}
==> 0
8.2.12 isCartan
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Purpose:
hek whether f is a Cartan element.
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Return:
1 if f is a Cartan element and 0 otherwise.
Note:
f is a Cartan element i for all g in A there exists C in K suh that [f, g℄ = C * g i for all
variables v_i of A there exist C in K suh that [f, v_i℄ = C * v_i.
Example:
LIB "enter.lib";
ring r=0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z;
D[1,3℄=2*x;
D[2,3℄=-2*y;
nalgebra(1,D); // this is U(sl_2) with artan - z
isCartan(z); // yes!
==> 1
poly p=4*x*y+z^2-2*z;
isCartan(p); // entral elements are Cartan elements!
==> 1
poly f=4*x*y;
isCartan(f); // no way!
==> 0
isCartan( 10 + p + z ); // salar + entral + artan
==> 1
8.2.13 applyAdF
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
applyAdF( Basis, f); ideal Basis, poly f
Purpose:
Apply Ad_{f} to every element of Basis
Return:
ideal, Ad_{f}(Basis)
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Example:
LIB "enter.lib";
ring A = 0,(e,f,h),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-h; D[1,3℄=2*e; D[2,3℄=-2*f;
nalgebra(1,D); // this algebra is U(sl_2)
// Let us onsider the linear map Ad_{e} from A_2 into A.
// Compute the PBW basis of A_2:
ideal Basis = PBW_maxDeg( 2 ); Basis;
==> Basis[1℄=e
==> Basis[2℄=f
==> Basis[3℄=h
==> Basis[4℄=h2
==> Basis[5℄=fh
==> Basis[6℄=f2
==> Basis[7℄=eh
==> Basis[8℄=ef
==> Basis[9℄=e2
// Compute images of basis elements under the linear map Ad_e:
ideal Image = applyAdF( Basis, e ); Image;
==> Image[1℄=0
==> Image[2℄=h
==> Image[3℄=-2e
==> Image[4℄=-4eh-4e
==> Image[5℄=-2ef+h2+2h
==> Image[6℄=2fh-2f
==> Image[7℄=-2e2
==> Image[8℄=eh
==> Image[9℄=0
// Now we have a linear map given by: Basis_i --> Image_i
// Let's ompute its kernel:
module C = linearMapKernel( Image ); C;
==> C[1℄=gen(1)
==> C[2℄=gen(8)+1/4*gen(4)-1/2*gen(3)
==> C[3℄=gen(9)
// Now we an ompute the kernel of Ad_e by means of basis vetors:
ideal K = linearCombinations(Basis, C); K;
==> K[1℄=e
==> K[2℄=ef+1/4h2-1/2h
==> K[3℄=e2
// Let's hek that Ad_e(K) is zero:
applyAdF( K, e );
==> _[1℄=0
==> _[2℄=0
==> _[3℄=0
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8.2.14 linearMapKernel
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
linearMapKernel( Images ); ideal Images
Purpose:
Computes the kernel of a linear map given by its images on ertain basis vetors
Return:
syzygy module, or 0 if all images are zeroes
Example:
LIB "enter.lib";
ring A = 0,(e,f,h),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-h; D[1,3℄=2*e; D[2,3℄=-2*f;
nalgebra(1,D); // this algebra is U(sl_2)
// Let us onsider the linear map Ad_{e} from A_2 into A.
// Compute the PBW basis of A_2:
ideal Basis = PBW_maxDeg( 2 ); Basis;
==> Basis[1℄=e
==> Basis[2℄=f
==> Basis[3℄=h
==> Basis[4℄=h2
==> Basis[5℄=fh
==> Basis[6℄=f2
==> Basis[7℄=eh
==> Basis[8℄=ef
==> Basis[9℄=e2
// Compute images of basis elements under the linear map Ad_e:
ideal Image = applyAdF( Basis, e ); Image;
==> Image[1℄=0
==> Image[2℄=h
==> Image[3℄=-2e
==> Image[4℄=-4eh-4e
==> Image[5℄=-2ef+h2+2h
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==> Image[6℄=2fh-2f
==> Image[7℄=-2e2
==> Image[8℄=eh
==> Image[9℄=0
// Now we have a linear map given by: Basis_i --> Image_i
// Let's ompute its kernel:
module C = linearMapKernel( Image ); C;
==> C[1℄=gen(1)
==> C[2℄=gen(8)+1/4*gen(4)-1/2*gen(3)
==> C[3℄=gen(9)
// Now we an ompute the kernel of Ad_e by means of basis vetors:
ideal K = linearCombinations(Basis, C); K;
==> K[1℄=e
==> K[2℄=ef+1/4h2-1/2h
==> K[3℄=e2
// Let's hek that Ad_e(K) is zero:
ideal Z = applyAdF( K, e ); Z;
==> Z[1℄=0
==> Z[2℄=0
==> Z[3℄=0
// Now linearMapKernel will return a single integer 0:
def CC = linearMapKernel(Z); typeof(CC); CC;
==> int
==> 0
8.2.15 linearCombinations
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
linearCombinations( Basis, C ); ideal Basis, module C
Purpose:
omputes linear ombinations of Basis vetors with the oeients from C.
Return:
ideal of linear ombinations of Basis vetors with the oeients from C.
Example:
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LIB "enter.lib";
ring A = 0,(e,f,h),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-h; D[1,3℄=2*e; D[2,3℄=-2*f;
nalgebra(1,D); // this algebra is U(sl_2)
// Let us onsider the linear map Ad_{e} from A_2 into A.
// Compute the PBW basis of A_2:
ideal Basis = PBW_maxDeg( 2 ); Basis;
==> Basis[1℄=e
==> Basis[2℄=f
==> Basis[3℄=h
==> Basis[4℄=h2
==> Basis[5℄=fh
==> Basis[6℄=f2
==> Basis[7℄=eh
==> Basis[8℄=ef
==> Basis[9℄=e2
// Compute images of basis elements under the linear map Ad_e:
ideal Image = applyAdF( Basis, e ); Image;
==> Image[1℄=0
==> Image[2℄=h
==> Image[3℄=-2e
==> Image[4℄=-4eh-4e
==> Image[5℄=-2ef+h2+2h
==> Image[6℄=2fh-2f
==> Image[7℄=-2e2
==> Image[8℄=eh
==> Image[9℄=0
// Now we have a linear map given by: Basis_i --> Image_i
// Let's ompute its kernel:
module C = linearMapKernel( Image ); C;
==> C[1℄=gen(1)
==> C[2℄=gen(8)+1/4*gen(4)-1/2*gen(3)
==> C[3℄=gen(9)
// Now we an ompute the kernel of Ad_e by means of basis vetors:
ideal K = linearCombinations(Basis, C); K;
==> K[1℄=e
==> K[2℄=ef+1/4h2-1/2h
==> K[3℄=e2
// Let's hek that Ad_e(K) is zero:
applyAdF( K, e );
==> _[1℄=0
==> _[2℄=0
==> _[3℄=0
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8.2.16 variablesStandard
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Return:
ideal, generated by algebra variables
Purpose:
omputes the ideal generated by algebra variables taken in their natural order
Example:
LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2)
// Variables in their natural order:
variablesStandard();
==> _[1℄=x
==> _[2℄=y
==> _[3℄=z
8.2.17 variablesSorted
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Return:
ideal, generated by sorted algebra variables
Purpose:
omputes the ideal generated by algebra variables sorted so that Cartan variables are rst
and all other variables are behind.
Note:
This is a heuristis for the omputation of enter: it is better to ompute entralizers of
Cartan variables rst sine we an omit solving the system of equations.
Example:
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LIB "enter.lib";
ring A = 0,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
nalgebra(1,D); // this algebra is U(sl_2)
// There is only one Cartan variable - z in U(sl_2),
// it must go 1st:
variablesSorted();
==> _[1℄=z
==> _[2℄=y
==> _[3℄=x
8.2.18 PBW_eqDeg
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
PBW_eqDeg(Deg); int Deg
Purpose:
Compute the PBW basis (of a given degree) of a urrent algebra.
Return:
ideal onsisting of PBW elements.
Note:
Unit is omitted. Weights are ignored!
Example:
LIB "enter.lib";
ring A = 0,(e,f,h),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-h; D[1,3℄=2*e; D[2,3℄=-2*f;
nalgebra(1,D); // this algebra is U(sl_2)
// PBW Basis of A_2 \ A_1 - monomials of degree == 2:
PBW_eqDeg( 2 );
==> _[1℄=h2
==> _[2℄=fh
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==> _[3℄=f2
==> _[4℄=eh
==> _[5℄=ef
==> _[6℄=e2
8.2.19 PBW_maxDeg
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
PBW_maxDeg(MaxDeg); int MaxDeg
Purpose:
Compute the PBW basis (up to a given maximal degree) of a urrent algebra.
Return:
ideal onsisting of PBW elements.
Note:
unit is omitted. Weights are ignored!
Example:
LIB "enter.lib";
ring A = 0,(e,f,h),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-h; D[1,3℄=2*e; D[2,3℄=-2*f;
nalgebra(1,D); // this algebra is U(sl_2)
// PBW Basis of A_2 - monomials of degree <= 2, without unit:
PBW_maxDeg( 2 );
==> _[1℄=e
==> _[2℄=f
==> _[3℄=h
==> _[4℄=h2
==> _[5℄=fh
==> _[6℄=f2
==> _[7℄=eh
==> _[8℄=ef
==> _[9℄=e2
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8.2.20 PBW_maxMonom
Proedure from library enter.lib (setion 8.2 [enter_lib℄ on page 78).
Usage:
PBW_maxMonom(m); poly m
Purpose:
Compute the PBW basis, up to a given maximal exponent, of a urrent algebra.
Input:
Maximal exponent is given by the orresponding monomial.
Return:
ideal onsisting of PBW elements.
Note:
Unit is omitted. Weights are ignored!
Example:
LIB "enter.lib";
ring A = 0,(e,f,h),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-h; D[1,3℄=2*e; D[2,3℄=-2*f;
nalgebra(1,D); // this algebra is U(sl_2)
// At most 1st degree in e, h and at most 2nd degree in f, unit is omitted:
PBW_maxMonom( e*(f^2)* h );
==> _[1℄=e
==> _[2℄=f
==> _[3℄=ef
==> _[4℄=f2
==> _[5℄=ef2
==> _[6℄=h
==> _[7℄=eh
==> _[8℄=fh
==> _[9℄=efh
==> _[10℄=f2h
==> _[11℄=ef2h
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8.3 perron.lib
Library:
perron.lib
Purpose:
omputation of algebrai dependenes
Authors:
Oleksandr Motsak, motsakmathematik.uni-kl.de.
8.3.1 perron
Proedure from library perron.lib (setion 8.3 [perron_lib℄ on this page).
Usage:
perron( L [, D℄ )
Return:
a ommutative ring, ontaining an exported ideal `Relations` with found polynomial relations.
Purpose:
omputes relations between pairwise ommuting polynomials of L[, up to a given degree
bound D℄
Note:
the implementation was partially inspired by the Perron's theorem.
Example:
LIB "perron.lib";
int p = 3;
ring A = p,(x,y,z),dp;
matrix D[3℄[3℄=0;
D[1,2℄=-z; D[1,3℄=2*x; D[2,3℄=-2*y;
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nalgebra(1,D); // this algebra is U(sl_2)
ideal L = x^p, y^p, z^p-z, 4*x*y+z^2-2*z; // the enter
def R = perron( L, p );
setring R;
R;
==> // harateristi : 3
==> // number of vars : 4
==> // blok 1 : ordering dp
==> // : names F(1) F(2) F(3) F(4)
==> // blok 2 : ordering C
Relations; // it was exported from perron to be in the returned ring.
==> Relations[1℄=F(4)^3-F(1)*F(2)-F(3)^2+F(4)^2
kill R;
// perron an be also used in a ommutative ase, for example:
ring r=0,(x,y,z),dp;
ideal J = xy+z2, z2+y2, x2y2-2xy3+y4;
def R = perron(J);
setring R;
Relations;
==> Relations[1℄=F(1)^2-2*F(1)*F(2)+F(2)^2-F(3)
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8.4 Benhmarks
To be able to ompute in enveloping algebras over omputational elds (say Q, Fp) we
have taken Chevalley bases (f. 1.3.4) of some simple Lie algebras from [10℄ and put them
into the additional Singular library algebras.lib.
For automated benhmarks omputation we use the system SymboliData (f. [44℄). In
order to make this system work for us we have added denitions of many GR-Algebras to
it, taught it how to generate GR-algebra denitions for Singular:Plural and how to
ask Singular to ompute the enter et.
We have generated the SymboliData denition for the following k-algebras: U(sln) (n =
2, . . . , 9), U(son) (n = 5, . . . , 12), U(spn) (n = 1, . . . , 5), U(g2), U(f4), U(en) (n = 6, 7, 8),
U(gln) (n = 2, . . . , 6), Heisenberg algebras: Hn (n = 1, . . . , 5) and Weyl algebras: Wn
(n = 1, . . . , 5) over several omputational elds: Q, Fp (p = 3, 5, 7, 11, 13), and Uq(sln)
(n = 2, 3), U ′q(so3) over Q(q) with q being free parameter (this ase is analogous to the ase
of harateristis 0) and q being p-th prime omplex root of unity (this ase is analogous
to the ase of harateristis p).
We provide benhmarks, omputed in Singular 300 under GNU/Linux, running on
AMD Athlon(TM) MP 2000+ (1666MHz) with 3Gb RAM, for the omputation of vetor
spae basis of Zd with the proedure enterVSfrom the library enter.lib.
In the following table the olumn Time ontains the time (in seonds, up to 1/100 se.)
for the omputation of a vetor spae basis of Zd(A). Moreover for every degree d the
olumn PBW ontains the size of the rst PBW base (it equals to dimAd−1); the olumn
entitled DIM ontains before slash / the dimensions of the atually omputed enter
and after the slash the expeted dimension beause of remark 8.1. The omputations are
grouped by a k-algebra: Algebra (A). The ground eld is speied by the parameter p
(see above).
Note that, in degree 1 the rst PBW basis onsists of all variables and therefore we do not
inlude the number of algebra generators into this table.
Remark 8.1. Let A be a k-algebra ltered by degree and let the enter Z of A be generated
by r elements z1, . . . , zr of degrees p1, . . . , pr. Then the dimension of Zd(A) is the number
of non-negative integer solutions of the inequality t1 · p1 + . . .+ tr · pr 6 d.
Although our estimations on the dimension of omputed vetor spae basis are almost
always true, there are several ases when they are false. For example in the ase of
Z4(U(f4(F3))) we have omputed one unexpeted polynomial.
Unfortunately, in several ases we run out of memory. These ases denoted by -4- in Time
olumn and by ? in DIM olumn.
It appears that 3Gb of memory is not enough to ompute a vetor spae basis of the enter
in the ase when the rst PBW base has dimension more than 1000000. Therefore we did
not try to ompute a vetor spae basis of the enter in these ases, these examples are
denoted by .
A p
Degree: 1 Degree: 2 Degree: 3 Degree: 4 Degree: 5 Degree: 6
DIM PBW Time DIM PBW Time DIM PBW Time DIM PBW Time DIM PBW Time DIM PBW Time
H1
0 1/1
3
0.04 2/2
9
0.04 3/3
19
0.05 4/4
34
0.07 5/5
55
0.09 6/6
83
0.13
3 1/1 0.04 2/2 0.04 5/6 0.05 8/10 0.08 11/14 0.10 17/24 0.15
5 1/1 0.03 2/2 0.04 3/3 0.05 4/4 0.06 7/8 0.09 10/12 0.14
7 1/1 0.04 2/2 0.04 3/3 0.05 4/4 0.06 5/5 0.09 6/6 0.13
11 1/1 0.04 2/2 0.04 3/3 0.05 4/4 0.06 5/5 0.09 6/6 0.14
13 1/1 0.04 2/2 0.04 3/3 0.05 4/4 0.07 5/5 0.09 6/6 0.13
H2
0 1/1
5
0.05 2/2
20
0.06 3/3
55
0.13 4/4
125
0.31 5/5
251
0.91 6/6
461
2.56
3 1/1 0.04 2/2 0.07 7/8 0.13 12/14 0.36 17/20 1.08 32/41 3.05
5 1/1 0.05 2/2 0.07 3/3 0.13 4/4 0.32 9/10 0.92 14/16 2.64
7 1/1 0.05 2/2 0.07 3/3 0.13 4/4 0.31 5/5 0.90 6/6 2.52
11 1/1 0.04 2/2 0.06 3/3 0.13 4/4 0.33 5/5 0.90 6/6 2.54
13 1/1 0.04 2/2 0.06 3/3 0.12 4/4 0.32 5/5 0.90 6/6 2.54
H3
0 1/1
7
0.05 2/2
35
0.11 3/3
119
0.40 4/4
329
2.05 5/5
791
9.63 6/6
1715
40.25
3 1/1 0.06 2/2 0.12 9/10 0.44 16/18 2.20 23/26 10.71 51/62 45.52
5 1/1 0.06 2/2 0.11 3/3 0.41 4/4 2.03 11/12 9.51 18/20 40.08
7 1/1 0.06 2/2 0.12 3/3 0.40 4/4 2.03 5/5 9.46 6/6 39.64
11 1/1 0.06 2/2 0.11 3/3 0.41 4/4 2.02 5/5 8.81 6/6 39.64
13 1/1 0.05 2/2 0.11 3/3 0.41 4/4 2.04 5/5 9.49 6/6 39.61
H4
0 1/1
9
0.07 2/2
54
0.21 3/3
219
1.42 4/4
714
10.84 5/5
2001
71.09 6/6
5004
403.31
3 1/1 0.06 2/2 0.19 11/12 1.42 20/22 11.38 29/32 76.23 74/87 437.12
5 1/1 0.07 2/2 0.21 3/3 1.40 4/4 10.68 13/14 70.02 22/24 397.63
7 1/1 0.07 2/2 0.21 3/3 1.39 4/4 10.64 5/5 69.82 6/6 397.84
11 1/1 0.07 2/2 0.20 3/3 1.37 4/4 10.53 5/5 69.78 6/6 397.78
13 1/1 0.07 2/2 0.20 3/3 1.39 4/4 10.64 5/5 69.86 6/6 397.28
H5
0 1/1
11
0.08 2/2
77
0.39 3/3
363
4.21 4/4
1364
44.80 5/5
4367
392.46 6/6
12375
2957.73
3 1/1 0.08 2/2 0.37 13/14 4.24 24/26 46.39 35/38 411.09 101/116 3125.58
5 1/1 0.09 2/2 0.38 3/3 4.13 4/4 44.14 15/16 386.47 26/28 2923.49
7 1/1 0.09 2/2 0.38 3/3 4.15 4/4 44.12 5/5 385.86 6/6 2911.19
11 1/1 0.08 2/2 0.38 3/3 4.13 4/4 43.81 5/5 385.41 6/6 2912.30
13 1/1 0.08 2/2 0.38 3/3 4.13 4/4 44.13 5/5 384.93 6/6 2913.72
Uq(sl2)
0 0/0
4
0.04 1/1
14
0.05 1/1
34
0.07 2/2
69
0.12 2/2
125
0.18 3/3
209
0.39
3 0/0 0.04 1/1 0.05 5/5 0.07 6/6 0.11 10/10 0.20 19/21 0.34
5 0/0 0.04 1/1 0.05 1/1 0.07 2/2 0.12 6/6 0.20 7/7 0.39
7 0/0 0.04 1/1 0.06 1/1 0.09 2/2 0.15 2/2 0.27 3/3 0.54
11 0/0 0.04 1/1 0.07 1/1 0.11 2/2 0.22 2/2 0.45 3/3 1.39
13 0/0 0.05 1/1 0.07 1/1 0.13 2/2 0.26 2/2 0.59 3/3 6.52
Uq(sl3)
0 0/-
10
0.05 0/-
65
0.14 0/-
285
1.48 0/-
1000
17.43 0/-
3002
230.05 0/-
8007
7093.53
3 0/- 0.05 2/- 0.15 16/- 1.36 18/- 15.14 34/- 181.80 119/- 4386.93
5 0/- 0.05 0/- 0.17 0/- 1.58 0/- 17.90 10/- 221.24 12/- 6021.15
7 0/- 0.06 0/- 0.21 0/- 1.89 0/- 19.53 0/- 238.75 0/- 6704.85
11 0/- 0.06 0/- 0.30 0/- 2.79 0/- 26.17 0/- 287.79 0/- 6740.51
13 0/- 0.07 0/- 0.36 0/- 5.50 0/- 67.77 0/- 639.91 0/- 9766.86
U
′
q
(so3)
0 0/0
3
0.04 0/0
9
0.04 1/1
19
0.06 1/1
34
0.10 1/1
55
1.96 2/2
83
21.28
3 0/0 0.04 0/0 0.04 4/4 0.06 4/4 0.10 4/4 0.18 14/14 0.37
5 0/0 0.04 0/0 0.04 1/1 0.06 1/1 0.11 4/4 0.33 5/5 0.95
7 0/0 0.04 0/0 0.04 1/1 0.07 1/1 0.12 1/1 0.89 2/2 3.08
11 0/0 0.04 0/0 0.04 1/1 0.07 1/1 0.39 1/1 75.58 2/2 342.62
13 0/0 0.04 0/0 0.04 1/1 0.08 1/1 3.86 1/1 1371.11 2/2 5990.08
U(e6)
0 0/0
78
0.30 1/1
3159
2.30 1/1
85319
1029.31 ?/2
1749059
-4 - -/3
-
- -/5
-
-
3 1/0 0.37 2/1 2.13 80/79 1027.67 -/80 - -/159 - -/3242 -
5 0/0 0.29 1/1 2.25 1/1 1019.33 -/2 - -/81 - -/83 -
7 0/0 0.29 1/1 2.27 1/1 1021.28 -/2 - -/3 - -/5 -
11 0/0 0.29 1/1 2.27 1/1 1021.84 -/2 - -/3 - -/5 -
13 0/0 0.29 1/1 2.26 1/1 1031.42 -/2 - -/3 - -/5 -
U(e7)
0 0/0
133
0.69 1/1
9044
18.53 1/1
410039
26735.82 -/2
14043869
- -/2
-
- -/4
-
-
3 0/0 0.69 1/1 18.32 134/134 26749.10 -/135 - -/268 - -/9181 -
5 0/0 0.70 1/1 18.36 1/1 26730.78 -/2 - -/135 - -/137 -
7 0/0 0.70 1/1 18.36 1/1 26696.97 -/2 - -/2 - -/4 -
11 0/0 0.66 1/1 18.39 1/1 26720.99 -/2 - -/2 - -/4 -
13 0/0 0.70 1/1 18.39 1/1 26728.28 -/2 - -/2 - -/4 -
U(e8)
0 0/0
248
2.43 1/1
31124
306.23 ?/1
2604124
-4 - -/2
164059874
- -/2
-
- -/4
-
-
3 0/0 2.34 1/1 305.19 ?/249 -4 - -/250 - -/498 - -/31376 -
5 0/0 2.35 1/1 306.18 ?/1 -4 - -/2 - -/250 - -/252 -
7 0/0 2.33 1/1 307.72 ?/1 -4 - -/2 - -/2 - -/4 -
11 0/0 2.41 1/1 305.60 ?/1 -4 - -/2 - -/2 - -/4 -
13 0/0 2.42 1/1 306.29 ?/1 -4 - -/2 - -/2 - -/4 -
U(f4)
0 0/0
52
0.15 1/1
1430
0.58 1/1
26234
86.62 2/2
367289
15734.95 -/2
4187105
- -/4
40475357
-
3 0/0 0.15 1/1 0.60 53/53 90.98 55/54 17871.89 -/106 - -/1486 -
5 0/0 0.15 1/1 0.57 1/1 86.54 2/2 15722.89 -/54 - -/56 -
7 0/0 0.14 1/1 0.59 1/1 86.61 2/2 15602.10 -/2 - -/4 -
11 0/0 0.15 1/1 0.59 1/1 87.32 2/2 15766.81 -/2 - -/4 -
13 0/0 0.14 1/1 0.58 1/1 87.83 2/2 15697.26 -/2 - -/4 -
U(g2)
0 0/0
14
0.05 1/1
119
0.08 1/1
679
0.21 2/2
3059
1.09 2/2
11627
16.96 4/4
38759
875.20
3 0/0 0.05 1/1 0.09 15/15 0.41 16/16 3.36 30/30 51.07 136/137 923.34
5 0/0 0.05 1/1 0.08 1/1 0.20 2/2 1.12 16/16 14.67 18/18 199.88
7 0/0 0.05 1/1 0.09 1/1 0.21 2/2 1.01 2/2 11.92 4/4 158.41
11 0/0 0.05 1/1 0.09 1/1 0.20 2/2 1.01 2/2 11.73 4/4 155.40
13 0/0 0.05 1/1 0.09 1/1 0.22 2/2 1.00 2/2 11.77 4/4 155.37
U(gl2)
0 1/1
4
0.04 3/3
14
0.04 5/5
34
0.05 8/8
69
0.08 11/11
125
0.11 15/15
209
0.18
3 1/1 0.03 3/3 0.04 8/9 0.06 14/16 0.08 23/27 0.13 38/49 0.24
5 1/1 0.04 3/3 0.04 5/5 0.05 8/8 0.07 14/15 0.10 21/23 0.17
7 1/1 0.04 3/3 0.04 5/5 0.06 8/8 0.07 11/11 0.11 15/15 0.16
11 1/1 0.04 3/3 0.04 5/5 0.05 8/8 0.07 11/11 0.11 15/15 0.15
13 1/1 0.04 3/3 0.04 5/5 0.05 8/8 0.07 11/11 0.11 15/15 0.17
U(gl3)
0 1/1
9
0.05 3/3
54
0.07 6/6
219
0.14 10/10
714
0.40 15/15
2001
1.29 22/22
5004
4.55
3 1/1 0.05 3/3 0.07 14/15 0.16 26/28 0.55 47/51 2.44 113/130 11.64
5 1/1 0.05 3/3 0.07 6/6 0.13 10/10 0.39 23/24 1.22 38/40 4.28
7 1/1 0.05 3/3 0.07 6/6 0.14 10/10 0.39 15/15 1.19 22/22 3.88
11 1/1 0.05 3/3 0.07 6/6 0.13 10/10 0.28 15/15 1.20 22/22 3.93
13 1/1 0.05 3/3 0.07 6/6 0.14 10/10 0.38 15/15 1.21 22/22 3.97
U(gl4)
0 1/1
16
0.08 3/3
152
0.12 6/6
968
0.47 11/11
4844
2.69 17/17
20348
44.50 26/26
74612
561.89
3 1/1 0.07 3/3 0.12 21/22 0.53 41/43 3.70 77/81 61.36 250/274 841.57
5 1/1 0.07 3/3 0.13 6/6 0.46 11/11 2.60 32/33 43.77 56/58 558.14
7 1/1 0.07 3/3 0.13 6/6 0.45 11/11 2.63 17/17 43.65 26/26 552.77
11 1/1 0.08 3/3 0.13 6/6 0.45 11/11 2.61 17/17 43.91 26/26 553.45
13 1/1 0.07 3/3 0.13 6/6 0.45 11/11 2.62 17/17 43.67 26/26 552.26
U(gl5)
0 1/1
25
0.11 3/3
350
0.24 6/6
3275
1.50 11/11
23750
65.29 18/18
142505
2095.78 28/28
736280
54615.34
3 1/1 0.11 3/3 0.24 30/31 1.72 59/61 69.20 114/118 2253.54 495/528 105871.91
5 1/1 0.11 3/3 0.24 6/6 1.51 11/11 64.35 42/43 2081.64 76/78 54567.68
7 1/1 0.11 3/3 0.23 6/6 1.49 11/11 64.50 18/18 2077.50 28/28 54306.00
11 1/1 0.10 3/3 0.23 6/6 1.05 11/11 64.47 18/18 2093.32 28/28 54352.19
13 1/1 0.11 3/3 0.23 6/6 1.54 11/11 64.37 18/18 2084.34 28/28 54430.49
U(gl6)
0 1/1
36
0.15 3/3
702
0.44 6/6
9138
11.79 11/11
91389
938.52 18/18
749397
60927.11 -/29
5245785
-
3 1/1 0.16 3/3 0.44 41/42 12.21 81/83 965.84 158/162 63255.49 -/947 -
5 1/1 0.16 3/3 0.44 6/6 11.53 11/11 940.75 53/54 60474.62 -/101 -
7 1/1 0.17 3/3 0.44 6/6 11.51 11/11 953.49 18/18 61467.05 -/29 -
11 1/1 0.16 3/3 0.43 6/6 11.67 11/11 939.31 18/18 60465.92 -/29 -
13 1/1 0.17 3/3 0.43 6/6 11.55 11/11 963.30 18/18 60565.07 -/29 -
U(sl2)
0 0/0
3
0.03 1/1
9
0.03 1/1
19
0.04 2/2
34
0.05 2/2
55
0.05 3/3
83
0.06
3 0/0 0.03 1/1 0.04 4/4 0.04 5/5 0.04 8/8 0.06 14/15 0.08
5 0/0 0.04 1/1 0.04 1/1 0.04 2/2 0.05 5/5 0.06 6/6 0.06
7 0/0 0.03 1/1 0.04 1/1 0.04 2/2 0.04 2/2 0.05 3/3 0.05
11 0/0 0.04 1/1 0.04 1/1 0.04 2/2 0.05 2/2 0.05 3/3 0.06
13 0/0 0.03 1/1 0.04 1/1 0.04 2/2 0.04 2/2 0.05 3/3 0.05
U(sl3)
0 0/0
8
0.04 1/1
44
0.06 2/2
164
0.10 3/3
494
0.21 4/4
1286
0.56 6/6
3002
1.94
3 1/0 0.05 2/1 0.07 10/10 0.18 19/11 0.77 28/20 4.42 65/66 24.30
5 0/0 0.04 1/1 0.06 2/2 0.10 3/3 0.20 12/12 0.52 14/14 1.57
7 0/0 0.04 1/1 0.06 2/2 0.09 3/3 0.20 4/4 0.49 6/6 1.34
11 0/0 0.04 1/1 0.06 2/2 0.10 3/3 0.20 4/4 0.49 6/6 1.37
13 0/0 0.04 1/1 0.06 2/2 0.09 3/3 0.20 4/4 0.48 6/6 1.35
U(sl4)
0 0/0
15
0.06 1/1
135
0.11 2/2
815
0.32 4/4
3875
1.80 5/5
15503
27.42 8/8
54263
614.68
3 0/0 0.05 1/1 0.10 17/17 0.40 19/19 2.31 35/35 33.05 172/173 434.93
5 0/0 0.05 1/1 0.10 2/2 0.31 4/4 1.59 20/20 22.50 23/23 280.75
7 0/0 0.06 1/1 0.10 2/2 0.30 4/4 1.60 5/5 22.64 8/8 278.79
11 0/0 0.05 1/1 0.10 2/2 0.30 4/4 1.60 5/5 22.60 8/8 281.57
13 0/0 0.06 1/1 0.10 2/2 0.30 4/4 1.60 5/5 22.68 8/8 282.53
U(sl5)
0 0/0
24
0.08 1/1
324
0.20 2/2
2924
1.16 4/4
20474
50.59 6/6
118754
1680.47 9/9
593774
67748.35
3 0/0 0.07 1/1 0.18 26/26 1.34 28/28 52.71 54/54 1699.55 380/381 73005.67
5 1/0 0.10 2/1 0.18 3/2 1.02 5/4 49.04 30/30 1587.43 57/33 43924.35
7 0/0 0.08 1/1 0.18 2/2 1.07 4/4 49.01 6/6 1572.18 9/9 40979.38
11 0/0 0.08 1/1 0.18 2/2 1.09 4/4 49.29 6/6 1576.02 9/9 41309.04
13 0/0 0.08 1/1 0.19 2/2 1.11 4/4 49.24 6/6 1576.86 9/9 41408.18
U(sl6)
0 0/0
35
0.11 1/1
665
0.35 2/2
8435
9.18 4/4
82250
739.67 6/6
658007
45745.37 -/10
4496387
-
3 1/0 0.14 2/1 0.33 37/37 9.53 74/39 764.26 111/76 70284.51 -/745 -
5 0/0 0.11 1/1 0.33 2/2 9.03 4/4 735.36 41/41 44891.48 -/45 -
7 0/0 0.11 1/1 0.35 2/2 9.15 4/4 734.99 6/6 44891.90 -/10 -
11 0/0 0.10 1/1 0.33 2/2 8.96 4/4 744.94 6/6 45059.84 -/10 -
13 0/0 0.11 1/1 0.34 2/2 9.01 4/4 738.05 6/6 45031.22 -/10 -
U(sl7)
0 0/0
48
0.16 1/1
1224
0.66 2/2
20824
56.20 4/4
270724
8477.50 -/6
2869684
- -/10
25827164
-
3 0/0 0.14 1/1 0.60 50/50 57.16 52/52 8578.75 -/102 - -/1330 -
5 0/0 0.15 1/1 0.62 2/2 55.65 4/4 8474.07 -/54 - -/58 -
7 1/0 0.22 2/1 0.61 3/2 56.82 5/4 8507.52 -/6 - -/10 -
11 0/0 0.15 1/1 0.61 2/2 55.74 4/4 8536.04 -/6 - -/10 -
13 0/0 0.16 1/1 0.62 2/2 55.80 4/4 8542.72 -/6 - -/10 -
U(sl8)
0 0/0
63
0.24 1/1
2079
1.18 2/2
45759
286.67 4/4
766479
72665.91 -/6
10424127
- -/10
119877471
-
3 0/0 0.23 1/1 1.14 65/65 288.14 67/67 73109.57 -/132 - -/2215 -
5 0/0 0.24 1/1 1.16 2/2 285.25 4/4 72651.91 -/69 - -/73 -
7 0/0 0.24 1/1 1.15 2/2 285.34 4/4 72771.39 -/6 - -/10 -
11 0/0 0.24 1/1 1.20 2/2 285.97 4/4 74284.07 -/6 - -/10 -
13 0/0 0.23 1/1 1.14 2/2 298.15 4/4 74327.57 -/6 - -/10 -
U(sl9)
0 0/0
80
0.34 1/1
3320
2.90 2/2
91880
1217.13 -/4
1929500
- -/6
32801516
- -/10
470155076
-
3 1/0 0.43 2/1 2.68 82/82 1195.52 -/84 - -/166 - -/3490 -
5 0/0 0.36 1/1 2.80 2/2 1216.21 -/4 - -/86 - -/90 -
7 0/0 0.34 1/1 2.82 2/2 1218.43 -/4 - -/6 - -/10 -
11 0/0 0.32 1/1 2.81 2/2 1226.30 -/4 - -/6 - -/10 -
13 0/0 0.33 1/1 2.84 2/2 1198.08 -/4 - -/6 - -/10 -
U(so10)
0 0/0
45
0.15 1/1
1080
0.52 1/1
17295
38.16 3/3
211875
5100.56 -/4
2118759
- -/7
18009459
-
3 0/0 0.14 1/1 0.49 46/46 39.12 48/48 5123.78 -/94 - -/1132 -
5 0/0 0.14 1/1 0.52 1/1 37.98 3/3 5138.79 -/49 - -/52 -
7 0/0 0.14 1/1 0.53 1/1 38.00 3/3 5157.70 -/4 - -/7 -
11 0/0 0.15 1/1 0.49 1/1 38.05 3/3 5109.31 -/4 - -/7 -
13 0/0 0.15 1/1 0.49 1/1 38.07 3/3 5100.74 -/4 - -/7 -
U(so11)
0 0/0
55
0.18 1/1
1595
0.76 1/1
30855
138.70 3/3
455125
26144.39 -/3
5461511
- -/6
55525371
-
3 0/0 0.18 1/1 0.72 56/56 133.79 58/58 26148.06 -/113 - -/1656 -
5 0/0 0.18 1/1 0.73 1/1 131.29 3/3 26297.31 -/58 - -/61 -
7 0/0 0.18 1/1 0.72 1/1 131.14 3/3 25903.82 -/3 - -/6 -
11 0/0 0.18 1/1 0.72 1/1 131.27 3/3 26018.36 -/3 - -/6 -
13 0/0 0.18 1/1 0.73 1/1 143.23 3/3 25823.24 -/3 - -/6 -
U(so12)
0 0/0
66
0.25 1/1
2277
1.17 1/1
52393
366.69 3/3
916894
103977.92 -/3
13019908
- -/7
156238907
-
3 0/0 0.24 1/1 1.14 67/67 368.25 69/69 104449.41 -/135 - -/2350 -
5 0/0 0.24 1/1 1.14 1/1 365.53 3/3 103648.79 -/69 - -/73 -
7 0/0 0.23 1/1 1.13 1/1 363.64 3/3 104006.62 -/3 - -/7 -
11 0/0 0.24 1/1 1.14 1/1 365.29 3/3 104341.95 -/3 - -/7 -
13 0/0 0.24 1/1 1.14 1/1 372.05 3/3 103943.08 -/3 - -/7 -
U(so5)
0 0/0
10
0.05 1/1
65
0.07 1/1
285
0.12 3/3
1000
0.36 3/3
3002
1.13 5/5
8007
6.44
3 0/0 0.04 1/1 0.06 11/11 0.16 13/13 0.61 23/23 3.36 79/80 22.00
5 0/0 0.05 1/1 0.07 1/1 0.11 3/3 0.34 13/13 1.17 15/15 5.59
7 0/0 0.04 1/1 0.07 1/1 0.11 3/3 0.34 3/3 1.06 5/5 4.70
11 0/0 0.05 1/1 0.07 1/1 0.11 3/3 0.33 3/3 1.02 5/5 4.66
13 0/0 0.05 1/1 0.06 1/1 0.11 3/3 0.33 3/3 1.05 5/5 4.36
U(so6)
0 0/0
15
0.06 1/1
135
0.07 2/2
815
0.31 4/4
3875
1.80 5/5
15503
26.60 8/8
54263
545.53
3 0/0 0.05 1/1 0.10 17/17 0.39 19/19 2.32 35/35 33.22 172/173 435.91
5 0/0 0.06 1/1 0.11 2/2 0.30 4/4 1.62 20/20 22.80 23/23 281.89
7 0/0 0.06 1/1 0.10 2/2 0.31 4/4 1.62 5/5 22.62 8/8 279.29
11 0/0 0.05 1/1 0.10 2/2 0.30 4/4 1.58 5/5 22.60 8/8 281.42
13 0/0 0.06 1/1 0.11 2/2 0.30 4/4 1.59 5/5 22.66 8/8 282.02
U(so7)
0 0/0
21
0.06 1/1
252
0.14 1/1
2023
0.64 3/3
12649
17.20 3/3
65779
617.03 6/6
296009
216276.33
3 0/0 0.07 1/1 0.15 22/22 0.86 24/24 21.38 45/45 628.52 278/279 81944.37
5 0/0 0.06 1/1 0.15 1/1 0.59 3/3 16.58 24/24 435.32 27/27 9741.75
7 0/0 0.07 1/1 0.15 1/1 0.62 3/3 16.61 3/3 433.63 6/6 9610.87
11 0/0 0.06 1/1 0.15 1/1 0.62 3/3 16.50 3/3 435.20 6/6 9811.77
13 0/0 0.06 1/1 0.15 1/1 0.61 3/3 16.58 3/3 435.75 6/6 9851.68
U(so8)
0 0/0
28
0.10 1/1
434
0.22 1/1
4494
1.92 4/4
35959
150.37 4/4
237335
6996.81 -/8
1344903
-
3 0/0 0.09 1/1 0.22 29/29 2.11 32/32 153.88 60/60 6860.80 -/470 -
5 0/0 0.08 1/1 0.22 1/1 1.91 4/4 147.21 32/32 6344.62 -/36 -
7 0/0 0.09 1/1 0.22 1/1 1.89 4/4 147.63 4/4 6379.73 -/8 -
11 0/0 0.09 1/1 0.22 1/1 1.80 4/4 147.04 4/4 6378.76 -/8 -
13 0/0 0.09 1/1 0.21 1/1 2.09 4/4 147.06 4/4 6405.32 -/8 -
U(so9)
0 0/0
36
0.11 1/1
702
0.33 1/1
9138
10.28 3/3
91389
963.00 3/3
749397
67426.05 -/6
5245785
-
3 0/0 0.11 1/1 0.33 37/37 11.21 39/39 1012.48 75/75 121960.85 -/744 -
5 0/0 0.11 1/1 0.32 1/1 10.23 3/3 962.83 39/39 63448.66 -/42 -
7 0/0 0.11 1/1 0.33 1/1 10.08 3/3 943.95 3/3 61728.95 -/6 -
11 0/0 0.11 1/1 0.32 1/1 10.19 3/3 960.06 3/3 63802.26 -/6 -
13 0/0 0.11 1/1 0.32 1/1 10.20 3/3 958.23 3/3 63816.45 -/6 -
U(sp1)
0 0/0
3
0.04 1/1
9
0.03 1/1
19
0.04 2/2
34
0.04 2/2
55
0.05 3/3
83
0.06
3 0/0 0.04 1/1 0.04 4/4 0.05 5/5 0.04 8/8 0.06 14/15 0.07
5 0/0 0.04 1/1 0.04 1/1 0.04 2/2 0.04 5/5 0.05 6/6 0.06
7 0/0 0.04 1/1 0.04 1/1 0.04 2/2 0.04 2/2 0.04 3/3 0.05
11 0/0 0.03 1/1 0.04 1/1 0.04 2/2 0.04 2/2 0.05 3/3 0.05
13 0/0 0.03 1/1 0.04 1/1 0.04 2/2 0.04 2/2 0.06 3/3 0.06
U(sp2)
0 0/-
10
0.04 1/-
65
0.07 1/-
285
0.12 3/-
1000
0.35 3/-
3002
1.19 5/-
8007
6.25
3 0/- 0.04 1/- 0.06 11/- 0.15 13/- 0.59 23/- 3.37 79/- 22.36
5 0/- 0.04 1/- 0.06 1/- 0.12 3/- 0.34 13/- 1.16 15/- 5.53
7 0/- 0.04 1/- 0.07 1/- 0.11 3/- 0.34 3/- 1.06 5/- 4.32
11 0/- 0.04 1/- 0.06 1/- 0.12 3/- 0.34 3/- 1.07 5/- 4.30
13 0/- 0.04 1/- 0.07 1/- 0.11 3/- 0.35 3/- 1.07 5/- 4.40
U(sp3)
0 0/0
21
0.07 1/1
252
0.14 1/1
2023
0.60 3/3
12649
16.66 3/3
65779
452.07 6/6
296009
14355.36
3 0/0 0.07 1/1 0.14 22/22 0.85 24/24 20.93 45/45 594.05 278/279 60858.94
5 0/0 0.07 1/1 0.14 1/1 0.60 3/3 16.19 24/24 426.08 27/27 8735.26
7 0/0 0.07 1/1 0.13 1/1 0.59 3/3 16.09 3/3 422.58 6/6 8641.62
11 0/0 0.07 1/1 0.14 1/1 0.57 3/3 16.03 3/3 423.00 6/6 8725.50
13 0/0 0.07 1/1 0.14 1/1 0.58 3/3 16.32 3/3 424.28 6/6 8746.83
U(sp4)
0 0/0
36
0.11 1/1
702
0.33 1/1
9138
10.16 3/3
91389
957.52 3/3
749397
64053.85 -/6
5245785
-
3 0/0 0.11 1/1 0.32 37/37 10.68 39/39 1000.26 75/75 101861.28 -/744 -
5 0/0 0.11 1/1 0.31 1/1 10.11 3/3 954.54 39/39 62646.95 -/42 -
7 0/0 0.11 1/1 0.32 1/1 9.99 3/3 933.00 3/3 60743.22 -/6 -
11 0/0 0.11 1/1 0.33 1/1 10.09 3/3 961.40 3/3 62659.04 -/6 -
13 0/0 0.11 1/1 0.32 1/1 10.15 3/3 955.22 3/3 62779.30 -/6 -
U(sp5)
0 0/0
55
0.19 1/1
1595
0.73 1/1
30855
131.42 3/3
455125
26300.92 -/3
5461511
- -/6
55525371
-
3 0/0 0.20 1/1 0.71 56/56 136.42 58/58 26643.81 -/113 - -/1656 -
5 0/0 0.19 1/1 0.70 1/1 146.29 3/3 26190.44 -/58 - -/61 -
7 0/0 0.18 1/1 0.70 1/1 132.35 3/3 26398.86 -/3 - -/6 -
11 0/0 0.19 1/1 0.71 1/1 146.12 3/3 26050.13 -/3 - -/6 -
13 0/0 0.18 1/1 0.72 1/1 131.06 3/3 26291.42 -/3 - -/6 -
W1
0 0/0
2
0.04 0/0
5
0.03 0/0
9
0.04 0/0
14
0.04 0/0
20
0.04 0/0
27
0.05
3 0/0 0.04 0/0 0.03 2/2 0.04 2/2 0.04 2/2 0.05 5/5 0.06
5 0/0 0.04 0/0 0.04 0/0 0.04 0/0 0.04 2/2 0.05 2/2 0.06
7 0/0 0.04 0/0 0.03 0/0 0.04 0/0 0.04 0/0 0.04 0/0 0.05
11 0/0 0.04 0/0 0.04 0/0 0.04 0/0 0.04 0/0 0.05 0/0 0.05
13 0/0 0.04 0/0 0.04 0/0 0.04 0/0 0.04 0/0 0.04 0/0 0.05
W2
0 0/0
4
0.04 0/0
14
0.05 0/0
34
0.07 0/0
69
0.13 0/0
125
0.26 0/0
209
0.57
3 0/0 0.04 0/0 0.05 4/4 0.07 4/4 0.15 4/4 0.31 14/14 0.71
5 0/0 0.04 0/0 0.05 0/0 0.07 0/0 0.12 4/4 0.27 4/4 0.58
7 0/0 0.04 0/0 0.05 0/0 0.07 0/0 0.12 0/0 0.27 0/0 0.58
11 0/0 0.05 0/0 0.05 0/0 0.07 0/0 0.13 0/0 0.26 0/0 0.56
13 0/0 0.04 0/0 0.05 0/0 0.07 0/0 0.13 0/0 0.27 0/0 0.56
W3
0 0/0
6
0.05 0/0
27
0.08 0/0
83
0.22 0/0
209
0.81 0/0
461
3.10 0/0
923
10.87
3 0/0 0.05 0/0 0.09 6/6 0.23 6/6 0.90 6/6 3.51 27/27 12.63
5 0/0 0.05 0/0 0.08 0/0 0.22 0/0 0.80 6/6 3.11 6/6 10.96
7 0/0 0.05 0/0 0.08 0/0 0.22 0/0 0.80 0/0 3.06 0/0 10.73
11 0/0 0.05 0/0 0.07 0/0 0.21 0/0 0.80 0/0 3.08 0/0 10.70
13 0/0 0.05 0/0 0.08 0/0 0.22 0/0 0.80 0/0 3.07 0/0 10.72
W4
0 0/0
8
0.06 0/0
44
0.15 0/0
164
0.77 0/0
494
4.89 0/0
1286
27.45 0/0
3002
134.97
3 0/0 0.06 0/0 0.14 8/8 0.81 8/8 5.18 8/8 29.95 44/44 148.27
5 0/0 0.06 0/0 0.15 0/0 0.77 0/0 4.82 8/8 27.10 8/8 133.63
7 0/0 0.06 0/0 0.13 0/0 0.76 0/0 4.81 0/0 27.09 0/0 132.87
11 0/0 0.06 0/0 0.14 0/0 0.76 0/0 4.81 0/0 27.04 0/0 132.71
13 0/0 0.07 0/0 0.15 0/0 0.76 0/0 4.80 0/0 26.56 0/0 133.14
W5
0 0/0
10
0.08 0/0
65
0.28 0/0
285
2.46 0/0
1000
22.79 0/0
3002
173.80 0/0
8007
1135.61
3 0/0 0.07 0/0 0.28 10/10 2.51 10/10 23.51 10/10 183.72 65/65 1218.36
5 0/0 0.07 0/0 0.27 0/0 2.43 0/0 22.43 10/10 171.21 10/10 1124.26
7 0/0 0.07 0/0 0.27 0/0 2.44 0/0 22.34 0/0 170.74 0/0 1119.23
11 0/0 0.07 0/0 0.29 0/0 2.38 0/0 22.32 0/0 169.51 0/0 1118.92
13 0/0 0.08 0/0 0.27 0/0 2.44 0/0 22.41 0/0 170.44 0/0 1116.61
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