Abstract. Conjecturally, the Galois representations that are attached to essentially selfdual regular algebraic cuspidal automorphic representations are Zariskidense in a polarized Galois deformation ring. We prove new results in this direction in the context of automorphic forms on definite unitary groups over totally real fields. This generalizes the infinite fern argument of Gouvea-Mazur and Chenevier, and relies on the construction of non-classical p-adic automorphic forms, and the computation of the tangent space of the space of trianguline Galois representations. This boils down to a surprising statement about the linear envelope of intersections of Borel subalgebras.
Introduction
Let F be a number field, and fix a positive integer n 1 and a prime number p. The goal of this paper is to study some properties of deformation spaces of continuous representations
where F is a finite extension of F p . Assume that ρ is absolutely irreducible and unramified outside a finite set of places S containing places dividing p. Mazur proved in [Maz89] that there exists a universal deformation of ρ unramified outside of S, that is, for F S ⊂ F the maximal algebraic extension of F unramified outside of S, a complete local noetherian ring R ρ,S and a continuous representation When F is a totally real field or a CM field, it is known that we can attached to each regular algebraic cuspidal automorphic representation π of GL n (A F ) an n-dimensional p-adic continuous representation
This representation is characterized by some local compatibility with π at almost all finite places of F . As a consequence it is unramified outside a finite number of places. A very natural problem with regard to the rigid analytic spaces X ρ,S concerns the distribution of automorphic points in X ρ,S , that is points corresponding to regular algebraic cuspidal automorphic representations π of GL n (A F ) such that ρ π reduces to ρ modulo p.
Beyond the case n = 1 which is a consequence of class field theory, the case n = 2, F = Q and ρ attached to a modular form has been completely solved by works of Gouvea-Mazur ( [GM98] ) and Böckle ([Bö01] ). It follows from their results that the space X ρ,S is equidimensional of dimension 3 and that the automorphic points are Zariski-dense inside X ρ,S .
For general values of n, the case of polarized representations has been studied by Chenevier in the paper [Che11] . Let ε : Gal(F /F ) → Z × p be the cyclotomic character. Assume moreover that F is a totally imaginary quadratic extension of a totally real number field F + and let c be the non trivial element of Gal(F/F + ). We recall that an n-dimensional p-adic representation ρ : Gal(F /F ) → GL n (Q p ) is polarized if there exists an isomorphism
When the regular algebraic cuspidal automorphic representation π of GL n (A F When n = 3, F v = Q p for v | p and the deformation functor of ρ is unobstructed, this conjecture has been proven by Chenevier.
The main result of this paper is the following. is adequate in the sense of [Tho12] .
Assume moreover that there exists some regular conjugate self dual cuspidal automorphic representation π which is unramified outside of S \ S p and such that ρ π ≃ ρ. Then the Zariski closure of automorphic points in X ρ,S is a union of irreducible components.
In the paper [All] , Patrick Allen proved that, assuming standard automorphy lifting conjectures, it is true that all irreducible components of the space X ρ,S contain some regular conjugate self dual cuspidal automorphic point. As such points are smooth by [All16] , Theorem 1.2 reaches substantial new cases of Conjecture 1.1 under the standard automorphy lifting conjectures.
Let us also mention that David Guiraud proved in [Gui] that, when the weight of π satisfies a strong condition of regularity, the set of places λ of F where the reduction of the λ-adic representation associated to ρ π is unobstructed has density one.
Following [Che11] , our strategy to prove Theorem 1.2 is to use base change results to deduce this result from an analogous result concerning automorphic forms on some definite unitary group G.
For this definite unitary group we can rely on a well developed theory of families of p-adic automorphic forms, so called eigenvarieties: there exists a rigid analytic space called the eigenvariety Y (U p , ρ) parametrizing overconvergent p-adic eigenforms on G. This space is a generalization of the eigencurve of Coleman and Mazur, and was first introduced by Chenevier in the setting of definite unitary groups. The existence of a family of Galois representations on Y (U p , ρ) gives rise to a map Y (U p , ρ) → X ρ,S . The image of this map is the so called "infinite fern".
The main idea is to consider the Zariski-closure X aut ρ,S ⊂ X ρ,S of all automorphic points and show that each of its irreducible components contains a smooth point ρ such that there is an equality of tangent spaces
We are hence reduced to proving that the left hand side is large enough.
It is standard to prove that automorphic points form a Zariski dense subset of the eigenvariety and hence the canonical map (1.1)
factors through the tangent space T ρ X aut ρ,S , where the direct sum is indexed by all the preimages x ∈ Y (U p , ρ) of ρ. Hence it will essentially suffice to prove that (1.1) is surjective.
One of the main results of [BHS] is the precise determination of this index set. In [Che11] it is shown that the map in question is surjective, if the restriction of ρ to the local Galois groups at places dividing p satisfies some genericity assumption: roughly, the representations should be crystalline and the Hodge filtration in general position with respect to all possible Frobenius stable flags. The main problem is that in higher dimensions there is (for the time being) no way to guarantee that X ρ,S contains any point satisfying this assumption. The point of our paper is the proof of the surjectivity of (1.1) without this genericity assumption.
As in [Che11] we do so by proving a similar surjectivity result for local avatars of the spaces X ρ,S and Y (U p , ρ): the global deformation ring is replaced by a local deformation ring, and the eigenvariety is replaced by the so called space of trianguline Galois representations. The key construction of [BHS] is a local model for the space of trianguline representations. This local model allows us to reduce the surjectivity of (1.1) to a problem in linear algebra.
The problem is to determine the linear envelope of the intersection of a Borel algebra b in the Lie-algebra gl n with the Weyl group translates of a fixed Borel b 0 . This statement seems to be a very nice and interesting statement in its own right: Theorem 1.3. Let n be a positive integer, S n the symmetric group of order n, and gl n the algebra of n × n matrices with entries in a fixed field k. Let GL n (k) be the group of the non-singular elements in gl n and b 0 ⊂ gl n the Borel subalgebra of upper triangular matrices. For any element g ∈ GL n (k) let b g = g −1 b 0 g denote the Borel subalgebra conjugate to b 0 by g −1 .
Any Borel subalgebra b coincides with the linear envelope of its intersections with the conjugate of
The plan of the paper is the following. In a first section, we prove Theorem 1.3 and prove as an application a surjectivity result for a map between tangent spaces of our local models. The second section is purely local and its purpose is to prove our main local result concerning the sum of tangent spaces of quasi-trianguline deformation spaces. Finally the last section is of global nature and contains the proof of our main global theorem.
Notation : We fix a prime number p. Let K be a finite extension of Q p , K an algebraic closure of K and K its completion for the unique valuation extending the p-adic valuation. We denote by v K the unique valuation of K taking the value 1 on uniformizers of K. We use the notation G K for the Galois group Gal(K/K).
We fix L a finite extension of Q p . Let Σ be the set of Q p -algebra homomorphisms from K to L. We choose L big enough so that |Σ| = [K :
If X is some algebraic variety defined over K, we will use the notation X K/Qp for the Weil restriction of X from K to Q p . Moreover if Y is some algebraic variety defined over Q p , we will use the notation
where X τ is the base change of X from K to L via the embedding τ . If x is some L-point of X K/Qp we will denote (x τ ) ∈ τ ∈Σ X τ its image by the isomorphism (1.2).
If X is a scheme, or a rigid analytic space and x ∈ X is a point, we write T x X for the tangent space of X at x. Similarly, if X is a deformation functor defined on local Artin rings with fixed residue field (or a formal scheme pro-representing such a functor), we write T X for the tangent space of X at the unique closed point.
On intersections of Borel algebras
2.1. Envelopes of intersections of Borel subalgebras. Let n be a positive integer and k a field. We denote by gl n the Lie algebra of n × n-matrices with coefficients in k and by b 0 ⊂ gl n the Borel subalgebra of upper triangular matrices. Given an element g ∈ GL n (k) we write b g = g −1 b 0 g for the conjugate of b 0 by g. We denote by B the subgroup of upper triangular matrices in GL n (k) and by W the Weyl group N/T , where N stands for the subgroup of matrices with exactly one non-zero entry in each row and each column and T for the subgroup of diagonal matrices, T = B ∩ N; the Weyl group W identifies with the subgroup of GL n (k) of n × n permutation matrices, and as such is isomorphic to the group of permutations over n elements, S n . When speaking of elements of maximal length in W we refer to the generating set S of W whose elements are (the permutation matrices associated with) the transpositions (j, j + 1), j ∈ [[1, n − 1]], so that the quadruple (GL n (k), B, N, S) forms a Tits system ([Bou68, IV, 2.2]). Hereafter we freely identify an element w of W with its image in GL n (k), the associated permutation matrix, and with its image in S n , the underlying permutation. All scalars to be considered will be taken in k.
By its very definition the linear envelope w∈W b ∩ b w of the intersection of any Borel subalgebra b ⊂ gl n with the conjugates of b 0 under the Weyl group, is contained in b; we discuss here the reverse inclusion and show the nice identity,
that states the envelope does coincide with b.
Since any Borel subalgebra of gl n is a conjugate of the standard Borel subalgebra b 0 , it will be enough to establish the identity for b = b g , for an arbitrary element g ∈ GL n (k). By the Bruhat decomposition, every such element g splits as a product g = u 1 su 2 of two (invertible) upper triangular matrices, u 1 and u 2 and a permutation matrix s associated to a permutation s ∈ S n , so that the identity to discuss reads
which is to hold for an arbitrary n × n permutation matrix s and an arbitrary upper triangular matrix u ∈ B = GL n (k) ∩ b 0 .
In a first part we settle this identity for w 0 the permutation of maximal length in S n , i.e. the involution w 0 = (1, n)(2, n − 1)...(⌊ n 2 ⌋, n − ⌊ n 2 ⌋ + 1). Since conjugation by any element g ∈ GL n (k), is a linear isomorphism of gl n , the conjugate of a linear envelope coincides with the envelope of the conjugates, and since intersection and conjugation trivially commute, we find
Hence the envelope w∈W b w 0 u ∩ b w coincides with the Borel subalgebra b w 0 u if and only if b w 0 = w∈W b w 0 ∩ b wu −1 (the reader will note the Borel subalgebra b w 0 coincides with the Borel algebra of lower triangular matrices).
The proof proceeds through an explicit "dévissage", which the following lemma will make clear; It does not rely on any induction on the dimension, nor does it require any further assumption on the fixed base field k: anyone will do. The elementary n × n matrix whose (l, m)-entry is given by 
It can be further remarked that the matrix r := p s (i,j) , obtained by swapping both the i-th and j-th columns and rows, -so that p s (i,j) coincides with the conjugate of p by the permutation matrix s (i,j) associated with the (i, j)-transposition, consistently with previously introduced notations -, shares with p the property that all entries below the main diagonal and outside the block 
, and
As for the first column of the block, which is to extract from the j-th column of r, itself coinciding with the i-th column of p -up to swapping the i-th and j-th entries -, we get 
From the second set of equations, it follows the j-th column will also cancel provided the following affine relation is satisfied by the scalars (
It remains to organize the system of equations (2. 
. . .
Since the matrix u is non-singular by assumption, the product i l=j+1 u l,l does not vanish and the previous system admits a (unique) solution; for such a solution The reader may want to notice the above argument reaches the stronger statement that for all u, u ∈ B, b w 0 u = t∈Tn b w 0 u ∩ b t , where the sum is taken over the subset T n ⊂ W 0 consisting of the identity and the i, j-transpositions, n i > j 1, a small subset of S n with only (n 2 − n + 2)/2 elements.
We now discuss the details of the reduction of the general statement to Lemma 2.1, although it may look less surprizing to trained minds. Let Proof. All Borel subalgebras are known to be conjugate, and it is enough to prove the identity in the theorem for b = b g = g −1 b 0 g for all g ∈ GL n (k). By Lemma 2.2 the element g splits as a product of an upper triangular matrix, u, by a lower triangular matrix, l, by a permutation matrix, p,i.e. we can write g = ulp. The matrix l can be written as the conjugate l = w 0 u 2 w −1 0 of an upper triangular matrix u 2 by the permutation matrix w 0 associated with the permutation of maximal length in S n , that is
Substituting for l in g = ulp accordingly, and introducing the permutation matrix q := w , which, in turn, is precisely the conclusion of Lemma 2.1.
Again, conjugation commutes with taking linear envelope and intersection, to the effect that the identity
Since in any group (right-) translation by any element is a bijection, the latter sum can be rewritten w∈Sn b g ∩ b w , which reaches the claim that
and closes the proof of Aequatio Praeclara.
One will note the remark closing the proof of Lemma 2.1 that conjugations under only a small subset of S n are needed to recover b w 0 u implies, when introduced in the previous discussion, that in general it is enough to consider the envelope of the intersections of the Borel subalgebra b g with the Borel subalgebras b tq , t ∈ T n , where q = w −1 0 p, for p the permutation factor of the ulp decomposition of g: the sum in the above decomposition can be taken on a prescribed translate of T n , a small subset (of cardinal (n 2 − n + 2)/2) of S n .
A surjectivity result.
Let k be a field and let G := GL n,k . Let B be a Borel subgroup in G and let g := Lie G and b := Lie B. The quotient scheme G/B is identified to the projective scheme classifying the complete flag in k n . As two complete flags in k n are conjugate under G(k), we have a natural isomorphism of sets (G/B)(k) ≃ G(k)/B(k), so that we will identify k-points of G/B with right cosets gB(k), for g ∈ G(k). Let g be the Grothendieck simultaneous resolution of g: it coincides with the closed subscheme {(A, gB) | Ad(g −1 )A ∈ b} of the product g × k G/B. Let π 1 and π 2 be the projections of g × g g onto g with respect to the first and second factors.
Lemma 2.4. Let g ∈ G(k). The tangent space of g at the point
Proof. Let B − be the Borel subgroup of G, opposite to B and let U − be the unipotent radical of B − .
There is an open embedding of
− . This implies that the tangent space T (0,gB(k)) g can be identified with the set of pairs (A,
Using the fact that ε 2 = 0, (2.5) is equivalent to g −1 Ag ∈ b.
The same kind of computation shows the following result.
Lemma 2.5. The tangent space of
Let T be a maximal split torus in G and let t be its Lie algebra. The following result will prove essential later. Let us write (G/B)
T for the set of k-points of G/B which are fixed by the group T (k). Note that this set is in bijection with the Weyl group W of (G, T ).
T if and only if T ⊂ gB(k)g −1 which is equivalent to t ⊂ gbg −1 . Let B be the set of Borel sub-algebras of g containing t. Using Lemmas 2.4 and 2.5, we see that the statement is equivalent to the following identity :
This, in turn, is a consequence of Theorem 2.3.
Local deformation rings
Let C be the category of finite local L-algebras A with residue field isomorphic to L. If A is an object of C we denote by m A its unique maximal ideal.
[ is the ring of rigid analytic functions on the open annulus {r < |X| < 1} over K ′ . This ring is a Bezout domain. If A is a finite dimensional Q p -algebra let R A := A ⊗ Qp R. The ring R is endowed with a Frobenius endomorphism φ and a continuous action of the group
The ring R contains an element t which is the image in R of the rigid analytic function x → log(1 + x) defined over the open unit disc over Q p . This element has the properties φ(t) = pt and
When A is an object of C, we define a (ϕ, 
and the set of isomorphism classes of rank one (ϕ,
Proof. Let D be a sub-R-module of M, which is a (ϕ, Γ K )-module and generates M as a R[
′ is a finite free R-module. Consequently we have to prove that the R-linear map R ⊗ R,φ D ′ → D ′ given by the restriction of ϕ is an isomorphism. The snake lemma applied to the following morphism of short exact sequences
where ϕ D is bijective by the very definition of a (ϕ, Γ K )-module, shows that the map ϕ D/D ′ is surjective and that it is enough to check it is also injective to get that ϕ D ′ is an isomorphism. Since D/D ′ is R-torsion free, its kernel is torsion free and a comparison of the ranks then shows that ϕ D/D ′ is injective as the ring R is Bezout.
If A is an object of R A , we define a (ϕ,
3.2. Filtered deformation functors. Let A be an object of C and let D A be a (ϕ, Γ K )-module over R A . We define a filtration F of D A as a sequence
× depends only on D and F and is called the parameter of the triangulation F .
This construction can be promoted naturally into a functor from C to the category of sets. In the case K = Q p , the functor X D,F was defined by Chenevier in [Che11] . Below we will make reference to the statements [Che11, Prop. 3.4] and [Che11, Prop. 3.6 (i) and (iii)] which concern only the case K = Q p . However their statement and proof extend verbatim to the general case where K is a finite extension of Q p so that we will apply them without more explanation to our situation. It follows from [Che11, Prop. 3.4 ] that the functor X D,F admits a versal deformation L-algebra, i.e. a complete noetherian local L-algebra R such that
When F = (0 ⊂ D), we simply write X D for the functor X D,F , which then coincides with the deformation functor of D. There is a natural map of functors ] onto the set of filtrations of D A whose inverse is F → F [ The following statement is a direct consequence of the definitions; we state it for the sake of completeness and comfort of reading. A refinement F of a k-isocrystal (D, ϕ) gives rise to a decomposition of χ(V, ϕ) as a product of polynomials of degree one
In particular χ(D, ϕ) is split over L and the triangulation defines an ordering We say that a crystalline (ϕ,
This property in particular implies that for each triangulation F of D, the parameter of F is regular so that the assumption on the triangulation F in Proposition 3.5 is satisfied. As a consequence we have the following relatively representable inclusions
where both X D and X D,F are formally smooth, unlike the functor
] which does not share the property in full generality.
Assume moreover that D is ϕ-generic crystalline. Let F be a triangulation of D with associated refinement F = D cris (F ) and set M = F [ 
and assume that the filtration F is given by Let
where we used the canonical isomorphism ([Ber02, Thm. 0.2])
and F A is the filtration whose existence is proved in Lemma 3.6. Then (D A , π A , M A ) is an element of X D,M (A). This implies that we have a sequence of inclusions
Remark 3.7. We point out that in general X cris D does not embed into X D,F . This is only true if we impose some conditions on the relative position of F with respect to the Hodge filtration (see below). 
B
It is a direct factor of D dR (D) and we define a separated and exhaustive filtration on D dR,τ (D) by Let D be a crystalline (ϕ, Γ K )-module over R L and let F be a triangulation of D. We say that F is non critical, if for all 1 i rk R L D and for all τ ∈ Σ, there exists some m ∈ Z such that 
We denote by X W,F the functor from the category C to the category of sets, that maps an object A of C to the isomorphism class of deformations of (W, F ). 
The following proposition is essentially [ 
Proof. 
Proof. The first assertion is a direct consequence of Proposition 3.9. The second assertion follows after evaluation at L [ε] . The exactness on the right is a consequence of Proposition 3.8. Before giving the proof of Theorem 3.11, let us recall some constructions and results from [BHS] , to which we refer the reader for relevent definitions if needed. 
where the upper horizontal map is the forgetful map and the lower horizontal map is induced by the second projection of X on g.
] we will use the shorter notation x M in place of x W dR (M) .
Proof of Theorem 3.11. Let
. In a first step we prove that the Llinear map
As the forgetful map X W → X W is formally smooth, it induces a surjection on the tangent spaces. Consequently it is sufficient to prove that the upper horizontal map is surjective.
Because of the commutative diagram (3.3) this is equivalent to the surjectivity of the map π 2 :
induced by the second projection. Let α be the morphism of K-schemes X = g × g g → g given by the second projection. Let α K/Qp its image by the Weil restriction functor from K to Q p and let α K/Qp,L be the base change of α K/Qp to L. For each τ ∈ Σ we write α τ for the base change of α by τ : K → L. Then we have the following decompositions
Therefore it only remains to prove that for each τ ∈ Σ, the L-linear map ]) under Φ τ , and thus also T τ . However the maximal split torus T τ fixes exactly n! complete flags of D dR,τ (D). As D has exactly n! triangulations we conclude that the set
is exactly the set of points (F, 0, i −1 (Fil dR,τ )) ∈ X τ (L) such that F is fixed by the maximal split torus T τ .
The surjectivity of the map (3.4) is thus a direct consequence of Theorem 2.6. This concludes the first step of the proof. Now consider the commutative diagram with exact lines and columns 0 0
The exactness of the vertical lines are a consequences of Proposition 3.9 and Corollary 3.10. The surjectivity of is trivial and the surjectivity of the lower horizontal map is what we proved as a first step. We can deduce from this that the map W + dR • β is surjective and call upon the "five" Lemma to conclude that the map β itself is surjective, which closes the proof of Theorem 3.11.
3.6. The case of Galois representations. If (ρ, V ) is a continuous representation of the group G K on some finite dimensional L-vector space V , let X (ρ,V ) be the deformation functor over C of (ρ, V ). According to [Ber02] there exists a functor D rig from the category of continuous representation of the group G K on finite dimensional L-vector spaces to the category of (ϕ, Γ K )-modules over R L , which is proved fully faithful by [Col08, Cor. 
] as the functor from C to the category of sets sending an object A to the set of isomorphism classes of tuples (
Introducing the commutative diagram that, with the help of the functor D rig , relates the isomorphism β of Theorem 3.11 to the linear map
induced by the forgetful functors, we derive the following rephrasing of Theorem 3.11 
3.7. Components of the non saturated deformation ring. This section contains some complements about the geometry of the formal scheme X (ρ,V ),F [
] that will be useful in the next chapter.
We fix a basis of V , i.e. an L-linear isomorphism ι : L n ≃ V so that ρ can be identified with a group homomorphism ρ : G K → GL n (L). Let X ρ be the deformation functor of the pair (ρ, ι). Using the identification (3.5) we can define the deformation functors X ρ,F , X ρ,M , X cris ρ . These are the obvious variants of the above functors in the context of (ϕ, Γ K )-modules with the corresponding decorations. 
) and there exists a unique w F,τ ∈ S n such that Fil dR,τ ∈ B F,τ w F,τ (F τ ). We define
It follows from [BHS, Thm. 3.6.2.(ii)] and [BHS, Prop. 3.6.4 .] that the deformation functor X ρ,M is pro-represented by some complete noetherian L-algebra R ρ,M which is reduced, Cohen-Macaulay and equidimensional of dimension
Its minimal primes are indexed by the set {w ∈ W, w w F } where the ordering on W is the Bruhat ordering. Let t be the diagonal torus of g = gl n,K . We recall that there is a canonical mapg → t mapping (A, gB) ∈g to the class of Ad(g −1 )A in b/u. Here u ⊂ b is the sub-Lie-algebra of nilpotent upper triangular matrices, and the quotient b/u is canonically identified with t.
This projection induces a canonical map Θ from X (ρ,V ),M to the completion at
The irreducible components of this scheme are in bijection with the group W . Let t w be the component defined by 
Global deformation rings
Let F be a totally real field and E a totally imaginary quadratic extension that we assume to be unramified over F and such that all places v dividing p are split in E. Let G be a unitary group in n variables defined over F such that G × F E is an inner form of GL n,E . We assume moreover that G(F ⊗ Q R) is compact and that the group G is quasi-split over all finite places of F . This implies that n is odd or that 4|n[F : Q]. If v is a place of F which splits in E, the group G splits at v. We fix a placeṽ of E dividing v and an isomorphism G × F Eṽ ∼ = GL n,Eṽ which induces an isomorphism G× F F v ≃ GL n,Fv . Let B v ⊂ G(F v ) be the subgroup corresponding to the Borel subgroup of upper triangular matrices of GL n (F v ) under this isomorphism and T v ⊂ B v the subgroup corresponding to the subgroup of diagonal matrices in GL n (F v ). We write T = v|p T v and B p = v|p B v . Moreover
which is assumed to be hyperspecial when v is a place of F which is inert in E. Let S p denote the set of places of F that divide p and let S be a finite set of places of F containing S p and the finite set of places of F for which U v is not hyperspecial. Finally we write U = U p × U p , where
We write E S for the maximal extension of E that is unramified outside all places of E above the places in S and denote by G E,S = Gal(E S /E) the corresponding Galois group. Let A be a Z p -algebra and ρ A a representation of G E,S on some finite free A-module V A of rank n. We write ρ 
where ε is the cyclotomic character. Such an isomorphism is called polarization.
We fix L a finite extension of Q p and (ρ, V ) a continuous polarized representation
which is absolutely irreducible so that it has a unique polarization up to scalar multiplication. We denote by R ρ,S the universal polarized deformation O L -algebra of ρ. That is, the complete local O L -algebra pro-representing the functor of isomorphism classes of triples (ρ A , V A , ι A ), with V A a finite free A-module with a continuous polarized action ρ A of G E,S and an isomorphism ι A :
rig be the rigid analytic generic fiber of the formal scheme Spf R ρ,S . As (ρ, V ) is absolutely irreducible, the L-points of X ρ,S are in bijection with the set of isomorphism classes of continuous representations (ρ, V ) of G E,S on L-vector spaces such that ρ ∨,c ≃ ρ ⊗ ε n−1 and such that there exists a
U p = 0 then this representation factors through G E,S . The existence of this Galois representation is a consequence of base change ([Lab11, Cor. 5.3]) and of the construction of Galois representations associated to some automorphic representation of GL n,E (see [CH13] ). We say that a point
Moreover we say that From now on we assume p > 2, the places of S split in E, ρ(G E(ζp) ) adequate and that (ρ, V ) is (G, U)-automorphic.
Recall that, for a place v ∈ S, we fix a placeṽ of E dividing v. We write G Eṽ for the choice of a decomposition group atṽ. Given a representation ρ of G E,S we write ρṽ for the restriction of ρ to G Eṽ .
Finally we assume that U p is sufficiently small so that the compact open sub We recall the notion of a classical point on Y (U p , ρ): We write X * (T ) for the space of algebraic characters of the product of the diagonal tori in
This space comes equipped with an action of the Weyl group W of (Res F/Q G) C . As usual we write w · λ for the shifted dot-action of W on X * (T ). We write w 0 for the longest element of W .
λ takes values in L and we may view it as an L-valued point ofT .
Given a representation π ∞ of G(F ⊗ Q R) we say that π ∞ is of weight λ ∈ X * (T ) if it is the restriction to G(F ⊗ Q R) of the irreducible algebraic representation of (Res F/Q G) C of highest weight λ. 
Let δ sm := v∈Sp δ sm,v . The associated Galois-representation ρ π is (G, U)-automorphic by definition and we have It follows from [CH13] that, for v ∈ S p , the representation ρṽ is crystalline and that the character δ sm,v is of the form δ Fṽ for Fṽ a triangulation of ρṽ (see §3.3 for the definition of δ Fṽ ). We say that ρ is crystalline ϕ-generic if ρṽ is crystalline ϕ-generic for all places v dividing p.
Assuming that ρ is crystalline ϕ-generic, it follows from the classification of intwertinning operators between principal series that Fix an embedding τ : F v ֒→Q p . Via the identification Q p ∼ = C this embedding defines an embedding Q ֒→ C and we write W τ for the factor of the Weyl group W corresponding to this embedding via the decomposition (4.2).
The relative position of the τ -part of the Hodge Filtration 
There exists an integer g 1 and a commutative diagram with maps of local
where the left vertical map is induced by the augmentation map S ∞ → O L and where
We write X ∞ and X ρ p for the rigid analytic generic fibers of Spf R ∞ and Spf R ρ p . Moreover we denote by X p (ρ) ⊂ X ∞ ×T the patched eigenvariety constructed in [BHS17b] . Then there is a canonical embedding
for the moment. The precise relation of the local geometry of the patched eigenvariety and the (global) eigenvariety is given by the following proposition:
Finally we recall the relation of the patched eigenvariety with the space of trianguline representations, see [BHS17b] .
where ι is a closed embedding that identifies X p (ρ) with a union of irreducible components of the target. Here
4.2. A characterization of the tangent space. We fix a (G, U)-automorphic representation ρ ∈ X ρ,S ⊂ X ∞ that is crystalline ϕ-generic. For the reminder of this subsection we introduce the following notations:
Let R be the complete local ring of X ∞ at ρ so that (X ∞ )ˆρ = Spf R and, for a given refinement F = (F v ) v∈Sp of ρ and w ∈ W such that w F w let R F ,w be the complete local ring of X p (ρ) at the point x F ,w , so that X p (ρ)ˆx F,w = Spf R F ,w . By [BHS, Lemma 4.3 .3], the canonical map R → R F ,w is a surjection. Similarly we define S as the complete local ring of X ρ,S at ρ and S F ,w the complete local ring of Y p (ρ) at x F ,w . Then we have a canonical surjection R ։ S and, by Proposition
Obviously the ring R F ,w decomposes as a tensor product 
Taking products over all v ∈ S p and the product with the formally smooth contribution from X ρ p × U g we obtain a commutative diagram as in [BHS, 2.5]:
where Θ is the product of all the maps Θ for all v|p, as defined before Proposition 3.14. 
as subschemes of Spec R. In particular Spec S F ⊂ Spec R F is a closed subscheme that is cut out by q equations.
Proof. From (4.3), we deduce a sequence of surjective maps
By definition Spec R F = w w F Spec R F ,w and Spec S F = w w F Spec S F ,w as topological spaces. Consequently we have an equality of sets
Indeed Spec S F ,w = Spec R F ,w × Spec R Spec S by Proposition 4.3. Hence (4.7) is true on the level of topological spaces. As Spec S F is reduced it remains to show that Spec R F × Spec S∞ Spec O L is reduced as well.
We have 
where the second equality is a consequence of Lemma 4.4 (iii) and the last equality is Proposition 4.3. As (S F ,w ) q is reduced so is (O L ⊗ S∞ R F ) q and the claim follows.
Let us write R cris for the quotient of R such that for all v ∈ S p and any morphism R → A (for some finite dimensional L-algebra A) the G Eṽ representation on A n induced by R ρ v → R → A is crystalline. This quotient exists by the main result of [Kis08] .
If A is a complete noetherian local ring, we write t A for the tangent space of the functor Spf A, ie t A := T Spf A. (ii) The tangent spaces of R cris and S intersect trivially inside t R , i.e. It follows from Corollary 4.7 that α is an isomorphism, and from Lemma 4.6 (ii) that β is injective. Moreover the upper horizontal arrow is surjective by Corollary 3.13. It follows from an obvious diagram chaise that γ is a surjection.
Remark 4.9. We point out that it is a direct consequence of the proof of Corollary 4.8 that the map t S −→ t R /t R cris is an isomorphism.
4.3. Proof of Theorem 4.1. We now prove the main result, Theorem 4.1. With the above preparation, the final argument just follows the original method of Gouvea-Mazur [Maz97] and Chenevier [Che11] in the case of modular forms (i.e. in the case n = 2), resp. in the case n = 3. We can conclude the proof of Theorem 4.1.
Proof of Theorem 4.1. Given a rigid analytic space Z and a point z ∈ Z we write dim z Z for the dimension of Z at the point z, i.e. for the dimension of the local ring O Z,z of Z at z.
Assume in the first place that the group U p is sufficiently small to satisfy (4.1). We then have a chain of inequalities 
