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1. Introduction
Let f be a function whose values are known at a set of points x0, x1, . . . , xn . If these points are distinct, the divided
differences of f can be deﬁned in the following recursive form
f [x0] = f (x0), f [x0, x1, . . . , xn] = f [x0, x1, . . . , xn−1] − f [x1, x2, . . . , xn]
x0 − xn .
It is well known that the differential mean value theorem of divided differences states that for f ∈ Cn , there exists an
intermediate point ξ such that
f [x0, x1, . . . , xn] = f
(n)(ξ)
n! , ξ ∈
(
min{x0, x1, . . . , xn},max{x0, x1, . . . , xn}
)
. (1.1)
Recently, the asymptotic behavior of the differential mean value of divided differences is also paid more and more attention,
and some interesting results have been obtained in [1,2].
Let us consider the following Taylor formula
f (x) =
n−1∑
i=0
f (i)(a)
i! (x− a)
i + f
(n)(ξ ′)
n! (x− a)
n, (1.2)
where the intermediate point ξ ′ = ξ ′(x) is strictly between a and x. In the special case n = 1, it becomes the Lagrange mean
value theorem. There was some interest in the asymptotic behavior of the intermediate point ξ ′ in (1.2) and its special
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on I and is continuous at a with f (n+ j)(a) = 0 (1  j < p) and f (n+p)(a) = 0, then limx→a(ξ ′ − a)/(x − a) =
(n+p
n
)−1/p
.
This result was generalized by U. Abel [4] to ξ ′ = a+∑∞k=1 ck(x− a)k/k!. It is easy to observe that the Lagrange mean value
theorem is a special case of the Taylor formula and the mean value theorem of divided differences can be viewed as another
type of generalization of the Lagrange mean value theorem.
More generally, for suitably differentiable f we allow some of the points to coalesce, in which case certain derivatives
are involved. By extending the deﬁnition given by de Boor [5] for f [x0, x1, . . . , xn] in the case of distinct arguments, we
have a similar formula for x0  x1  · · · xn as follows
f [x0, x1, . . . , xn] =
⎧⎨
⎩
f [x0,x1,...,xn−1]− f [x1,x2,...,xn]
x0−xn if xn = x0,
f (n)(x0)
n! if xn = x0.
Let t0, t1, . . . , tn be distinct and  = {t0, . . . , t0︸ ︷︷ ︸
p0
, t1, . . . , t1︸ ︷︷ ︸
p1
, . . . , tn, . . . , tn︸ ︷︷ ︸
pn
} be a set of points with repetitions. Denote by f []
the divided difference of f at the points t0, t1, . . . , tn when repetitions are permitted in the arguments. By [5], the differen-
tial mean value theorem also holds, namely,
f [] = f
(N)(η)
N! , (1.3)
where η is strictly between min{t0, t1, . . . , tn} and max{t0, t1, . . . , tn}, and N = p0 + p1 + · · · + pn − 1. This mean value
theorem contains Eqs. (1.1) and (1.2) as special cases. For other types of mean value theorems, the reader is referred to [6].
This paper deals with the asymptotic behavior of the intermediate point of the mean value theorem of divided differences
with repetitions. Our results contain all of the previous results as special cases.
2. Main results
We begin this section with some notations. Let eν(t) = tν , ν  0, and
Ωi(t) =
n∏
k=0,=i
(t − tk)pk , Sli(t) =
n∑
k=0, =i
pk
(tk − t)l
with l 1, 0 i  n. Recall that the cycle index of symmetric group
Zn(xk) = Zn(x1, x2, . . . , xn) =
∑
a1+2a2+···+nan=n
1
a1!(1)a1a2!(2)a2 · · ·an!(n)an x
a1
1 x
a2
2 · · · xann (2.1)
is one of the essential tools in enumerative combinatorics [7]. Using the cycle index of symmetric groups, Wang [8] gave an
explicit formula for the divided differences of f with repeated points  as follows.
Lemma 2.1. If f is smooth enough, then
f [] =
n∑
i=0
Ωi(ti)
−1
pi−1∑
j=0
Zpi−1− j
(
Sl.i(ti)
) f ( j)(ti)
j! , (2.2)
where Zpi−1− j(Sl.i(ti)) = Zpi−1− j(S1i(ti), S2i(ti), . . . , Spi−1− ji(ti)).
In the special case, let t0 = a, t1 = x, p0 = n, p1 = 1, p2 = · · · = pn = 0, then it follows from (2.2) that
f [a, . . . ,a︸ ︷︷ ︸
n
, x] = 1
(x− a)n
(
f (x) −
n−1∑
i=0
f (i)(a)
i! (x− a)
i
)
.
Thus, by (1.3), we have f [a, . . . ,a︸ ︷︷ ︸
n
, x] = f (n)(ξ ′)/n!, which is accorded with (1.2). If we let p0 = p1 = · · · = pn = 1, then
(1.3) reduces to (1.1).
Let I = [a,b] be an interval and t0, t1, . . . , tn ∈ [a,b]. Assume that ti = a +mih, i = 0,1, . . . ,n, h = b − a. Without loss of
generality, we assume that p0  p1  · · · pn because of the explicit expression of the divided difference with repetitions.
Thus, when h tends to zeros, we have the following theorem.
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derivative of order N + p + q and that f (N+p+q) is continuous at a. If f (N+1)(a) = · · · = f (N+p−1)(a) = 0, and f (N+p)(a) = 0, then
η = η(h) = a +
q+1∑
k=1
ck
k! h
k + o(hq+1) (h → 0).
Interpret that p−1 = 0, and the coeﬃcients ck are given by the recurrence formula
c1 =
(
N + p
N
)−1/p[ n∑
k=0
pk−1∑
j=pk−1
(
N + p
j
) n∑
i=k
Ωi(mi)
−1 Zpi−1− j
(
Sl.i(mi)
)
mN+p− ji
]1/p
,
ck+1 = Rk(c1, . . . , ck) (k = 1, . . . ,q) (2.3)
with
Rk(c1, . . . , ck) = (k + 1)c1
k∑
i=1
(
1/p
i
)
i!Bk,i[ fν ]
−
k∑
j=1
( j + 1)Bk+1, j+1(c1, . . . , ck− j+1)
j∑
i=1
(
1/p
i
)
i!B j,i[ f˜ν ], (2.4)
where Bk, j[xν ] = Bk, j(x1, x2, . . . , xk− j+1) denote the exponential partial Bell polynomials in the variables x1, x2, . . . and
f j =
(
N + p + j
j
)−1 f (N+p+ j)(a)
f (N+p)(a)
∑n
k=0
∑pk−1
j=pk−1
(N+p+ j
j
)∑n
i=k Ωi(mi)−1 Zpi−1− j(Sl.i(mi))m
N+p
i∑n
k=0
∑pk−1
j=pk−1
(N+p
j
)∑n
i=k Ωi(mi)−1 Zpi−1− j(Sl.i(mi))m
N+p− j
i
,
f˜ j =
(
p + j
p
)−1 f (N+p+ j)(a)
f (N+p)(a)
( j = 0,1, . . . ,q). (2.5)
Proof. Since ti = a +mih, i = 0,1, . . . ,n, then from (2.2) it follows that
f [] =
n∑
i=0
Ωi(mi)
−1
pi−1∑
j=0
1
hN− j
Z pi−1− j
(
Sl.i(mi)
) f ( j)(a +mih)
j! . (2.6)
By virtue of the Taylor formula, we have
f ( j)(a +mih) =
N+p+q∑
ν= j
f (ν)(a)
(ν − j)! (mih)
ν− j + o(hN+p+q− j) (h → 0). (2.7)
Substituting (2.7) into the right-hand side of Eq. (2.6) yields
f [] =
n∑
k=0
pk−1∑
pk−1
n∑
i=k
Ωi(mi)
−1 Zpi−1− j(Sl.i(mi))
j!
N+p+q∑
ν= j
f (ν)(a)
(ν − j)! (mih)
ν− j 1
hN−ν
+ o(hp+q) (h → 0).
For convenience, let Ai, j,ν = Ωi(mi)−1 Zpi−1− j(Sl.i(mi))mν− ji , then
f [] =
n∑
k=0
pk−1∑
j=pk−1
N+p+q∑
ν= j
f (ν)(a)
ν!hN−ν
(
ν
j
) n∑
i=k
Ai, j,ν
=
n∑
k=0
{ pk−1∑
ν=pk−1
ν∑
j=pk−1
+
N+p+q∑
ν=pk
pk−1∑
j=pk−1
}
f (ν)(a)
ν!hN−ν
(
ν
j
) n∑
i=k
Ai, j,ν + o
(
hp+q
)
(h → 0).
Rearranging the terms leads to
f [] =
n∑
r=0
pr−1∑
ν=pr−1
f (ν)(a)
ν!hN−ν
[
r−1∑
k=0
pk−1∑
j=pk−1
(
ν
j
) n∑
i=k
Ai, j,ν +
ν∑
j=pr−1
(
ν
j
) n∑
i=r
Ai, j,ν
]
+
N+p+q∑
ν=pn
f (ν)(a)
ν!hN−ν
n∑
k=0
pk−1∑
j=p
(
ν
j
) n∑
i=k
Ai, j,ν + o
(
hp+q
)
(h → 0).k−1
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p0
,m1, . . . ,m1︸ ︷︷ ︸
p1
, . . . ,mn, . . . ,mn︸ ︷︷ ︸
pn
}. From Eq. (2.2), for each 0 s n we have
eν
[
′
]= s−1∑
k=0
pk−1∑
j=pk−1
(
ν
j
) n∑
i=k
Ai, j,ν +
ν∑
j=ps−1
(
ν
j
) n∑
i=s
Ai, j,ν ,
where ps−1  ν  ps − 1. For ν  pn , there holds
eν
[
′
]= n∑
k=0
pk−1∑
j=pk−1
(
ν
j
) n∑
i=k
Ai, j,ν =
{
0 0 ν  N − 1,
1 ν = N.
Thus, with f (N+1)(a) = · · · = f (N+p−1)(a) = 0 and f (N+p)(a) = 0 we have
f [] = f
(N)(a)
N! +
N+p+q∑
ν=N+p
f (ν)(a)
ν!hN−ν
n∑
k=0
pk−1∑
j=pk−1
(
ν
j
) n∑
i=k
Ai, j,ν + o
(
hp+q
)
(h → 0).
On the other hand, by (1.3) and Taylor’s formula it follows that
f [] = f
(N)(a)
N! +
N+p+q∑
ν=N+p
f (ν)(a)
N!(ν − N)! (η − a)
ν−N + o((η − a)p+q) (η → a).
Since |η − a| < |h|, we conclude that
q∑
ν=0
f (N+p+ν)(a)
(N + p + ν)!h
p+ν
n∑
k=0
pk−1∑
j=pk−1
(
N + p + ν
j
) n∑
i=k
Ai, j,N+p+ν
=
q∑
ν=0
f (N+p+ν)(a)
N!(p + ν)! (η − a)
p+ν + o(hp+q) (h → 0).
The rest of the proof coincides with that of Theorem 1 in [4] (see also the proof of Theorem 1 in [2]) and we omit it. 
As mentioned in Section 1, the Taylor formula is a special case of the mean value theorem of divided differences with
repetitions. Therefore, let n = 1, m0 = 0 and m1 = 1 in Theorem 2.1, then the asymptotic behavior of the immediate point
of the Taylor formula is given by the following corollary (see also [4]).
Corollary 2.1. Under the assumptions of Theorem 2.1, we have
ξ = ξ(h) = a +
q+1∑
k=1
ck
k! h
k + o(hq+1) (h → 0). (2.8)
The coeﬃcients ck are given by the recurrence formula
c1 =
(
N + p
N
)−1/p
, ck+1 = Rk(c1, . . . , ck) (k = 1, . . . ,q), (2.9)
where Rk(c1, . . . , ck) is deﬁned as in Theorem 2.1, and
f j =
(
N + p + j
j
)−1 f (N+p+ j)(a)
f (N+p)(a)
, f˜ j =
(
p + j
p
)−1 f (N+p+ j)(a)
f (N+p)(a)
( j = 0,1, . . . ,q).
Another special case of the mean value theorem of divided differences with repetitions is for p0 = p1 = · · · = pn = 1.
In this case, all points ti are distinct as well as all mi are distinct. Then Theorem 2.1 gives the asymptotic behavior of the
immediate point of the differential mean value theorem (see also [2]):
Corollary 2.2. Under the assumptions of Theorem 2.1, we have
ξ = ξ(h) = a +
q+1∑ ck
k! h
k + o(hq+1) (h → 0). (2.10)k=1
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c1 =
(
N + p
N
)−1/p
eN+p[m0,m1, . . . ,mn], ck+1 = Rk(c1, . . . , ck) (k = 1, . . . ,q), (2.11)
where Rk(c1, . . . , ck) is deﬁned as in Theorem 2.1, and
f j =
(
N + p + j
j
)−1 f (N+p+ j)(a)
f (N+p)(a)
eN+p+ j[m0,m1, . . . ,mn]
eN+p[m0,m1, . . . ,mn] ,
f˜ j is given by (2.5).
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