Introduction
Remote sensing already has a rather long history and started around 1950. 1 It is obvious that instrumental developments have played and continue to play a crucial role in its ascendancy, but spectral data analysis has not been overlooked either. Moreover, we can say that the first domain always takes advantage of the progress made in the second one and vice versa. Many multivariate analysis methods have been and are being developed in order to explore remote sensing data sets. However, the main challenge of hyperspectral imaging (HSI) remains image classification, which is the process of grouping pixels into spectrally similar clusters. This task is all the more difficult due to the fact that we have to manage data cubes often exceeding several hundred thousand pixels. Considering all the data analysis methods proposed in the literature, many different models are used to try to capture the intrinsic geometric nature of a data set. 2 The problem with many methods is that they implicitly define the geometry of the hyperspectral data set in the spectral space. As a consequence, such data models often over specify the global nature of a data set and give us a biased vision. It is in this sense that we have to propose new models without assumptions about the global shape of the data, and which are more focused on its local nature. Thus, we propose in this paper to explore the concept of topological data analysis (TDA) in the framework of remote sensing because it shares these characteristics.
In mathematics, topologists usually study the shape of abstract objects. However, they discovered about ten years ago that topology could be used to explore large and complex data sets. It was the beginning of topological data analysis. 3 16 or, even more surprising, for the analysis of NBA basketball players' characteristics or the voting behaviour of the members of the US House of Representatives.
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The diversity of both domains and data structures already suggest nice properties of TDA. In the first section of the paper, we will introduce topological data analysis. More precisely, we will explain how to obtain a topological network from a remote sensing data set and, finally, how to generate classification maps from it. The Results and discussion section will allow us to observe the behaviour of TDA for the analysis of a large, remote sensing data set.
Materials and methods

Image data set
The data set we have selected in this work is well-known in the remote sensing community. [20] [21] [22] [23] [24] [25] [26] i.e. all the available pixels or just a cropped version of it. [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] In our case, the whole data set of almost 400,000 pixels has been used to show the good scalability of the proposed concept.
In the literature, the data set is also used for purposes such as supervised classification, 18, 19, 21, 25, 27, 29, 30, 33, 34 
Using topological data analysis in remote sensing
In topological data analysis, we generate a topological network which represents the shape of the explored data set. In this section, we will discover the way we construct such a network and how to obtain classification maps from it. Figure 1 gives us a global view of the concept. First, each pixel of the image is observed through what we call a "lens". In fact, all functions that produce a value from a pixel can be a lens. It can be selected from different domains such as statistics, geometry, chemometrics and much more. A lens value is then obtained for each pixel. Given the lens value scale, we divide it into overlapping subsets. In this way we partition the data set. We then apply a cluster analysis to each pixel's subset. The single linkage algorithm 42 is often used for this task. We are thus beginning to construct the topological network. Indeed, each cluster from each pixel's subset is represented by a node. Nodes are also connected by edges when they share at least one pixel. A hot colour node indicates a high number of pixels in the considered cluster. In a final step, the network is split into different groups of pixels according to the node's density and/or particular features of the network shape. Classification maps are then generated. For this work, the Ayasdi software platform (ayasdi.com, Ayasdi Inc., Menlo Park, CA, USA) was used for TDA. Final classification maps were generated with an additional Python script in connection with the Ayasdi Python SDK.
Results and discussion
The first task of TDA is to generate a topological network which represents the shape of the explored data set. Figure 2A gives its first representation using the so-called variance normalised Euclidian distance and the "Neighbourhood" lens. The variance normalised Euclidean (VNE) distance between two points takes into account that each column in the data set could have significantly different variance. Thus, the distance between two pixels (i.e. spectra) x and y is given by Equation 1:
with x i the reflectance at the spectral variable i of the pixel x, n the total number of variables and v i the variance associated with the spectral variable i. The "Neighbourhood" lens generates an embedding of high-dimensional data into two dimensions by embedding a k-nearest neighbours graph of the data. A k-nearest neighbours graph is generated by connecting each point to its nearest neighbours. This graph is embedded in two-dimensions using Ayasdi's proprietary graph layout algorithm. Looking at this network, we have to remember that a node in this wireframe represents a group of pixels with similar spectra. Moreover, an edge between two nodes indicates at least one pixel in common. Colouring of nodes is also a way to represent the number of pixels they contain. Considering the histogram provided in Figure 2A , the highest number of pixels per nodes (represented in red in this network) is 647, while the lowest is just one pixel (in dark blue). We discover that a topological network exhibits different geometric features, such as flairs and loops, but also different regions of varying densities. As indicated in the previous section of the paper, it is now necessary to split the network in order to generate different groups of pixels. Groupings have been obtained in an automatic way with agglomerative hierarchical clustering (AHCL). This "auto-grouping" algorithm is based on the nodes' colouring of the network. Basically, this algorithm works to collect connected nodes with similar colour values (i.e. pixel density) together into groups. It achieves this by treating edges that have very different colours on their ends as "weak" edges, while edges that connect nodes of the same colour are "strong". AHCL then uses Louvain modularity to identify clusters of nodes that are connected by these "strong" edges. The Louvain method for community detection is a well-known method to extract communities from large networks.
43 Figure 2B presents the topological network splitting. It is interesting to note that the proposed grouping could correspond to the one we may generate intuitively by hand. Table  1 provides information about groups with the number of nodes, the number of pixels and the percentage they represent with respect to the total number of pixel in Figure 1 . Topological data analysis in the framework of remote sensing.
the data set (i.e. almost 400,000 pixels). Therefore, the first ten bigger groups contain around 5-6% of the total number of pixels each, while the smaller ones contain less than 0.05%. We can thus expect the possibility to observe minor and major contributions together in the final classification map. However, groups with less than 100 pixels have been considered as non-significant. It is now interesting to generate classification maps for the 60 selected groups of pixels. For obvious reasons, it is impossible to find an optimal look-up table in order to encode each group of pixels in one classification map with good contrast. We thus decided to generate a classification map with the first ten most important groups, a second one with the following ten and so on. It is also a good way to potentially observe features corresponding to very small groups with low numbers of pixels. Figures  3B-F Figure 3A presents an image of the considered Washington DC Mall area using the 60 th variable (i.e.
758.89 nm) of the data cube. A grid with labelled columns and rows has also been added to this image in order to ease localisation of the particular zones discussed below. By looking at all these figures, it is not hard to see that we can observe more than the six to seven classes (i.e. water, buildings, grass, trees, roads, paths and shadow) usually observed in the literature for the exploration of the same data set.
In the next part, we propose to focus on each category, starting with the contribution of water, in this scene. In Figure 3B , group 30 (5.53% of the total pixels) seems to be linked with deep water such as, for example, in the Potomac River (A1:2, B1), in the Tidal Basin (E1, F1, G1:2, H1:2, I1) and in the Constitution Gardens Pond (E4:5, F4:5). In Figure 3F , group 50 (0.65% of the total pixels) shows areas with shallower waters, mainly from the Lincoln Memorial Reflecting Pool (lower part of C4, D4, E4, F4). This contribution is also observed to a lesser extent on the left border of the Constitution Gardens Pond (E4:5). It is also interesting to see that Group 22 ( Figure 3F , 0.41% of the total pixels) allows us to discriminate even shallower waters in the small basin and fountains. The major contribution is observed for the fountain located on the right-hand side of the Lincoln Memorial Reflecting Pool (G3:4) and the Capitol Memorial Reflecting Pool (T3:4). Other fountains are also detected, such as the one in front of the Smithsonian National Museum of American History (L5, a 20-pixel surface) or Bartholdi Park one (U2, a 26-pixel surface). The author advises readers to download the Matlab fig files in order to observe such details in the images. We can go even further by detecting smaller fountains, such as the one in front of the National Gallery of Art (R6, 3 pixels) or two others in the courtyard of the US House of Representatives (V2, 2 pixels for the first one and 1 pixel for the second). In this first part of exploration, we observe that TDA is able to discriminate water areas with different depths, but also extract groups with very low numbers of pixels. In Figure 3F , pixels of group 19 seems to be linked with pixels of group 30 ( Figure 3B ) with the highest contributions observed on the bank of the Potomac River (A2, B1), the lower part of the Tidal Basin (G2:H2) and to a lesser extent on the border of the Constitution Gardens Pond (E4:5). It is difficult to say whether this new group of pixels highlights a new water depth or the detection of particular material such as alluvium. It should also be noted that the four groups discussed in this first part are all located at the left end of the topological network ( Figure 2B) .
Focusing now on buildings, previous papers have often considered them as a unique class. TDA seems to suggest a more detailed analysis considering different roofing materials. The majority of buildings are observed in Figure  3B . Group 60 (5.43% of the total pixels) corresponds to a first roofing material present on the United States Capitol (W3:4) and other buildings (X5:6, Y5:6, X1:2, Y1:2, Q2, K1, L1, 03, C6, L6, P5, R6). A second roofing material is linked with group 38 (5.49% of the total pixels, N2, 01:2, P1, Q1, R1, S1:2, T1:2 U2). Another very specific material is observed on the roof of the US House of Representatives (Group 40, 5.84% the total pixels, V2, W2). Surprisingly, we also retrieve this last contribution not on roofs but along the JFK Hockey Fields (C3, D3, E3, F3) or even on paths around the Washington Monument (H3:4, I3:5, J3:5). Group 35 (5.84% the total pixels) highlights another specific material on the roof of two buildings (L2, M2, T1, U1), in the courtyard (X1:2, Y1:2) or around other buildings (T2, U2, S5) and monuments (I4, A3:4, B3:4). Last, in Figure 3D , group 48 (2.40% of the total pixels) is also linked to another roof type (K6, L6, M6, N6, 06, P6). Once again, all these different groups (60, 38, 40, 35 and 48) are in the same area on the righthand part of the topological network.
Detection of roads and paths is also very important in remote sensing. Main roads are observed in Figure 3C . Group 29 (3.14% of the total pixels) in red and group 21 (3.51% of the total pixels) in orange represent them. However, all these roads are asphalted. It, therefore, can be concluded that TDA detects two different materials. It is noticeable too that these two groups are quite far from each other in the topological network. At that level, however, it is too soon to draw any conclusions concerning the exact origin of this difference. It could be due to different formulations of bitumen or ageing levels. In Figure 3B , group 32 (5.63% of the total pixels) in red seems to correspond to another type of road. In reality, the observation of the Smithsonian National Air and Space Museum (Q3, R3) indicates quite the opposite. Indeed, highlighted parts of this building correspond to metallic structures. Then it is understandable that the group 32 allows us to detect this particular material in the scene, which is really uncommon. As a consequence, cars in circulation could be detected on main roads (e.g. N2, 02, P2). Moreover, heavy traffic zones or traffic jams are certainly observed (S3, S1, T1, U1, V1, P6 and Q6). Similarly, parked cars are detected along "L'enfant Plaza" (N1:2), at the side of the Capitol Reflecting Pool (T3, U3, T5, U5), around the Lincoln Memorial (A4, B4) or in car parks of some buildings (L3, M3, N5, 05). It is even possible to see smaller details such as streetlights along paths from the Peace monument or the Garfield Circle (V3:4) to the United States Capitol. Group 35 (5.83% of the total pixels) in Figure  3B corresponds to paved zones in courtyard of buildings (X1:2, Y1:2, 06), sometimes on their roof (T1, U1, R2, L2, M2) or their surroundings (T2, U2, R5, S5, D2). This same material can be retrieved on some paths (I3, J4) around the Constitution Gardens Pond (E4:E5, F4:5) and the Lincoln Memorial (A3:4, B3:4). A last contribution in specific zones is represented by group 34 in Figure 3B (5.99% of the total pixels, U1, V1, S1, T1, N1:2, A3, B3:4).
Soil covers and vegetation also remain a central focus in remote sensing. Four soil types are observed in Figures  3B and 3C . The first one (group 45, 6.26% of the total pixels) is particularly present around the United States Capitol (V3:4, W3:5, X3:4), but also to a lesser extent on small parcels of land (W1, X1, P4, H4, C1, D1, C5). The second soil type (group 41, 6.55% of the total pixels) is mainly located around the Washington Monument (H4:6, I3:6, J4:6), along the National Mall (L4, M4, N4, ? 04, Q4, R4, S4), near the Lincoln Memorial (A4:6) or between the Potomac River and the Tidal Basin (B1, C1, D1). In Figure 3C , two other types of soils (group 31, 4.55% of the total pixels and group 17, 2.77% of the total pixels) are also observed in the same zone. For their part, group 46 (5.28% of the total pixels) and 27 (4.57% of the total pixels) represent trees. When pixels of the two groups are present in the same area, it allows us to detect big trees and smaller ones when pixels of group 46 are only observed. Thus, group 27 should correspond to the shadow of trees. Group 49 (5.92% of the total pixels) in Figure 3B is also linked to the presence of trees. Big trees are mainly observed around the United States Capitol (V5, W5, X3:5, W3, V3) and on both sides of the Lincoln Memorial Reflecting Pool (C4, D4, E4, F4). Zones with small trees are observed, for example, near the Tidal Basin (C1, D1, E2, F2).
Of course, other groups have been generated with TDA, but the corresponding pixels were so spread in the scene that it was difficult to propose a clear identification of materials. This in no way detracts from the fact that TDA is able to extract many different kinds of materials revealing new promising areas in remote sensing.
Conclusion
The main objective of this paper was to introduce the concept of topological data analysis in the framework of remote sensing. Indeed, a large number of papers have already demonstrated that TDA has nice properties for the exploration of large data sets. These first results are encouraging, because it seems possible to extract different kinds of materials which are usually not considered. Moreover, we have to remember that this approach does not impose a data model. In this way, we can imagine that such approach could better manage non-linearities, which is quite unusual for many classical methods in remote sensing. We have seen also that TDA is able to generate classes even if they contain a small number of pixels. This characteristic is very important, because a real exploration of the scene is only obtained when major and minor contributions are detected simultaneously. We are conscious that this paper is a first introduction of TDA in remote sensing and that a deeper study is necessary, but these results seem to promise an excellent behaviour and very good properties.
