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Introduction Générale
La spectrométrie a vu le jour en 1812 suite aux travaux de Joseph Von Fraunhofer. Il fut
l’inventeur du spectroscope et du réseau de diffraction. En 1881, Albert Abraham Michelson
travaillant alors à la détermination de la vitesse de la lumière conçoit un instrument capable de
déterminer les profils spectraux de rayonnement. L’instrument, qui portera son nom par la suite,
mesure la cohérence temporelle d’un rayonnement. Via un calcul mathématique, il est alors
possible de mesurer le spectre de ce rayonnement. En 1951, Peter Fellgett effectue la première
transformée de Fourier numérique d’un interférogramme. Il devient alors possible de faire de
la spéctrométrie par transformée de Fourier grâce à l’interféromètre de Michelson. La mise en
place de cet instrument est peu coûteuse et permet de mesurer des spectres avec de très hautes
résolutions.
Depuis, ces spectromètres ont évolué vers des instruments de plus en plus compacts pour
répondre à des besoins de place et de mobilité. L’analyse spectrale dans le domaine du proche
infrarouge (pour des longueurs d’onde allant de 0,8 µm à 2,5 µm) s’est considérablement dé-
veloppée ces dernières années avec, notamment, l’arrivée sur le marché de photodétecteurs
performants. Elle est maintenant largement utilisée dans les domaines comme la médecine [1],
l’astrophysique, la détection de gaz [2], l’industrie agroalimentaire [3], l’industrie pharmaceu-
tique [4] ou encore l’industrie des polymères [5].
En 1972, l’optique intégrée sur verre a vu le jour suite aux travaux de Izawa et Naka-
gome [6]. Cette technique permet, par implantation ionique dans un substrat de verre, de créer
localement un constraste d’indice de réfraction qui permet le guidage de la lumière. Les dé-
veloppements de cette technique ont permis à des instruments compacts de voir le jour et la
mise en pratique d’idées nouvelles. L’optique intégrée sur verre est développée au laboratoire
IMEP-LAHC depuis de nombreuses années.
Le projet LLIFTS (Leaky Loop Integrated Fourier Transform Spectrometer) est en étroite
collaboration avec le projet SWIFTS (Standing Wave Fourier Transform Spectrometer). Ces
projets ont été initiés par Etienne Lecoarer et Pierre Benech et ont pour but de développer des
spectromètres à transformée de Fourier en optique intégrée sur verre. Ces projets se basent sur
le principe photographique de Gabriel Lippmann, physicien français de la fin du 19ème siècle.
Dans cette thèse, nous nous proposons de développer et de réaliser ce nouveau spectromètre
à transformée de Fourier à l’aide de la technologie d’optique intégrée sur verre. Ce spectromètre
a pour but d’être compact et intégrable. L’innovation que constitue le LLIFTS est l’utilisation
d’une structure qui permet de faire fuir la lumière sur une étendue arbitraire.
Dans le chapitre 1, nous exposons des éléments nécessaires à l’introduction du spectro-
mètre LLIFTS développé durant cette thèse. Ceci a nécessité le développement d’un modèle
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numérique d’une structure courbe que nous exposons dans le chapitre 2. Afin de modéliser l’in-
tégralité du spectromètre et d’étudier ses performances, nous avons adapté le théorème intégrale
d’Helmholtz-Kirchhoff à notre problème et mis au point un modèle de fuite permettant d’ob-
tenir un profil d’intensité particulier. Cette modélisation et cette étude font l’objet du chapitre
3. Enfin, nous avons pu réaliser un premier composant au laboratoire IMEP-LAHC et effectuer
des premiers traitements que nous exposons dans le chapitre 4.
2
Chapitre 1
La spectrométrie de Fourier
Dans ce chapitre, nous exposons des éléments qui nous permettront d’introduire l’instru-
ment développé durant cette thèse : le LLIFTS. Nous commençons par exposer l’expérience de
l’interféromètre de Michelson et son utilisation en spectrométrie. Puis nous abordons le concept
de spectromètre à transformée de Fourier statique qui est une version figée de l’interféromètre
de Michelson. Nous donnons ensuite quelques exemples de spectromètres afin d’introduire l’in-
novation que constitue le LLIFTS. De ce dernier concept, nous décrivons le LLIFTS et nous
donnons les objectifs de la thèse.
1.1 Interféromètre de Michelson
1.1.1 Historique de la spectrométrie
A la fin du XVII Siècle, Isaac Newton met en évidence la composition en couleur de la
lumière blanche. Lors du passage de la lumière blanche à travers un prisme dont l’indice de
réfraction varie en fonction de la longueur d’onde, chaque composante de la lumière effectue
un trajet différent. Si les faisceaux sont projetés sur un écran, il est alors possible d’observer la
décomposition de la lumière blanche.
En 1812, alors qu’il travaillait à la conception d’objectifs de télescope achromatiques, l’op-
ticien allemand Joseph von Fraunhofer observe le même effet de dispersion à travers une fente
fine. En regardant ainsi le spectre du soleil, il observe des raies sombres jusqu’alors jamais ob-
servées. En 1814, il réalise le premier spectroscope avec lequel il identifie 574 raies du spectre
solaire [7]. Il lui vient alors à l’idée de combiner plusieurs fentes fines et il met ainsi au point le
premier réseau de diffraction de l’histoire en 1821. Ce réseau présente 260 fentes et lui permet
d’obtenir une résolution spectrale remarquable à l’époque. Il constate qu’en rapprochant les
fentes fines, l’effet de dispersion est amplifié. Enfin, il créé des réseaux, non plus en transmis-
sion, mais cette fois-ci, en réflexion.
Dès lors, la spectroscopie devient une science quantitative qui permet de déterminer avec
exactitude la longueur d’onde d’un rayonnement lumineux. Les raies d’absorption du soleil sont
expliquées en 1860 par les travaux de Gustav Kirchhoff et Robert Bunsen [8]. Le spectre émis
par des composants chimiques portés à incandescence ne dépend pas de la source de chaleur ni
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du milieu dans lequel il se trouve. Dès lors, la composition chimique d’un matériau peut être
déterminé par son analyse spectrale.
A la même époque que Joseph von Fraunhofer, Thomas Young travaille sur la théorie ondu-
latoire de la lumière. Il met en évidence sa théorie par l’expérience maintenant appelée l’expé-
rience des fentes d’Young. La lumière semble se comporter comme une onde au passage dans
deux fentes suffisamment fines. La lumière projetée sur un écran suffisamment loin des fentes
présente des zones alternativement éclairées et sombres appelées franges d’interférence. La dis-
tance entre chacune de ces franges, appelée interfrange, est constante et proportionnelle à la
longueur d’onde du signal émis. Ce phénomène d’interférence est repris par Albert Abraham
Michelson un physicien américain. En 1881, celui-ci met au point un interféromètre dans le but
de mettre en évidence la vitesse propagation de la lumière, cet instrument portera son nom par
la suite. Il détermine avec cet instrument les profils spectraux en utilisant une méthode mathé-
matique sur la visibilité des franges d’interférences. En 1911, le premier interférogramme est
publié par Rubens et Wood.
En 1951, Peter Fellgett publie ses travaux de recherche. Un partie concerne l’avantage ma-
jeur des spectromètres à transformée de Fourier sur les spectromètres à réseaux : le multi-
plexage : là où le spectromètre à réseau enregistre un élément spectral, le spectromètre à trans-
formée de Fourier les enregistre tous. L’autre partie concerne la première transformée de Fourier
numérique d’un interférogramme. Les résultats obtenus par cette transformée de Fourier sont
comparables à ceux obtenus avec un spectromètre à réseaux. Peu de temps avant en 1948, Pierre
Jacquinot à mis en évidence un autre avantage : à résolution équivalente, la quantité d’énergie
mesurée est plus grande pour un spectromètre à transformée de Fourier que pour un spectro-
mètre à réseau. La spectrométrie à transformée de Fourier est depuis cette époque largement
utilisée car elle permet la conception de spectromètres haute résolution et ceci à des prix rai-
sonnables.
Ces dernières années, l’avènement de nouvelles technologies telles que l’optique intégrée ou
les MEMS ont permis de rendre compacts ces spectromètres à transformée de Fourier. Ceux-ci
peuvent atteindre aujourd’hui des tailles millimétriques.
Nous nous proposons maintenant de donner quelques éléments de spectrométrie à transfor-
mée de Fourier et nous commençons par décrire le principe de l’interféromètre de Michelson.
1.1.2 Spectromètre à transformée de Fourier : principe
Dans cette partie, nous présentons le principe du spectromètre à transformée de Fourier.
Nous avons représenté le schéma de principe de l’interféromètre de Michelson à la figure 1.1.
Cet interféromètre est composé d’un système de lentilles et de deux miroirs : l’un est fixe, l’autre
est mobile.
Sur ce schéma, le faisceau issu d’une source S est collimaté et séparé en deux parties par
une lame séparatrice. Chaque partie du faisceau est dirigée vers un miroir. Un miroir est fixe
et l’autre est mobile. Le miroir mobile opère un déphasage d’un des faisceaux par rapport à
l’autre. Enfin, Les deux faisceaux interfèrent entre eux et l’intensité issue de cette interférence
est mesurée par une cellule photodétectrice. Nous considérons ici que les amplitudes des deux
faisceaux sont égales. Comme le temps d’intégration d’un photodétecteur est grand devant la









FIG. 1.1 – Schéma de principe de l’interféromètre de Michelson
période de la lumière, celui-ci détecte la moyenne temporelle du signal. L’intensité mesurée par









où Z est l’impédance du milieu dans lequel se propage l’onde, δ est la différence de chemin
optique introduite par le miroir mobile et c la vitesse de propagation de l’onde dans le vide. En





























Les deux premières moyennes temporelles de l’équation (1.2) correspondent à l’intensité I0
du signal après la division d’amplitude. Nous introduisons la notion d’auto-cohérence du signal
Γ définie par la relation :
Γ(τ) = 1
Z
〈E(t)E∗(t− τ)〉 . (1.3)
Dans cette expression, le temps τ = δ/c est le retard temporel induit par la différence de
marche du miroir mobile. L’équation (1.2) devient alors :
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Nous voyons ainsi apparaitre la partie réelle de la fonction d’auto-cohérence du signal. Dans
le cas d’un signal monochromatique de fréquence ν0, le champ électrique E s’exprime en fonc-
tion du temps de la façon suivante :
E(t) = E0 cos(2piν0t) . (1.5)



























La fonction d’auto-cohérence Γ varie de façon sinusoïdale en fonction de la différence de






L’intensité détectée dans le cas du signal monochromatique s’écrit alors :
Id = I0 (1+ cos(2piσ0δ)) . (1.9)
Ainsi, l’intensité détectée se retrouve sous la forme d’une partie continue et d’une variation
idéalement sinusoïdale de fréquence spatiale égale au nombre d’onde du signal.
Dans le cas d’une source polychromatique, les intensités correspondant à chaque nombre
d’onde se somment indépendamment les unes des autres. Nous considérons alors la densité
spectrale d’intensité B(σ) que nous appellerons spectre dans la suite. L’intensité détectée de-













Le premier terme de la relation (1.11) correspond à l’intensité totale du signal détectée et le
deuxième terme correspond à la variation du à l’étendue spectrale du signal. Dans le cas où la
source est polychromatique de largeur spectrale ∆σ autour d’un nombre d’onde central σ0, la
fonction d’auto-cohérence s’écrit de la façon suivante :





= sinc(pi∆σδ)cos(2piσ0δ) . (1.12)
L’intensité détectée s’exprime alors sous la forme suivante :
Id = I0 (1+ sinc(pi∆σδ)cos(2piσ0δ)) . (1.13)
Autrement dit, l’intensité varie de façon sinusoïdale et son amplitude varie en sinus cardinal
et diminue au fur et à mesure que la différence de marche augmente. La figure 1.2 donne un
exemple d’interférences obtenues par une source monochromatique et une source polychroma-
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FIG. 1.2 – Schéma de correspondance entre un spectre et son interférogramme dans le cas
monochromatique de nombre d’onde σ0 et polychromatique de largeur ∆σ autour de σ0
Dans le cas de la source monochromatique, nous constatons bien une sinusoïde et dans le
cas de la source polychromatique, nous constatons bien une évolution du contraste en fonction
de la différence de marche.
Chaque signal analysé produit une figure d’interférence qui a directement rapport avec son
spectre. Dans la partie suivante, nous nous proposons d’étudier la relation entre cette figure
d’interférence et le spectre du signal.
1.1.3 Obtention du spectre
L’équation (1.11) relie l’intensité détectée en fonction du déplacement du miroir au spectre
du signal. Nous définissons l’interférogramme I comme étant la partie modulée de l’intensité
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Comme tout spectre B(σ) n’est physiquement défini que pour les nombres d’onde σ positifs,
nous pouvons le considérer nul pour σ < 0 et nous pouvons étendre l’intégrale (1.14) et cette





Cette dernière relation montre que le spectre B(σ) du signal est lié à l’interférogramme I(δ)
mesuré par une transformée de Fourier en cosinus. Elle montre aussi que l’interférogramme est
une fonction symétrique dont l’axe de symétrie est la différence de marche nulle. Le spectre
B(σ) s’obtient alors par la transformée de Fourier inverse de l’interférogramme et s’exprime de





Ainsi la mesure de l’interférogramme d’un signal permet, par transformée de Fourier in-
verse, d’en obtenir sa densité spectrale d’intensité, d’où le nom spectromètre à transformée de
Fourier donnée à cet instrument. Dans le cas idéal, l’interférogramme est symétrique I(δ) car
le spectre B(σ) est réel. Aussi, il n’est pas nécessaire de mesurer tout l’interférogramme mais
seul un coté suffit. Toutefois, la mesure de l’interférogramme s’effectue par un instrument réel
et nous devons prendre en compte les défauts de cet instrument et la mesure de l’ensemble de
l’interférogramme peut être nécessaire. Nous parlons alors de fonction d’appareil.
1.1.4 Spectromètre réel et fonction d’appareil
Dans cette partie, nous exposons quelques éléments concernant la fonction d’appareil de
l’instrument de mesure. Dans la pratique, il faut tenir compte par exemple, des bruits de me-
sure, de l’échantillonnage de l’interférogramme ou encore du déplacement maximal du miroir
mobile. Ces éléments limitent l’obtention du spectre à partir des mesures.
1.1.4.1 Transformée de Fourier complexe
Dans la pratique, la présence de bruit de mesure (électronique, photonique) ou encore le fait
qu’aucun point de mesure ne soit fait pour une différence de marche δ nulle rend l’interféro-
gramme dissymétrique. Afin de prendre en compte les dissymétries, il est alors nécessaire de
considérer la transformée de Fourier complexe :









La transformée de Fourier complexe permet de prendre en compte la dissymétrie de l’inter-
férogramme. Dans la plupart des cas, le spectre du signal est alors obtenu en prenant la valeur
absolue de B(σ).
1.1.4.2 Effet de la troncature - résolution
Dans la pratique, l’interférogramme ne peut être mesuré sur une distance infinie. Ceci est
d’autant plus vrai que les spectromètres sont compacts. L’effet de cette troncature sur l’intégrale





La troncature de l’interférogramme revient à un produit de convolution par une fonction
porte définie par la relation :
Π(δ) =
{
1 , |δ|< δmax
0 , |δ|> δmax . (1.20)
Un produit dans l’espace revient à un produit de convolution dans l’espace de Fourier. Le
spectre obtenu est alors convolué par la transformée de Fourier de la porte (1.20) :
B(σ) = TF{Π}⊗TF{I} , (1.21)
où TF{} désigne la transformée de Fourier et ⊗ désigne le produit de convolution. Ceci a pour
effet de modifier le pic de Dirac théorique par la transformée de Fourier de la porte Π(δ). Cette
transformée de Fourier est un sinus cardinal. Cette troncature fixe la résolution spectrale du
spectromètre de Fourier. La figure 1.3 illustre l’effet de la troncature de l’interférogramme. Sur
cette figure, nous avons représenté à gauche l’interférogramme d’un signal monochromatique
tronqué et à droite la partie réelle du spectre obtenu
Sur cette figure, nous constatons que le pic de Dirac théorique s’élargit en un sinus cardinal.
Nous définissons la largeur à mi-hauteur comme étant la résolution spectrale de l’instrument.
Celle-ci est donnée par la relation suivante :
δσ = 0,6δmax
, (1.22)
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FIG. 1.3 – Effet de la troncature de l’interférogramme sur le spectre obtenu
où δmax est la moitié de la distance sur laquelle est mesuré l’interférogramme. Le pouvoir de
résolution R du spectromètre est défini par la relation suivante :
R =
σ
δσ = 1,67σδmax =
1,67δmax
λ . (1.23)
Autrement dit, le pouvoir de résolution R est proportionnel au facteur δmaxλ qui correspond
au nombre de périodes de modulation enregistrées sur la différence de marche maximale δmax.





La troncature de l’interférogramme fait apparaitre des lobes secondaires qui peuvent être
gênant dans le cas où nous mesurons des spectres continus. L’apodisation permet de diminuer
la hauteur de ces lobes secondaire au prix d’une plus faible résolution.
1.1.4.3 Apodisation
Nous avons vu que la transformée de Fourier de la fonction porte est un sinus cardinale.
Cette dernière fonction présente des lobes secondaires. Cet effet de troncature peut être gênant
dans le cas où nous cherchons a obtenir des spectres continus. En effet, la troncature peut pro-
voquer des distorsions dans le spectre calculé par transformée de Fourier. Afin d’éliminer ces
effets, il est possible d’utiliser des fonctions d’apodisation. Ces fonctions ont aussi un intérêt
dans le cas où le rapport signal sur bruit est faible au bord de l’interférogramme. L’apodisation
revient à multiplier l’interférogramme par une fonction particulière remplaçant ainsi la fonction
porte. La plupart des fonctions ont pour effet d’éliminer les lobes secondaires évitant ainsi les
distorsions mais ceci au prix d’une résolution moins bonne.
Nous donnons un exemple de fonction d’apodisation d’une simple fonction triangle. La
figure 1.4. Sur cette figure, nous avons représenté les interférogrammes apodisé et non-apodisé
ainsi que les spectres résultants.
Sur cette figure, nous constatons que l’apodisation par la fonction triangle atténue les lobes
secondaires (d’un facteur 0,21), mais la largeur à mi-hauteur du spectre résultant est élargie
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FIG. 1.4 – Apodisation d’un interférogramme : interférogramme et spectre non-apodisé en poin-
tillés, interférogramme et spectre apodisé en trait plein
(d’un facteur 1,48). Ainsi, un compromis est à effectuer entre la résolution du spectre obtenu et
la hauteur des lobes secondaires.
Des travaux récents [10] ont mené à une famille de fonctions d’apodisation permettant une
optimisation de ce compromis.
1.1.4.4 Échantillonnage
Physiquement, le spectre d’un rayonnement est toujours limité par un nombre d’onde maxi-
mal σmax. En pratique, le mouvement du miroir mobile est incrémenté par un moteur. Aussi,
l’interférogramme est échantillonné avec un pas de déplacement pe du miroir. Cela a pour effet











La figure 1.5 illustre cette périodisation. Sur cette figure, nous avons représenté le spectre
B(σ) limité par son nombre d’onde maximal σmax.
B( )
MAX MAX MAX1/pe 1/pe
FIG. 1.5 – Reconstruction du spectre, effet de l’échantillonnage spatiale de l’interférogramme
Nous remarquons que si le pas d’échantillonnage de l’interférogramme n’est pas assez petit,
le spectre obtenu subit un phénomène de recouvrement. Ainsi, le pas pe d’échantillonnage doit
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être choisi afin d’éviter le recouvrement des spectres périodisés et pour obtenir la reconstruction
du spectre du signal. Le critère de Shannon-Nyquist [11] nous dit que la fréquence spatiale
d’échantillonnage 1pe doit être supérieure ou égale à deux fois la fréquence σmax maximale du
spectre ou plus généralement à deux fois sa largeur spectrale ∆σ. Le spectre peut alors être
restitué sans ambigüité. Ainsi, un spectre dont le nombre d’onde maximum est σmax peut être





L’interférogramme se forme idéalement sur tout l’axe décrit par la différence de marche.
Néanmoins, des défauts de l’instrument comme une mauvaise inclinaison d’un des miroirs ou la
largeur spatiale de la source peuvent influencer le contraste de l’interférogramme. Dans le cas où
cette influence est indépendante de la nature du spectre, autrement dit, de σ, l’interférogramme





où C(δ) est le facteur de visibilité induit par les défauts de l’instrument. Le spectre mesuré B
alors calculé a pour expression :
B(σ) = TF{C}⊗TF{I}= TF{C}⊗B. (1.28)
C’est-à-dire que le spectre B mesuré est le produit de convolution du terme TF{C} avec le
spectre réel B(σ). Il est alors nécessaire d’effectuer une opération de déconvolution du contraste
pour obtenir le spectre donné par la transformée de Fourier inverse de l’interférogramme. Dans
le cas où l’interférogramme I est bruité et où le contraste C est faible, il devient alors difficile
de retrouver le spectre réel.
1.1.4.6 Bruit dans les photodétecteurs
Il existe plusieurs types de photodétecteurs opérant dans le proche infra-rouge (InGaAs,
HgCdTe ...). Les détecteurs utilisés dans le proche infrarouge sont principalement à base de
semi-conducteurs.
Le bruit thermique ou bruit de Johnson est dû aux fluctuations thermiques. Il est indépendant
du signal. Ces fluctuations sont gênantes dans l’infrarouge moyen et lointain car l’énergie des
photons est faible. Les détecteurs doivent alors être refroidis pour permettre un bonne détection.
Dans le cas du proche infrarouge, les photons ont une énergie suffisante pour être détectés, ceci
à condition de disposer d’une électronique satisfaisante.
Le bruit d’obscurité est le courant qui existe dans la jonction lorsque la photodiode ne reçoit
pas de lumière. Ce bruit est le résultat de générations aléatoires de paires électron-trou dans la
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zone de charge d’espace du semi-conducteur. Ces générations sont dues à la température et à
l’effet tunnel entre les jonctions du semi-conducteur. Ce bruit peut être atténué en soustrayant
le bruit de fond à l’interférogramme.
Le bruit photonique (ou bruit de grenaille) est provoqué par les fluctuations dues à l’arri-
vée aléatoire de photons sur le détecteur. L’écart type de ces fluctuations est proportionnel à la
racine carré du nombre de photons incidents, et donc, proportionnel à la racine carré de l’inten-
sité détectée. Dans le domaine du proche infrarouge et du visible, il existe des détecteurs très
sensibles permettant d’atteindre la limite du bruit photonique.
1.1.5 Configuration statique : principe
Le spectromètre à transformée de Fourier utilise un miroir mobile qui permet la mesure de
l’interférogramme dans le temps. Il est possible de générer cet interférogramme spatialement
et de l’échantillonner à l’aide d’une barrette ou d’une matrice de photodetecteurs. Ainsi, le
système est figé et ne présente pas de pièces mobiles. L’interférogramme est mesuré en une
fois sur tous les détecteurs en même temps. La plupart des barrettes de photodétecteurs ont
des tailles et des périodes de l’ordre de la dizaine de µm, aussi, il est nécessaire d’agrandir
l’interférogramme afin de ne pas le sous-échantillonner.
Un autre problème lié au spectromètres statiques est le bruit lié à l’électronique de lecture
des barrettes de photodétecteurs. Néanmoins, les progrès effectués sur les photodétecteurs ces
dernières années permettent d’obtenir des rapports signal à bruit convenables.
1.1.5.1 Exemple de configuration statique
Nous donnons un exemple de configuration statique obtenu dans la litérature [12]. La figure
1.6 présente un exemple de configuration de l’interféromètre de Michelson statique en triangle.
Sur cette figure, nous avons représenté à gauche le schéma du spectromètre statique. Le faisceau
issu de la source S est focalisé sur une lame séparatrice. Une partie de ce faisceau est réfléchie
par le miroir 2 puis par le miroir 1 tandis que l’autre partie effectue le trajet inverse. Le miroir
1 est décalé d’une distance a de sorte que, vu des photodétecteurs, la source réelle S est dédou-
blée en deux sources S1 et S2 virtuelles séparées d’une distance L =
√
2a. Le schéma optique
équivalent est présent à droite sur la figure 1.6.
Sans tenir compte des éléments optique et dans cet exemple de configuration, l’intensité sur













2a et a est la distance de décalage du miroir 1 représentée sur la figure 1.6.



























FIG. 1.6 – Schéma de principe d’un spectromètre à transformée de Fourier statique à gauche et
son équivalent en terme de sources virtuelles à droite
Le système optique opère alors un agrandissement des interfranges d’un facteur fL , autre-
ment dit, une diminution de leur fréquence spatiale d’un facteur Lf . Si l’agrandissement des in-
terfranges est suffisamment important, il est alors possible d’échantillonner l’interférogramme
obtenu et de reconstruire le spectre du signal. Comme dans le cas de la configuration mobile, le
pas d’échantillonnage pe détermine la nombre d’onde maximal σmax que le spectromètre pour











Le choix de L et de f permet alors de fixer la gamme spectrale analysable du spectromètre.
Pour un pas de détecteur donné, la longueur d’onde minimale est alors proportionnelle au fac-










où xmax désigne la taille de la barrette de photodétecteurs. Ceci signifie que la résolution spec-
trale δσ est liée à la largeur xmax de la barrette de photodétecteurs et au facteur Lf effectué sur les
modulations. Nous pouvons déjà voir qu’il y a un compromis à faire entre la résolution spectrale
et la gamme de longueur d’onde.
La mesure de l’intensité se faisant sur la barrette de détecteur, il faut alors tenir compte de
l’épaisseurs des pixels.
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1.1.5.2 Effet de la taille des détecteurs
La largeur des détecteurs a pour effet de mesurer la moyenne de l’interférogramme sur le








Dans le cas où l’interférogramme est échantillonné par des détecteurs de largeur w, il est



















Ainsi, le spectre est périodisé comme dans le cas de l’échantillonnage ponctuel et est mul-
tiplié par une fonction en sinus cardinal dépendant de la taille du détecteur. Cela a pour effet
de diminuer le contraste des franges d’interférence pour des nombres d’onde élevés. La figure
1.7 représente l’effet de la largeur w des détecteurs sur le spectre. Nous avons représenté la
reconstruction du spectre autour de σ = 0. Dans cet exemple, la largeur w est égale à 80 % de






FIG. 1.7 – Reconstruction du spectre, effet de l’échantillonnage spatiale de l’interférogramme
Le spectre est ainsi modifié. La connaissance de la largeur des détecteurs permet de rehaus-
ser le spectre mais risque d’augmenter le bruit au niveau des hauts nombres d’onde.
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1.1.6 Conclusion
Dans cette partie, nous avons énoncé les principaux éléments concernant la spectrométrie
de Fourier. Ceci nous permet maintenant d’aborder les principaux spectromètres compacts exis-
tants afin d’introduire le spectromètre LLIFTS développé durant cette thèse.
1.2 Spectromètre de Fourier à réseaux entre-croisés
Les récents développement des systèmes micro-électro-mécaniques (MEMS) ont permis la
réalisation et la miniaturisation de capteurs. Ce domaine de recherche utilise les technologies
de la micro-électronique pour réaliser des systèmes de taille micro-métrique actionnés par des
transducteurs électromagnétiques.
Dans cet exemple [14], le signal dont nous voulons déterminer le spectre est collimaté sur
deux réseaux de miroirs entre-croisés. La taille de chaque élément des réseaux et leur agence-
ment sont optimisés pour ne réfléchir que l’ordre zéro de diffraction. L’un des réseaux est fixe
tandis que l’autre est mobile et actionné par un transducteur électromagnétique. Une partie du
signal est réfléchie par le réseaux de miroirs mobiles, l’autre partie est réfléchie par le réseaux
de miroirs fixes. L’interférogramme est mesuré en fonction du déplacement du réseaux de mi-







FIG. 1.8 – Schéma de principe du spectromètre de Fourier à réseaux entre-croisés à gauche et
image des réseaux entre-croisés à droite
Les avantages de ce spectromètre sont sa compacité (5x5x0.5 mm), son intégrabilité et son
étendue, c’est-à-dire, la quantité de lumière atteinte par le détecteur. Néanmoins, la différence
de marche maximale de ce spectromètre est de l’ordre de la centaine de micromètres limitant
ainsi sa résolution. Ce spectromètre atteint une résolution de l’ordre δλ = 13 nm à λ = 1544
nm [15]. De plus, le contrôle des éléments est plus difficile sur de grandes distances nécessitant
ainsi des traitements de données supplémentaires.
1.3 Interférence par des milieux biréfringents
En transformée de Fourier statique, une méthode pour créer un profil d’interférence à partir
d’un faisceau unique est de considérer la polarisabilité de la lumière. Un milieu biréfringent est
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par définition un milieu où la lumière parcourt un chemin optique différent selon sa polarisation.
L’utilisation de prismes de Wollaston permet de séparer un faisceau non-polarisé en deux fais-
ceaux polarisés parcourant une distance optique différente. En utilisant un prisme de Wollaston
en sortie du premier, les deux polarisations se recombinent et créent ainsi un profil d’inter-
férence localisé. La figure 1.9 schématise le principe. La lumière incidente est non polarisée,
c’est-à-dire qu’elle présente les deux polarisations liées au milieu biréfringent. Sur cette figure,
les trajets de deux polarisations sont schématisées. Les deux polarisations viennent interférer
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FIG. 1.9 – Schéma du spectromètre basé sur les prismes de Wollaston à gauche et photographie
de l’instrument à droite
La résolution du spectromètre est δλ = 10 nm à λ = 570 nm [16]. Les récents développe-
ments [17,18] de cette configuration ont abouti à un instrument de petite taille (25x25x6mm3) [16]
dont la compacité est limitée par la taille de la matrice de détecteurs. Ce dernier point limite
l’intégrabilité planaire de l’instrument.
1.4 Echantillonnage d’onde stationnaire
A la fin du 19ème siècle, le physicien et inventeur Gabriel Lippmann met au point un pro-
cédé de reproduction photographique basée sur une méthode interférentielle. Un substrat de
verre est recouvert d’une émulsion photosensible à base de nitrate d’argent et de bromure de
potassium. La couche photosensible est placée au contact de mercure lors de la prise de vue.
Les ondes lumineuses se réfléchissent sur le miroir de mercure et interfèrent avec elles-même à
sa surface. La plaque photosensible enregistre alors la figure d’interférence produite par chaque
longueur d’onde. Après le temps de pose, il suffit alors d’éclairer la plaque en lumière blanche
pour voir la photographie.
Sur ce principe, des spectromètres compacts ont vu le jour. Nous nous proposons d’en don-
ner quelques exemples.
1.4.1 Onde stationnaire en technologie MEMS
Dans la référence [19], le spectromètre est réalisé en technologie MEMS (Micro Electro
Mechanical Systems). Le spectromètre est composé d’un miroir mobile contrôlé par un actua-
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teur et d’un détecteur. La lumière émise dans le système est réfléchie par le miroir mobile. Une
figure stationnaire se créée alors entre l’onde incidente et l’onde réfléchie. Le détecteur est un
film suffisamment fin devant l’interfrange de l’onde stationnaire et absorbe peu de lumière pour





FIG. 1.10 – Schéma de principe du spectromètre à onde stationnaire en technologie MEMS
Sur ce schéma, nous avons représenté les intensité Ii incidente et Ir réfléchie par le miroir
mobile, l’onde stationnaire résultante, ainsi que le détecteur. L’onde stationnaire se déplace dans
le dispositif par le mouvement z du miroir et le détecteur mesure l’intensité de cette onde en
fonction z.
Dans ce spectromètre, le détecteur joue un rôle important. En effet, il doit absorber suffi-
samment de signal, sans pour autant perturber l’onde stationnaire créée entre l’onde incidente
et l’onde réfléchie. De plus, un phénomène de résonance apparaît entre le miroir et le détecteur
qui détériore le contraste des franges d’interférences dans le dispositif.
La résolution atteinte est [20] δλ = 6 nm à λ = 633 nm, ce qui correspondrait à environ δλ =
43 nm à λ = 1700 nm adaptée dans le proche infra-rouge.
1.4.2 Onde stationnaire en optique intégrée : SWIFTS
Le SWIFTS est l’adaptation du principe de Lippmann en optique intégrée. Dans la réfé-
rence [21], l’onde stationnaire est créée dans un guide optique. Le signal est couplé dans un
guide optique, séparé en deux parties idéalement égales puis interfère dans un guide droit créant
ainsi une onde stationnaire. Le guide optique est un guide de surface et une partie de la lumière
se propageant dans ce guide interagit avec des plots d’or déposés à sa surface. Au niveau de
chaque plot d’or, une partie de l’onde stationnaire est alors diffractée et mesurée par un dé-
tecteur. Sur la figure 1.11, sont représentés à gauche, le schéma des interférences produite en
lumière blanche (c’est-à-dire pour un spectre large) et à droite les résultats obtenus sur un guide
en technologie d’échange ionique sur substrat de verre.
Les plots d’or sont déposés tous les 2,7 µm et ont une largeur de 50 nm. Les premières
mesures [21] ont été réalisées en injectant un signal des deux côtés du guide droit. En appliquant
un déphasage, l’onde stationnaire se déplace dans le guide droit. Pour différentes valeurs du
déphasage, l’onde stationnaire a été mesurée. Les premiers résultats ont donné un pouvoir de
résolution de 95 à une longueur d’onde de 863 nm. Néanmoins, les plots sont trop rapprochés
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(a) (b)
FIG. 1.11 – (a) : Schéma de principe du SWIFTS éclairé en lumière blanche extrait de la réfé-
rence [22] et (b) mesures de la lumière diffractée par les plots d’or extrait de la référence [21]
pour utiliser des barrettes de photodétecteurs disponibles sur le marché.
1.5 Interféromètres en optique intégrée
1.5.1 Interféromètres en optique intégrée : mesure déportée
L’apport de l’optique intégrée est clairement la compacité et l’intégrabilité planaire. Elle
permet de concevoir des structures planes et compatibles avec les processus de fabrication en
microélectronique. Plus spécifiquement, l’optique intégrée sur verre par échange d’ions permet
de fabriquer des composants sur un substrat de verre en une étape de lithographie.
Les travaux réalisés [23, 24] par A. Brandebourg ont mené à la conception d’un interféro-
mètre en optique intégrée sur verre. La figure 1.12 représente le montage de l’interféromètre.
Sur cette figure est représenté un laser à semi-conducteur. La lumière issue de ce laser est cou-
plée dans un composant optique. Ce composant optique est une jonction-Y d’écart d en sortie
où la puissance du signal est idéalement divisée en deux. Les signaux sortent alors du com-
posant optique et sont diffractés par l’ouverture numérique des guides optiques. Une lentille
cylindrique permet de focaliser verticalement la figure d’interférence sur une barrette de photo-
détecteurs CCD.
La distance entre la sortie de la jonction-Y et les capteurs CCD est de 17 cm. Elle permet
d’obtenir des franges d’interférences de largeur constante sur la largeur du détecteur. Néan-
moins, cette distance ne le rend pas convenable pour une utilisation en spectrométrie compacte.
1.5.2 Interféromètres compacts
D’autres part, des interféromètres [25, 26] de taille compacte ont été réalisés en optique
intégrée sur verre. La figure 1.13 présente le principe de l’interféromètre. Le signal est injecté
dans un guide droit. Comme précédemment, une jonction-Y sépare la puissance en deux parties.
Les signaux parcourent les deux bras jusqu’à des tapers qui élargissent le signal de manière
adiabatique. Un guide plan permet de guider verticalement la lumière jusqu’à l’arête de sortie
du composant.
La figure d’interférence est alors mesurée à la sortie du composant. Néanmoins, Cet inter-
féromètre n’est pas prévu pour faire apparaître un nombre de franges d’interférence important
qui, rappelons-le détermine la résolution spectrale du spectromètre.
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FIG. 1.12 – Schéma de l’interféromètre de Brandebourg extrait de la référence [23]
FIG. 1.13 – Schéma de l’interféromètre extrait de la référence [25]
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1.6 De l’interférométrie à la spectrométrie
1.6.1 Spectromètre à jonction-Y
La première idée est d’étendre le signal sur une plus grande largeur afin de faire apparaître
un maximum de franges et ainsi augmenter la résolution. L’interféromètre introduit précédem-
ment peut alors être modifié dans ce sens. Les tapers peuvent être rétrécis afin d’augmenter la
diffraction de chaque sortie. L’écart en sortie des deux bras de la jontion-Y fixe l’agrandissement
effectué sur les franges d’interférences. Si les interfranges sont assez grandes, la figure d’inter-
férence peut être convenablement échantillonnée au sens de Shannon-Nyquist. Les guides de
sortie de la jonction-Y sont alors orientés de sorte que les faisceaux qui en sont issus se croisent
à une distance assez grande pour satisfaire le critère de Shannon-Nyquist. La figure 1.14 sché-
matise le spectromètre basé sur l’interféromètre précédemment introduit. Nous représentons à
gauche, le spectromètre dans sa globalité. Celui-ci comprend une jonction-Y détaillée à droite,







FIG. 1.14 – Schéma global du spectromètre basé sur l’interféromètre de la référence [25]
Si nous considérons une barrette de photodétecteurs de 1024 éléments et avec une largeur
de pixels de 25 µm, la largeur totale de détection en face de sortie est 2,56 cm. La figure 1.15
représente les intensités issues des bras de la jonction-Y obtenue à 4 cm de la sortie du taper
dans le cas d’un contraste d’indice de réfraction de 3,5 10−2. Les guides planaires en sortie de la
jonction-Y ont une largeur de 2 µm. La méthode de simulation utilisée est le théorème intégral
de Helmholtz-Kirchhoff appliquée dans le plan.
Sur cette figure, nous constatons que les intensités ont une tendance de type gaussien. Les
intensités se recouvrent bien sur leur largeur et nous nous attendons à obtenir un système de
franges d’interférence.
Néanmoins, comme nous pouvons le constater sur cette figure, les intensités ne recouvrent
pas la totalité des détecteurs. L’ouverture numérique des guides, c’est-à-dire, leur cône maxi-
male de diffusion est limité par le contraste d’indice. L’inclinaison des bras de sortie de la
jonction-Y reste possible, mais cela élargirait le composant.



















FIG. 1.15 – Intensités issues des bras gauche (en pointillés) et droit (en trait plein) de la jonction-
Y en fonction de la distance sur les photodétecteurs. La zone grise représente le lieu des inter-
férences
1.6.2 Spectromètre LLIFTS
L’idée du LLIFTS est d’obtenir un contraste étendu sur la largeur des détecteurs tout en
limitant le signal perdu, c’est-à-dire, le signal n’atteignant pas les détecteurs. Pour ceci, nous
modifions les guide de sortie de la jonction-Y précédemment introduite par une structure appro-
priée. La figure 1.16 schématise le spectromètre LLIFTS. La lumière est injectée par couplage
dans le guide d’entrée et une jonction-Y permet de la séparer en deux parties idéalement de
puissances égales. La lumière atteint alors la structure courbe qui est composée d’un guide
courbe dont le rayon de courbure permet une fuite réfractive de la lumière. L’approche du guide
plan le long de la propagation angulaire permet le couplage de la lumière du guide courbe dans
le guide plan par effet tunnel. Au niveau d’un bras, la lumière fuit au fur et à mesure qu’elle
parcourt la structure courbe. Le guide plan joue alors deux rôles : celui de contrôler la fuite de
lumière et ainsi d’obtenir un profil d’interférence particulier sur les détecteurs et celui de guider







FIG. 1.16 – Schéma globale du spectromètre LLIFTS
De façon similaire à l’interféromètre de Brandebourg [23], les franges d’interférences ob-
tenues sur les détecteurs sont agrandies par un facteur dépendant de la distance de la structure
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courbe aux photodétecteurs et du rayon de courbure du guide courbe.
Un problème subsiste alors dans la récupération du signal. En effet, dans le cas de l’inter-
féromètre de Michelson, la figure d’interférence obtenue par un signal monochromatique est
idéalement sinusoïdale. Due à la géométrie de notre instrument, cette même figure ne sera pas
sinusoïdale. Un traitement est alors nécessaire afin d’obtenir le spectre du signal.
Les avantages de ce composant sont dans l’intégration, la simplicité de réalisation et l’ab-
sence de pièces mobiles. La taille du composant optique sera de l’ordre de 50x25x3mm et la réa-
lisation ne nécessite qu’une étape technologique de type microélectronique. Les inconvénients
sont la nécessité d’injecter le signal dans une fibre optique ainsi que sa résolution modérée ( δλ
= 5 nm à λ = 1550 mn).
Le spectromètre LLIFTS est donc destiné à une utilisation fibrée où la haute résolution
n’est pas nécessaire et où la compacité et la solidité sont souhaitées. Les caractéristiques de
ce spectromètre peuvent correspondre à celles actuellement disponibles sur le marché dans le
domaine du proche infrarouge mais avec des systèmes de micro optiques ou plus complexes.
Cette introduction nous mène aux objectifs de la thèse.
1.7 Objectifs et plan de la thèse
Dans ce premier chapitre, nous avons introduit le principe du spectromètre LLIFTS en don-
nant quelques élément de la spectrométrie de Fourier. Durant ces trois années de thèse, les
objectifs ont été les suivants :
Le premier objectif a été de modéliser l’ensemble du spectromètre depuis l’excitation du
guide d’injection jusqu’à l’arête de sortie du composant.
Le premier élément de cet objectif a été de modéliser la structure courbe qui est le coeur
du spectromètre et d’analyser les problèmes liés à cette structure. Cette structure comprend un
guide courbe couplé avec un guide plan. Pour cela, nous avons adapté une méthode modale
de Fourier (AFMM). Une approximation nous permet de modéliser cette structure en deux
dimensions. Cette modélisation fait l’objet du chapitre 2.
Le deuxième élément de cet objectif a été de modéliser l’intensité qui atteint les photodétec-
teurs à partir de l’excitation de cette structure courbe. Une fois cette partie modélisée, il a fallu
étudier une méthode de récupération du spectre à partir des interférences produites. Cette étude
fait l’objet du chapitre 3.
Le deuxième objectif a été de réaliser un premier composant au laboratoire IMEP-LAHC
en utilisant la technologie d’échange ionique disponible. Une première caractérisation a été
effectuée sur ce premier composant et cette étude fait l’objet du chapitre 4.
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Chapitre 2
Modélisation de la structure courbe
Dans le chapitre précédent, nous avons vu que le modèle développé dans cette thèse est
composé de deux parties : la modélisation de la structure courbe en deux dimensions et la
modélisation des interférences au loin. Dans ce chapitre, nous développons la modélisation de
la structure courbe. Pour cette modélisation, nous avons utilisé une méthode modale de Fourier
apériodique, autrement appelée Aperiodic Fourier Modal Method (AFMM). Cette méthode est
la combinaison d’une méthode modale de Fourier et de l’utilisation de milieux absorbants non
réfléchissants, appelées Perfectly Matched Layers (PMLs).
Nous commençons par présenter les motivations qui nous ont menées à choisir l’AFMM
parmi les méthodes communément utilisées. Nous l’appliquons ensuite à la structure du guide
courbe simple. Pour cela, nous utilisons un plan conforme dans lequel le guide est droit et a
une distribution d’indice de réfraction exponentielle. Puis nous validons l’AFMM en la compa-
rant avec d’autres méthodes. Afin de contrôler la fuite de la lumière le long du guide courbe,
nous utilisons le couplage avec un guide plan de même indice de réfraction. Afin d’optimiser
cette fuite, nous faisons varier la distance entre le guide courbe et le guide plan le long de la
propagation. Pour prendre en compte cette variation, il nous faut mettre en cascade plusieurs
sections. Nous exposons donc la méthode de mise en cascade. Nous validons ensuite la méthode
concernant l’ajout du guide plan. Enfin nous concluons sur le modèle de l’AFMM appliqué à la
structure courbe.
2.1 Motivations et choix de l’AFFM
La technologie actuelle nous permet de concevoir des guides optiques de contrastes d’indice
de réfraction variés allant typiquement de 10−2 dans le cas de l’échange d’ions K+/Na+ sur
substrat de verre à 2 dans le cas du SOI (Silicon On Insulator). Plus le contraste d’indice de
réfraction est grand, plus la lumière est confinée dans le guide. Comme nous cherchons à faire
fuir la lumière en courbant le guide, plus le contraste d’indice de réfraction est grand, plus il
faudra le courber. Inversement, plus le contraste d’indice de réfraction est faible, moins le guide
devra être courbé. De plus, la configuration planaire des guides nous permet de simplifier le
problème à une modélisation 2D. Ainsi, nous cherchons une méthode de simulation de guide
courbe en deux dimensions qui soit adaptable aux petits rayons comme aux grand rayons de
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courbure. Nous donnons un aperçu non-exhaustif des méthodes de simulation existantes en y
relevant les avantages et les inconvénients. Toutes ces méthodes ont pour but de résoudre les
équations de Maxwell dont l’expression générale dans les milieux diélectriques, linéaires, sans
charge ni courant est :
∇ · (εE) = 0, (2.1)
∇ · (µH ) = 0, (2.2)
∇∧E = −∂µH∂t , (2.3)
∇∧H = ∂εE∂t , (2.4)
où E et H sont les champs électrique et magnétique, ε et µ sont respectivement les permitti-
vités électrique et perméabilité magnétique du milieu, ∇· est l’opérateur divergence et ∇∧ est
l’opérateur rotationnel.
2.1.1 Différences finies dans le domaine temporel
La FDTD (Finite Differences Time Domain) [27] est une des méthodes de simulation les
plus utilisées pour la résolution des équations de Maxwell. Elle repose sur un maillage de la
zone de simulation et la discrétisation des équations de Maxwell. Sur la figure 2.1, nous avons





FIG. 2.1 – Schéma du maillage de la structure en cartésien (à gauche) et en cylindrique (à droite)
Sur cette figure, la zone grise correspond au guide courbe qui a un indice de réfraction plus
élevé que celui du milieu symbolisé par la zone blanche. A gauche, le maillage du guide courbe
est cartésien et la courbure est approchée par une discrétisation en marche d’escalier. A droite,
le maillage est cylindrique et la courbure est bien représentée. Nous pouvons d’ores et déjà
constater que le maillage cartésien n’est pas adapté au problème du guide courbe. Le maillage
au niveau des interfaces du guide présente, en effet, un crénelage qui peut perturber l’évolution
de la fuite du champ sur de longues distances [28]. Le maillage cylindrique est plus adapté.
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Les équations 2.3 et 2.4 montrent que les champs E et H sont liés et que la connaissance
de ces champs à un instant t0 nous permet de connaître ces champs à un instant t1 > t0 et ceci
dans toute la zone de simulation.
La force de la FDTD réside dans la large diversité des milieux qui peuvent être simulés (mé-
tallique, diélectrique, non-linéaire, anisotrope) car la permittivité électrique et la perméabilité
magnétique peuvent être arbitrairement choisies. Cette méthode étant une méthode temporelle,
c’est-à-dire qu’une excitation peut contenir plusieurs fréquences, une simulation suffit pour ob-
tenir la réponse de la structure en fréquence. Enfin, en utilisant des conditions appropriées aux
limites de la zone de simulation, une méthode de calcul de champ lointain permet d’étendre
le domaine de simulation. Pour notre problème, la FDTD serait intéressante pour simuler la
réponse spectrale du guide courbe à une excitation ayant un spectre large.
Les points faibles de la FDTD viennent de la discrétisation spatiale. En effet, pour que la
simulation soit concluante, il nous faut prendre un pas en espace (∆x,∆y) qui soit une fraction
(en générale, un dixième) de la longueur d’onde λ des ondes dont nous cherchons à simuler





< ∆x2 +∆y2, (2.5)
où c0 est la vitesse de la lumière dans le vide et n l’indice de réfraction du milieu que nous
voulons simuler. Si nous cherchons à simuler une structure courbe dans le cas de l’échange
d’ions Ag+/Na+, la courbure typique pour notre application est de 500 µm et la longueur d’onde
travaille est λ = 1 µm dans le milieu. La simulation est effectuée sur un quart de cercle. Le pas
de simulation
√
∆x2 +∆y2 doit être inférieur à une fraction de la longueur d’onde dans le milieu
que nous choisissons en générale égale à λ10 . Le temps approximatif de parcours de l’onde sur















A chaque itération en temps, Nx ∗Ny termes doivent être calculés pour chaque composante
des champs, Nx et Ny représentant le nombre de points respectivement en x et en y. Si nous bor-
nons la zone de simulation avec des conditions au limites adaptées, seuls quelques points sont
nécessaires pour décrire la section transversale du guide, mais le nombre de points dans la sec-
tion longitudinale reste important. Nous pouvons estimer la largeur transversale de simulation







Ceci nous donne un nombre approximatif de 109 composantes de champ à calculer pour
obtenir la simulation temporelle de l’excitation du guide courbe. Malgré l’intérêt de la FDTD
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sur le domaine temporel, un nombre important d’opérations est à effectuer pour des grands
rayons de courbure.
Nous en concluons que la FDTD est adaptée pour simuler l’évolution des champs dans guide
courbe de faibles rayons de courbure mais n’est pas adaptée pour des grands rayons de courbure.
Enfin, notons que le MIT a développé une FDTD en repère cylindrique [29] qui pourrait servir
de référence.
En revanche, il existe d’autres méthodes plus rapides en adoptant en contre partie certaines
approximations. Celles-ci sont en générale utilisées à ω constant, c’est à dire, que l’on peut
étudier le champ sans dépendance temporelle.
A défaut d’obtenir la réponse temporelle de l’excitation du guide courbe, nous pouvons
obtenir sa réponse fréquentielle. Ceci s’effectue en considérant les harmoniques temporelles
des champs électromagnétiques.
2.1.2 La méthode de propagation d’ondes
La méthode de propagation d’ondes (BPM) est une des méthodes les plus utilisées dans la
conception et modélisation de composants optiques [30]. Cette méthode fait son apparition en
1978 [31]. La première formulation fait apparaitre une approximation paraxiale où l’enveloppe
de l’onde varie peu dans la direction de propagation. Cette méthode ne considère pas l’évolu-
tion dans le temps comme la FDTD mais est basée sur l’étude harmonique. Les champs ont
une dépendance en ejωt où ω est la pulsation du champ modélisée. Compte tenu de cette dépen-
dance et en considérant les équations 2.3 et 2.4, nous obtenons l’équation d’Helmholtz pour,







2Ez = 0, (2.8)
où n est l’indice de réfraction du milieu et k0 le vecteur d’onde du champ. L’approximation
paraxiale revient à considérer que le champ se propage principalement dans la direction y et que
son enveloppe varie peu dans cette direction. Ces approximations se traduisent par l’expression
suivante :

















Nous nous ramenons ainsi à une dérivée partielle du premier ordre en y. Ainsi, connaissant
le champ en y, nous pouvons calculer le champ en y+∆y.
Il existe plusieurs versions de la BPM faisant intervenir la Transformée de Fourier Ra-
pide [31], les différences finies [32, 33] ou encore les éléments finis [34]. La BPM grand
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angle permet de limiter l’approximation paraxiale grâce à l’approximation de Padé [35]. Des
études [36] ont été faites sur les phénomènes de battement de mode en utilisant une version
curviligne de la BPM avec les approximations de Padé. Il a été montré que cette méthode peut
donner des résultats pour des rayons de courbure relativement faibles. Mais celle-ci alourdit les
algorithmes et ralentit la méthode de simulation. De plus, la variation lente de l’enveloppe ne
peut être satisfaite si nous voulons étudier les phénomènes de battements de modes dans des
guides courbes de très faibles rayons de courbure.
Si nous voulons pouvoir étudier le comportement de chaque mode dans le guide courbe, il
nous faut une méthode modale.
2.1.3 Développement en modes à fuite : fonctions de Bessel
Certains modes de propagation du guide courbe peuvent être déterminés analytiquement à
partir des fonctions de Bessel [37]. La figure 2.2 schématise un guide courbe de largeur w, de
rayon R et de répartition d’indice de réfraction n. Le coeur du guide a un indice de réfraction n1














FIG. 2.2 – Schéma de la distribution d’indice de réfraction radiale
De récentes recherches menées [38] ont permis de calculer les modes à fuites se propageant
dans le guide courbe. La détermination de ces modes revient à étudier le régime libre de pro-
pagation. Comme les champs se propagent selon θ, une dépendance en ejνθ est imposée où ν
est la constante de propagation angulaire. La combinaison des équations de Maxwell 2.3 et 2.4












φ = 0, (2.11)
où φ désigne soit la composante Ez champ électrique ou Hz du champ magnétique, n la ré-
partition d’indice de réfraction et k0 le vecteur d’onde. La solution générale de cette équation
différentielle est, dans chaque région, une combinaison linéaire de fonctions de Bessel (Jν,Yν)
et de Hankel (H(1)ν ,H(2)ν ). Compte tenu des conditions aux limites, c’est-à-dire que le champ
est borné en r = 0 et qu’une seule onde se propage vers les r positifs à l’extérieur du guide, le
champ φ s’exprime :




A0Jν(n0k0r) pour 0≤ r ≤ R
A1Jν(n1k0r)+B1Yν(n1k0r) , pour R≤ r ≤ R+w
A2H
(2)
ν (n0k0r) pour r ≥ R+w
. (2.12)
Il nous faut maintenant considérer deux cas bien distincts : les modes de galerie et les modes
à fuite. En effet, nous regardons la propagation d’une onde dans la direction θ. Lorsque la lu-
mière fait un tour complet dans le guide, elle interfère avec elle-même. En tenant compte de
la périodicité selon θ, la valeur ν prend un nombre fini de valeurs entières. Les modes ainsi
obtenus sont appelés modes de galerie [39]. Dans notre cas, nous nous intéressons aux modes
se propageant selon θ sans tenir compte de cette périodicité. Afin de représenter cette indépen-
dance de la périodicité, nous pouvons imaginer le guide courbe sous forme d’une hélicoïde.
Ainsi la lumière se propage sans interférer avec elle-même. La figure 2.3 représente les deux
visions adoptées du guide courbe dans le cas des modes de galerie (à gauche) et dans le cas des





FIG. 2.3 – Schéma de propagation des modes de galerie et des modes à fuite
Physiquement, l’excitation des modes à fuite consiste à considérer une infinité d’énergie à
un temps infini avant l’observation. La figure 2.4 schématise cette excitation. L’énergie parcours





Allure de l’amplitude en valeur 
absolue du mode à fuite
excitation
FIG. 2.4 – Schéma d’excitation des modes à fuite
Cette figure montre l’allure en valeur absolue du mode observé. Ce mode ne voit sa va-
leur absolue diminuer qu’à l’infini. Nous pouvons alors comprendre que les modes à fuite ne
peuvent pas expérimentalement être observés. Néanmoins, ces modes ont des propriétés inté-
ressantes dont la possibilité d’être normalisés et ils sont orthogonaux au sens de Poynting [38].
En reprenant les solutions (2.12) dans le cas des modes à fuites et en considérant les conditions
de continuité des champ tangentiels aux interfaces, nous obtenons le système matriciel :









 = 0, (2.13)
où les coefficients A0, A1, B1 et A2 sont les solutions et M est une matrice 4×4 contenant, entre
autres, les évaluations des fonctions de Bessel et Hankel d’ordre ν aux interfaces. La recherche
de solutions non-triviales entraîne que le déterminant de la matrice M doit être nul. Ce dernier
point nous donne des valeurs discrètes de ν. Les fonctions de Bessel et de Hankel intervenant
dans ce déterminant sont à ordre ν complexe. Ces fonctions étant en général programmées
pour être utilisées à ordre ν réel, des développements uniformes sont nécessaires [40]. Ceux-ci
permettent d’approcher les fonctions avec une bonne précision tant que l’ordre ν et l’argument
nk0r sont suffisamment différents [38]. Dans le cas de guide fortement courbés, l’ordre ν a une
partie imaginaire élevée et les développements uniformes sont valable.
Malgré, la recherche des zéros du déterminant s’effectue par des méthodes qui demande des
valeurs de départ (méthode de Newton, méthode de la sécante). Si cette valeur n’est pas suffi-
samment proche, la recherche des zéros dans le plan complexe peut être relativement longue.
Enfin, l’ensemble des modes à fuites ne constitue pas une base de mode du guide courbe.
Autrement dit, la seule connaissance de ces modes ne nous permet pas de simuler convenable-
ment la propagation du champ.
Pour conclure, le développement en mode à fuite ne convient pas pour la simulation de
structure courbe puisque’elle ne prend pas en compte tous les modes de propagation. Cette
méthode servira néanmoins de référence par la suite.
2.1.4 Développement en modes propres dans plan conforme
Afin de modéliser le guide courbe, beaucoup de méthodes basées sur le plan conforme [41]
ont été développées en utilisant, par exemple, la BPM en différences finies [42], une méthode
analytique basée sur l’approximation de l’exponentielle [43] ou encore la méthode des perturba-
tions [44]. En 2002, P. Bienstman [45] a proposé l’application de la méthode de développement
en mode propres (EigenMode Expansion ou EME) dans le plan conforme.
Dans le plan conforme, la répartition d’indice de réfraction de la section de propagation du
champ est multipliée par une fonction exponentielle (décrite dans la partie 2.3.2). La figure 2.5
présente la section transverse à la propagation dans le plan conforme.
Cette figure décrit la zone de simulation. Celle-ci est composée au centre, du profil d’indice
de réfraction du guide, de chaque coté, de couches qui absorbent le champ sans le réfléchir appe-
lées PMLs (décrites dans la partie 2.3.10) et, aux extrémités, de murs métalliques qui imposent
au champ d’être nul. La répartition d’indice de réfraction totale est discrétisée en marches d’es-
caliers et chaque tranche a un indice de réfraction constant.
La méthode réside dans le calcul des modes propres de la structure. Dans chaque tranche i,
les champs s’expriment de manière générale :










FIG. 2.5 – Schéma du plan conforme dans le cas de la EME
φn(ui) = Ai,n cos(βnui)+Bi,n sin(βnui) , (2.14)
où Ai,n et Bi,n sont les coefficients du mode propre φn dans la tranche i, βn est la constante
de propagation du mode propre n et ui est la variable u dans la tranche i. En appliquant les
conditions de continuité et de discontinuité du champ et de sa dérivée aux interfaces de chaque
tranche nous obtenons un système matriciel qui lie les coefficients Ai,n et Bi,n entre eux. La
condition d’annulation du champ par les murs métalliques mène à la résolution d’un système
homogène [46] et à l’annulation du déterminant d’une matrice. Comme dans le cas précédent,
les constantes βn sont déterminées par les zéros de ce déterminant. Les coefficients Ai,n et Bi,n
sont ensuite déterminés pour chaque mode à une constante près. Enfin, la normalisation des
modes au sens de Poynting fixe cette constante.
La précision de cette méthode, pour ce qui est de la détermination des modes, est basée
sur le nombre de tranches prises en compte pour discrétiser la fonction exponentielle. Pour la
propagation du champ, la précision est basée sur le nombre de modes pris en compte.
Cette méthode est puissante dans le sens où le calcul de seulement quelques modes suf-
fit pour obtenir une bonne précision. Néanmoins, plus le rayon de courbure est petit, plus la
fonction exponentielle croît. Pour garder une bonne précision sur la discrétisation de cette fonc-
tion, il est alors nécessaire de diminuer le pas de discrétisation. Ceci a pour effet de prendre en
compte un nombre de tranches plus important et d’augmenter le temps de calcul.
Afin de s’affranchir de la discrétisation de la fonction exponentielle, une autre manière de
la modéliser est de la décrire dans l’espace de Fourier. C’est que nous proposons dans la partie
suivante.
2.2 Introduction à l’AFMM
La RCWA (Rigorous Coupled Wave Analysis) est une méthode modale de Fourier initiale-
ment développée pour l’étude des réseaux de diffraction. Elle est basée sur la décomposition en
série de Fourier des permittivités et perméabilités qui définissent le réseau étudié. Ceci a pour
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conséquence de décomposer le champ électromagnétique (E,H) solution du problème en série






FIG. 2.6 – Schéma de structure d’un réseau
Le réseau est défini sur plusieurs couches dans la profondeur z. Une onde électromagnétique
(E,H) quelconque incidente au réseau est réfléchie et transmise par celui-ci. Chaque couche du
matériau diélectrique est définie par sa permittivité et sa perméabilité relative. Ces dernières
sont décomposées en série de Fourier selon l’axe x avec un certain nombre d’harmoniques, ce
qui entraine la décomposition en série de Fourier des solutions et le problème est ainsi résolu
dans l’espace de Fourier.
Au sens de l’électromagnétisme, la RCWA est rigoureuse car elle ne fait aucune approxi-
mation si nous considérons des réseaux lamellaires. Ceci signifie que les solutions obtenues
tendent vers leur valeurs présumées exactes pour un nombre d’harmoniques infini. Cette mé-
thode voit le jour dans les années 70 par les travaux de M. Nevière [47], K. Knop [48] et M.
G. Moharam [49]. Elle donne ses premiers résultats précis [50] sur la simulation d’ordre de
diffraction par des réseaux obliques par les travaux de M. G. Moharam and T. K. Gaylord. Elle
est appliquée aux calculs de transmission et réflexion de plusieurs types de réseaux [51–56]
mais souffre encore de lenteur de convergence pour les modes polarisés TM. En 1995, des so-
lutions sont proposées, d’une part, par P. Lalanne et G. Michael Morris [57], d’autre part, par
G. Granet et B. Guizal [58] sur la formulation des équations matricielles qui mène à une bien
meilleure convergence en polarisation TM. En 1996, Li [59] propose une méthode d’utilisation
du produit de Fourier dans les méthodes modales de Fourier expliquant ainsi les problèmes de
convergence. La même année, Li propose un algorithme de calcul matriciel stable [59] dont
nous nous servons dans cette thèse.
En 2000, P. Lalanne et E. Silberstein [60] proposent de simuler la réflexion et la transmis-
sion d’un réseau non pas décrit sur le plan d’incidence dans le cas de la RCWA mais dans la
profondeur. La figure 2.7 détaille comment le problème est transposé. Le schéma de droite re-
présente le réseau simulé et le schéma de gauche représente son équivalent dans le cas de la
RCWA. Le réseau simulé correspond à une période de son équivalent en RCWA.
La structure est périodisée de la même façon que précédemment. La propagation s’effectue
selon l’axe z où différentes sections sont mises en cascade. La figure 2.7 montre la correspon-

















FIG. 2.7 – Schéma du passage au problème plan
dance de la section 1 entre les deux représentations. Comme l’étude ne porte que sur une période
du réseau, des couches absorbantes sont ajoutées de chaque coté de la zone étudiée. La méthode
donne de très bons résultats en comparaison avec d’autres modèles [61, 62]. Les couches ab-
sorbantes sont définies par un gradient d’indice de réfraction imaginaire. Ce n’est qu’en 2001
que les couches absorbantes non-réfléchissantes, autrement appelées PMLs (Perfectly Matched
Layers) sont introduites dans la RCWA et comparées avec d’autre types de couches absorbantes.
Les PMLs anisotropes initialement proposées par J.P. Bérenger en 1994 sont mathématique-
ment formulées par Z.S. Sacks [63]. En 2001, la RCWA, initialement du domaine des réseaux
de diffraction, est adaptée à l’optique intégrée [64]. Les résultats sont comparables aux autres
méthodes et la RCWA combinée avec les PMLs apporte une rapidité non négligeable au cal-
cul d’indice effectif de propagation des modes dans les guides optiques. En 2005, différents
types de PMLs sont comparées [65], les PMLs à transformée de coordonnées complexes sont
démontrées plus efficaces pour la convergence de la méthode. En 2006, la méthode qui com-
bine la RCWA et les PMLs est baptisée l’AFMM (Aperiodic-Fourier Modal Method). Elle est
utilisée pour l’étude de micro-résonateurs [66] comme des micro-piliers [67, 68] ou des micro-
disques [69]. Elle est aussi utilisée pour l’étude de cristaux photoniques [70–74] et pour l’étude
spectrale des cristaux plasmoniques [75–77].
Dans cette thèse, nous étudions cette méthode appliquée au cas du guide courbe dans le plan
conforme. Nous nous sommes concentrés sur le cas simple des PMLs anisotropes.
2.3 Modélisation du guide courbe
Dans cette partie, nous détaillons le modèle utilisé pour simuler le guide courbe simple,
ainsi, une seule section est nécessaire. Pour expliquer l’enchaînement des prochaines parties,
nous donnons un bref aperçu de la méthode utilisée.
La figure 2.8 résume le cheminement du modèle. Nous y avons représenté sous forme de
blocs les différents passages d’espace. Nous commençons par exprimer les équations de l’élec-
tromagnétisme dans un repère cylindrique que nous appellerons indifféremment plan (x,y) ou
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plan (r,θ). Le champ électromagnétique dans le plan (r,θ) est noté (E(r,θ),H(r,θ)). Puis, nous
exprimons ces mêmes équations dans le plan conforme (u,v). Le champ électromagnétique dans
le plan conforme (u,v) est noté (Ec(u,v),Hc(u,v)). Dans ce plan conforme, le guide courbe
devient un guide droit avec une distribution d’indice de réfraction exponentielle. De ce plan
conforme, nous projetons les équations dans l’espace de Fourier. Pour chaque fonction f , nous
notons par f le vecteur de ses coefficients de Fourier. Le champ électromagnétique dans l’es-
pace de Fourier est noté (s,u). Le passage dans l’espace de Fourier nous permet de résoudre
le problème de façon matricielle. De cette formulation matricielle, nous faisons apparaitre un
espace propre qui est constitué des modes de propagation propres du guide courbe. Nous no-
tons fW le vecteur f exprimé dans l’espace propre. Le champ électromagnétique dans l’espace
propre est noté (sW,uW).
Plan Plan conforme Espace de Fourier Espace propre
ou
FIG. 2.8 – Schéma du résumé du modèle
Une fois les équations résolues dans cet espace propre, nous remontons à l’expression des
solutions dans le repère cylindrique en passant successivement de l’espace propre à l’espace de
Fourier puis au plan conforme et plan (x,y).
2.3.1 Les équations électromagnétique dans le plan (r,θ)
Nous considérons la lumière comme une onde électromagnétique évoluant dans un milieu
linéaire, diélectrique, sans charge ni courant. Nous considérons volontairement un milieu aniso-
trope en vue de l’introduction des PMLs. Nous introduisons les tenseurs de permittivité relative
[εr] et de perméabilité magnétique relative [µr] définis par les relations suivantes :
[εr] =

εrr 0 00 εrθ 0
0 0 εrz

 , [µr] =





Dans le plan (x,y), nous considérons un guide courbe de rayon intérieur R, de largeur w
et d’indice de réfraction n1 dans un matériau d’indice de réfraction n0 < n1 comme le décrit la
figure 2.9. Par la suite, nous utiliserons les coordonnées cylindriques (r,θ) qui sont plus adaptées
au problème du guide courbe.
La distribution d’indice de réfraction n = √εr est radiale. Ainsi, les tenseurs permitti-
vité et perméabilité relatives [εr] et [µr] ne dépendent que de r. Les équations de Maxwell
(2.16,2.17,2.18,2.19) régissant l’évolution des champs électrique E et magnétique H dans le
milieu considéré sont :








FIG. 2.9 – Schéma du guide courbe
∇.([εr]ε0E) = 0, (2.16)
∇.([µr]µ0H ) = 0, (2.17)
∇∧E = −∂ [µr]µ0H∂t , (2.18)
∇∧H = ∂ [εr]ε0E∂t . (2.19)
Comme nous sommes dans le plan, les champs ne dépendent pas de la variable z. Nous
supposons que les champs électrique et magnétique sont de la forme :
E(r,θ,z,t) = E(r,θ)ejωt , (2.20)
H(r,θ,z,t) = H(r,θ)ejωt , (2.21)
où ω est la pulsation temporelle, E(r,θ) = (Er(r,θ),Eθ(r,θ),Ez(r,θ))
et H(r,θ) = (Hr(r,θ),Hθ(r,θ),Hz(r,θ)). En injectant les relations (2.20) et (2.21) dans les équa-





























Nous constatons que les systèmes d’équations (2.22) et (2.23) présentent deux parties indé-
pendantes l’une de l’autre. Celles-ci correspondent aux deux polarisations transverse électrique
TE et transverse magnétique TM. La connaissance des champs Ez et Hz nous donne la solution
complète du problème. La combinaison des deux équations de Maxwell (2.18) et (2.19) nous
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∂θ2 = 0, (2.25)
où k0 = ωc est le vecteur d’onde.
Afin de résoudre ces équations dans l’espace de Fourier, il nous faut périodiser la distribution
d’indice de réfraction n, autrement dit, les permittivités et perméabilités relatives, le long de
l’axe r. Or les solutions des équations (2.24) et (2.25) sont des fonctions de Bessel [40] et ne sont
pas périodiques. Nous nous proposons donc d’exprimer ces équations dans le plan conforme
exponentiel.
2.3.2 Représentation dans le plan conforme
Considérons la transformation conforme :
g : Z →W = R ln Z
R
, (2.26)
où R est le rayon de courbure intérieur du guide, Z = x+ jy = rejθ et W = u+ jv = R ln rR + jRθ.












































Le calcul des équations (2.27) et (2.28) est détaillé dans l’annexe A. De chaque système
d’équations (2.27) et (2.28) nous obtenons les équations d’Helmholtz régissant les champs élec-

































∂v2 = 0. (2.30)
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∂y2 = 0. (2.32)
Nous constatons que résoudre l’équation d’Helmholtz dans le plan (x,y) où le guide est
courbe revient à résoudre ces mêmes équations dans le plan conforme (u,v) où le guide est
droit et dont la permittivité relative ou la perméabilité relative est multipliée par la fonction e 2uR
comme l’illustre la figure 2.10. Sur cette figure, nous avons représenté à gauche le schéma du
guide courbe dans le plan (x,y) et à droite, son équivalent dans le plan conforme (u,v). Pour










FIG. 2.10 – Schéma du guide courbe et de la permittivité relative dans le plan conforme (u,v)
La distribution d’indice de réfraction dans le plan conforme (u,v) diverge exponentiellement
lorsque u augmente, aussi, la lumière aura tendance à fuir du guide courbe vers les u positifs.
Nous constatons que la largeur du guide est modifiée lorsque nous passons dans le plan
conforme exponentiel. Cette nouvelle largeur dépend du rayon R de la transformation conforme
et a pour expression :






Dans les travaux réalisés sur les guides courbes dans le cadre de la transformation conforme
cités plus hauts, il est appliquée en général une approximation au premier ordre dans le cas où le
guide est faiblement courbé. La fonction exponentielle devient alors e uR ≈ 1+ uR et la largeur du
guide wc ≈ w n’est pas modifiée par la transformation conforme. La méthode développée dans
cette thèse nous permet de tenir compte de cette variation de largeur sans pour autant alourdir
les calculs.
2.3.3 Projection dans l’espace de Fourier
Nous cherchons à résoudre les équations d’Helmholtz dans l’espace de Fourier. Pour cela,
nous reproduisons artificiellement la zone de simulation contenant le guide courbe le long de
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FIG. 2.11 – Schéma de la périodisation de la structure dans le plan conforme (u,v)
La structure ainsi périodisée, nous pouvons décomposer les équations d’Helmholtz (2.29) et
(2.30) précédemment déterminées dans l’espace de Fourier. La décomposition des permittivités
et perméabilités relatives dans l’espace de Fourier entraîne que les solutions s’expriment aussi
dans l’espace de Fourier.











et où γ = 2pi∆u .
Nous voyons que l’équation (2.29) fait apparaître des produits de fonctions. Dans le cas où
les fonctions ne présentent pas de discontinuités communes, le produit h de deux fonctions f et
















où fp, gp et hp sont les coefficients de Fourier des fonctions respectivement f , g et h. Comme
les fonctions ejνpu de l’espace de Fourier sont orthogonales, les coefficients fp, gp et hp sont
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Nous faisons alors apparaître un produit matriciel. Si nous notons h et f les vecteurs dont
les composantes sont les coefficients de Fourier des fonctions h et f respectivement, la relation
(2.38) peut s’écrire :
h = JgK f , (2.39)
où JgK est la matrice de Toeplitz des coefficients de Fourier de la fonction g. Cette matrice de
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Nous remarquons qu’il faut décrire la fonction g avec 4N +1 harmoniques dans l’espace de
Fourier pour pouvoir appliquer ce produit.
Nous voyons que l’équation (2.29) fait aussi apparaître des dérivées selon la variable u.








Cette relation peut s’exprimer de façon matricielle par la relation suivante :
∂ f
∂u = K f , (2.42)
où K est la matrice diagonale dont le (p, p) est jγp.
Compte tenu des éléments de calculs (2.39) et (2.42), l’équation (2.29) d’Helmholtz dans le
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où s est le vecteur dont les composantes sont les coefficients de Fourier de la composante Ezc
du champ électrique dans le plan conforme.
2.3.4 Convergence uniforme des produits de Fourier
Nous avons vu que le produit de Fourier h de deux fonctions f et g revient au produit
matriciel suivant :
h = JgK f , (2.45)
où h et f sont les vecteurs des coefficients de Fourier des fonctions respectives h et f et JgK est
la matrice de Toeplitz des coefficients de Fourier de la fonction g. Ce produit est valable dans
le cas où les fonctions ne présentent pas de discontinuités communes. Les fonctions mises en
jeu dans nos équations présentent des discontinuités inhérentes à l’électromagnétisme comme,
par exemple, la discontinuité de la composante normale aux interfaces du champ électrique ou
les discontinuités des permittivités et perméabilités relatives aux interfaces dans le cas de guide
à saut d’indice de réfraction. Aussi, la projection des équations d’Helmholtz dans l’espace de
Fourier doit suivre certaines règles. Ces règles de factorisation ont été regroupée par Lifeng
Li [78] pour certains cas de fonctions discontinues. Dans le cas où les fonctions f et g présentent
des discontinuités communes et que leur produit h est continu, il est montré [78] que le produit
de Fourier ne converge pas uniformément. Ceci signifie que le produit h est discontinu aux
points de discontinuité communs à f et g et ceci ralentit la convergence des solutions. Dans ce







Autrement dit, il faut utiliser la matrice de Toeplitz inverse des coefficient de Fourier de la
fonction 1g . Nous donnons un exemple de fonction présentant des discontinuités communes. En
prenant les fonctions f et g de période 2pi définies par les relations suivantes :
f (x) =
{
2 pour −pi < x < 0




1 pour −pi < x < 0
2 pour 0 < x < pi
. (2.48)
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FIG. 2.12 – Illustration du produit inverse dans le cas de fonctions présentant les mêmes dis-
continuités pour 50 harmoniques
Les fonctions f et g présentent des discontinuités communes aux points x = 0 et x = pi. Leur
produit h est continu et égale à 2. La figure 2.12 présente la reconstruction du produit h par le
produit normal et le produit inverse.
Nous constatons que dans le cas du produit normal, la reconstruction de la fonction h pré-
sente des oscillations tandis que le produit inverse est fidèle au produit h des fonctions f et
g.
Afin de tenir compte de ces règles, l’équation doit être remaniée. Le calcul est détaillé dans




0ATE,TMs = 0, (2.49)















































où les termes JK sont les matrices de Toeplitz associées aux décompositions de Fourier des
différentes fonctions de permittivités et perméabilités relatives, le terme s est le vecteur associé
à la décomposition de Fourier de la composante Ezc du champ électrique dans le plan conforme,
la matrice K est la matrice diagonale dont le (p, p)-ième élément est jγp et k0 = 2piλ est le vecteur
d’onde et λ est la longueur d’onde dans le vide.
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2.3.5 Correspondance avec l’AFMM et la RCWA
Dans le cas où nous considérons un rayon de courbure R infini, c’est-à-dire que nous nous
rapprochons de la configuration d’un guide droit, la fonction exponentielle e uR tend vers la fonc-
tion unité 1. La matrice de Toeplitz de cette fonction tend vers la matrice unité. Les variables





















Cette expression matricielle correspond à celle de l’AFMM dans le cas du plan (x,y) [64].
Si nous considérons maintenant un milieu isotrope et non magnétique, les perméabilités









deviennent alors des matrices unités.














qui correspond à l’expression matricielle de la RCWA dans le cas du plan (x,y) [79].
Enfin, si nous considérons un milieu isotrope et non magnétique pour l’équation matricielle
















Cette dernière équation sera utilisée pour montrer la nécessité des PMLs.
2.3.6 Résolution dans l’espace propre
Dans le cas TE et TM, les composantes Ezc et Hzc des champs électrique et magnétique
dépendent de la variable v ainsi que leurs coefficients de Fourier. Nous cherchons maintenant
à déterminer leur dépendance en v = Rθ et, indirectement, leur dépendance en θ. Comme nous
cherchons des solutions sous la forme d’onde se propageant dans la direction θ, autrement dit
dans la direction v, nous nous attendons à trouver une dépendance en v de la forme e±jnk0v où n
est l’indice effectif de propagation.
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Cette formulation nous fait apparaitre une équation matricielle du second ordre en v. Afin
de la résoudre, il nous faut déterminer l’espace propre de la matrice ATE.
Supposons la matrice ATE diagonalisable, notons D la matrice diagonale des valeurs propres
nq et W la matrice de passage de l’espace de Fourier à l’espace propre de la structure. La matrice
ATE a alors pour expression :
ATE = WDW−1, (2.57)
et un vecteur sW dans l’espace propre a pour expression dans l’espace de Fourier :
sW = W−1s. (2.58)




0DsW = 0. (2.59)
Les solutions sW de ce système d’équations différentielles du deuxième ordre sont de la
forme :
sWq : v→ sWq(v) = s+W q(v0)e−jnqk0(v−v0) + s−Wq(v0)e+jnqk0(v−v0), (2.60)
où sWq correspond au q-ième élément du vecteur sW solution de l’équation (2.59). Ses solutions
correspondent bien à des ondes propagatives. Nous discernons deux types d’ondes : les ondes
qui se propagent dans le sens des v positifs caractérisés par le terme e−jnqk0(v−v0) et les ondes
qui se propagent dans le sens des v négatifs caractérisés par le terme e+jnqk0(v−v0). Le terme v0
correspond à la coordonnée de début de propagation. La valeur propre nq est l’indice effectif
de propagation du mode propre q. La partie réelle de cet indice caractérise la vitesse de phase à
laquelle se propage le mode dans la structure par sa partie réelle tandis que sa partie imaginaire








où P+v0 et P
−
v0 sont les matrices diagonales de propagation dont les (q,q)-ième éléments sont
respectivement les fonctions e−jnqk0(v−v0) et e+jnqk0(v−v0) et s+W et s
−
W sont les vecteurs des am-
plitudes des modes propres dont les q-ième termes sont respectivement s+W(v0) et s
−
W(v0).
2.3.7 Relation entre l’espace propre et le plan (r,θ)
Nous avons déterminé les solutions sW de l’espace propre de la structure. Ces solutions sont
sous la forme générale de la somme des modes q associées aux valeurs propres nq. Nous nous
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proposons maintenant d’établir la relation entre l’expression générale des solutions de l’espace
propre et sa correspondance dans le plan (r,θ).








En connaissant la matrice de passage W de l’espace propre vers l’espace de Fourier, nous
obtenons l’expression de la solution sW dans l’espace de Fourier. Ce vecteur a pour expression :











Les éléments sp du vecteur s sont les coefficients de Fourier de la solution du problème.
Notons que les éléments sp dépendent de la variable de propagation v. Nous obtenons donc








Enfin, nous obtenons l’expression du champ dans le plan (r,θ) par le changement de va-











Pour illustrer ce passage, nous donnons un exemple dans le cas où nous cherchons l’expres-
sion de la composante Ez du champ électrique propagatif d’un mode propre q de la structure.
Ce mode propre est caractérisé par sa valeur propre nq, autrement dit, son indice effectif de
propagation. Nous fixons alors les valeurs initiales de propagation dans le sens des v positifs
s+Wq(v0) = 1 et celui dans le sens des v négatifs s
−
Wq(v0) = 0. Toutes les autres valeurs initiales
sont fixées à 0. Compte tenu des formules précédemment introduites, le vecteur sW ne présente
qu’une seule composante sWq dont l’expression est la suivante :
sWq = e
−jnqk0v. (2.64)
Son expression dans l’espace de Fourier est :
sq = W sWq. (2.65)
Le vecteur sq correspond alors au q-ième vecteur colonne de la matrice de passage W mul-
tiplié par la fonction e−jnqk0v. Rappelons que la fonction e−jnqk0v caractérise la propagation du
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champ selon v. L’expression de la composante Ezcq(u,v) du champ électrique du mode q dans le










où wp,q est le (p,q)-ième élément de la matrice de passage W . Et enfin, son expression Ezq(r,θ)











Cette formule nous permet d’obtenir la carte de champ d’un mode propre de propagation.
2.3.8 Carte d’excitation du guide droit dans l’espace propre
Afin de simuler l’excitation d’un guide droit à l’entrée du guide courbe, il nous faut exprimer
en premier lieu les cartes de champ des modes d’excitation de celui-ci dans le plan conforme.
Ensuite, il nous faut projeter ces cartes dans l’espace de Fourier. Enfin, il nous faut les passer
dans l’espace propre de la structure. Considérons un milieu isotrope et non-magnétique. Prenons
un guide droit symétrique et plan de largeur w, d’un indice de réfraction de coeur n1 dans un
matériau d’indice de réfraction n0 dans le plan (x,y). Le schéma de la figure 2.13 représente ce







FIG. 2.13 – Schéma du guide droit





















0−n2e)Ez = 0 , R+w < x
, (2.68)
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où Ez est la composante selon z du champ électrique, k0 = wc et ne l’indice effectif de propaga-
tion. Cet indice effectif de propagation ne pour un mode guidé m est déterminé par l’équation






















, R < x < R+w
A2e−k0
√
n2e−n20x , R+w < x
, (2.70)
où A0, A1, B1 et A2 sont des coefficients réels. La continuité de la composante tangentielle du
champ électrique Ez et de sa dérivée aux interfaces x = R et x = R +w nous donne un système
linéaire dont les solutions sont les coefficients A0, A1, B1 et A2. Le calcul des indices effectifs
ne de propagation est réalisé numériquement en annulant l’équation caractéristique (2.69) par
la méthode de Newton-Raphson. Les coefficients A0, A1, B1 et A2 sont calculés à une constante
près par la résolution numérique du système linéaire. La normalisation des champs au sens de
Poynting fixe cette constante et cette normalisation est effectuée analytiquement.
Pour obtenir l’expression Ezc0(u,v) de la composante du champ électrique dans le plan
conforme, il suffit d’appliquer la transformation conforme (2.26) introduite précédemment à
























R , wc < u
. (2.71)
Nous excitons la structure par la carte de champ du mode fondamental du guide droit. Nous
décomposons alors la composante Ezc0 (2.71) du champ électrique d’excitation dans l’espace de
Fourier de façon numérique. Les coefficients de Fourier sont calculés par les fonctions d’inté-
gration en trapèze de Matlabr, le pas d’échantillonnage en u est d’environ λ65 . La projection







où les termes s0p sont les coefficients de Fourier de Ezc0. Nous introduisons le vecteur s0 dont
les éléments sont les coefficients s0p.
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L’expression du champ d’excitation dans l’espace propre est alors donnée par la relation
faisant intervenir la matrice de passage W :
s0W = W−1s0.
Ce vecteur s0W constitue l’excitation du guide courbe en v0 = 0, autrement dit, en θ0 = 0.
Dans cette expression, la matrice W peut être vue comme l’élément qui répartit les poids aux
différents modes propres. Nous ne regardons pour le moment que la réponse en propagation
de cette excitation dans le sens des v positifs. Nous utilisons alors les relations introduites à la
partie 2.3.7 afin d’obtenir la réponse de la structure à cette excitation. La réponse s dans l’espace
de Fourier est donnée par la relation suivante :
s = WsW0 = W P+0 (v)sW0, (2.72)
où la matrice P+0 (v) est la matrice de propagation dans le sens des v positifs et dont le départ
est en v0 = 0. Cette matrice dépend de la variable de propagation v, le vecteur s en dépend donc
aussi. La matrice P+0 (v) permet de calculer la propagation de chaque mode propre le long de
la propagation selon v. La matrice W permet d’exprimer la combinaison de ces modes dans
l’espace de Fourier et ceci tout au long de la propagation.
La composante Ez(r,θ) du champ électrique dans le plan (r,θ) se déduit alors des coeffi-










Cette formule nous permet de modéliser dans le plan (r,θ) la réponse du guide courbe à
l’excitation d’un guide droit.
2.3.9 Résultats de simulation sans PMLs : RCWA
Nous avons implémenté, dans le logiciel Matlabr, l’équation matricielle (2.54) qui corres-
pond au cas où il n’y a pas de PMLs, c’est à dire, à la RCWA. Afin de tester la méthode, nous
avons choisi de mener les simulations et les comparaisons avec les autres méthodes sur un guide
présentant un relativement fort contraste d’indice de réfraction ∆n = 0,1. Nous avons choisi un
guide multimode pour étudier les fuites et les phénomènes de battements possibles entre les
modes à fuite.
Les résultats du modèle RCWA sont donnés pour un guide courbe R = 14 µm de rayon de
courbure interne et de largeur w = 4 µm. L’indice de réfraction du coeur de n1 = 1,615 dans un
indice de réfraction du matériau de n0 = 1,515. La période de la zone de simulation est ∆u = 23
µm dans le plan conforme et le nombre d’harmonique est N = 200. Le guide courbe est excité
par le mode fondamental du guide droit de mêmes caractéristiques et à une longueur d’onde λ
= 1,55 µm. La figure 2.14 représente la valeur absolue de l’amplitude de la composante Ez du
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champ électrique dans la structure avec le plan conforme (u,v) à gauche et avec le plan (x,y) à
droite. Afin d’observer les résultats dans le plan (x,y), nous opérons le changement de variable
du plan conforme, ce qui explique que la représentation de la zone de simulation est courbe.



























FIG. 2.14 – Valeur absolue de l’amplitude de la composante Ez du champ électrique simulée
par la RCWA dans le plan conforme (u,v) à gauche et dans le plan (x,y) à droite
Nous observons une réflexion du champ à l’interface droite de la cellule de simulation.
L’onde émise et l’onde réfléchie par l’interface interfèrent entre elles. Ceci s’explique en regar-
dant la répartition de permittivité relative sur plusieurs cellules à la figure 2.15. Sur cette figure,









FIG. 2.15 – Repartition de permittivité relative
La permittivité relative, multipliée par la fonction exponentielle, projetée dans l’espace de
Fourier présente une discontinuité franche à l’interface entre les cellules. Ce qui entraine une
réflexion du champ représentée par une flèche sur la figure 2.15.
Des simulations en FDTD ont été menées afin de comparer le modèle développé durant
cette thèse. Les simulations ont été effectuées en maillage cartésien avec un pas en espace de
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40 nm. Nous comparons cette simulation avec une simulation FDTD effectuée dans les mêmes

























FIG. 2.16 – Valeur absolue de la composante Ez du champ électrique simulée par la RCWA à
gauche et par la FDTD à droite dans le plan (x,y)
Nous constatons une bonne similitude entre les deux méthodes au début de la propagation
mais ce qui n’est plus le cas lorsqu’il y a réflexion entre deux cellules. Ceci perturbe la simula-
tion.
Afin d’éviter cette réflexion parasite, l’idée est d’ajouter des couches absorbantes de chaque
coté de la zone de simulation.
2.3.10 Ajout et définition des PMLs dans le plan conforme
Les Perfectly Matched Layers sont des zones qui sont définies pour absorber le champ et
ne rien réfléchir. Intercalées entre les cellules de simulation, elles atténuent l’influence d’une
cellule sur l’autre. Elles sont définies par un milieu absorbant et anisotrope. La figure 2.17
schématise la définition des PMLs. Sur cette figure, nous avons schématisé l’influence des PMLs
sur le champ simulé dans une cellule. Le champ est transmis puis atténué dans les PMLs, et n’est
pas réfléchi à l’interface.
Pour intégrer ces PMLs dans notre modèle de guide courbe, il nous faut considérer un mi-
lieu anisotrope défini par les tenseurs permittivité électrique [εPML] et perméabilité magnétique
[µPML]. Comme le champ ne doit pas être réfléchi par les PMLs, autrement dit, doit être entière-
ment transmis, l’introduction des PMLs doit être "invisible" à ce champ. L’adaptation d’impé-
dance des deux milieux nous permet cette transmission. Aussi, les impédances intrinsèques de
la zone de simulation et des PMLs au niveau des interfaces doivent être égales. Nous montrons,
en annexe C que la relation qui lie les tenseurs permittivité [εPML] et perméabilité [µPML] des

























FIG. 2.17 – Schéma de rajout des PMLs dans la périodisation de la structure du plan conforme
(u,v)
Nous voyons apparaitre le paramètre libre α. Ce paramètre peut être choisi complexe, ren-
dant ainsi les PMLs absorbantes. Nous notons wPML la demi-largeur des PMLs comme noté sur
la figure 2.17.
Nous pouvons aussi noter que l’ajout de ces PMLs modifie la structure simulée. Les résultats
obtenus seront donc, a priori, approchés. Nous espérons donc trouver des résultats cohérents et
comparables à d’autres méthodes. Le coefficient d’absorption a été choisi de la façon suivante :
– Un faible coefficient d’absorption entraîne une faible absorption du champ fuyant dans
le guide. Nous nous rapprochons du cas où il n’y a pas de PMLs et le champ est réfléchi
à la discontinuité de la fonction exponentielle comme nous l’avons vu dans la partie
précédente 2.3.9.
– Un fort coefficient d’absorption entraîne une forte discontinuité des permittivités et per-
méabilités relatives dans la zone de simulation. Le champ est a priori absorbé mais beau-
coup plus d’harmoniques sont nécessaire pour décrire les permittivités et perméabilités
relatives dans l’espace de Fourier.
Compte tenu de ces remarques, nous avons choisi un coefficient d’absorption α = 1− j.
Pour des raisons similaires, nous avons choisi une largeur de PMLs wPML = 2 µm. Cette
largeur nous permet, a priori, d’absorber suffisamment le champ électromagnétique.
Nous utiliserons ces valeurs α et wPML pour le reste de la modélisation.
Nous les comparons donc à d’autres méthodes existantes pour estimer la validité de la mé-
thode.
2.4 Résultats et comparaison
2.4.1 Résultats et comparaison avec la FDTD
Nous avons implémenté,dans le logiciel Matlabr, l’équation matricielle (2.49) qui permet
d’introduire les PMLs. Dans cette section, nous détaillons les simulations menées. Toutes les
simulations menées dans cette thèse tiennent compte, sauf si le cas est spécifié, d’un guide
courbe de largeur w = 4µm, d’un indice de réfraction du coeur n1 = 1,615, d’un indice de
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réfraction du matériau extérireur n0 = 1,515.
La figure 2.18 présente la comparaison dans le cas TE de l’AFMM avec la FDTD pour un

























FIG. 2.18 – Simulation AFMM à gauche et FDTD à droite dans le plan (x,y)
Nous constatons que le champ ne se réfléchit pas à l’interface et qu’il est absorbé dans les
PMLs. Nous constatons, à première vu, la validité de la méthode.
Nous avons vu que pour de grands rayons, l’approximation wc ≈w est d’autant plus valable,
c’est-à-dire, que le plan conforme ne compresse pas les distances. En revanche, dans le cas de
rayons faibles, cette approximation n’est plus valable. La figure 2.19 illustre cette approximation
en montrant les valeurs absolues de la composante Ez du champ en entrée du guide courbe pour
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FIG. 2.19 – Comparaison de la valeur absolue de la composante Ez du champ électrique des
champs d’entrée du guide courbe dans le cas sans approximation à gauche et dans le cas de
l’approximation à droite pour la méthode AFMM (en pointillés) et la FDTD (en trait plein)
Sur le graphique de gauche, nous constatons que les valeurs absolues des composantes Ez
du champ d’entrée pour les deux méthodes dans le cas sans approximation sont confondues. Sur
le graphique de droite, nous constatons un élargissement de Ez dans le cas de l’approximation.
En effet, dans le cas de l’approximation, le guide a une largeur wc ≈ w = 4 µm et celle-ci est
plus grande que wc ≈ = 3,5 µm. Ce point valide l’expression du mode d’excitation du guide
droit dans le plan conforme introduit à la partie 2.3.8.
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Afin de comparer les deux méthodes, des simulations FDTD ont été menées pour différents
rayons de courbure. Nous comparons les méthodes en regardant la transmission dans un guide
droit de même largeur sur une courbe à 90 degrés. Le schéma 2.20 illustre l’étude effectuée.
Nous avons représenté un guide droit d’entrée, un guide courbe et un guide droit de sortie.
Le guide courbe est excité par le mode fondamental du guide droit d’entrée dont nous avons
représenté schématiquement l’allure. Nous regardons la puissance transmise sur chaque mode
du guide droit de sortie. Nous avons représenté schématiquement les trois modes excités du










FIG. 2.20 – Schéma du calcul de couplage sur les modes guidés de sortie
Pour le calcul du taux de transmission sur chaque mode des simulations en FDTD, nous
effectuons une intégration numérique du vecteur de Poynting du champ à 90 degrés avec les
champs des modes du guide droit. Pour le calcul du taux de transmission dans le cas de la
simulation AFMM, nous avons développé une formule dont les détails sont en annexes D et E.
La figure 2.21 compare les taux de transmission en puissance obtenus par les deux méthodes
de simulation. Nous y avons représenté en ligne pleine, les taux de transmission calculés par
l’AFMM et par des croix les taux de transmission calculés par la FDTD.








































FIG. 2.21 – Taux de transmission en puissance des trois premiers modes du guide droit simulés
par l’AFMM (ligne solide) et par la FDTD (croix)
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Sur cette figure, nous observons l’excitation. Ceci met en évidence le phénomène de cou-
plage entre les différents modes de propagation du guide courbe. C’est-à-dire que l’énergie
va sembler osciller durant la propagation dans le guide courbe. Nous constatons que pour les
faibles rayons, les résultats sont comparables. Pour les rayons plus élevés, les méthodes donnent
des résultats différents. Le guide courbe simulé en FDTD semble moins fuir que celui simulé
en AFMM. La figure 2.22 présente les carte de champ d’entrée et de sortie du guide courbe de















FIG. 2.22 – Comparaison des valeurs absolues des composantes Ez des champ d’entrée (en
gris) avec celles issues de la simulation AFMM (en trait plein) et de la simulation FDTD (en
pointillés)
Nous constatons que pour un rayon plus grand, le champ s’écarte moins du guide courbe
pour la simulation FDTD comparé à la simulation AFMM. Ceci peut être la cause du maillage
cartésien de la FDTD [28]. L’utilisation d’un maillage cylindrique dans la simulation FDTD
pourrait éclaircir ce point.
Nous pouvons conclure que pour des rayons faibles, l’AFMM est en accord avec la FDTD.
Pour des rayons plus grand, la modélisation de la fuite du guide courbe ne semble plus concor-
der. Il nous faut une autre méthode de comparaison.
2.4.2 Résultats et comparaison modale
Nous avons vu que l’AFMM est une méthode modale de Fourier. Aussi, tout champ se
propageant dans cette structure est une combinaison des modes propres de la structure. L’étude
qui suit traite de ces modes propres et de la comparaison avec des méthodes modales existantes :
la méthode analytique et la méthode de développement en modes propres (EME).
2.4.2.1 Carte des indices effectifs de propagation
Comme nous l’avons vu, chaque mode propre est caractérisé par son indice effectif de pro-
pagation. Celui-ci caractérise la vitesse de phase à laquelle il se propage dans la structure donnée
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par sa partie réelle ainsi que sa fuite donnée par sa partie imaginaire. La figure 2.23 expose la
carte des indices effectifs des modes propres de la structure simulée pour un rayon R = 14µm ,
une largeur de guide w = 4 µm et 100 harmoniques. Nous représentons la partie imaginaire de
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FIG. 2.23 – Carte des indices effectifs de propagation des modes propres
Nous discernons trois familles de modes : les modes évanescents qui semblent être en conti-
nuité avec les modes à fuites et les modes de résonance dans les PMLs.
La figure 2.24 montre les valeurs absolues des champs Ez des modes à fuite et des modes
évanescents. Nous représentons deux modes de chaque type ainsi que la distribution d’indice
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FIG. 2.24 – Valeurs absolues des champs Ez des modes à fuite (à gauche) et des modes évanes-
cents (à droite)
Concernant les modes à fuite, nous pouvons constater que la valeur absolue de la compo-
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sante Ez du champ électrique du premier mode présente un lobe proche de l’extérieur du guide et
que le deuxième mode en présente deux. Ces mêmes champs voient leurs valeurs absolues aug-
menter au fur et à mesure qu’ils s’écartent du guide. Ce dernier caractérise la fuite du mode et le
deuxième mode fuit plus que le premier. Nous pouvons apprécier une fois de plus l’absorption
des PMLs qui limite la divergence des valeurs absolues des champs. Nous remarquons aussi des
oscillations au bords de la cellule. Ces oscillations sont dues aux réflexions parasites des PMLs
ainsi qu’à la décomposition de Fourier. Afin de les réduire, il faut utiliser plus d’harmoniques.
Pour les modes évanescents, compte tenu de la grande partie imaginaire de leur indice ef-
fectif, ces modes s’atténuent très vite lors de la propagation.
Enfin, la figure 2.25 montre les valeurs absolues des composantes Ez des champs des modes
























FIG. 2.25 – Carte de champ des modes résonant dans les PMLs
Sur cette figure, nous pouvons constater que ces modes ont une présence marquée dans la
PML de droite. En effet, cette PML est une zone de haut indice de réfraction et, en quelque sorte,
peut guider le champ. Néanmoins, la forte partie imaginaire de leurs indices effectifs induit une
forte atténuation lors de la propagation. Ces modes existent donc dans la structure mais ne sont
en général pas excités.
Nous avons vu que les modes propres sont caractérisés par leur indice effectif de propaga-
tion. Lorsque la structure est excitée, par exemple, par le mode fondamental d’un guide droit,
ces modes sont excités et se propagent dans la structure. Plus il y s de modes propres, plus
l’évolution du champ ainsi recombiné est précise. Ce nombre de modes propres ainsi que la
précision de leur représentation sont déterminés par le nombre d’harmoniques utilisé pour dé-
crire les permittivités et perméabilités relatives. Aussi, nous cherchons maintenant à déterminer
un nombre d’harmoniques suffisant pour décrire l’évolution de la composante Ez (ou Hz dans le
cas TM) du champ électrique dans la structure.
2.4.2.2 Étude de convergence
Dans cette partie, nous étudions la convergence des modes propres de la structure en fonc-
tion du nombre d’harmonique. Nous ne regardons maintenant que les indices des modes à fuite
TEi et TMi qui se rapprochent le plus des modes du guide droit. Nous étudions l’évolution de
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la convergence de l’AFMM pour ces différents modes. Les simulations menées visent à obte-
nir, pour différents rayons, la différence de l’indice effectif calculé à un nombre d’harmoniques
donné par rapport à une référence. Cette référence, pour chaque rayon, est l’indice effectif cal-
culé avec 301 harmoniques. Dans les figures suivantes, nous traçons la valeur absolue f de cette




du mode q, la fonction
f a pour expression la suivante :
f (N) = ∣∣Re{nq}(N)−Re{nq}(N = 301)∣∣ . (2.75)
La figure 2.26 présente cette étude de convergence pour les parties réelles des indices effec-
tifs des modes fondamentaux TE0 et TM0, cette étude a été réalisée pour des rayons allant de















































FIG. 2.26 – Convergence des parties réelles des indices effectifs des modes TE0 et TM0
Nous constatons que plus le rayon est grand, plus vite la méthode converge. Une centaine
d’harmoniques suffisent à atteindre la valeur de convergence à 10−5 près. La différence de
vitesse de convergence vient de la fonction exponentielle et de sa discontinuité aux bords de la
cellule et cette influence s’atténue pour de grands rayons.
La figure 2.27 présente cette étude de convergence pour les parties imaginaires de l’indice
effectif du mode fondamental en polarisation TE et TM.
Cette étude est à prendre avec précaution. En effet, plus le rayon est grand, plus la par-
tie imaginaire de l’indice effectif est faible. Néanmoins, un écart de 10−5, par exemple, de la
partie imaginaire entraîne un écart de puissance du mode d’environ 0.015 dB et ce au bout de
90˚de propagation pour un rayon R = 30 µm. Nous constatons que les parties imaginaires de
l’indice effectif du mode fondamental converge à 10−7 près pour 100 harmoniques. Pour de
grands rayons, la partie imaginaire des indices effectifs tend vers zéro, ce qui explique les fortes
oscillations.
Regardons maintenant, pour un rayon donné, la convergence des autres modes. Nous ne
regardons que le mode TE, les conclusions étant les mêmes pour le mode TM. La figure 2.28
présente les convergences des modes TE0, TE1 et TE2 pour un rayon de 30 µm.
























































































FIG. 2.28 – Convergence des parties réelles et imaginaires des indices effectifs des modes
TE0,TE1 et TE2 pour un rayon de 30 µm
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Nous constatons que les autres modes convergent de la même façon. Les parties imaginaires
convergent plus lentement pour les modes d’ordres supérieurs. Nous faisons la même étude









































FIG. 2.29 – Convergence des parties réelles et imaginaires des indices effectifs des modes
TE0,TE1 et TE2 pour un rayons de 300 µm
Nous constatons que pour de grands rayons, la partie réelle du mode fondamental converge
plus vite que celles des autres modes. La partie imaginaire converge plus vite pour le mode
fondamental que pour les autres modes.
Cette étude montre que les solutions convergent assez rapidement : 200 harmoniques suf-
fisent pour avoir une bonne précision des indices effectifs. Néanmoins, les modes d’ordre su-
périeur convergent moins vite que le mode fondamental au niveau de la partie réelle de leur
indice effectif. De plus, l’ajout des PMLs modifie la simulation de la propagation du champ
dans le guide courbe et les valeurs de convergence dépendent des paramètres α et wPML. C’est-
à-dire que, plus la composante Ez du champ électrique du mode s’étend vers les PMLs, plus
ces dernières modifient l’allure du mode. Nous poursuivons l’étude en comparant l’AFMM à la
méthode modale analytique.
2.4.3 Comparaison à la méthode modale analytique
Nous comparons maintenant l’AFMM avec la méthode modale analytique qui a été abordée
en introduction de ce chapitre 2.1.3. Le déterminant [38] à annuler afin d’obtenir les modes à
fuites a été implémenté sous Matlabr et nous comparons les deux méthodes. Les paramètres
de simulation sont identiques aux précédents. Les valeurs sont données à 200 harmoniques.
Nous considérons les modes TE0, TM0, TE2 et TM2, les tableaux suivant exposent les indices
effectifs calculés par les deux méthodes pour des rayons allant de R = 30 µm à 1000 µm.
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Rayon partie réelle TE0 partie imaginaire TE0
(µm) analytique AFMM analytique AFMM
30 1.767310 1.767322 1.7785 10−3 1.7737 10−3
40 1.722139 1.722143 4.8642 10−4 4.8530 10−4
50 1.695885 1.695885 1.2245 10−4 1.2148 10−4
80 1.658601 1.658601 1.3163 10−6 1.3341 10−6
300 1.618896 1.618896 9.4107 10−19 2.9253 10−11
1000 1.610521 1.610521 4.6633 10−18 1.2192 10−11
Rayon partie réelle TM0 partie imaginaire TM0
(µm) analytique AFMM analytique AFMM
30 1.765764 1.765779 1.9743 10−3 1.9724 10−3
40 1.720794 1.720798 5.4209 10−4 5.4187 10−4
50 1.694702 1.694701 1.3700 10−4 1.3579 10−4
80 1.657748 1.657748 1.4849 10−6 1.5010 10−6
300 1.618499 1.618499 9.4107 10−19 2.6654 10−11
1000 1.610180 1.610180 4.6633 10−18 1.0780 10−11
Rayon partie réelle TE2 partie imaginaire TE2
(µm) analytique AFMM analytique AFMM
30 1.638801 1.638495 1.4210 10−2 1.4008 10−2
40 1.617802 1.617547 1.0644 10−2 1.0592 10−2
50 1.605472 1.605531 8.4475 10−3 8.6513 10−3
80 1.586508 1.586606 4.5110 10−3 4.4917 10−3
300 1.558178 1.558179 8.3610 10−6 8.0130 10−6
1000 1.550746 1.550746 8.4682 10−17 7.6360 10−11
Rayon partie réelle TM2 partie imaginaire TM2
(µm) analytique AFMM analytique AFMM
30 1.638837 1.638250 1.7365 10−2 1.6982 10−2
40 1.617585 1.617151 1.2797 10−2 1.2698 10−2
50 1.605048 1.605138 1.0058 10−2 1.0396 10−2
80 1.585701 1.585842 5.3347 10−3 5.3249 10−3
300 1.556699 1.556700 1.5892 10−5 1.5945 10−5
1000 1.549157 1.549157 1.2852 10−15 5.7208 10−11
Concernant les parties réelles des indices effectifs, nous constatons un très bonne concor-
dance entre les deux méthodes pour des rayons élevés. Pour des rayons plus faibles, les parties
réelles diffèrent d’un écart relatif de 7.10−6 pour le mode TE0 et 4.10−4 pour le mode TM2.
Concernant les parties imaginaires, nous nous apercevons que tant que le mode fuit, c’est-à-dire,
que sa partie imaginaire est élevée (> 10−8 en valeur absolue d’après l’étude de convergence)
les deux méthodes donnent des résultats similaires à 10−2 près en écart relatif pour les modes
fondamentaux. Dès que le mode ne fuit plus, c’est-à-dire, que sa partie imaginaire est faible et
proche de 0, les deux méthodes ne concordent plus. Nous avons vu que la partie imaginaire des
indices pour de grands rayons converge en oscillant fortement. Aussi, pour des faibles pertes
(< 10−8 en valeur absolue), l’AFMM dans le plan conforme n’est plus valide. Cela dit, ceci ne
nous gênera pas pour la suite puisque notre but est de faire fuir le champ électromagnétique.
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2.4.4 Comportement modal de la courbure
Connaissant l’écart de l’AFMM à la méthode modale, nous pouvons étudier l’évolution des
l’indices effectifs des modes à fuite du guide courbe en fonction du rayon. L’étude est effectuée
avec les mêmes paramètres que précédemment sur un guide courbe de 4 µm de large avec 100
harmoniques. La figure 2.30 présente cette évolution en polarisation TE et TM, où les symboles
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FIG. 2.30 – Carte des indices effectifs des modes TEi (en noir) et TMi (en gris) en fonction
du rayon de courbure R. Les symboles correspondent à l’AFMM, les croix correspondent à la
méthode modale.
Nous pouvons remarquer que l’évolution des modes dans la carte des indices effectifs diffère
suivant l’ordre du mode. Les modes d’ordres supérieurs fuient plus que le mode fondamental.
Nous remarquons que les modes TMi fuient plus que les modes TEi. La figure 2.31 présente
l’évolution des parties imaginaires des indices effectifs des différents modes. Le calcul a été
effectué avec 200 harmoniques.
Nous remarquons que les modes TE fuient moins que les modes TM. Nous constatons des
oscillations pour les faibles rayons. Ces oscillations peuvent être dues aux réflexions parasites
des PMLs des modes d’ordre supérieurs. En effet, l’étendue de ceux-ci est plus importante que
celle du mode fondamental. Aussi, pour les décrire, il nous faut plus d’harmoniques. Dans notre
cas, nous chercherons à ne faire fuir que le mode fondamental.
2.4.5 Mise en évidence du phénomène de battement
Le cas des guides multi-modes est intéressant car il met en évidence le battement des modes
propres de la courbure et l’effet sur le couplage avec un guide droit en sortie. Cette notion a été
abordée à la partie 2.4.1 lors de la comparaison avec la FDTD. Nous effectuons maintenant la
même étude en comparant l’AFMM et la méthode de développement en modes propres (EME).
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FIG. 2.31 – Evolution des parties imaginaires des indices effectifs en fonction du rayon pour
les modes TEi (ligne pleine) et TMi (ligne en pointillés)
Nous nous référons aux travaux de Zhen Hu et YaYan Lu [36] sur les phénomènes de battement
de modes dans les guides courbes multi-modes. Dans ces travaux, la méthode EME est com-
parée à une BPM grand angle développée dans le plan curviligne. L’étude réalisée concerne
un guide courbe de 90 degrés, de largeur 3 µm, d’indice de réfraction du coeur n1 = 3,24 et
d’indice de substrat n0 = 3,17, c’est-à-dire, pour un faible contraste ∆n = 0,07. Un nombre de
100 harmoniques a été utilisé pour simuler les puissances couplées sur chaque mode. Celles-ci
ont été calculées en utilisant la formule détaillée aux annexe D et E. La figure 2.32 présente la
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FIG. 2.32 – Taux de transmission en puissance des 3 premiers modes simulé par l’AFMM (traits
en pointillés) et par les méthodes EME et BPM grand angle (traits pleins)
Nous constatons une très bonne concordance entre les trois méthodes pour un faible contraste
d’indice. Nous pouvons aussi apprécier l’influence du rayon sur le guidage du mode fondamen-
tal. Suivant la longueur parcourue par le champ dans le guide courbe, ici, directement propor-
tionnelle au rayon, l’énergie passe successivement d’un mode à l’autre.
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2.4.6 Conclusion sur le guide courbe
Nous avons développé un modèle de simulation du guide courbe par l’AFMM. Les résultats
sur les calculs de pertes et sur les cartes des indices montrent que la méthode concorde avec les
méthodes déjà existantes. L’erreur faite par rapport au modèle modal est relativement faible et
200 harmoniques suffisent pour simuler l’évolution du champ dans le guide courbe. Par la suite,
nous utilisons ce modèle dans le cas où le contraste d’indice de réfraction est faible (de l’ordre
de 10−2) et pour des rayons relativement élevés (de l’ordre de 300µm) ce qui nécessitera moins
d’harmoniques. Ce modèle est donc validé pour notre application.
2.5 Modélisation du couplage avec le guide plan
Nous avons déterminé l’évolution du champ électromagnétique au sein d’une section où les
permittivités et perméabilités sont constantes selon la variable de propagation v. L’AFMM nous
permet de considérer plusieurs sections où les permittivités et perméabilités changent selon la
propagation. Ceci nous permet de prendre en compte, dans notre cas, l’ajout d’un guide plan
dont nous avons parlé lors de l’introduction 1.6.2. Dans cette partie, nous nous attachons donc
à la détermination de l’évolution du champ électromagnétique dans une cascade de structures
en fonction des données d’entrée des excitations propagatives et contra-propagatives. La figure
2.33 illustre une possible cascade de structures. Nous représentons, à gauche, un guide courbe
de rayon de courbure R et de largeur w ainsi qu’un guide plan dont la distance au guide courbe
évolue selon la variable θ. Nous représentons, à droite, la structure correspondante dans le plan
conforme. Nous avons fait apparaître différentes sections dans la propagation selon θ dans le



















FIG. 2.33 – Schéma du guide courbe couplé avec le guide plan
Dans cette partie, nous exposons les relations liant les différents éléments de chaque section
de la cascade. Nous détaillons l’algorithme en S [59] utilisé pour modéliser l’ensemble du
champ électromagnétique dans une cascade de sections. Enfin, Nous vérifions si la méthode
développée permet de simuler correctement le gap entre le guide courbe et le guide plan. Pour
cela, nous regardons une structure invariante suivant θ modélisable par la méthode analytique
précédente afin de valider le choix de l’AFMM.
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Afin de pouvoir simuler la propagation des modes le long de différentes sections, il nous
faut déterminer les relations de passage des modes propres d’une section à l’autre. Ces relations
de passages se déterminent par la continuité des champs tangentiels Ezc[t] et Hrc[t] dans le cas
TE et Hzc[t] et Erc[t] dans le cas TM à chaque interface entre les sections [t] et [t +1]. La figure
2.34 illustre la continuité des champs entre les sections [t] et [t +1]. Sur cette figure, nous avons
représenté les champs intervenant dans les conditions de continuité pour les sections [t] et [t +1]










FIG. 2.34 – Schéma de la continuité des composantes tangentielles des champs entre les sections
t et t +1 en polarisation TE
2.5.1 Expressions des champs tangentiels dans une section
2.5.1.1 Cas de la polarisation TE
Dans le cas de la polarisation TE, les champs tangentiels à l’interface entre deux sections
sont les composantes Ezc[t] du champ électrique et Hrc[t] du champ magnétique. Le deuxième se
déduit du premier par la deuxième relation du système (2.27) que nous rappelons :
Hrc[t] = − 1jωµ0µc[t]rr e uR
∂Ezc[t]
∂v . (2.76)
Nous montrons en annexe D.1, que l’expression du vecteur uc[t] des coefficients de Fourier
































de la section [t], la matrice W [t] est la matrice des vecteurs propres de la section [t],
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Λ[t] est la matrice diagonale dont le (q,q)-ième élément est l’indice effectif n[t]q de propagation
du mode q de la section [t] et les matrices P+[t]vt (v) et P
−[t]
vt (v) sont les matrices diagonales de
propagation dont les (q,q)-ième élément sont respectivement e−jn
[t]




2.5.1.2 Cas de la polarisation TM
Dans la cas de la polarisation TM, les champs tangentiels à l’interface entre deux sections






Nous montrons en annexe D.2, que l’expression du vecteur uc[t] des coefficients de Fourier
de la composante Erc[t] du champ électrique est :




































de la section [t], la matrice W [t] est la matrice des vecteurs propre de la section [t],
Λ[t] est la matrice diagonale dont le (q,q)-ième élément est l’indice effectif n[t]q de propagation
du mode q de la section [t] et les matrices P+[t]vt (v) et P
−[t]
vt (v) sont les matrices diagonales de
propagation dont les (q,q)-ième élément sont respectivement e−jn
[t]




2.5.2 Expression matricielle de la continuité des champs tangentiels
Les conditions de continuité des champs tangentiels et de leur dérivées en v = vt+1 entre les
sections [t] et [t +1] s’expriment à l’aide de leurs vecteurs dans l’espace de Fourier :
s[t](vt+1) = s[t+1](vt+1), (2.81)
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Cette relation nous permet de calculer les amplitudes des modes propres de la section [t +1]
en fonction de celles de la section [t].
Au sein de la section [t], les amplitudes des modes en v = vt+1 est donnée en fonction de
leurs amplitudes en v = vt par les relations suivantes :
s
+[t]












où les matrices P+[t]vt (vt+1) et P
−[t]
vt (vt+1) sont les matrices de propagation dont les (q,q)-ièmes
éléments sont respectivement e−jn
[t]
q k0(vt+1−vt) et e+jn
[t]
q k0(vt+1−vt) et où n[t]q est l’indice effectif du
mode q de la section [t] et vt et vt+1 sont les coordonnées respectivement du début et de la fin
de la section [t].
La fuite de puissance au niveau de la courbure et la présence des PMLs induisent une partie
imaginaire des indices effectifs de propagation n[t]q négative. En tenant compte des parties réelles
et imaginaires des indices effectifs de propagation, l’amplitude du mode q de la section [t] en
vt+1 se déduit de son amplitude en vt par le facteur suivant :
e−jn
[t]















La partie imaginaire de l’indice effectif de propagation étant négative, le terme de propaga-
tion aura tendance à décroître.



















Ainsi, l’amplitude du mode q de la section [t] dans le sens contra-propagatif en vt+1 se
déduit de son amplitude en vt par la multiplication par un terme qui croît exponentiellement.
Il est montré [80] que formulé ainsi, le calcul de propagation peut entraîner des instabilités
numériques.
La figure 2.35 illustre le calcul des amplitudes du mode propre q entre les sections [t] et
[t + 1]. Nous représentons le sens du calcul ainsi que l’évolution schématique de la fonction
exponentielle intervenant dans ce même calcul.
Sur cette figure, nous remarquons que l’amplitude décroît dans le sens propagatif et croît
dans le sens contra-propagatif.
Il est donc nécessaire de redéfinir l’origine des amplitudes pour le mode contra-propagatif.
Ainsi, pour chaque zone [t], nous choisissons l’origine des amplitudes du mode propagatif en vt
au début de la section et l’origine des amplitudes pour le contra-propagatif en vt+1 à la fin de la
section. Les amplitudes des modes se déduisent par la relation suivante :
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FIG. 2.35 – Schéma d’évolution de l’amplitude des modes q propagatifs s+[t]Wq et contra-
propagatifs s−[t]Wq dans le cas instable
s
+[t]


















n’est autre que la matrice de propagation P+[t]vt (vt+1) dans le sens propagatif. Ainsi, le compor-
tement de la fonction exponentielle est le même dans les deux cas et cette fonction est décrois-
sante.
Ainsi définies, ces relations assurent la stabilité numérique du calcul. La figure 2.36 illustre
le calcul des amplitudes du mode propre q entre les sections [t] et [t +1]. Nous représentons le
sens du calcul ainsi que l’évolution schématique de la fonction exponentielle intervenant dans
ce même calcul.
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FIG. 2.36 – Schéma d’évolution de l’amplitude des modes q propagatifs s+[t]Wq et contra-
propagatifs s−[t]Wq dans le cas stable
Sur cette figure, nous voyons que dans le sens du calcul, les fonctions exponentielles sont





= P+[t]vt (vt+1). (2.91)
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Dans ces conditions, l’expression matricielle de la continuité des champs tangentiels (2.83)




























Cette forme matricielle n’est pas encore exploitable numériquement. Nous proposons main-
tenant une forme matricielle plus adéquate.
2.5.2.1 Expression matricielle des relations entre les entrées et sorties d’une section
Pour la formulation matricielle du problème, nous utilisons l’algorithme en matrice-S intro-
duit par Lifeng Li [59].
Pour calculer les vecteurs d’amplitude des modes propres dans chaque section, il nous faut
tenir compte des matrices de propagation et de leur sens de progression. En effet, le mode pro-
pagatif converge de la section [t] vers la section [t +1] et le mode contra-propagatif converge de
la section [t +1] vers la section [t]. Dans ce soucis de stabilité numérique, il nous faut exprimer
le vecteur s+[t+1]W en fonction du vecteur s
+[t]
W et le vecteur s
−[t]
W en fonction du vecteur s
−[t+1]
W .






























où les matrices tt++, rt+− rt−+ et tt−− s’expriment :
t [t]++ = 2
(







W [t]−1W [t+1] +V [t]−1V [t+1]
)−1(







W [t+1]−1W [t] +V [t+1]−1V [t]
)−1(−W [t+1]−1W [t] +V [t+1]−1V [t])P[t], (2.97)
t [t]−− = 2
(
W [t+1]−1W [t] +V [t+1]−1V [t]
)−1
P[t+1]. (2.98)
Ce calcul est détaillé en annexe F.1. Nous remarquons qu’avec cette formulation les matrices
de propagation P[t] ne sont pas inversées. La cascade de ces matrices sur plusieurs sections ne
risque donc pas de faire diverger les solutions. Nous avons une formulation matricielle de la
relation de passage des champs électromagnétiques entre deux sections exploitable numérique-
ment. Nous pouvons maintenant généraliser le cas à plusieurs sections.
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2.5.2.2 Expression matricielle des relations entre les entrées et sorties de la zone de si-
mulation



































où les matrices T t++, Rt+− Rt−+ et T t−− s’expriment :








































Cette relation nous permet d’obtenir les vecteurs s+[0]W et s
−[t+1]
W des modes en sortie en
fonction des vecteurs s+[t+1]W et s
−[0]
W des modes en entrée et de la zone de simulation.
2.5.2.3 Expression des amplitudes des vecteurs s+[t]W et s
−[t]
W
Il nous faut maintenant obtenir les amplitudes des vecteurs s+[t]W des modes propagatifs et
s
−[t]
W des modes contra-propagatifs dans chaque section [t] de la zone de simulation. Nous sui-
vons, pour cela, le sens de propagation des modes propres comme nous l’avons introduit précé-
demment. Pour chaque section nous commençons par déterminer le vecteur s−[t]W des modes
contra-propagatifs qui dépend du vecteur s−[t+1]W des mode contra-propagatifs de la section




















Puis nous déterminons le vecteur s+[t]W des modes propagatifs qui dépend du vecteur S
+[t−1]
W
des modes propagatifs de la section [t−1] et du vecteur s+[t]W des modes propagatifs de la section
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La composante Ez du champ électrique dans le cas TE ou la composante Hz du champ
magnétique dans le cas TM s’obtient au sein de chaque section [t] par l’expression (2.63) établie
à la partie 2.3.7.
2.5.3 Résultats et comparaison modale
La mise en cascade nous permet de décrire l’approche d’un guide plan le long du guide
courbe. Cette approche est discrétisée en plusieurs sections où l’espace entre le guide courbe et
le guide plan change. Mathématiquement, cet espace rajoute une discontinuité. Plus la taille de
cette discontinuité est faible, plus elle sera difficile à décrire dans l’espace de Fourier. Autrement
dit, il faudra utiliser plus d’harmoniques pour décrire les permittivités et perméabilités de la zone
de simulation. Nous nous proposons donc d’étudier l’effet de cet ajout sur la convergence des
indices effectifs des modes en comparant les résultats obtenus à la méthode modale analytique.
2.5.3.1 Etude de convergence
Nous étudions la convergence des indices effectifs en fonction de la largeur du gap. Nous
utilisons le même critère qu’à la partie 2.4.2.2. La figure 2.37 présente les résultats pour les
modes fondamentaux TE0 et TM0 d’un guide de largeur w = 4 µm et de rayon de courbure R =















































FIG. 2.37 – Convergence des parties réelles des indices effectifs des modes TE0 et TM0
Nous constatons une bonne convergence pour les grands gaps. Pour les gaps plus petits, des
oscillations apparaissent dans la convergence. Celles-ci témoignent de la difficulté de projeter
le motif du gap dans l’espace de Fourier. Nous obtenons néanmoins un précision de 10−6 pour
200 harmoniques.
La figure 2.38 présente cette étude de convergence pour les parties imaginaires de l’indice
des modes fondamentaux TE0 et TM0.
Nous constatons, comme pour la partie réelle, une meilleure convergence pour des grands
gaps. Nous obtenons une précision à 10−5 pour 200 harmoniques dans le cas extrême d’un gap
de 0,3 µm.















































FIG. 2.38 – Convergence des parties imaginaire des indices effectifs des modes TE0 et TM0
Nous constatons des oscillations plus marquées pour les grands gaps. Pour les mêmes rai-
sons que précédemment, moins la structure est fuyante, plus la convergence est instable.
2.5.3.2 Comparaison à la méthode modale analytique
Dans cette partie, nous voulons vérifier si nous sommes capables de modéliser n’importe
quelle taille de gap avec l’AFMM. Dans le cas d’un gap invariant en θ, nous pouvons comparer
les résultats de l’AFMM avec la méthode modale analytique précédente. Les valeurs sont don-
nées à 200 harmoniques. Le rayon de courbure est 50 µm et la largeur du guide est 4 µm. Nous
considérons les modes TE0, TM0, TE2 et TM2. Les tabelaux suivants présentent les résultats de
l’étude.
Gap partie réelle TE0 partie imaginaire TE0
(µm) analytique AFMM analytique AFMM
0.3 1.694840 1.694907 7.7902 10−3 7.9043 10−3
0.5 1.694901 1.694943 4.0189 10−3 4.0325 10−3
0.7 1.695061 1.695075 2.2198 10−3 2.2157 10−3
1 1.695304 1.695305 9.8841 10−4 9.8293 10−4
2 1.695728 1.695728 1.2717 10−4 1.2780 10−4
3 1.695877 1.695876 5.8779 10−5 5.8684 10−5
Gap partie réelle TM0 partie imaginaire TM0
(µm) analytique AFMM analytique AFMM
0.3 1.694339 1.694407 7.7247 10−3 7.8355 10−3
0.5 1.694106 1.694140 4.0343 10−3 4.0483 10−3
0.7 1.694088 1.694104 2.2672 10−3 2.2633 10−3
1 1.694206 1.694207 1.0395 10−3 1.0338 10−3
2 1.694547 1.694547 1.4809 10−4 1.4882 10−4
3 1.694696 1.694695 7.5097 10−5 7.4926 10−5
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Gap partie réelle TE2 partie imaginaire TE2
(µm) analytique AFMM analytique AFMM
0.3 1.597239 1.597388 1.0817 10−2 1.0790 10−2
0.5 1.599462 1.599487 7.2660 10−3 7.2097 10−3
0.7 1.601542 1.601521 5.5220 10−3 5.4903 10−3
1 1.604372 1.604348 4.4916 10−3 4.5054 10−3
2 1.618307 1.618115 1.2228 10−2 1.2341 10−2
3 1.648200 1.648217 3.2374 10−3 3.2207 10−3
Gap partie réelle TM2 partie imaginaire TM2
(µm) analytique AFMM analytique AFMM
0.3 1.596711 1.596951 1.2949 10−2 1.2893 10−2
0.5 1.598780 1.598820 9.1554 10−3 9.0635 10−3
0.7 1.600851 1.600818 7.2122 10−3 7.1605 10−3
1 1.603800 1.603761 6.0161 10−3 6.0377 10−3
2 1.617943 1.617576 1.4750 10−2 1.4941 10−2
3 1.648032 1.648049 3.6682 10−3 3.6444 10−3
Nous constatons que les deux méthodes donnent des résultats similaires. Les parties réelles
présentent un écart relatif maximal de 2.10−4 entre les deux méthodes. Les parties imaginaires
présentent un écart relatif maximal de 10−2. En effet, nous avons vu que l’AFMM était compa-
rable à la méthode modale analytique pour des parties imaginaires d’indice effectif plus élevées
que 10−8 en valeur absolue.
Concernant les modes fondamentaux TE0 et TM0, le gap agit principalement sur la partie
imaginaire de l’indice effectif et ne modifie que très peu la partie réelle. En revanche, les autres
modes voient leur indice effectif modifié par l’approche du guide plan. Un phénomène de cou-
plage a lieu entre le guide droit et le guide plan et le gap peut être considéré comme une cavité
résonante. Ce point est important pour la suite du document.
La figure 2.31 présente l’évolution des parties imaginaires des indices effectifs des deux
premiers modes en fonction du gap pour un rayon de 80 µm. Le calcul a été effectué à 200
harmoniques.
Nous constatons que le mode fondamentale TE0 fuit moins que le deuxième mode TE1.
Nous constatons les modes TMi et TEi ont des comportements similaires. Nous remarquons
le phénomène de résonance pour les deuxièmes modes tandis que le mode fondamental est
comparativement peu affecté. Nous constatons enfin que la résonance est comparable suivant la
polarisation. Nous pouvons comprendre que ces phénomènes de résonance peuvent apparaitre
sur le mode fondamental si le rayon de courbure est trop faible.
2.6 Conclusion
Nous avons mis au point un modèle de simulation d’une structure courbe basé sur l’AFMM.
Ce modèle peut tenir compte du couplage avec un guide plan. L’approche de ce guide plan peut
être discrétisée afin de simuler une approche quasi-continue. Le modèle donne des résultats
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FIG. 2.39 – Evolution des parties imaginaires des indices en fonction du gap pour les modes
TEi (ligne pleine) et TMi (ligne en pointillés)
du couplage avec le guide plan. Nous avons mis en évidence les phénomènes de couplage qui
peuvent intervenir lors de l’ajout du guide plan. Nous avons vu que le mode fondamental du
guide courbe fuit d’une part en fonction du rayon, d’autre part, en fonction du gap entre le guide
courbe et le guide plan. Enfin, nous avons vu que le mode fondamental subit peu les effets de
résonance due à l’approche du guide plan à comparer avec les autres modes.
2.7 Perspectives
Nous avons vu que l’ajout des PMLs anisotropes modifie le milieu de simulation. En effet,
les parties imaginaires des indices effectifs sont modifiées par leurs présences. Le modifications
des PMLs anisotropes par des PMLs à coordonnées réelles ou complexes [81] pourrait atténuer
cette influence. En effet, celles-ci sont plus efficace pour simuler une structure ouverte et pour-
rait donc prendre en compte l’augmentation de l’indice de réfraction due au passage dans le
plan conforme.
Nous avons comparé les résultats obtenus avec des résultats issus de simulation FDTD avec
un maillage cartésien. La comparaison de la mise en cascade n’a pas encore été réalisée. Aussi,
il serait intéressant de comparer la méthode avec une FDTD dont le maillage est cylindrique. Le
MIT a mis à disposition une FDTD (MEEP [29]) pouvant simuler la structure dans un maillage
cylindrique. Une comparaison pourrait être ainsi réalisée en prenant en compte l’évolution du
gap.
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Chapitre 3
Modélisation et performances du
spectromètre
Dans le chapitre précédent, nous avons mis au point une méthode numérique pour modéliser
la structure courbe qui est un élément central du spectromètre. Nous avons déterminé l’influence
des paramètres de cette structure (monomodicité, approche du guide plan) à prendre en compte
pour la suite. La figure (3.1) présente les schémas à gauche, du spectromètre dans sa globalité
et, à droite, la structure courbe modélisée précédemment. Le spectromètre est composé d’une
jonction Y qui permet de séparer le flux lumineux en deux parties. Chaque partie fuit ensuite
grâce aux structures courbes modélisées dans le chapitre précédent. Les faisceaux se propagent
alors vers les détecteurs et interfèrent entre eux. Les interférences sont non localisées, c’est-à-









FIG. 3.1 – Schéma du spectromètre dans sa globalité à gauche et schéma de la structure courbe
à droite
Ce chapitre présente le modèle complet du spectromètre. Dans un premier temps, nous sim-
plifions la structure à trois dimensions en une structure à deux dimensions en utilisant la mé-
thode de l’indice effectif [37]. Nous décrivons ensuite le cheminement de la lumière jusqu’à la
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structure courbe.
Afin d’obtenir le champ lointain qui atteint les détecteurs, nous utilisons l’intégrale d’Helm-
holtz Kirchhoff que nous détaillerons. De cette méthode, nous obtenons des critères sur la bande
spectrale que le spectromètre pourra mesurer. Dans cette partie, nous montrons l’importance du
mode fondamental de la structure courbe et la nécessité de n’exciter que ce mode. Nous dé-
crivons ensuite un modèle de fuite qui nous permet d’obtenir un profil d’intensité arbitraire
sur les détecteurs. De cette partie, nous obtenons la résolution du spectromètre. Compte tenue
de la géométrie cylindrique du système, nous proposons une intégrale de Fourier adaptée au
spectromètre afin d’obtenir le spectre du signal.
Enfin, nous donnons les performances théoriques attendues.
Pour la modélisation du spectromètre, nous utilisons les paramètres liés à la technologie
d’échange d’ions sur substrat de verre faisant intervenir les ions argent Ag+ et Na+ dont le
contraste d’indice est typiquement 0,08. Cette technologie est détaillée dans la partie expéri-
mentale 4.
3.1 Modélisation du système précédent la structure courbe
Dans cette partie, nous décrivons la modélisation de l’acheminement du signal, de l’excita-
tion du guide d’entrée jusqu’à la structure courbe.
3.1.1 Profil d’indice de réfraction
Les profils d’indice de réfraction obtenus par la méthode d’échange d’ions sont dit profil
à diffusion. En effet, les ions implantés se diffusent à l’intérieur du substrat et cette diffusion
est régie par les lois de Fick. Dans certaines conditions il a été montré [82–84] que le profil de
concentration c des ions implantés dans le substrat de verre en fonction de la profondeur z du








où csurf est la concentration des ions à la surface du substrat de verre, D la constante de diffusion
des ions dans le verre, t le temps d’échange et erfc la fonction erreur complémentaire définie







La figure 3.2 donne l’allure de cette concentration c en fonction de la profondeur z du
substrat de verre. Sur cette figure, nous avons représenté la fonction en escalier présentant la
même aire que l’aire développée par la fonction c.
Pour modéliser la structure, nous avons fait l’approximation que les ions se sont entièrement
diffusés avant la distance effective de diffusion deff définie par la quantité 2
√
Dt et ce de façon






FIG. 3.2 – Représentation schématique de la concentration des ions dans le verre et de la struc-
ture à saut d’indice équivalente
homogène. Cette approximation concerne la diffusion dans la profondeur pour la réalisation du
guide plan.
Pour réaliser un guide, un masque est utilisé afin de cibler la zone où nous désirons que
l’échange ait lieu. Il nous faut alors tenir compte de la diffusion à l’écart de l’ouverture du
masque de taille w0. Il a été montré [85] que dans cette même approximation, les ions se dif-
fusent sur une distance effective w = w0 +deff, c’est-à-dire, une distance deff de chaque coté de












FIG. 3.3 – Schéma de l’approximation du guide à diffusion d’indice de réfraction
La répartition d’indice de réfraction dans le verre selon cette approximation a pour fonction :
n(z,x) = n0 +∆nmaxΠ(z,x), (3.3)
où n0 est l’indice de réfraction du substrat, ∆nmax est le contraste d’indice à la surface du verre
qui a subi l’échange d’ion et Π(z,y) est la fonction porte définie par :
Π(z,y) =
{
1 pour |z|< deff et |x|< w = w0 +deff
0 sinon . (3.4)
Pour des raisons qui sont expliquées à la partie 3.2.7, nous cherchons à obtenir des guides
monomodes pour des longueurs d’onde autour de 1550 nm. Un temps d’échange t = 5 min nous
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donne un profondeur effective deff = 1.26 µm. Compte tenu de la diffusion, la largeur du guide
est w = w0 +deff où l’ouverture du masque est w0 = 1 µm et sa profondeur est deff. La figure 3.4
présente les dimensions et les indices de réfraction du guide droit avec cette approximation. A
gauche nous avons représenté le guide droit en trois dimensions et à droite sa section transverse











FIG. 3.4 – Schéma du guide à saut d’indice
Le guide a un indice de réfraction n1 = n0 +∆nmax = 1,595 entouré d’un matériau d’indice
de réfraction n0 = 1,595 et de l’air d’indice de réfraction 1. La profondeur de guide est deff =
1,26µm et sa largeur est w = 2,26µm.
3.1.2 Méthode de l’indice effectif
Dans le chapitre précédent, nous avons modélisé une structure en deux dimensions. La struc-
ture que nous étudions ici est une structure en trois dimensions. Nous utilisons la méthode de
l’indice effectif [86] pour séparer le problème en deux problèmes à une et deux dimensions.
Reprenons les équations de Maxwell introduites dans le chapitre précédent :
∇∧E = −∂µH∂t , (3.5)
∇∧H = ∂εE∂t . (3.6)
Le calcul est mené pour la polarisation TE, celui pour la polarisation TM est similaire. Nous
avons vu que la connaissance de la composante Ez du champ permet de déterminer les autres
composantes Hr et Hθ. Nous supposons que les variables r, θ et z sont séparables. La compo-
sante verticale du champ électrique peut alors s’exprimer Ez = Ez(r,θ)Z(z)ejωt. En considérant
un milieu linéaire, homogène, isotrope sans charge ni courant et en combinant les équations
(3.5) et (3.6), nous obtenons l’équation d’Helmholtz :
∇2Ez + k0n2Ez = 0,
3.1. MODÉLISATION DU SYSTÈME PRÉCÉDENT LA STRUCTURE COURBE 79
où k0 = 2piλ est le vecteur d’onde. En utilisant la formule du Laplacien en coordonnées cylin-






















− k0n2Ez(r,θ)Z(z) = 0.
En introduisant neffz dans l’équation précédente et en séparant la partie dépendante de z et






















Z(z) = 0. (3.8)
La figure 3.5 schématise ces deux dernières équations. A gauche, nous avons représenté la
structure en trois dimensions, au milieu la structure plane correspondant à la première équa-
















FIG. 3.5 – Schéma de la décomposition du problème en trois dimensions
Nous retrouvons donc l’équation résolue dans le chapitre précédent 2.3.1 et l’équation de
propagation d’un guide plan selon z [37]. En toute rigueur, l’indice effectif de propagation
neffz dépend de la longueur d’onde, aussi, il faudrait le calculer pour chaque longueur d’onde.
Comme nous gardons l’indice n0 du verre constant selon la longueur d’onde, nous gardons
aussi l’indice effectif neffz constant. Autrement dit, nous gardons le contraste d’indice constant
en fonction de la longueur d’onde. Cet indice est calculé pour une longueur d’onde λ = 1,55
µm et neffz ≈ 1,550.
Le guide ainsi obtenu est monomode à une longueur d’onde de 1,55 µm, son indice ef-
fectif de propagation est 1.537076 dans le cas TE (1.536735 dans le cas TM). Le guide reste
monomode pour les deux polarisations pour une longueur d’onde minimale de 1,48 µm.
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3.1.3 Jonction-Y
La jonction-Y permet de séparer le flux lumineux entre le guide d’injection et la structure
courbe. Nous expliquons ici le fonctionnement de cet élément. La figure 3.6 représente les
différentes parties d’une jonction-Y : le guide d’injection d’où vient la lumière guidée, une
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FIG. 3.6 – Schéma de fonctionnement de la jonction-Y
Sur cette figure, nous avons représenté, à gauche, l’allure de la puissance portée par le mode
fondamental du guide droit d’injection. Ce mode se propage dans le guide jusqu’à la zone de
transition adiabatique. Dans cette zone, le guide s’élargit lentement avec un angle de déviation
de 1˚sur une longueur Lj = 635 µm jusqu’au double de la largeur du guide. Cette distance est
suffisamment longue pour que le mode s’élargisse de façon adiabatique, autrement dit, sans
perdre d’énergie. Le mode, suffisamment large, se couple alors dans chaque guide de sortie.
Si P0 correspond à la puissance dans le guide d’injection, nous retrouvons idéalement P02 dans
chaque guide de sortie.
Ici, la jonction est réalisée en considérant deux arcs de rayon 2 mm. Pour un tel rayon, la
partie réelle de l’indice effectif du mode fondamental du guide courbe est 1.537962 en polari-
sation TE et sa partie imaginaire est inférieure à 10−8 en valeur absolue. Nous confondons par
la suite ce guide courbe avec un guide droit, en résumé, nous négligeons la courbure de 2 mm.
3.1.4 Guide en S
Afin de guider la lumière issue de la jonction-Y vers la structure courbe, nous utilisons un
guide en S. La figure 3.7 présente à gauche les guides en S et à droite la géométrie d’un guide
en S. Sur cette figure, le guide droit d’injection, la jonction-Y, les guides en S et la structure
courbe sont représentés.
Sur cette figure, le point B, ainsi que l’angle θ0, correspondent au début de la zone de fuite
dans le guide plan. Le rayon de la structure courbe est constant et égal R.













FIG. 3.7 – Schéma des guides en S
La construction géométrique a été réalisée pour éviter toute discontinuité. Sur le schéma de
droite de la figure 3.7, les cercles de rayons RS1 et RS2 sont tangents et leur intersection est au
point A. Le rayon RS1 correspond au rayon de 2 mm précédemment introduit, nous prenons la
même valeur pour RS2. Les cercles de rayon R et RS2 sont tangents et leur intersection est au
point B. C’est le rayon R qui détermine la fuite de la lumière. Cette construction nous permet
de choisir arbitrairement le rayon R < RS2 et l’angle θ. Nous pouvons montrer que le choix de
l’angle θ0 est limité par la géométrie et l’angle limite est donnée par la relation suivante :
|θ0|< θlim = arccos( RS1RS1 +R). (3.9)
Comme précédemment et compte tenu du grand rayon des guides en S, ces guides sont assi-
milés à des guide droits à l’entrée de la structure courbe. La structure courbe est alors excitée et
la lumière fuit lors de sa propagation dans le guide courbe de rayon R. Afin d’obtenir l’intensité
détectée sur les détecteurs en fonction de l’évolution du champ dans la structure courbe, il nous
faut modéliser ce champ électromagnétique au loin. C’est ce que nous proposons dans la partie
suivante.
3.2 Modélisation des interférences en champ lointain
Dans cette partie, nous détaillons le modèle utilisé pour simuler le champ lointain sur les
détecteurs à partir de celui simulé dans la structure courbe. Afin de modéliser la propagation
du champ, une méthode généralement utilisée est l’intégration des équations d’Helmholtz-
Kirchhoff scalaires [87]. Aussi, nous décrivons dans un premier temps le théorème associé à
ces intégrales. Nous l’appliquons ensuite à la simulation du champ lointain à partir du champ
simulé dans la structure courbe.
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3.2.1 Introduction à la théorie de la diffraction
A la fin du dix-septième siècle, Christiaan Huygens propose un principe de propagation
de la lumière sous forme d’ondelettes. Considérant une source de lumière principale comme
schématisée à la figure 3.8.
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FIG. 3.8 – Schéma du principe de Huygens-Fresnel
Chaque élément du front d’onde issu de cette source principale peut être considéré à son
tour comme une source secondaire. Le front d’onde total résultant de la propagation est alors
la somme des fronts d’onde issus de chacune de ces sources secondaires. Ce principe a été mis
en équation par Fresnel au début du dix-neuvième siècle et prend ainsi le nom de principe de
Huygens-Fresnel.
Ce même siècle, Kirchhoff propose le théorème intégrale de Helmholtz-Kirchhoff qui donne
la valeur du champ à l’intérieur d’un volume V en connaissant sa valeur sur la surface fermée
S de ce même volume. Dans cette partie, nous détaillons ce théorème pour l’appliquer à notre
cas.
3.2.2 Théorème intégrale de Helmholtz-Kirchhoff
Considérons un milieu linéaire, homogène, isotrope, non-magnétique, sans source ni cou-
rant d’indice de réfraction n contenu dans un volume fermé V . L’équation d’Helmholtz de ce
milieu est obtenue à partir des équations de Maxwell 2.3 et 2.4. En considérant les harmoniques
temporelles des champs E et H , c’est-à-dire, leur dépendance en ejωt où ω est la pulsation de
l’onde, nous obtenons :
∆ψ+ k0nψ = 0, (3.10)
où ψ est la composante Ez du champ électrique dans le cas TE ou la composante Hz du champ
magnétique dans le cas TM et k = k0n où k0 est le vecteur d’onde dans le vide. Nous continuons
le calcul pour le cas TE, celui pour le cas TM est similaire. Cette équation est définie pour
tout le volume V sauf à sa surface S où nous connaissons sa valeur. La deuxième identité de
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( f ∇g−g∇ f ) .dS =
y
V
( f ∇2g−g∇2 f )dv. (3.11)
Cette identité est valable en trois dimensions. Comme nous sommes dans un problème plan,
nous ramenons cette identité au cas en deux dimensions. Sur la figure 3.9 nous pouvons voir
















FIG. 3.9 – Schéma à trois (à gauche) et à deux dimensions (à droite) de l’intégrale d’Helmholtz-
Kirchhoff
Sur cette figure, nous nous intéressons d’abord à la partie de gauche. Le volume V est l’union
des surface S+, S−, qui sont les surfaces hautes et basses, et de SL qui est la surface latérale.
Les surfaces S+ et S− sont identiques et elles sont séparées d’une distance h. Les éléments de
surface dS repéré par r et de volume dv repéré par rM correspondent aux variables d’intégration
respectivement des membres de gauche et de droite de l’équation 3.11.
Lorsque nous passons au problème en deux dimensions, schématisé à droite sur la figure 3.9,
nous faisons tendre h vers 0. En posant dv = hds où ds est l’élément de la surface S = S+ = S−
et dS = hdl où dl est l’élément du contour Cl, l’identité (3.11) se simplifie en :
z
CL
( f ∇g−g∇ f ) .dl =
x
S
( f ∇2g−g∇2 f )ds. (3.12)
Définissons f comme étant le champ Ez que nous cherchons à déterminer et g la fonction
de Green solution de l’équation d’Helmholtz dont l’expression en un point rM :
g(r) = H(2)0 (k.|r− rM|),
où H(2)0 est la fonction de Hankel du deuxième ordre et k est le vecteur d’onde dans le milieu.
Les champs f et g sont solutions de l’équation d’Helmholtz (3.10). La fonction g présente une
singularité en r = rM . En résolvant cette singularité, nous montrons en annexe G que la valeur
de la composante Ez du champ électrique en un point rM à l’intérieur de la surface S s’exprime :












H(2)0 (k.|r− rM|)∇Ez(r).dl. (3.13)
Cette intégrale est l’intégrale de Helmholtz-Kirchhoff. Connaissant la valeur du champ Ez
sur le contour CL, nous pouvons déterminer à partir de cette intégrale le champ Ez au point rM.
3.2.3 Application à la structure
Nous avons détaillé l’intégrale de Helmholtz-Kirchhoff dans le cas général, nous l’appli-
quons maintenant à notre structure. Nous devons définir une surface contenue dans un contour
fermé. La figure 3.10 décrit le domaine d’application du théorème. Sur cette figure, nous avons
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FIG. 3.10 – Schéma d’application de l’intégrale d’Helmholtz-Kirchhoff
Sur cette figure, nous avons fait apparaitre les détecteurs repérés par la variable x ainsi que
l’arc de rayon L repéré par la variable s. Cet arc est important pour la suite.
En utilisant le modèle de la structure courbe développé au chapitre 2, nous pouvons calculer
le champ électromagnétique sur le contour CA.
Comme nous cherchons à faire fuir la lumière vers les détecteurs, nous supposons que le
champ est nul sur le contour CB. Le contour CC est projeté à l’infini et nous supposons que le
champ s’annule à l’infini. Enfin, nous supposons que les détecteurs n’interagissent pas avec la
propagation, autrement dit, que les détecteurs absorbent l’ensemble de la lumière.
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Sur la figure 3.10 nous avons représenté les notations utilisées pour le calcul. Les sources
sont repérées par les coordonnées polaires (RI,φ) et nous cherchons à calculer le champ au
point (L,θ) en coordonnées polaires. Le calcul détaillé en annexe G.2 nous donne l’expression

















3.2.4 Modélisation du champ lointain
Dans le cas où nous observons le champ lointain, nous pouvons appliquer certaines approxi-
mations. Pour de grands arguments k|r− rM| ≫ 1, nous pouvons utiliser les approximations
asymptotiques des fonctions de Hankel [40]. Les approximations asymptotiques des fonctions
de Hankel sont données par les relations suivantes :




−j(k.|r−rM |− 14 pi), (3.16)




−j(k.|r−rM |− 34 pi). (3.17)
De plus, pour une observation à une distance grande devant le rayon d’intégration L ≫ RI,
nous nous retrouvons dans l’approximation de Fresnel. Ainsi, les termes d’amplitudes |r− rM|
se simplifient en L et les termes de phase se développent au premier ordre |r− rM| ≈ L−
Rcos(φ−θ). Le calcul est détaillé à l’annexe G.2.2. Finalement, l’expression de la composante
Ez du champ électrique lointain est alors :



















Dans cette formule, le terme B(θ) est indépendant de la distance L. Ce terme représente
l’état de phase et d’amplitude de la composante Ez du champ électrique au niveau du rayon
d’intégration RI.
86 CHAPITRE 3. MODÉLISATION ET PERFORMANCES DU SPECTROMÈTRE
Le terme A(L) rend compte de la propagation des ondes de l’arc d’intégration de rayon RI
à la distance L du centre de la structure courbe. Ce terme traduit l’état de phase de l’onde ainsi
que son amplitude en L. Autrement dit, les plans de phase du champ issus de la structure courbe
sont concentriques, le centre commun étant le centre de la structure courbe.
Nous pouvons alors comprendre que la ligne de détecteurs repérée par la variable x n’est
pas un plan de phase de l’onde issue de la structure courbe. Nous reviendrons sur ce point par
la suite.
3.2.5 Lien avec la transformée de Fourier
Dans l’expression du champ lointain 3.18, le terme B(θ) fait apparaitre des transformées de
Fourier selon l’angle φ. Nous pouvons le constater en utilisant la formule [40] faisant intervenir


















g(θ,RI,φ) = kEz(RI,φ)cos(φ−θ)+ j∂Ez∂r (RI,φ). (3.21)
Nous faisons apparaitre les termes de la décomposition en série de Fourier de la fonction g.
Ce dernier point nous donne l’échantillonnage nécessaire pour le calcul numérique du champ
lointain.
3.2.6 Echantillonnage des modes propres
Nous avons vu au chapitre 2.4.2.1 que plusieurs types de modes se propagent dans la struc-
ture courbe : les modes à fuites, les modes évanescents et les modes résonants dans les PMLs.
Ces modes sont caractérisés par leur indice effectif de propagation nq. L’évolution du champ
Ez(RI,φ) selon φ sur l’arc de rayon RI du mode q peut s’exprimer :
Ez(RI,φ) ≈ e−jnqk0RIφ, (3.22)
où nq est l’indice de propagation du mode q, k0 = 2piλ est le vecteur d’onde dans le vide, λ la
longueur d’onde dans le vide et R est le rayon de courbure.
Les modes résonants dans les PMLs sont peu excités lors de la propagation dans la zone de
simulation et n’ont pas d’existence déterminante dans cette zone. Ils ne risquent donc pas d’être
pris en compte par cette méthode de propagation et de perturber la simulation.
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Les modes évanescents ont des indices effectifs dont la partie réelle est faible, ce qui cor-
respond à une fréquence spatiale d’oscillation faible dans la propagation selon θ. Leur partie
imaginaire étant élevée, leur puissance décroît vite lors de la propagation dans le guide courbe,
ces modes n’ont donc qu’une courte existence. Ces modes ont une amplitude importante à
l’écart du guide courbe.
Les modes à fuites sont les modes dont nous cherchons le champ lointain. Leurs indices de
propagation ont des parties réelles élevées comparées aux modes évanescents. Aussi, l’échan-
tillonnage est fixé par rapport à leur fréquence spatiale de propagation en θ.
Lors de l’excitation par le mode fondamental d’un guide droit, les principaux modes excités
sont les modes à fuites, les modes évanescents sont peu excités. Nous prendrons donc comme
critère d’échantillonnage un minimum de deux points par période de propagation :
Re{n}MAX k0RI2∆φ ≤ 2pi, (3.23)
où Re{n}MAX est le maximum des parties réelles des indices effectifs de propagation des modes
à prendre en compte. Ceci nous donne le pas d’échantillonnage nécessaire pour la description




3.2.7 Images des interférences sur les détecteurs
Nous revenons à l’expression du champ lointain 3.18 calculée dans la partie 3.2.4. Dans
cette partie, nous raisonnons sur les arcs concentriques correspondant aux plans de phase.
Nous remarquons que pour une observation lointaine de la structure courbe, la champ
Ez(L,θ) = A(L)B(θ) décrit sur l’arc de rayon L est à variables L et θ séparables. Cela signi-
fie que le champ Ez(L2,θ) sur l’arc de rayon L2 peut s’exprimer en fonction du champ Ez(L1,θ)





Autrement dit, le champ Ez(L,θ) s’étend au fur et à mesure que l’observation est lointaine
et l’étendue du champ Ez(L2,θ) est supérieure à celle du champ Ez(L1,θ) d’un facteur d’agran-
dissement L2L1 .
Afin d’expliquer les interférences obtenues sur l’arc de rayon L, nous adoptons une vision
simplifiée de la propagation. Selon cette vision de la propagation et pour une distance L grande
devant le rayon R de la structure courbe, le champ Ez(L,θ) peut être vu comme proportionnel
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Nous considérons un guide courbe de rayon R où la fuite de lumière est faible, c’est-à-
dire, que la partie imaginaire de l’indice effectif des modes est négligeable. Nous utilisons
deux champs électriques propagatif de composante Ez1(R,θ) et contra-propagatif de compo-
sante Ez2(R,θ) de même amplitude. Ces champs sont monochromatiques de longueur d’onde λ
d’excitation et ont le même indice effectif réel de propagation nq. De plus, ces champs sont en
phase respectivement en θ = θ0 et θ = pi−θ0, c’est-à-dire, que l’excitation est symétrique par
rapport à θ = pi2 . Le champ Ez(R,θ) résultant de la somme des champs Ez1(R,θ) et Ez2(R,θ) est
donnée par la relation approximative :









Où ω est la pulsation de l’onde. Nous faisons apparaitre une onde stationnaire dans le guide
courbe par l’apparition du terme en cosinus. D’après la relation 3.26, le champ Ez(L,θ) est
proportionnel au champ Ez(R,θ). Considérons maintenant l’abscisse curviligne s de l’arc de
rayon L définie par s = (pi2 −θ)L. Pour θ = pi2 , l’abscisse s est nulle et correspond à l’intersection
de l’arc de rayon L et de l’axe de symétrie de la structure courbe. Le champ Ez(L,θ) est donné









Supposons que l’intensité I(L,s) est, ici, proportionnelle au module du champ au carré,











Cette relation fait apparaitre la figure d’interférence des deux champ Ez1(R,θ) et Ez2(R,θ)
du guide courbe. Nous remarquons que les franges d’interférence selon s ont une période de
λL
2nqR proportionnelle à la longueur d’onde λ. Cela signifie que nous avons agrandi la période
des interférences initialement de λ2nq d’un facteur
L
R .




où L est la distance d’observation des franges d’interférences, R est le rayon de courbure de
la structure courbe et nq est l’indice de propagation du mode fondamental. En considérant le
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Nous faisons ainsi apparaitre une modulation de l’intensité en cosinus selon l’abscisse cur-
viligne s. Cette modulation est caractérisée par le facteur η.
Sur la figure 3.11, nous avons représenté la structure courbe d’où est issu le champ d’inter-
férence. Nous avons aussi représenté l’allure de ce champ sur les arcs de rayons L1 et L2.
L1
L2




FIG. 3.11 – Schéma de l’effet d’agrandissement du champ d’interférences
Sur cette figure, nous voyons que la figure d’interférences semblent venir de la structure
courbe. La périodes des franges d’interférences semblent bien augmenter au fur et mesure
qu’elles s’écartent de la structure courbe.
La fréquence spatiale des interférences est donnée par la relation ησ. Autrement dit, la
période des interférences est donnée par la relation λη . Ainsi, en modifiant le facteur η, il est
possible alors de suffisamment échantillonner les périodes des interférences et ainsi, de déter-
miner la longueur d’onde λ du signal émis en effectuant un transformée de Fourier en cosinus
de la figure d’interférences.
A terme, l’intensité sera détectée par des photodecteurs placés à une distance L du centre
de la structure courbe. Au centre de ces détecteurs, les interfranges sont identiques à celle de
l’arc de rayon L. Compte tenu de la géométrie, les interfranges détectées vont s’agrandir en
s’éloignant du centre. Ainsi, la période des interfranges est minimale au centre des détecteurs.
Nous en déduisons les critères suivants :
– Il nous faut faire fuir la lumière selon un seul mode sous peine d’avoir plusieurs figures
d’interférences pour une longueur d’onde d’excitation. La partie réelle de ce mode est
primordiale car elle doit rester constante le long de la propagation dans le guide courbe
et ceci en présence du guide plan. Comme nous l’avons vu lors de la modélisation de la
structure courbe au chapitre 2.5.3.2, la partie réelle du mode fondamental est peu sensible
à la présence du guide plan. Ainsi, c’est ce mode que nous cherchons à faire fuir.
– Les franges d’interférences doivent être suffisamment grandes pour nous permettre de les
échantillonner. Notons ∆x la période d’un photodétecteur. Selon le critère de Schannon, la
période d’échantillonnage ∆x des détecteurs doit être 2 fois plus petite que les interfranges
que nous cherchons à détecter. Ces critères nous donnent la longueur d’onde minimale
que nous pourrons détecter. Si nous voulons détecter une longueur d’onde minimale λmin
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qui correspond à un nombre d’onde maximale σmax, le pas d’échantillonnage ∆x des





ηλmin ≥ 2∆x. (3.32)
Pour la caractérisation d’un signal dans l’infrarouge proche, nous nous fixons une lon-
gueur d’onde minimale λmin d’excitation de l’ordre de 1,35 µm. La partie réelle de l’in-
dice effectif de propagation est de l’ordre de 1.5 dans le verre et nous cherchons à produire
des interférences à une distance d’environ 4 cm. Nous choisissons une période de photo-
détecteurs ∆x = 25 µm qui est la valeur typiques des photodétecteurs en InGaAs. D’après
la relation (3.30) du facteur η, ces critères nous donnent un rayon de courbure R donné




Nous nous fixons un rayon de courbure R = 300 µm pour la suite.
3.2.8 Conclusion
Dans cette partie, nous avons mis au point un modèle qui nous permet d’obtenir le champ
électromagnétique sur les détecteurs à partir du champ simulé dans la structure courbe. Par une
vision simplifiée de la propagation, nous avons déterminé des critères pour la conception du
spectromètre pour son application dans le domaine du proche infra rouge.
Nous avons vu au chapitre 1.1.4.2 que la résolution du spectromètre est donnée par le
nombre de modulations détectées, autrement dit, par le nombre de franges d’interférences detec-
tées. Afin d’optimiser l’instrument, toute la lumière qui fuit du guide courbe doit être détectée.
Il nous faut donc étudier la possibilité de diriger l’intensité sur les détecteurs. C’est ce que nous
proposons dans la prochaine partie.
3.3 Modèle de fuite et optimisation de la structure courbe
Dans la partie précédente, nous avons mis en évidence l’effet d’agrandissement des inter-
franges de la figure d’interférence obtenue sur un arc de rayon L centré sur la structure courbe.
Dans cette partie, nous développons un modèle de fuite qui nous permettra d’obtenir un profil
d’intensité arbitraire sur les détecteurs.
3.3.1 Modèle de fuite
Nous cherchons dans cette section, un modèle simple nous permettant de paramétrer la
variation du gap afin d’obtenir un profil d’intensité relativement constant sur les détecteurs.
Nous savons, par les études réalisées au chapitre 2.5.3.2, que la partie imaginaire de l’indice
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effectif du mode fondamental dépend de la distance entre le guide courbe et le guide plan. Par
la suite, nous utiliserons le terme gap pour désigner cette distance. Afin d’optimiser la fuite
de ce mode, nous commençons par chercher une évolution particulière de la partie imaginaire
de l’indice effectif en fonction de l’angle θ de propagation. Dans un deuxième temps, nous
relierons l’évolution de la partie imaginaire de l’indice effectif au gap.
D’après les études menées au chapitre 2, la composante Ez0 du mode fondamentale du guide
courbe dans le cas de la polarisation TE peut s’exprimer par la relation suivante :
Ez0(r,θ) = E0(r,θ)e−jk0Rn(θ)(θ−θ0), (3.34)
où k0 est le vecteur d’onde, n est l’indice effectif de propagation du mode fondamental et R le
rayon de courbure. L’indice effectif de propagation est une fonction de θ. Nous avons vu au
chapitre 2.5.3.2 que n dépend du gap, et plus précisément, que la partie réelle est peu modifiée
par la présence du guide plan. Aussi, nous pouvons décomposer n(θ)≈ nr + jni(θ) où nr et ni
sont respectivement les parties réelle et imaginaire de n. La puissance Pg portée par ce mode est







A partir des équations (2.22) du chapitre 2, nous pouvons exprimer Hr∗0(r,θ) en fonction de












Nous voyons apparaître la norme du mode à fuite qui a fait l’objet de travaux [88] ainsi que
la décroissance de la puissance guidée en fonction de la partie imaginaire ni. Si nous posons
que la puissance de ce mode est P0 au début de la fuite en θ = θ0, nous pouvons alors exprimer
la puissance guidée du mode fondamental par la relation :
Pg(θ) = P0e2k0Rni(θ)(θ−θ0) = P0eα(θ), (3.37)
où P0 est la puissance initialement couplée sur le mode fondamental de la structure courbe en
θ = θ0. Pour plus de clarté, nous introduisons le terme α(θ) qui est l’argument de la fonction
exponentielle. Cette expression (3.37) sera d’autant plus vraie que l’intégrale de l’équation pré-
cédente (3.36) reste constante suivant θ. Nous cherchons ici à relier ni avec le profil d’intensité
désiré sur les détecteurs. En première approximation, nous supposons que la fuite de l’énergie
est tangentielle au guide. La figure 3.12 schématise à gauche la structure courbe où la fuite de
lumière à l’angle θ est représentée par une flèche.
Sur cette figure, nous avons représenté, à droite, la direction de fuite vers la ligne de détec-
teurs symbolisée par la droite Ox. Cette ligne de détecteurs est située à une distance L du centre




FIG. 3.12 – Schéma du modèle de fuite de la structure courbe
de courbure. Nous supposons que la lumière qui a fuit à l’angle θ se dirige vers le point x de la
ligne de détecteurs où x est défini par la relation suivante :
x = −(L+R) tanθ+ R
cosθ .
Dans le cas extrême où nous cherchons à faire fuir la lumière sur une zone de l’ordre de
L, à savoir la distance entre les détecteurs et le centre de la structure courbe, l’angle θ sera, au
maximum, de l’ordre de, pi4 . Le terme cosθ varie alors entre 1 et cos
pi
4 ≈ 0.7 et nous pouvons






Nous cherchons à faire fuir la lumière hors de la structure courbe. Nous appelons Pg(θ) la
puissance guidée dans la structure courbe à l’angle θ et Pr(θ) la puissance rayonnée par unité
d’angle. Nous pouvons écrire la relation :
Pg(θ+dθ)−Pg(θ) = −Pr(θ)dθ.
En développant au premier ordre la fonction Pg(θ + dθ), nous obtenons l’expression de la
puissance rayonnée Pr fuyant du guide :
Pr(θ) = −∂Pg∂θ . (3.39)
Si nous considérons le début de la fuite en θ = θ0, nous pouvons écrire la relation :
Z θ
θ0
Pr(φ)dφ = − [Pg(φ)]θθ0 = Pg(θ0)−Pg(θ) = P0−Pg(θ). (3.40)
3.3. MODÈLE DE FUITE ET OPTIMISATION DE LA STRUCTURE COURBE 93
Enfin, comme nous fixons une étendue fixe de l’ordre de la largeur de la barrette des pho-




Pr(φ)dφ = P0−Pg(θ1)≈ P0. (3.41)
Des expressions (3.37) et (3.40), nous obtenons l’expression de la dérivée ∂α∂θ en fonction du
profil de la puissance rayonnée par unité d’angle Pr :
∂α











Enfin, en reprenant la définition du terme α de la relation (3.37), nous obtenons l’évolution











Ainsi, en imposant un profil Pr(x) sur les détecteurs et en utilisant le changement de variable
3.38, la formule (3.43) nous permet d’obtenir l’évolution ni correspondante.
Pour une efficacité optimale de l’instrument, nous cherchons à concentrer toute la puissance
sur les détecteurs. En vue de ne pas limiter la visibilité de l’instrument et d’obtenir la meilleure
résolution possible, le profil de puissance idéal est un profil carré. Nous cherchons donc un
profil carré mais celui-ci pose néanmoins un problème. En effet, la discontinuité aux bords de
la fonction carré va entrainer une discontinuité dans l’évolution de ni. Pour palier ce problème,
nous plaçons une évolution linéaire au niveau de la discontinuité. Nous avons schématisé le























FIG. 3.13 – Schéma du profil de puissance rayonnée recherché sur les détecteurs
Sur cette figure, a désigne la longueur de la barrette des détecteurs et b la longueur de
la décroissance linéaire du profil de puissance rayonnée. Pratiquement, la formule (3.43) est
déterminée numériquement. Nous donnons une allure de cette fonction pour un rayon de R =
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500 µm. Nous cherchons à obtenir un profil de puissance rayonnée constant sur la largeur de
détection a = 2,5 cm avec une décroissance linéaire fixée par le paramètre b = a30 . Les détecteurs
sont situés à une distance L = 4 cm de la boucle de rayon R. Ce profil de puissance rayonné est
représenté à gauche sur la figure 3.14. Pour ce profil, les angles de début de fuite θ0 et de fin de
fuite θ1 sont respectivement -22,5˚et 24,1˚. La variation de ni correspondante est représentée à
droite sur la figure 3.14.








































FIG. 3.14 – Profil de puissance rayonnée par unité d’angle désirée sur les détecteurs à gauche
et évolution de ni correspondant à droite pour un rayon R = 500 µm
Sur le graphique d’évolution de la partie imaginaire, nous remarquons trois zones princi-
pales. La première zone A correspond au début de la fuite : le profil d’intensité croît linéai-
rement, ainsi la fuite est de plus en plus forte. La deuxième zone B correspond à une fuite
relativement constante : le profil d’intensité est constant. Enfin, la dernière partie C qui cor-
respond à la fin de la fuite : la puissance dans le guide doit diminuer jusqu’à zéro et la partie
imaginaire de l’indice tend vers −∞.
Il suffit alors de relier l’évolution de la partie imaginaire ni de l’indice effectif du mode
fondamental en fonction du gap pour obtenir un profil de puissance rayonné arbitraire Pr(x).
3.3.2 Evolution de l’indice effectif du mode fondamental
Nous connaissons maintenant l’évolution de la partie imaginaire ni de l’indice effectif de
propagation du mode fondamental pour obtenir un profil de puissance rayonnée arbitraire Pr sur
les détecteurs. Nous cherchons maintenant à relier cette partie imaginaire ni à la variation du
gap. Pour ceci, nous avons utilisé le modèle de structure courbe exposé au chapitre 2. L’évo-
lution de la partie imaginaire de l’indice effectif du mode fondamental a été simulée pour des
rayons de 200 µm à 800 µm et pour des gaps de 0.01 µm à 5 µm. Les paramètres propres à la
simulation sont résumés dans le tableau 3.1
Nous avons vu au chapitre 2.5.3.1 qu’un nombre plus important d’harmoniques est néces-
saire pour la convergence des indices effectifs dans le cas de petits gaps. En effet, plus le motif
est de petite taille, plus il faut d’harmoniques pour obtenir un bonne représentation dans l’es-
pace de Fourier. Nous avons vu à la figure 3.14 que la partie imaginaire diminue rapidement
lorsque l’angle θ approche l’angle de fin de fuite θ1. Aussi, la principale partie du champ aura
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Largeur du guide 2.26 µm
Nombre d’harmoniques 200
PML gauche 2 µm
PML droite 2 µm
coefficient d’absorption 1− j
zone à gauche du guide 6 µm
zone à droite du guide 10 µm - gap
TAB. 3.1 – Paramètres de simulation pour l’évolution de ni en fonction du gap
fuit avant d’atteindre cette zone. La figure 3.15 présente la variation de la partie imaginaire du





















































R = 200 µm
R = 400 µm
R = 700 µm
x10
-3
FIG. 3.15 – Evolution de la partie imaginaire de l’indice effectif du mode fondamental en fonc-
tion du gap pour des rayons de 200, 400 et 700 µm
Sur cette figure, nous constatons que plus le rayon est grand, plus le guide plan doit être
proche du guide courbe pour faire fuir le mode fondamental. Pour un rayon R = 200 µm, nous
constatons que l’évolution de la partie imaginaire n’est pas monotone et qu’elle diminue après
3,8 µm. Ceci met en évidence l’effet de résonance entre le guide courbe et le guide plan abordé
lors de la partie 2.5.3.2. Un rayon plus grand que 200 µm est donc nécessaire. Enfin, nous
constatons que pour un rayon R = 700 µm, la partie imaginaire à tendance à remonter pour
les faibles gaps. Comme la fuite est relativement élevée pour cette valeur du gap, cela ne nous
gênera pas pour la suite.
Connaissant la variation de cette partie imaginaire en fonction du gap, nous pouvons relier
la variation du gap au profil d’intensité désiré sur les détecteurs.
3.3.3 Evolution du gap pour un profil d’intensité arbitraire
En reliant l’évolution du gap avec la partie imaginaire de l’indice effectif du mode fonda-
mental du guide courbe, nous déterminons l’évolution optimale du gap pour obtenir le profil
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d’intensité désiré. Nous donnons un exemple d’évolution dans le même cas qu’à la partie 3.3.1
pour des rayons R = 200, 400 et 700 µm. La figure 3.16 expose les variations de gap simulées
pour une étendue a = 2,5 cm sur les détecteurs.
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R = 200 µm
R = 400 µm
R = 700 µm
FIG. 3.16 – Evolution de la partie imaginaire de l’indice effectif du mode fondamental en fonc-
tion du gap pour des rayons de 200, 400 et 700 µm
Sur cette figure, nous retrouvons les trois zones abordées à la figure 3.14 : une zone de
variation rapide au début de la fuite, un palier et une deuxième zone de variation rapide jusqu’à
un gap nul. Nous pouvons remarquer que plus le rayon est grand, plus le gap du palier est élevé.
En effet, plus le rayon est grand, plus la longueur de l’arc est grande et plus la fuite doit être
étalée.
3.3.4 Expression du profil d’intensité sur les détecteurs
Dans la partie précédente, nous avons déterminé l’évolution optimale du gap afin d’obtenir
un profil d’intensité arbitraire sur les détecteurs. A la partie 3.2.4, nous avons déterminé une
formule nous permettant de calculer la composante Ez du champ électrique sur les détecteurs à
partir du champ simulé par l’AFMM. Il nous faut maintenant relier l’intensité I sur les détecteurs
à la composante Ez.
Considérons une onde électromagnétique (E,H) dans un milieu homogène, linéaire et iso-
trope. La puissance véhiculée par cette onde est caractérisée par son vecteur de Poynting. L’in-
tensité est définie comme étant la moyenne temporelle du vecteur de Poynting. Comme nous
sommes en régime harmonique, cette intensité est liée à la partie réelle du vecteur de Poynting.
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L’intensité détectée par les détecteurs est selon la direction y. Aussi, nous ne nous intéres-
sons qu’au deuxième terme. La relation entre la composante Hx du champ magnétique et la
composante Ez du champ électrique est :
∂Ez
∂y = −jωµ0Hx. (3.46)













En considérant que l’onde se dirige principalement vers les détecteurs, le vecteur de propa-
gation k peut s’exprimer :
k = kxex + kyey ≈ kyey. (3.48)
La dérivation par rapport à y de la composante Ez du champ électrique revient à un produit









est l’impédance caractéristique du vide. L’intensité I
sur les détecteurs est alors obtenue par la moyenne temporelle de la composante Πy du vecteur
















Si nous considérons maintenant l’interférence entre les deux composantes des champs élec-
triques Ez1 et Ez2 issus de chacun des bras de la structure courbe, l’intensité résultante de leur




|Ez1 +Ez2|2 . (3.51)
Nous avons maintenant la formule nous donnant l’intensité sur les détecteurs. Ceci nous
permet de simuler les profils d’interférences.
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Largeur du guide 2.26 µm
Longueur d’onde 1.55 µm
Indice de coeur 1.550
Indice de substrat 1.515
Rayon 300 µm
zone à gauche du guide 6 µm
zone à droite du guide 12 µm (sans le gap)
Nombre de sections 60
Nombre d’harmoniques 100
coefficient d’absorption des PMLs 1− j
taille de la PML de gauche 2 µm
taille de la PML de droite 2 µm
TAB. 3.2 – Paramètres de simulation pour l’évolution de ni en fonction du gap
3.3.5 Résultats
3.3.5.1 Étendue du champ
Nous avons implémenté l’intégrale de Helmholtz-Kirchhoff (3.18) introduit dans la partie
3.2 sous Matlabr. En utilisant le modèle de fuite introduite dans la partie 3.3.1, nous avons
optimisé l’évolution du gap pour obtenir un profil arbitraire d’intensité sur les détecteurs. Le
tableau 3.2 résume les paramètres utilisés pour les simulations de la structure courbe.
Nous cherchons à obtenir des profils d’intensité concentrés sur la largeur a des détecteurs.
Le rayon de courbure est R = 300 µm et les détecteurs sont à une distance L = 4 cm. Le modèle
ne produisant pas des profils d’intensité centrés, nous les centrons en modifiant l’angle θ0 de
début de fuite. La figure 3.17 présente les résultats pour différentes largeurs a de profil visées.
Seul le bras droit de la structure courbe est excité. La longueur d’onde d’excitation est λ = 1,55
µm et la puissance est 1 W.
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FIG. 3.17 – Intensité sur les détecteurs issue du bras droit de la structure courbe en fonction de
x pour des largeurs a visées de 1, 2, 3 et 4 cm à une distance L de 4 cm
Nous constatons que la largeur à mi-hauteur est cohérente pour chaque largeur a visée. Nous
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constatons également des oscillations du champ sur le profil d’intensité. Ces oscillations sont
dues à l’excitation inévitable d’autres modes dans la structure courbe.
Nous revenons sur l’approximation de la puissance détectée introduite à la partie 3.3.4. La
puissance détectée sur la ligne des détecteurs se calcule en intégrant l’intensité par rapport à x.
Pour une puissance de 1 W d’excitation, la puissance calculée avec l’approximation est de 1 W
contre une valeur de 0,994 W sans l’approximation. Nous en concluons que l’approximation
est valide d’une part et que pratiquement toute la puissance se dirige bien vers les détecteurs
d’autre part.
3.3.5.2 Phénomène de battement
Au chapitre 2.4.5, nous avons mis en évidence le phénomène de battement entre les modes
de la structure courbe. Nous avons effectué les mêmes étapes d’optimisation de la fuite pour un
guide de largeur w = 4 µm. Le guide droit de même largeur est multimode d’indices effectifs
1,5437 et 1,5265. Sur la figure 3.18, nous représentons les intensités issues du bras droit pour
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FIG. 3.18 – Intensité sur les détecteurs issue du bras droit de la structure courbe en fonction de
x pour des largeurs de guide w = 4 µm et w = 2,26 µm à une distance L de 4 cm
Sur cette figure, nous constatons que le phénomène de battement est plus marqué pour le
guide multimode. L’intensité est moins constante sur les détecteurs que pour le guide mono-
mode. Nous concluons que le profil d’intensité est optimal pour un guide monomode.
3.3.5.3 Profil d’intensité en fonction du rayon
Nous avons fixé les évolutions de gap à une longueur d’onde λ = 1550 nm pour des rayons R
= 300, 500 et 700 µm. La largeur du guide est w = 2,26 µm. Sur la figure 3.19, nous représentons
les intensités issues du bras droit pour une largeur visée de a = 2,5 cm, b = 0,8 mm et pour les
trois rayons à une longueur d’onde λ = 1500 nm.
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FIG. 3.19 – Intensité sur les détecteurs issue du bras droit de la structure courbe en fonction de
x pour les rayons R = 300, 500 et 700 µm et w = 2,26 µm à une distance L de 4 cm à λ = 1500
nm
Sur cette figure, nous constatons que la largeur visée est relativement bien restituée et ce
pour les trois rayons. Nous remarquons aussi que la présence d’un nombre plus important d’os-
cillations pour les grands rayons. En effet, la fuite sur les grands rayons a lieu sur une plus
grande distance et le champ a plus "‘le temps"’ d’osciller. Nous concluons que le modèle de
fuite est valide et ce pour les rayons supérieurs à 300 µm.
3.3.5.4 Profil d’interférence
Le profil d’interférence en intensité est obtenu en sommant le champ électrique avec son
symétrique par rapport à x = 0. La figure 3.20 présente le profil d’interférence pour une largeur
de détecteurs a = 1,5 cm pour un signal monochromatique de longueur d’onde 1,55 µm. Nous
avons représenté à droite le profil d’interférence et à gauche des agrandissements sur la zone
centrale et sur une zone extérieure.
Tout d’abord, nous constatons un contraste maximal sur pratiquement toute la figure d’in-
terférences. Nous constatons bien un agrandissement des franges d’interférences. Celles-ci sont
de l’ordre de 67 µm au centre des détecteurs, ce qui correspond bien à un agrandissement de
L
2nqR ≈ 44. Nous constatons également que les franges d’interférences s’agrandissent lorsque
nous nous écartons du centre des détecteurs. Celles-ci sont de l’ordre de 72 µm à 1 cm du centre
des détecteurs. Ceci s’explique par la géométrie de la propagation du champ et sera détaillé
dans la prochaine partie 3.4.
3.3.5.5 Résolution du spectromètre
En introduction, nous avons vu que la résolution δσ se déduit du nombre de modulations
détectables. Ceci nous mène à la définition suivante de la résolution : le nombre de modulations
que nous pouvons mesurer est le nombre de modulations présentes sur l’arc qui intercepte le
centre des détecteurs. Si nous appelons xmax la distance sur laquelle nous mesurons la figure
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FIG. 3.20 – Profil d’interférence en intensité sur les détecteurs pour une largeur visée de 1,5 cm
à une distance L de 4 cm
d’interférence et smax la distance de l’arc correspondante, nous définissons la résolution du
spectromètre par la relation suivante :










Dans cette partie, nous avons présenté le modèle permettant de simuler la figure d’interfé-
rence obtenue sur les détecteurs. Nous avons montré que la structure courbe est capable d’étaler
la puissance selon un profil arbitraire. Le modèle de fuite nous permet ceci et une fonction
trapèze a pour le moment été implémentée. D’autre fonction peuvent être utilisées comme une
fonction compensant, par exemple, les pertes par propagation dans le guide plan.
Nous avons montré que les interfranges obtenues sont agrandies d’un facteur d’environ L
nqR
où L est la distance entre les détecteurs et la structure courbe, R est le rayon de courbure et
nq est la partie réelle de l’indice effectif de propagation du mode fondamental. Enfin, nous
avons soulevé un problème lié à l’évolution de ces franges d’interférences en s’éloignant du
centre des détecteurs. Enfin, nous avons déterminé une formule nous donnant la résolution du
spectromètre. Nous nous proposons maintenant de calculer le spectre du signal à partir de ce
profil d’interférence.
3.4 Traitement du profil d’intensité - obtention du spectre
Dans la partie précédente, nous avons modélisé le profil d’interférence obtenu sur les détec-
teurs. Dans cette partie, nous détaillons la méthode utilisée pour obtenir le spectre du signal à
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partir de ce profil d’interférence. Nous commençons par donner le lien entre l’intensité détectée
et la densité spectrale de puissance du signal. Nous proposons alors une méthode pour obtenir
la densité spectrale de puissance pour une source particulière. Dans la partie précédente 3.3.5.4,
nous avons soulevé le problème lié à l’évolution des franges d’interférences lorsque nous nous
éloignons du centre des détecteurs. Nous proposons alors une intégrale de Fourier nous permet-
tant de mieux restituer la densité spectrale. Enfin, nous donnons des résultats sur la simulation
du spectromètre en considérant des spectres arbitraires et nous concluons sur les performances
du spectromètre.
3.4.1 Lien entre l’intensité détectée et la densité spectrale
Nous avons vu à la partie 3.2.7 que le spectromètre opère un agrandissement sur les franges
d’interférences et plus exactement, une diminution de leur fréquence spatiale d’un facteur η.
Dans cette même partie, nous avons mis en évidence la modulation de l’intensité I par un terme
en cosinus. L’intensité de la figure d’interférence détectée sur les photodétecteurs à une distance
L du centre de la structure courbe pour un signal monochromatique de nombre d’onde σ peut
se mettre sous la forme suivante :
I(σ,x) = P1 |U1(x)|2 +P2 |U2(x)|2 +2
√
P1P2U1(x)U2(x)cos(2piησs(x)), (3.54)
où P1 et P2 sont les puissances des champs électriques issus des bras respectivement droit et
gauche de la structure courbe. Les amplitudes réelles U1(x) et U2(x) correspondent aux profils




|Ui(x)|2 dx = 1. (3.55)
La figure (3.21) représente l’allure des amplitudes réelles U1(x) et U2(x) issues des bras
respectivement droit et gauche pour une longueur d’onde λ = 1,55 µm.
Sur cette figure, nous constatons que ces enveloppes varient lentement comparés à la période
des interférences qui est de l’ordre de la dizaine de µm.
Nous nous mettons dans le cas où la jonction-Y introduite à la partie 3.1.3 induit des puis-
sances P1 et P2 égales à P02 . L’expression (3.54) de l’intensité I(σ,x) pour une excitation mono-





|U1(x)|2 + |U2(x)|2 +2U1(x)U2(x)cos(2piησs(x))
)
. (3.56)
Cette formule nous donne l’intensité détectée pour un signal monochromatique de nombre
d’onde σ. Dans le cas où l’excitation est un signal polychromatique, c’est-à-dire, contenant
plusieurs nombres d’onde, il nous faut considérer une répartition spectrale de puissance B(σ).
L’intensité I(x) obtenue sur les détecteurs par l’excitation du signal polychromatique est donnée
par l’expression suivante :
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FIG. 3.21 – Amplitudes des intensités issues des bras gauche (en pointillés) et droit (en trait







|U1(x)|2 + |U2(x)|2 +2U1(x)U2(x)cos(2piηs(x))
)
dσ. (3.57)
En toute rigueur, les enveloppes U1(x), U2(x) dépendent du nombre d’onde de l’excitation.
Dans ce premier traitement, nous les considérons indépendantes du nombre d’onde. Si nous
considérons que les enveloppes U1(s) et U2(s) ne dépendent pas du nombre d’onde σ, nous













L’expression de l’intensité sur les détecteurs fait donc apparaitre un premier terme donnant
la puissance du signal sur les détecteurs
R+∞
σ=0 B(σ)dσ ainsi qu’un deuxième terme donnant une
transformée de Fourier en cosinus. Le produit d’enveloppe U1(x)U2(x) est directement lié au
contraste C dont l’expression est la suivante :
C(x) = 2U1(x)U2(x)|U1(x)|2 + |U2(x)|2
. (3.59)
Dans cette expression, nous remarquons que si les enveloppes U1(x) et U2(x) sont suffisam-
ment constantes sur la largeur des photodétecteurs, le contraste C se rapproche de 1. Dans ce
cas optimal, la relation qui lie l’intensité détectée I(x) et la transformée de Fourier en cosinus
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Nous retrouvons alors une expression similaire à l’expression (1.10) abordée dans le cha-
pitre 1.1.5.
La différence réside dans la variable de modulation en cosinus. En effet, dans les expres-
sions (3.58) et (3.60), nous voyons que la transformée de Fourier en cosinus fait apparaitre la
variable s et non la variable x. Or l’intensité est exprimée selon la variable x. Nous pouvons alors
comprendre que la transformée de Fourier de l’intensité selon la variable x ne peut nous res-
tituer convenablement le spectre. Ceci nous mène à la définition d’une transformée de Fourier
adaptée.
3.4.2 Motivations et énoncé de la transformée de Fourier adaptée
Comme nous l’avons vu dans la partie 3.3.5, le champ lointain Ez(L,θ) à une distance L
donnée peut être vu comme l’image du champ dans la structure courbe Ez(R,θ) qui a su-
bit un agrandissement caractérisé par le facteur η. Dans notre cas, nous observons le champ
Ez(L(θ(x)),θ(x)) sur les détecteurs repérés par la coordonnée x et ce champ dépend de x. La
figure 3.22 présente une illustration de cette distance. Sur cette figure, nous avons représenté les
détecteurs, repérés par la coordonnée x, la distance L des détecteurs centrés par rapport à l’axe
de symétrie de la structure courbe. Nous avons aussi représenté l’arc Cd tangent aux détecteurs
en x = 0 et dont le centre de courbure est le même que celui de la structure courbe. Cet arc est







FIG. 3.22 – Schéma des axes considérés pour la transformée de Fourier adaptée
Si nous appliquons une transformée de Fourier à la figure d’interférence Ix simulée sur les
détecteurs, c’est à dire, par rapport à la variable x, nous obtenons un spectre de la variable σx






où σx est la fréquence spatiale de la figure d’interférence selon x.
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Nous avons vu à la partie 3.2.7 que l’image des interférences issues du guide courbe est
sur l’arc Cd. Aussi, nous pouvons simuler la figure d’interférence Is sur cet arc. En considérant
que la figure d’interférences est limitée, c’est-à-dire qu’elle est nulle au-delà d’un intervalle
[smin,smax], nous pouvons en calculer la transformée de Fourier Fs selon la variable s. Cette





où σs est la fréquence spatiale de la figure d’interférence selon s.
Nous appliquons les transformées de Fourier (3.61) et (3.62) aux figures d’interférences
simulées respectivement sur les détecteurs et sur l’arc Cd. Le signal dont nous cherchons le
spectre est monochromatique de longueur d’onde λ = 1,55 µm. Les valeurs absolues de ces
transformées de Fourier en fonction de la fréquence spatiale σx = σs sont données sur le gra-
phique 3.23. Nous représentons à gauche, la partie en basses fréquences spatiales et à droite, la
partie en hautes fréquences spatiales correspondant à la période des interférences.




























FIG. 3.23 – Comparaison des transformées de Fourier selon x en gris et selon s en noir
Sur ce graphique, nous constatons que la transformée de Fourier (3.62) selon s nous donne
bien un pic correspondant à la période des interférences. Les lobes secondaires visibles sont dus
au produit d’enveloppes 2U1U2 de la figure d’interférences. La transformée de Fourier (3.61)
selon x, quant à elle, rend compte de la variation de la période des interférences, autrement dit,
de la variation de sa fréquence spatiale.
En pratique, nous mesurons l’intensité Ix de la figure d’interférence sur les détecteurs et
nous ne pouvons pas mesurer le champ d’interférence Is sur l’arc Cd. Nous proposons donc un
changement de variable dans l’expression de la transformée de Fourier (3.62) selon s. Nous par-
tons de la transformée de Fourier (3.62) selon s que nous appliquons à la figure d’interférences










, l’expression (3.63) devient :













En pratique, l’intensité de la figure d’interférence est échantillonnée sur les détecteurs. Nous
considérons un échantillonnage ponctuel de période ∆x sur les détecteurs. Nous posons x = n∆x
pour n∈ J−N2 , N2 K où N est le nombre de détecteurs. L’échantillonnage de la figure d’interférence
a pour effet de périodiser le spectre sur l’axe des fréquences spatiales σx selon x. Selon σs, il
est répeté mais pas proprement dit périodisé. Cela dit, la fréquence spatiale σs de repliement
de spectre est la même que σx = 12∆x , où ∆x est le pas d’échantillonnage de l’intensité Ix de la
figure d’interférences. Nous avons vu en introduction que la largeur des détecteurs a pour effet
d’atténuer le spectre calculé pour les hautes fréquences spatiales. Nous ne tenons ici pas compte













Nous comparons maintenant le spectre obtenu à partir de la transformée de Fourier adaptée
avec celui obtenu à partir du signal sur l’arc Cd. Le signal dont nous cherchons le spectre est mo-
nochromatique de longueur d’onde λ = 1,55 µm. L’échantillonnage de la figure d’interférence
est effectuée sur 1024 points espacés de 25 µm. Les modules de ces transformées de Fourier
en fonction de la fréquence spatiale σs sont données sur le graphique 3.24. Nous représentons
à gauche, la partie en basses fréquences spatiales et à droite, la partie en hautes fréquences
correspondant à la période des interférences.




























FIG. 3.24 – Comparaison des transformées de Fourier adaptée selon x en gris et selon s en noir
Sur ce graphique, nous constatons une bonne similitude en basse fréquence ainsi qu’autour
du pic correspondant à la fréquence spatiale des franges d’interférences.
Nous en concluons que la tranformée de Fourier (3.65) est a priori adaptée à notre problème
et améliore la reconstitution du spectre. Nous nous proposons maintenant de l’appliquer au
modèle du spectromètre pour étudier la restitution du spectre du signal à analyser.
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3.4.3 Calibration en nombre d’onde
Nous avons vu dans la partie 3.4.1 que la modulation de l’intensité de la figure d’interfé-
rences est modulée par un cosinus faisant intervenir le facteur η. La détermination de ce facteur
η nous permet de calibrer le spectromètre. C’est ce que nous proposons dans cette partie.
Afin d’obtenir le facteur η, nous appliquons la transformée de Fourier adaptée directement
à l’intensité I détectée sur les photodétecteurs pour différents nombres d’onde σ d’excitation.













En opérant la transformée de Fourier adaptée à l’intensité I nous obtenons deux composantes
principales dans l’espace des fréquences spatiales σi. Une composante en basses fréquences
correspondant à l’enveloppe principale du signal et une composante en haute fréquence corres-
pondant à la distribution de Dirac convolué par le produit d’enveloppe.
La calibration consiste à repérer, pour un nombre d’onde d’excitation σ donné, la fréquence
spatiale σi du maximum du pic de dirac convolué au produit d’enveloppe U1(x)U2(x). Notons
que ce dernier point peut provoquer une erreur de calibration, un traitement consistant à s’af-
franchir du produit d’enveloppe U1(x)U2(x) permettrait de lever cette erreur.
La calibration a été effectuée pour une structure courbe de rayon de courbure R = 300 µm
et à une distance L = 4 cm. La figure 3.25 présente les résultats de calibration. Sur cette figure
nous avons représenté la fréquence spatiale de la figure d’interférence en fonction de la longueur
d’excitation par des croix, et la régression linéaire par un trait plein.

























FIG. 3.25 – Correspondance entre la fréquence spatiale de la figure d’interférence
La régression linéaire pour cette simulation par l’expression suivante :
σi = ησ = (0.0234σ−1.731)cm−1. (3.67)
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Cette relation fait apparaitre un offset. Elle peut être due au fait que η n’est pas constant





Dans cette relation, nous voyons apparaitre l’indice effectif de propagation. Cet indice effec-
tif dépend de la longueur d’onde d’excitation, c’est à dire de σ. Autrement dit, ce spectromètre
dépend à priori de la dispersion du guide courbe et nous sommes sur un zone de nombres d’onde
où la relation est linéaire. La transformée de Fourier à appliquer alors au spectre est donnée par













où σ est cette fois le nombre d’onde du spectre à restituer et η(σ) est donnée par la régression
linéaire (3.67).
Nous avons déterminé le facteur η et calibré le spectromètre. Nous pouvons maintenant
simuler la restitution d’un spectre.
3.4.4 Simulation d’un interférogramme et restitution du spectre
Afin de simuler la figure d’interférence produite par le spectromètre, nous simulons les
figure d’interférences I(σ,s) pour différentes valeurs du nombre d’onde σ. La puissance injectée
dans chaque bras est 0,5 W, ce qui produit des figures d’interférences dont la puissance est 1 W
sur le plan des photodétecteurs. Nous construisons ensuite la figure d’interférence en sommant
les intensités de chaque figure d’interférence sur le spectre que nous cherchons à simuler. La








Pratiquement, les figures d’interférences sont calculées tous les 1 nm, la somme est effectuée
numériquement. C’est à dire que nous sectionnons le spectre en tranche de δσ autour du nombre
d’onde σ correspondant à la figure d’interférence. Nous pondérons la figure d’interférence par
l’intégrale du spectre dans cette tranche. Enfin nous sommons les figures d’interférences ainsi
pondérées. Une fois sommée, nous lui appliquons la transformée de Fourier adaptée pour en
obtenir le spectre. Cette approche n’est certes pas rigoureuse car elle ne prend pas en compte le
produit d’enveloppes ni la puissance des figures d’interférences. Elle permet néanmoins d’ob-
tenir une idée de la reconstruction du spectre. L’exemple est donnée pour deux gaussiennes
centrées en λ1 = 1550 nm et λ2 = 1610 nm de largeurs à mi-hauteur respectivement de 40 et
30 nm. La figure 3.26 présente à droite la figure d’interférence produite sur les détecteurs et à
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FIG. 3.26 – Exemple de figure d’intensité sur les détecteurs à gauche et spectre d’excitation
normalisé (en pointillés) et spectre reconstitué et normalisé (en trait plein)
gauche la superposition du spectre d’excitation et du spectre restitué. Le maximum des spectres
est ramené à l’unité afin de pouvoir les comparer.
Nous constatons un reconstitution relativement fidèle. La mauvaise estimation autour de
1600 nm doit être due à la convolution avec le produit d’enveloppe. Ceci entraine une erreur de
densité de puissance de 8 % à 1600 nm. Un traitement prenant en compte ce produit d’enveloppe
devrait améliorer la restitution du spectre. En effet, en prenant en compte le produit d’enveloppe,
autrement dit, le constraste, nous attenuons l’effet des lobes secondaires sur la reconstitution du
spectre. Cette restitution serait, à priori, plus précise.
3.4.5 Simulation de la résolution
Nous avons vu que la reconstitution du spectre est sensible au constraste C. Une méthode
pour atténuer cette influence est de modifier les paramètres de la structure courbe afin obtenir
des enveloppes les plus constantes possibles sur les détecteurs. Cette étude nous donnera la ré-
solution maximale que peut atteindre ce spectromètre. Comme nous l’avons vu en introduction,
cette configuration nous donne la résolution la plus haute avec, comme compromis, des lobes
secondaires élevés. Nous modifions ainsi les paramètres a et b du modèle de fuite afin d’étendre
les enveloppes U1 et U2 sur toute la largeur de photodétecteurs. Pour cette simulation, les para-
mètres a et b ont été fixés respectivement à 3 cm et à 1 mm. Dans cette configurations, 83 % de
la puissance initiale atteint les détecteurs. Nous appliquons la transformée de Fourier adaptée
directement sur les figures d’interférences.
La figure 3.27 présente le spectre simulé d’un signal monochromatique de longueur d’onde
λ = 1550 nm.
Sur cette figure, nous retrouvons une fonction proche d’un sinus cardinal dont les lobes
secondaires sont plus élevées. Les lobes secondaires d’un sinus cardinal sont à 21,7 % du pic
principal alors que les lobes sont ici à 25 %. Des lobes parasites supplémentaires apparaissent
autour du pic correspondant à la longueur d’onde. Ceci peut venir du produit d’enveloppe et peut
être gênant pour distinguer des pics relativement proches. Aussi, une étude plus approfondie
consistant à prendre en compte le contraste C est nécessaire. Compte tenu de cette remarque,
nous continuons l’étude de résolution.






































 = 3.5 nm
FIG. 3.27 – Simulation du spectre d’un signal monochromatique de longueur d’onde λ = 1300
nm à droite et λ = 1550 nm à gauche
La largeur à mi-hauteur du lobe principal nous donne la résolution atteinte par le spec-
tromètre. Pour λ = 1550 nm et 1300 nm, nous obtenons une résolution en longueur d’onde
respectivement de δλ = 5,1 nm et 3,4 nm.
Nous rappelons la formule introduite dans la partie 3.3.5 nous donnant la résolution en
fonction des paramètres du spectromètre :












L’indice effectif du mode fondamental du guide courbe est d’environ 1,54 aux deux lon-
gueurs d’onde. Cette formule nous donne des résolutions approchées de 5 et 3.5 nm aux lon-
gueurs d’onde 1550 et 1300 nm. Nous en concluons que la formule approchée nous donne une
bonne estimation des résolutions attendues.
3.4.6 Simulation de la gamme de longueur d’onde
Dans cette partie, nous montrons les limites de la gamme de longueur d’onde du spectro-
mètre.
Nous nous proposons de mettre en évidence cette longueur d’onde minimale avec un rayon
R = 300 µm et une distance L = 4 cm. La période d’échantillonnage des détecteurs est pe =
25 µm, ce qui correspond à une fréquence spatiale d’échantillonnage de 12pe = 200 cm
−1
. Les
graphiques de la figure 3.28 montre l’évolution des pics correspondant aux fréquences spatiales
de la figure d’interférence pour des longueurs d’onde de 1200 nm, 1170 nm et 1100 nm.
Sur cette figure, nous remarquons l’effet de la transformée de Fourier adaptée sur le pic
d’ordre 2 du spectre. L’étendue observée de ce pic est due à la fonction arc tangente utilisée
comme changement de variable. Cette transformée de Fourier ne corrige le spectre, à priori,
qu’à l’ordre de 1. Nous remarquons que la limite de repliement a bien lieu à la moitié de la









































FIG. 3.28 – Graphique de la gamme de longueur d’onde, spectres des figures d’interférences
pour les longueurs d’onde 1200 nm, 1170 nm et 1100 nm
fréquence d’échantillonnage. Ce repliement a lieu pour une longueur d’onde comprise entre
1160 et 1170 nm.
Nous avons vu à la partie 3.2.7 que la longueur d’onde minimale détectable est donnée par
la relation suivante :




où nq est l’indice effectif du mode fondamentale, R est le rayon de courbure, pe est le pas
d’échantillonnage et L est la distance des détecteurs au centre de la structure courbe. L’indice
effectif du mode fondamental du guide courbe est d’environ 1,54 au deux longueurs d’onde.
La formule nous donne une longueur d’onde minimale λmin approchées de 1150 nm. Nous en
concluons que la formule approchée sous estime la longueur d’onde minimale détectable.
La réponse en puissance du spectromètre correspond à la variation de la hauteur des pics
obtenus par la transformée de Fourier adaptée en fonction de la longueur d’onde. La figure 3.29
présente la réponse en puissance du spectromètre sur la gamme de longueur d’onde 1170 nm à
1700 nm dans la même configuration que précédemment. 1700 nm correspondant à la longueur
d’onde maximale détectable des barrettes de photodétecteurs en InGaAs. Sur cette figure, nous
avons représenté la puissance correspondant au maximum des pics obtenus par la transformée
de Fourier adaptée.
Sur cette figure, nous constatons que la puissance relativement est constante à 20 % près
sur la gamme de longueurs d’onde de 1170 nm à 1700 nm. Nous remarquons une décroissance
pour les faibles longueurs d’onde. Ce point reste relativement intéressant car il peut rendre la
calibration en puissance plus aisée.
3.5 Performances attendues
Dans cette partie, nous résumons les performances en résolution et en gamme de lon-
gueur d’onde du spectromètre. Le graphique 3.30 résume les performances théoriques attendues
concernant les gammes de longueurs d’onde et les résolutions. Nous utilisons ici les formules



















FIG. 3.29 – Graphique de la réponse en puissance sur la gamme de longueur d’onde de 1170
nm à 1700 nm
approchées précédemment vérifiées. Nous avons vu à la partie 3.3.5.3 que la fuite est tout aussi
contrôlable à des rayons supérieurs à 300 µm, les formules peuvent aussi s’appliquer.
Les performances ont été calculées pour le cas où nous détectons la figure d’interférence
à une distance L = 4 cm du centre de la structure courbe avec une barrette de photodecteurs
de 1024 éléments de 25 µm de période. L’indice effectif nq est 1.54. Sur cette figure, nous
avons représenté à droite, la courbe donnant les longueurs d’onde minimales théoriquement
atteignables ainsi que la résolution correspondante pour des rayons de 300 µm à 500 µm. A
droite, nous avons représenté les résolutions atteignables pour différentes longueurs d’onde







































FIG. 3.30 – Graphique des performances théoriques attendues en fonction du rayon R concer-
nant la longueur d’onde minimale détectable λmin (en trait plein) et la résolution en nombre
d’onde δσ (en pointillés) à gauche et concernant les résolutions attendues en longueur d’onde
δλ à droite.
Sur ce graphique, nous remarquons qu’un compromis doit être fait entre la résolution et
la plage de longueurs d’onde souhaitée. En effet, plus le rayon R est grand, meilleur est la
résolution, mais moins la plage de longueur d’onde est grande. Par exemple, pour un rayon R =
300 µm, nous obtenons une gamme de longueurs d’onde élevée de 1300 nm à 1700 nm avec un
compromis sur la résolution spectrale δλ = 3,5 nm à 1300 nm. Pour une meilleure résolution, il
faut augmenter le rayon R et ainsi restreindre la gamme de longueur d’onde.
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3.6 Conclusion et Perspectives
3.6.1 Conclusion
Dans ce chapitre, nous avons modélisé l’ensemble du spectromètre. Nous avons introduit
un modèle de fuite. Celui-ci, combiné à la connaissance de l’évolution des indices effectifs de
la structure, nous a permis d’obtenir une évolution du gap afin d’obtenir un profil particulier de
l’intensité sur les détecteurs. L’obtention des figures d’interférences nous a permis d’estimer les
performances théoriques de ce spectromètre.
3.6.2 Perspectives
Le modèle de fuite développé prend en compte une fonction trapèze. D’autres fonctions
peuvent être utilisées pour, par exemple, compenser les pertes de propagation dans le guide
plan.
L’obtention du spectre à partir des figures d’interférences n’est pas encore optimale. Un
traitement consistant à prendre en compte le produit d’enveloppes, autrement dit, le constraste,
permettrait d’obtenir une meilleure reconstitution du spectre. Ceci permettra de valider les ré-
solutions attendues. Des travaux similaires ont été effectués [89, 90] permettant d’obtenir une
meilleure reconstitution. Cette étude pourra aussi étudier les limites de la transformée de Fourier
adaptée.
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Chapitre 4
Validation expérimentale
Dans les chapitres précédents, nous avons modélisé le spectromètre dans sa globalité, à sa-
voir, depuis l’excitation par un signal de spectre quelconque jusqu’au traitement de données
nous permettant de retrouver ce spectre. Nous proposons, dans ce chapitre, de vérifier expéri-
mentalement ce nouveau concept de spectromètre.
4.1 Réalisation du guide optique
Afin d’obtenir un spectromètre compact et intégrable, nous avons choisi de le réaliser en
optique intégrée. Il existe plusieurs technologies permettant de réaliser des guides optiques.
Nous donnons une liste non-exhaustive de ces technologies avant de détailler la technologie
d’optique intégrée sur verre par échange ionique.
4.1.1 Silicon-On-Insulator (SOI)
Les guides sur SOI [91, 92] permettent d’obtenir des guides optiques à fort confinement
(∆n ≈ 2), c’est-à-dire, présentant un fort contraste d’indice de réfraction. Le fort confinement
de la lumière est intéressant car il permet de réaliser des courbures fortes et ainsi de rendre plus
compact le composant. Le processus de réalisation de ces guides est similaire à celui des puces
en microélectronique. Ce dernier point permet une très bonne intégration des fonctions optiques
dans les composants en microélectronique. Le point faible de cette technologie est le couplage
de lumière à l’intérieur des guides. En effet, le fort contraste d’indice entraîne des pertes dues
aux réflexions de Fresnel lors de l’injection et à la mauvaise adaptation des champs fibre-guide.
4.1.2 Ecriture par laser femtoseconde
Des techniques d’écriture par laser femtosecondes sont aussi utilisées pour la réalisation
de guide optiques dans les substrats de verre [93] et dans les polymères [94]. Un objectif de
microscope permet de focaliser le faisceau d’un laser sur un point particulier à l’intérieur de
ce substrat. Afin de délivrer suffisamment de puissance, le laser est pulsé. Au point d’impact,
la nature du verre ou du polymère est changée et un contraste d’indice est localement créé.
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Comme le laser peut être focalisé dans le substrat, cette méthode permet la réalisation de guides
optiques en trois dimensions. Néanmoins, le contraste d’indice de réfraction ainsi généré atteint
des valeurs relativement faibles pour notre application (∆n≈ 10−2 [95]).
4.1.3 Echange ionique
L’optique intégrée sur verre par échange ionique est une méthode qui a vu le jour en 1972
suite aux travaux de T. Izawa et H. Nakagome [6]. En 1973, les travaux de TG Giallorenzi [96]
ont mené aux premiers résultats de l’échange d’ions faisant intervenir les ions argent Ag+. Le
principe repose sur la modification locale de la concentration d’ions présents dans le verre.
4.1.4 Généralités sur le verre
Le verre est un matériau amorphe, c’est-à-dire, un réseau désordonné dans sa globalité, mais
localement ordonné. Les éléments qui le composent sont des oxydes du type AmOn où A est un
ion et O est l’élément oxygène. Ces éléments sont classés en trois catégories :
– Les formateurs de réseau sont les éléments nécessaires à la formation du matériau vitreux
et ils peuvent à eux seuls former le réseau. Leur forte énergie de liaison assure la cohésion
du réseau. Parmi les principaux éléments formateurs de réseaux, nous pouvons citer le
silicium Si, le bore B, le phosphore P, le germanium Ge et l’arsenic As. Dans le cas du
silicium, par exemple, l’oxyde correspondant est la silice SiO2. La cohésion du réseau est
alors assurée par les liaisons Si-O-Si.
– Les modificateurs de réseaux permettent, entre autre, la diminution du point de fusion
du matériau amorphe et la diminution de la viscosité. Parmi les modificateurs de réseaux
nous pouvons citer certains alcalins comme le lithium Li, le sodium Na, le potassium
K, le rubidium Rb et le césium Cs, certains métaux de transition comme l’argent Ag et
certains métaux pauvres comme le thallium Tl. L’adjonction, par exemple, d’un alcalin
Na, Na2O sous sa forme oxyde, dans le réseau de silice transforme un élément O pontant
en élément non pontant. Certaines liaisons Si-O-Si deviennent alors des liaisons Si-O-
2Na-O-Si. Les liaisons O-Na sont à très faible énergie et sont facilement cassable par
élévation de température.
– Les intermédiaires de réseaux ne sont ni formateurs de réseaux, ni modificateurs de ré-
seaux. Ils s’intègrent au réseau par substitution des éléments formateurs. Ils permettent
de modifier certaines propriétés du verre comme par exemple la résistance mécanique.
Parmi ces intermédiaires, nous pouvons citer l’aluminium Al, le fer Fe, le titane Ti, le
nickel Ni ou le zinc Zn.
4.1.5 Echange ionique
Considérons un bain de sel de nitrate BNO3 fondu à une température suffisamment élevée
(300°à 500°) où B+ est un cation. Considérons un verre d’oxyde de silice SiO2 contenant un
modificateur de réseaux A+ sous sa forme ionique et supposons que ce verre ne contient pas
le cation B+. En plongeant le verre dans le bain de sel fondu, un déséquilibre se créé entre
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les deux milieux suivant la différence de concentration des cations dans chacun des milieux.
La température permet de rendre mobile les cations A+ qui sortent alors du matériau vitreux
remplacés par les cations B+. La figure 4.1 schématise cet échange.
Sel fondu (300° à 500°) verre
: NO3- : A+: Si4+ : O2-: B+
FIG. 4.1 – Représetation schématique de l’échange des cations B+ du sel fondu avec les cations
A+ du verre
Ce phénomène modifie la concentration des ions B+ dans la profondeur du verre selon les
lois de Fick. En 1942 [97, 98], une loi empirique reliant la concentration des ions dans le verre
et l’indice de réfraction correspondant a été proposée. Celle-ci est détaillée dans la partie 3.1.1
de la modélisation du spectromètre. Ainsi, cet échange d’ions modifie localement l’indice de
réfraction du verre. Plusieurs modificateurs de réseaux ont fait l’objet d’étude [84] depuis les
travaux T. Izawa et H. Nakagome en 1972. Le tableau 4.1 recense les différents modificateurs
disponibles à l’IMEP-LAHC avec leurs caractéristiques principales.
Couples d’ions ∆n remarques
K+/Na+ 0,009 fortes contraintes mécaniques
Ag+/Na+ 0,1 formation d’agrégat à la surface
Tl+/Na+ 0,1 très toxique
TAB. 4.1 – Comparaison de différents couple d’ions pour l’échange d’ions
L’échange d’ions faisant intervenir les ions potassium K+ ne nous donne pas le contraste
d’indice de réfraction nécessaire pour une bonne compacité des structures. En effet, pour un
contraste d’indice de 0,009, le mode à fuite que nous cherchons à contrôler dans la structure
courbe a une perte beaucoup trop forte pour des rayons inférieurs à 3 mm. Ceci nous oblige-
rait à repousser les détecteurs à une distance d’environ 40 cm. L’échange faisant intervenir les
ions Thallium fournit un contraste d’indice de réfraction pouvant atteindre 0,13 [99]. Mais les
ions Thallium sont toxiques et l’installation disponible au laboratoire était momentanément hors
d’usage. L’échange d’ions faisant intervenir les ions argent Ag+ offre un contraste d’indice de
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réfraction de 0,08 [100] et a été largement prospecté par les travaux de Davide Bucci [101]. Cet
échange a l’inconvénient de laisser des agrégats d’argent de tailles nanométriques à la surface
du verre augmentant les pertes par propagation dans le verre. Néanmoins, ces pertes sont im-
portantes pour des longueurs d’onde inférieures à 800 nm, or nous travaillons à des longueurs
d’onde plus élevées.
Nous utilisons donc des paramètres similaires pour la réalisation des composants. Les com-
posants ont été réalisés sur des substrats de verre GO14 d’une composition adaptée à l’échange
d’ions Ag+/Na+. Afin de cibler les zones où l’échange ionique doit avoir lieu, nous utilisons un
masque particulier que nous avons conçu durant cette thèse. Nous nous proposons maintenant
de décrire les parties importantes de ce masque.
4.2 Réalisation des composants
Dans cette partie, nous décrivons le processus de réalisation des composants. A partir d’une
première version du modèle développé au chapitre 3, nous avions mis en évidence l’impor-
tance de la monomodicité des guides réalisés. Nous expliquons donc les choix adoptés pour la
conception du masque. Nous décrivons enfin les évolutions du gap adoptées pour la conception
du masque.
4.2.1 Réalisation des guides
Le principe de réalisation des guides d’onde en optique intégrée sur verre repose sur la
modification locale de l’indice de réfraction. L’échange d’ions permet de modifier ce contraste.
Afin de cibler cet échange, un masque d’alumine est déposé sur le substrat de verre. La figure
4.2 résume les principales étapes de la réalisation des guides optiques sur substrat de verre.




3. Dépôt de résine 
photosensible




6. Gravure de 
l’alumine
7. Retrait de la 
résine
8. Diffusion 
ionique dans un 
bain de sel fondu
9. Retrait de 
l’alumine
FIG. 4.2 – Etapes de réalisation des composant en optique intégrée sur verre
Après un nettoyage du substrat (étape 1), le dépôt d’alumine Al2O3 de 40 nm est effectué sur
le substrat de verre par une méthode de pulvérisation cathodique (étape 2). Ce dépôt est réalisé
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sous une faible pression de 10−6 mbar et à une température de 200°C sous enceinte oxygénée.
Une résine photosensible est ensuite déposée sur le substrat (étape 3) et recuite dans un
four à 90°C pendant 30 minutes. Elle est insolée à travers le masque (étape 4). Elle est ensuite
développée (étape 5) et elle subit un dernier recuit avant la gravure du masque. La gravure du
masque d’alumine (étape 6) est réalisée par attaque humide à l’acide orthophosphorique à une
température de 70°C pendant 1 minute. Enfin la résine est retirée au "‘remover"’ (étape 7).
Le masque d’alumine étant déposé sur le substrat, nous pouvons opérer l’échange ionique
(étape 8). Un mélange de nitrate d’argent AgNO3 et nitrate de sodium NaNO3 est réalisé à
20 % molaire en AgNO3. Ce mélange est placé dans un récipient et mis dans un four à une
température de 360°C. Après stabilisation de la température du mélange, le substrat de verre y
est plongé pendant un temps déterminé (5, 6 et 8 minutes). Les échantillons sont ensuite sortis
du four et nettoyés.
Les échantillons sont enfin découpés et les arêtes sont polies afin d’optimiser le couplage
d’entrée et de sortie.
4.2.2 Monomodicité du guide
Au chapitre 3.3.5.2, nous avons soulevé le problème du battement de modes dans la struc-
ture courbe. Nous en avons conclu que le guide doit être monomode. Aussi, des mesures de
monomodicité ont été effectuées sur des guides droits pour une ouverture de masque de 1 µm.
Le tableau 4.2 présente les longueurs d’onde de coupures des 2èmes modes en polarisation TE
et TM.






TAB. 4.2 – longueurs d’onde de coupure des 2èmes modes
Pour obtenir des guides monomodes à la longueur d’onde 1500 nm, nous avons donc choisi
une ouverture de masque de 1 µm et des temps d’échange inférieurs à 6 minutes. Un composant
a été réalisé à un temps d’échange de 8 minutes pour mettre en évidence l’effet de la bimodicité.
Les ouvertures des guides ont une largeur de 1 µm. Les jonctions-Y et les guides en S
permettant l’injection dans la structure courbe sont définies comme introduites au chapitre 3.1,
à savoir, par des guides de 2 mm de rayon de courbure. La structure courbe est définie par un
guide en boucle ainsi que l’approche du guide plan.
4.2.3 Évolution du gap
Du premier modèle du spectromètre, nous avons obtenu des paramètres concernant les
rayons de courbure de la structure courbe et les évolutions du gap. Ce masque contient des
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structures courbes de rayon de courbure R de 350 µm, 500 µm et 700 µm. La distance G entre
le guide courbe et le guide plan est une fonction de l’angle θ. La première version du modèle
du spectromètre nous a mené à une évolution de G en
√
θ. Cette évolution prend en compte une
fuite progressive de la lumière le long de la propagation dans la structure courbe. Un des para-
mètres important est la valeur du gap au début de la fuite. Nous avons donc conçu des structures








où G0 est la largeur du gap au départ de fuite en θ0, G1 est la largeur du gap après la fin de la
fuite en θ1. Compte tenu de la diffusion des ions Ag+ dans le substrat de verre, après diffusion,
la largeur du gap effective s’annule au niveau de G1. Cette valeur est fixée à 1,5 µm. Le tableau
4.3 regroupe les paramètres des spectromètres réalisés.
N°de boucle R (µm) θ0(°) θ1(°) θ1−θ0(°) G0 (µm)
1 350 −9 14 23 4
2 350 −9 14 23 6
3 350 −9 14 23 8
4 350 −9 14 23 10
5 700 −11 20 31 4
6 700 −11 20 31 6
7 700 −11 20 31 8
8 700 −11 20 31 10
9 500 −9 14 23 4
10 500 −9 14 23 6
11 500 −9 14 23 8
12 500 −9 14 23 10
TAB. 4.3 – paramètres des boucles 1 à 12
La figure 4.3 présente l’évolution du gap le long de l’angle θ pour un rayon R de 350 µm.
Sur ce graphique, nous remarquons une variation rapide du gap au début de la fuite puis
une variation plus lente afin d’opérer une fuite progressive et d’obtenir un profil d’intensité
relativement constant sur les détecteurs. Ces paramètres ont été choisis pour obtenir des franges
d’interférences à une distance de 4 cm du centre de courbure.
Les arêtes de sortie des premiers composants ont été découpées et polies à une distance L =
2,1 cm car les premières découpes faisaient apparaître des défauts.
Ces composants ont été ensuite caractérisés. Nous nous proposons maintenant de décrire les
méthodes de caractérisation et les résultats obtenus.
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FIG. 4.3 – Evolution du gap le long de la propagation en θ pour le rayon de courbure R = 350
µm
4.3 Banc de caractérisation en champ proche
Afin de caractériser les composants réalisés, deux bancs de caractérisation optique ont été
adaptés. Dans cette partie, nous proposons de décrire le banc de caractérisation en champ proche
et d’exposer les résultats des caractérisations.
4.3.1 Description du banc de caractérisation
Un premier banc a été adapté à l’IMEP-LAHC pour caractériser les structures dans le do-
maine infra rouge. La figure 4.4 expose le banc de mesure dans sa globalité.
Un signal de spectre fin est émis par un laser accordable (Tunics) dans la plage de longueurs
d’onde 1500 à 1630 nm. Le signal est acheminé vers un atténuateur par une fibre optique mo-
nomode à 1500 nm. Il est ensuite dirigé vers l’échantillon par une fibre optique. Des micropo-
sitionneurs permettent l’injection du signal dans l’échantillon. La structure est ensuite excitée.
Les franges d’interférences sont mesurées sur l’arête de sortie du composant. Un objectif x10
d’ouverture numérique 0,25 permet de faire l’image de ces franges sur une caméra adaptée pour
l’infra rouge (SU320MS-1.7RT 320x256 pixels, 25µm x 25µm).
La caméra est connectée à un ordinateur qui permet l’acquisition des données via le logiciel
LabViewr de National Instrument. Nous avons développé un programme permettant de mesu-
rer les franges d’interférence par fenêtre successives et de reconstruire l’ensemble de la figure
d’interférence. Pour chaque longueur d’onde d’excitation, la figure d’interférence est mesurée
et ceci avec un pas de 10 nm en longueur d’onde. La mesure s’effectue sur une fenêtre de 275
pixels, le nombre de point par interfrange est environ 6. L’erreur faite lors de l’assemblage de
chaque fenêtre est estimée à ± 1 pixel.
L’étalonnage du dispositif a été réalisé par un programme de suivi de franges développé
sur ce même logiciel lors de cette thèse. Un pixel correspond a 2,25 µm ± 1,5 % à la longueur
d’onde 1500 nm. Un léger réglage de focalisation est nécessaire lors des mesures lorsque la lon-
gueur d’onde d’excitation est modifiée. Celle-ci ne doit à priori pas modifier l’agrandissement
sur la plage de longueur d’onde 1500 à 1630 nm. Pour la mesure de chaque fenêtre, nous me-
surons le fond, c’est-à-dire, sans excitation, et les franges d’interférences. Pour chaque fenêtre,
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Atténuateur







FIG. 4.4 – Schéma du banc de caractérisation en champ proche
4.3. BANC DE CARACTÉRISATION EN CHAMP PROCHE 123
10 mesures sont prises et sont moyennées.
4.3.2 Profils d’interférences
Nous mesurons des étendues de champ comprises entre 6 mm et 8 mm pour les structures
de rayons R = 350 et 500 µm. Suivant la valeur de départ du gap, nous observons différentes
variations du contraste. La figure 4.5 présente les figures d’interférences pour la structure R =
350 µm, réalisées avec un temps d’échange de 6 minutes et pour une longueur d’onde d’ex-
citation de 1550 nm. Nous représentons les profils d’interférences attendus avec le modèle du
spectromètre développé au chapitre 3. Sur cette figure, nous avons fait apparaitre une estimation
des enveloppes mesurées issues de chaque bras. En effet, le décalage de pixels dû aux fenêtres
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FIG. 4.5 – Figures d’interférences mesurées et simulées pour un rayon R = 350 µm, 6 minutes
d’échange, pour des gap de départ G0 = 6, 8 et 10 µm, les courbes pleines représentent les
intensités issues du bras droit (trait plein) et du bras gauche (pointillés)
Concernant les mesures, nous constatons un très bon contraste des franges d’interférences.
Ce contraste est meilleur pour des gaps de départ G0 grands ou les faisceaux issus de chaque
bras se croisent le mieux. Pour des gaps de départ faible, la lumière fuit plus vite lors de la
propagation dans la structure courbe, ainsi, les faisceaux issus de chaque bras ne se croisent pas
de façon optimale. Mais le composant a été coupé à une distance de 2,1 cm et ces faisceaux
devrait se croiser pour une distance plus grande.
Concernant le modèle, les profils simulés sont relativement proche des résultats pratiques.
Nous constatons néanmoins que celui-ci prévoit un croisement des faisceaux optimal pour des
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gaps plus faibles. Sur la figure 4.5 concernant les intensités simulées, nous constatons que les
enveloppes se croisent pour un gap de 6 µm et qu’elles ont tendance à s’écarter du centre pour
des gaps plus grands. Les paramètres du modèle (contraste d’indice, distance effective de dif-
fusion) nécessitent des ajustements. Dans le modèle AFMM développé au chapitre 2, nous pre-
nons en compte un variation à saut d’indice de réfraction. Ce modèle peut prendre en compte un
profil d’indice de réfraction du type profil de diffusion. Aussi, une étude approfondie du profil
d’indice de réfraction dans le cas de l’échange ionique Ag+ / Na+ serait intéressante.
D’autre part, nous remarquons que l’intensité mesurée diminue en s’écartant du maximum
central. Ceci peut être dû aux pertes par propagation dans le guide plan. Le modèle de fuites
développé au chapitre 3.3 peut être adapté pour tenir compte de ces pertes.
Afin d’observer la variation du contraste en fonction de la longueur d’onde, nous présentons
les résultats de mesures pour différentes longueurs d’onde et pour différents temps échanges.
La figure 4.6 présente les figures d’interférences pour les structures de rayon R = 350 µm, de
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FIG. 4.6 – Figures d’interférences pour un rayon R = 350 µm, de gap de départ G0 = 10 µm,
pour des temps d’échange de 6 minutes et 8 minutes, pour les longueurs d’onde 1500, 1510 et
1520 nm
Nous constatons que le contraste est peu sensible à la longueur d’onde pour les échantillons
réalisés à un temps d’échange t = 6 minutes. En revanche, nous constatons une nette dégradation
du contraste pour un temps d’échange plus long t = 8 minutes. Le changement de contraste n’est
pas symétrique, il ne vient donc pas de la modification des enveloppes due à la fuite de lumière.
Cette dégradation peut être due à un déséquilibre de la jonction-Y entrainé par la bimodicité du
guide. En effet, les guides créés par un échange plus long deviennent multimodes. La transition
adiabatique de la jonction-Y décrite à la partie 3.1.3 ne mène pas le mode fondamental de façon
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assez lente vers la séparation. Nous pouvons conclure sur l’importance de la monomodicité du
guide courbe.
4.3.3 Transformée de Fourier
Nous effectuons maintenant les premiers traitements pour obtenir les spectres des signaux
à partir des profils d’interférences. Quelque soit la longueur d’onde d’excitation, les profils
présentent les mêmes défauts. Nous centrons donc les profils en repérant ces défauts. Pour
chaque longueur d’onde, nous soustrayons la composante continue des profils d’interférences
et nous appliquons les deux transformées de Fourier introduites au chapitre 3.4.2. La figure 4.7






























Période des interférences ( m) Période des interférences ( m)
Transformée de Fourier adaptée Transformée de Fourier directe
FIG. 4.7 – Comparaison des transformées de Fourier adaptée et directe sur les figures d’inter-
férence de la structure de rayon R = 350 µm, de gap de départ G0 = 10 µm, pour un temps
d’échange de 6 minutes , pour les longueurs d’onde 1500, 1550 et 1600 nm
Nous remarquons que les transformées de Fourier adaptées des profils d’interférences sont
bien des pics relativement symétriques. En revanche, comme nous l’avons introduit au chapitre
3.4.2, la transformée de Fourier directe présente des pics correspondant à la variation de la
période d’interférence sur les détecteurs. Nous validons ainsi l’amélioration de la restitution du
spectre monochromatique par la transformée de Fourier adaptée.
D’autre part, nous mesurons un interfrange de 26,5 µm à 1500 nm pour la structure de rayon
R = 350 µm. Afin d’obtenir des interfranges détectables par une barrette de photodétecteurs,
par exemple 25 µm de période, il nous faut considérer un guide plan de distance L plus grand.
Pour la structure de rayon R = 350 µm, en supposant une évolution linéaire de l’interfrange en
fonction de la distance L, la figure d’interférence produite par une excitation de longueur d’onde
de 1500 nm sera détectable pour une distance de guide plan d’environ 4 cm.
Une vérification expérimentale permettra de valider cette possibilité d’échantillonnage.
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4.3.4 Calibration en nombre d’onde
Nous avons vu au chapitre 3.4.3 que nous attendions une réponse linéaire des fréquences
spatiales des interférences en fonction du nombre d’onde d’excitation. Pour étudier la réponse
de l’instrument en nombre d’onde, nous effectuons la transformée de Fourier adapté des signaux
d’intensité mesurés par la caméra et nous repérons le maximum de chaque pic en intensité pour
chaque nombre d’onde d’excitation. Ce traitement a pour but de ramener les pics observés à
leur nombre d’onde ou longueur d’onde d’excitation en vue d’obtenir les résolutions. La figure
4.8 donne les graphiques pour les rayons R = 300 et 500 µm, de gap de départ G0 = 10 µm et


































FIG. 4.8 – fréquence spatiales des interférences mesurées pour les structures R = 350 à gauche
et 500 µm à droite, G0 = 10 µm et t = 6 minutes. Les points de mesures sont représentés par des
croix, la régression linéaire est représentée en trait plein
Nous constatons une très bonne linéarité concernant la réponse en longueur d’onde. Comme
nous l’avons vu au chapitre 3.2.7, l’instrument opère un agrandissement des franges d’interfé-
rences, autrement dit, une diminution de la fréquence spatiale des interférences caractérisée par
le facteur ηR. Une régression linéaire est donc effectuée sur les courbes de la figure 4.8 afin
d’en extraire le facteur ηR. Les relations qui lient les fréquences spatiales issues de la mesure
des interférences σiR aux nombres d’ondes d’excitation σ0 sont les suivantes :
σi350 = (η350σ0−8,71) cm−1, (4.2)
σi500 = (η500σ0−18,48) cm−1, (4.3)
où η350 = 0,0576 et η500 = 0,0839. Nous retrouvons les offsets abordés à la partie 3.4.3. Néan-
moins, la focalisation du système est légèrement modifiée et peut jouer sur les pentes et les
offsets des relations de calibration.
Cette calibration nous permet néanmoins d’interpréter les spectres obtenus, ce que nous
proposons dans la partie suivante.
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4.3.5 Comparaison des résolution spectrales
Lors de l’introduction, nous avons vu que la résolution du spectromètre est liée au nombre
de franges détectées. Les mesures effectuées sur les structures de rayon R = 350 et 500 µm
donnent les mêmes étendues d’interférences. L’agrandissement des interfranges effectué par le
rayon R = 500 µm est plus petit que celui effectué par le rayon R = 350 µm. Aussi, la structure de
rayon R = 500 µm présente, pour une même longueur d’onde, plus de modulations et ainsi une
meilleure résolution. La figure 4.9 rend compte de cette différence de résolution. Cette figure
présente les spectres obtenus pour des rayons de 350 µm et de 500 µm pour les longueurs d’onde
1500, 1550 et 1600 nm. Ces spectres ont été calibrés en nombre d’onde par les relations (4.2)
et (4.3) et nous avons effectué les transformées de Fourier adaptées des signaux.
Longueur d’onde (nm)
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FIG. 4.9 – Comparaison des spectres obtenus pour les rayons R = 350 et 500 µm pour un gap
de départ G0 = 10 µm et un temps d’échange t = 6 minutes
Nous mesurons une résolution d’environ 14 nm pour la structure à R = 350 µm et une
résolution d’environ 11 nm pour la structure à R = 500 µm. Selon l’étude menée au chapitre 3.5,
nous attendions des résolutions de l’ordre de 9 nm et 7 nm pour les rayons respectivement R =
350µm et 500 µm.
Cette différence de résolution peut être due à plusieurs causes. La figure 4.10 présente une
zone de la figure d’interférences obtenue avec le rayon R = 350 µm, de gap de départ G0 = 10
µm et de temps d’échange t = 6 minutes.
Sur cette figure, nous remarquons une zone correspondant à un défaut et il n’y a pas de
franges d’interférences. Ceci a pour effet de diminuer le nombre de modulations mesurables et
ainsi, baisser la résolution du spectre calculé. Les erreurs de reconstitution ont pour effet de mo-
difier la période de certaines franges. Aussi, lors du calcul du spectre, certaines franges voient
leur période diminuer ou augmenter. Lors du calcul du spectre, ces franges participent à l’élar-
gissement du pic et, de fait, à la diminution de la résolution. Enfin une mauvaise interprétation
des modulations entraîne une mauvaise reconstruction du spectre.
Afin de résoudre ces problèmes et d’atteindre la résolution théorique, les arêtes doivent être
parfaitement polies, les reconstitutions des fenêtres de franges doivent être plus précises et une

























FIG. 4.10 – Défauts sur la figure d’interférences obtenue avec le rayon R = 350 µm, pour un gap
de départ G0 = 10 µm et un temps d’échange t = 6 minutes
meilleure interprétation des modulations doit être effectuée.
4.3.6 Réponse en puissance
Nous regardons maintenant l’écart en puissance entre les différents signaux monochroma-
tiques obtenus. Cette étude n’est que qualitative car la calibration en puissance demande un
traitement complet et des tests supplémentaires sur des échantillons connus.
Pour chaque longueur d’onde d’excitation, nous normalisons l’intensité détectée par la puis-
sance émise. La figure 4.11 présente l’ensemble des spectres obtenus pour des signaux d’exci-
tation monochromatique de longueurs d’onde allant de 1500 à 1630 nm tous les 10 nm. La
transformée de Fourier adaptée a été utilisée pour obtenir ces spectres. Comme cette trans-
formée n’est pas symétrique, c’est-à-dire, qu’elle nécessite un centre pour être appliquée, les
figures d’interférences ont été rassemblées par repérage des défauts des arêtes. Le centre des
interférences a été estimé commun à toutes les figures d’interférences pour ce calcul. La figure
présente les résultats pour les structures de rayons R = 350 et 500 µm, de gap de départ G0 = 10
µm et de temps d’échange t = 6 minutes.
Nous constatons un écart relatif maximal de 16 % de réponse en puissance pour la structure
de rayon R = 350 µm et 30 % pour la structure de rayon R = 500 µm. Enfin, nous mesurons un
rapport signal à bruit minimal de 8.2 dB pour la structure de rayon R = 350 µm et de 9.8 dB
pour la structure de rayon R = 500 µm.
Notons que le rapport signal à bruit est dépendant de plusieurs paramètres. Parmi ces bruits,
nous pouvons citer le bruit lié à la source Tunics et le bruit de détection de la caméra. Ces bruits
n’ont pas encore été estimés. Une mauvaise interprétation des modulations ainsi que l’erreur de
raccord des fenêtres de franges diminuent le rapport signal à bruit.
4.3.7 Conclusion sur les mesures en champ proche
Dans cette partie, nous avons montré le fonctionnement du spectromètre en signal mono-
chromatique. Nous avons estimé une longueur de guide plan d’environ 4 cm nécessaire pour
détecter les figures d’interférences à une longueur d’onde de 1500 nm pour la structure de rayon
R = 350. Nous avons montré que la relation entre le nombre d’onde d’émission et la fréquence
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FIG. 4.11 – Réponses en puissance des structures de rayons R = 350 et 500 µm pour un gap de
départ G0 = 10 µm et un temps d’échange t = 6 minutes
spatiale des interférences est linéaire sur la plage de nombre d’onde de 6100 cm−1 à 6700 cm−1
qui correspond à la plage de longueur d’onde 1500 à 1630 nm. Nous avons mesuré des réso-
lutions de 14 nm et 11 nm pour les structures de rayons de courbure R = 300 et 500 µm. Nous
avons mesuré un rapport signal sur bruit de 8.2 dB et une réponse en puissance constante à 16 %
prés dans le cas du rayon de 350 µm. Nous avons soulevé les problèmes liés à la reconstruction
des fenêtres de franges d’interférences mésurées et aux défauts sur les arêtes du composants.
La résolution et le rapport signal à bruit peuvent être améliorés en résolvant ces problèmes.
4.4 Banc de caractérisation en dispersion
Un deuxième banc à été adapté au Laboratoire d’Astrophysique de l’Observatoire de Gre-
noble. Cette caractérisation a pour but de tester le composant sur sa plage de longueur d’onde.
Nous avons effectué un premier calcul approximatif de restitution d’un spectre continu.
4.4.1 Description du banc de caractérisation
La figure 4.12 schématise le banc de caractérisation en dispersion.
Un signal de spectre large est utilisé et injecté à l’entrée du composant par une fibre optique.
Les structures sont excitées. Un montage de deux lentilles permet de faire l’image de la face de
sortie du composant sur une caméra (256x256 pixels). La face de sortie est placée à la distance
focale (25 mm) de la première lentille. La deuxième lentille est placée à la distance focale
(125 mm) de la caméra. Le montage permet une mesure en dispersion grâce à un réseau par
réflexion. Lors des mesures en dispersion, ce réseau est positionné entre les deux lentilles. La
résolution du réseau et la taille des détecteurs (40x40µm2) de la caméra nous permet d’obtenir
une résolution spectrale verticale de 10 nm par pixel. La caméra est refroidie à l’azote liquide
pour diminuer le bruit thermique de mesure. Enfin des filtres correspondant aux bandes J (1000
















FIG. 4.12 – Schéma du banc de caractérisation en dispersion
nm à 1300 nm), H (1400 nm à 1900 nm) ou K (1800 à 2100 nm) sont placés devant la caméra
pour diminuer le bruit de grenaille des détecteurs.
Les sources disponibles sont un source KOHERAS super continuum présentant un spectre
constant sur une large bande et une source laser fine de longueur d’onde centrale 1523 nm.
Le chromatisme du système nous oblige à régler la focalisation du système suivant la bande
spectrale d’excitation. La taille des détecteurs et le grandissement (x5) réalisé par le système
de lentille correspond à un échantillonnage des franges de période spatiale w = 8 µm. Ceci
a pour effet de dégrader le contraste d’un facteur sinc(piσw) où σ est la période spatiale des
franges d’interférences. La focalisation à pour effet, quant à elle, de changer le facteur d’agran-
dissement suivant la zone spectrale observée. De plus, le réseau par réflexion peut présenter un
angle d’écart avec les lignes verticales du détecteur. Lorsque le réseau est bien réglé, chaque
ligne de détecteur correspond à une longueur d’onde donnée. Lorsque le réseau présente un
angle d’écart, la ligne correspondante à une longueur d’onde se retrouve sur plusieurs lignes
de détecteurs à la fois. Un traitement de données est alors nécessaire pour obtenir les franges
d’interférences correctes sur toute la plage de longueur d’onde. Nous ne nous occuperons pas
de ce traitement ici.
4.4.2 Gamme spectrale
Les mesures en dispersion ont été effectuées sur les bandes J, H et K. La figure 4.13 présente
les franges d’interférences obtenues sur cette gamme spectrale. Ces franges sont observées sur
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FIG. 4.13 – Franges d’interférence observées en dispersion sur les bandes J, H et K
Nous constatons que les franges d’interférences sont obtenues sur la largeur spectrale 1 à 2
µm. Ces franges d’interférences évoluent bien en fonction de la longueur d’onde d’excitation.
Nous mesurons des contrastes maximaux approximativement de 38 % pour la bande J, 65 %
pour la bande H et 65 % pour la bande K. Dans cette expérience, la largeur des détecteurs est
plus grande que dans l’expérience précédente et le contraste chute. Les interfranges sont plus
faibles dans la bande J, ce qui explique la différence de constraste avec les autres bandes H et
K.
4.4.3 restitution de la transmission spectrale du filtre H
Dans cette partie, nous nous proposons d’obtenir la transmission spectrale du filtre H utilisé
à partir de la mesure des franges d’interférences sans l’élément dispersif. Notons que ce trai-
tement ne prend pas en compte la correction de phase due a l’angle que fait le réseau avec les
lignes verticales de détecteurs. Aussi, ce calcul est approximatif.
La première phase consiste à calibrer le spectromètre en longueur d’onde. Nous connaissons
le pas en longueur d’onde sur les détecteurs qui est 10 nm par pixel. Cette valeur nous donne
la pente de la calibration en longueur d’onde. Nous effectuons la mesure des franges d’interfé-
rences obtenue par l’excitation d’un laser monochromatique de longueur d’onde connue 1523
nm. Cette mesure a été effectuée dans les mêmes conditions d’agrandissement optique que les
mesures des franges dispersée de la bande H. Nous faisons alors correspondre la période des
interférences obtenue par le laser avec une des lignes de la mesure des franges dispersées de la
bande H. Cette dernière phase nous donne la calibration en longueur d’onde.
La figure 4.14 représente les franges d’interférences dispersées de la bande H ainsi que
l’estimation du spectre de transmission du filtre H. Cette estimation a été réalisée en considé-
rant que la transmission est bien représentée. En considérant que le réseau ne fait pas d’angle
avec les lignes verticales des détecteurs chaque ligne horizontale de la figure 4.14 représente la
transmission du filtre selon chaque longueur d’onde. Nous sommons donc pour chaque ligne la
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FIG. 4.14 – Franges dispersées de la bande H et estimation du spectre de transmission du filtre
H
En appliquant une transformée de Fourier à chacune des figure d’interférences, nous repé-
rons le maximum du pic correspondant à la fréquence spatiale σi des interférences. La figure
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FIG. 4.15 – Fréquence spatiale des interférences en fonction du nombre d’onde d’excitation
(croix) et la régression linéaire (trait plein)
Nous obtenons, comme précédemment, une réponse relativement linéaire dont la régression
linéaire est donnée par la relation suivante :
σi350 = (ηi350σ0−61.76) cm−1, (4.4)
où η350 = 0.0432. Nous constatons une nette différence de calibration avec le montage précédent
4.3. Cette différence est à priori due au décalage du réseau par rapport aux lignes des détecteurs.
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Enfin, nous appliquons la transformée de Fourier corrigée par la relation (4.4) aux franges d’in-
terférences non dispersées ainsi que la calibration. La figure d’interférence a été apodisée par
une fenêtre de Blackman exacte [13]. La figure 4.16 représente le spectre d’excitation en ligne





















FIG. 4.16 – Spectres de transmission de la bande H reconstruction par transformée de Fourier
Nous constatons une reconstitution approximative du spectre en transmission de la bande H.
Ceci peut être dû au décalage du réseau par rapport aux lignes de détecteurs qui estime mal la
période des interférences réelles en sortie du composant. D’autre part, seules quelques franges
d’interférences sont mesurées ce qui diminue la résolution. Enfin, la largeur sur laquelle nous
mesurons les franges d’interférences ne nous permet pas de juger l’intérêt de la transformée de
Fourier adaptée.
4.4.4 Conclusion sur les mesures en dispersion
Dans cette partie, nous avons montré que les franges d’interférences sont observables sur la
bande spectrale de 1 à 2 µm. Nous avons proposé une méthode afin de reconstituer le spectre
à partir de ses franges d’interférences dispersées. Le bruit des photodétecteurs sont néanmoins
fortement atténués par le refroidissement pour le bruit thermique et par les filtres pour le bruit
grenaille. L’ajout de la barrette de photodétecteurs nous permettra de valider cette gamme de
longueur d’onde.
4.5 Conclusion et perspectives
4.5.1 Conclusion
Dans ce chapitre, nous avons démontré expérimentalement le concept du spectromètre.
Nous avons effectué des premières mesures sur les structures. Nous avons validé l’améliora-
tion apportée par la transformée de Fourier adaptée. Nous avons mesuré une résolution spec-
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trale de 11 nm dans les cas des structures à 500 µm de rayon de courbure et 14 nm dans le
cas des structures à 350 µm. Nous avons montré que les interférences sont observables sur une
largeur spectrale de 1000 nm à 2000 nm. Enfin, nous avons proposé un méthode de restitution
du spectre à partir de ses franges d’interférences dispersées.
4.5.2 Perspectives
Une étude plus approfondie doit être menée sur la perte par propagation dans le guide plan.
En effet, plus le détecteur est loin du centre, plus la lumière qu’il capte parcourt un distance
plus grande dans le guide plan, et plus les pertes sont importantes. Ainsi, la considération de
ces pertes est nécessaire si nous voulons étendre le champ sur une grande largeur de détecteurs.
Le modèle de fuite développé au chapitre 3.3 peut tout à fait tenir compte de ces pertes pour le
dessin de nouvelles structures courbes.
Nous avons vu que le modèle du spectromètre développé au chapitre 3 présente des écarts
avec les mesures réalisées. Les paramètres utilisés (contraste d’indice, distance effective de
diffusion) dans ce modèle peuvent être ajustés. De plus, la prise en compte d’un profil d’indice
de réfraction du type diffusion dans le modèle développé est tout à fait envisageable.
L’ajout de la barrette de photodecteurs achèvera la caractérisation complète du spectromètre.
Il existe plusieurs type de barrettes de photodétecteurs sur le marché dont les tailles vont des
0,56 cm à 2,56 cm avec des périodes de 20 et 25 µm capable de détecter dans le proche infra-
rouge (900 nm à 1700 nm).
Enfin, le masque ne contient, pour le moment, que des structure de rayons, au minimum, 350
µm. L’étude de boucles de rayons plus petits est tout à fait envisageable. La gamme spectrale
analysable serait ainsi plus grande.
Conclusion Générale
Conclusion
Durant cette thèse, nous avons développé le modèle complet du spectromètre LLIFTS.
Pour ceci, avons développé, au chapitre 2, une méthode numérique pour modéliser une struc-
ture courbe basée sur l’AFMM appliquée dans le plan conforme exponentiel. Nous avons com-
paré ce modèle à des modèles existants au niveau d’un guide simple. La comparaison a donné
des bons résultats. Pour l’instant seuls des guides à faible constraste d’indice de réfraction ont
été étudiés. Mais il est fort possible que cette méthode soit valable avec des plus forts confine-
ments. Ce modèle permet de prendre en compte une évolution arbitraire et quasi-continue de
l’approche d’un guide plan. Nous avons pu isoler les problèmes liés à la monomodicité du guide
courbe induisant des phénomènes de battement. Nous avons ainsi conclu l’intérêt de concentrer
la fuite sur le mode fondamental. Ce modèle permet de fournir des résultats assez rapidement
et mérite d’être approfondi.
Nous avons ensuite adapté le théorème intégrale de Helmholtz-Kirchhoff pour modéliser le
champ lointain issu de la structure courbe. Cette adaptation combinée à un modèle de fuite nous
a permis d’obtenir un profil d’intensité arbitraire sur les détecteurs. Nous avons proposé une
méthode de restitution du spectre d’un signal émis à l’entrée de l’instrument. Cette restitution
nous a amené à développer une transformée de Fourier adaptée à notre problème. Ainsi, nous
avons pu montrer le principe de fonctionnement du spectromètre et nous avons pu en donner les
performances théoriques attendues.
Enfin, une première réalisation et une première caractérisation ont été effectuées. Nous
avons pu mesurer des résolutions en longueurs d’onde de 11 et 14 nm à la longueur d’onde
de 1550 nm. Nous avons pu observer les figures d’interférences sur une gamme large de lon-
gueurs d’onde de 1000 nm à 2000 nm. Nous avons donc un composant réel et exploitable.
Ce composant est compact, intégrable et sans parties mobiles. Les résultats pratiques tant en
résolution spectrale qu’en gamme de longueurs d’onde sont encourageants pour continuer le




Au chapitre 2, nous avons développé un modèle de structure courbe utilisant des PMLs
anisotropes. Ces PMLs perturbent le milieu et entraînent un écart sur les parties imaginaires en
comparaison avec la méthode modale analytique. Des PMLs plus élaborées, comme les PMLs
à transformée de coordonnées réelles ou complexes pourraient améliorer ce point. Ce modèle
de structure courbe n’a pas encore été comparé en prenant en compte une cascade de sections.
Aussi, il serait intéressant de mener cette comparaison. Le MIT a mis à disponibilité une FDTD
en coordonnées cylindriques (MEEP [29]) qui pourrait servir de méthode de comparaison.
Au chapitre 3, nous avons modélisé l’ensemble du spectromètre. Nous avons vu qu’il était
nécessaire de traiter les données en prenant en compte le signal d’enveloppe, ou autrement dit,
le contraste des franges d’interférences. Ceci permettrait de vérifier la limite de validité de la
transformée de Fourier adaptée.
La comparaison du modèle développé aux chapitres 2 et 3 avec les mesures du chapitre 4
a donné des résultats relativement proches mais pas encore assez précis. L’approximation du
guide canal par la méthode de l’indice effectif semble être la cause de cette différence. Aussi,
l’étude de la distribution d’indice obtenue par l’échange Ag+/Na+ pourrait compléter le modèle
de la structure courbe afin d’optimiser de nouvelles structures.
Réalisation et caractérisation
Au chapitre 4, nous avons mené une première réalisation et une première caractérisation
du composant. Ces premières mesures nous ont permis d’estimer une distance de guide plan
nécessaire pour pouvoir détecter un signal à une longueur d’onde de 1500 nm. Il sera donc
intéressant de réaliser de nouveaux échantillons avec un guide plan plus long. Ainsi, le test
d’une barrette de photodétecteurs est tout à fait envisageable pour un premier développement
d’un premier prototype commercial.
Dans ce même chapitre, nous avons décrit et utilisé un banc de mesure développé à l’IMEP-
LAHC. Pour ce banc, nous avons développé un programme de raccords de fenêtre afin de me-
surer les figures d’interférences en sortie du composant optique. Celui-ci présentent quelques
faiblesses dont un décalage entre les fenêtres raccordées. Ceci a pour effet de rendre le traite-
ment de donnée difficile. Il serait donc intéressant de concevoir un banc adapté. Un contrôle
de position de l’objectif plus précis, comme un moteur pas-à-pas, permettrait d’améliorer le
protocole de mesure.
L’échange Ag+/Na+ semble provoquer des pertes du signal par propagation dans le guide
plan. Si nous voulons élargir le contraste des franges en arête de sortie du composant, il serait
intéressant d’étudier ces pertes. Il est possible de diminuer ces pertes par un traitement supplé-
mentaire. La conception d’un nouveau masque comportant des demi-boucles pourrait permettre
d’étudier la réponse d’un seul bras ainsi que les pertes de lumière induites par le trajet dans le
guide plan.
Le phénomène de fuite de la structure courbe peut être analysé de manière plus précise.
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Le SNOM (Scanning Near Field Optical Microscope) est un instrument qui permet une réelle
mesure du champ proche à la surface du verre. Une cartographie du champ au niveau de la
structure courbe permettrait de mieux comprendre ce phénomène de fuite. Le LNIO (Labora-
toire de Nanotechnologie et Instrumentation Optique) à Troyes détient un tel instrument et une
collaboration sur ce projet serait très intéressante.
Enfin, l’ajout d’une barrette de détecteurs semble être la prochaine étape pour réaliser un
premier prototype commercial.
Vers un instrument complet
Nous avons vu au chapitre 3 de la modélisation du spectromètre que la connaissance du
contraste permettrait de résoudre les problèmes liés à la résolution. Nous avons vu au chapitre
4 que des défauts peuvent apparaître sur l’arête de sortie du composant. Ces défaut agissent
sur le contraste des figures d’interférences. Dans sa configuration actuelle, le spectromètre ne
nous permet pas d’obtenir aisément ce contraste. Nous proposons deux manières de procéder
pour intégrer au LLIFTS le moyen de mesurer ce contraste et ainsi d’atteindre les résolutions
théoriques.
Intégration de demi-boucles annexes
Le premier consiste à ajouter à chaque demi-boucle, une demi-boucle annexe excitable
seule. Ainsi, l’enveloppe des faisceaux de chacun des bras peut être enregistrée par les dé-
tecteurs et une opération de déconvolution peut améliorer la restitution du spectre et augmenter
les performances.
Variation d’indice
Le deuxième consiste à ajouter une électrode sur l’un des bras de la structure courbe. En
appliquant une variation de température localisée, le contraste d’indice est modifié et le signal
parcourant le bras en question est déphasé. Un signal suffisamment monochromatique est injecté
dans le spectromètre. Pour différentes valeurs de ce déphasage, l’intensité est enregistrée. Un
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Annexe A
Équations d’Helmholtz dans le plan
conforme
Nous détaillons ici les calculs effectués pour le passage des équations régissant l’évolution
des champs électromagnétiques du plan (r,θ) au plan conforme (u,v). La modélisation est une
modélisation en deux dimensions.
A.1 Équations dans le plan (r,θ)
Nous considérons la propagation d’une onde électromagnétique dans la plan composée des
champs électromagnétiques (E(r,θ)e−ıωt,H(r,θ)e−ıωt) de pulsation ω dans un un milieu aniso-
trope. Nous introduisons les tenseurs de permittivité relative [εr] et de perméabilité magnétique
relative [µr] définis par :
[εr] =

εrr 0 00 εrθ 0
0 0 εrz

 , [µr] =





Dans ce milieu, l’onde se propage selon les équations de Maxwell :
div([εr]ε0E) = 0, (A.2)
div([µr]µ0H) = 0, (A.3)
rotE = jω [µr]µ0H, (A.4)
rotH = − jω [εr]ε0E. (A.5)
Ces équations (A.4) et (A.5) exprimées dans le système de coordonnées cylindriques (r,θ)
donnent, dans les cas TE et TM, les systèmes d’équations :
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où (Ez,Er,Eθ) et (Hz,Hr,Hθ) sont les composantes des champs électromagnétiques E et H et
sont des fonctions des variables (r,θ).
A.2 Transformation conforme




qui peut se noter sous la forme
du changement de variable g définit par :
g : (u,v)→ (r,θ) = (Re uR , v
R
). (A.8)
Notons que dans ce changement de variables, la variable u = R ln rR ne dépend que de r et la
variable v = Rθ ne dépend que de θ. Dans les calculs qui suivent, leurs dérivées apparaissent.











∂θ = R. (A.10)
Nous ne détaillons le calcul de passage dans le plan conforme que pour la polarisation TE,
le calcul pour la polarisation TM étant similaire.
A.3 Cas de la polarisation TE
Nous cherchons à exprimer le système d’équations (A.6) dans le plan conforme (u,v). Nous
définissons les images des champs électromagnétiques, des permittivité et perméabilité relatives









A.3. CAS DE LA POLARISATION TE 149
Nous posons que les fonctions εrr, µrr et µrθ ne dépendent que de r et donc les fonctions εcrr,
µcrr et µcrθ dans le plan conforme ne dépendent donc que de u.
Nous détaillons les calculs effectués pour le passage du système d’équations (A.6) dans le
plan conforme.










Le premier terme de l’équation (A.12) se calcule de la façon suivante :
∂rHθ
∂r = Hθ + r
∂Hθ
∂r (A.13)






































La deuxième équation du système (A.6) :
Hr = − 1jωµ0µrrr
∂Ez
∂θ , (A.20)
s’exprime dans le plan conforme de la façon suivante :







= − 1jωµ0µrrRe uR
∂Ezc
∂v R (A.22)
= − 1jωµ0µrre uR
∂Ezc
∂v . (A.23)
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∂v2 = 0, (A.38)
où k20 = ω2ε0µ0.
A.4 Cas de la polarisation TM
















































∂v2 = 0, (A.41)
où k20 = ω2ε0µ0.
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Annexe B
Produit de Fourier et produit inverse
B.1 Rappel des produits de Fourier
Nous avons vu au chapitre (2.3.3) que le produit de Fourier h de deux fonctions f et g
continues revient au produit matriciel de type 1 suivant :
h = JgK f , (B.1)
où h et f sont les vecteurs des coefficient de Fourier des fonctions h et f est JgK est la matrice
de Toeplitz des coefficients de Fourier de la fonction g. Ce produit est valable dans le cas où les
fonctions ne présentent pas de discontinuités communes. Or, dans notre cas, nous utilisons des
fonctions qui peuvent présenter des discontinuités communes. Aussi, la projection des équations
d’Helmholtz dans l’espace de Fourier doit suivre certaines règles. Ces règles ont été regroupée
par Lifeng Li [78] pour certains cas de fonctions discontinues. Dans le cas où les fonctions f et
g présentent des discontinuités communes et que leur produit h est continu, il est montré [78]
que le produit de Fourier ne converge pas uniformément. Dans ce cas, nous devons utiliser le







Il nous faut donc étudier l’équation d’Helmholtz que nous voulons projeter dans lk’espace
de Fourier afin de déterminer lequel des produits de type 1 ou 2 il faut appliquer lors de la
projection de cette équation.
B.2 Application des règles
Pour commencer, nous reformulons le système d’équations (A.29) dans le cas TE exprimé
dans le plan conforme (u,v) sous une forme plus adéquate afin d’appliquer les règles formulées
au-dessus.
Le système d’équations (A.29) est le suivant :
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Ce système fait apparaitre les champs, les permittivités et perméabilités du problème. Nous
savons que les composantes Ezc,Hθc du champ électromagnétique ainsi que leur dérivées pre-
mières et secondes par rapport à v sont continues sur la zone de simulation. Nous savons que les
permittivités et perméabilités relatives sont discontinues sur la zone de simulation. Nous savons
que les fonctions e uR et e 2uR sont discontinues sur les bords de la zone de simulation et n’ont pas
de discontinuités en commun avec les permittivités et perméabilités relatives. Ce dernier point
est important car la convergence sera plus lente à cause de la discontinuité des fonction expo-
nentielles. Comme cette discontinuité a lieu dans les PMLs, nous espérons que la convergence
ne sera pas affectée.






























∂u − 1jωε0εcrze uR
∂Hrc
∂v


























































































Ce qui nous donne le système d’équations suivant :






























































Appliquons maintenant les règles évoquées par Lifeng Li [78] énoncées précédemment :













∂u est donc un produit de type 2,










– la fonction εcrze
2u
R est discontinue aux interfaces et la fonction Ezc est continu partout.
εcrze
2u
R Ezc est donc un produit de type 1.




















sont discontinues aux interfaces. Le






des coefficients de Fourier de la fonction 1µcrr .
Compte tenu de ces règles et en utilisant les règles de calcul énoncé au chapitre 2.3.3,


























où les termes JK sont les matrices de Toeplitz associées aux décompositions de Fourier des
différentes fonctions de permittivités et perméabilités relatives, le terme s est le vecteur associé
à la décomposition de Fourier de la composante Ezc du champ électrique dans le plan conforme,
la matrice K est la matrice diagonale dont le (p, p)-ième élément est jγp et k20 = ω2ε0µ0.

























où les termes JK sont les matrices de Toeplitz associées aux décompositions de Fourier des
différentes fonctions de permittivités et perméabilités relatives, le terme s est le vecteur associé
à la décomposition de Fourier de la composante Hzc du champ électrique dans le plan conforme,
la matrice K est la matrice diagonale dont le (p, p)-ième élément est jγp et k20 = ω2ε0µ0.
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Annexe C
Perfectly Matched Layer
Nous exposons ici le détail de la définition des PMLs anisotropes. Les PMLs sont des
couches qui ont pour but d’absorber le champ électromagnétique et de ne produire aucune
réflexion à l’interface entre elles et le milieu où se propage le champ. Nous les définissons de
façon à ce qu’elles absorbent le champ dans une seule direction. Aussi, dans les PMLs, les
permittivités électriques et perméabilités magnétiques doivent être des tenseurs pour considérer
l’anisotropie et doivent présenter des éléments complexes pour l’absorption du champ.
L’ajout de ces PMLs s’effectue dans le plan conforme (u,v). Dans notre cas, la distribution
de permittivité relative est exponentielle selon u. Nous considérons que cette distribution est
localement constante autour de l’interface entre le milieu de simulation et les PMLs. Nous
notons εc et µc les permittivité et perméabilité relative de la zone de simulation et [εc]PML et
[µc]PML celles de la PML.
Nous considérons les équations de Maxwell dans un milieu sans charge ni courant :
div([εc]PML E
c) = 0, (C.1)
div([µc]PML H
c) = 0, (C.2)
rot(Ec) = −jω [µc]PML H c, (C.3)
rot(H c) = −jω [εc]PML Ec. (C.4)




εcr 0 00 εcθ 0
0 0 εcz

 , [µc]PML = µ0





Afin de ne produire aucune réflexion à l’interface entre le milieu que nous cherchons à
simuler et les PMLs, il nous faut adapter l’impédance des deux milieux. Ainsi, il faut faire
correspondre les impédances intrinsèques Zi = µiεi entre le milieu de simulation et les PMLs.
Cette condition se traduit sous la forme de l’équation suivante :
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Les équations de Maxwell deviennent :
div([Λ]Ec) = 0, (C.9)
div([Λ]H c) = 0, (C.10)
rot(Ec) = −jωµ0 [Λ]H c, (C.11)
rot(H c) = −jωε0 [Λ]Ec. (C.12)
Exprimons les solutions générales des équations de Maxwell pour les champs E et H :
Ec = Ec0e−j(k.r
c−ωt), (C.13)
H c = Hc0e−j(k.r
c−ωt). (C.14)
Compte tenu de des expressions de E et H les équations d’Helmholtz deviennent :
k.Ec0 = 0, (C.15)
k.Hc0 = 0, (C.16)
k∧Ec0 = ωµ0 [Λ]Hc0, (C.17)
k∧Hc0 = −ωε0 [Λ]Ec0. (C.18)












Compte tenu de ce changement de variable, les équations d’Helmholtz deviennent :
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k′.E′c0 = 0, (C.22)
k′.H′c0 = 0, (C.23)
k′∧E′c0 = ωµ0H′c0 , (C.24)
k′∧H′c0 = −ωε0E′c0 . (C.25)
Les deux premières équations entrainent que k′ est normal à H′0 et E′0. Les deux autres
équations nous donnent alors la relation de dispersion suivante :






















































Mettons-nous à l’interface entre les deux milieux dans la section plane correspondant à z = 0







kz = 0. (C.37)
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A l’interface des deux milieux et dans le cas de la polarisation TE, les champs incidents,
réfléchis et transmis ont pour expressions :
Ei(r) = E0e−jk0(cosθiu+sinθiv)ez, (C.38)
Er(r) = RTEE0e−jk0(cosθru+sinθrv)cosφreez, (C.39)














E0e−jk0(cosθru+sinθrv) (sinφreu− cosφrev) , (C.42)


















où RT E et T T E sont les coefficients de réflexion et de transmission en amplitude pour la polari-
sation TE.
En considérant la continuité des composantes tangentielles des champs E et H à l’interface
u = 0 et en v = 0 nous obtenons les relations :
1+RT E = T T E , (C.44a)
cosφi +RT E cosφr = T T E
√
c
b cosφt . (C.44b)
Et en considérant que l’équation de continuité du champ électrique en u = 0 :
e−jk0 sinθiv +RT Ee−jk0 sinθrv = T T Ee−jk0
√
acsinθtv (C.45)
doit être vrai quelque soit v, nous obtenons la relation :
sinθi = sinθr =
√
acsinθt . (C.46)
Les PMLs que nous désirons doivent absorber le champ électromagnétique et ne rien réflé-
chir dans la zone de simulation, d’où les valeurs des coefficients RT E = 0 et T T E = 1 qui vérifie
bien l’équation (C.44a).
L’équation (C.46) nous donne :





= 1− cos2 θi. (C.48)
(C.49)








= 1− cos2 θi (C.50)
cos2 θi (1−ab) = 1−ac. (C.51)
Cette équation doit être valable pour tout les angles d’incidence θi. Autrement dit, les coef-
ficients a, b et c doivent vérifier les relations :
ab = 1 et ac = 1 . (C.52)
Que nous pouvons écrire sous la forme :
α = a−1 = b = c. (C.53)
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Annexe D
Expression des champs normaux à la
propagation
Dans cette partie, nous détaillons les calculs menés pour la détermination champs normaux
à la propagation selon v dans le plan conforme. Nous établissons des formules reliant ces diffé-
rents champs dans l’espace de Fourier. La détermination de ces champs est nécessaire pour la
détermination de l’expression du taux de transmission détaillé à l’annexe E ainsi qu’à la mise
en cascade des sections détaillée au chapitre 2.5.1.
Nous calculons donc les relations qui lient les composantes Hrc[t] et Ezc[t] du champ électro-
magnétique dans le cas TE et les composantes Erc[t] et Hzc[t] du champ électromagnétique dans
le cas TM.
D.1 Cas de la polarisation TE
Le champ magnétique Hrc[t] d’une section t se détermine à partir du champ Ezc[t] de la même
section t grâce à la deuxième relation du système (2.27) que nous rappelons :
Hrc[t] = − 1jωµ0µc[t]rr e uR
∂Ezc[t]
∂v . (D.1)
Notons que selon règles introduite dans à la partie 2.3.4, le produit de Fourier est applicable.
D’après les règles de calcul exposé au chapitre 2.3.3, l’expression du vecteur u[t] des coefficients
de Fourier de la composante Hrc[t] du champ magnétique s’exprime de la manière suivante :













Comme nous l’avons vu au chapitre 2.3.7 L’expression du vecteur s[t] des coefficients de
Fourier de Ezc[t] dans l’espace de Fourier est :
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où les matrices P+[t]vt et P
−[t]
vt sont les matrices diagonales de propagation dont les (q,q)-ièmes
éléments sont respectivement e−jn
[t]
q k0(v−vt) et e+jn
[t]
q k0(v−vt) et où n[t]q est l’indice effectif du mode
q de la section [t].


































La dérivée selon v de la matrice diagonale de propagation P+[t]v0 est une matrice diagonale.
Le (q,q)-ième élément de cette matrice est e−jn
[t]
q k0(v−vt)
. Ainsi, nous dérivons tous les termes






= −jk0Λ[t]P+[t]v0 , (D.6)
où Λ[t] est la matrice diagonale dont le (q,q)-ième élément est l’indice effectif de propagation
n
[t]
q . Nous obtenons la même expression au signe près pour dérivée de la matrice P−[t]v0 . Nous








−P+[t]v0 s+[t]W +P−[t]v0 s−[t]W
)
. (D.7)
Compte tenu des relations (D.2) et (D.7), le vecteur u[t] des coefficients de Fourier de la

















D.2 Cas de la polarisation TM
Le champ magnétique Erc[t] d’une section t se détermine à partir du champ Hzc[t] de la même








Le calcul du vecteur u[t] des coefficients de Fourier de la composante Erc[t] du champ élec-
trique est similaire à celui dans le cas TE et ceci à un signe près et en remplaçant la permittivité
D.2. CAS DE LA POLARISATION TM 165
du vide ε0 avec la perméabilité de vide µ0. L’expression de u[t] est donnée par la relation sui-
vante :
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Annexe E
Expression du taux de transmission
Dans cette annexe, nous détaillons les calculs menés pour la détermination du taux de trans-
mission du champ se propageant dans le guide courbe vers les modes guidés du guide droit de
sortie.
Nous rappelons l’expression du vecteur de Poynting :
pi = E∧H∗. (E.1)




















E.1 Cas de la polarisation TE












où Ezi est la composante selon z du champ électrique du mode i et Hr∗j(r,θ) est la compo-
sante selon r du champ magnétique du mode j. Nous opérons un changement de variable dans
















En utilisant la relation (D.1), nous obtenons :
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Si une des deux fonctions Ezci (u,v) ou Ezcj(u,v) n’existe que dans la zone de simulation et
est suffisamment faible en amplitude sur les bords de la zone simulation, en approximation,
nous pouvons restreindre l’intégrale (E.6) à l’intervalle ∆u. Cette approximation est valide pour
les modes guidés d’un guide droit. La puissance Pi, j peut alors s’écrire de la façon suivante :
















Nous pouvons alors y reconnaitre l’intégrale de Fourier :





























où les termes si et s j sont les vecteurs des coefficients de Fourier des composantes Ezci et Ezcj
des champs électriques des modes i et j dans le plan conforme (u,v). Pour la suite et pour plus
de clarté, nous abandonnons la notations de la partie réelle Re{}.
Dans cette expression, 〈 f |g〉 désigne le produit scalaire des composantes des vecteurs f et
q défini par :
〈 f |g〉 = ∑
p
fpg∗p. (E.10)
Dans notre cas, les modes propres de la structure courbe ne s’annulent pas sur les bords
de la zone de simulation. Ainsi, si nous ne considérons que ces modes, nous ne pouvons pas
restreindre l’intégrale (E.6) au domaine de simulation. Cela dit, nous pouvons restreindre l’in-
tégrale (E.6) cherchons à calculer le couplage des modes propres sur les modes d’un guide droit
en entrée ou en sortie si celui-ci est bien représenté dans la zone de simulation.
De plus, si le guide droit d’entrée ou de sortie est multimode, les modes guidés sont ortho-
normaux entre eux, c’est à dire, que leurs produits croisés au sens de Poynting (E.6) sont nuls
pour i 6= j et vaut 1 pour i = j. Si la zone de simulation ∆u est suffisamment large pour décrire
tous les modes, l’orthonormalité est conservée et nous pouvons restreindre l’intégrale (E.6) au
domaine ∆u de simulation.
Regardons maintenant le couplage du guide courbe avec un guide droit en sortie. Considé-
rons un champ électrique quelconque de composante Ezc dans la zone de simulation du guide
courbe. Ce champ peut s’écrire sous la forme d’une somme de deux champs : une partie corres-
pondant au champ qui se couple au modes guidés du guide droit et une partie rayonnée. Dans
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l’espace de Fourier, ce champ a pour représentation le vecteur s de ses composantes de Fourier.
Ce vecteur peut s’écrire sous la forme suivante :
s = st + sa, (E.11)
où st correspond au vecteur des composantes de Fourier du champ couplé au modes guidés du
guide droit et sa correspond au vecteur des composantes de Fourier du champ couplé aux autres




où les si sont les vecteurs des composantes de Fourier des modes guidés du guide droit et le
facteurs Ti est le coefficient de transmission en amplitude du champ du guide courbe au mode
guidé i du guide droit. Dans le cas du champ transmis, nous ne tenons compte que des termes
propagatifs. En tenant compte de la relation (E.9), la puissance totale portée par le champ peut
s’écrire de la façon suivante :


















∑ j Tjs j(v)+ sa(v)
)
∂v (v)〉. (E.14)
Dans cette expression, nous remarquons que nous opérons plusieurs produits scalaires. En
supposant que l’orthonormalité est conservée, les produits scalaires faisant intervenir les modes
guidés si et les autres modes sa s’annulent. Il ne reste alors que les termes suivants :












Nous obtenons donc un premier terme faisant intervenir les modes guidés et un deuxième
terme faisant intervenir les autres modes. En considérant l’orthonormalité des modes guidés, le
premier terme se simplifie. L’expression de la puissance P(v) est la suivante :
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Dans cette formule, nous remarquons deux termes : l’un est lié à la puissance transmise
Pt(v) au modes guidés du guide droit, l’autre est liée à la puissance transmise Pa(v) aux autre






∂v (v) = 1. (E.20)




Il ne nous reste plus qu’à calculer le coefficient Ti de transmission en amplitude. Pour cela











































∂v (v)〉 = T
∗
i . (E.26)
Selon les calculs effectués dans la partie précédente D.1 et en ne tenant compte que du


















Ce qui nous donne finalement pour le taux de transmission en amplitude la relation suivante
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E.2 Cas de la polarisation TM
Le calcul de puissance transmise dans le cas TM est similaire au calcul précédent. La puis-
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Annexe F
Formalisme de l’algorithme en matrice-S
Nous détaillons, dans cette section, les calculs menés pour mettre en place la formulation
matricielle du problème. Nous adoptons l’algorithme en matrice-S décrit par Lifeng Li [59].
F.1 Détermination des relations d’entrée et sortie d’une sec-
tion
Nous cherchons ici à exprimer les vecteurs d’amplitude des modes propres de sortie s+[t+1]W
et s−[t]W d’une section [t] en fonction des vecteurs d’amplitude des modes propres d’entrée s
+[t]
W
et s−[t+1]W de la même section [t]. Ces calculs sont identiques en TE et en TM à condition de bien
































































−− sont les matrices de réflexion et de transmission des modes
propagatifs et contra-propagatifs de la section t.
F.1.1 Détermination des matrices tt++ et rt+−
Dans un premier temps, nous cherchons les matrices tt++ et rt+−, c’est-à-dire, à exprimer les




W . Le système (F.2) nous donne :
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En multipliant la première équation par W [t]−1, la deuxième par V [t]−1 et sommant ces deux
équations, nous obtenons :
(

















−W [t]−1W [t+1] +V [t]−1V [t+1]
)
P[t+1]s−[t+1]W . (F.6)
Dont nous pouvons extraire les matrices tt++ et rt+− recherchées :
t [t]++ = 2
(







W [t]−1W [t+1] +V [t]−1V [t+1]
)−1
(
−W [t]−1W [t+1] +V [t]−1V [t+1]
)
P[t+1]. (F.8)
F.1.2 Détermination des matrices rt−+ et tt−−
Nous cherchons maintenant les matrices rt−+ et tt−−, c’est-à-dire, à exprimer le vecteur
s
−[t+1]



















En multipliant la première équation par −W [t+1]−1, la deuxième par V [t+1]−1 et sommant
ces deux équations, nous obtenons :
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W [t+1]−1W [t] +V [t+1]−1V [t]
)−1(−W [t+1]−1W [t] +V [t+1]−1V [t])P[t], (F.12)
t [t]−− = 2
(
W [t+1]−1W [t] +V [t+1]−1V [t]
)−1
P[t+1]. (F.13)
F.1.3 Résumé de la formulation matricielle






























où les matrices tt++, rt+− rt−+ et tt−− s’expriment :
t [t]++ = 2
(







W [t]−1W [t+1] +V [t]−1V [t+1]
)−1(







W [t+1]−1W [t] +V [t+1]−1V [t]
)−1(
−W [t+1]−1W [t] +V [t+1]−1V [t]
)
P[t], (F.17)
t [t]−− = 2
(
W [t+1]−1W [t] +V [t+1]−1V [t]
)−1
P[t+1]. (F.18)
F.2 Détermination des relations d’entrée et sortie du système





W du système en fonction des vecteurs d’amplitude des modes propres d’entrée s
+[0]
W


































−− sont les matrices de réflexion et transmission globales
du système des t sections.






−−. Nous partons des 6 équa-
tions suivantes obtenues des deux systèmes (F.14) et (F.19) :




































































F.2.1 Détermination des matrices T [t]++ et R
[t]
+−
Dans un premier temps, nous cherchons les matrices T [t]++ et R
[t]
+−, c’est-à-dire, à exprimer le




































































































W − t [t]−1++ r[t]−1+− s−[t+1]W . (F.28)






W − t [t]−1++ r[t]−1+− s−[t+1]W
)































































































































Dont nous pouvons extraire les matrices T [t]++ et R
[t]
+− recherchés :




















F.2.2 Détermination des matrices R[t]−+ et T
[t]
−−
Nous cherchons les matrices R[t]−+ et T
[t]










































































































































































F.2.3 Résumé de la formulation matricielle
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F.3 Expression des amplitudes des modes propres
Pour la détermination le vecteur d’amplitudes des modes propres contra-propagatif, nous























































































Puis nous déterminons le vecteur s+[t]W des modes propres propagatifs de la même section en
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Annexe G
Théorème de Helmholtz-Kirchhoff dans le
plan
Dans ce chapitre, nous adaptons le théorème d’Helmholtz-Kirchhoff afin de l’appliquer dans
le guide plan.
G.1 Théorème d’Helmholtz-Kirchhoff
Soit f et g deux champs scalaires du vecteur r intégrables sur un volume W . Pour un volume
V inclus dans le volume W , défini par une surface fermée S, le théorème de Green s’exprime :
{
S
( f ∇g−g∇ f ) .dS =
y
V
( f ∇2g−g∇2 f )dV. (G.1)
Afin de se ramener au problème dans le plan, nous décomposons la surface fermée S en trois
surfaces ouvertes : une surface latérale SL, une surface haute S+ et une surface basse S−, nous
posons que le volume V = hS+ et l’élément de surface dSL = hdl comme le décrit la figure G.1.
FIG. G.1 – Schéma du domaine d’application du théorème
En reprenant l’équation (G.1) et en l’appliquant à la nouvelle structure, nous obtenons
l’équation :
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x
S+
( f ∇g−g∇ f ) .dS+ +
x
S−




( f ∇g−g∇ f ) .dSL =
y
V
( f ∇2g−g∇2 f )dV. (G.3)
En tenant compte des simplifications, nous obtenons :
x
S+
( f ∇g−g∇ f ) .dS+ +
x
S−




( f ∇g−g∇ f ) .hdl =
x
S
( f ∇2g−g∇2 f )hdS+, (G.5)
où CL est le contour orienté de la surface S. Les surfaces ouvertes S+ et S− étant exactement
opposées, l’équation se simplifie en :
Z
CL
( f ∇g−g∇ f ) .hdl =
x
S
( f ∇2g−g∇2 f )hdS+. (G.6)
Nous simplifions par h, nous renommons la surface S+ en S. Nous obtenons l’expression du
théorème de Green appliqué au cas décrit par la figure G.2 :
z
CL
( f ∇g−g∇ f ) .dl =
x
S
( f ∇2g−g∇2 f )dS. (G.7)
FIG. G.2 – Schéma du domaine d’application du théorème de Green plan 2D
Dans notre cas 2D, les solutions harmoniques de l’équation d’onde sont des fonctions du
type cylindrique centrées au point rM et de vecteur d’onde k :
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g(r) = H(2)0 (k.|r− rM|). (G.8)
Nous calculons ∇2g pour r 6= rM . Comme g est une solution de l’équation d’onde, nous
pouvons directement écrire :
∇2g =−k2g. (G.9)
La fonction g présente une singularité au point rM. Pour la déterminer, nous calculons l’in-
tégrale de ∇2g à l’intérieur d’un disque de rayon ε que nous ferons tendre vers 0 comme le
montre la figure G.3.
FIG. G.3 – Schéma du calcul pour le point de singularité










−kH(2)1 (k.ε)εdθ =−kεH(2)1 (k.ε)2pi. (G.10)







Nous pouvons écrire :
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∇2g =−k2g+4ıδ(r− rM), (G.12)
où δ(r− rM) est la distribution de Dirac.
Nous revenons maintenant au volume V introduit au début du chapitre. Nous considérons
que ce volume est homogène et sans obstacle. Nous supposons que l’onde f monochromatique






f =−k2 f , (G.13)
où v f est la vitesse de l’onde f dans le milieu. Compte tenu des expressions de f (G.13) et de g
(G.12), l’équation de Green (G.7) devient :
x
S
( f ∇2g−g∇2 f )dS = x
S
( f (r)(−k2g(r)+4ıδ(r− rM)) (G.14)
−g(r)(−k2 f (r)))dS, (G.15)x
S
( f ∇2g−g∇2 f )dS = 4jx
S
f (r)δ(r− rM)dS, (G.16)
x
S
( f ∇2g−g∇2 f )dS = 4j f (rM). (G.17)
Le terme de gauche peut s’exprimer :
z
CL
( f ∇g−g∇ f ) .dl =
z
CL
( f ∇g) .dl−
z
CL
(g∇ f ) .dl. (G.18)






∇g.dl = −H(2)1 (k.|r− rM|)∇(k|r− rM|) .dl, (G.20)
∇g.dl = −kH(2)1 (k.|r− rM|)∇ |r− rM| .dl, (G.21)
∇g.dl = −kH(2)1 (k.|r− rM|)
(r− rM).dl
|r− rM| . (G.22)
Nous obtenons au final l’expression du théorème d’Helmholtz-Kirchhoff dans le cas 2D :
4ı f (rM) = −k
z
CL






H(2)0 (k.|r− rM|)∇ f .dl. (G.23)
Cette expression nous permet d’obtenir le champ scalaire f en un point rM à l’intérieur d’un
cercle fermé CL à condition de connaître sa valeur sur tout ce cercle.
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G.2 Application à la structure courbe
Dans cette partie, nous appliquons la formule (G.23) à notre structure. Nous cherchons à
modéliser le champ électromagnétique sur un arc de rayon L à partir du champ présent sur l’arc
d’intégration de rayon RI. Ces arcs ont le même centre. Le champ sur l’arc de rayon RI est
modélisé par le modèle AFFM développé au chapitre 2.
Nous considérons un arc de détecteurs de rayon L et de même centre que l’arc d’intégration
de rayon RI. Cet arc de détecteurs est décrit par le vecteur rM qui fait un angle θ avec l’axe Ox





FIG. G.4 – Schéma de la structure
Rappelons la formule (G.23) précédemment déterminée :
4ı f (rM) = −k
z
CL






H(2)0 (k.|r− rM|)∇ f .dl. (G.25)
Exprimons les différents vecteurs r, rM et dl :
r = RIur, (G.26)
rM = LurM , (G.27)
dl = −RIdφur. (G.28)
Exprimons |r− rM| :
|r− rM|2 = (r− rM).(r− rM) (G.29)
= r.r−2r.rM + rM.rM (G.30)
= (RIur).(RIur)−2(RIur).(LurM)+(LurM).(LurM) (G.31)
= R2I +L2−2RILur.urM , (G.32)
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où
ur.urM = (cos(φ)ux + sin(φ)uy).(cos(θ)ux + sin(θ)uy) (G.33)
ur.urM = cos(φ)cos(θ)+ sin(φ)sin(θ) (G.34)
ur.urM = cos(φ−θ). (G.35)




Exprimons (r− rM).dl :
(r− rM).dl = r.dl− rM.dl (G.37)
= (RIur).(−RIdφur)− (LurM).(−RIdφur) (G.38)
= −R2I dφur.ur +RILdφurM .ur (G.39)
= −R2I dφ+RILdφcos(φ−θ) (G.40)
= RI (−RI +Lcos(φ−θ))dφ. (G.41)
Exprimons ∇ f .dl :





∇ f .dl = (∂ f∂r (RI,φ)ur).(−RIdφur) (G.43)
∇ f .dl = −RI ∂ f∂r (RI,φ)dφ. (G.44)
Compte tenu de ces expressions, compte tenu du fait qu’il y a du champ seulement sur l’arc
et compte tenu du sens d’intégration du contour CL, la formule (G.23) devient :
4j f (L,θ) = −k
Z φ=0
φ=pi








−RI ∂ f∂r (RI,φ)
)
dφ. (G.46)
Nous obtenons l’expression du champ f au point rM :














où |r− rM| =
√
R2I +L2−2RILcos(φ−θ). Cette formule est valable partout dans le demi-
espace y > 0 défini hors du demi-disque d’intégration.
G.2. APPLICATION À LA STRUCTURE COURBE 187
G.2.1 Approximation des fonctions de Hankel
Pour de grands arguments, à savoir k|r− rM| ≫ 1, nous pouvons simplifier les fonctions de
Hankel par leur formes asymptotiques :




−j(k.|r−rM |− 14 pi), (G.49)




−j(k.|r−rM |− 34 pi). (G.50)
L’expression du champ devient alors :
















−j(k.|r−rM |− 14 pi) ∂ f
∂r (RI,φ)dφ,


















e−j(k.|r−rM |− 14 pi)√|r− rM|
∂ f
∂r (RI,φ)dφ.
G.2.2 Approximation sur la distance des détecteurs
Si la ligne de détecteurs est suffisamment loin du cercle d’intégration, c’est-à-dire, L ≫ RI
nous pouvons faire l’approximation :















|r− rM| ≈ L−RI cos(φ−θ). (G.53)
Nous pouvons faire l’approximation |r−rM | ≈ L dans les termes d’amplitude. En revanche,
nous ne pouvons pas faire cette approximation dans le terme de phase sous peine de perdre
l’information liée à l’intégration. La formule devient alors :
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Si nous remanions l’expression précédente, nous obtenons l’équation suivante :

























f (RI,φ)k cos(φ−θ)+ j∂ f∂r (RI,φ)
)
ejk.RI cos(φ−θ)dφ.
Que nous notons sous la forme plus compacte :






L’analyse spectrale optique permet l’étude de la composition chimique des matériaux 
par l’interaction entre la matière et le rayonnement. Ces dernières années, la spectrométrie 
dans le domaine du proche infrarouge s’est considérablement développée pour satisfaire des 
besoins dans les domaines comme la médecine, de la détection de gaz ou encore l’industrie 
des polymères. 
Dans cette thèse nous nous sommes intéressé à un nouveau concept de 
spectromètre de Fourier statique faisant intervenir une structure de guide optique planaire 
courbe fuyante. Un modèle électromagnétique de cette structure courbe a été développé 
pour dimensionner le spectromètre. Ce modèle est basé sur une méthode de décomposition 
dans le domaine de Fourier, associée à une transformation conforme et utilisant des couches 
absorbantes. 
Les premiers spectromètres ont été réalisés en optique intégrée sur verre et 
caractérisés. Des résolutions spectrales de 11 nm et 14 nm ont été mesurées. Ces résultats 
sont encourageants pour continuer le développement du spectromètre. 
 




Optical spectrum analysis enables the study of materials chemical composition 
through matter and radiation interaction. In recent years, spectrometry in the near infrared 
has been developed to meet needs in areas such as medicine, gas detection and polymer 
industry. 
In this thesis, a new concept of static Fourier transform spectrometer using a leaky 
bent optical waveguide structure is investigated. An electromagnetic model of this structure 
has been developed in order to design the spectrometer. This model is based on a modal 
Fourier decomposition applied in the conformal mapping and is implemented using absorbing 
layers. 
First spectrometers have been realized using glass integrated optics and have been 
characterized. Spectral resolutions of 11 nm and 14 nm have been measured. These results 
are encouraging to carry on further the development of this spectrometer. 
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