Collaborative online multitask learning by LI, Guangxia et al.
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School Of Information Systems School of Information Systems
8-2014
Collaborative Online Multitask Learning
Guangxia LI
Nanyang Technological University
Steven C. H. HOI
Singapore Management University, CHHOI@smu.edu.sg
Kuiyu CHANG
Nanyang Technological University
Wenting LIU
Nanyang Technological University
Ramesh JAIN
University of California, Irvine
DOI: https://doi.org/10.1109/TKDE.2013.139
Follow this and additional works at: https://ink.library.smu.edu.sg/sis_research
Part of the Databases and Information Systems Commons
This Journal Article is brought to you for free and open access by the School of Information Systems at Institutional Knowledge at Singapore
Management University. It has been accepted for inclusion in Research Collection School Of Information Systems by an authorized administrator of
Institutional Knowledge at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
LI, Guangxia; HOI, Steven C. H.; CHANG, Kuiyu; LIU, Wenting; and JAIN, Ramesh. Collaborative Online Multitask Learning.
(2014). IEEE Transactions on Knowledge and Data Engineering (TKDE). 26, (8), 1866-1876. Research Collection School Of
Information Systems.
Available at: https://ink.library.smu.edu.sg/sis_research/2279
1866 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 26, NO. 8, AUGUST 2014
Collaborative Online Multitask Learning
Guangxia Li, Steven C.H. Hoi, Kuiyu Chang, Wenting Liu, and Ramesh Jain
Abstract—We study the problem of online multitask learning for solving multiple related classification tasks in parallel, aiming at
classifying every sequence of data received by each task accurately and efficiently. One practical example of online multitask learning
is the micro-blog sentiment detection on a group of users, which classifies micro-blog posts generated by each user into emotional or
non-emotional categories. This particular online learning task is challenging for a number of reasons. First of all, to meet the critical
requirements of online applications, a highly efficient and scalable classification solution that can make immediate predictions with
low learning cost is needed. This requirement leaves conventional batch learning algorithms out of consideration. Second, classical
classification methods, be it batch or online, often encounter a dilemma when applied to a group of tasks, i.e., on one hand, a single
classification model trained on the entire collection of data from all tasks may fail to capture characteristics of individual task; on the
other hand, a model trained independently on individual tasks may suffer from insufficient training data. To overcome these
challenges, in this paper, we propose a collaborative online multitask learning method, which learns a global model over the entire
data of all tasks. At the same time, individual models for multiple related tasks are jointly inferred by leveraging the global model
through a collaborative online learning approach. We illustrate the efficacy of the proposed technique on a synthetic dataset. We also
evaluate it on three real-life problems—spam email filtering, bioinformatics data classification, and micro-blog sentiment detection.
Experimental results show that our method is effective and scalable at the online classification of multiple related tasks.
Index Terms—Artificial intelligence, learning systems, online learning, multitask learning, classification
1 INTRODUCTION
CLASSICAL machine learning methods are often for-mulated as a single task learning problem, which by
definition learns one task at a time. On the contrary, multi-
task learning aims to solve multiple related learning tasks
in parallel. Many real-world problems are essentially mul-
titask learning, although they are often broken into smaller
single learning tasks, which are then solved individually
by classical learning methods. Multitask learning has been
extensively studied in machine learning and data min-
ing over the past decade [1]–[4]. Empirical findings have
demonstrated the advantages of multitask learning over
single task learning across a variety of application domains.
The classical multitask learning methodology [1] often
makes two assumptions. First, it assumes there is one pri-
mary task and other related tasks are simply secondary
ones whose training data are exploited by multitask learn-
ing to improve the primary task. Thus, the classical multi-
task learning approach focuses on learning the primary task
without caring how the other tasks are learned. Second, the
classical multitask learning problem is often studied in a
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batch learning setting, which assumes that the training data
of all tasks are available. On one hand, this assumption
is not realistic for many real-world problems where data
arrives sequentially. On the other hand, the batch multitask
learning algorithms usually have fairly intensive training
cost and poor scalability performance, as far as large real
applications are concerned.
In this paper, we investigate the problem of online mul-
titask learning, which differs from the classical multitask
learning in two aspects. First, our goal is to improve the
learning performance of all tasks instead of focusing on a
single primary task. Second, we frame the multitask learn-
ing problem in an online learning setting by assuming that
the data for each task arrives sequentially, which is a more
realistic scenario for real-world applications. Unlike batch
learning techniques, online learning methods learn over a
sequence of data by processing each sample upon arrival.
At each round, the learner first receives one instance,
makes a prediction, and receives the true label. The error
information is then used to update the learning model.
Our early study on this work [5], [6] was first moti-
vated by the need to classify online user-generated content
(UGC), e.g., micro-blog posts or spam email tags. For UGC,
each individual exhibits uniqueness, but also shares certain
characteristics with others in the group. It is thus desir-
able to develop an efficient and scalable classifier that can
solve individual task by adapting to the global knowledge
shared by all users. Consider the real problem of micro-
blog sentiment analysis on a group of users where the goal
is to classify micro-blog posts generated by each user into
several emotional or non-emotional categories in a near
real-time manner. When solving this problem by classi-
cal machine learning techniques, we will face a dilemma,
i.e., a single global classification model trained on the entire
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collection of data from all users may fail to capture the
peculiarity of individual users and thus often works poorly.
On the other hand, a fully personalized model for each
user may be inaccurate due to insufficient training data,
especially at the early stage of the learning task. This thus
motivates us to study online multitask learning techniques.
We propose a novel collaborative online multitask learn-
ing (COML) technique to attack the aforementioned chal-
lenges. The basic idea is to first build a generic global model
from large amount of data gathered from all users, and then
subsequently leverage the global model to build the person-
alized classification models for individual users through a
collaborative learning process. We formulate this idea into
an optimization problem under an online learning setting,
and propose two different COML algorithms by exploring
different kinds of online learning methodologies.
To evaluate the efficacy of the proposed technique, we
conduct experiments by comparing our algorithms against
a variety of state-of-the-art techniques on a synthetic dataset
and three real-life applications, including online spam email
filtering, peptide binding prediction in bioinformatics, and
micro-blog sentiment detection. Our results show that the
proposed COML algorithms outperform (1) a single task
online learning approach that simply learns a global model
over the entire collection of data gathered from all the
tasks, (2) a single task online learning approach that solves
each task independently, and (3) a state-of-the-art online
multitask learning approach.
The rest of this paper is organized as follows. Section 2
introduces related work. Section 3 presents the proposed
algorithms. Section 4 gives experimental results and dis-
cussions. Section 5 concludes this paper.
2 RELATED WORK
Our work is closely related to two groups of research in
machine learning and data mining, i.e., (1) online learn-
ing, and (2) multitask learning. We briefly survey the
representative work in each area.
Online learning has been extensively studied [7]–[14].
Unlike batch learning methods, which assume all training
samples to be available before the learning task begins,
online learning algorithms incrementally build a model
from a stream of samples, allowing for simple and fast
model updates. They are thus naturally capable of deal-
ing with large datasets and problems whose data arrive
sequentially. The origin of online learning can date back to
the well-known Perceptron algorithm [10], which updates
the model weight by moving it a tad closer to each misclas-
sified sample. Descendant Perceptron-like methods employ
more sophisticated update strategies. For example, a vari-
ety of online learning algorithms have been proposed based
on the maximum margin learning principle that has been
successfully applied to batch mode learning [8], [9], [13],
[14]. Specifically, the Relaxed Online Maximum Margin
(ROMMA) algorithm [14] repeatedly chooses a hyper-plane
that correctly classifies existing training examples with the
maximum margin. The family of Passive-Aggressive (PA)
algorithms [8] maintains a trade-off between the amount
of progress made on each training round and informa-
tion retained from previous rounds. In particular, the PA
algorithm updates the model whenever a new example is
misclassified or when its classification score is smaller than
some predefined margin. Empirical studies showed that
the maximum margin based online learning algorithms are
generally more effective than the Perceptron algorithm.
The above online learning algorithms in general belong
to the family of first-order online learning techniques.
Recent years have witnessed emerging studies on explor-
ing second-order information for online learning. The
second-order online learning algorithms that improve
upon the Perceptron-like methods include the second-
order Perceptron (SOP) [15], confidence weighted (CW)
learning [16] and its successors [17]–[20]. The confidence
weighted learning algorithm maintains a probabilistic mea-
sure of confidence in each component of its weight vector
using a Gaussian distribution. The weight distribution is
updated by minimizing the Kullback-Leibler divergence
between the new weight distribution and the old one
under the constraint that the probability of correct clas-
sification is greater than a threshold. AROW [19], which
stands for “adaptive regularization of weight vectors”, soft-
ens the hard constraint in confidence weighted learning as
regularizers. It also uses an improved update strategy, lead-
ing to extra robustness in the case of non-separable data.
Empirically, AROW has been demonstrated to show state-
of-the-art performance for typical online learning tasks.
The problem of jointly solving several related learning
tasks by leveraging the commonality among tasks has been
studied in the machine learning community under the guise
of multitask learning [2], [21]–[27]. The relationship of the
tasks has been modeled in a number of ways. The pio-
neering work [1] assumed there is one primary task and
other secondary tasks, which are solely used to improve the
learning of the primary task. Evgeniou et al. [2] introduced
multitask kernel and considered batch multitask learning as
a regularized optimization problem. Ando et al. [26] formu-
lated multitask relations by enforcing predictive functions
for different tasks to belong to the same hypothesis set.
Kang et al. [28] studied the problem of multitask learn-
ing of shared feature representations among tasks, while
simultaneously determining “with whom” each task should
share. Some other studies tried to explore underlying spec-
tral dependencies among tasks [21], [29], [30]. In [31], the
authors used feature hashing to solve multitask learning
problem. For each task, they minimized the interaction
between its parameter vector and the combination of other
tasks’ parameter vectors.
Unlike the existing batch multitask learning studies, our
work is closer to the online multitask learning methodology.
The online multitask learning problem was first addressed
in [32], who assumed a very general setting wherein the
tasks are related by a global loss function and the goal
is to reduce the cumulative loss (for all tasks involved)
over all rounds of the online algorithm. Following the same
line of thought, the studies in [33], [34] formulated the
multitask learning problems as online learning with expert
advice. Regret bounds are given under the assumption that
there is a set of best experts who perform well on the
entire set of tasks. Saha et al. [35] proposed to learn the
task models as well as the task relatedness in a coherent
way. Mistake bounds for online multitask learning have
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Fig. 1. Leveraging data from a series of users via collaborative online
multitask learning.
also been investigated in [34], [36]. Instead of explicitly
modeling the specific task relatedness measure, our tech-
nique jointly learns a generic global model shared by many
parallel learners and individual collaborative models by
reinforcing each learning task through a collaborative learn-
ing process. Our approach not only enjoys a considerable
improvement in classification performance, but also retains
the hallmark low computational cost of online learning
algorithms.
3 METHODOLOGY
3.1 Overview
The motivation of our solution is two-fold. First, as tasks
often exhibit varying patterns, it is neither practical nor
effective to learn a single global model for classification.
Second, it is also not always possible to learn a good clas-
sification model for each task since training data available
for a single task are often limited. For such case, it is rea-
sonable to pool together data across many related tasks.
Hence, a better solution is to combine these two approaches
coherently.
Fig. 1 illustrates the idea of our method. Specifically,
the collaborative online multitask learning operates in a
sequential manner. At each learning round, it collects the
current global set of data; one from each of the engaged
users/tasks, which are employed to update the global clas-
sification model. At the same time, a collaborative personal-
ized model is maintained for each user/task. The individual
collaborative classification model is subsequently updated
using the latest individual data and the global model
parameters. Therefore, our approach can leverage global
knowledge for classification, while adapting to individual
nuances via the collaborative learning way.
3.2 Formulation and Algorithms
We now formulate the problem in a binary classification
setting. Our algorithm can be easily extended to address
the multiclass problems by adopting techniques described
in [8], [18].
Online multitask classification proceeds in rounds by
observing a sequence of examples, each belonging to some
user/task from a set of K users/tasks. On each round, there
are K separate online binary classification problems being
solved jointly. We assume that data from all users/tasks
can be represented in the same global feature space, so that
it is possible to use the shared information between tasks
to enhance each learning task. Denote by (xkt , y
k
t ) a train-
ing instance belonging to the k-th user at round t, where
xkt ∈ Rd is a d-dimensional vector representing the example
and ykt ∈ {1,−1} refers to its class label. We henceforth omit
the superscript of xkt below for brevity.
Our goal is to learn a set of classification models to
maximize the online prediction accuracy of every task, i.e.,
f (k)(·):Rd → {1,−1}, k = 1, . . . , K. In this work, we con-
sider a linear classification model for each task, which is
parameterized by a weight vector w, i.e., f (x) = sign(w · x).
3.2.1 Building a Global Model by Online Learning
The first step of the collaborative online multitask learning
builds a global classification model to exploit the common-
ality among tasks. We adopt the online passive aggressive
(PA) framework [8] to build a global model using data
collected from all users at round t, that is
ft(x) = sign(ut · x)
where ut ∈ Rd is the weight vector of the global model
learned at round t.
Specifically, at round t, the algorithm uses the latest
training instance
(
xt, yt
)
to update the classification model
as follows
ut+1 = argmin
u∈Rd
1
2
‖u − ut‖2 + Cξ (1a)
s.t. (u; (xt, yt)) ≤ ξ (1b)
ξ ≥ 0 (1c)
where C is a positive parameter controlling the influence of
the slack variable ξ on the objective function, and  is the
hinge loss function defined as
(u; (xt, yt)) = max(0, 1 − ytu · xt)
The above formulation aims to achieve two objectives:
(1) variation of the new weight vector ut+1 from the pre-
vious weight vector ut should be as small as possible, and
(2) the new weight vector should correctly classify the cur-
rent example xt with a sufficiently large margin. By doing
so, it maintains a trade-off between the amount of progress
made on each round and information retained from previ-
ous rounds. The closed-form solution of the optimization
problem (1) is
ut+1 = ut + τtytxt
where τt is given by τt = min
{
C, t‖xt‖2
}
. The proof can be
found in [8].
3.2.2 Learning the Collaborative Models
The critical step of our collaborative online multitask learn-
ing is to apply the existing global model to collaboratively
learn the each of the K individual user models. Using the
same PA formulation, the goal is to learn a classification
model for the k-th user as
f (k)t (x) = sign
(
w(k)t · x
)
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where w(k)t ∈ Rd is the weight vector of the k-th user’s
collaborative model learned at round t. For simplicity, we
use wt to denote w
(k)
t henceforth.
The next step is to use the shared information learned
by the global model to enhance each individual learning
model. We formulate the collaborative learning model as a
convex optimization problem that minimizes the deviation
of the new weight vector from the prior collaborative one
and the global one, as follows
wt+1 = argmin
w∈Rd
η1
2
‖w − wt‖2 + η22 ‖w − ut‖
2 + Cξ (2a)
s.t. (w; (xt, yt)) ≤ ξ (2b)
ξ ≥ 0 (2c)
where η1 and η2 are two parameters that balance the trade-
off between the global model u and the collaborative model
w, and parameter C ≥ 0 controls the influence of the slack
variable ξ on the objective function.
The above formulation aims to achieve a balance
between the global and individual models, i.e., in spite
of its uniqueness, each individual also shares some com-
monality with other members in the group. It coherently
combines the collaborative model with the global one. In
particular, if we set η2 = 0, the optimization reduces to
the approach of learning an individual classification model
without engaging the global model; if we set η1 = 0,
it reduces to the global model. Accordingly, we can fine
tune the contribution of each model by setting appropriate
parameters.
Applying the Lagrangian multiplier technique, the
update rule for optimization problem (2) can be derived
as
wt+1 = η1wt + η2ut + τytxt
η1 + η2 (3)
where τ is given by
τ = min
{
C,
η1 + η2 − yt(η1wt + η2ut) · xt
‖xt‖2
}
The pseudo code for the proposed collaborative online
multitask learning is given in Algorithm 1.
3.3 Extending Confidence Weighted Learning
A current trend in online learning research is to use
parameter confidence information to guide online learn-
ing process. Confidence weighted learning, proposed by
Crammer et al. [16], [17], [19], models the linear classifier
hypotheses uncertainty with a multivariate Gaussian distri-
bution over weight vectors, which is then used to control
the direction and scale of parameter updates. Conceptually,
to classify an instance x, a confidence weighted classifier
draws a parameter vector w ∼ N(μ,) and predicts the
label according to sign(w·x). In practice, however, the aver-
age weight vector E(w) = μ is used to make the prediction.
Confidence weighted learning algorithms have been shown
to perform well on many tasks. In this section, we extend
the proposed collaborative online multitask learning with
the confidence weighted hypothesis.
We make use of the state-of-the-art confidence weighted
learning algorithm—Adaptive Regularization of Weights
(AROW) [19] in our work. It solves the following uncon-
strained objective function on each round
argmin
μ∈Rd,∈Rd×d
DKL(N (μ,) ‖ N (μt, t))
+ 1
2r
2(μ; (xt, yt)) + 12r x
T
t xt
where the first term ensures that the updated distribu-
tion is similar to the current distribution N (μt, t) in the
Kullback-Leibler (KL) divergence sense. The second term
2(μ; (xt, yt) = (max(0, 1 − ytμ · xt))2 is the squared hinge
loss suffered from using the weight vector μ to predict the
output for input xt when the true label is yt. The third
term is related to a probabilistic constraint used in con-
fidence weighted learning, i.e., a classifier drawn from the
updated distribution should classify the example correctly
with a high probability (see [16], [19] for details).
As in collaborative online multitask learning, we main-
tain a global classification model parameterized by a
Gaussian distribution over weight vectors with mean μ˜
and covariance ˜, and use the global model information
together with each user data to train the collaborative
models. The weight distribution is updated by minimiz-
ing the KL divergence between the new and old weight
distributions, together with the KL divergence between the
weight distributions of individual and global models. On
each round, the updated collaborative model parameters
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(μt, t) are set to the result of the following optimization
problem
argmin
μ∈Rd,∈Rd×d
η1DKL(N (μ,) ‖ N (μt, t)) + 12r x
T
t xt
+ η2DKL(N (μ,) ‖ N (μ˜t, ˜t)) + 12r
2(μ; (xt, yt))
where η1, η2 and r are tradeoff parameters.
Following Crammer et al. [19], we use a correspondingly
conservative update for the confidence parameter , updat-
ing it only when μ changes. Assuming 1 − ytμ · xt > 0,
taking the derivative of the objective function with respect
to μ and , respectively, and setting them to zero, we have
the following update rules
μt+1 = MN + 1 − ytMNxt
r + xTt Mxt
Nytxt
t+1 = (η1 + η2)
(
M − Mxtx
T
t M
r + xTt Mxt
)
where M and N are given by
M =
(
η1
−1
t + η2˜−1t
)−1
N = η1−1t μt + η2˜−1t μ˜t
The pseudo code for confidence weighted collaborative
online multitask learning is listed in Algorithm 2.
It is clear that the proposed algorithm in general enjoys
a linear time complexity with respect to the number of
instances and dimensions, which is not different from
typical online learners. In terms of space complexity, the
algorithm needs to maintain a single global model u ∈ Rd
and a set of K collaborative models w(k) ∈ Rd in mem-
ory. Hence, the storage requirement is O(d). For confidence
weighted collaborative online multitask learning, we can
use diagonal matrices instead of full matrices for the covari-
ance  to save both computation and space costs greatly.
It is also feasible to exploit the sparsity of data via sparse
matrix data structures to reduce the memory cost in prac-
tice. Therefore, our algorithm is both efficient and scalable
for large-scale online learning tasks.
4 EXPERIMENTAL RESULTS
We evaluate the performance of our algorithm on a syn-
thetic dataset and three real-life datasets. We start by intro-
ducing our experimental setup, followed by discussions on
the results.
4.1 Benchmark Setup
We compare our COML algorithm with two batch learn-
ing methods (multitask feature learning [21], hereafter
MTFL, and trace-norm regularized multitask learning [37],
[38], hereafter TRML) and three online learning algorithms
(online multitask learning [32], hereafter OML, PA [8], and
AROW [19]). Due to the low computational speed, it is not
feasible to update the two batch learning models repeatedly.
We thus modify MTFL and TRML to handle online data by
periodically retraining them after observing 100 samples.
To further examine the effectiveness of learning multiple
related tasks together, we compare our method with a few
variations of the PA and AROW algorithms as described
below.
• Global Model It learns a single classification model
from all tasks’ data by applying the PA/AROW algo-
rithm. At each online learning round, the algorithm
receives a training sample from each task, and uses
that sample to update its weight vector.
• Personal Model It employs the PA/AROW algo-
rithm to train a personal classification model for each
task only using its own data. In other words, every
task is associated with a personalized classification
model.
• Simple Model It simply switches between the
Global and Personal models according to their
cumulative error counts in previous online learn-
ing rounds. In particular, at each round, it sets its
weight vector to that of the best model (Global or
Personal), i.e., one with the least cumulative errors
to-date. Benchmarking against this method is impor-
tant as it will show whether the proposed COML
algorithm is more effective than a naive combination.
We adopt the cumulative error rate, i.e., the ratio of the
number of mistakes made by the online learning algorithm
over total number of samples received to-date as a metric
for comparing different algorithms. Despite its extensive
usage in online learning studies, the cumulative error
rate is not suitable for evaluating performances on class-
imbalanced datasets. This is because for a highly imbal-
anced dataset, it is possible to deploy a trivial classifier
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(a) (b) (c) (d) (e)
Fig. 2. Illustration of the synthetic dataset. Two classes are represented each by crosses and circles. Solid lines denote the COML classification
boundaries after observing all training samples: (a) Task 1. (b) Task 2. (c) Task 3. (d) Task 4. (e) Task 5.
(i.e., blanket prediction of the majority class) that has low
error rates but actually is of little use. We thus also report
the F1-measure, which is the harmonic mean of precision
and recall. It is typically harder for a classifier to achieve a
good F1-measure compared to the error rate on an imbal-
anced dataset. The parameters C and r are set to 1 for all
PA/AROW variations and our algorithm. Apart from test-
ing various values of the parameters η1 and η2 for the two
COML methods, all other parameters were set to default
values. All experiment were conducted over 10 random
permutations of the original dataset.
4.2 Synthetic Dataset
We used a synthetic dataset designed by Sheldon [25] to
show that solving multiple related tasks jointly outper-
forms the solution that treats each task in isolation. The goal
is to discriminate two classes (positive class and negative
class) in a two-dimensional plane with non-linear decision
boundaries as shown in Fig. 2. Denote by x = (x1, x2)
a point in the two-dimensional space. The basic classi-
fication boundaries are generated according to the rule
g(x; a) = sign(x2 − h(x1; a)), where h(x; a) is a simple
family of nonlinear functions consisting of the first few
terms of an arbitrary Fourier series defined as h(x; a) =
a1 sin(x−a0)+a2 sin(2(x−a0))+a3 cos(x−a0)+a4 cos(2(x−a0)).
Rotation is also applied to the decision boundaries. Let Rθ
be the operator that rotates a vector by θ radians in a coun-
terclockwise direction about the origin. The final family of
classifier is f (x; a, θ) = g(Rθ x; a) with θ as an additional
parameter.
A total of five related tasks are involved in the experi-
ment. Task parameters are generated via a random walk in
parameter space with Gaussian increments [25]. Initial val-
ues are a(1) = (0, 1, 1, 1, 1) and θ(1) = 0. For t = 2, . . . , 5,
a(t) = a(t−1) + t, t ∼ N(0, σ 2I); θ(t) = θ(t−1) + δt, δt ∼
N(0, σ 2(π/4)2). The parameter σ 2 controls step sizes and
hence task similarity, and is set to 0.5. A training sample of
size 200 is generated for each task by choosing 200 inputs x
uniformly at random from the square x1, x2 ∈ [ − 3, 3], and
then labeling them according to f (x; a, θ). To fit the online
learning scenario, generated samples are supplied to learn-
ing algorithms one by one. Since the problem is not linearly-
separable, we added seven additional features/dimensions,
which are derived from the original x1 and x2 via a
mapping (x1, x2) → (x1, x2, x1x2, x21, x22, x31, x32, x1x22, x21x2).
The average cumulative error rate, and its standard devi-
ation across the 10 random permutations of the synthetic
dataset are shown in Table 1. Fig. 3 depicts the detailed
evolution of cumulative error rate along the entire online
learning process of one trial. From these results, we can
see that COML has the overall lowest averaged error rate
of 13.81%, which is almost 5% better than the PA-Personal.
To assess the statistical significance of the COML result, we
performed an unpaired t-test at 5% significance level with
PA-Personal as a baseline. The results of COML are proven
to be statistically significant. When additional covariance
information is incorporated, CW-COML is still better than
the AROW based methods. In general, the proposed collab-
orative online multitask learning algorithms achieve lower
cumulative error rates for all of the five tasks, which show
that they are effective in learning problems with a common
shared representation across multiple related tasks. The fail-
ure of the Global model is consistent with our intuition that
learning related tasks via a single model is inappropriate as
it ignores the individual task characteristic. A naive combi-
nation of global and individual models is also ineffective,
as indicated by the suboptimal performance of the Simple
method.
4.3 Spam Email Filtering
We apply online collaborative multitask learning to con-
struct effective personalized spam email filters. The task
is to classify each new incoming email message into two
TABLE 1
Cumulative Error Rate (%) and Its Standard Deviation
(in Bracket) on the Synthetic Dataset
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(a) (b) (c) (d) (e)
Fig. 3. Cumulative error rate (vertical axis) versus number of training samples observed (horizontal axis) on the synthetic dataset: (a) Task 1.
(b) Task 2. (c) Task 3. (d) Task 4. (e) Task 5.
TABLE 2
Cumulative Error Rate and F1-Measure (%) on the Spam Email Dataset
categories: legitimate or spam. We use a dataset hosted by
the Internet Content Filtering Group1. The dataset contains
7068 emails collected from mailboxes of four users (denoted
by pu1, pu2, pu3, and pua). Strictly speaking, the set of
all emails received by a user is not generated per se by
that specific user. However, the characteristic of each user’s
email can be said to match his or her interest, whatever that
may be. Each email entry is converted to a word document
vector using the TF-IDF (term frequency-inverse document
frequency) representation.
Since the email dataset has no time stamp, each user’s
email was shuffled into a random sequence. The cumulative
error rate and F1-measure results of 10 shuffles are listed
in Table 2. We also report each algorithm’s run-time, i.e.,
the time consumed by both training and test phase during
the complete online learning process in Table 3. From these
results, we can make several observations.
First, the proposed COML consistently beats the other
online learners in terms of error rate and F1-measure.
In particular, in accordance to the results from the syn-
thetic dataset, learning tasks collaboratively outperforms
the baselines Global model, Personal model, and a simple
combination of either.
Second, the performance of the proposed collaborative
online multitask learning methods is better than that of
1. http://labs-repos.iit.demokritos.gr/skel/i-config/
the two batch learning algorithms (MTFL and TRML). It
should be noted that compared to online learners who
update models based only on the current sample, batch
learning methods have the advantage of keeping a substan-
tial amount of recent training samples, at the cost of storage
space and higher complexity. In fact, the proposed COML
algorithm is more efficient than batch incremental methods,
e.g., it is more than 500 times faster than batch MTFL as
shown in Table 3 (0.5 secs versus 271.84 secs). COML does
not store recent training samples. It only uses the current
training sample and a simple rule to update the model. In
contrast, batch learning algorithms need to keep a certain
number of recent training samples in memory, leading to
extra burden on storage and complexity. What’s more, both
MTFL and TRML needs to solve an optimization problem
in an iterative manner. For practical applications involving
hundreds of millions of users and features, the batch learn-
ing algorithms are no longer feasible, while online learners
remain highly efficient and scalable.
Table 3 shows that COML is slightly slower than the
original PA algorithm. This is expected since COML has
to update one additional global model. However, for a
group of users, only one group model is needed. The
extra computational cost is trivial compared to the com-
bined cost to update every user model. Therefore, the
proposed COML algorithm is efficient and applicable to
solving large-scale problems.
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TABLE 3
Run-Time (in Seconds) for Each Algorithm
TABLE 4
MHC-I Dataset Result Showing Average Cumulative Error
Rate, F1-Measure (%) and their Standard Deviation
(in Brackets) of 12 Tasks
4.4 MHC-I Binding Prediction
Computational methods are widely used in bioinformat-
ics to build models to infer properties from biological
data. In this experiment, we evaluate several methods to
predict peptide binding to human MHC (major histocom-
patibility complex) class I molecules. It is known that
peptides binding to MHC-I molecules plays a crucial role
in the vertebrate immune system [39]. The prediction of
such binding has valuable application in vaccine designs,
the diagnosis and treatment of cancer, etc. Recent work
has demonstrated that there exists common information
between related molecules (alleles) and such information
can be leveraged to improve the peptide MHC-I binding
prediction [4], [40].
We use a subset of the binary labeled MHC-I dataset2.
The task is to predict whether a peptide binds to a
certain human MHC-I molecule or not, i.e., binder or
non-binder. The data consists of peptide sequences for
12 human MHC-I alleles. Each allele is indicated by a
prefix letter followed by four digits. In total, there are
18664 samples (A0201=3793, A0202=1363, A0203=1363,
A0206=1358, A0301=2633, A2402=763, A2902=535,
A3002=415, A3101=2435, A3301=1179, A6801=1183,
A6802=1644). On average, 33% of sample is labeled as
binder (positive class). The peptide sequences are repre-
sented by strings of length 9 over the alphabet of 20 amino
acids. To incorporate string features, we apply the bigram
amino acid encoding to the protein sequence. The bigram
features are a pair of values (vi, ci), where vi is the i-th
feature and ci denotes the number of occurrences of this
feature in the sequence for i = 1, . . . , 202. For example,
the protein sequence “ALAKAAAAI” has a bigram feature
vector of {(AL, 1), (LA, 1), (AK, 1), (KA, 1), (AA, 3), (AI, 1)}.
We report the average cumulative error rate and F1-
measure of 12 tasks in Table 4. To make a clear comparison
between the proposed COML and PA baselines, we show
2. http://ailab.cs.iastate.edu/red/mhci.html
TABLE 5
Twitter Sentiment Dataset Result Showing Average Cumulative
Error Rate, F1-Measure (%) and their Standard
Deviation (in Brackets) of 12 Tasks
the variation of their cumulative error rates along the entire
online learning process averaged over the 10 runs in Fig. 4.
From these results, we first observe that the permuta-
tions of the dataset have little influence on the performance
of each method, as indicated by the small standard devia-
tion values in Table 4. The proposed COML outperformed
all competitors in terms of error rate and F1-measures
of both classes. Note that the majority of the dataset
is negative class, thus predicting more examples as the
majority class decreases the overall error rate, but also
degrades the accuracy of the minority positive class. The
confidence weighted online learning (AROW) actually per-
formed slightly worse than the vanilla PA algorithms.
However, among the four confidence weighted models,
learning related tasks jointly still outperforms learning the
tasks individually, as shown by the improvement of CW-
COML model over the AROW-Global, AROW-Personal and
AROW-Simple models.
4.5 Micro-Blog Sentiment Detection
With the growing popularity of micro-blogs like Twitter3
comes the demand to understand their users. We focus on
the micro-blog sentiment detection problem, whose goal is
to identify whether a users micro-blog post contains emo-
tions or sentiments. This problem is challenging because
a micro-blog post is often very short and each person
may have his/her unique way of expressing sentiments.
Moreover, the proportion of emotional posts is typically
very small, and varies across individuals. Ideally, a person-
alized classifier should be created for each micro-blogger.
However, there is a dearth of training data for each user,
making the personalized sentiment model vastly inaccu-
rate unless the model has been trained over hundreds of
micro-blogs.
A post on Twitter is called a tweet. We crawled 32,567
tweets written by 12 influential users according to wefol-
low.com4. The latest tweet in our dataset was published
in May, 2010, and the oldest one was in February, 2008.
Each tweet was converted into a word vector using the
TF-IDF representation. A human annotator labeled 7,628
(23.42%) tweets as emotional (positive class), while others
3. http://twitter.com
4. http://wefollow.com
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Fig. 4. Cumulative error rate on the MHC-I dataset along the entire online learning process: (a) A0201. (b) A0202. (c) A0203. (d) A0206. (e) A0301.
(f) A2402. (g) A2902. (h) A3002. (i) A3101. (j) A3301. (k) A6801. (l) A6802.
as non-emotional (negative class). This result matches our
conjecture that emotional tweets are generally a minority
among Twitter users.
The average cumulative error rate, and its standard devi-
ation across the 10 random permutations of the Twitter
sentiment dataset are shown in Table 5. It can be seen that
two of the models trained with PA and AROW—Global
and Personal, match each other in strength, but loose out
to the collaborative models. This result validates our previ-
ous concern that simply learning a single global model from
all users’ data is insufficient for solving the micro-blog sen-
timent detection task, since each user expresses emotions
differently. The simple combination of Global model and
Personal model—Simple model is able to approach the best
model between Global and Personal, but fails to outperform
the best one. This is because the “simple” scheme selects
between the global and personal models by comparing their
historical cumulative error counts. It is possible for a model
with few mistakes in the earlier learning rounds to mis-
classify an incoming sample. Similarly, a model with large
historical cumulative errors may score a lucky hit on that
sample. This makes sticking to the first model an unwise
choice.
5 CONCLUSION
In this paper, we proposed a collaborative online multitask
learning method that is able to take advantage of individ-
ual and global models to achieve an overall improvement
in classification performance for jointly learning multiple
correlated tasks. We showed that it is able to outperform
both the global and personal models by coherently inte-
grating them in a unified collaborative learning framework.
The experimental results demonstrate that our algorithms
are both effective and efficient for three real-life applica-
tions, including online spam email filtering, MHC-I binding
prediction, and micro-blog sentiment detection task.
Although the collaborative online multitask learning
algorithm was firstly designed to solve the UGC classi-
fication problem, it has potential applications outside of
the domains studied here. We hope to be able to extend
our experiments to a more substantial size dataset and
also to more applications. Our methods assume uniform
relations across tasks. However, it is more reasonable to
take into account the degree of relatedness among tasks.
How to incorporate hierarchies and clusters of tasks is
also worthy of further study. In conclusion, our collabora-
tive online multitask learning method is a significant first
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step towards a more effective online multitask classification
approach.
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