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Introduction

Elements sur l'analyse mathematique
Nous citons brievement les principaux auteurs qui ont etudie la regularite, l'existence et
l'unicite de solutions du modele derive-diusin (DD).
La regularite (H
2
ou H
2+"
) supposee par certains auteurs, voir [84, 96], ne correspond pas
aux dispositifs frequents. En eet, certaines conditions aux limites mixtes (Dirichlet-Neumann)
se font a angles plats. Dans ce cas, les solutions de ce modele ne sont plus dans H
2
(
) mais
appartiennent a W
1;p
(
) (p < 4), voir [57].
La preuve de l'existence de solutions est essentiellement basee sur le theoreme du point xe
de Schauder [60, 61, 75, 77]. D'autres resultats utilisant la theorie du degre de Leray-Schauder
sont presentes dans [57, 84]. Dans le cas ou le terme d'avalanche est non nul, la diculte reside
du fait que l'on ne peut appliquer un principe du maximum sur les deux equations de continuite.
Dans [78], Markowich a obtenu un resultat d'existence pour une diode mono-dimensionnelle en
polarisation inverse. Plus recemment Freshe et Naumann [43] ont etablit un resultat qui permet
de prouver l'existence d'une solution en considerant le dopage dans L
6
(
), le relevement des
donnees aux bords associees aux trous et electrons dans W
1;6
(
) et celui de la donnee aux bords
du potentiel est dans W
1;3
(
).
Les resultats d'unicite sont fortement lies aux donnees du probleme comme le dopage, mo-
bilites et le terme de generation-recombinaison. Pour chacune de ces donnees, on peut exhiber
dierents cas ou modeles pour lesquels des solutions multiples ont ete obtenues. Dans le cas mono-
dimensionnel plusieurs exemples numeriques de solutions multiples existent, voir [85, 99, 117].
Dans [99], Rubinstein obtient numeriquement et en utilisant le theoreme de Newton-Kantorovich
des solutions multiples dans le cas d'un thyristor polarise en direct. Dans [117], Steinruck elargit
l'etude de Rubinstein au cas de termes de generation-recombinaison non nuls. Dans [5], Alabau
obtient une methode constructive au sens ou elle donne un algorithme explicite pour construire
des exemples de dopage pour lesquels il y a multiplicite de solutions. L'unicite est obtenue en
general pour des cas speciques tels que les semi-conducteurs polarises en sens inverse, pour des
geometries particulieres, voir [6, 73, 92], ou dans le cas des conditions de bord rapprochant le
dispositif de l'etat d'equilibre, voir [66, 75, 92]. Dans le cas ou le semi-conducteur est dans un
etat voisin de l'equilibre certains resultats d'unicite sont connus, voir [77, 84, 92]. Dans [84],
Mock a demontre l'unicite des solutions pour des dierences de potentiel susamment petites
dans le cas multidimensionnel avec un terme de generation-recombinason nul. Nachaoui et Nassif
2[92] ont demontre ce resultat en tenant compte de la regularite W
1;p
(
) avec 1 < p < 4 des
solutions. Markowich [77] a etendu le resultat de Mock en montrant l'unicite locale dans le cas
d'un terme de generation-recombinaison non nul et le terme d'avalanche nul. Dans les resultats
d'unicite au voisinage de l'equilibre, il n'y a aucune restriction sur le dopage alors que dans le
cas general si l'on souhaite des resultats d'unicite en dehors de ce voisinage, il est necessaire de
faire des hypotheses sur le dopage, voir [12, 40, 46, 47, 92, 125].
Certains auteurs se sont interesses a la structure de la solution par des methodes de perturba-
tions singulieres (voir [18, 28, 104]). Ces methodes ont permis la distinction entre deux regions, de
forte et de faible variation de la solution en termes de parametres physiques a travers le dispositif.
Ce phenomene, bien connu du point de vue physique, voir [75] et sa bibliographie, est a l'origine
de la mise en place d'inequations variationnelles pour l'etude des semi-conducteurs unipolaires,
voir [58, 59]. Il continue a suciter la curiosite des chercheurs dans ce domaine [1, 2, 38, 44].
En 1970, un modele de transport, dit modele hydrodynamique (HD), a ete etabli pour les
dispositifs par Blotekaer [15]. Le modele HD consiste en un systeme parabolique de lois de
conservation pour la densite de charge, du moment et d'energie et de l'equation de Poisson pour
le potentiel electrique. Dans [32], Degond et Markowich demontrent, en utilisant le theoreme du
point xe de Schauder, l'existence d'une solution pour les equations hydrodynamiques dans un
semi-conducteur unipolaire.

Elements sur la simulation numerique
La simulation numerique de dispositifs semi-conducteurs propose de nombreux des dans le
domaine du calcul scientique.
Dicultes
Les dicultes associees a la resolution des equations des dispositifs semi-conducteurs sont
discutees par plusieurs auteurs, voir par exemple [8, 9, 41, 50, 60]. Les sources primaires de
dicultes sont
{ Certains ccients apparaissant dans les equations varient de plusieurs ordres de gran-
deur. Ces variations ne peuvent pas ^etre correctement representees sur une maille de taille
particuliere pour les discretisations classiques.
{ Des problemes de perturbation singuliere avec de petites jonctions de frontiere et d'inte-
rieur.
{ La discretisation des problemes conduit a des systemes tres mal conditionnes. Une insta-
bilite des iterations non-lineaires peut en resulter [8].
Quelques outils numeriques
Les techniques de simulation numerique des dispositifs semi-conducteurs ont commence a
^etre employees systematiquement des le debut des annees soixante. Une percee a ete faite en
1969 par Sharfetter et Gummel (SG) [103]. Ils ont propose une discretisation non standard
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basee sur une approche physique pour une diode de Silicium unidimensionnelle. Malgre son
succes, le mecanisme n'etait pas bien compris mathematiquement jusqu'a 1980 quand Doolan
et al. [33] l'expliquerent. La formulation mathematique de la discretisation de SG etait appelee
exponential tting. Elle a ete depuis generalisee aux problemes DD bi et tri-dimensionnels.
Bank et al. [10] etendirent la methode SG au probleme bi-dimensionnel en utilisant la methode
contr^ole de volume sur des mailles rectangulaires et en utilisant des elements nis sur des mailles
rectangulaires. Polak et al. [97] generaliserent la methode SG pour permettre l'utilisation des
mailles quadrilaterales. Des types similaires des versions SG ont ete analyses sur des tetraedres
par Smith et al. [113] et par Sever [110]. Toutefois, les extensions multi-dimensionnelles de
SG n'etaient pas couronnees d'autant de succes que l'originale unidimensionnelle. Brezzi et al.
[17] introduisirent l'idee de l'exponential tting pour le modele DD bi-dimensionnel utilisant des
methodes d'elements nis mixtes et hybrides. Toutefois les espaces devaient satisfaire la condition
de Babuska-Brezzi voir [19]. Dierents placements de nuds devaient ^etre utilises pour dierentes
composantes des solutions. Ces travaux ont inspire beaucoup de chercheurs, ce qui a donne lieu
a dierentes formulations pour dierents types de modeles [4, 25, 36, 37, 45, 81, 83, 93, 101].
Pour le probleme evolutif un schema de discretisation implicite est recommande. Bases sur
cette idee, dierents schemas evolutifs pour le modele DD ont ete evalues dans [42, 126, 127]. La
connexion entre la methode Streamline-Diusion (SD) et la methode SG est attribuee au travail
de Sharma et Carey [112]. Ils ont montre que la forme originale de la methode SG coincidait
avec la methode SD pour le modele DD uni-dimensionnel. Ces resultats ont ete generalises par
Jiang [63].
Pour le modele HD, comme travaux recents pertinents sur la simulation numerique, on peut
citer les etudes de Rudan et Odeh [100] et Souissi et al. [116].
Des etudes concernant les chocs provoques par la nature hyperbolique du modele HD ont ete
presentees pour le ux transonique dans le cas de la diode balistique uni-dimensionelle n
+
 n n
+
par Gamba [48, 49], pour le cas isentropique par Ascher et al. [7] et pour les non-isentropique
par Markowich et Pietra [74]. Une simulation dans le cas bi-dimensionnel est faite par Jiang [64]
utilisant la methode SD. D'autres resultats numeriques peuvent ^etre consultes dans [24, 25, 62],
pour le MESFET (Metal Semiconductor Field Eect Transistor), dans [67] pour le PBT. Le
lecteur peut consulter aussi les articles de Rahmat et al. [98] et Benvenuti et al. [14] pour le
modele bilan d'energie (Energy-balance) qui est presque exclusivement utilise dans les champs
d'ingenierie a la place de modele HD complet.
Presentation des travaux
Ce travail concerne la modelisation, l'etude d'un modele simplie (identication d'une fron-
tiere libre) et l'analyse mathematique des equations de base de semi-conducteurs.
Le manuscrit est divise en trois parties. La premiere (chapitres 1 et 2) rappelle essentiellement
les dierents modeles decrivant le comportement electrique des semi-conducteurs et des resultats
d'analyse qui nous seront utiles par la suite. La deuxieme partie couvrant le chapitre 3 est
consacree a l'identication de la frontiere libre issue de la polarisation de la jonction pn. La
4troisieme partie (chapitres 4 et 5) est consacree a l'etude de l'existence et l'unicite des equations
du modele derive-diusion (DD).
Chapitre 1 Modele et Physique des semi-conducteurs
La premiere partie est consacree a la description de la physique des semi-conducteurs,
l'origine des courants, les parametres physiques et les phenomenes de generation et de
recombinaison apparaissant dans les equations des semi-conducteurs.
Nous expliciterons a la deuxieme partie, les dierents systemes d'equations issus d'une mo-
delisation physique des composants semi-conducteurs.

A la derniere section de ce chapitre,
nous decrirons en detail la mise en place d'un modele prenant en compte l'apparition des
regions neutres dans la jonction pn qui donnent lieu a un probleme de frontiere libre.
Chapitre 2

Elements d'analyse et regularite
Nous commencerons par enoncer les principales denitions et proprietes des espaces de
Sobolev sur un domaine borne de R
n
, les theoremes d'injection et des resultats de la
theorie d'optimisation, de l'analyse convexe et le theoreme du point xe de Schauder.
Nous rappelerons aussi les resultats de regularite des solutions du systeme d'equations
dans un semi-conducteur.
Chapitre 3 Identication d'une frontiere libre
Nous nous interesserons a un modele simplie decrivant le potentiel electrique dans une
jonction pn. Nous montrerons que le probleme admet au moins une solution en le formulant
en un probleme d'inequation variationnelle. L'originalite de ce travail consiste en l'utili-
sation des nuds sur la frontiere libre comme inconnus, ce qui donne lieu a un systeme
algebrique non-lineaire. Pour resoudre ce systeme, nous proposerons deux algorithmes.
Le premier algorithme est base sur l'ecriture du systeme algebrique sous la forme F (U) = 0,
ou l'inconnue U est un vecteur forme des nuds appartenant a la frontiere libre et des
valeurs du potentiel aux degres de libertes. La fonction F est dierentiable par rapport aux
composantes de U . La matrice jacobienne peut ^etre calculee explicitement et la methode
de Newton peut ^etre utilisee pour trouver une approximation de U .
Le deuxieme algorithme est base sur le decouplage de la partie du systeme contenant les
valeurs du potentiel de la partie contenant les nuds de la frontiere libre. Ceci ramene le
probleme a la resolution d'une facon alternative d'un probleme lineaire et d'un probleme
non-lineaire dont la dimension est tres inferieure a celle du probleme de depart. Ce decou-
plage introduit une diculte qui est la non disponibilite de la matrice jacobienne puisque
le systeme ne s'ecrit qu'implicitement en fonction des inconnues. La methode de Newton
ne peut ^etre utilisee dans ce cas. Nous etudierons deux methodes du type quasi-Newton,
la premiere methode est l'algorithme classique d^u a Broyden [22]. La seconde methode est
une modication d'un algorithme plus recent propose par Eirola et Nevanlinna [34].
Dans les experiences numeriques que nous presenterons, l'etude comparative de ces die-
rents algorithmes montre que la combinaison de la methode de decouplage et le deuxieme
algorithme de quasi-Newton donne une meilleure satisfaction au niveau de la rapidite,
precision et simplicite d'implementation.
Chapitre 4

Etude de l'existence de solutions du modele DD
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Nous etudierons le systeme d'equations de base de semi-conducteurs, en utilisant les va-
riables de Slotboom et tout au long de ce chapitre nous considererons que la loi de mobilite
depend du champ electrique. Nous donnerons des hypotheses sur les parametres physiques
et sur le terme de generation-recombinaison. Ce chapitre sera divise en deux parties.
Dans la premiere partie, nous examinerons le probleme de l'existence de solutions, dans le
cas ou le terme de generation-recombinaison est celui de Schokley-Read-Hall, par l'appli-
cation d'une variante pratique du theoreme de Schauder [29] sur un operateur de selection.
Nous rechercherons des estimations a priori pour chaque equation, ces estimations permet-
tront de construire le convexe du theoreme de Schauder. Nous appliquerons la theorie de
l'analyse convexe a des fonctionnelles construites a partir de chaque equation du systeme
pour prouver que chaque equation admet au plus une solution. Ceci permet d'armer que
l'operateur de selection est bien deni. Nous montrerons que cet operateur est continu,
qu'il laisse invariant le convexe et que l'image de ce dernier est precompacte.
Dans la deuxieme partie, nous etudierons l'existence, dans le cas ou le terme de generation-
recombinaison est le terme de Schokley-Read-Hall augmente du terme d'avalanche. Nous
demontrerons des estimations a priori sur les solutions.

A partir de ces estimations, nous
construirons le convexe du theoreme de Schauder. Nous verierons que l'operateur construit
satisfait les conditions du corollaire du theoreme de Schauder. En eet, nous prouverons
que l'operateur est bien deni, continu gr^ace aux theoremes des equations aux derivees
partielles semi-lineaire et qu'il est compact en utilisant le theoreme d'injections compactes
de Sobolev-Kondrachov.
Chapitre 5

Etude de l'unicite de solutions du modele DD
Nous nous interesserons a l'unicite des solutions sous certaines hypotheses que nous de-
crirons au debut du chapitre. Nous montrerons des estimations sur chaque equation du
systeme. Nous donnerons un theoreme d'unicite sous certaines conditions qui seront, par la
suite, veriees dans les cas du domaine assez petit et de la permittivite assez grande. Nous
terminerons en presentant un resultat d'unicite locale base sur le theoreme des fonctions
implicites. Ce resultat sera obtenu, en supposant que le terme de generation-recombinaison
s'ecrit sous une forme generale et que les changements des conditions aux limites se font a
angles droits.

Chapitre 1
Modele et Physique des
semi-conducteurs
1.1 Physiques des semi-conducteurs
1.1.1 Modeles des bandes d'energie

A partir de la theorie quantique etablie par Schrodinger (Heisenberg, Dirac), on peut deduire
que les electrons lies a un atome ne peuvent avoir n'importe quelle valeur d'energie, les niveaux
energetiques sont discrets (separes les uns des autres) et dependent entre autre de la nature de
l'atome en question (voir Figure 1.1).
Il est une loi fondamentale de la nature que 2 electrons ne peuvent occuper le m^eme etat
quantique, c'est le principe d'exclusion de Pauli (sinon les electrons iraient dans l'etat de plus
faible energie, et les atomes complexes seraient indistinguables les uns des autres). En vertu de
ce principe, si l'on rapproche deux atomes de m^eme nature a une distance de l'ordre de leurs
rayon atomique, chaque niveau d'energie de l'atome isole se dedouble pour permettre l'accueil
d'un nombre double d'electrons. Dans le cas d'un cristal (assemblage d'un tres grand nombre
d'atomes de m^eme nature en reseau), les niveaux d'energie discrets de l'atome isole se multiplient
et se rearrangent de maniere complexe pour donner naissance a des bandes d'energie permises
constituees d'une multitude de niveaux discrets tellement rapproches les uns des autres que l'on
parle de quasi-continuum. Ces bandes permises sont separees par des bandes d'energie interdites
ou il n'existe aucun etat stable permis pour un electron du reseau (Figure 1.1).
Pour les cristaux semi-conducteurs, deux de ces bandes d'energie jouent un r^ole essentiel, il
s'agit de la Bande de valence (E
v
) qui contient les etats electroniques des couches peripheriques
des atomes du cristal (electrons de valence) et la bande permise immediatement superieure en
energie ou les electrons ont rompu leurs liens avec leurs atomes d'origine et sont devenus libres:
c'est la bande de conduction. (En realite les electrons sont quasi-libres car ils restent inuences
par le potentiel periodique cree par les atomes du reseau, seuls sont reellement libres ceux qui
sont dans le vide).
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Fig. 1.1: Schema de bandes d'un semi-conducteur
1.1.2 Isolants, conducteurs et semi-conducteurs

A temperature dierente du zero absolu, la bande de conduction contient toujours des places
pleines et vides. Le conducteur reste un conducteur. Par contre, dans le cas d'un isolant, il peut
se produire des changements signicatifs. Tout depend de la largeur de la bande interdite qui
separe les bandes de conduction et de valence, c'est a dire de l'ecart E
c
  E
v
(encore appele
gap

d'energie) entre l'energie E
c
du bas de la bande de conduction et l'energie E
v
du haut de la
bande de valence. Placons-nous a la temperature ambiante: on trouve dans le tableau les valeurs
du gappour un certain nombre de materiaux.
E
c
  E
v
> 5 eV, l'ecart d'energie est de plusieurs eV , le materiau reste isolant.
E
c
  E
v
est de l'ordre de 1 eV , il y a quelques places occupees dans la bande de conduction
et quelques places vides dans la bande de valence. Sous l'eet de l'agitation thermique, certains
electrons de la bande de valence ont gagne assez d'energie, au moins 1 eV ; ces electrons laissent
dans la bande de valence des places qui correspondent a des trous.
Lorsque l'on applique un champ electrique, la conduction se produit dans les deux bandes
puisqu'il y a, a la fois des places vides et des places occupees. Elle fait intervenir simultanement
les electrons de la bande de conduction et les trous de la bande de valence. Cependant, chaque
bande participe peu a la conduction. Dans la bande de conduction, il y a peu d'etats occupes
(donc peu d'electrons) et dans la bande de valence peu d'etats vides (donc peu de trous). Le
materiau est dit semi-conducteur.
E
c
  E
v
< 1 eV, le plus souvent, il se produit un leger recouvrement des bandes de valence
et de conduction (E
c
 E
v
< 1eV ) de telle sorte qu'il n'existe pas de bande interdite et que les
electrons passent de l'etat de valence a celui de conduction.
1.1.3 Production des porteurs de charges libres
Il s'agit de decrire les processus selon lesquels sont crees les electrons et les trous susceptibles
de donner lieu a un courant.
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Materiau gap(eV)
C 5.30
GaAs 1.43
Si 1.12
Ge 0.66
PbS 0.33
InSb 0.20
 Sn 0.08
Tab. 1.1: Largeurs de la bande interdite a temperature ambiante
1.1.3.1 Fonctionnement intrinseque
Prenons l'exemple du silicium. Chaque atome est lie a ses quatre voisins par liaison covalente,
de telle sorte que la couche externe appara^t comme saturee a huit electrons. Au zero absolu,
tous les electrons participent aux liaisons; le materiau se comporte comme un isolant. Lorsque
la temperature n'est pas nulle, deux phenomenes apparaissent (voir gure 1.2)
 Certains electrons de valence sont excites thermiquement. Si l'energie gagnee par un de ces
electrons est superieure a l'energie d'ionisation, il quitte sa position de liaison et se trouve alors
a l'etat quasi-libre dans le cristal. Autrement dit, il peut se deplacer dans la totalite du cristal.
 En quittant sa liaison d'origine, l'electron laisse derriere lui un site vide qui correspond a un
trou de charge positive. Ce trou peut a son tour attirer un electron de valence d'une liaison
proche qui, en quittant son site, fait appara^tre un trou et ainsi de suite : le trou est mobile.
Autrement dit, la rupture d'une liaison provoque la creation de deux porteurs de charge libres de
se deplacer, un electron et un trou.

A l'inverse, lorsqu'un electron quasi-libre passe a proximite
d'un trou, il est attire par celui-ci et peut donc se recombiner avec lui. Ainsi, le processus qui
s'instaure est une suite de creations et de recombinaisons de paires trou-electron.
La creation d'une paire trou-electron se traduit par le passage d'un electron de la bande de
valence dans la bande de conduction. L'electron quasi-libre se deplace dans cette bande et peut
participer le cas echeant a un courant : c'est un electron de conduction. De m^eme, le trou se
deplace dans la bande de valence, par captures successives d'electrons de cette bande. Enn,
lorsqu'un electron de conduction vient combler un trou, c'est-a-dire lorsqu'il y a recombinaison
d'une paire trou-electron, c'est que l'electron passe de la bande de conduction dans la bande de
valence. Le processus met en jeu autant d'electrons que de trous. On designe par
n : le nombre d'electrons par unite de volume dans la bande de conduction (encore appele
concentration en electrons);
p : le nombre de trous par unite de volume dans la bande de valence (encore appele concentration
en trous);

A une temperature donnee, n = p = n
i
ou n
i
est la concentration intrinseque.
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Fig. 1.2: Processus intrinseque: generation et recombinaison de paires trou-electron.
1.1.3.2 Fonctionnement extrinseque
Examinons les modications d^ues a l'introduction d'impuretes d'un seul type. Il y a deux
modes de dopage qui permettent de favoriser la creation d'electrons (semi-conducteur de type n)
ou de trous (semi-conducteur de type p). Pour comprendre comment se passent les choses, il sut
de se referer au modele unidimensionnel du schema de bandes. Envisageons, pour commencer le
dopage d'un element simple comme le silicium.
1.1.3.3 Semi-conducteur de type n
Ajoutons au silicium des traces d'un element pentavalent comme le phosphore(P), l'arse-
nic(As) ou l'antimoine (Sb). L'atome d'impurete se substitue a un atome de silicium, en un
certain nombre de sites tres espaces les uns des autres. Il peut se placer egalement en position
interstitielle, mais c'est moins frequent.
Quatre electrons de l'atome d'impurete forment des liaisons covalentes avec les electrons des
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atomes de silicium proche voisins. Sur la couche externe de l'atome d'impurete, il reste un
cinquieme electron, dit celibataire puisque non apparie, qui est faiblement lie a l'atome. Celui-
ci a tendance a s'en debarasser par exemple par agitation thermique, pour faire appara^tre une
couche externe saturee a huit electrons. L'energie d'ionisation de l'atome d'impurete, c'est-a-dire
l'energie necessaire a la liberation de l'electron celibataire est tres petite, de l'ordre de quelques
meV . Elle depend de l'inverse du carre de la constante dielectrique du milieu dans lequel est
injectee l'impurete, ici le silicium.
L'atome d'impurete est dit donneur (sous-entendu d'electrons); debarrasse de son electron celi-
bataire, il se comporte comme un ion positif.
Contrairement a ce qui se passe dans le processus intrinseque, la liberation des electrons celi-
bataires du phosphore ne s'accompagne pas de l'apparition de trous en nombre egal. C'est que
l'ion P
+
possede tres exactement sur sa couche peripherique le nombre d'electrons necessaires,
soit quatre, pour se lier avec les quatre atomes de silicium voisins.
Lorsque un electron celibataire est libere avec une energie cinetique nulle, il possede l'energie
E
c
du bas de la bande de conduction; il provient donc d'un niveau d'energie E
d
inferieure a
E
c
. L'intervalle energetique E
c
  E
d
qui represente l'energie d'ionisation du phosphore dans le
silicium a une faible valeur devant la largeur de la bande interdite. Autrement dit, E
d
est dans
la bande interdite et proche de E
c
.
Plus precisement, la theorie des bandes montre que la presence de n
d
atomes donneurs par unite
de volume donne naissance dans la bande interdite a une bande d'energie tres etroite formee
de n
d
niveaux qu'on represente par un seul niveau d'energie E
d
appele niveau donneur (voir
gure 1.3).
Le mecanisme decrit a l'aide du schema de bandes est le suivant. Au zero absolu, tous les ni-
veaux donneurs sont occupes par les electrons celibataires. Lorsque la temperature augmente, le
nombre d'electrons qui passent dans la bande de conduction cro^t.

A une temperature susante
(c'est le cas de la temperature ambiante), tous les electrons celibataires sont dans la bande de
conduction et tous les atomes donneurs sont ionises. Les processus de creation intrinseque et
extrinseque coexistent. Au total, il y a davantage d'electrons que de trous et m^eme, comme
nous le constaterons, n  p, le semi-conducteur est de type n, les electrons sont les porteurs
majoritaires, les trous sont les porteurs minoritaires.
Par ce procede, on cree un nombre d'electrons supplementaires pratiquement egal au nombre
d'atomes d'impurete. La bande de conduction est d'autant plus peuplee que le dopage est plus
fort.
La representation par un niveau d'energie unique de la bande d'energie des atomes donneurs
n'est valable que tant que n
d
est tres faible devant la concentration en atomes de silicium. Un
semi-conducteur dans lequel les impuretes sont introduites a l'etat de traces est dit non dege-
nere.
Dans le cas contraire, lorsque n
d
augmente, le nombre de niveaux necessaires pour accueillir
les electrons celibataires des atomes d'impurete doit ^etre plus eleve, le niveau donneur s'elargit
jusqu'a chevaucher la bande de conduction. Le niveau de Fermi atteint, voire depasse le bas de
la bande de conduction. Le cristal a un comportement metallique, c'est la degenerescence.
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Fig. 1.3: Processus extrinseque de type n.
1.1.3.4 Semi-conducteur de type p
Le dopage est assure cette fois-ci a l'aide d'atomes trivalents tels que le bore (B), le gallium
(Ga) ou l'aluminium (Al). Chaque atome d'impurete ne peut etablir de liaison de valence qu'avec
trois des quatre atomes de silicium proche voisins. Une valence est donc incomplete (gure 1.4).
Un electron d'un atome voisin de silicium, libere par agitation thermique, a tendance a ^etre
capture par l'atome d'impurete qui complete ainsi sa couche externe; cet electron laisse derriere
lui un trou. Il y a ainsi formation
- d'un ion negatif d'impurete. L'atome d'impurete est dit accepteur (sous-entendu d'electrons);
- d'un trou. Comme en fonctionnement intrinseque, le trou peut capturer un electron d'une
liaison de valence voisine du silicium, et ainsi de suite, le trou appara^t comme mobile.
Ainsi, le piegeage de l'electron initial par l'atome d'impurete declenche un processus de creation
de trous, en nombre pratiquement egal a celui des atomes d'impuretes. Lorsque la teneur en
atomes accepteurs cro^t, les etats de basse energie se peuplent et le niveau de Fermi a tendance
a se rapprocher de la bande de valence.
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Le schema de bandes comporte une bande d'energie tres etroite, d'energie E
a
, constituee
de n
a
niveaux ou n
a
est la concentration en atomes accepteurs. On assimile la bande a un
niveau d'energie E
a
, appele niveau accepteur, situe juste au-dessus de la bande de valence (voir
gure 1.4). L'ecart E
a
  E
v
represente l'energie qu'il faut fournir a un electron d'un atome de
silicium pour ioniser l'atome d'impurete; cet ecart est faible de l'ordre de la dizaine de meV .
Au zero absolu, tous les niveaux accepteurs sont vides. Il sut d'une tres faible augmentation
de temperature pour que les electrons peripheriques du silicium commencent a peupler ces
niveaux. A la temperature ambiante, tous les niveaux accepteurs sont pleins et tous les atomes
accepteurs ionises. Le processus de creation intrinseque subsiste. Au total, il y a davantage de
trous que d'electrons. En fait, p n, le semi-conducteur est de type p, les trous sont les porteurs
majoritaires, les electrons sont les porteurs minoritaires.
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Fig. 1.4: Processus extrinseque de type p.
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1.1.3.5 Description de la jonction pn
Une jonction pn est constituee par la juxtaposition de deux regions de type dierent d'un
m^eme monocristal de semi-conducteur. La dierence des densites de donneurs et d'accepteurs,
N
d
  N
a
, passe d'une valeur negative dans la region de type p a une valeur positive dans la
region de type n. La loi de variation de cette grandeur depend essentiellement de la technique de
fabrication. Dierents modeles peuvent ^etre utilises pour etudier theoriquement les proprietes de
la jonction, jonction abrupte, lineaire,etc, le modele de la jonction abrupte donne des resultats
en tres bon accord avec le comportement de la jonction.
Dans le modele de la jonction abrupte la dierence N
d
 N
a
passe brutalement d'une valeur
negative dans la region de type p a une valeur positive dans la region de type n. Les trous
majoritaires dans la region de type p, diusent vers la region de type n ou ils se recombinent
avec les electrons. Il en est de m^eme pour les electrons, dans l'autre sens. La recombinaison des
porteurs libres de part et d'autre de la jonction fait appara^tre une charge d'espace resultant
de la presence des donneurs et accepteurs ionises, dont les charges ne sont plus integralement
compensees par celles des porteurs libres. Il s'etablit alors, au voisinage de la jonction, un champ
electrique qui s'oppose a la diusion des porteurs majoritaires. L'equilibre thermodynamique est
etabli lorsque la force electrique resultant de l'apparition du champ equilibre la force de diusion
associee aux gradients de concentration de porteurs libres.
1.1.4 Phenomenes de generation et de recombinaison

A une temperature dierente de zero absolu, la bande de conduction contient une quantite
d'electrons et un nombre de trous est dans la bande de valence. Un electron libre peut perdre de
l'energie (il cesse alors d'^etre un electron libre de circuler dans le cristal) et venir occuper une
place vacante (occupee par un trou) dans la bande de valence. Il s'agit alors d'un phenomene de
recombinaison.
Aussi, un electron peut se detacher d'un atome (si une energie susante lui est fournie) et passer
de la bande de valence a la bande de conduction, ou il devient un electron libre, ce qui donne
naissance a un trou libre dans la bande de valence. Ce phenomene est appele phenomene de
generation (d'une paire electron-trou).
Les phenomenes physiques qui se produisent d'un evenement de recombinaison peuvent ^etre tres
dierents.
La recombinaison radiative (l'energie liberee par la recombinaison est emise sous la forme d'un
photon).
La recombinaison Auger (l'energie liberee par la recombinaison sert a exciter un autre elec-
tron (ou un trou) libre vers une energie superieure). On denit le taux de generation-
recombinaison d'Auger par
R
AU
= (C
AU
n
+ C
AU
p
)(np  n
2
i
)
ou C
AU
n
, C
AU
p
sont des coecients evalues par experimentation et n
i
la concentration
intrinseque du semi-conducteur [109].
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L'energie liberee par la recombinaison est emise sous la forme d'un photon (echauement du
cristal).
Parallelement aux phenomenes de recombinaison directe (bande a bande), un electron libre peut
se recombiner avec un trou libre par l'intermediaire du centre de recombinaison se trouvant dans
la bande interdite. Ces centres agissent comme une sorte de catalyseur en favorisant la mise en
presence d'electrons et de trous. Ce type de recombinaison est beaucoup plus probable que la
recombinaison directe dans les semi-conducteurs a bande interdite indirecte (Si, Ge, : : : ). Le
calcul du taux de recombinaison associe a ces centres fait l'objet de la theorie de Shockley-Read-
Hall
R
SRH
=
np   n
2
i

p
(n+ n
i
) + 
n
(p+ p
i
)
ou 
n
et 
p
sont respectivement les durees de vie des electrons et des trous.
Generation par champ electrique intense
Dans un materiau semi-conducteur soumis a un champ electrique superieur a environ 10
5
V cm
 1
,
les porteurs libres sont tellement acceleres qu'ils peuvent se comporter comme des radiations
ionisantes et creer des paires electrons-trous.
Les porteurs crees sont a leur tour acceleres et vont engendrer d'autres paires, c'est le phenomene
d'avalanche. L'ecacite de cette creation se caracterise par un coecient d'ionisation (cm
 1
)
R
I
=  
n
jJ
n
j
q
  
p
jJ
p
j
q
Une expression pour 
n
, 
p
est de la forme, voir [109]
() =
(
a e
 b=jj
si  2 R
n
;  6= 0;
0 si  = 0:
ou a et b sont des constantes positives.
Finalement R = R
SRH
+ R
AU
  R
I
est le taux de generation-recombinaison.
1.1.5 Courants dans les semi-conducteurs
Les courants dans le semi-conducteur resultent du deplacement des porteurs de charge, elec-
trons et trous, sous l'action d'une force. L'origine de la force peut ^etre un champ electrique ou
un gradient de concentration. Dans le premier cas, le courant est dit de derive, dans le second
cas il est dit de diusion.
1.1.5.1 Courant de derive
Le temps entre deux collisions est appele temps de collision 
c
, il est fonction de la purete du
materiau et est de l'ordre de 10
 13
a 10
 12
s. En presence d'un champ electrique E applique a
l'instant t = t
0
, un porteur de charge q est soumis a une force F = qE. La composante de vitesse
instantanee v
i
(t) du porteur, dans la direction du champ, est donnee par v
i
(t) = q E t=m

. Cette
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composante de vitesse augmente donc lineairement entre deux chocs, mais dans la mesure ou
ces dernieres sont isotropes elle s'annule statistiquement a chaque choc. La variation de v
i
(t) est
periodique. Si on appelle 
c
la valeur moyenne du temps de collision, la valeur moyenne de la
vitesse est donnee par
v =
1

c
qE
m


2
c
2
: (1.1)
En posant  = 
c
=2, l'expression (1.1) s'ecrit v = E avec  = jq =m

j,  est appele mobilite
des porteurs et  temps de relaxation. La vitesse v est appelee vitesse de derive ou vitesse
d'entra^nement ou vitesse drift. La mobilite est par denition une grandeur positive, elle mesure
l'aptitude des porteurs a se deplacer dans le reseau cristallin et s'exprime en cm
2
V
 1
s
 1
. Les
vitesses des electrons et des trous s'ecrivent respectivement v
n
=  
n
E et v
p
= +
p
E.
Au deplacement des charges correspond un courant dont la densite est denie comme la quantite
de charge qui traverse l'unite de surface pendant l'unite de temps, soit pour chaque type de
porteurs
J
cn
=  nqv
n
= nq
n
E; (1.2)
J
cp
= +pqv
p
= pq
p
E; (1.3)
J
cn
, J
cp
sont appeles densite de courant de derive respectivement des electrons dans la bande
de conduction et des trous dans la bande de valence.
1.1.5.2 Courant de diusion
Lorsque les porteurs libres ne sont pas distribues uniformement dans le semi-conducteur,
ils sont soumis au processus general de diusion. Leur mouvement s'eectue dans un sens qui
tend a uniformiser leur distribution spatiale. Les ux de porteurs s'ecrivent n
d
=  D
n
rn et
p
d
=  D
p
rp, les ccients D
n
et D
p
sont appeles ccients de diusion des electrons et de
trous respectivement, le signe   traduit le fait que les porteurs diusent dans la direction de
plus faible concentration. Aux deplacements des porteurs de charge correspondent des densites
de courants appeles densites de courants de diusion des electrons et des trous
J
dn
= qD
n
rn; (1.4)
J
dp
=  qD
p
rp: (1.5)
Compte tenu des expressions (1.2), (1.3), (1.4) et (1.5) les courants resultant d'electrons et de
trous s'ecrivent
J
n
= nq
n
E + qD
n
rn; (1.6)
J
p
= pq
p
E   qD
p
rp; (1.7)
la densite du courant totale circulant dans le semi-conducteur est donnee par
J = J
n
+ J
p
: (1.8)
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Nous avons aussi l'equation liant l'evolution du potentiel electrostatique (et donc de la tension
u(t) aux bornes du composant) au champ electrique local
E =  ru: (1.9)
1.1.6

Equation de Poisson
L'equation de Poisson, issue du theoreme de Gauss, exprime la variation spatiale du champ
electrique due a une densite locale de charge :
r  ("E) =  (1.10)
ou  est la densite de charge donnee par  = q(N + p  n).
La fonction de dopage N exprime la densite volumique de charges xes. Cette valeur peut
^etre variable dans l'espace, mais est invariante dans le temps. C'est une donnee technologique,
qui denit le type de composant.
La dierence (p   n) represente la densite volumique de charges mobiles, encore appelee
concentration de porteurs libres. Cette grandeur est essentiellement dependante des conditions
de fonctionnement et peut, par consequent, varier dans l'espace et dans le temps.
On peut schematiquement dierencier deux principaux modes de fonctionnement :
{ dans le cas ou la densite de porteurs libres est negligeable devant la densite de charges
xes, le prol spatial du champ electrique est essentiellement determine par le prol de
dopage, et est donc peu dependant du temps (cas d'une zone dite desertee, comme dans
une diode ATT fonctionnant a faible densite de courant par exemple).
{ dans le cas contraire ou la concentration de porteurs libres est importante vis-a-vis de la
concentration en impuretes, la conguration spatiale du champ electrique est fortement
aectee par la concentration locale de porteurs libres et est le plus souvent fortement
dependante du temps (cas dit d'une forte reaction de charge d'espace, comme dans une
diode ATT fonctionnant a forte densite de courant, ou bien encore dans une diode a
transfert electronique).
1.2 Le modele derive-diusion de Van-Roosbroeck
Dans ce type de modele la vitesse totale moyenne de transit des porteurs est donc classique-
ment ecrite comme etant la somme d'un terme de derive et d'un terme de diusion
v
n
=  
n
E  

n
n
r

nk
B
T
n
q

; (1.11)
v
p
= 
p
E  

p
p
r

pk
B
T
p
q

(1.12)
ou 
n
et 
p
sont les mobilites des electrons et des trous. Le premier terme represente la vitesse
de derive des porteurs sous l'inuence du champ electrique. Le second terme represente la vitesse
de diusion des porteurs liee au gradient spatial.
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Supposons que la temperature electronique T
n
et la temperature des trous T
p
sont xees a
la valeur T du milieu ambiant (T
n
= T
p
= T ).
Les expressions des vitesses deviennent
v
n
=  
n
E  

n
k
B
T
q n
rn;
v
p
= 
p
E  

p
k
B
T
q p
rp:
En utilisant l'expression (1.9) donnant le champs electrique en fonction du potentiel electrique
et la relation d'Einstein qui relie les ccients de diusion et de mobilite :
D
n

n
=
D
p

p
=
k
B
T
q
; (1.13)
on obtient
v
n
= 
n
ru 
D
n
n
rn;
v
p
=  
p
ru 
D
p
p
rp:
L'introduction de ces dernieres equations dans les expressions du courant electronique (J
n
=
 n v
n
) et du courant de trous (J
p
= p v
p
) donne les equations suivantes ou ces courants sont
exprimes uniquement en fonction des densites de charge n; p et du potentiel electrique u
J
n
= q (D
n
rn   
n
nru) ; (1.14)
J
p
=  q (D
p
rp+ 
p
pru) : (1.15)
Remarque 1.1
La relation d'Einstein permet de decrire certains comportements de la diusion des charges.
Le comportement decrit par cette relation est valable notamment pour les semi-conducteurs non
degeneres : c'est le cas de la plupart des materiaux semi-conducteurs ayant un faible dopage.
La relation d'Einstein resulte dans ce cas de l'approximation de la statistique de Fermi par la
statistique de Boltzmann.
1.2.1 Modele DD instationnaire
Nous considerons le modele derive-diusion, propose par Van Roosebroeck [122] :
8
>
>
>
<
>
>
>
:
 r  ("ru) =  q(n   p N);
@n
@t
 
1
q
r  J
n
= R;
@p
@t
+
1
q
r  J
p
= R:
(1.16)
ou le courant electronique J
n
et le courant de trous J
p
sont donnes par les equations (1.14) et
(1.15).
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Les variables naturelles de ce probleme sont n; p; u, mais le systeme (1.16) peut s'ecrire
sous d'autres formes en faisant intervenir d'autres variables qui sont utiles pour l'analyse ma-
thematique (voir plus loin).
Le systeme (1.16), (1.14) et (1.15) est a completer par
{ des conditions initiales que verient les densites de porteurs a t = 0 :
n(x; 0) = n
I
; p(x; 0) = p
I
8x 2 
; (1.17)
ou 
 represente le domaine du dispostif semi-conducteur et n
I
et p
I
sont des fonctions
donnees.
{ des conditions aux limites
{ Dirichlet : n; p; u donnes sur une partie du bord @
 de 
,
{ Neumann : sur des parties isolantes du bord du semi-conducteur, qui ne sont traver-
ses par aucun courant et ou il est donc naturel de prendre des conditions de Neumann
homogenes sur ces frontieres,
ru   = J
n
  = J
p
  = 0;
et par consequent
ru   = rn   = rp   = 0
1.2.2 Remarque sur l'obtention des conditions aux limites
Nous decrivons l'ensemble des conditions aux limites, pour une structure elementaire, que
nous utilisons. Un simple transistor a eet de champ de type jonction (MESFET) est relie a
son environnement electrique par trois electrodes ayant des polarisations distinctes, la grille, la
source et le drain. Un petit voltage applique au drain (respectivement a la source) fait bouger les
electrons de la source vers le drain. Ce courant est contr^ole par application d'un voltage negatif
a la grille.
La grille peut ^etre constituee par un contact Schottky, alors que la source et le drain sont tous
des contacts ohmiques. Un contact Schottky est assure par une couche purement metallique mise
en contact avec le semi-conducteur du dispositif; celle-ci est usuellement constituee d'or (AU)
ou bien d'aluminium (AI). Ce contact est alors caracterise par une barriere de potentiel ( ou
potentiel de diusion V
s
) qui restreint le passage des electrons. Un contact ohmique est quand a
lui realise par l'association d'une couche metallique sur une couche semi-conductrice fortement
dopee. La couche semi-conductrice fortement dopee joue le r^ole de reservoir a electrons qui
compense l'eet de la barriere de potentiel d^u a la partie metallique. La partie reellement en
contact avec le semi-conducteur du dispositif est la couche semi-conductrice fortement dopee.
Typiquement, un contact ohmique est souvent constitue de l'association or-germanium (AU-Ge).
Nous denissons alors le bord de Dirichlet  
D
comme la reunion du lieu des contacts, et le bord
de Neumann  
N
comme le complementaire de  
D
.
1. Contacts ohmiques
Sur les contacts ohmiques du semi-conducteur, les densites de porteurs verient les rela-
tions suivantes
20
 np = n
2
i
; ou n
i
est la densite intrinseque du semi-conducteur. C'est la situation d'equi-
libre thermique.
 n  p N = 0; ceci correspond a la neutralite des charges.
Par consequent, pour toute tension appliquee, on aboutit aux relations suivantes
n =
1
2

N +
q
N
2
+ 4n
2
i

et p =
1
2

 N +
q
N
2
+ 4n
2
i

: (1.18)
Le potentiel u sur un contact note co est : u
co
= V
co
+ V
d
ou V
co
est le potentiel applique
et V
d
est le potentiel propre d^u au dopage dans l'environnement de ce contact. Ce dernier
est choisi de telle sorte qu'en l'absence de tension appliquee (V
co
= 0), la structure soit en
equilibre thermodynamique et par consequent aucun courant ne traverse le dispositif. On
a alors : np = n
2
i
et J
n
= J
p
= 0: En utilisant la relation (1.13) et en notant U
T
= k
B
T=q,
a l'equilibre on a
J
n
= q 
n
U
T
rn  q 
n
nru = q 
n
U
T
e
u=U
T
r

n e
 u=U
T

= 0:
En introduisant l'ecriture n = e
u=U
T
; de m^eme p = e
 u=U
T
, on trouve que  et  sont
constants. L'equation np = n
2
i
donne  = n
2
i
: Ainsi, on obtient
V
d
= U
T
ln

n


=  U
T
ln

p


:
Dans une situation d'equilibre (R = 0), seul le champ electrique appara^t dans les equa-
tions des courants. On ne modie donc pas le comportement electrique en rajoutant une
constante au potentiel et pour  =  = n
i
; on a
u
co
= V
co
+ U
T
ln
0
@
N +
q
N + 4n
2
i
2n
i
1
A
: (1.19)
Sur un contact ohmique n; p; u sont donnes par (1.18) et (1.19).
2. Contacts Schottky
Sur les contacts Schottky le potentiel est donne par
u
co
= V
co
  V
s
+ U
T
ln
0
@
N +
q
N + 4n
2
i
2n
i
1
A
: (1.20)
Pour les densites de porteurs il est plus dicile de donner des conditions aux limites qui
sont physiquement raisonnables et simples pour la modelisation. Ils dependent en general
de la densite du courant passant a travers le contact voir [119]. Dans le cas d'un contact
Schottky sur un materiau dope negativement, on peut utiliser la formule suivante
n = N e
(V
co
 V
s
)=U
T
(1.21)
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ou N est le maximum de la fonction de dopage N:
Sur ce type de contact n; p; u sont donnes par (1.21) et (1.20).
Lorsque la polarisation negative V
co
devient grande (en valeur absolue) sur un contact de
Schottky, on peut choisir de remplacer la condition de Dirichlet pour la densite n par une
condition de bord isolant J
n
  = 0:
On prend alors sur ce type de contact le troisieme type de conditions aux limites, Dirichlet
pour le potentiel u donne par (1.21) et Neumann homogene pour les densites de charge.
1.2.3 Modele DD stationnaire
Ce regime est obtenu en supposant qu'il n'y a pas de variations des densites de porteurs au
cours du temps . On a alors
@n
@t
=
@p
@t
= 0:
Le modele DD est decrit dans ce cas par le systeme suivant
8
>
>
<
>
>
:
r  ("ru) = q(n  p N);
 
1
q
r  J
n
= R;
1
q
r  J
p
= R;
(1.22)
ou le courant electronique J
n
et le courant de trous J
p
sont donnes par les equations (1.14) et
(1.15).
1.3 Autre formulation du modele DD
1.3.1 Variables (u;w
n
; w
p
)
On denit les quasi potentiels de Fermi des electrons et des trous w
n
et w
p
par les
relations suivantes
n = N
c
e
(u w
n
)=U
T
;
p = N
v
e
(w
p
 u)=U
T
:
On peut reecrire alors le systeme sous la forme:
r  ("ru) = q

N
c
e
(u w
n
)=U
T
 N
v
e
(w
p
 u)=U
T
 N

;
@
@t

N
c
e
(u w
n
)=U
T

 
1
q
r 

q 
n
N
c
e
(u w
n
)=U
T
rw
n

= R;
@
@t

N
v
e
(w
p
 u)=U
T

+
1
q
r 

q 
p
N
v
e
(w
p
 u)=U
T
rw
p

= R:
Les conditions aux limites aux contacts ohmiques deviennent
w
n
= w
nd
; w
p
= w
pd
;
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et restent inchangees pour u: Les conditions aux limites aux bords isolants deviennent
@w
n
@
=
@w
p
@
= 0:
L'avantage de cette formulation est que les variables w
n
; w
p
sont aussi des potentiels et sont
quantitativement du m^eme ordre que u. De plus, le terme de convection est absorbe.
La principale diculte est que les trois equations sont fortement non-lineaires.
1.3.2 Variables de Slotboom (u; ; )
On denit les variables de Slotboom (uniquement dans le semi-conducteur)  et  par les
relations suivantes
 = e
 w
n
=U
T
;
 = e
w
p
=U
T
:
Le systeme devient alors
r  ("ru) = q

N
c
e
u=U
T
  N
v
e
 u=U
T
 N

;
@
@t

N
c
e
u=U
T


+
1
q
r 

q 
n
N
c
U
T
e
u=U
T
r

= R;
@
@t

N
v
e
 u=U
T


+
1
q
r 

q 
n
N
v
U
T
e
 u=U
T
r

= R:
Les conditions aux contacts ohmiques deviennent
 = e
 w
nd
=U
T
 = e
w
pd
=U
T
:
Les conditions aux limites aux bords isolants s'ecrivent
@
@
=
@
@
= 0:
Les variables de Slotboom sont des grandeurs qui prennent des valeurs tres elevees. Pour
cette raison, l'approche numerique du systeme sous cette forme a toujours ete evitee. Elles sont,
par contre, tres adaptees a l'analyse mathematique. En eet, chaque equation de continuite
est auto-adjointe (plus de convection) et lineaire dans le terme divergentiel lorsqu'on utilise un
algorithme decouple.
1.4 Normalisation et Jonction P  N
Les variables dependantes dans les equations de base des semi-conducteurs ont des ordres de
grandeur considerablement dierents et montrent un comportement fortement dierent dans les
regions de charge d'espace. La premiere etape vers une analyse structurale des equations de base
est une normalisation appropriee. Les avantages d'une normalisation sont de faire intervenir
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quantite symbole valeur
x L
s
"kT
q
2
n
i
u u
0
kT
q
n, p, N
~
N n
i
D
n
; D
p
~
D 1cm
2
s
 1

n
, 
p
~
D
u
0
R
~
D
~
N
L
2
t
L
2
~
D
Tab. 1.2: Normalisation de DeMari
{ des variables du m^eme ordre de grandeur,
{ des variables adimensionnalisees.
Plusieurs normalisations pour les equations de base des semi-conducteurs ont ete introduites.
Nous rappelons trois normalisations etudiees dans [21, 30, 31, 80, 123, 124].
Une normalisation standard a ete donnee par DeMari dans [30, 31] dont les parametres sont
recapitules dans le Tableau 1.2.
Les equations de bases normalisees s'ecrivent alors
u  (n   p N) = 0 (1.23)
r  (D
n
rn  
n
nru)  R(u; n; p) =
@n
@t
(1.24)
r  (D
p
rp+ 
p
pru) R(u; n; p) =
@p
@t
(1.25)
J
n
= D
n
rn   
n
nru (1.26)
J
p
= D
p
rp+ 
p
pru: (1.27)
Toutes les quantites de (1.23)-(1.27) sont normalisees. les operateurs dierentiels sont pris dans
l'espace des variables adimensionnalisees. Pour ne pas alourdir les notations, les quantites nor-
malisees ont ete notees par les m^emes symboles que precedemment. Notons que les equations
(1.23)-(1.27) ont ete multipliees par une combinaison des facteurs de normalisation, i.e. l'equa-
tion (1.23) par L
2
=u
0
, les equations (1.24), (1.25) par L
2
=(
~
D
~
N) et les equations (1.26), (1.27)
par  L=(q
~
D
~
N).
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quantite symbole valeur
x L maxjx  yjx; y 2 

u u
0
kT
q
n, p, N
~
N maxjN(x)jx 2 

D
n
, D
p
~
D max(D
n
(x); D
p
(x))x 2 


n
, 
p
~
D
u
0
R
~
D
~
N
L
2
t
L
2
~
N
Tab. 1.3: Best scaling
Une deuxieme normalisation a ete presentee dans [123, 124] et developpee dans [80]. Ses
parametres sont recapitules dans le Tableau 1.3.
Les equations de base s'ecrivent alors

2
u  (n  p N) = 0 (1.28)
r  (D
n
rn  
n
nru) R(u; n; p) =
@n
@t
(1.29)
r  (D
p
rp+ 
p
pru) R(u; n; p) =
@p
@t
(1.30)
ou 
2
= u
0
"=(L
2
q
~
N), les relations du courant apres normalisation appara^ssent formellement
identiques a (1.26),(1.27). Aussi les equations de continuite (1.29),(1.30) sont identiques a
(1.24),(1.25). Neanmoins le parametre de normalisation diere de l'ordre de grandeur. Les equa-
tions (1.28)-(1.30) et les equations de courant ont ete aussi multipliees par une combinaison des
facteurs de normalisation, i.e. l'equation (1.23) a ete multipliee par "=(q
~
N), les equations (1.24),
(1.25) par L
2
=(
~
N
~
D) et les equations (1.26), (1.27) par  L=(q
~
N
~
D).
Une troisieme normalisation a ete donnee par Brezzi, voir [21], les grandeurs de reference
pour la normalisation et les quantites adimensionnalisees sont recapitulees dans le tableau 1.4.
u =
q L
2
~
N
"
u
s
; n =
~
N n
s
; p =
~
N p
s
J
n
=
q ~U
T
~
N
L
J
n
s
; J
p
=
q ~U
T
~
N
L
J
p
s
 =
s
U
T
"
q L
2
~
N
:
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quantite symbole valeur
x L maxjx  yjx; y 2 

n, p, N
~
N maxjN(x)jx 2 

u u
0
qL
2
~
N
"
D
n
, D
p
~
D max(D
n
(x); D
p
(x))x 2 


n
, 
p
~
D
u
T
R
~
D
~
N
L
2
t
L
2
~
D
Tab. 1.4: Normalisation de Brezzi
Le probleme devient
u
s
= n
s
  p
s
 N
s
;
r  J
n
s
= R
s
; 
2
J
n
s
= 
n
(
2
rn
s
  n
s
ru
s
);
r  J
p
s
=  R
s
; 
2
J
p
s
= 
p
( 
2
rp
s
  p
s
ru
s
);
u
s
= U
s
+ V
bi
s
; n
s
= n
D
s
; p
s
= p
D
s
sur  
D
Dans cette normalisation, la region d'epuisement, c'est a dire la region ou u =  N est veriee,
n'est pas necessairement petite. L'analyse des equations de derive-diusion dans la normalisation
de Brezzi mene a la resolution de problemes a frontiere libre. Nous supposons que le dispositif
occupe encore une regionD  R
2
avec la frontiere @D =  
D
[ 
N
voir Figure 1.5 et les conditions
aux limites sont
u = u
d
; n = n
d
; p = p
d
; sur  
D
ru   = J
n
  = J
p
  = 0 sur  
N
:
En faisant tendre ! 0 dans les equations, le probleme s'ecrit alors
u = n   p N; (1.31)
nru = pru = 0; (1.32)
r  J
n
= R; r  J
p
=  R: (1.33)
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A
C
D
E
Jonction


2


1
u = V
1
u = V
2
 
2
 
1
 
D
2
 
D
1
u =  N


u = 0
u = 0
semi-conducteur de type p semi-conducteur de type n
Fig. 1.5: Jonction pn
Ces dernieres equations suggerent que le domaine D se decoupe en region ou ru = 0 et en
region ou n = p = 0 dite zone de depletion. La solution est donnee par
n = p = 0; u =  N (1.34)
et ailleurs la solution verie
ru = 0: (1.35)
Nous supposerons que les u
d
sont constantes par morceaux sur  
D
, u
d
= V
1
sur  
D
1
et u
d
= V
2
sur  
D
2
,
8
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
:
u =  N dans 

u = V
1
sur  
D
1
u = V
2
sur  
D
2
@u
@
= 0 sur  
N
u = V
1
; u = 0 dans 

1
u = V
2
u = 0 dans 

2
(1.36)
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En considerant que u;ru sont continus a travers  
1
et  
2
, des frontieres de la zone de depletion.
Alors le probleme (1.36) s'ecrit
8
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
u =  N dans 

u = V
1
sur  
1
u = V
2
sur  
2
@u
@
= 0 sur @ 

(1.37)
Nous nous interessons dans le chapitre 3 a l'etude de ce probleme.

Chapitre 2

Elements d'analyse et Regularite
Dans ce chapitre, nous commencons par donner les principales denitions et proprietes des
espaces de Sobolev sur un domaine borne de R
n
, les theoremes d'injection et des resultats de la
theorie d'optimisation. Nous rappelons aussi les resultats de regularite des solutions du systeme
d'equations dans un semi-conducteur.
2.1 Espaces de Sobolev
Les espaces de Sobolev peuvent ^etre denis de dierentes manieres lorsque l'ouvert 
 consi-
dere est a frontiere reguliere. Les denitions correspondantes peuvent conduire a des espaces
dierents lorsque la frontiere de 
 est peu reguliere. Pour cette raison, nous allons tout d'abord
rappeler la denition utilisee.
Soit 
 un ouvert de R
n
de frontiere  . Soit L
p
(
) l'espace des fonctions a valeurs reelles
dont l'integrale kfk
p
=

Z


jf(x)j
p
dx

1=p
est nie pour la mesure de Lebesgue dx dans 
 pour
1  p <1 et kfk
1
= sup ess
x2

jf(x)j.
Les espaces de Sobolev W
m;p
(
) pour tout entier m  0 et pour tout nombre p satisfaisant
1  p  1, sont denis par
W
m;p
(
) = fv 2 L
p
(
); 8 2 N
n
; jj  m @

v 2 L
p
(
)g :
ou  = (
1
; : : : ; 
n
) et jj =
P
n
i=1

i
.
Th

eor

eme 2.1
Muni de la norme
kvk
m;p
=
0
@
X
jjm
Z


j@

vj
p
(x) dx
1
A
1=p
si 1  p <1;
kvk
m;1
= sup
jjm
fess: sup
x2

j@

v(x)jg si p =1
l'espace W
m;p
(
) est un espace de Banach.
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Nous utilisons egalement les semi-normes suivantes associees aux normes
jvj
m;p
=
0
@
X
jj=m
Z


j@

v(x)j
p
dx
1
A
1=p
si 1  p <1;
jvj
m;1
= sup
jj=m
fess: sup
x2

j@

v(x)jg si p =1;
nous notons W
m;p
0
(
) la fermeture de l'espace D(
) dans l'espace W
m;p
(
). Dans le cas parti-
culier p = 2, nous adoptons les notations usuelles W
m;2
(
) = H
m
(
); W
m;2
0
(
) = H
m
0
(
).
2.2 Theoremes d'injection
2.2.1 Injections de Sobolev

Etant donnes deux espaces normes (X; k  k
X
) et (Y; k  k
Y
), nous noterons X 
!
Y pour
exprimer que X  Y avec injection continue, il existe c  0 tel que kxk
Y
 ckxk
X
pour tout
x 2 X . Soit 
 un ouvert de R
n
et j 2 N, nous designons par C
j
b
(
) l'ensemble des fonctions u
telles que D

u est continue bornee sur 
 pour tout multi-indice  2 N
n
avec jj  j. Muni de
la norme kuk
C
j
b
(
)
=
P
jjj
kD

uk
1
, C
j
b
(
) est un espace de Banach.
Th

eor

eme 2.2 (Th

eor

eme d'injection de Sobolev)
Soit 
  R
n
un ouvert borne a frontiere lipschitzienne. Soit p 2 [1;1[; j 2 N; m 2 N

, alors
1. ) Si mp < n
W
j+m;p
(
) 
!
W
j;r
(
) pour tout p  r 
np
n mp
;
en particulier pour j = 0
W
m;p
(
) 
!
L
r
(
) pour tout p  r 
np
n mp
:
2. ) Si mp = n
W
j+m;p
(
) 
!
W
j;r
(
) pour tout p  r <1;
en particulier pour j = 0
W
m;p
(
) 
!
L
r
(
) pour tout p  r <1:
2.2.2 Theoreme d'injection compacte

Etant donnes deux espaces normes (X; k  k
X
) et (Y; k  k
Y
), l'injection de X dans Y est
compacte si la boule unite de X est relativement compacte dans Y , toute suite bornee dans X
possede alors une sous suite qui converge dans Y . Nous allons voir que dans le cas ou l'ouvert

 est borne, la plupart des injections etablies dans le theoreme precedent sont compactes. La
demonstration de ce resultat se trouve dans [3].
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Th

eor

eme 2.3 (Th

eor

eme de Rellich-Kondrachov)
Soit 
  R
n
un ouvert borne a frontiere lipschitzienne. Soit p 2 [1;1[; j 2 N; m 2 N

:
1. Si mp  n, les injections suivantes sont compactes
W
j+m;p
(
)  W
j;r
(
) pour tout p  r 
np
n  mp
;
en particulier pour j = 0 l'injection
W
m;p
(
)  L
r
(
) pour tout p  r 
np
n mp
est compacte.
2. si mp > n, les injections suivantes sont compactes
W
j+m;p
(
)  C
j
b
(
)
et W
j+m;p
(
)  W
j;r
(
) pour tout 1  r  1;
en particulier pour j = 0 l'injection
W
m;p
(
)  L
r
(
) pour tout p  r  1
est compacte.
2.3 Inegalites de Poincare et Friedrichs
Th

eor

eme 2.4
Soit 
  R
n
un ouvert borne et soit 1  p < 1. Alors, il existe une constante c > 0 telle que
kvk
p
 cjvj
1;p
pour tout v 2 W
1;p
0
(
).
Th

eor

eme 2.5
Soit 
  R
n
un ouvert connexe borne ayant la propriete du c^one (en particulier un ouvert
connexe, borne, lipschitzien) et soit V  H
1
(
) un sous-espace vectoriel ferme tel que la seule
fonction constante appartenant a V soit la fonction nulle. Alors, il existe une constante c > 0
telle que kvk
L
2
(
)
 cjvj
1
pour tout v 2 V .
Corollaire 2.1
Soit 
  R
n
un ouvert connexe borne et lipschitzien, et soit  
0
   un sous-ensemble de mesure
strictement positive. On pose V = fu 2 H
1
(
) : 
0
u = 0 sur  
0
g ou 
0
designe la trace sur  
des fonctions de H
1
(
). Alors, il existe une constante c > 0 telle que kvk
L
2
(
)
 cjvj
1
pour tout
v 2 V .
Pour la demonstration des resultats de cette section, le lecteur peut consulter les ouvrages [3, 53].
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2.4 Denitions et theoremes en optimisation
Dans sette section, nous rappelons quelques resultats sur l'existence, l'unicite des minima.
Nous ne les demontrons pas, pour plus de details, nous renvoyons le lecteur aux references
bibliographiques [35, 65].
Soit un probleme d'optimisation dans un cadre general
J(u) = inf
v2V
J(v); u 2 V (2.1)
ou V est un convexe ferme non vide d'un espace de Hilbert H sur R et J est une fonctionnelle
denie sur V a valeurs dans R.
Proposition 2.1
Si la fonctionnelle J est convexe, alors tout minimum local est un minimum global. Si de plus,
J est strictement convexe, le minimum, quand il existe, est unique.
D

efinition 2.1
La derivee de la fonctionnelle J au point v dans la direction w est donnee par
J
0
(v;w) = lim
t!0
J(v + tw)  J(w)
t
(2.2)
D

efinition 2.2
On dit que J est G^ateaux-dierentiable si w 7! J
0
(v;w) est lineaire continue. Dans ce cas, la
G^ateaux-derivee de J est denie par
(J
0
(v);w) = J
0
(v;w) (2.3)
D

efinition 2.3
Si
J(v + w) = J(v) + (J
0
(v); w) + o(w) ou lim
kwk!0
o(w)
kwk
= 0 (2.4)
alors J est dite frechet dierentiable et la derivee de Frechet au point v est J
0
(v).
La dierentiabilite au sens de Frechet et la G^ateaux-dierentiabilite sont liees par
Proposition 2.2
La Frechet-dierentiabilite entra^ne la G^ateaux-dierentiabilite. La reciproque est vraie si la
G^ateaux-derivee J
0
(v) est continue en v.
Remarque 2.1
La reciproque est en general fausse.
D

efinition 2.4
On dit que J est semi-continue inferieurement si l'une des proprietes equivalentes suivantes est
veriee.
CHAP. 2 |

Elements d'analyse et Regularite 33
1. [J  ] est ferme pour tout  2 R avec [J  ] = fv 2 V : J(v)  g,
2. pour tout v 2 V , pour tout  reel tel que  < J(v), il existe un voisinage U de v tel que
J(v) <  pour tout v 2 U ,
3. pour tout v 2 V , on a J(v)  lim inf
w!v
f(w).
Proposition 2.3
Soit U un convexe de V . La fonctionnelle J sera convexe si et seulement si sa J
0
est une
application monotone de V dans V

, c'est-a-dire si :
8v; w 2 V (J
0
(v)  J
0
(w); v  w)  0:
D

efinition 2.5
On dit que J est crcive si et seulement si
J(u)! +1 quand kuk ! +1
Le theoreme suivant donne un resultat general sur l'existence de minima voir [35].
Th

eor

eme 2.6
Si la fonctionnelle J est convexe, propre, semi-continue inferieurement et coercive alors J admet
un minimum.
Nous citons un deuxieme theoreme important en optimisation convexe.
Th

eor

eme 2.7
Soit H un espace de Hilbert et V un convexe ferme non vide de H. Si J : V ! R une fonctionelle
convexe et G^ateaux-dierentiable. Alors un element u de V est un minimum si et seulement si
8
>
<
>
:
J
0
(u; v   u)  0 8v 2 V (cas avec contraintes: Inequation d'Euler)
ou
J
0
(u) = 0 V = H (cas sans contraintes:

Equation d'Euler)
(2.5)
2.5 Theoreme du point xe de Schauder
Th

eor

eme 2.8
Soit C un ensemble non vide compact convexe d'un espace de Banach E. Soit T une application
continue qui envoie C dans C. Alors, T possede un point xe.
Le corollaire qui suit est une extension du theoreme precedent. En pratique, il est plus souvent
utilise que le Theoreme (2.8). En particulier, il est utilise pour etablir les resultats d'existence
pour un probleme elliptique semi-lineaire.
Corollaire 2.2
Soit C un ensemble convexe ferme borne non vide d'un espace de Banach E. Soit T une applica-
tion continue qui envoie C dans C telle que T (C) est precompact (son adherence est compacte).
Alors T possede un point xe.
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Nous rappelons aussi le theoreme du a Aubin donnant l'integrabilite de e
'
pour ' appartenant
a H
1
(
) lorsque 
  R
2
.
Th

eor

eme 2.9
Si ' 2 H
1
(
) alors e
'
est integrable. De plus, il existe 
1
; 
2
; 
3
(constantes positives) telles
que pour tout ' 2 H
1
(
), on ait
Z


e
'(x)
dx  
1
e

2
k'k
2
2
+
3
kr'k
2
2
: (2.6)
Remarque 2.2
Le resultat du theoreme ci-dessus n'est pas valable en dimension 3.
Proposition 2.4
Soit v 2 W
1;p
(
). Alors, pour tout reel k, la fonction (v k)

2 W
1;p
(
). Si on suppose de plus
que la trace de v sur @
 est bornee et sup:ess
x2@

jv(x)j  k
0
alors pour tout k  k
0
; (v k)

2
W
1;p
0
(
).
2.6 Regularite des problemes elliptiques a ccients constants
Dans cette section, nous rappelons les resultats de regularite, voir [53], concernant le probleme
elliptique
u = f dans 
 (2.7)
ou le bord   est polyg^onal, c'est-a-dire qu'il est l'union d'un nombre ni de segments  
j
; 1  j 
J . La mesure de l'angle interieur au point 
j
ou  
j
rejoint  
j+1
est notee !
j
. Sur chaque segment
 
j
on impose une condition de Dirichlet ou de Neumann. Soit une partition de fj = 1  j  Jg
formee de deux sous-ensembles D et N tels que:
u
j
 
j
= g
j
; j 2 D; (2.8)

j
:ru
j
 
j
= g
j
; j 2 N (2.9)
et g
j
(
j
) = g
j+1
(
j
) pour j; j + 1 2 D. Soit S le sous-ensemble de fj = 1  j  Jg pour lequel
les conditions aux limites sont les m^emes sur  
j
et  
j+1
; et soit M le sous-ensemble pour lequel
les conditions aux limites changent de types de  
j
a  
j+1
. Le probleme est de savoir si pour
f 2 L
p
(
); (1 < p < 1) on a u 2 W
2;p
(
). On se restreint au cas ou les conditions aux limites
sont homogenes. Soit r
j
la distance de x a 
j
et 
j
l'angle entre le vecteur 
j
x et  
j+1
(
j
> 0
quand x 2 
 dans un voisinage de 
j
). Nous denissons a present les fonctions singulieres u
j;k
pour
8
>
>
>
>
>
<
>
>
>
>
>
:
1  k <
!
j

2
p
0
si j 2 S;
1  k <
!
j

2
p
0
+
1
2
si j 2M et !
j
6=

2
;
3
2
;
aucun k; si j 2M et !
j
=

2
;
1  k <
3
p
0
+
1
2
6= 2; pour j 2M et !
j
=
3
2
;
(2.10)
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ou 1=p+ 1=p
0
= 1:
u
j;k
(x) =
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
r
k =!
j
j
sin(k 

j
!
j
); si j et j + 1 2 D;
r
k =!
j
j
cos(k 

j
!
j
); si j et j + 1 2 N;
r
(k 1=2)=!
j
j
sin((k 
1
2
)

!
j

j
); si j 2 D et j + 1 2 N;
r
(k 1=2)=!
j
j
sin((k 
1
2
)

!
j
(!
j
  
j
)); si j 2 N et j + 1 2 D:
(2.11)
dans un voisinage de 
j
.
Pour chaque voisinage V de 
j
, u
j;k
2 W
2;p
(
 n V) et verie les conditions aux limites (2.8)
et (2.9) avec g
j
= 0:
Th

eor

eme 2.10
Supposons que !
j
=(2 p
0
) (pour j 2 S) et !
j
=(2 p
0
)+1=2 (pour j 2M) ne sont pas des entiers.
Soit u une solution de (2.7)-(2.9) avec f 2 L
p
(
) (1 < p < 1) et g
j
= 0; 1  j  J. Alors il
existe des constantes c
i;j
tels que u 
P
c
i;j
u
i;j
2 W
2;p
(
), ou on somme sur tous les j tels que
1  j  J et tous les k veriant la condition (2.10).
2.6.1 Cas ou  
D
et  
N
se joignent a angles droits
Lemme 2.1
on considere le probleme elliptique sur le domaine rectangulaire 
, forme par des segments de
Dirichlet et de Neumann qui se joignent a angles droits et f une fonction de L
2
(
). Soit u la
solution du probleme suivant
u = f dans 
;
u = 0 sur  
D
;
  ru = 0 sur  
N
:
Dans ce cas w
j
= =2 pour 1  j  4, S = ;. La solution u du probleme ne presente pas de
singularites aux points de changements de conditions aux limites et u 2 H
2
(
).
2.6.2 Cas ou  
D
et  
N
se joignent a angles plats
Soit 
 un domaine rectangulaire forme par de segments de Dirichlet et de Neumann qui se
joignent a angles droits et a angles plats.
Lemme 2.2
Soient 
 le domaine rectangulaire represente par la Figure 2.1 et f 2 L
2
(
). La solution u du
probleme suivant
u = f dans 
; (2.12)
u = 0 sur  
D
; (2.13)
  ru = 0 sur  
N
(2.14)
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X
 
D
 
D

2
 
D

1

2

3

4

5

6


r
2
r
3

3
Fig. 2.1: Exemple de changement de conditions aux limites
presente des singularites aux points 
2
et 
3
,
u = + c
2

2
+ c
3

3
;
ou 
2
= r
1=2
2
cos

2
2
; 
3
= r
1=2
3
cos

3
2
; c
j
2 R pour j = 2; 3 et  2 H
2
(
):
De plus on a
kk
2;2
 Ckfk
L
2
(
)
et jc
j
j  Ckfk
L
2
(
)
(j = 2; 3):
Remarque 2.3
Notons que la solution de (2.12)-(2.14), n'appartient pas a H
2
(
). En fait pour tout 0 <   1; u
est dans W
1;4 
(
), puisque 
2
et 
3
appartiennent a W
1;4 
(
), mais n'appartiennent pas a
W
1;4
(
).
Lemme 2.3
La solution u de (2.12)-(2.14) appartient a W
2;2
(
) = W
2;2
(
)M, ou M est le sous espace
engendre par les fonctions 
2
et 
3
. De plus, elle verie l'estimation suivante
kuk
W
2;2
(
)
 Ckfk
2
:
Demonstration. D'apres le theoreme de Sobolev, on a W
2;2
(
)  C
0;
(
) pour 0 <  < 1, et
par suite  2 C
0;
(
). Par contre 
2
et 
3
sont dans C
0;1=2
(
). Nous pouvons donc considerer
la solution comme etant entierement denie a partir du triplet (; 
2
; 
3
). Soit donc M le sous
espace engendre par 
2
et 
3
. L'ensemble des solutions du probleme (2.12)-(2.14) se trouve dans
W
2;2
(
) = H
2
(
)M. Pour u 2 W
2;2
(
), introduisons la norme suivante
kuk
W
2;2
(
)
=
 
kk
2
2;2
+ jc
2
j
2
+ jc
3
j
2

1=2
:
Il est clair que W
2;2
(
) est un espace de Banach pour cette norme et que la solution u du
probleme (2.12)-(2.14) verie
kuk
W
2;2
(
)
 Ckfk
2
;
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puisque
kk
2;2
 Ckfk
2
et jc
j
j  Ckfk
2
pour j = 2 ou j = 3:
Proposition 2.5
Soient 
 le domaine represente par la gure 2.1, f 2 L
p
(
) et u
0
2W
2 1=p;p
( 
D
) avec 1 < p <
4. On considere le probleme non homogene suivant
u = f dans 
; (2.15)
u = u
0
sur  
D
; (2.16)
  ru = 0 sur  
N
: (2.17)
Alors
si 1 < p < 4=3, u 2 W
2;p
(
) de plus elle satisfait l'estimation suivante
kuk
2;p
 C
h
kfk
p
+ ku
0
k
2 
1
p
;p
i
:
si 4=3  p < 4, alors u est de la forme u = + c
2

2
+ c
3

3
, ou  2 W
2;p
(
) et 
2
; 
3
sont dans
W
1;4 
(
) mais n'appartiennent pas a W
1;4
(
). De plus u satisfait
kuk
W
2;p
(
)
 C
h
kfk
p
+ ku
0
k
2 
1
p
;p
i
;
ou W
2;p
(
) = W
2;p
(
)  M, M etant le sous-espace engendre par les fonctions singulieres

2
; 
3
.
2.7 Regularite pour des problemes elliptiques a ccients va-
riables
Soit 
 un rectangle tels que  
D
et  
N
forment une partition de sa frontiere. Les points de
jonction entre  
D
et  
N
sont a l'interieur des c^otes de 
, les angles associes sont donc .
On suppose qu'il existe deux reels a
0
; a
1
telles que 0 < a
0
 a(x)  a
1
pour tout x 2 
 et
que f 2 L
p
(
) avec 1 < p <1. Soit le probleme suivant
r  (aru) = f dans 
; (2.18)
u = u
0
sur  
D
; (2.19)
  ru = 0 sur  
N
; (2.20)
Pour esperer avoir u dansW
m;p
(
), il faut supposer que u
0
2 W
m 
1
p
;p
( 
D
). On va donc chercher
une condition susante sur a pour avoir la m^eme regularite que le probleme (2.15)-(2.17).
Th

eor

eme 2.11
Si a 2 W
1;p+
(
); 0 <   1 et f 2 L
p
(
) (p > 1), alors la solution du probleme (2.18)-(2.20)
est dans W
1;4 
(
). De plus on a
u 2 W
2;q
(
) ou q =
(p+ )(4  )
p+ 4
:
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Remarque 2.4
Soit u la solution du probleme (2.18)-(2.20)
1. Pour a 2 W
1;4+
(
) et p = 2, la solution u est dans H
2
(
)M.
2. Pour a 2 W
1;1
(
), la solution u est dans W
2;q
0
(
)M ou q
0
= min(p; 4  ).
3. On peut donc supposer comme regularite du probleme considere:
u = u
R
+ u
S
ou u
R
2 W
2;p
(
); si p = 2 ou bien si p 6= 2 avec 2  2=p
et 5=2  2=p qui ne sont pas des entiers,
et u
S
2 M (l'espace engendre par les fonctions
exprimant les singularites aux angles plats):
2.8 Regularite des equations de base des semi-conducteurs
Il s'agit de rappeler les resultats donnes par Nachaoui [57, 94]. Pour t 2 [0; 1], on considere
l'application F
t
: (n; p) 7! (n
0
; p
0
) denie dans un espace de Banach comme suit:
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
r  ("ru) = t q (n  p N) dans 
;
r 
 
D
n
rn
0
  
n
n
0
ru

= t R(n; p; u) dans 
;
r 
 
D
p
rp
0
+ 
p
p
0
ru

= t R(n; p; u) dans 
;
u = u
0
; n
0
= n
0
; p
0
= p
0
sur  
D
;
@u
@
=
@n
0
@
=
@p
0
@
= 0 sur  
N
:
(2.21)
Notons que l'on ne peut pas utiliser directement le dernier point de la Remarque 2.4 parce que
dans la deuxieme et troisieme equation de (2.21), il y a les termes 
n
n
0
ru et 
p
p
0
ru ou n
0
et p
0
sont des inconnues du probleme, cela nous conduit a enoncer la propriete de regularite suivante.
Proposition 2.6
Pour un couple (n; p) de L
q
(
) L
q
(
) xe, avec 2  q < 1, tel que R(u; n; p) 2 L
2
(
) alors
(n
0
; p
0
) 2 W
1;4 
(
)W
1;4 
(
), ou  est arbitrairement petit 0 <   1.
Chapitre 3
Identication d'une frontiere libre
L'objectif de ce chapitre est l'etude du probleme suivant
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
:
 u = N dans 
;
u = 0 dans 

1
;
u = 0 dans 

2
;
u = V
1
dans 

1
;
u = V
2
dans 

2
;
u = V
1
sur  
D
1
;
u = V
2
sur  
D
2
;
@u
@
= 0 sur  
N
(3.1)
dont les inconnues sont u et les deux frontieres bilaterales  
1
; 
2
delimitant le domaine 
,
voir Figure 3.1. Nous allons montrer que ce probleme admet une solution en le formulant en
un probleme d'inequation variationnelle. Puis nous donnons son approximation en inequation
variationnelle. Nous considerons le probleme suivant, equivalent au probleme (3.1),
8
>
>
>
<
>
>
>
:
 u = N dans 
;
u = V
1
sur  
1
;
u = V
2
sur  
2
;
@u
@
= 0 sur @

(3.2)
3.1 Formulation en inequation variationnelle
Dans cette section, Nous allons ecrire le probleme (3.1) sous forme d'une inequation varia-
tionnelle. Nous avons, voir chapitre 1, N =  q N
D
=" dans 

1
et N = q N
A
=" dans 

2
alors
 u = 0  N dans 

1
et  u = 0  N dans 

2
:
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A
C
D
E
Jonction


2


1
u = V
1
u = V
2
 
2
 
1
 
D
2
 
D
1
u =  N


u = 0
u = 0
semi-conducteur de type p semi-conducteur de type n
Fig. 3.1: Jonction pn
Alors u satisfait les relations suivantes
 u  N; u  V
2
; (u  V
2
)(u+N) = 0 dans D \ fu < V
1
g;
 u  N; u  V
1
; (u  V
1
)(u+N) = 0 dans D \ fu > V
2
g
(3.3)
ou D = 

1
[ 
 [ 

2
.
Ces deux relations montrent que u est solution d'un probleme a double obstacle V
1
et V
2
.
Soit
U =

v 2 H
1
(D); v = V
1
sur  
D
1
et v = V
2
sur  
D
2
	
;
et considerons le convexe K deni par
K = fv 2 U; V
2
 v  V
1
g :
Considerons la forme bilineaire a(; ) denie par
a(';  ) =
Z
D
r'  r dx:
D'apres (3.3), le probleme (3.1) devient voir [1, 44]
trouver u 2 K telle que
a(u; v   u) 
Z
D
N(v   u) dx 8v 2 K: (3.4)
Dans cette formulation les frontieres libres n'appara^ssent plus comme inconnues, elles sont
obtenues implicitement par la comparaison de la solution a V
1
et V
2
.
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An de donner une approximation par elements nis du probleme (3.4), nous allons rappeler
les techniques de discretisation par elements nis.
Nous supposons que D est un ouvert polygonal de R
2
. Soit T
h
une triangulation de D telle
que
D =
[
T2T
h
T
ou les triangles T sont supposes non degeneres (c'est a dire d'interieur non vide). T
h
verie les
proprietes suivantes.
Pour T; T
0
2 T
h
deux triangles distincts, nous avons
 ou bien T et T' ont une intersection vide,
 ou bien T et T' ont en commun un sommet,
 ou bien T et T' ont en commun une arr^ete.
(3.5)
Nous supposons que la famille de triangulation T
h
est reguliere, cela veut dire que
9 > 0;
h
k
r
k
 ; 8 T 2 T
h
ou h
k
est le diametre de T et r
k
est le diametre de la plus grande boule inscrite dans T . Soit
T un triangle de T
h
, nous designons par P
1
(T ) l'ensemble des polyn^omes de degre inferieur ou
egal a 1 sur T . Nous associons a T
h
l'espace usuel d'elements nis.
X
h
=

v
h
2 C
0
(D); v
h
j
T
2 P
1
(T ); 8T 2 T
h
	
:
Considerons maintenant le probleme d'approximation de l'inequation (3.4) par la methode des
elements nis. Denissons U
h
par U
h
= X
h
\ U et le convexe K
h
par
K
h
= fv
h
2 U
h
; V
2
 v
h
 V
1
g :
Alors, l'approximation element ni du probleme (3.4) est donnee par
Trouver u
h
2 K
h
telle que
a(u
h
; v
h
  u
h
) 
Z
D
N(v
h
  u
h
) dx ; 8v
h
2 K
h
: (3.6)
La forme bilineaire a(; ) est symetrique donc la solution de l'inequation variationnelle (3.6)
est celle du probleme de minimisation suivant voir [52].
trouver u
h
2 K
h
telle que
J(u
h
)  J(v
h
) 8v
h
2 K
h
(3.7)
ou J(v) =
1
2
a(v; v) 
Z
D
N v dx.
Le probleme (3.7) se ramene a un probleme de programmation quadratique dans R
n
h
[52],
ou n
h
est le nombre d'inconnues du probleme (3.7).
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Soit (w
i
)
i=1;::: ;n
h
une base d'elements nis, alors
J(v
h
) =
1
2
V
h
T
A
h
V
h
  V
h
T
 f
h
;
ou A
h
est la matrice de rigidite liee a la forme bilineaire a(; ),V
h
2 R
n
h
tel que V
h
= fv
hj
g
1jn
h
et f
h
=

Z
D
N w
j
dx

1jn
h
ou v
hj
= v
h
(p
j
) valeur de v au nud p
j
pour 1  j  n
h
.
Pour resoudre le probleme (3.7), nous pouvons utiliser l'algorithme de sur-relaxation deni
comme suit [52].

Etant donne U
0
dans K
h
, nous determinons U
n+1
a partir de U
n
comme suit
1. Soit u
n+1=2
i
la solution du probleme
@J
h
@v
i
(u
n+1
1
; : : : ; u
n+1
i 1
; u
n+1=2
i
; u
n
i+1
; : : : ; u
n
N(h)
) = 0;
2. Puis on determine u
n+1
i
par
u
c
= min(V
1
; (1  !)u
n
i
+ !u
n+1=2
i
);
u
n+1
i
= max(V
2
; u
c
):
L'avantage des inequations variationnelles est de travailler sur un domaine xe et donc un
maillage xe ce qui necessite un seul stockage de la matrice A
h
. Un inconvenient majeur de
l'utilisation des inequations variationnelles est que la frontiere libre n'est pas determinee direc-
tement, nous ne pouvons pas la determiner d'une facon tres precise. Le moyen le plus simple
pour la determiner ici est la comparaison avec les obstacles. Comme la zone de depletion est
petite par rapport au domaine xe, un maillage tres n est necessaire pour identier les fron-
tieres libres, ceci est un autre inconvenient. Pour eviter ce probleme, nous proposons dans ce
qui suit des methodes qui permettent d'identier directement la frontiere libre m^eme avec des
maillages grossiers. Nous nous interessons desormais a l'identication des frontieres libres  
1
et
 
2
du probleme (3.2).
3.2 Parametrisation et formulation du probleme
Nous commencons par donner une parametrisation du domaine 
 par des fonctions  et 
de classes C
0;1
(
).
Nous considerons la parametrisation suivante du domaine 


(; ) =
(
(x; y) 2 R
2
: 0 < y < 1; (y) < x < (y) pour tout y 2 [0; 1]
)
:
Notons  (; ) la frontiere du domaine 
(; ) et
 
1
() =
(
(x; y) 2 R
2
: x = (y); 0  y  1
)
  (; );
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 
2
() =
(
(x; y) 2 R
2
: x = (y); 0  y  1
)
  (; )
ou les fonctions parametrisantes  et  sont des elements de l'ensemble des fonctions admissibles
note U
ad
deni de la facon suivante
U
ad
=
(
(; ) 2
 
C
0;1
[0; 1]

2
; a
1
 (y)  a
2
< a
3
 (y)  a
4
8 y 2 [0; 1];
Z

(;)
N(x; y) dxdy = 0; j(y)  (y)j  a
5
jy   yj;
j(y)  (y)j  a
6
jy   yj 8 y; y 2 [0; 1]
)
ou a
1
; :::; a
6
sont des constantes donnees.
Alors le probleme (3.2) s'ecrit
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
 u = N dans 
(; );
u = V
1
sur  
1
();
u = V
2
sur  
2
();
@u
@
= 0 sur  (; ):
(3.8)
Notons que les inconnues de ce probleme sont le potentiel u et les deux frontieres  
1
() et  
2
().
Ce probleme est forme d'une equation de Poisson dans 
(; ), une condition de Neumann sur
tout le bord  (; ) de 
(; ) et deux conditions de Dirichlet sur  
1
() et  
2
(). Nous allons
donner une formulation variationnelle du probleme de Neumann extrait du probleme (3.8). Pour
ceci, nous considerons le probleme d'inconnue u suivant.
8
>
>
<
>
>
:
 u = N dans 
(; );
@u
@
= 0 sur  (; ):
Soit v 2 H
1
(
(; )), multiplions  u par v et une integration par partie nous donne
Z

(;)
ru  rv dx =
Z

(;)
N v dx:
Alors une formulation faible du probleme (3.8) s'ecrit
8
>
>
>
>
>
<
>
>
>
>
:
Z

(;)
ru  rv dx =
Z

(;)
N v dx 8 v 2 H
1
(
(; ));
u = V
1
sur  
1
();
u = V
2
sur  
2
():
(3.9)
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Nous nous interessons dans la section suivante a ecrire le probleme approche associe au probleme
(3.9).
3.3 Approximation par elements nis
Nous presentons une discretisation du probleme (3.9) a l'aide de la methode des elements
nis et nous donnons le syteme algebrique qui resulte de cette approximation. Soit h > 0 un
parametre de discretisation et considerons 0 = y
0
< y
1
< ::: < y
m(h)
= 1 une subdivision de
[0; 1] telle que max
1jm(h)
jy
j
  y
j 1
j  h.
Soit U
h
ad
l'ensemble des fonctions admissibles approche, deni par
U
h
ad
=

(
h
; 
h
) : 
h
; 
h
2 C
0
(0; 1); 
h
; 
h
polyn^omiales par morceaux de degre 1;
a
1
 
h
(y)  a
2
< a
3
 
h
(y)  a
4
8y 2 [0; 1];
Z

(
h
;
h
)
N dxdy = 0;
j
h
(y
j
)  
h
(y
j 1
)j  a
5
jy
j
  y
j 1
j; j
h
(y
j
)  
h
(y
j 1
)j  a
6
jy
j
  y
j 1
j j = 1; :::; m(h)

ou a
1
  a
6
sont des constantes. Soient  
1
(
h
) et  
2
(
h
) les parties lineaires par morceaux
approchant respectivement  
1
() et  
2
(). Nous notons par

(
h
; 
h
) =
n
(x; y) 2 R
2
: 0 < y < 1 
h
(y) < x < 
h
(y)
o
le domaine polygonal deni par les fonctions 
h
et 
h
.
Considerons T
h
(
h
; 
h
) une triangulation de 
(
h
; 
h
) telle que

(
h
; 
h
) =
[
T2T
h
(
h
;
h
)
T
ou les triangles T sont supposes non degeneres. T
h
(
h
; 
h
) verie les proprietes (3.5).
Nous supposons que la famille de triangulation T
h
(
h
; 
h
) est reguliere et qu'elle verie les
conditions de regularite (voir [115]) suivantes
- Pour chaque h > 0 xe, T
h
(
h
; 
h
) depend contin^ument de (
h
; 
h
) 2 U
h
ad
.
- Pour chaque h > 0 xe, T
h
(
h
; 
h
) sont topologiquement equivalentes pour (
h
; 
h
) 2 U
h
ad
,
i.e. le nombre de nuds de T
h
(
h
; 
h
) est le m^eme pour tout (
h
; 
h
) 2 U
h
ad
et les nuds ont le
m^eme voisinage.
- La famille fT
h
(
h
; 
h
)g est uniformement reguliere par rapport a h et (
h
; 
h
) 2 U
h
ad
i.e.
il existe une constante 
0
> 0 telle que
(h; 
h
; 
h
)  
0
8 h > 0; 8 (
h
; 
h
) 2 U
h
ad
ou (h; 
h
; 
h
) est le plus petit angle interieur de tous les triangles T
h
(
h
; 
h
).
Nous associons a T
h
(
h
; 
h
) l'espace des elements nis usuel suivant
X
h
(
(
h
; 
h
)) =
n
v
h
2 C
0
(
(
h
; 
h
)); v
h
j
T
2 P
1
(T ); 8T 2 T
h
(
h
; 
h
)
o
:
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Alors le probleme approche associe au probleme (3.9) est
8
>
>
>
>
>
<
>
>
>
>
>
:
Z

(
h
;
h
)
ru
h
 rv
h
dx =
Z

(
h
;
h
)
N v
h
dx; 8 v
h
2 X
h
(
(
h
; 
h
));
u
h
= V
1
sur  
1
(
h
);
u
h
= V
2
sur  
2
(
h
):
(3.10)
Nous nous interessons maintenant a la discretisation du probleme (3.10). Posons 
j
= 
h
(y
j
) et

j
= 
h
(y
j
), j = 0; 1; :::;m(h), alors U
h
ad
s'identie a
U
h
=

(; ) :  = (
0
; :::; 
m(h)
)
T
2 R
m(h)+1
;  = (
0
; :::; 
m(h)
)
T
2 R
m(h)+1
;
a
1
 
j
 a
2
< a
3
 
j
 a
4
8 j = 0; :::; m(h);
Z


h
(
h
;
h
)
N(x; y) dxdy = 0
j
j
  
j 1
j  a
5
jy
j
  y
j 1
j; j
j
  
j 1
j  a
6
jy
j
  y
j 1
j j = 1; :::; m(h)

:
Supposons que le maillage de 
(
h
; 
h
) soit uniforme dans la direction (Oy), avec un pas de
discretisation h
y
= 1=m tandis que dans la direction (Ox), a chaque niveau de y, nous denissons
un pas de discretisation h
x;j
= (
j
 
j
)=n au niveau y
j
; j = 1; m+1 alors n(h) = (n+1)(m+1).
Designons par 
i
; 1  i  n(h), les fonctions de X
h
(
(
h
; 
h
)) veriant

i
(b
j
) = 
ij
1  i; j  n(h)
ou 
ij
est le symbole de Kronecker et b
j
; 1  j  n(h), sont les nuds de la triangulation
T
h
(
h
; 
h
) tels que b
j
2 
(
h
; 
h
).
Alors (
1
; :::; 
n(h)
) est une base de X
h
(
(
h
; 
h
)). D'ou tout element v
h
2 X
h
(
(
h
; 
h
))
s'ecrit
v
h
=
n(h)
X
j=1
v
h
(b
j
)
j
=
n(h)
X
j=1
v
j

j
ou v
j
= v
h
(b
j
) et v
h
est un vecteur de R
n(h)
.
Le probleme discretise s'ecrit
trouver  = (
1
; :::; 
m+1
)
T
;  = (
1
; :::; 
m+1
)
T
2 R
m+1
et u = (u
1
; :::; u
n(h)
)
T
2 R
n(h)
tels
que
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
:
P
n(h)
j=1
u
j
Z


h
(;)
r
j
 r
l
dxdy =
Z


h
(
h
;
h
)
N
l
dxdy l = 1; :::; n(h); (3:11 i)
n(h)
X
j=1
u
j

j
(
l
) = V
1
l = 1; : : : ; m+ 1; (3:11 ii)
n(h)
X
j=1
u
j

j
(
l
) = V
2
l = 1; : : : ; m+ 1: (3:11 iii)
(3.11)
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Comme les vecteurs  et  sont aussi inconnus, le systeme algebrique (3.11) est non-lineaire.
Dans la section suivante, nous donnons des algorithmes permettant de resoudre le probleme
(3.11).
3.4 Description des methodes de resolution
Nous exposons deux methodes de resolution du probleme (3.11). Une premiere methode
consiste a ecrire (3.11) sous la forme F (U) = 0 ou U = (u; ; )
T
. En se donnant un vecteur
initial U
0
= (u
0
; 
0
; 
0
)
T
, nous pouvons calculer une approximation U
k
en utilisant des methodes
de type Quasi-Newton. Le test d'arr^et le plus naturel est
jU
k+1
  U
k
j
1
< ;
ou jU j
1
= max
1jm+1
jU
j
j et  est la precision desiree. Comme notre but principal est de
calculer  et , nous adoptons le test d'arr^et suivant
j
k+1
  
k
j
1
+ j
k+1
  
k
j
1
< ; (3.12)
ou jj
1
= max
1jM+1
j
j
j. Nous montrons numeriquement que ce test est susant. La pre-
miere methode est donnee dans l'algorithme suivant
Algorithme 3.1
1. u
0
; 
0
; 
0
donnees, k = 0
2. Trouver (u
k
; 
k
; 
k
) solution de (3.11 i)-(3.11 iii)
3. Si le test (3.12) est satisfait aller a 5
4. k = k + 1 aller a 2
5. Trouver u
k
solution de (3.11 i) dans 
(
k
; 
k
).
Nous utilisons la methode de Broyden [22]. Cette methode evite le calcul de la matrice jacobienne
a chaque iteration. Elle remplace l'evaluation de l'inverse de la matrice jacobienne par une mise
a jour de la precedente approximation. Nous comparons le resultat de cet algorithme avec une
variante de l'algorithme propose par Eirola et Nevanlinna [34]. Les deux algorithmes de Quasi-
Newton utilises sont les suivants.
Algorithme 3.2
Methode de Broyden (MB)
Initialisation: u
0
; H
0
arbitraires,
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Pour k = 0,1,2,...:
p
k
=  H
k
F (u
k
);
u
k+1
= u
k
+ p
k
;
q
k
= F (u
k+1
)  F (u
k
);
f
k
= H
T
k
p
k
;
H
k+1
= H
k
+
(p
k
 H
k
q
k
)f
T
k
f
T
k
q
k
;
n.
Algorithme 3.3
Methode EN (MEN)
Initialisation: u
0
; H
0
arbitraires,
Pour k = 0,1,2,...:
p
k
=  H
k
F (u
k
);
q
k
= F (u
k
+ p
k
)  F (u
k
);
f
k
= H
T
k
p
k
;
H
k+1
= H
k
+
(p
k
 H
k
q
k
)f
T
k
f
T
k
q
k
;
~p
k
=  H
k+1
F (u
k
);
u
k+1
= u
k
+ ~p
k
;
n.
Notons que la nouvelle approximation H
k+1
de l'inverse de la matrice jacobienne est utilisee
dans l'Algorithme 3.3 pour evaluer le vecteur direction ~p
k
. Dans l'Algorithme 3.2, H
k
evalue le
vecteur direction p
k
.
La deuxieme methode est basee sur le decouplage de la partie du systeme algebrique (3.11)
contenant les valeurs du potentiel (3.11 i) de la partie contenant les nuds de la frontiere libre
(3.11 ii) et (3.11 iii) qui peut s'ecrire sous la forme G(; ) = 0. Ceci ramene le probleme a la
resolution d'une facon alternative d'un probleme lineaire et d'un probleme non-lineaire dont la
dimension est tres inferieure a celle du probleme de depart. Ce decouplage introduit une diculte,
la matrice jacobienne n'est pas disponible puisque le systeme ne s'ecrit qu'implicitement en
fonction des inconnues. L'algorithme correspondant a cette methode est le suivant.
Algorithme 3.4
1. 
0
; 
0
donnees, k = 0
2. Trouver u
k
solution de (3.11 i) dans 
(
k
; 
k
)
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3. Trouver (
k+1
; 
k+1
) solution de (3.11 ii)-(3.11 iii)
4. Si le test (3.12) est satisfait n
5. k = k + 1 aller a 2
Remarque 3.1
Pour la premiere methode F (U) = 0, la methode de Newton peut ^etre utilisee car la matrice
jacobienne peut se calculer tandis que dans la seconde methode, nous ne pouvons pas calculer cette
matrice puisque G(; ) est determinee implicitement par la resolution d'un systeme lineaire.
L'utilisation de l'Algorithme 3.4 revient a l'approximation de l'equation de Poisson assujetie a
l'une des conditions aux limites sur  
1
[  
2
(condition de Neumann dans l'Algorithme 3.4), et
la condition de Neumann sur le reste du bord suivi par la resolution d'un probleme non-lineaire
ecrit en fonction de l'autre condition aux limites sur  
1
[  
2
ou les inconnues sont les nuds
des frontieres libres. La resolution du systeme non-lineaire necessite uniquement la valeur de u
ou de sa derivee normale sur  
1
[  
2
et non les valeurs de u a l'interieur de 
. Nous pouvons
obtenir ces valeurs en utilisant une formulation en equations integrales et une approximation
par elements frontieres. Nous allons developper cette idee dans la section suivante.
3.5

Equations integrales, elements frontieres
L'Algorithme 3.4 est une forme d'approximation du probleme (3.8) qui fait appara^tre le
decouplage de la condition aux limites. Une ecriture de ce probleme est
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
 u = N dans 
(; );
@u
@
= 0 sur @
 n ( 
1
() [  
2
());
u = V
1
sur  
1
();
u = V
2
sur  
2
();
@u
@
= 0 sur  
1
();
@u
@
= 0 sur  
2
():
(3.13)
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Cette ecriture suggere un autre algorithme ou l'etape 2 de l'Algorithme 3.4 est remplacee par
une approximation de
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
 u = N dans 
(; );
@u
@
= 0 sur @
 n ( 
1
() [  
2
());
u = V
1
sur  
1
();
u = V
2
sur  
2
():
(3.14)
L'etape 3 est remplacee par la resolution du probleme
8
>
>
<
>
>
:
@u
@
= 0 sur  
1
();
@u
@
= 0 sur  
2
():
(3.15)
Notons que dans les deux cas, les valeurs de u ou
@u
@
sur les frontieres sont obtenues implicitement
a partir de la resolution d'un probleme aux limites du type
8
>
>
>
>
<
>
>
>
>
:
 v = f dans 
;
@v
@
= 0 sur @

N
;
v = v
d
sur @

D
:
(3.16)
Nous exposons dans ce qui suit la formulation par equations integrales qui permet d'obtenir v
et
@v
@
sur le bord sans faire de discretisation du domaine. Considerons le probleme dans une
forme generale, avec condition de Neumann non homogene, alors le probleme est
trouver w tel que
8
>
>
>
>
<
>
>
>
>
:
 w = f dans 
;
w = w
D
sur @

D
;
@w
@
= w
N
sur @

N
(3.17)
ou le bord de 
 est @
 = @ 

D
[ @ 

N
.
Nous commencons par decrire la methode des equations integrales. Le principe de cette
methode est base sur la recherche d'une solution elementaire, ou fonction de Green, de l'operateur
Laplace. En dimension 2, nous avons
Z



y
log jx  yjw(y) dy =
8
>
<
>
:
2w(x) si x 2 
;
(x)w(x) si x 2 @
;
0 si x 2 R
2
n 
;
(3.18)
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ou x = (x
1
; x
2
), y = (y
1
; y
2
) et jx  yj = ((x
1
  y
1
)
2
+ (x
2
  y
2
)
2
)
1=2
et (x) est l'angle solide.
An de donner une representation integrale du probleme (3.17). Rappelons d'abord que pour
un champ W assez regulier, nous avons
Z
@

W (y)  
y
ds
y
=
Z


r W (y)dy; (3.19)
ou 
y
est le vecteur unitaire normal a @
 en y.
Soit x 2 R
2
, posons dans (3.19) W = wr log jx  j, alors de (3.19) decoule
Z
@

w(y)r
y
log jx  yj  
y
ds
y
=
Z


r
y
 (w(y)r log jx  yj) dy:
D'ou
Z
@

w(y)
@ log jx  yj
@
y
ds
y
=
Z


r
y
w(y)  r
y
log jx  yj dy +
Z


w(y)
y
log jx  yj dy: (3.20)
En appliquant (3.19) cette fois-ci au champs W = log jx  jrw, nous obtenons
Z
@

log jx  yj
@w(y)
@
y
ds
y
=
Z


r
y
w(y)  r
y
log jx  yj dy +
Z


log jx  yj
y
w(y) dy: (3.21)
En soustrayant (3.20) de (3.21), il vient
Z
@


w(y)
@ log jx  yj
@
y
  log jx  yj
@w(y)
@
y

ds
y
=
Z


w(y)
y
log jx yj dy 
Z


f(y) log jx yj dy:
D'apres l'egalite (3.18), cette derniere egalite devient
Z
@


w(y)
@ log jx  yj
@
y
  log jx  yj
@w(y)
@
y

ds
y
+
Z


f(y) log jx  yj dy
=
8
>
<
>
:
2w(x) si x 2 
;
(x)w(x) si x 2 @
;
0 si x 2 R
2
n 
:
(3.22)
Considerons x 2 @
, alors (3.22) s'ecrit
(x)w(x) =
Z
@


w(y)
@ log jx  yj
@
y
  log jx  yj
@w(y)
@
y

ds
y
+
Z


f(y) log jx  yj dy: (3.23)
Cette equation est appelee representation ou equation integrale de w sur @
 et nous nous
interessons maintenant a sa discretisation. La discretisation par elements de frontiere consiste
a subdiviser la frontiere du domaine 
 en un nombre ni d'elements. Nous allons donner une
approximation de (3.23). Nous supposons que les nuds sont les milieux de chaque element et
que les valeurs de w et de
@w
@
sont constantes sur chaque element. La frontiere est subdivisee
en n elements c'est a dire @
 = [
n
j=1
 
j
. Sur chaque element  
j
les valeurs de w et de
@w
@
sont
constantes. Alors (3.23) s'ecrit
(x)w(i) =
n
X
j=1
w(j)
Z
 
j
@ log jx(i)  yj
@
y
ds
y
 
n
X
j=1
q
j
Z
 
j
log jx(i)  yj ds
y
+ d(i) (3.24)
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element
noeud
Fig. 3.2:

Element constant
ou q
j
=

@w
@
y

(j) et d(i) =
Z


f(y] log jx(i)  yj dy.
Dans le cas d'elements constants, la valeur de w et celle de
@w
@
sont supposees constantes
sur chaque element et egales a la valeur au point milieu de l'element. Les points extr^emes sont
utilises simplement pour determiner la geometrie du domaine.
Notons par u
j
la valeur de u associee a l'element j,
q

=
@ log jx  yj
@
y
et u

= log jx  yj:
alors (3.24) devient

i
w
i
+
j=n
X
j=1
w
j
Z
 
j
q

ds =
j=n
X
j=1
q
j
Z
 
j
u

ds+ d(i): (3.25)
Remarquons que nous avons deux integrales a calculer sur chaque element i.e.
Z
 
j
q
?
d  et
Z
 
j
u
?
d .
Ces integrales sont reliees au nud x(i) ou la solution fondamentale est appliquee a chaque
nuds y(j). Pour ceci, nous posons
H
ij
=
Z
 
j
q
?
ds et G
ij
=
Z
 
j
u

ds:
Alors (3.25) s'ecrit

i
w
i
+
j=n
X
j=1
H
ij
w
j
=
j=n
X
j=1
G
ij
q
j
+ d(i): (3.26)
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En posant H
ij
= H
ij
+ 
i

ij
ou  denote le symbole de Kronecker, (3.26) devient alors
j=n
X
j=1
H
ij
w
j
=
j=n
X
j=1
G
ij
q
j
+ d(i): (3.27)
Nous obtenons alors un systeme d'equations resultant de l'application de (3.27) a chaque element
de la frontiere, que nous ecrivons sous la forme matricielle
Hw = Gq + d; (3.28)
ou H et G sont deux matrices carrees d'ordre n et u et q sont deux vecteurs de R
n
. Notons que
n
1
valeurs de u et n
2
valeurs de q sont connues sur  
1
et  
2
respectivement (n
1
+ n
2
= n), alors
il y a n inconnues dans le systeme d'equations (3.28).
An d'introduire les conditions aux limites du probleme (3.17), nous pouvons rearranger le
systeme en deplacant les colonnes de H et G d'un membre a l'autre de l'egalite (3.28) et en
regroupant toutes les inconnues dans le premier membre, alors nous obtenons le systeme
AX = Y; (3.29)
ou X est le vecteur contenant les valeurs inconnues de w et q sur la frontiere, et Y est calcule
en multilpliant les colonnes correspondantes de H et G par les valeurs connues de w et q.
L'equation (3.29) peut maintenant ^etre resolue et toutes les valeurs sur le bord domaine seront
connues. Ceci nous permet de calculer la solution a l'interieur du domaine 
 ou ses derivees.
La valeur de w est calculee en chaque point interne en utilisant la formule (3.22). Apres avoir
discretise cette formule, nous obtenons que
w
i
=
j=n
X
j=1
G
ij
q
j
 
j=n
X
j=1
H
ij
w
j
+ d(i):
Les ccients G
ij
et H
ij
sont recalcules a nouveau pour chaque dierents points internes. La
valeur du ux interne est donnee par

@u
@x

i
=
Z
 
q
@u
?
@x
d  
Z
 
u
@q
?
@x
d ;

@u
@y

i
=
Z
 
q
@u
?
@y
d  
Z
 
u
@q
?
@y
d :

Evaluation des integrales
Les ccients G
ij
etH
ij
qui appara^ssent dans les expressions precedentes peuvent ^etre calcules
en utilisant une formule d'integration numerique (par exemple quadrature de Gauss) pour le cas
i 6= j. Dans le cas ou i et j sont sur le m^eme element (i.e. i = j) la singularite de la solution
fondamentale necessite un traitement specique. Pour le cas d'elements constants, les ccients
G
ii
et H
ii
se calculent analytiquement, le terme H
ii
est identiquement nul, puisque  le vecteur
normal est perpendiculaire au vecteur ~r,voir Figure 3.3
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 =  1
l
l=2l=2
 = 1
 = 0
 
(2)(1)
Fig. 3.3: Coordonnees d'element
i:e H
ii
=
Z
 
i
q
?
d  =
Z
 
i
@u

@r
@r
@
d  = 0
G
ii
=
Z
 
i
u

d  =
Z
 
i
ln(
1
r
) d :
Pour integrer cette expression, nous utilisons le changement de variable suivant
r =
l
2
; d  = dr =
l
2
d
ou l est la longueur de l'element. Alors
G
ii
=
Z
(2)
(1)
ln

1
r

d  = 2
Z
(2)
noeud i
ln

1
r

dr
= l
Z
1
0
ln

2
l 

d = l

ln

2
l

+
Z
1
0
ln

1


d

:
La derniere integrale vaut 1, par suite
G
ii
= l

ln

2
l

+ 1

:
Nous exposons, dans la section suivante, des resultats numeriques en utilisant les formulations
decrites auparavant.
3.6 Resultats numeriques
3.6.1 Cas 1 D
Trouver (; ) et u telles que
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
 u
00
= N dans (; )
u() = V
1
u() = V
2
u
0
() = u
0
() = 0
(3.30)
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Le systeme algebrique (3.11) associe au probleme (3.30) d'inconnue
U = (u
1
; :::; u
n+1
; ; )
T
2 R
n+3
s'ecrit
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
n+1
X
j=1
u
j
Z


d
j
dx
d
k
dx
=
Z


N(x)
k
(x) dx k = 1; :::; n+ 1
n+1
X
j=1
u
j

j
() = V
1
n+1
X
j=1
u
j

j
() = V
2
(3.31)
Notons que le pas de discretisation h et les nuds x
1
; :::; x
n+1
dependent de [; ], h = h(; ) =
(   )=n et les fonctions 
j
(j = 1; :::; n+ 1) sont donnees par

j
(x) =
8
>
>
<
>
>
:
x  x
j 1
h
si x
j 1
 x  x
j
;
x
j+1
  x
h
si x
j
 x  x
j+1
:
Alors le systeme algebrique (3.31) devient
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
u
1
= V
1
;
1
h
(u
1
  u
2
) =
h
2
N

x
1
+ x
2
2

;
1
h
( u
j 1
+ 2u
j
  u
j+1
) =
h
2

N

x
j 1
+ x
j
2

+N

x
j
+ x
j+1
2

j = 2; : : : ; n;
1
h
( u
n
+ u
n+1
) =
h
2
N

x
n
+ x
n+1
2

;
u
n+1
= V
2
:
(3.32)
Nous allons resoudre ce probleme dans le cas d'une jonction lineaire et dans le cas d'une jonction
abrupte.
3.6.1.1 Jonction lineaire
Nous presentons, dans cette section, des resultats numeriques dans le cas d'une jonction
lineaire en equilibre thermique avec V
1
=  V
2
et N(x) = a x. Les resultats sont obtenus pour
V
2
= 2 et a = 6, ce qui correspond a un potentiel u(x) = x(3  x
2
) et  =   = 1.
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N  
0
et 
0
Tol B-iter CPU   
16 1.5 10
 5
65 7.90 1.001217 1.001600
16 1.5 10
 6
199 33.51 1.001363 1.001295
16 1.5 10
 8
876 36.91 1.001363 1.001295
32 1.5 10
 5
112 137.24 1.000828 0.999844
32 1.5 10
 6
226 389.94 1.000070 1.000460
32 1.5 10
 8
2272 411.43 1.000070 1.000460
Tab. 3.1: Methode de Broyden pour l'Algorithme 3.1
L'Algorithme 3.1 necessite une donnee initiale u
0
, nous prenons alors u
0
une fonction lineaire
veriant u
0
(
0
) = V
2
et u
0
(
0
) = V
1
. Nous presentons le nombre d'iterations pour chaque
algorithme, le temps CPU et les valeurs calculees de  et  pour dierentes valeurs de 
0
et 
0
.
Dans les Tableaux 3.1-3.8, nous presentons le nombre de noeuds, l'estime initial 
0
et 
0
, le
nombre d'iterations, le temps CPU et les valeurs calculees de  et  pour chaque algorithmes.
Dans les Tableaux 3.1, 3.2, 3.4 et 3.6, nous posons 
0
=  1:5 et 
0
= 1:5. Nous nous interessons
a l'eet de la precision Tol dans le test d'arr^et (3.12). Ces derniers tableaux montrent que le
nombre d'iterations et le temps CPU augmentent quand on diminue la valeur de Tol, et que
les valeurs calculees de  et  avec Tol = 10
 5
ne dierent guere de celles calculees pour les
autres valeurs de Tol. Dorenavant, nous posons Tol = 10
 5
. Regardons l'eet de l'estime initial

0
et de 
0
sur la convergence. Les Tableaux 3.3, 3.4, 3.7 et 3.8 montrent que si on est loin de
la solution la convergence est lente pour les choix de 
0
et de 
0
suivants
(CH
1
)  
0
= 
0
= 2
(CH
2
)  
0
= 
0
= 1:5
(CH
3
)  
0
= 
0
= 0:5:
En eet, dans le choix (CH
1
) les valeurs calculees de  et  traversent, a une iteration precise,
les valeurs du choix (CH
2
). Dans (CH
2
) et (CH
3
), la distance separant 
0
et 
0
de  et  est
la m^eme et le domaine de (CH
2
) contient ( 1; 1) et celui de (CH
3
) est contenu dans ( 1; 1).
Les Tableaux 3.3 et 3.4 illustrent la rapidite de la methode EN par rapport a la methode
de Broyden en utilisant l'algorithme 3.1. Les resultats correspondants de l'algorithme 3.4 sont
rassembles dans les Tableaux 3.7 et 3.8. Nous constatons aussi que la methode EN est plus
rapide que la methode de Broyden en utilisant l'algorithme 3.4. La gure 3.4 met en evidence
cette rapidite de convergence puisque la courbe du residuel en fonction du nombre d'iterations
de l'algorithme 3.4 avec la methode de Broyden est au dessus de celle de cet algorithme avec la
methode EN pour Tol = 10
 5
et  
0
= 
0
= 2. Pour ceci, les resultats numerique, que nous
allons donner dans la suite, utilisent l'Algorithme 3.4 et la methode EN.
3.6.1.2 Jonction abrupte
Dans cette section, nous testons deux exemples dans le cas ou le dopage N presente une
discontinuite a la jonction. Nous utilisons l'algorithme 3.4 avec la methode EN pour V
1
= 0 et
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N  
0
et 
0
Tol EN-iter CPU   
16 1.5 10
 5
44 0.24 1.001304 1.001306
16 1.5 10
 6
47 0.26 1.001305 1.001305
16 1.5 10
 8
51 0.28 1.001305 1.001305
32 1.5 10
 5
92 1.66 1.000338 1.000310
32 1.5 10
 6
95 1.71 1.000325 1.000325
32 1.5 10
 8
101 1.82 1.000325 1.000325
Tab. 3.2: Methode EN pour l'Algorithme 3.1
N  
0
et 
0
B-iter CPU   
16 0.5 75 8.92 1.001727 1.001306
16 1.5 65 7.90 1.001217 1.001600
16 2 168 33.29 1.001364 1.001295
32 0.5 128 195.87 1.0011598 0.999867
32 1.5 112 137.24 1.000828 0.999844
32 2 222 380.36 1.000070 1.000460
Tab. 3.3: Methode de Broyden pour l'Algorithme 3.1 avec Tol = 10
 5
N  
0
et 
0
EN-iter CPU   
16 0.5 40 0.22 1.001300 1.001301
16 1.5 44 0.24 1.001304 1.001306
16 2 46 0.25 1.001298 1.001303
32 0.5 84 1.52 1.000325 1.000325
32 1.5 92 1.66 1.000338 1.000310
32 2 98 1.77 1.000329 1.000322
Tab. 3.4: Methode EN pour l'Algorithme 3.1 avec Tol = 10
 5
N  
0
et 
0
Tol B-iter CPU   
16 1.5 10
 5
22 0.0228 0.997418 0.997418
16 1.5 10
 6
27 0.0251 0.997410 0.997410
16 1.5 10
 8
36 0.0288 0.997409 0.997409
32 1.5 10
 5
24 0.0326 0.999362 0.999361
32 1.5 10
 6
29 0.0447 0.999350 0.999350
32 1.5 10
 8
39 0.0449 0.999350 0.999349
Tab. 3.5: Methode de Broyden pour l'Algorithme 3.4
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N  
0
et 
0
Tol EN-iter CPU   
16 1.5 10
 5
14 0.0208 0.997416 0.997416
16 1.5 10
 6
17 0.0230 0.997409 0.997409
16 1.5 10
 8
22 0.0269 0.997409 0.997409
32 1.5 10
 5
15 0.0394 0.999358 0.999357
32 1.5 10
 6
18 0.0329 0.999350 0.999350
32 1.5 10
 8
24 0.0403 0.999340 0.999349
Tab. 3.6: Methode EN pour l'Algorithme 3.4
N  
0
et 
0
B-iter CPU   
16 0.5 24 0.0236 0.997418 0.997418
16 1.5 22 0.0228 0.997418 0.997418
16 2 28 0.0247 0.997410 0.997411
32 0.5 23 0.0315 0.999359 0.999358
32 1.5 24 0.0326 0.999362 0.999361
32 2 23 0.0326 0.999361 0.999361
Tab. 3.7: Methode de Broyden pour l'Algorithme 3.4 avec Tol = 10
 5
N  
0
et 
0
EN-iter CPU   
16 0.5 15 0.0226 0.997414 0.997414
16 1.5 14 0.0208 0.997416 0.997416
16 2 16 0.0245 1.006193 1.003675
32 0.5 14 0.0280 0.999357 0.999356
32 1.5 15 0.0294 0.999358 0.999357
32 2 15 0.0286 0.999356 0.999355
Tab. 3.8: Methode EN pour l'Algorithme 3.4 avec Tol = 10
 5
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Fig. 3.4: Comparaison de convergence de MB et MEN pour l'Algorithme 3.4.
dierents potentiels V
2
.
Le premier exemple consiste a prendre comme dopage la fonction
N(x) =
(
10
17
 < x < 0
 10
17
0 < x < :
Le Tableau 3.9 montre que la zone de depletion est d'autant plus grande que le potentiel V
2
est
grand. La Figure 3.5 donnent le comportement du potentiel dans la zone de depletion.
V  (nm) (nm)
1 3:7 2:
5 7:8 6:
10 9:4 10:
100 31:9 30:
Tab. 3.9: Valeurs de  et  pour N
D
= 10
17
et N
A
= 10
17
Dans le deuxieme exemple, nous prenons N(x) =
(
10
8
 < x < 0
 10
10
0 < x < :
. Le dopage est dierent
dans les deux regions. Le Tableau 3.10 montre que jj est superieur a  et nous avons represente
le potentiel calcule dans la gure 3.6. Nous constatons aussi que la zone de depletion cro^t en
fonction du potentiel V
2
. Les resultats des deux exemples valident numeriquement la relation
theorique jN
A
j = jN
D
j [119] ou N
A
et N
D
sont les valeurs du dopage N respectivement dans
(; 0) et (0; ).
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Fig. 3.5: Potentiel u en fonction de la position pour N
D
= 10
17
et N
A
= 10
17
V  (m) (m)
1 140 19:9
10 440 19:9
50 1000 20
Tab. 3.10: Valeurs de  et  pour N
D
= 10
10
et N
A
= 10
8
3.6.2 Validation numerique en dimension 2
En se placant dans le cas d'une jonction pn symetrique, le probleme se reduit a l'identication
d'une seule frontiere. Considerons le probleme
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
 u = N dans 
;
@u
@
= 0 sur @
 n  
2
;
u = g
1
sur  
1
;
u = g
2
sur  
2
ou le domaine 
 est donne par

 =
n
(x; y) 2 R
2
: 0 < y < 1 0 < x < (y)
o
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Fig. 3.6: Potentiel u en fonction de la position pour N
D
= 10
8
et N
A
= 10
10
.
avec  une fonction denie sur [0; 1] par
(y) =
(y   1)
2
+ 1
2
;
les frontiere  
2
et  
1
sont donnees par
 
2
= f(0; y) : 0  y  1g
 
1
= f(x; y) : 0  y  1 x = (y)g
et
@
 =  
1
[ f(x; 0) : 0  x  (0)g [ f(x; 1) : 0  x  (1)g [  
2
:
Considerons
N(x; y) = 16(2y 1)y(y 1)
2
(2x (y 1)
2
 1) 8y
2
(y 1)
2
 (12y(y 1)+2)(2x (y 1)
2
 1)
2
:
g
2
(0; y) = y
2
(y   1)
2
((y   1)
2
+ 1)
2
et g
1
((y); y) = 0:
Alors une solution u associee a ces donnees est denie par
u(x; y) = y
2
(y   1)
2
(2x  (y   1)
2
  1)
2
:
Notre but principal est de reconstruire la frontiere  
1
.
En prenant un domaine initial 

0
de la forme


0
=
n
(x; y) 2 R
2
: 0 < y < 1; 0 < x < 1:5
o
:
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Fig. 3.7: Frontiere exacte et Frontiere optimale par approximation elements nis
Nous avons represente dans la Figure 3.7, la frontiere exacte et la frontiere calculee en utilisant
la methode EN et l'Algorithme 3.4 avec une approximation par elements nis. Au bout de
92 iterations, nous obtenons la frontiere calculee avec le test d'arr^et 3.12 et  = 10
 5
. Nous
constatons qu'il y'a un ecart de l'ordre de 0:15 entre la frontiere calculee et la frontiere exacte.
Pour les m^emes donnees et en utilisant une approximation par elements frontieres, au bout
de 111 iterations, nous obtenons la frontiere optimale represente dans la Figure 3.8.
En comparant les Figures 3.7 et 3.8, nous pouvons armer que l'approximation elements
frontieres donne une bonne approximation de la frontiere libre  
1
par rapport a l'approximation
elements nis. Dans le reste de nos tests, nous adoptons l'approximation par elements frontieres.
Considerons le probleme
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
 u = N dans 
;
@u
@
= h sur @
;
u = g
1
sur  
1
;
u = g
2
sur  
2
ou le domaine 
 est donne par

 =
n
(x; y) 2 R
2
:  1 < y < 1 (y) < x < (y)
o
avec  et  sont deux fonctions qui seront denies sur [ 1; 1] pour chaque test que nous allons
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Fig. 3.8: Frontiere exacte et Frontiere optimale par approximation elements frontieres
presenter. Les frontiere  
2
et  
1
sont donnees par
 
2
= f(x; y) :  1  y  1; x = (y)g
 
1
= f(x; y) :  1  y  1 x = (y)g
et
@
 =  
1
[  
2
[ f(x; 1) : ( 1)  x  ( 1)g [ f(x; 1) : (1)  x  (1)g :
Posons N = 0 et considerons u
ex
(x; y) = x
2
  y
2
.
h(x; y) =
@u
ex
@
(x; y) avec (x; y) 2 @
;
g
1
(x; y) = u
ex
(x; y) (x; y) 2  
1
; et g
2
(x; y) = u
ex
(x; y) (x; y) 2  
2
:
Dans le premier exemple, nous denissons  et  sur [ 1; 1] par
(y) =
y + 3
2
; (y) =  
y + 3
2
:
Nous nous interessons a reconstruire les deux frontieres  
1
et  
2
.
Nous avons represente dans la Figure 3.9, les formes du domaine. En prenant comme domaine
initial le rectangle [ 0:7; 0:7] [ 1; 1], au bout de 298 iterations, nous atteignons le domaine
optimal represente aussi dans la Figure 3.9. La Figure 3.10 montre la decroissance de l'erreur
absolue k 
1
   
iter
1
k
1
+ k 
2
   
iter
2
k
1
ou  
iter
1
et  
iter
2
sont les nouvelles frontieres calculees a
chaque iteration.
Dans le deuxieme exemple, nous considerons que
(y) =
(y + 1)
2
  8
4
et (y) =
8  (y + 1)
2
4
:
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Fig. 3.9: Forme du domaine du premier test
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Fig. 3.10: Erreur absolue des frontieres en
fonction du nombre d'iterations pour le pre-
mier test
Dans la Figure 3.11, nous reconstruisons les frontieres  
1
et  
2
qui delimittent le domaine
optimal. En partant d'un domaine initial [ 0:7; 0:7] [ 1; 1], au bout de 299 iterations, nous
aboutissons au domaine optimal. La Figure 3.12 montre la decroissance de l'erreur absolue des
frontieres libres en fonction du nombre d'iterations. Nous avons represente, dans la Figure 3.14,
le contour des isovaleurs de la solution calculee dans le domaine optimal. Nous constatons que
cette solution ne diere guere de la solution exacte representee dans la Figure 3.13.
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Fig. 3.11: Forme du domaine du deuxieme
test
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Fig. 3.12: Convergence de la frontiere
libre en fonction du nombre d'iterations du
deuxieme test
Dans le troisieme exemple, nous considerons que
(y) =
(y + 1)
2
+ 4
4
et (y) =
8  (y + 1)
2
4
:
Nous reconstruisons les frontieres libres  
1
et  
2
du domaine optimal. Nous avons represente
dans la Figure 3.15 le domaine optimal, exact et initial. Nous avons considere un domaine initial
egal a [ 0:7; 0:7] [ 1; 1], au bout de 299 iterations, nous aboutissons au domaine optimal. La
Figure 3.16 montre la decroissance de l'erreur absolue des frontieres libres en fonction du nombre
d'iterations. Nous avons represente, dans la Figure 3.17, la solution calculee dans le domaine
optimal. Cette gure et la Figure 3.18 montrent que nous avons une bonne approximation de la
solution dans le domaine optimal.
Dans le quatrieme exemple, nous considerons que
(y) =
p
1  y
2
+ 1 et (y) =
8  (y + 1)
2
4
:
Dans la Figure 3.19, nous reconstruisons les frontieres libres  
1
et  
2
et le domaine optimal.
En partant d'un domaine initial [ 0:7; 0:7] [ 1; 1], apres 597 iterations, nous obtenons une
approximation du domaine optimal. La Figure 3.20 montre la decroissance de l'erreur absolue
des frontieres libres en fonction du nombre d'iterations. Nous avons represente, dans la Figure
3.21, la dierence de la solution calculee dans le domaine optimal et la solution exacte. Cette
dierence est de l'ordre 10
 3
.
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Fig. 3.13: Contour des isovaleurs de la solution exacte du deuxieme test
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Fig. 3.14: Contour des isovaleurs de la solution optimale du deuxieme test
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Fig. 3.15: Forme du Domaine du troisieme
test
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Fig. 3.16: Convergence de la frontiere du
troisieme test
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Fig. 3.17: Representation de la solution cal-
culee du troisieme test
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Fig. 3.18: Representation de la solution
analytique du troisieme test
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Fig. 3.19: Forme du domaine du quatrieme
test
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Fig. 3.20: Convergence des frontieres du
quatrieme test
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Fig. 3.21: Representation de la dierence de la solution exacte et la solution optimale du
quatrieme test

Chapitre 4

Etude de l'existence de solutions du
modele DD
4.1 Introduction
Nous etudions ici le probleme de l'existence de solutions du modele de derive-diusion decrit
au chapitre 1 par l'application du theoreme de Schauder. Dans le cas stationnaire et en utilisant
les variables de Slotboom, ce modele s'ecrit
8
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
:
Trouver (u; ; ) veriant
 r  ("ru) + q n
i

e
u=U
T
   e
 u=U
T


= q N dans 
;
 r 


n
(ru)U
T
e
u=U
T
r

=  Q(u; ; )(  1) + g dans 
;
 r 


p
(ru)U
T
e
 u=U
T
r

=  Q(u; ; )(  1) + g dans 
;
u = u
d
;  = 
d
;  = 
d
sur @

D
=  
D
;
  ru =   r =   r = 0 sur @

N
=  
N
:
(4.1)
Dans [84, 86], Mock a montre un resultat d'existence de solutions du systeme (4.1) dans le
cas ou le terme de recombinaison est nul ou borne et les lois de mobilites sont constantes. Des
resultats semblables ont ete obtenus par Bank et al.[11], dans le cas ou les lois de mobilites sont
des fonctions regulieres de la position. Nachaoui et al. [57, 94] ont considere que le changement de
conditions aux limites se fait a angles quelconques, les solutions du systeme (4.1) etant obtenues
comme des points xes d'un operateur en utilisant la theorie du degre topologique de Leray-
Schauder. Dans [61], Jer^ome a montre l'existence en utilisant les variables de quasi potentiels
de Fermi pour la recombinaison de Schockley-Read-Hall. Markowich [75] montre l'existence en
considerant le terme de recombinaison de Schockley-Read-Hall, les problemes intermediaires sont
du type
8
>
<
>
:
 r  (a(x)rw) + f(x; w) = 0 dans 
;
w = w
d
sur  
D
;
  rw = 0 sur  
N
69
70
ou w devient u,  et  et le ccient a(x) est soit " ou 
n
U
T
e
u=U
T
ou 
p
U
T
e
 
u
U
T
selon le
probleme intermediaire a resoudre. Dans le cas ou le terme d'avalanche g est non nul, nous
citons les travaux de Naumann et al. [43]. Dans ce chapitre, tout d'abord dans la section 2,
nous montrons l'existence d'une solution des equations de base de semi-conducteur recapitulees
dans le systeme (4.1) en utilisant les variables de Slotboom sous l'hypothese 4.1 et le terme de
generation d'avalanche note g est nul. Pour cela nous utilisons une autre methode, que celle
donnee par Markowich dans [75], basee sur la theorie de l'analyse convexe. Dans la section 3,
nous tenons compte du terme g, et nous demontrons une estimation a priori faisant appara^tre
kgk
L
2
(
)
, qui nous permet de construire un convexe stable par l'operateur et nous concluons
par un theoreme d'existence dont la preuve est basee sur le theoreme de Schauder apres avoir
prouve que l'operateur est bien deni en appliquant la technique [75] des equations aux derivees
partielles semi-lineaires.
Dans toute la suite nous supposons veriees les conditions suivantes.
Hypoth

ese 4.1
1. Le domaine du semi-conducteur note 
 est un ouvert borne connexe de R
2
.
2. Les partitions  
D
et  
N
du bord du domaine se joignent a angles droits et a angles plats
et la mesure de  
D
est strictement positive.
3. la concentration intrinseque n
i
et la charge q sont des constantes positives.
4. la permittivite " est une fonction bornee en x et il existe une constante positive " telle que
"(x)  " > 0 8x 2 
.
5. { Ils existent des constantes ;  positives telles que
0 <   
n
(x)  ; 0 <   
p
(x)   8 x 2 

{ Il existe une constante L

positive telle que
j
n
(:; 
1
)  
n
(:; 
2
)j  L

j
1
  
2
j; j
p
(:; 
1
)  
p
(:; 
2
)j  L

j
1
  
2
j:
6. La fonction Q est positive et verie, il existe des constantes L
Q
et C
Q
positives telles que
jQ(r; s; t)  Q(r
0
; s
0
; t
0
)j  L
Q
(jr   r
0
j+ jt  t
0
j+ js  s
0
j) ; jQ(r; s; t)j  C
Q
pour tout (r; s; t); (r
0
; s
0
; t
0
) dans un borne de R
3
:
7. g est une fonction de L
2
(
) positive.
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4.2 Existence dans le cas ou g est nulle
Cette section est consacree a l'analyse du systeme (4.1) tenant compte de l'hypothese 4.1,
et en prenant g = 0. Ce systeme se reecrit
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
Trouver (u; ; ) solution de
 r  ("ru) + q n
i

e
u=U
T
   e
 u=U
T


= q N dans 
;
 r 


n
(ru)U
T
e
u=U
T
r

=  Q(u; ; )(  1) dans 
;
 r 


p
(ru)U
T
e
 u=U
T
r

=  Q(u; ; )(  1) dans 
;
u = u
d
;  = 
d
;  = 
d
sur @ 

D
=  
D
;
  ru =   r =   r = 0 sur @ 

N
=  
N
:
(4.2)
Nous allons montrer qu'une solution de ce systeme peut s'obtenir comme un point xe d'un
operateur T deni sur le convexe
C
0
=

(; ) 2 L
2
(
) L
2
(
) :     ;     ; p.p. dans 

	
ou , ,  et  verient
  
d
 ;   
d
  et  =  = 1: (4.3)
Considerons donc l'operateur
T : C
0
! H
1
(
)H
1
(
)
(~; ~) 7! (; )
ou ,  sont obtenues de la facon suivante.
Pour (~; ~) deux fonctions de C
0
, nous faisons correspondre la solution u du probleme
8
>
>
<
>
:
 r  ("ru) + q n
i
 
e
u=U
T
~   e
 u=U
T
~

= q N dans 
;
u = u
d
sur  
D
;
  ru = 0 sur  
N
:
(4.4)
Les fonctions ,  sont alors respectivement solutions des deux problemes suivants
8
>
>
<
>
>
:
 r 
 

n
(ru)U
T
e
u=U
T
r

=  Q(u; ~; ~)(~  1) dans 
; 4:5a
 = 
d
sur  
D
; 4:5b
  r = 0 sur  
N
: 4:5c
(4.5)
8
>
<
>
:
 r 
 

p
(ru)U
T
e
 u=U
T
r

=  Q(u; ~; ~)(~  1) dans 
;
 = 
d
sur  
D
;
  r = 0 sur  
N
:
(4.6)
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Nous commencons par montrer que l'operateur T est bien deni, c'est-a-dire que les problemes
(4.4), (4.5) et (4.6) admettent des solutions uniques dans le cadre deni ci-dessus.
4.2.1 Existence et unicite de la solution de l'equation de Poisson
Nous commencons par donner une estimation a priori
Lemme 4.1
Soient ~; ~ deux fonctions xees dans C
0
, toute solution u au sens faible de (4.4) satisfait l'es-
timation suivante
  u   dans 

ou
 = min

inf
 
D
u
d
; 
0

;
 = max
 
sup
 
D
u
d
; 
0
!
;
avec 
0
et 
0
sont denies comme solution de
n
i
e

0
=U
T
   n
i
e
 
0
=U
T
  sup


N = 0; (4.7)
n
i
e

0
=U
T
   n
i
e
 
0
=U
T
  inf


N = 0: (4.8)
Demonstration. Ce resultat est enonce dans plusieurs travaux [61, 77, 84]. Une demonstration
utilisant le principe de maximum est dans [94]. Nous presentons une autre demonstration.
Tout d'abord, il est facile de voir d'apres (4.7) et (4.8) que
q N + q n
i

e
 =U
T
~  e
=U
T
~

 0
donc, pour toute fonction positive ' de H
1
D
(
), nous avons
Z



q N + q n
i

e
 =U
T
~  e
=U
T
~

'dx  0 (4.9)
d'autre part
Z


"ru  r'dx =
Z


q

N + n
i

e
 =U
T
~  e
=U
T
~

'dx: (4.10)

A partir de (4.9) et (4.10), nous obtenons
Z


"r(u  )  r'dx 
Z


n
q n
i

e
 u=U
T
  e
 =u
T

~  q n
i

e
u=U
T
  e
=U
T

~
o
'dx: (4.11)
Par denition de , (u )
+
=U
T
2 H
1
D
(
), en prenant dans (4.11) ' = (u )
+
=U
T
, alors (4.11)
devient
Z


"r(u  )  r(u  )
+
dx 
Z


n
q n
i

e
 u=U
T
  e
 =u
T

~  q n
i

e
u=U
T
  e
=U
T

~
o
(u  )
+
U
T
dx:
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D'apres la convexite de la fonction exponentielle, le premier terme du second membre de cette
derniere inegalite est positif et le deuxieme est negatif, d'ou
Z


"r(u  )  r(u  )
+
dx  0
soit, k(u  )
+
k
H
1
D
(
)
= 0, ce qui entra^ne que u  , on montre d'une facon similaire que   u.
Lemme 4.2
Pour tout (~; ~) 2 C
0
, le probleme (4.4) admet une unique solution u dans H
1
(
).
Demonstration. Considerons U la solution du probleme
8
>
<
>
:
  r  ("rU) = 0 dans 
;
U = u
d
sur  
D
;
  rU = 0 sur  
N
:
(4.12)
En utilisant le principe du maximum, Il est clair que U verie l'inegalite u
d
 U  u
d
:
Il est facile de voir, en utilisant (4.4) et (4.12), que u est solution de (4.4) est equivalent a
^u = u  U est solution du probleme suivant
hF (^u); vi= A(^u; v) + hN (^u); vi   hf; vi = 0; 8v 2 H
1
D
(
); (4.13)
ou
A(;  ) =
Z


"r  r dx; hN ();  i=
Z


N () dx;
N () = q n
i
(e
(+U)=U
T
~   e
 (U+)=U
T
~); f = q N:
L'idee de la demonstration est de construire une fonctionnelle convexe J dont le gradient est la
fonction F denie par (4.13). Nous utilisons alors les resultats de l'analyse convexe pour montrer
que la fonctionnelle J admet un minimum qui n'est autre que la solution de (4.13).
Denissons la fonction non-lineaire
H(x; y) = q U
T
n
i
n
e
y=U
T
  1

e
U=U
T
~ +

e
 y=U
T
  1

e
 U=U
T
~
o
: (4.14)
Notons que H(x; 0) = 0 et que la derivee de H par rapport a y nous donne le terme non-lineaire
de l'equation (4.13).
@H
@y
(x; y) = q n
i
e
(y+U)=U
T
~   q n
i
e
 (y+U)=U
T
~:
Considerons alors la fonctionnelle J : H
1
D
(
)! R denie par :
J( ) =
8
<
:
1
2
Z


"r  r dx+
Z


H(x;  (x)) dx 
Z


f dx si H(;  ) 2 L
2
(
)
+1 si H(;  ) 62 L
2
(
):
Il est clair que la fonctionnelle J est G^ateaux-dierentiable sur H
1
D
(
) et sa derivee de
G^ateaux J
0
(v) = F (v); 8v 2 H
1
D
(
):
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Pour montrer que J admet un minimum v 2 H
1
D
(
), il sut de montrer que J satisfait
les hypotheses du theoreme 2.6 page 33, c'est-a-dire que la fonctionnelle J est propre, convexe,
semi-continue inferieurement, et crcive sur H
1
D
(
):
 D'abord, gr^ace a la denition conditionnelle de la fonctionnelle J , il s'ensuit que J( ) >
 1; 8 2 H
1
D
(
); et que J 6 +1 (prendre   0), ce qui entra^ne que J est une fonctionnelle
propre sur l'espace H
1
D
(
): Il reste a verier les trois autres hypotheses.
 Rappelons que toutes les fonctions lineaires et les espaces vectoriels sont trivialement
convexes. Notons, que
@H
@y
est croissante par rapport a y puisque
@
2
H
@
2
y
(x; y) =
q n
i
U
T
 
e
(y+U)=U
T
~ + e
 (y+U)=U
T
~

est positive.
Donc, u   v et H(; u)   H(; v) ont toujours le m^eme signe pour tout u; v 2 H
1
D
(
);
ainsi H(:; v) est convexe pour tout v 2 H
1
D
(
) (cf. [114], Theoreme 2.B, page 155), alors
Z


H(x; v(x))dx; est convexe puisque toute fonction lineaire de H(; v) doit ^etre aussi convexe
d'ou, la fonctionnelle J est convexe sur H
1
D
(
):
Pour montrer la semi-continuite inferieure de J , notons que si une fonction est G-dierentiable
et convexe sur un ensemble convexe K, alors elle est semi-continue inferieurement sur K (cf .
[114], Corollaire 2.D). Donc, H telle qu'elle est denie dans l'equation (4.14) est semi-continue
inferieurement par rapport a la deuxieme variable. Comme les fonctions lineaires sont semi-
continues inferieurement, le premier et le dernier terme de la denition de J sont semi-continues
inferieurement et nous en deduisons que J est semi-continue inferieurement sur H
1
D
(
):
 Il reste a montrer que J est crcive. Notons que pour tout x 2 
 et tout  2 H
1
D
(
),
H(x;  ) peut ^etre minoree H(x;  ) de la facon suivante :
H(x;  )   U
T
n
i
 
e
U=U
T
~ + e
 U=U
T
~

  U
T
n
i

e
u
d
=U
T
 + e
 u
d
=U
T


= a(= constante):
En utilisant cette derniere estimation nous obtenons
J( ) 
C"
2
k k
2
H
1
(
)
+ aj
j  

2
2
qkNk
2
L
2
(
)
 
1
2
2
k k
2
L
2
(
)


C"
2
 
1
2
2

k k
2
H
1
(
)
+ a j
j  

2
2
q kNk
2
L
2
(
)
:
Pour un choix de  veriant
C"
2
 
1
2
2
> 0, nous obtenons
J( )  Ck k
2
H
1
(
)
+ a j
j  

2
2
qkNk
2
L
2
(
)
;
d'ou J( ) tend vers +1 quand k k
H
1
(
)
tend vers +1, par suite J est crcive.
Nous avons donc montre l'existence d'un minimum ^u 2 H
1
D
(
) pour J .
L'equivalence entre le probleme de minimisation et la formulation faible decoule facilement
du theoreme 2.7 page 33.
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 L'unicite de la solution s'obtient par l'argument suivant. Supposons que le probleme (4.13)
admet deux solutions ^u
1
et ^u
2
, chacune verie la formulation faible, soustrayons les deux equa-
tions obtenues, nous aurons par la linearite de A(; )
A(^u
1
  ^u
2
; ) + hN (^u
1
) N (^u
2
); i = 0 8 2 H
1
D
(
):
Posons  = ^u
1
  ^u
2
. De la convexite de la fonction exponentielle, nous deduisons que (N (^u
1
) 
N (^u
2
); ^u
1
  ^u
2
)  0, d'ou A(; )  0: Or
A(; ) =
Z


"r  r dx  "
Z


jrj
2
dx  0 puisque " > 0:
Donc A(; ) = 0 ce qui entra^ne que krk
2
L
2
(
)
= 0; et du fait que la semi-norme j  j
1
est une
norme sur H
1
D
(
), nous deduisons que  = 0; d'ou l'unicite de la solution.
4.2.2 Existence de la solution des equations de continuite
Lemme 4.3
Soit u 2 H
1
(
) \ L
1
(
) et soit(~; ~) dans C
0
. Pour toutes solutions  de (4.5) et  de (4.6)
nous avons
{     ;     ;
{ krk
L
2
(
)
 c
 
e
 =U
T
+ 1

; krk
L
2
(
)
 c
 
e
=U
T
+ 1

.
Demonstration.
{ Notons que     verie
8
>
<
>
:
 r 
 

n
(ru)U
T
e
u=U
T
r(   )

=  Q(u; ~; ~)(~  1) dans 
;
    = 
d
   sur  
D
;
  r(   ) = 0 sur  
N
:
(4.15)
Par dention de  on a sur  
D
, (   )
 
= (
d
  )
 
= 0 et donc (   )
 
2 H
1
D
(
).
La multiplication de (4.15) par (  )
 
et une integration sur 
 donne
Z



n
(ru)U
T
e
u=U
T
r(   )  r(   )
 
dx =  
Z


Q(u; ~; ~)(~  1)(  )
 
dx: (4.16)
Or, nous avons
Q(u; ~; ~)(~  1)  Q(u; ~; ~)(  1)
 Q(u; ~; ~)(   )
1

:
En multipliant cette inegalite par la fonction negative (   )
 
, nous obtenons
Q(u; ~; ~)(~  1)(   )
 
 Q(u; ~; ~)(  )(   )
 
1

 0:
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Il s'ensuit que
Z



n
U
T
e
u=U
T
r(   )  r(   )
 
dx  0;
U
T
e
=U
T
kr(   )
 
k  0
et par consequent (   )
 
= 0, ce qui entra^ne   . L'estimation    s'obtient de la
m^eme facon en remplacant  par  et (   )
 
par la fonction positive (   )
+
.
{ L'estimation sur  s'obtient d'une facon similaire.
{ Soit 
D
solution du probleme
8
>
<
>
:
r 
 

n
U
T
e
u=u
T
r

= 0 dans 
; (4:17a)
 = 
d
sur  
D
; (4:17b)
  r = 0 sur  
N
: (4:17c)
(4.17)
En soustrayant (4.17a) de (4.5a), en multipliant par (   
D
) et en integrant sur 
 nous
obtenons
Z



n
U
T
e
u=U
T
jr(   
D
)j
2
dx =  
Z


Q(u; ~; ~)(~  1)(  
D
)dx
comme
 
Z


Q(u; ~; ~)(~  1)(  
D
)dx  C
Q
Z


j~  1j j  
D
jdx
 C
Q
j   1j j
j
1=2
k   
D
k
 C
Q
j   1j j
j
1=2
kr(  
D
)k
alors, nous avons
kr(   
D
)k
L
2
(
)
 C
Q
j   1j j
j
1=2
(U
T
)
 1
e
 =U
T
:
{ La derniere estimation du lemme (4.3) se montre d'une maniere similaire.
Lemme 4.4
Pour u 2 H
1
(
)\ L
1
(
) et (~; ~) dans C
0
, le probleme (4.5) admet une solution unique.
Demonstration. soit 
0
la solution de
8
>
>
<
>
>
:
 r 
 

n
U
T
e
u=U
T
r

= 0 dans 
;
 = 
d
sur  
D
;
  r = 0 sur  
N
:
alors en posant ^ =    
0
le probleme (4.5) est equivalent au probleme suivant
8
>
<
>
:
 r  (
n
U
T
e
u=U
T
r^) =  Q(u; ~; ~)(^~+ 
0
~  1) dans 
;
^ = 0 sur  
D
;
  r^ = 0 sur  
N
:
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La formulation faible s'ecrit
Trouver ^ tel que
hF
2
(^); vi =
Z



n
U
T
e
u=U
T
r^  rv dx+
Z


Q(u; ~; ~)^ ~ v dx+
Z


f v dx = 0;
(4.18)
ou f = Q(u; ~; ~)(
0
~  1).
Nous construisons comme dans la section precedente la fonctionnelle G associee a l'equation
(4.18) comme suit
G(v) =
8
>
<
>
:
1
2
Z



n
U
T
e
u=U
T
rv  rv dx+
Z


H(x; v) dx+
Z


f v dx si H(; v) 2 L
2
(
)
1 sinon
avec H(x; y) =
1
2
Q(u; ~; ~) y
2
~.
On demontre que G est G^ateaux-dierentiable sur H
1
D
(
) et sa G^ateaux-derivee G
0
(v) =
F
2
(v). Comme dans la preuve du lemme 4.2, on montre que G satisfait les hypotheses du theo-
reme 2.6 de la page 33. Alors, d'apres le theoreme 2.7 de la page 33, G admet un minimum qui
est solution de l'equation (4.18).
Pour l'unicite, on peut utiliser un argument similaire a celui utilise dans la demonstration du
lemme 4.2 puisque 
n
U
T
e
 u=U
T
 c > 0.
Lemme 4.5
Pour u 2 H
1
(
)\ L
1
(
) et (~; ~) 2 C
0
, le probleme (4.6) admet une solution unique.
Demonstration. La demonstration est analogue a celle du lemme 4.4
Nous avons donc montre que l'operateur T est bien deni. De plus, d'apres le lemme 4.3, le
convexe C
0
est invariant par T .
4.2.3 Continuite de l'operateur T
Lemme 4.6
l'operateur T est continu de C
0
 L
2
(
) L
2
(
) dans H
1
(
)H
1
(
)
Demonstration. Soit (~
k
; ~
k
) une suite de C
0
qui converge vers (~; ~) dans L
2
(
)  L
2
(
),
montrons que (
k
; 
k
) = T (~
k
; ~
k
) converge dans H
1
(
)  H
1
(
) vers (; ) = T (~; ~) quand
k !1. Soit u
k
solution du probleme
8
>
>
<
>
>
:
 r  ("ru
k
) + q n
i
 
e
u
k
=U
T
~
k
  e
 u
k
=U
T
~
k

  q N = 0 dans 
;
u
k
= u
d
sur  
D
;
  ru
k
= 0 sur  
N
:
(4.19)
et u solution du probleme
8
>
<
>
:
 r  ("ru) + q n
i
 
e
u=U
T
~   e
 u=U
T
~

  q N = 0 dans 
;
u = u
d
sur  
D
;
  ru = 0 sur  
N
:
(4.20)
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En soustrayant la premiere equation de (4.20) de la premiere equation de (4.19) et en la multi-
pliant par (u
k
  u)=U
T
et en integrant sur le domaine 
, nous obtenons
Z


"
U
T
r(u
k
  u)  r(u
k
  u)dx =  
Z


q n
i

e
u
k
=U
T
~
k
  e
u=U
T
~   e
 u
k
=U
T
~
k
+ e
 u=U
T
~

u
k
  u
U
T
dx;
(4.21)
que nous pouvons ecrire sous la forme suivante
Z


"
U
T
jr(u
k
  u)j
2
dx+
Z


q n
i

e
u
k
=U
T
  e
u=U
T

u
k
  u
U
T
~
k
dx
 
Z


q n
i

e
 u
k
=U
T
  e
 u=U
T

u
k
  u
U
T
~
k
dx
=  
Z


q n
i
e
u=U
T
u
k
  u
U
T
( ~
k
  ~) dx+
Z


q n
i
e
 u=U
T
u
k
  u
U
T
(~
k
  ~) dx:
Puisque
 
e
u
k
=U
T
  e
u=U
T

(u
k
=U
T
  u=U
T
)  0 et
 
e
 u
k
=U
T
  e
 u=U
T

(u
k
=U
T
  u=U
T
)  0, il
vient
Z


jr(u
k
  u)j
2
dx 
q n
i
"
Z


ju
k
  uj
n
e
u=U
T
j~
k
  ~j+ e
 u=U
T
j~
k
  ~j
o
dx
 cku
k
  uk
L
2
(
)
 
k~
k
  ~k
L
2
(
)
+ k~
k
  ~k
L
2
(
)

;
ou c = max
 
e
=U
T
; e
 =U
T

=". En utilisant l'inegalite de Poincare, nous obtenons
ku
k
  uk
H
1
(
)
 c
 
k~
k
  ~k
L
2
(
)
+ k~
k
  ~k
L
2
(
)

: (4.22)
Rappelons que si (
k
; 
k
) = T (~
k
; ~
k
) alors 
k
est solution du probleme non-lineaire
8
>
<
>
:
 r 
 

k
n
U
T
e
u
k
=U
T
r
k

=  Q(u
k
; ~
k
; ~
k
)(
k
~
k
  1) dans 
;

k
= 
d
sur  
D
;
  r
k
= 0 sur  
N
:
(4.23)
et que si (; ) = T (~; ~) alors  est solution du probleme
8
>
<
>
:
 r 
 

n
U
T
e
u=U
T
r

=  Q(u; ~; ~)(~  1) dans 
;
 = 
d
sur  
D
;
  r = 0 sur  
N
:
(4.24)
Comme    
k
2 H
1
D
(
), nous multiplions la premiere equation de (4.24) par    
k
et par
integration sur 
, nous obtenons
h
n
U
T
e
u=U
T
r;r(  
k
)i =  hQ(u; ~; ~)(~  1);   
k
i: (4.25)
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Le membre de gauche de (4.25) se decompose comme suit
h
n
U
T
e
u=U
T
r;r(  
k
)i = h


n
  
k
n

U
T
e
u=U
T
r;r(  
k
)i
+h
k
n
U
T
e
u=U
T
r;r(  
k
)i
= h


n
  
k
n

U
T
e
u=U
T
r;r(  
k
)i
+h
k
n
U
T

e
u=U
T
  e
u
k
=U
T

r;r(  
k
)i
+h
k
n
U
T
e
u
k
=U
T
r;r(  
k
)i
= h


n
  
k
n

U
T
e
u=U
T
r;r(  
k
)i
+h
k
n
U
T

e
u=U
T
  e
u
k
=U
T

r;r(  
k
)i
+h
k
n
U
T
e
u
k
=U
T
r(   
k
);r(  
k
)i
+h
k
n
U
T
e
u
k
=U
T
r
k
;r(   
k
)i
et en multipliant la premiere equation de (4.23) par    
k
, nous obtenons
h
k
n
U
T
e
u
k
=U
T
r
k
;r(  
k
)i =  hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  1);   
k
i:
Alors
h
n
U
T
e
u=U
T
r;r(  
k
)i = h


n
  
k
n

U
T
e
u=U
T
r;r(  
k
)i
+h
k
n
U
T

e
u=U
T
  e
u
k
=U
T

r;r(  
k
)i
+h
k
n
U
T
e
u
k
=U
T
r(   
k
);r(  
k
)i
 hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  1);   
k
i
et l'egalite (4.25) devient
8
>
>
<
>
>
:
h
k
n
U
T
e
u
k
=U
T
r(   
k
);r(  
k
)i = h
 

k
n
  
n

U
T
e
u=U
T
r;r(  
k
)i
+h
k
n
U
T
 
e
u
k
=U
T
  e
u=U
T

r;r(  
k
)i
+hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  1)  Q(u; ~; ~)(~  1);   
k
i:
(4.26)
Posons
f
k
= j
k
n
  
n
j+ je
u
k
=U
T
  e
u=U
T
j:
D'apres l'hypothese 4.1 et le lemme 4.1, l'inegalite (4.26) devient
h
k
n
U
T
e
u
k
=U
T
r(   
k
);r(  
k
)i  chf
k
jrj;r(  
k
)i
+hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  1)  Q(u; ~; ~)(~  1);   
k
i: (4.27)
En utilisant l'inegalite
8v; w 2 L
2
(
) 8 > 0 hv; wi 
1
2
kvk
2
L
2
(
)
+

2
kwk
2
L
2
(
)
(4.28)
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au premier terme du membre de droite de (4.27), nous obtenons
h
k
n
U
T
e
u
k
=U
T
r(   
k
);r(  
k
)i 
1
2
k f
k
jrj k
2
L
2
(
)
+

2
kr(   
k
)k
2
L
2
(
)
+hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  1)  Q(u; ~; ~)(~  1);   
k
i: (4.29)
Il reste a estimer le dernier terme de (4.29). Nous avons
hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  1) Q(u; ~; ~)(~  1);   
k
i =
h[Q(u
k
; ~
k
; ~
k
) Q(u; ~; ~)] (~  1);   
k
i
+hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  ~);   
k
i:
Alors le premier terme du membre de droite se majore en utilisant (4.28) comme suit
h[Q(u
k
; ~
k
; ~
k
) Q(u; ~; ~)] (~  1);   
k
i 
C
2
kQ(u; ~; ~) Q(u
k
; ~
k
; ~
k
)k
2
L
2
(
)
+

2
k
k
  k
2
L
2
(
)
:
Comme 
k
~
k
  ~ = (
k
  )~
k
+ (~
k
  ~), alors
hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  ~);   
k
i  C
Q
k
k
  k
2
L
2
(
)
+ C
Q
h~
k
  ~;    
k
i
 (C
Q
+

2
)k
k
  k
2
L
2
(
)
+
C
Q

2
k~  ~
k
k
2
L
2
(
)
additionnons membre a membre ces deux dernieres inegalites, nous obtenons
hQ(u
k
; ~
k
; ~
k
)(
k
~
k
  1) Q(u; ~; ~)(~  1);   
k
i 
C
2
kQ(u; ~; ~)  Q(u
k
; ~
k
; ~
k
)k
2
L
2
(
)
+
C
Q

2
k~  ~
k
k
2
L
2
(
)
+ (+ C
Q
)k
k
  k
2
L
2
(
)
: (4.30)
En appliquant l'inegalite de poincare a 
k
   dans (4.30) avec c
3
est la constante de Poincare,
en injectant l'inegalite obtenue dans (4.29). Comme 
n
U
T
e
u=U
T
est minoree par U
T
e
=U
T
qui
est strictement positive, en choisissant  telle que U
T
e

U
T
 (1=2+c
3
) c
3
C
Q
 soit strictement
positive et en rearangeant les termes, nous obtenons
kr(
k
  )k
2
L
2
(
)
 C
n
kf
k
jrj k
2
L
2
(
)
+ kQ(u; ~; ~) Q(u
k
; ~
k
; ~
k
)k
2
L
2
(
)
+ k~  ~
k
k
2
L
2
(
)
o
:(4.31)
En utilisant l'hypothese 4.1, nous pouvons estimer alors les termes de droite de (4.31) et cette
inegalite devient
kr(
k
  )k
2
L
2
(
)
 C
n
kf
k
jrj k
2
L
2
(
)
+ ku  u
k
k
2
L
2
(
)
+ k~   ~
k
k
2
L
2
(
)
+ k~  ~
k
)k
2
L
2
(
)
o
(4.32)
Il est facile de voir que la suite (f
k
) est uniformement bornee et que f
k
! 0 dans L
2
(
) quand
k ! 1. Alors, il existe une sous-suite de (f
k
), notee encore (f
k
) qui converge presque partout
vers 0 quand k !1.
D'ou
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f
k
jrj converge vers 0 presque partout quand k ! 0
et
f
k
jrj  Cjrj 2 L
2
(
):
Alors, d'apres le theoreme de Lebesgue, la suite (f
k
jrj) converge vers 0 dans L
2
(
) quand
k ! 0. Les trois derniers termes de droite de (4.32) tendent vers 0 quand k ! 1. Nous
concluons que 
k
converge dans H
1
(
) vers .
D'une facon similaire, nous montrons que 
k
converge dans H
1
(
) vers 
Lemme 4.7
L'image de C
0
par T est precompacte dans L
2
(
) L
2
(
).
Demonstration. D'apres le theoreme de Rellich, l'injection deH
1
(
) dans L
2
(
) est compacte.
Lemme 4.8
L'operateur T admet un point xe dans C
0
.
Demonstration. Pour cela, il sut de verier les hypotheses de corollaire 2.2 de la page 33,
ici nous avons E = L
2
(
) L
2
(
) est un espace de Banach, C
0
est un sous-ensemble convexe
ferme de E, C
0
est invariant par l'operateur T , T est continue, T (C
0
) est precompact, alors le
corollaire 2.2 de la page 33 nous arme que T admet un point xe dans C
0
.
Th

eor

eme 4.1
Le probleme (4.2) admet une solution faible dans (H
1
(
))
3
.
Demonstration. Notons par (; ) un point xe de T , soit u solution du probleme (4.4), ainsi
nous obtenons une solution du systeme (4.2) donnee par le triplet (u; ; ) 2 (H
1
(
))
3
.
4.3 Existence dans le cas ou g est non nulle
Nous nous interessons, dans cette section, a prouver l'existence de solutions des equations
de derive-diusion du probleme (4.1) sous l'hypothese 4.1. Nous allons montrer qu'une solution
de ce syteme peut s'obtenir comme un point xe d'un operateur S deni sur le convexe
C =

(; ) 2 L
2
(
) L
2
(
);
1
K
 ;   K

ou K est une constante a determiner veriant
1
K
 
d
; 
d
 K.
Considerons donc l'operateur
S : C ! H
1
(
)H
1
(
)
(~; ~) 7! (; )
ou ,  sont obtenues de la facon suivante.
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
A (~; ~) 2 C, nous faisons correspondre u solution du probleme
8
>
>
<
>
>
:
 r  ("ru) + qn
i
 
e
u=U
T
~   e
 u=U
T
~

= q N dans 
;
u = u
d
sur  
D
;
  ru = 0 sur  
N
:
(4.33)
,  sont alors respectivement solutions des deux problemes suivants
8
>
<
>
>
:
 r 
 

n
(ru)U
T
e
u=U
T
r

=  Q(u; ~; ~)(~  1) + g dans 
;
 = 
d
sur  
D
;
  r = 0 sur  
N
:
(4.34)
8
>
>
<
>
>
:
 r 
 

p
(ru)U
T
e
 u=U
T
r

=  Q(u; ~; ~)(~  1) + g dans 
;
 = 
d
sur  
D
;
  r = 0 sur  
N
:
(4.35)
Notre but est de montrer que l'operateur S construit ci-dessus est bien deni.
4.3.1

Etude de l'equation de Poisson non-lineaire
Nous citons un lemme d'existence des equations aux derivees partielles semi-lineaires dont
une demonstration est dans [77].
Lemme 4.9
on considere le probleme
8
>
>
<
>
>
:
 r  (a(x)rw) + f(x; w) = 0 dans 
;
w = w
d
sur  
D
;
  rw = 0 sur  
N
:
(4.36)
Supposons que les hypotheses ci-dessous soient satisfaites
{ La fonction f(x; ) est croissante pour tout x 2 
,
{ a 2 L
1
(
) et il existe une constante a positive telle que a(x)  a > 0,
{ Il existe h
1
(w) et h
2
(w) telles que h
1
(w)  f(x; w)  h
2
(w) pour tout x 2 
, pour tout w,
{ Il existe w
1
et w
2
solution de h
1
(w
2
) = 0 et h
2
(w
1
) = 0.
Alors le probleme (4.36) admet une unique solution dans H
1
(
)\ L
1
(
) satisfaisant
w  w(x)  w
w = min finf
 
D
w
d
; w
1
g ; w = max

sup
 
D
w
d
; w
2
	
:
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Nous avons le resultat suivant, voir [75] pour la demonstration.
Lemme 4.10
Pour tout (~; ~) 2 C, le probleme (4.33) admet une unique solution veriant l'estimation
u  u  u
avec
u = min

inf
 
D
u
d
; U
T
ln

1
2n
i
K

N + (4n
2
i
+N)
1=2


u = max
(
sup
 
D
u
d
; U
T
ln

K
2n
i

N + (4n
2
i
+N)
1=2


)
4.3.2

Etude des equations de continuite
Nous commencons cette etude par enoncer un resultat dont une demonstration est donnee
dans [121].
Lemme 4.11
Soit f une fonction positive, decroissante sur l'intervalle [a; b), ou a < b  1. Supposons qu'il
existe des constantes positives M; r
1
; r
2
telles que
f(x
1
) M
r
1
(x
1
  x
2
)
 r
1
f(x
2
)
1+r
2
pour tout a < x
2
< x
1
< b: (4.37)
Si x
0
= a+M2
(1+r
2
)=r
2
f(a)
r
2
=r
1
2 (a; b), alors f est la fonction nulle sur [x
0
; b).
Nous utilisons ce lemme pour montrer des estimations a priori sur les solutions des equations
de continuite.
Lemme 4.12
Supposons que la constante K est telle que K   ou  = max(; ); ;  etant des constantes
veriant (4.3).
Soit u la solution du probleme (4.33) associee a (~; ~) 2 C alors les solutions  et  de (4.34)
et (4.35) satisfont l'estimation suivante
1
 + 4
c
2
K

kgk
L
2
(
)
j
j
1=6
 ;    + 4
c
2
K

kgk
L
2
(
)
j
j
1=6
(4.38)
ou  est une constante veriant  = U
T
min(
1
; 
2
), avec

1
= min
(
e
u
d
=U
T
;
N + (N
2
+ 4n
2
i
)
1=2
2n
i
)
;

2
= min
(
e
 u
d
=U
T
;
2n
i
N + (N
2
+ 4n
2
i
)
1=2
)
:
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Demonstration. Pour r 2 R, posons 
r
= (   r)
+
et 
r
= (1=r  )
+
, nous avons pour tout
r  K les fonctions 
r
et 
r
sont dans H
1
D
(
). Nous obtenons a partir des problemes (4.34) et
(4.35) les equations suivantes
hU
T

n
e
u=U
T
r;r
r
i+ hQ(u; ~; ~)(~  1); 
r
i = hg; 
r
i (4.39)
hU
T

p
e
 u=U
T
r;r
r
i+ hQ(u; ~; ~)(~  1); 
r
i = hg; 
r
i: (4.40)
Retranchons (4.40) de (4.39), nous obtenons alors
hU
T

n
e
u=U
T
r
r
;r
r
i+ hU
T

p
e
 u=U
T
r
r
;r
r
i+
hQ(u; ~; ~)(~  1); 
r
i   hQ(u; ~; ~)(~  1); 
r
i = hg; 
r
  
r
i (4.41)
Or dans fx 2 
; (x)  rg, la fonction ~  1  r=K   1  0 et dans fx 2 
; (x)  1=rg, la
fonction ~  1  K=r  1  0 alors
hQ(u; ~; ~)(~  1); 
r
i   hQ(u; ~; ~)(~  1); 
r
i  0
et nous deduisons de (4.41) et cette derniere inegalite que
hU
T

n
e
u=U
T
r
r
;r
r
i+ hU
T

p
e
 u=U
T
r
r
;r
r
i  hg; 
r
  
r
i:
Nous obtenons

K
 
kr
r
k
2
+ kr
r
k
2

 hg; 
r
  
r
i:
Puisque g est une fonction positive, cette derniere inegalite devient

K
 
kr
r
k
2
+ kr
r
k
2

 hg; 
r
i: (4.42)
Nous deduisons, de l'inegalite de Cauchy-Schwarz appliquee au second membre de (4.42), que

K
 
kr
r
k
2
+ kr
r
k
2

 kgk
L
2
(
)
k
r
k
L
2
(
)
: (4.43)
Posons 

r
= fx 2 
; (x) > rg, alors nous pouvons ecrire
k
r
k
L
2
(
)
= k
r
k
L
2
(

r
)
 j

r
j
1=3
k
r
k
L
6
(
)
:
L'injection d H
1
D
(
) dans L
6
(
) (voir [3]) s'ecrit
Pour tout v 2 H
1
D
(
); kvk
L
6
(
)
 c
0
krvk
L
2
(
)
; (4.44)
nous obtenons
k
r
k
L
2
(
)
 c
0
j

r
j
1=3
kr
r
k
L
2
(
)
: (4.45)
En combinant les inegalites (4.43) et (4.45), nous obtenons

K
kr
r
k
L
2
(
)
 c
0
j

r
j
1=3
kgk
L
2
(
)
:
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En utilisant l'inegalite (4.44), il vient
k
r
k
L
6
(
)

c
2
0
K

j

r
j
1=3
kgk
L
2
(
)
: (4.46)
D'autre part, pour s > r  , il est clair que 

s
 

r
, donc
k
r
k
6
L
6
(
)
= k
r
k
6
L
6
(

r
)
 k
r
k
6
L
6
(

s
)
 j

s
j(s  r)
6
(4.47)
nous deduisons de (4.46) et (4.47)
j

s
j  C
6
(s  r)
 6
j

r
j
2
avec C =
c
2
0
K

kgk
L
2
(
)
: (4.48)
Soit f la fonction denie par f(s) = j

s
j 8s 2 R, f est postive et decroissante sur [;+1[ et
verie l'inegalite (4.37) pourM = C, r
1
= 2 et r
2
= 1. D'apres le lemme 4.11, f est identiquement
nulle sur [ + 4Cj


j
1=6
;+1[, en particulier s
0
=  + 4Cj
j
1=6
=  + 4c
2
0
Kkgk
L
2
(
)
j
j
1=6
=,
d'ou   s
0
, ce qui donne la borne superieure pour  dans (4.38).
Notons que 
s
0
= 0, donc d'apres (4.42) k
s
0
k
L
2
(
)
= 0 et par consequent 
s
0
= (1=s
0
  )
+
=
0, ce qui entra^ne 1=s
0
 , ce qui donne la borne inferieure de (4.38). De maniere analogue,
nous montrons que 1=s
0
  et   s
0
, ce qui acheve la demonstration de ce lemme.
Lemme 4.13
Pour g 2 L
2
(
), g positive et kgk
L
2
(
)
 , alors l'operateur S laisse invariant le convexe C ou
K est de la forme
K =

1 H
+H
avec  = =(4c
2
0
j
j
1=6
) et H = 4c
2
0
j
j
1=6
kgk
L
2
(
)
=:
Demonstration. Il sut de remarquer que la constante K du lemme 4.13 verie +HK  K.
Lemme 4.14
Pour (~; ~) 2 C et u est la solution de (4.33), les problemes (4.34) et (4.35) admettent des
solutions uniques.
Demonstration. la preuve est semblable aux lemmes correspondants de la section precedente.
Nous avons donc montre que S est bien deni et nous avons construit un convexe C invariant
par S, il reste a montrer que S est continu et l'image de C par S est precompacte.
Nous enoncons le resultat suivant dont la demonstration est similaire a celle du lemme 4.6.
Lemme 4.15
L'operateur S est continu de C  L
2
(
) L
2
(
) dans H
1
(
)H
1
(
).
S est donc continu et laisse invariant le convexe C (voir lemme 4.13). Il reste a montrer que
l'image de C par S est precompacte pour pouvoir conclure a l'aide du lemme 2.2 de la page 33
que S admet un point xe.
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Lemme 4.16
L'image de C par l'operateur continu S est precompacte dans L
2
(
) L
2
(
).
Demonstration. D'apres le theoreme de Rellich, l'injection deH
1
(
) dans L
2
(
) est compacte.
Th

eor

eme 4.2
Sous l'hypothese 4.1 et si kgk
L
2
(
)
<  ou  est deni dans le lemme 4.13 alors le systeme
d'equations (4.1) admet au moins une solution dans le convexe C deni avec K est une constante
donnee dans le lemme 4.13.
Demonstration. S est continu, laisse le convexe C invariant et S(C) est precompact d'ou S
admet un point xe dans C. Il est clair que tout point xe (; ) de S est tel que (u; ; ) est
solution du probleme (4.1) ou u est solution du probleme (4.33).
Chapitre 5

Etude de l'unicite de solutions du
modele DD
5.1 Introduction
Pour les equations de semi-conducteur a l'etat stationnaire, le probleme de l'unicite de so-
lutions dans un cadre general est ouvert. Les parametres physiques comme les lois de mobilites,
le terme de generation d'avalanche et le dopage sont des sources potentielles pour l'existence de
solutions multiples, voir par exemple [70, 85, 105]. Les theoremes d'existence que nous avons
discutes dans le chapitre precedent, et ceux qui se trouvent dans la litterature, Mock [85], Mar-
kowich [77], ne donnent aucune idee sur l'unicite de solutions, qui est en general inattendue. Des
reponses armatives sur l'unicite d'une solution stationnaire peuvent ^etre etablies seulement
dans quelques situations.
Sous l'hypothese d'absence de terme de recombinaison et la loi de mobilite est constante,
Mock a montre l'unicite des solutions pour une polarisation susamment petite voir [84]. La
demonstration est basee sur une propriete de monotonie. Markowich [77] a etablit ce resultat en
un resultat d'unicite locale dans le cas du terme de generation-recombinaison non nul a l'aide du
theoreme des fonctions implicites. Ces resultats ont ete obtenus sous la condition que les points
ou les conditions aux limites changent de types, forment des coins d'angles droits c'est a dire
que les solutions du systeme sont dans H
2
(
). Nachaoui et Nassif [92] ont donne un nouveau
resultat dans le cas irregulier i.e. les solutions sont dans W
1;4 
(
) ou 0 <   1 en utilisant
une condition de quasi-monotonie quand le semi-conducteur est proche de l'equilibre. Ensuite
ils ont demontre l'unicite des solutions pour les dispositifs a domaine petit.
Dans ce chapitre, nous apportons une contribution a l'analyse de l'unicite de solutions du
systeme (5.3) dans dierentes situations. En particulier, nous considerons dans les sections 2 et
3 le cas ou certains changements de conditions aux limites se font a angles plats. Sous certaines
conditions, nous demontrons que le systeme (5.3) admet une solution unique. Dans la section 3,
nous examinons le cas particulier ou le terme d'avalanche est nul, nous exposons un theoreme
d'unicite.

A la section 4, nous considerons le cas ou les changements de condition aux limites se
font a angles droits. Nous donnons un theoreme d'unicite local dans le cas ou le terme d'avalanche
87
88
est non nul et la demonstration est base sur le theoreme des fonctions implicites en considerant
les variables de Slotboom.
Commencons par expliciter la dependance de certaines constantes qui appara^ssent dans les
inclusions entre les espaces de Sobolev. Considerons 
 un ouvert polygonal borne de R
2
.
P
1
: Pour toute fonction v de W
1;p
D
(
), 1 < p <1 nous avons
kvk
L
p
(
)
 b
(p)
j
j
1=2
krvk
L
p
(
)
: (5.1)
P
2
: Pour toute fonction v de H
1
D
(
); nous avons
kvk 2p
p 2
 c
(p)
j
j
1=2 1=p
krvk ou p > 2: (5.2)
Rappelons que le systeme a etudier s'ecrit
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
 r  ("ru) + q n
i

e
u=U
T
   e
 u=U
T


= q N dans 
;
 r 


n
U
T
e
u=U
T
r

=  Q(u; ; )(  1) + g dans 
;
 r 


p
U
T
e
 
u
U
T
r

=  Q(u; ; )(  1) + g dans 
;
u = u
d
;  = 
d
;  = 
d
sur  
D
;
  ru =   r =   r = 0 sur  
N
:
(5.3)
Nous supposons tout au long de ce chapitre les points suivants
H
1
: 0 < "  "(x) 8 x 2 
:
H
2
: 
n
; 
p
ne dependent pas du champ electrique et ils existent des constantes ;  > 0
telles que
0 <   
n
(x)  ; 0 <   
p
(x)   8 x 2 
:
H
3
: Il existe une constante C
Q
telle que jQ(r; s; t)j  C
Q
pour tout (r; s; t) dans un borne
de R
3
.
H
4
: Il existe une constante L
Q
telle que
jQ(r; s; t) Q(r
0
; s
0
; t
0
)j  L
Q
(jr   r
0
j+ jt  t
0
j+ js  s
0
j)
pour tout (r; s; t); (r
0
; s
0
; t
0
) dans un borne de R
3
:
H
5
: g est une fonction positive de L
2
(
)
5.2 Un theoreme d'unicite
Dans cette section, nous supposons que les hypotheses H
1
, H
2
, H
3
, H
4
et H
5
sont veriees
et de plus g s'ecrit sous la forme suivante
g(u; ; ) = (ru)
n
U
T
e
u=U
T
jrj+ (ru)
p
U
T
e
 u=U
T
jrj;
ou  et  sont deux fonctions positives veriant
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{ Il existe une constante positive C

pour tout  2 R
2
j()j  C

{ Il existe une constante positive C

pour tout  2 R
2
j()j  C

{ Il existe une constante positive L

pour tout 
1
; 
2
2 R
2
j(
1
)  (
2
)j  L

j
1
  
2
j
{ Il existe une constante positive L

pour tout 
1
; 
2
2 R
2
j(
1
)  (
2
)j  L

j
1
  
2
j.
En supposant (u
1
; 
1
; 
1
) et (u
2
; 
2
; 
2
) sont deux solutions faibles du systeme (5.3), nous mon-
trons des inegalites liant les gradients de (u
1
 u
2
), (
1
 
2
) et (
1
 
1
) en fonction des parametres
physiques du semi-conducteur et en fonction des solutions 
1
et 
1
. Ensuite, nous construisons
une matrice A et nous demontrons, sous une propriete de cette matrice, que u
1
= u
2
, 
1
= 
2
et 
1
= 
2
dans le domaine 
.
Avant de presenter notre resultat d'unicite, nous commencons par montrer quelques resultats
preliminaires.
Lemme 5.1
Supposons satisfaites les hypotheses H
1
, H
2
, H
3
, H
4
et H
5
. Si (u
1
; 
1
; 
1
), (u
2
; 
2
; 
2
) sont deux
solutions faibles du systeme (5.3) alors
"kr(u
2
  u
1
)k  q n
i
b
2
(2)
j
j
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o
(5.4)
ou b
(2)
est la constante donnee dans (5.1).
Demonstration. Soient (u
1
; 
1
; 
1
); (u
2
; 
2
; 
2
) deux solutions faibles du systeme (5.3), nous
avons alors
pour tout ' 2 H
1
D
(
) h"ru
j
;r'i+ hq n
i
e
u
j
=U
T

j
  q n
i
e
 u
j
=U
T

j
  q N; 'i = 0 j = 1; 2.
Nous en deduisons que
h"r(u
1
  u
2
);r'i+ hq n
i

e
u
1
=U
T

1
  e
u
2
=U
T

2
  e
 u
1
=U
T

1
+ e
 u
2
=U
T

2

; 'i = 0 (5.5)
Posons ' = (u
1
  u
2
)=U
T
, le second terme de (5.5) devient
hq n
i

e
u
1
=U
T

1
  e
u
2
=U
T

2
  e
 u
1
=U
T

1
+ e
 u
2
=U
T

2

;
u
1
  u
2
U
T
i =
hq n
i
h
e
u
1
=U
T
(
1
  
2
) +

e
u
1
=U
T
  e
u
2
=U
T


2
i
;
u
1
  u
2
U
T
i
 hq n
i
h
e
 u
1
=U
T
(
1
  
2
) +

e
 u
1
=U
T
  e
 u
2
=U
T


2
i
;
u
1
  u
2
U
T
i:
Comme h

e
u
1
=U
T
  e
u
2
=U
T


2
;
u
1
  u
2
U
T
i  0 et h

e
 u
1
=U
T
  e
 u
2
=U
T


2
;
u
1
  u
2
U
T
i  0, nous
utilisons l'inegalite Cauchy-Schwarz pour obtenir
hq n
i

e
u
1
=U
T

1
  e
u
2
=U
T

2
  e
 u
1
=U
T

1
+ e
 u
2
=U
T

2

;
u
1
  u
2
U
T
i 
q n
i
U
T
n
e
u=U
T
k
1
  
2
k+ e
 u=U
T
k
1
  
2
k
o
ku
1
  u
2
k:
De l'equation (5.5), en utilisant cette derniere inegalite et l'hypothese H
1
, nous obtenons
"
U
T
kr(u
2
  u
1
)k
2

q n
i
U
T
n
e
 u=U
T
k
2
  
1
k+ e
u=U
T
k
2
  
1
k
o
ku
2
  u
1
k: (5.6)
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Gr^ace a (5:1) l'inegalite (5.6) s'ecrit
"kr(u
2
  u
1
)k
2
 q n
i
b
2
(2)
j
j
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o
kr(u
2
  u
1
)k:
Pour estimer u
2
  u
1
dans L
1
(
), nous utilisons le resultat suivant.
Lemme 5.2
Soient ' une fonction de H
1
D
(
) et a
0
une constante telle que (' a
0
)
+
2 H
1
D
(
). Si pour toute
fonction h de L
2
(
) et tout a  a
0
kr('  a)
+
k
2

Z


h(x)('  a)
+
(x) dx; (5.7)
alors
k'k
L
1
(
)
 a
0
+ 2
4=3
c
2
(3)
j
j
1=2
khk (5.8)
ou c
(3)
est la constante donnee dans (5.2).
Demonstration. Soient ' une fonction de H
1
D
(
), a
0
une constante telle que ('   a
0
)
+
2
H
1
D
(
), h une fonction de L
2
(
) et a  a
0
.
Posons 

a
= fx 2 
; '(x) > ag, en prenant p = 3 dans l'inegalite (5.2), nous obtenons
k('  a)
+
k
2
6
 c
2
(3)
j
j
1=3
kr('  a)
+
k
2
;
et de l'inegalite de Holder, nous deduisons que
Z


h(x)('  a)
+
(x) dx  khkk('  a)
+
k
6
j

a
j
1=3
:
De ces deux dernieres inegalites et de (5.7), nous obtenons
k('  a)
+
k
6
 c
2
(3)
j

a
j
2=3
khk: (5.9)
D'autre part, pour ^a > a,
k('  a)
+
k
6
6

Z


^a
('(x)  a)
6
dx  (^a  a)
6
j

^a
j:
En utilisant (5.9), nous obtenons
j

^a
j  c
12
(3)
khk
6
(^a  a)
 6
j

a
j
4
:
Soit f la fonction denie par f(a) = j

a
j pour tout a  a
0
, f est une fonction positive decrois-
sante sur [a
0
;1[ et verie l'inegalite (4.37) de la page 83 pourM = c
2
(3)
khk, r
1
= 6 et r
2
= 3, donc
d'apres le lemme 4.11 de la page 83, f est identiquement nulle sur [a
0
+2
4=3
c
2
(3)
j

a
0
j
1=2
khk;+1[,
en particulier pour s
0
= a
0
+ 2
4=3
c
2
(3)
j
j
1=2
khk, nous obtenons j

s
0
j = 0, d'ou
'(x)  a
0
+ 2
4=3
c
2
(3)
j
j
1=2
khk presque partout sur 
:
Le lemme 5.2 a ete donne dans [40] sous une autre ecriture de l'inegalite (5.8). Nous pouvons
maintenant montrer le resultat suivant.
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Lemme 5.3
Sous les hypotheses du lemme 5.1, si (u
1
; 
1
; 
1
); (u
2
; 
2
; 
2
) sont deux solutions faibles du systeme
(5.3) alors
ku
1
  u
2
k
1

q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o
ou b
(2)
et c
(3)
sont les constantes donnees dans (5.1) et (5.2).
Demonstration. Supposons que les hypotheses du lemme 5.1 soient satisfaites. Soient (u
1
; 
1
; 
1
)
et (u
2
; 
2
; 
2
) deux solutions au sens faible de (5.3), alors de la premiere equation de (5.3) et
pour toute fonction  de H
1
D
(
), decoule
h"r(u
1
  u
2
);r i+ hq n
i

e
u
1
=U
T

1
  e
u
2
=U
T

2
  e
 u
1
=U
T

1
+ e
 u
2
=U
T

2

;  i = 0: (5.10)
Prenons  = ((u
1
  u
2
  c)=U
T
)
+
2 H
1
D
(
) dans (5.10) ou c est une constante positive. Nous
obtenons
h"r(u
1
  u
2
  c)
+
;r

u
1
  u
2
  c
U
T

+
i+ hq n
i
 
e
u
1
=U
T

1
  e
u
2
=U
T

2

;

u
1
  u
2
  c
U
T

+
i
 hq n
i
 
e
 u
1
=U
T

1
  e
 u
2
=U
T

2

;

u
1
  u
2
  c
U
T

+
i = 0:
Nous utilisons la convexite de la fonction exponentielle comme dans la demonstration du lemme
5.1 pour obtenir
h"r(u
1
  u
2
  c)
+
;r

u
1
  u
2
  c
U
T

+
i+ hq n
i
e
u
1
=U
T
(
1
  
2
);

u
1
  u
2
  c
U
T

+
i
 hq n
i
e
 u
1
=U
T
(
1
  
2
);

u
1
  u
2
  c
U
T

+
i  0;
(5.11)
En prenant ' = (u
1
  u
2
)=U
T
, a = c=U
T
, a
0
= 0 et
h =
q n
i
"U
T
h
e
 u
1
=U
T
(
1
  
2
)  e
u
1
=U
T
(
1
  
2
)
i
;
il est clair, d'apres l'inegalite (5.11), que
kr('  a)
+
k
2

Z


h(x) ('  a)
+
(x) dx:
Nous obtenons alors, du lemme 5.2,
k'k
1

q n
i
" U
T
2
4=3
c
2
(3)
j
j
1=2
ke
 u
1
=U
T
(
1
  
2
)  e
u
1
=U
T
(
1
  
2
)k;
ce qui entra^ne alors
ku
1
  u
2
k
1

q n
i
"
2
4=3
c
2
(3)
j
j
1=2
n
e
u=U
T
k
1
  
2
k
L
2
(
)
+ e
 u=U
T
k
1
  
2
k
L
2
(
)
o
: (5.12)
Comme 
1
  
2
et 
1
  
2
sont deux fonctions de H
1
D
(
), nous majorons le second membre de
(5.12) en utilisant l'inegalite (5.1), ce qui acheve la demonstration du lemme.
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Lemme 5.4
Sous les hypotheses du lemme 5.1, si (u
1
; 
1
; 
1
); (u
2
; 
2
; 
2
) sont deux solutions faibles du sys-
teme (5.3) alors
e
u=U
T
U
T
kr(
1
  
2
)k 
n
b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ U
T
c
(3)
j
j
1=6

L

e
u=U
T
kr
1
k
3
+L

e
 u=U
T
kr
1
k
3
o
kr(u
1
  u
2
)k+

 e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
u=U
T
kr
1
k+ C

b
(2)
e
 u=U
T
j
j
1=2
kr
1
k
i
+ U
T
C

b
(2)
e
u=U
T
j
j
1=2
+ b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ b
2
(2)
j
jC
Q
k
1
k
1
o
kr(
1
  
2
)k+

e
 u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
u=U
T
kr
1
k+ C

b
(2)
e
 u=U
T
j
j
1=2
kr
1
k
i
+ U
T
C

b
(2)
e
 u=U
T
j
j
1=2
+ b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ b
2
(2)
j
jC
Q
k
2
k
1

kr(
1
  
2
)k
ou b
(2)
, c
(3)
sont les constantes denies respectivement dans (5:1) et (5:2).
Demonstration. Supposons satisfaites les hypotheses du lemme 5.1, soient (u
1
; 
1
; 
1
) et
(u
2
; 
2
; 
2
) deux solutions faibles du systeme (5.3) alors pour toute fonction ' 2 H
1
D
(
), de
la deuxieme equation du systeme (5.3), nous obtenons
h
n
U
T
e
u
i
=U
T
r
i
;r'i+ hQ(u
i
; 
i
; 
i
)(
i

i
  1); 'i= hg
i
; 'i pour i = 1; 2; (5.13)
avec g
i
= g(u
i
; 
i
; 
i
), nous en deduisons
h
n
U
T
(e
u
1
=U
T
r
1
  e
u
2
=U
T
r
2
);r'i = hQ(u
2
; 
2
; 
2
)(
2

2
  1)  Q(u
1
; 
1
; 
1
)(
1

1
  1); 'i
+hg
1
  g
2
; 'i: (5.14)
Pour ' = 
1
  
2
dans (5.14), nous obtenons
h
n
U
T
e
u
2
=U
T
r(
1
  
2
);r(
1
  
2
)i = I
1
+ I
2
+ I
3
+ I
4
(5.15)
avec
I
1
= h
n
U
T

e
u
2
=U
T
  e
u
1
=U
T

r
1
;r(
1
  
2
)i;
I
2
= h[Q(u
2
; 
2
; 
2
)  Q(u
1
; 
1
; 
1
)] (
1

1
  1); 
1
  
2
i;
I
3
= hQ(u
2
; 
2
; 
2
)(
2

2
  
1

1
); 
1
  
2
i; I
4
= hg
1
  g
2
; 
1
  
2
i:
{ Le terme I
1
peut ^etre estime de la maniere suivante
I
1
 U
T
ke
u
2
=U
T
  e
u
1
=U
T
k
1
kr
1
kkr(
1
  
2
)k:
Or e
u
2
=U
T
  e
u
1
=U
T
= e
=U
T
(u
2
  u
1
)=U
T
ou  = tu
2
+ (1  t)u
1
; t 2]0; 1[, comme u
2
; u
1
sont dans L
1
(
), alors  l'est aussi et u    u, d'ou
I
1
 e
u=U
T
ku
2
  u
1
k
1
kr
1
kkr(
1
  
2
)k:
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Alors, d'apres le lemme 5.3, nous obtenons
I
1
 e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j

e
u=U
T
kr(
2
  
1
)k
+e
 u=U
T
kr(
2
  
1
)k
	
kr
1
k kr(
1
  
2
)k:
(5.16)
{ D'apres l'hypothese H
4
, le terme I
2
se majore de la maniere suivante
I
2
 L
Q
h(ju
1
  u
2
j+ j
1
  
2
j+ j
1
  
2
j)(
1

1
  1); 
1
  
2
i;
par suite
I
2
 L
Q
k
1

1
  1k
1
fku
1
  u
2
k+ k
1
  
2
k+ k
1
  
2
kgk
1
  
2
k:
En utilisant (5:1), nous obtenons
I
2
 b
2
(2)
j
jL
Q
k
1

1
  1k
1
(kr(u
1
  u
2
)k+ kr(
1
  
2
)k
+kr(
1
  
2
)k)kr(
1
  
2
)k: (5.17)
{ Considerons maintenant I
3
. Alors l'hypothese H
3
entra^ne l'estimation suivante
I
3
 C
Q
h(
2
  
1
)
1
+ 
2
(
2
  
1
); 
1
  
2
i;
d'ou
I
3
 C
Q
fk
1
k
1
k
1
  
2
k+ k
2
k
1
k
1
  
2
kg k
1
  
2
k:
Nous deduisons de (5:1) que
I
3
 b
2
(2)
j
jC
Q
fk
1
k
1
kr(
1
  
2
)k+ k
2
k
1
kr(
1
  
2
)kg kr(
1
  
2
)k: (5.18)
{ Pour I
4
, nous avons
hg
1
  g
2
; 
1
  
2
i = h
n
U
T

(ru
1
)e
u
1
=U
T
jr
1
j   (ru
2
)e
u
2
=U
T
jr
2
j

; 
1
  
2
i
+h
p
U
T

(ru
1
)e
 u
1
=U
T
jr
1
j   (ru
2
)e
 u
2
=U
T
jr
2
j

; 
1
  
2
i
= I
5
+ I
6
: (5.19)
Le terme I
5
se decompose de la facon suivante
I
5
= I
51
+ I
52
+ I
53
(5.20)
ou
I
51
= h
n
U
T
((ru
1
)  (ru
2
)) e
u
1
=U
T
jr
1
j; 
1
  
2
i;
I
52
= h
n
U
T
(ru
2
)

e
u
1
=U
T
  e
u
2
=U
T

jr
1
j; 
1
  
2
i;
I
53
= h
n
U
T
(ru
2
)e
u
2
=U
T
(jr
1
j   jr
2
j) ; 
1
  
2
i:
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En utilisant les hypotheses H
2
, H
5
et l'inegalite de Holder, nous obtenons
I
51
 U
T
L

e
u=U
T
kr(u
1
  u
2
)k kr
1
k
3
k
1
  
2
k
6
 U
T
L

e
u=U
T
c
(3)
j
j
1=6
kr(u
1
  u
2
)k kr
1
k
3
kr(
1
  
2
)k; (5.21)
la derniere estimation est obtenue gr^ace a l'inegalite (5.2) avec p = 3.
Des hypotheses H
2
, H
5
, nous deduisons que
I
52
 C

e
u=U
T
ku
1
  u
2
k
1
kr
1
k k
1
  
2
k:
Nous estimons k
1
  
2
k en utilisant l'inegalite (5.1) et ku
1
  u
2
k
1
en utilisant le lemme
5.3, nous obtenons alors
I
52
 C

e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
2
(2)
j
j
3
2
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o
kr
1
k kr(
1
  
2
)k: (5.22)
Les hypotheses H
2
, H
5
et l'application de l'inegalite de Cauchy-Schwarz a I
53
impliquent
I
53
 U
T
C

e
u=U
T
k jr
1
j   jr
2
j k k
1
  
2
k
 U
T
C

e
u=U
T
kr(
1
  
2
)k k
1
  
2
k
 U
T
C

e
u=U
T
b
(2)
j
j
1=2
kr(
1
  
2
)k
2
: (5.23)
En additionnant membre a membre les inegalites (5.21), (5.22) et (5.23), nous obtenons
l'estimation suivante
I
5
 U
T
L

e
u=U
T
c
(3)
j
j
1=6
kr(u
1
  u
2
)k kr
1
k
3
kr(
1
  
2
)k
+e
u=U
T
q n
i
"
b
2
(2)
c
2
(3)
C

2
4=3
j
j
3=2
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o
kr
1
k kr(
1
  
2
)k+ U
T
C

e
u=U
T
b
(2)
j
j
1=2
kr(
1
  
2
)k
2
: (5.24)
D'une facon similaire, nous obtenons une estimation de I
6
I
6
 U
T
L

e
 u=U
T
c
(3)
j
j
1=6
kr(u
1
  u
2
)k kr
1
k
3
kr(
1
  
2
)k
+e
 u=U
T
q n
i
"
b
2
(2)
c
2
(3)
C

2
4=3
j
j
3=2
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o
kr
1
k kr(
1
  
2
)k+ U
T
C

e
 u=U
T
b
(2)
j
j
1=2
kr(
1
  
2
)k kr(
1
  
2
)k: (5.25)
En additionnant membre a membre les inegalites (5.24) et (5.25), en reordonnant le terme
de droite de l'inegalite obtenue alors de l'inegalite (5.19), il decoule que
hg
1
  g
2
; 
1
  
2
i  U
T
c
(3)
j
j
1=6

L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3

kr(u
1
  u
2
)k
kr(
1
  
2
)k+ 
q n
i
"
b
2
(2)
c
2
(3)
2
4=3
j
j
3=2
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o

n
C

e
u=U
T
kr
1
k+ C

e
 u=U
T
kr
1
k
o
kr(
1
  
2
)k
+U
T
b
(2)
j
j
1=2

C

e
u=U
T
kr(
1
  
2
)k+ C

e
 u=U
T
kr(
1
  
2
)k

kr(
1
  
2
)k: (5.26)
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Finalement, l'introduction des estimations (5.16), (5.17), (5.18) et (5.26) dans (5.15) donne
h
n
U
T
e
u
2
=U
T
r(
1
  
2
);r(
1
  
2
)i 
e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o
kr
1
kkr(
1
  
2
)k
+b
2
(2)
j
jL
Q
k
1

1
  1k
1
(kr(u
1
  u
2
)k+ kr(
1
  
2
)k+ kr(
1
  
2
)k)kr(
1
  
2
)k
+b
2
(2)
j
jC
Q
fk
1
k
1
kr(
1
  
2
)k+ k
2
k
1
kr(
1
  
2
)kgkr(
1
  
2
)k
U
T
c
(3)
j
j
1=6

L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3

kr(u
1
  u
2
)k kr(
1
  
2
)k
+
q n
i
"
b
2
(2)
c
2
(3)
2
4=3
j
j
3=2
n
e
 u=U
T
kr(
2
  
1
)k+ e
u=U
T
kr(
2
  
1
)k
o

n
C

e
u=U
T
kr
1
k+ C

e
 u=U
T
kr
1
k
o
kr(
1
  
2
)k
+U
T
b
(2)
j
j
1=2

C

e
u=U
T
kr(
1
  
2
)k+ C

e
 u=U
T
kr(
1
  
2
)k

kr(
1
  
2
)k:
En minorant le terme de gauche de cette derniere inegalite par e
u=U
T
U
T
kr(
1
  
2
)k
2
et
en simpliant l'inegalite obtenue par kr(
1
  
2
)k alors l'inegalite du lemme 5.4 s'obtient en
regroupant les termes en kr(u
1
  u
2
)k, kr(
1
  
2
)k et kr(
1
  
2
)k.
Par un argument similaire applique a la deuxieme equation de continuite, nous obtenons
aussi le resultat suivant.
Lemme 5.5
Sous les hypotheses du lemme 5.1, si (u
1
; 
1
; 
1
), (u
2
; 
2
; 
2
) sont deux solutions faibles du sys-
teme (5.3) alors
e
 u=U
T
U
T
kr(
1
  
2
)k 
n
b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ U
T
c
(3)
j
j
1=6
(L

e
u=U
T
kr
1
k
3
+L

e
 u=U
T
kr
1
k
3
)
o
kr(u
1
  u
2
)k+

e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
 u=U
T
kr
1
k+ C

b
(2)
e
u=U
T
j
j
1=2
kr
1
k
i
+ U
T
C

b
(2)
e
u=U
T
j
j
1=2
+ b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ b
2
(2)
j
jC
Q
k
1
k
1

kr(
1
  
2
)k+

e
 u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
 u=U
T
kr
1
k+ C

b
(2)
e
u=U
T
j
j
1=2
kr
1
k
i
+ U
T
C

b
(2)
e
 u=U
T
j
j
1=2
+ b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ b
2
(2)
j
jC
Q
k
2
k
1

kr(
1
  
2
)k
ou b
(2)
, c
(3)
sont les constantes donnees respectivement dans (5:1) et (5:2).
Nous pouvons maintenant enoncer notre theoreme d'unicite.
Th

eor

eme 5.1
Supposons satisfaites les hypotheses H
1
, H
2
, H
3
, H
4
, H
5
. Soient (u
1
; 
1
; 
1
) et (u
2
; 
2
; 
2
) deux
solutions au sens faible du systeme (5.3). Nous denissons A la matrice 33 dont les ccients
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a
ij
sont de la forme
a
11
=
p
";
a
12
=  
q n
i
b
2
(2)
e
u=U
T
j
j
p
"
;
a
13
=  
q n
i
b
2
(2)
e
 u=U
T
j
j
p
"
;
a
21
=  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  U
T
c
(3)
j
j
1=6
(L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3
);
a
22
= U
T
e
u=U
T
  e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
u=U
T
kr
1
k+ C

b
(2)
e
 u=U
T
 j
j
1=2
kr
1
k
i
  U
T
C

b
(2)
e
u=U
T
j
j
1=2
  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  b
2
(2)
j
jC
Q
k
1
k
1
;
a
23
=  e
 u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
u=U
T
kr
1
k+ C

b
(2)
e
 u=U
T
j
j
1=2
kr
1
k
i
  U
T
C

b
(2)
e
 u=U
T
j
j
1=2
  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  b
2
(2)
j
jC
Q
k
2
k
1
;
a
31
=  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  U
T
c
(3)
j
j
1=6
(L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3
);
a
32
=  e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
 u=U
T
kr
1
k+ C

b
(2)
e
u=U
T
j
j
1=2
kr
1
k
i
  U
T
C

b
(2)
e
u=U
T
j
j
1=2
  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  b
2
(2)
j
jC
Q
k
1
k
1
;
a
33
= U
T
e
 u=U
T
  e
 u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
 u=U
T
kr
1
k+ C

b
(2)
e
u=U
T
 j
j
1=2
kr
1
k
i
  U
T
C

b
(2)
e
 u=U
T
j
j
1=2
  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  b
2
(2)
j
jC
Q
k
2
k
1
:
Si la matrice A est denie positive alors u
1
= u
2
, 
1
= 
2
et 
1
= 
2
.
Demonstration. Supposons que (u
1
; 
1
; 
1
) et (u
2
; 
2
; 
2
) sont deux solutions faibles du sys-
teme (5.3), soit z le vecteur deni par z = (kr(u
1
  u
2
)k; kr(
1
  
2
)k; kr(
1
  
2
)k)
T
=
(z
1
; z
2
; z
3
)
T
. Nous avons alors
(Az)
1
= a
11
z
1
+ a
12
z
2
+ a
13
z
3
;
(Az)
2
= a
21
z
1
+ a
22
z
2
+ a
23
z
3
;
(Az)
3
= a
31
z
1
+ a
32
z
2
+ a
33
z
3
:
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De la denition de la matrice A, nous obtenons
a
11
z
1
=
p
"kr(u
1
  u
2
)k;
a
12
z
2
=  
q n
i
b
2
(2)
e
u=U
T
j
j
p
"
kr(
1
  
2
)k;
a
13
z
3
=  
q n
i
b
2
(2)
e
 u=U
T
j
j
p
"
kr(
1
  
2
)k;
a
21
z
1
=  
n
b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ U
T
c
(3)
j
j
1=6
(L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3
)
o
kr(u
1
  u
2
)k;
a
22
z
2
=

U
T
e
u=U
T
  e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
u=U
T
kr
1
k
+ C

b
(2)
e
 u=U
T
j
j
1=2
kr
1
k
i
  U
T
C

b
(2)
e
u=U
T
j
j
1=2
  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  b
2
(2)
j
jC
Q
k
1
k
1
o
kr(
1
  
2
)k;
a
23
z
3
=  

e
 u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
u=U
T
kr
1
k+ C

b
(2)
e
 u=U
T
j
j
1=2
kr
1
k

+ U
T
C

b
(2)
e
 u=U
T
j
j
1=2
+ b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ b
2
(2)
j
jC
Q
k
2
k
1

 kr(
1
  
2
)k;
a
31
z
1
=  
n
b
2
(2)
j
jL
Q
k
1

1
  1k
1
  U
T
c
(3)
j
j
1=6
(L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3
)
o
 kr(u
1
  u
2
)k;
a
32
z
2
=  

e
u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
 u=U
T
kr
1
k+ C

b
(2)
e
u=U
T
j
j
1=2
kr
1
k

+ U
T
C

b
(2)
e
u=U
T
j
j
1=2
+ b
2
(2)
j
jL
Q
k
1

1
  1k
1
+ b
2
(2)
j
jC
Q
k
1
k
1

 kr(
1
  
2
)k;
a
33
z
3
=

U
T
e
 u=U
T
  e
 u=U
T
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j
h
1 + C

b
(2)
j
j
1=2

e
 u=U
T
kr
1
k
+ C

b
(2)
e
u=U
T
j
j
1=2
kr
1
k
i
  U
T
C

b
(2)
e
 u=U
T
j
j
1=2
  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  b
2
(2)
j
jC
Q
k
2
k
1

kr(
1
  
2
)k:
Posons B
1
=
p
"(Az)
1
, B
2
= (Az)
2
et B
3
= (Az)
3
, alors le produit scalaire (Az; z) s'ecrit
(Az; z) = (Az)
1
z
1
+ (Az)
2
z
2
+ (Az)
3
z
3
=
1
p
"
B
1
z
1
+ B
2
z
2
+B
3
z
3
:
Les lemmes 5.1, 5.4 et 5.5 entra^nent respectivement que les quantites B
1
, B
2
et B
3
sont nega-
tives, d'ou (Az; z)  0, et comme la matrice A est supposee denie positive z
1
= z
2
= z
3
= 0,
ce qui entra^ne u
1
= u
2
, 
1
= 
2
et 
1
= 
2
dans 
.
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Dans le theoreme suivant, nous explicitons des conditions susantes sur les parametres
physiques et sur les solutions pour que la matrice A du theoreme 5.1 soit denie positive.
Th

eor

eme 5.2
Sous les hypotheses du theoreme 5.1, supposons que (u
1
; 
1
; 
1
) et (u
2
; 
2
; 
2
) soient deux solu-
tions faibles du systeme (5.3). Si les trois conditions suivantes
CO
1
:
p
" 
q n
i
b
2
(2)
j
j
2
p
"
(e
u=U
T
+ e
 u=U
T
)  b
2
(2)
j
jL
Q
k
1

1
  1k
1
 U
T
c
(3)
j
j
1=6
(L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3
) > 0;
(5.27)
CO
2
:
U
T
e
u=U
T
 
q n
i
b
2
(2)
e
u=U
T
j
j
2
p
"
 
5b
2
(2)
j
jL
Q
2
k
1

1
  1k
1
 
b
2
(2)
j
jC
Q
2
(k
2
k
1
+ 3k
1
k) 
3U
T
b
2
(2)
C

2
j
j
1=2
e
 u=U
T
 
U
T
c
(3)
2
j
j
1=6

L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3

 
1
2
U
T
C

b
(2)
e
u=U
T
j
j
1=2
 
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j

e
2u=U
T
kr
1
k+
1
2
e
(u u)=U
T
(kr
1
k+ kr
1
k)
+
b
(2)
2
j
j
1=2
(3e
u=U
T
+ e
 u=U
T
) (C

e
u=U
T
kr
1
k+ C

e
 u=U
T
kr
1
k)

> 0;
(5.28)
CO
3
:
U
T
e
 u=U
T
 
q n
i
b
2
(2)
e
 u=U
T
j
j
2
p
"
 
5b
2
(2)
j
jL
Q
2
k
1

1
  1k
1
 
b
2
(2)
j
jC
Q
2
(3k
2
k
1
+ k
1
k) 
3U
T
b
2
(2)
C

2
j
j
1=2
e
 u=U
T
 
U
T
c
(3)
2
j
j
1=6

L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3

 
1
2
U
T
C

b
(2)
e
u=U
T
j
j
1=2
 
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j

e
 2u=U
T
kr
1
k+
1
2
e
(u u)=U
T
(kr
1
k+ kr
1
k)
+
b
(2)
2
j
j
1=2
(e
u=U
T
+ 3e
 u=U
T
) (C

e
u=U
T
kr
1
k+ C

e
 u=U
T
kr
1
k)

> 0
(5.29)
sont satisfaites alors u
1
= u
2
, 
1
= 
2
et 
1
= 
2
dans 
.
Demonstration. Soit  = (
1
; 
2
; 
3
)
T
un vecteur de R
3
,
(A; ) = a
11

2
1
+ a
22

2
2
+ a
33

2
3
+ (a
12
+ a
21
)
1

2
+ (a
13
+ a
31
)
1

3
+ (a
23
+ a
32
)
2

3
:
Comme, par denition, a
ij
 0 8 i 6= j nous avons
a
ij

i

j

1
2
a
ij
(
2
i
+ 
2
j
) 8 i 6= j:
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Ceci entra^ne
(A; )  (a
11
+
a
12
+ a
21
+ a
13
+ a
31
2
)
2
1
+ (a
22
+
a
12
+ a
21
+ a
23
+ a
32
2
)
2
2
+(a
33
+
a
13
+ a
31
+ a
23
+ a
32
2
)
2
3
 A
1

2
1
+A
2

2
2
+A
3

2
3
avec
A
1
= a
11
+
a
12
+ a
21
+ a
13
+ a
31
2
;
A
2
= a
22
+
a
12
+ a
21
+ a
23
+ a
32
2
;
A
3
= a
33
+
a
13
+ a
31
+ a
23
+ a
32
2
:
Ce qui donne
A
1
=
p
" 
q n
i
b
2
(2)
j
j
2
p
"
(e
u=U
T
+ e
 u=U
T
)  b
2
(2)
j
jL
Q
k
1

1
  1k
1
 U
T
c
(3)
j
j
1=6
(L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3
);
A
2
= U
T
e
u=U
T
 
q n
i
b
2
(2)
e
u=U
T
j
j
2
p
"
 
5b
2
(2)
j
jL
Q
2
k
1

1
  1k
1
 
b
2
(2)
j
jC
Q
2
(k
2
k
1
+ 3k
1
k) 
3U
T
b
2
(2)
C

2
j
j
1=2
e
 u=U
T
 
U
T
c
(3)
2
j
j
1=6

L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3

 
1
2
U
T
C

b
(2)
e
u=U
T
j
j
1=2
 
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j

e
2u=U
T
kr
1
k+
1
2
e
(u u)=U
T
(kr
1
k+ kr
1
k)
+
b
(2)
2
j
j
1=2
(3e
u=U
T
+ e
 u=U
T
) (C

e
u=U
T
kr
1
k+ C

e
 u=U
T
kr
1
k)

;
A
3
= U
T
e
 u=U
T
 
q n
i
b
2
(2)
e
 u=U
T
j
j
2
p
"
 
5b
2
(2)
j
jL
Q
2
k
1

1
  1k
1
 
b
2
(2)
j
jC
Q
2
(3k
2
k
1
+ k
1
k) 
3U
T
b
2
(2)
C

2
j
j
1=2
e
 u=U
T
 
U
T
c
(3)
2
j
j
1=6

L

e
u=U
T
kr
1
k
3
+ L

e
 u=U
T
kr
1
k
3

 
1
2
U
T
C

b
(2)
e
u=U
T
j
j
1=2
 
q n
i
"
2
4=3
c
2
(3)
b
(2)
j
j

e
 2u=U
T
kr
1
k+
1
2
e
(u u)=U
T
(kr
1
k+ kr
1
k)
+
b
(2)
2
j
j
1=2
(e
u=U
T
+ 3e
 u=U
T
) (C

e
u=U
T
kr
1
k+ C

e
 u=U
T
kr
1
k)

Si les conditions CO
1
, CO
2
et CO
3
sont satisfaites alors les ccients A
i
, pour i = 1; 2; 3, sont
strictement positifs. Donc la quantite A
1

2
1
+A
2

2
2
+A
3

2
3
 0 et ne peut ^etre nulle que si  = 0.
Ce qui prouve que la matrice A est denie positive. Les hypotheses du theoreme 5.1 sont donc
satisfaites et par consequent u
1
= u
2
, 
1
= 
2
et 
1
= 
2
dans 
.
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5.3 Unicite dans le cas ou le terme d'avalanche est nul
Dans cette section, nous donnons un resultat d'unicite du systeme (5.3) quand le terme
d'avalanche g est nul c'est a dire les constantes C

, C

, L

et L

sont nulles. La demonstration
utilise le theoreme 5.2.
Quand le terme d'avalanche est nul, toute solution (u; ; ) au sens faible du systeme (5.3) est
telle que
kk
1
 ; (5:30 i)
kk
1
 ; (5:30 ii)
krk  C
1
(C
Q
j
j
1=2
C

+ 1); (5:30 iii)
krk  C
2
(C
Q
j
j
1=2
C

+ 1); (5:30 iv)
k
1

1
  1k
1
 C

(5:30 v)
(5.30)
ou C

= max(   1; 1   ) et les constantes C
1
et C
2
sont independantes de la mesure de 

et de ".
Th

eor

eme 5.3
Supposons que les hypotheses H
1
, H
2
, H
3
, H
4
soient veriees et que le terme d'avalanche soit
nul, si les trois conditions suivantes
CD
1
:
p
" 
q n
i
b
2
(2)
j
j
2
p
"
(e
u=U
T
+ e
 u=U
T
)  b
2
(2)
j
jL
Q
C

> 0;
(5.31)
CD
2
: U
T
e
u=U
T
 
q n
i
b
(2)
c
2
(3)
e
2u=U
T
2
4=3
j
j
"
C
1
(C
Q
j
j
1=2
C

+ 1)
 
5b
2
(2)
j
jL
Q
2
(   1) 
b
2
(2)
C
Q
j
j
2
( + 3) 
q n
i
b
2
(2)
j
j
2
p
"
e
u=U
T
 
q n
i
b
(2)
c
2
(3)
e
(u u)=U
T
2
4=3
j
j
2"
(C
1
+ C
2
)(C
Q
j
j
1=2
C

+ 1) > 0;
(5.32)
CD
3
: U
T
e
 u=U
T
 
q n
i
b
(2)
c
2
(3)
e
 2u=U
T
2
4=3
j
j
"
C
2
(C
Q
j
j
1=2
C

+ 1)
 
5b
2
(2)
j
jL
Q
2
(   1) 
b
2
(2)
C
Q
j
j
2
(3 + ) 
q n
i
b
2
(2)
j
j
2
p
"
e
 u=U
T
 
q n
i
b
(2)
c
2
(3)
e
(u u)=U
T
2
4=3
j
j
2"
(C
1
+ C
2
)(C
Q
j
j
1=2
C

+ 1) > 0
(5.33)
sont satisfaites alors le systeme (5.3) admet une solution unique.
Demonstration. Il sut de demontrer que les conditions CO
1
, CO
2
et CO
3
du theoreme 5.2
sont satisfaites. Supposons que (u
1
; 
1
; 
1
) et (u
2
; 
2
; 
2
) soient deux solutions faibles du systeme
(5.3) avec g = 0. D'apres (5.30 v) et comme la constante L
Q
est positive, nous obtenons
  b
2
(2)
j
jL
Q
k
1

1
  1k
1
  b
2
(2)
j
jL
Q
C

: (5.34)
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En utilisant (5.34), le terme de gauche de l'inegalite (5.27) est superieur ou egal a celui de
l'inegalite (5.31). D'ou, la condition CO
1
sera satisfaite si CD
1
est satisfaite.
D'apres (5.30 iii), nous obtenons
 
q n
i
b
(2)
c
2
(3)
e
2u=U
T
2
4=3
j
j
"
kr
1
k   
q n
i
b
(2)
c
2
(3)
e
2u=U
T
2
4=3
j
j
"
C
1
(C
Q
j
j
1=2
C

+ 1) (5.35)
De (5.30 v), decoule
 
5b
2
(2)
j
jL
Q
2
k
1

1
  1k
1
  
5b
2
(2)
j
jL
Q
2
C

: (5.36)
Nous avons aussi, d'apres (5.30 i) et (5.30 ii),
 
b
2
(2)
C
Q
j
j
2
(k
2
k
1
+ 3k
1
k
1
)   
b
2
(2)
C
Q
j
j
2
( + 3): (5.37)
Il vient de (5.30 iii) et (5.30 iv) que
 
q n
i
b
(2)
c
2
(3)
e
(u u)=U
T
2
4=3
j
j
2"
(kr
1
k+ kr
1
k)
  
q n
i
b
(2)
c
2
(3)
e
(u u)=U
T
2
4=3
j
j
2"
(C
1
+ C
2
)(C
Q
j
j
1=2
C

+ 1): (5.38)
En additionnant membre a membre les inegalites (5.35),(5.36),(5.37) et (5.38), nous deduisons
que le terme de gauche de l'inegalite (5.28) est superieur ou egal a celui de l'inegalite (5.32).
D'ou, la condition CO
2
sera veriee si la condition CD
2
est veriee.
D'une facon similaire, nous demontrons que la condition CO
3
sera satisfaite si la condition CD
3
est satisfaite.
De ce dernier theoreme, nous deduisons deux resultats d'unicite du systeme (5.3) que nous
decrivons dans les deux corollaires ci-dessous.
Corollaire 5.1
Sous les hypotheses du theoreme 5.3 et si de plus le terme de Shockley-Read-Hall Q est nul alors
pour " susamment grand le systeme (5.3) admet une unique solution.
Demonstration. D'apres le theoreme 5.3, il sut de demontrer que les trois conditions CD
1
,
CD
2
et CD
3
sont satisfaites. Comme Q est nulle alors les constantes L
Q
et C
Q
sont nulles, d'ou
une condition necessaire et susante pour que la condition CD
1
du theoreme 5.3 soit satisfaite
est
" >
q n
i
b
2
(2)
j
j
2
(e
u=U
T
+ e
 u=U
T
) = "
1
: (5.39)
En multipliant l'inegalite (5.32) par ", le membre de gauche de (5.32) devient
"U
T
e
u=U
T
 
p
"
q n
i
b
2
(2)
j
j
2
e
u=U
T
 q n
i
b
(2)
c
2
(3)
2
4=3
j
je
u=U
T
( 
e
u=U
T
+
e
 u=U
T
2
!
C
1
+
e
 u=U
T
2
C
2
)
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qui est un polyn^ome du second degre en
p
" dont le discriminant

1
=
q
2
n
2
i
b
4
(2)
j
j
2
4
e
2
u
U
T
+4U
T
e
u=U
T
q n
i
b
(2)
c
2
(3)
2
4=3
j
je
u=U
T
( 
e
u=U
T
+
e
 u=U
T
2
!
C
1
+
e
 u=U
T
2
C
2
)
est strictement positif. Alors pour que la condition CD
2
soit satisfaite il faut et il sut que
" <
 
q n
i
b
2
(2)
j
je
u=U
T
  2
p

1
4U
T
e
u=U
T
!
2
ou " >
 
q n
i
b
2
(2)
j
je
u=U
T
+ 2
p

1
4U
T
e
u=U
T
!
2
= "
2
: (5.40)
D'une facon similaire, une condition necessaire et susante pour que la condition CD
3
soit
satisfaite est
" <
 
q n
i
b
2
(2)
j
je
 u=U
T
  2
p

2
4U
T
e
 u=U
T
!
2
ou " >
 
q n
i
b
2
(2)
j
je
 u=U
T
+ 2
p

2
4U
T
e
 u=U
T
!
2
= "
3
(5.41)
ou

2
=
q
2
n
2
i
b
4
(2)
j
j
2
4
e
 2u=U
T
+4U
T
e
 u=U
T
q n
i
b
(2)
c
2
(3)
2
4=3
j
je
 u=U
T
(
e
u=U
T
2
C
1
+
 
e
u=U
T
+
e
 u=U
T
2
!
C
2
)
:
Les trois conditions CD
1
, CD
2
et CD
3
du theoreme 5.3 sont donc satisfaites si " > max("
1
; "
2
; "
3
).
Ce qui prouve que le systeme (5.3) admet une solution unique si " est susamment grand.
Corollaire 5.2
Sous les hypotheses H
1
, H
2
, H
3
, H
4
et supposons j
j susamment petit, alors le systeme (5.3)
admet une solution unique.
Demonstration. D'apres le theoreme 5.3, il sut de demontrer que les trois conditions CD
1
,
CD
2
et CD
3
sont satisfaites. Il est facile de voir qu'une condition necessaire et susante pour
que la condition CD
1
du theoreme 5.3 soit satisfaite est
j
j <
2"
q n
i
b
2
(2)
 
e
u=U
T
+ e
 u=U
T

+ 2
p
"L
Q
b
2
(2)
C

= !
1
: (5.42)
Supposons que la mesure de 
 est susamment petite pour que
j
j
3=2
 j
j: (5.43)
Posons
C
3
=
q n
i
b
(2)
c
2
(3)
e
2u=U
T
2
4=3
"
C
1
(C
Q
C

+ 1) +
5b
2
(2)
L
Q
2
C

+
b
2
(2)
C
Q
2
( + 3) +
q n
i
b
2
(2)
2
p
"
e
u=U
T
+
q n
i
b
(2)
c
2
(3)
e
(u u)=U
T
2
4=3
2"
(C
1
+ C
2
)(C
Q
C

+ 1):
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De (5.43), nous deduisons que le terme de gauche de (5.32) est superieur ou egal a U
T
e
u=U
T
 
C
3
j
j, ce qui entra^ne que la condition CD
2
sera satisfaite si j
j < U
T
e
u=U
T
=C
3
= !
2
.
D'une facon similaire, nous demontrons que la condition CO
3
sera satisfaite
si j
j < U
T
e
 u=U
T
=C
4
= !
3
, ou
C
4
=
q n
i
b
(2)
c
2
(3)
e
 2u=U
T
2
4=3
"
C
1
(C
Q
C

+ 1) +
5b
2
(2)
L
Q
2
C

+
b
2
(2)
C
Q
2
( + 3) +
q n
i
b
2
(2)
2
p
"
e
 u=U
T
+
q n
i
b
(2)
c
2
(3)
e
(u u)=U
T
2
4=3
2"
(C
1
+ C
2
)(C
Q
C

+ 1):
D'ou, les trois conditions CD
1
, CD
2
et CD
3
du theoreme 5.3 seront satisfaites si j
j < min(!
1
; !
2
; !
3
),
nous en concluons que le systeme (5.3) admet une solution unique si la mesure de 
 est su-
samment petite.
Nous allons donner, dans la section suivante, un resultat d'unicite tenant compte du terme
d'avalanche g, dans le cas ou les solutions (u; ; ) sont dans (H
2
(
))
3
.
5.4 Unicite locale avec le terme d'avalanche non nul
Nous demontrons, dans cette section, un resultat d'unicite locale au voisinage de l'equilibre
et la demonstration sera basee sur le theoreme des fonctions implicites. Nous adaptons la de-
monstration de [23] aux equations de semi-conducteur en considerant les variables de Slotboom.
Le systeme que nous allons etudier, avec presence du terme d'avalanche g, comme il a ete decrit
aux chapitres precedents est
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
 r  ("ru) + e
u
   e
 u
 N = 0 dans 
;
 r  (
n
e
u
r) +Q(u; ; )(  1)  g = 0 dans 
;
 r  (
p
e
 u
r) + Q(u; ; )(  1)  g = 0 dans 
;
u = u
d
;  = 1;  = 1 sur  
D
;
  ru =   r =   r = 0 sur  
N
:
(5.44)
Le domaine 
 est tel que toute solution u du probleme
8
>
>
<
>
>
:
 u = f dans 
;
u = 0 sur  
D
;
  ru = 0 sur  
N
:
verie u 2 H
2
(
) et de plus kuk
2;2
 ckfkj
j
1=2
ou c est une constante independante de 
.
Dans cette section, nous tenons compte des hypotheses suivantes
{ K
1
0 <   
n
(x); 
p
(x)   et "; 
n
et 
p
sont dans W
1;1
(
).
{ K
2
Q(x; :) : R
3
! R est une fonction positive de classe C
1
pour tout x 2 
.
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Sous les hypotheses H
1
, K
1
, K
2
, K
3
, H
5
, nous savons, voir [84], que toute solution (u; ; )
du systeme (5.44) est dans (H
2
(
))
3
, et le systeme (5.44) peut s'ecrire sous la forme suivante
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
 "u  r"  ru+ e
u
   e
 u
 N = 0 dans 
;
 r  (
n
e
u
r) +Q(u; ; )(  1)  g = 0 dans 
;
 r  (
p
e
 u
r) + Q(u; ; )(  1)  g = 0 dans 
;
u = u
d
;  = 1;  = 1 sur  
D
;
  ru =   r =   r = 0 sur  
N
:
(5.45)
Soit u
e
solution du probleme d'equilibre
8
>
>
<
>
>
:
 r  ("ru) + e
u
  e
 u
 N = 0 dans 
;
u = u
d
sur  
D
;
  ru = 0 sur  
N
:
De la theorie de regularite des solutions des equations aux derivees partielles semi-lineaire
(cf. [51]), nous deduisons que u
e
2 H
2
(
) \ W
1;1
(
) et le systeme (5.45) peut se represen-
ter de la maniere suivante
F (u; ; ; g) = 0 ou (u; ; ) 2 (H
2
DN
(
))
3
+ (u
d
; 1; 1)
avec
F (u; ; ; g) =
0
B
B
@
 "u  r"  ru+ e
u
   e
 u
 N
 r  (
n
e
u
r) +Q(u; ; )(  1)  g
 r  (
p
e
 u
r) +Q(u; ; )(  1)  g
1
C
C
A
;
et H
2
DN
(
) = fh 2 H
2
(
); h = 0 sur  
D
et :rh = 0 sur  
N
g:
Th

eor

eme 5.4
Sous les hypotheses H
1
, K
1
, K
2
, K
3
, H
5
et pour  > 0 susamment petit, le systeme (5.44)
admet dans un voisinage dans (H
2
(
))
3
de (u
e
; 1; 1) une solution unique (u; ; ) pour kgk < .
De plus la fonction qui a g associe (u; ; ) est de classe C
1
de fg 2 L
2
(
); kgk < g a valeurs
dans (H
2
(
))
3
.
Demonstration. Il est clair que F (u
e
; 1; 1; 0) = 0 et F est une fonction de classe C
1
, alors
d'apres le theoreme des fonctions implicites, il sut de montrer que DF (u
e
; 1; 1; 0) est un iso-
morphisme de (H
2
DN
(
))
3
dans (L
2
(
))
3
.
Soient f
1
; f
2
; f
3
trois fonctions de L
2
(
) et nous demontrons que le probleme
(
Trouver ('
1
; '
2
; '
3
) telle que
DF (u
e
; 1; 1; 0)('
1
; '
2
; '
3
) = (f
1
; f
2
; f
3
)
(5.46)
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admet une solution unique. D'apres (5.45), le probleme (5.46) devient
8
>
>
>
<
>
>
>
:
Trouver ('
1
; '
2
; '
3
) telle que
 "'
1
 r"  r'
1
+ (e
u
e
+ e
 u
e
)'
1
+ e
u
e
'
2
  e
 u
e
'
3
= f
1
dans 
;
 r  (
n
e
u
e
r'
2
) +Q(u
e
; 1; 1)('
2
+ '
3
) = f
2
dans 
;
 r  (
p
e
 u
e
r'
3
) +Q(u
e
; 1; 1)('
2
+ '
3
) = f
3
dans 
:
(5.47)
Alors, pour ';  2 H
1
D
(
), d'apres (5.47), nous obtenons
(
h
n
e
u
e
r'
2
;r'i+ hQ(u
e
; 1; 1)('
2
+ '
3
)  f
2
; 'i = 0 dans 
;
h
p
e
 u
e
r'
3
;r i+ hQ(u
e
; 1; 1)('
2
+ '
3
)  f
3
;  i = 0 dans 
:
(5.48)
Le systeme (5.48) est une formulation variationnelle d'un probleme elliptique semi-lineaire, et
puisque 
n
e
u
e
et 
p
e
 u
e
sont dans W
1;1
(
) alors (5.48) admet une solution unique notee
('
2
; '
3
) 2 H
2
(
)H
2
(
).
Comme la quantite e
u
e
+ e
 u
e
, qui appara^t dans la premiere equation de (5.47), est minoree
par une constante strictement positive, nous en deduisons que le probleme (5.47) possede une
unique solution ('
1
; '
2
; '
3
) 2 (H
2
DN
(
))
3
qui depend contin^ument de (f
1
; f
2
; f
3
) 2 (L
2
(
))
3
.
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