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Abstract 
SLAM is an approach deployed in robotics to develop autonomous mobile robots. 
These robots have been deployed in numerous fields such as manufacturing, 
aerospace navigation, and other areas deemed dangerous to humans. SLAM 
techniques have made these robots to operate without necessarily having the prior 
maps, a shortcoming of the current robots which require prior maps. Several SLAM 
approaches exist, but EKF has been seen to possess all the useful features of 
convergence and consistency. Via SLAM, concurrency between localisation and 
mapping has been made possible. 
An EKF SLAM algorithm has been presented in this thesis, which was implemented 
in a two-wheeled mobile robot. The robot autonomously navigated in a structured 
indoor environment, while simultaneously building a map and localising itself 
within that map. A 360 degrees LiDAR was used to measure the range and bearing 
of the surroundings and an ultrasound sensor was used to avoid the obstacles. 
Furthermore, the algorithm was implemented using Python 3.  
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1 Chapter 1 
Introduction 
At the outset, it is worth noting that Simultaneous Localization and Mapping 
(SLAM) is a state-of-the-art approach where maps of given localities or 
surroundings are built while at the same time an estimation of a robot’s location is 
generated (Khairuddin et al., 2015). The key interest in this case, which inspired 
the need for further research, is the importance of having the two processes executed 
concurrently. It has been a norm that any mobile robot be programmed with prior 
maps, especially of the surrounding environment in which it operates. It is easier 
noting that such projects were of limited applications, especially with the ever-
rising need to navigate foreign areas that are hardly reachable or even dangerous to 
human operations. Consequently, SLAM algorithms have been crucial in offering 
such mobile robots pivotal capability to pinpoint and constrain themselves as well 
as the environmental features with no need for prior maps. This indeed has proved 
vital for quite a number of navigation exercises. 
Furthermore, one of the chief goals within the robotic discourse is developing 
autonomous robots. In order to achieve this pivotal goal, suitable algorithms have 
been sought, all aiming at minimising, if not eliminating, human involvement in 
their operations. The robots are to self-explore given unknown surroundings, 
successfully evading the obstacles as well as landmarks within the localities from 
which they are meant to operate. Such regions that have demanded the 
aforementioned robotic operations include aerial space, terrain and subsea among 
other regions which could be unreachable and/or deemed potentially risky to human 
beings. With increasing interest in the exploration of these, and more areas 
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motivated by further research aimed at say economic growth or medical 
explorations, SLAM is quite crucial. 
1.1 Motivation 
The need for autonomous mobile robots has increased recently but many of the 
fields requiring them usually cannot provide prior information. Hence the need for 
an algorithm that allows mobile robots to navigate and draw maps simultaneously. 
The most important field urgently requiring SLAM is search and rescue. In cases 
of natural disasters such as earthquakes and buildings collapse with people being 
trapped under rubble, search and rescue teams using heavy machinery before 
having any information on how many people are trapped and where, could result in 
accidents and increases in the number of casualties. Also, sending search and rescue 
workers into areas of rubble to assist injured people could result in them also being 
trapped. To solve this issue, a small robot could navigate under the rubble and report 
back a map showing the exact locations of trapped people. Figure 1.1 shows an 
example where SLAM could have been used in search and rescue. 
Another use can be in military operations, shown in Figure 1.2; where a small robot 
could navigate behind enemy lines and report back some intel on the enemy’s base, 
or the locations of imprisoned soldiers. SLAM can also be used in scientific 
exploration, where an expedition needs to explore an inaccessible underground cave, 
as in Figure 1.3, or an undersea cave (Figure 1.4). Scientists might also want to 
explore dangerous locations where no human can enter, such as volcanoes. SLAM 
could be useful in aerospace navigation, or basically any location where humans 
cannot reach. 
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Figure 1.1: PGC building collapsed (Ministry for Culture and Heritage, 2011). 
 
 
Figure 1.2: SLAM possible military usage (Radio New Zealand, 2016). 
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Figure 1.3: An underground cave that can be explored using SLAM (Swarbrick, 2015). 
 
 
Figure 1.4: An underwater cave that can be explored by SLAM (NIWA, 2012). 
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1.2 Objectives 
The main objective of this study is to assemble a mobile robot and use a SLAM 
algorithm to programme it to move around freely (unmanned) without a prior map, 
and receive a map of the surroundings after the robot finishes navigation. To 
achieve this, there are three specific objectives that need to be achieved: 
1. To programme Raspberry Pi, the project’s control unit, to help successfully 
operate a GoPiGo robot. 
2. To successfully write and compile a Python code to receive inputs from the 
input devices and trigger the output devices. 
3. To interface the Raspberry Pi, GoPiGo robot, ultra sound sensor, and 
LiDAR with an EKF SLAM algorithm. 
1.3 Scope 
As far as scope is concerned, this research project will only review SLAM 
algorithms as they are applied in autonomous mobile robots. Other technologies 
may only be mentioned but not explored. In particular, only EKF SLAM algorithm 
will be looked into in detail. It will suffice just mentioning the other SLAM 
techniques. 
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2 Chapter 2 
Literature Review 
The SLAM researchers have made amazing developments over the past 30 years, 
enabling large-scale real-world applications, and a steady transition of this 
technology to industry (Cadena et al., 2016). The history of the SLAM problem can 
be divided into three main ages: the classical age, the algorithmic-analysis age, and 
the robust-perception age (Cadena et al., 2016). Each section of this chapter will 
elaborate on each of these ages, showing the accomplishments achieved during 
these ages, in regards to algorithms, autonomous robots, and sensors; used to solve 
the SLAM problem. 
2.1 The Classical Age 
This age represents the first 20 years of SLAM, between the years 1986 and 2004 
(Cadena et al., 2016). In 1986, when probabilistic methods were only just beginning 
to enter both robotics and artificial intelligence (AI), the genesis of the probabilistic 
SLAM problem occurred at the IEEE Robotics and Automation Conference of the 
same year (Durrant-Whyte & Bailey, 2006). During the following few years, some 
key papers were introduced, such as  (Durrant-Whyte, 1988; Smith & Cheeseman, 
1986). They described statistically the relationships between landmarks and 
manipulating geometric uncertainty. 
Meanwhile, early works in visual navigation were done by (Ayache & Faugeras, 
1988). Also, (Chatila & Laumond, 1985) and (Crowley, 1989) were working on 
sonar-based navigation using Kalman filter based algorithms, which resulted soon 
after in (Smith et al., 1990). 
However, this work did not look at the convergence properties of the map or its 
steady-state behaviour. Instead, it was assumed that the predicted map errors would 
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never converge, and the researchers at the time believed in very small or even zero 
correlation between landmarks (Durrant-Whyte & Bailey, 2006) which reduced the 
full filter to a series of decoupled landmark to vehicle filters (Leonard & Durrant-
Whyte, 1992) and (Rencken, 1993). Later in 1995, at the International Symposium 
on Robotics, (Durrant-Whyte et al., 1996) explained the structure of the SLAM 
problem, the convergence result, and the coining of the acronym SLAM. This led 
to further research on convergence by (Csorba, 1998) and (Csorba et al., 1996). 
Later towards the end of the 20th century, researchers’ work focused on improving 
the computational efficiency and solving problems related to data association and 
loop closure, while ensuring consistent and precise predictions for the map and 
robot pose (Durrant-Whyte & Bailey, 2006) and (Bailey & Durrant-Whyte, 2006). 
A degree of convergence between the Kalman filter based SLAM and the 
probabilistic localisation and mapping methods was achieved by (Thrun et al., 
1998). The 2000 IEEE International Conference on Robotics and Automation 
(ICRA) Workshop on SLAM discussed issues like algorithmic complexity, data 
association, and implementation challenges (Durrant-Whyte & Bailey, 2006). Since 
then, many SLAM workshops and summer schools were held, and many 
researchers and PhD. students have shown interest in SLAM; which foresaw a 
tremendous success in building the field (Durrant-Whyte & Bailey, 2006). 
2.1.1 The Algorithms 
The classical age uncovered the start of the main probabilistic formulations for 
SLAM, including solutions based on Extended Kalman Filters, Rao-Blackwellised 
Particle Filters, and maximum likelihood estimation (Cadena et al., 2016). 
These three algorithms are mathematical derivations of the recursive Bayes rules, 
and their popularity is due to the uncertainty and sensor noise of robot mapping 
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which are investigated by explicitly modelling different sources of noise and their 
effects on measurements (Thrun, 2002). 
2.1.1.1 Extended Kalman Filter 
The most common representation is in the form of a state-space model with additive 
Gaussian-noise, which led to the use of the Extended Kalman Filter (EKF) to solve 
the SLAM issue (Durrant-Whyte & Bailey, 2006). It is one example of a Bayes 
filter, which does not only “guess” the new state, but also calculates the probability 
of that state being correct (Thrun et al., 2005). Many existing SLAM solutions are 
based on EKF SLAM, such as (Davison & Murray, 2002), (Leonard & Newman, 
2003), (Jensfelt et al., 2006), and (Se et al., 2002). 
Kalman Filter methods have been proven to be capable of mapping large-scale 
environments, including outdoor and underwater, while simultaneously predicting 
the robot’s position relative to the map (Thrun et al., 2005) and (Dissanayake et al., 
2000). 
The basis for the EKF SLAM method is to describe the vehicle motion model as a 
function of its kinematics, adding a zero mean uncorrelated Gaussian motion 
covariance (Durrant-Whyte & Bailey, 2006). The observation or measurement 
model is described by a function of its geometry, adding a zero-mean uncorrelated 
Gaussian measurement error (Durrant-Whyte & Bailey, 2006). An example of a 
standard EKF method can be found in (Dissanayake et al., 2001). This EKF SLAM 
solution inherits the same benefits as the standard EKF solutions to navigation, but 
at the same time it also inherits the same problems; such as convergence, 
computational effort, data association, and nonlinearity (Durrant-Whyte & Bailey, 
2006). Many studies have been completed to produce efficient variants of EKF 
SLAM solutions, such as (Guivant & Nebot, 2001) and (Leonard & Feder, 2000) 
have introduced a computationally efficient variant. A Kalman filter based SLAM 
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can converge to the true solution after collecting enough information about the 
surrounding environment (Huang & Dissanayake, 2016). 
2.1.1.2 Rao-Blackwellized Particle Filter 
Written as Rao-Blackwellised in (Cadena et al., 2016) or Rao-Blackwellized in 
(Durrant-Whyte & Bailey, 2006), it describes the robot motion model as a set of 
samples of a more general non-Gaussian probability distribution (Durrant-Whyte 
& Bailey, 2006). One example of this filter is the FastSLAM algorithm introduced 
by (Montemerlo et al., 2002). All previous work tried to improve the performance 
of EKF SLAM algorithm, keeping its essential linear Gaussian assumptions, but 
FastSLAM with particle filtering was the first to directly represent the nonlinear 
process model and non-Gaussian pose distribution (Durrant-Whyte & Bailey, 2006). 
This approach was influenced by (Murphy, 2000) and (Thrun et al., 2000b). In 
FastSLAM, the recursive prediction of the pose states is done by particle filtering 
and EKF SLAM is used for map states estimation (Durrant-Whyte & Bailey, 2006). 
The theory behind this algorithm is derived from Sequential Important Sampling 
(SIS) (Doucet, 1998). 
Two versions of FastSLAM have been introduced in the literature, FastSLAM 1.0 
(Montemerlo et al., 2002) and FastSLAM 2.0 (Michael et al., 2003). They differ 
only in the form of their proposed distribution and in their importance weight; 
FastSLAM 2.0 is more efficient than FastSLAM 1.0 (Durrant-Whyte & Bailey, 
2006). For FastSLAM 1.0, the proposed distribution is the motion model; while in 
FastSLAM 2.0, it includes the current observation (Durrant-Whyte & Bailey, 2006). 
Both versions of FastSLAM suffer from degeneration due to their inability to forget 
the past (Durrant-Whyte & Bailey, 2006), nevertheless, (Michael et al., 2003) 
proved that FastSLAM 2.0 algorithm is applicable in real outdoor environments and 
generates an accurate map. 
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2.1.1.3 Maximum Likelihood Estimation 
Based on the Expectation Maximisation (EM) algorithm, which is used for state 
estimation with unknown data association (Lachlan & Krishnan, 1997), this 
algorithm searches iteratively by alternating a step that calculates expectations over 
the data association and related latent variables, followed by a step that computes a 
new mode under these fixed expectations. This search leads to a sequence of state 
estimates (such as maps) of increasing likelihood (Thrun et al., 2005). An example 
of the usage of this algorithm is shown in (Thrun, 2001). 
This algorithm is ideal for mapping but not localisation (Aulinas et al., 2008), and 
is able to build a map when the robot pose is known (Burgard et al., 1999). However, 
the need to process the same data numerous times to find the most likely map makes 
this algorithm inefficient and not appropriate for real-life implementations (Chen et 
al., 2007). Hence, in real-life, only the mapping is accomplished using this 
algorithm and other algorithms are used for localisation (Thrun, 2002). 
2.1.2 SLAM Implementations 
Prior to actual SLAM implementations, there have been a few robotic systems 
working in ambiguous situations that paved the way for true SLAM applications. 
One of these was (Durrant-Whyte, 1996) which was a straddle carrier, developed 
at the University of Sydney, that helped in moving containers faster than human 
workers (Thrun et al., 2005). Another example is an interactive museum tour-guide 
robot, shown in (Nourbakhsh et al., 1999) and (Thrun et al., 2000a) which safely 
leads visitors through heavily crowded museums (Thrun et al., 2005). 
Practical experiments of probabilistic SLAM have become increasingly impressive 
during the classical age, covering larger areas in more challenging environments 
(Durrant-Whyte & Bailey, 2006). The “explore and return” experiment by 
(Newman et al., 2002), shown in Figure 2.1, was a medium-scale indoor experiment 
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that confirmed the non-divergence properties of EKF SLAM by returning, 
completely autonomously, to a marked starting position. The robot is manually 
controlled during exploration by an operator, who is completely dependent on the 
real-time rendering of the robot’s map, then it plans its return trip without any 
human help (Durrant-Whyte & Bailey, 2006). 
Another SLAM experiment was completed by (Guivant & Nebot, 2001), shown in 
Figure 2.2. It was the first SLAM application in very large outdoor environments. 
It dealt with computational concerns of real-time operation, while also addressing 
high-speed robot motion, non-flat terrains, and dynamic clutter. They closed several 
large loops and compared their results with accurate ground truth GPS, which 
showed the practical reliability of their algorithm. The data from their Victoria Park 
experiments are available online, and have become a benchmark within the SLAM 
research community (Durrant-Whyte & Bailey, 2006). 
The classical age witnessed many SLAM applications in a wide range of fields, 
including indoor (Bosse et al., 2004), (Davison et al., 2004), (Castellanos et al., 
1998), and (Chong & Kleeman, 1999); outdoor (Folkesson & Christensen, 2004); 
airborne (Kim & Sukkarieh, 2003); and undersea (Newman & Leonard, 2003) and 
(Williams et al., 2000). Different types of sensors were used such as bearing only 
(Deans & Hebert, 2001) and range only (Leonard et al., 2002). 
 12 
 
Figure 2.1: SLAM experiment by (Newman et al., 2002). 
 
 
Figure 2.2: SLAM experiment by (Guivant & Nebot, 2001). 
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2.2 The Algorithmic-Analysis Age 
This age occurred in the period between 2004 and 2015 (Cadena et al., 2016). As 
can be seen from its name, the age represented the analysis of already developed 
SLAM algorithms. It aimed at tuning those algorithms to get better SLAM solutions, 
and at the same time, exploring new unaddressed fields where SLAM can be 
exploited. 
2.2.1 SLAM Fundamental Properties 
Researchers of the algorithmic-analysis age focused on the study of essential 
properties of SLAM, including observability, convergence, and consistency; and 
they developed the main open-source libraries of SLAM (Cadena et al., 2016). 
2.2.1.1 Observability 
Observability is the ability to calculate the system state from a sequence of control 
actions and observations (Dissanayake et al., 2011). It has been demonstrated that 
with bearing-only and range-only sensors, specific sensors are needed for target 
tracking (which represents the observation step of SLAM) to be observable (Song, 
1996) and (Song, 1999). When using a range and bearing sensor, SLAM is 
observable even when the landmarks are moving, but the robot’s initial pose needs 
to be known or assumed as known (which is the case in almost all of SLAM 
practical demonstrations) for the SLAM observability to hold (Dissanayake et al., 
2011). 
2.2.1.2 Convergence 
If the uncertainty of the estimated state converges to a finite value, given enough 
number of observations or amount of time, then convergence is achieved 
(Dissanayake et al., 2011). When the data flow from the observations to the 
landmark states, which are stationary, landmark uncertainty will monotonically 
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decrease during SLAM (Dissanayake et al., 2011). (Dissanayake et al., 2001) and 
(Huang & Dissanayake, 2007) confirmed this fact for both linear and non-linear 
cases in their work on EKF based SLAM algorithm (Dissanayake et al., 2011). 
2.2.1.3 Consistency 
A solution to the SLAM problem is consistent if the estimate is unbiased and the 
estimated covariance matrix equals the real mean square error (Bar-Shalom et al., 
2004). In EKF SLAM, inconsistency can occur when the relevant Jacobians are not 
evaluated at the true system state (Dissanayake et al., 2011). Inconsistency became 
a clear problem only when researchers started using complex geometric landmarks 
(Dissanayake et al., 2011), such as using line features in large-scale environments 
(Rodriguez-Losada et al., 2006). Fortunately, inconsistency can be tolerated in 
some practical uses of SLAM; such as search and rescue, where the purpose of the 
map is purely for human interpretation and the topological structure of the map 
being correct is the only important information (Dissanayake et al., 2011). 
2.2.2 The Algorithms 
One of the algorithms developed during the algorithmic-analysis age is called 
graph-based SLAM. It involves creating a graph whose nodes represent robot poses 
or landmarks, and in which an edge between two nodes encodes a sensor 
measurement that constrains the connected nodes (Grisetti et al., 2010). Despite its 
proposal in 1997 by (Lu & Milios, 1997), it took many years for it to be popular 
due to its high complexity (Grisetti et al., 2010). There are many graph-based 
SLAM approaches in the literature, and to name a few, (Frese et al., 2005), (Dellaert 
& Kaess, 2006), (Kaess et al., 2007), (Konolige et al., 2010), and (Grisetti et al., 
2009). 
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Another approach is the Visual Odometry (VO), which is the process of predicting 
the robot pose using only the input image(s) from a single or multiple cameras 
(Scaramuzza & Fraundorfer, 2011). Since it works by detecting motion changes in 
the received images, the environment where the robot is moving needs to have 
enough illumination, and the image needs to have a static scene with enough texture 
to allow apparent motion to be detected. In addition, successive frames must have 
sufficient scene overlap (Scaramuzza & Fraundorfer, 2011). A SLAM solution 
using VO is called V-SLAM, and successful results of this algorithm can be found 
in (Clemente et al., 2007), (Civera et al., 2010), (Strasdat et al., 2010), and (Mei et 
al., 2011). 
Polygon-based SLAM or 3D SLAM uses planar segments composed of infinite 
planes, and those segments are then connected with landmarks of the environment. 
Using polygon sets, landmarks are denoted with planar segments. The advantage of 
this method is that it produces high-detail small-size maps, well-suited for higher-
level tasks like interacting with the environment; but, it needs very high 
computational power (Saeedi et al., 2016). Stereo or RGBD cameras, such as in 
(Dryanovski et al., 2013) and (Sturm et al., 2013), and 3D laser scanners, such as 
(Segal et al., 2009), are commonly used sensors in 3D SLAM applications (Saeedi 
et al., 2016). For other examples please see (Weingarten & Siegwart, 2006) and 
(Pathak et al., 2010). 
Another approach to solving SLAM came to be during this age, which was based 
on artificial intelligence, called AI SLAM. In such solutions, the filtering or 
smoothing is realised using AI algorithms (Saeedi et al., 2016). Many practical 
experiments with this approach were conducted, such as Chatterjee (2009), (Wyeth 
& Milford, 2009), (Saeedi et al., 2011), and (Salas-Moreno et al., 2013). 
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Single-robot SLAM is not an easy task, and adding more robots to the solution 
makes it even harder. This is because now, multiple robots must incorporate all 
available data to build a consistent global map, while simultaneously localising 
themselves within that map. On the other hand, multiple-robot SLAM has 
advantages such as performing missions faster and being robust to failure of any of 
the robots, but this comes with an extremely complex system that requires 
coordination between the robots (Saeedi et al., 2016). The multiple-robot SLAM 
literature has much research, each using a different approach; for example, EKF 
(Chellali, 2013), Extended Information Filter (EIF) (Thrun & Liu, 2005), Rao-
Blackwellized Particle Filter (Carlone et al., 2010), Expectation Maximization (EM) 
(Indelman et al., 2014), Cooperative Positioning System (CPS) (Tobata et al., 2012), 
manifold representation (Howard et al., 2006), map merging (Saeedi et al., 2014), 
and 3D SLAM (Vidal-Calleja et al., 2011). 
2.3 The Robust-Perception Age 
The Robust Perception Age represents the SLAM research work from 2015 to date, 
and triggers the question “is SLAM solved?”. This question is very hard to answer, 
because the answer is known only for a given combination of 
robot/environment/performance. For example, current SLAM algorithms can easily 
fail when either the robot motion or the environment is too challenging, or a strict 
performance is required (Cadena et al., 2016). 
This age is characterised by robust performance, high-level understanding, resource 
awareness, and task-driven perception. The SLAM system should have low failure 
rate while operating for an extended period of time in various environments, and 
include a fail-safe mechanism and self-tuning capability. It should adapt to the 
available resources and the given task (Cadena et al., 2016). 
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Few works have been proposed recently attempting to accomplish the above 
characteristics and improve previous SLAM solutions. Newcombe et al. addressed 
the small-scale dynamic environment reconstruction issue (Newcombe et al., 2015), 
but it is still greatly unaddressed for non-rigid large-scale maps (Cadena et al., 
2016). Mazuran et al. proposed a solution to the scalability issue of the graph-based 
SLAM needed nodes for long term SLAM operation, using the Nonlinear Graph 
Sparsification (NGS) method (Mazuran et al., 2016). For a detailed review of the 
current and future developments of SLAM, the reader is encouraged to read the 
article of Cadena et al. (Cadena et al., 2016). 
2.4 Related Work 
Much research in the current SLAM literature are related to the study investigated 
in this thesis, differing only in minor aspects. This section provides a comparison 
between such researches, and how their authors implemented SLAM using what 
types of robots, their purpose, used software, used sensors, and algorithms. 
Different types of robots were used to suit different purposes and implementations. 
A humanoid robot was used as an autonomous tour guide in (Pujals, 2014). 
Omnidirectional robots were used by (Charabaruk, 2015) and (Berg, 2013), while 
(Wang et al., 2013) used a human-driven car for testing only. A two-wheel robot, 
similar to the one used in this study, was used by (Santhanakrishnan et al., 2017). 
However, four-wheel robots were the popular used robots (Teslić et al., 2011), 
(Colon & Pécsi), (Klančar et al., 2014), and (Darmstadt et al., 2014). 
Those SLAM systems were developed for different purposes, such as hazardous 
material handling (Charabaruk, 2015), soil sampling (Gan, 2015), maintenance 
(Berg, 2013), and robotic competition (Bradley et al., 2013) and (Darmstadt et al., 
2014). Variant operating systems were installed, such as Ubuntu (Pujals, 2014), 
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(Colon & Pécsi, 2013), and (Bradley et al., 2013); and Windows (Gan, 2015) and 
(Berg, 2013). 
Robot Operating System (ROS) was used by (Pujals, 2014), (Charabaruk, 2015), 
(Colon & Pécsi, 2013), (Bradley et al., 2013), and (Darmstadt et al., 2014). Gazebo, 
a software for simulated testing, was used in (Pujals, 2014) and (Darmstadt et al., 
2014). Programming languages used to code the SLAM systems were C++ in 
(Pujals, 2014), (Colon & Pécsi, 2013), and only for analogue to digital conversion 
of remote control signal in (Gan, 2015); Matlab for mapping, autonomous and 
LiDAR control in (Gan, 2015); and Go, an open source programming language 
maintained by Google, in (Berg, 2013). 
The laser range/bearing sensor (LiDAR) was found to be the most popular among 
SLAM researchers; it was used by (Pujals, 2014), (Wang et al., 2013), (Teslić et al., 
2011), (Colon & Pécsi, 2013), (Klančar et al., 2014), (Gan, 2015), (Berg, 2013), 
(Bradley et al., 2013), (Darmstadt et al., 2014), and (Santhanakrishnan et al., 2017). 
However, Colon and Pécsi also used a 3D LiDAR for 3D mapping (Colon & Pécsi, 
2013), and Charabaruk used the laser ranger in odometry prediction instead of the 
wheel encoders (Charabaruk, 2015). Wheel encoders were used by (Pujals, 2014), 
(Teslić et al., 2011), (Wang et al., 2013), (Colon & Pécsi, 2013), (Klančar et al., 
2014), and (Berg, 2013); however, (Bradley et al., 2013) did not use these encoders 
and (Darmstadt et al., 2014) used them only for robot speed control. 
Other types of sensors were installed, for example (Colon & Pécsi, 2013) also used 
an Innertial Measurement Unit (IMU), for sensing the robot’s orientation, which 
had a built-in GPS receiver. IMU was also installed by (Darmstadt et al., 2014), 
who used RGB-D and thermal cameras for detecting injured humans and installed 
an ultrasound sensor facing backwards to detect obstacles while the robot is moving 
backward. Pujals added a second LiDAR for obstacle detection (Pujals, 2014). Gan 
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installed a low-accuracy GPS and an electronic compass for predicitng the robot’s 
heading (Gan, 2015), and Bradley, Albu et al. also installed a GPS (Bradley et al., 
2013). 
Some of these robots were designed for indoor use, such as (Pujals, 2014), (Teslić 
et al., 2011), (Klančar et al., 2014), and (Berg, 2013); while other robots were 
designed for outdoor use, such as (Gan, 2015) and (Bradley et al., 2013); while 
(Colon & Pécsi, 2013) was designed to work in both. 
EKF SLAM was implemented in much research such as (Teslić et al., 2011), (Wang 
et al., 2013), (Colon & Pécsi, 2013), (Klančar et al., 2014), and (Santhanakrishnan 
et al., 2017). Berg implemented Hector SLAM, an algorithm based on EKF SLAM 
(Berg, 2013), and Bradley, Albu et al. used it as a ready-coded ROS package 
(Bradley et al., 2013). Colon and Pécsi used a ready-coded EKF SLAM and 
modified its pose covarinace matrix for better results (Colon & Pécsi, 2013), while 
Berg used EKF for pose prediction and correction and tinySLAM for mapping and 
feature matching (Berg, 2013). Pujals implemented a ready-coded graph-based 
SLAM called “openKarto” with slight modifications, and coded the exploration 
algorithm only (Pujals, 2014). Charabaruk and Bradley, Albu et al. used ready-
coded SLAM ROS packages (Charabaruk, 2015) and (Bradley et al., 2013). Line-
segment mapping was used by (Teslić et al., 2011), (Klančar et al., 2014), and 
(Santhanakrishnan et al., 2017); while Santhanakrishnan, Rayappan et al. 
accomplished it with a point-feature approach. 
The robot of Gan was designed to work on a flat field (usualy a farm), which lacked 
the existance of landmarks; so instead of installing the LiDAR on top of the robot, 
which is the case of most SLAM systems, it was stationary and used the robot itself 
as a dynamic landmark. The controller of this robot had a user interface showing 
Google maps, which allowed the user to click anywhere on the map and the robot 
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would navigate autonomously to reach the destination and take a soil sample (Gan, 
2015). (Darmstadt et al., 2014) used grid mapping, since it is easier for human 
interpretation in search and rescue operations, and octomap package, with slight 
modifications, for 3D mapping. 
Figure 2.3 shows the resulting map of (Pujals, 2014). Figure 2.4 shows the 
 
Figure 2.3: Screenshot of the map showing the robot exploring (Pujals, 2014). 
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Figure 2.4: EKF based localisation with line segments representing the walls of a room 
(Teslić et al., 2011). 
 
successful localisation and mapping of (Teslić et al., 2011). The trajectory of the 
robot resulted from the algorithm implemented by (Wang et al., 2013), is shown in 
Figure 2.5. The maximum error in this experiment was found to be 3.28m, while 
the average error was around 1.5m. 
Colon and Pécsi presented results for four different testing scenarios, Figure 2.6 
shows the resulting map of scenario #4. The average error of the estimated final 
pose of (Klančar et al., 2014) was found to be 4cm, with 0.7° average error in the 
robot’s heading, Figure 2.7 shows the estimated trajectory and the environment map 
of (Klančar et al., 2014). 
The results of Gan’s research shows an average error of 0.194m, but if the test with 
outliers is removed, it decreases to 0.127m. Figure 2.8 shows the robot’s trajectory 
of one of the test runs (Gan, 2015). Berg executed many tests, each with different 
approach and criteria, one of the resulting maps is shown in Figure 2.9 (Berg, 2013). 
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Figure 2.5: The trajectory of the robot (Wang et al., 2013). 
 
Figure 2.6: Octomap and Hector Mapping (Colon & Pécsi, 2013). 
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Figure 2.7: The estimated trajectory of the robot and the environment map (Klančar 
et al., 2014). 
 
Figure 2.8: Robot's trajectory (Gan, 2015). 
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Figure 2.9: The resulting maps with and without odometry, both with identical 
LiDAR data (Berg, 2013). 
 
Santhanakrishnan, Rayappan et al. proved that the implementation of EKF with 
point features approach leads to a highly precise SLAM solution with an average 
error of ±0.11m, see Figure 2.10 (Santhanakrishnan et al., 2017). 
 
Figure 2.10: Generated map using EKF SLAM with the robot's trajectory 
(Santhanakrishnan et al., 2017).  
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3 Chapter 3 
Methodology 
This chapter describes briefly the steps taken to accomplish the objectives 
mentioned in chapter 1. 
To start, an autonomous car is needed to implement the SLAM algorithm. However, 
since we have a very limited budget, it needs to have the least possible 
specifications, so a GoPiGo 2 was chosen, which is shown in Figure 3.1. 
 
Figure 3.1: GoPiGo 2 autonomous car (Dexter Industries, 2018a) 
 
Dexter Industries designed the GoPiGo to be compatible with the Raspberry Pi 
minicomputer, shown in Figure 3.2, so it was chosen to be the brain of the car. 
To give the car the ability to avoid obstacles while autonomously navigating, an 
ultrasound sensor with a servo was installed, see Figure 3.3. 
Finally, a laser sensor was installed to read the range and bearing of the car’s 
surroundings (please see Figure 3.4). 
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As for the software that will control all of the previously mentioned hardware, 
Python 3 was selected to code the SLAM algorithm. 
The upcoming chapters will elaborate more on how the hardware was used, and 
how the algorithm was implemented. 
 
Figure 3.2: Raspberry Pi 3 minicomputer (Kiwi Electronics, 2018) 
 
Figure 3.3: Ultrasound sensor installed on a servo (Dexter Industries, 2018b) 
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Figure 3.4: 360 degrees rpLiDAR (Robo Peak, 2018) 
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4 Chapter 4 
Autonomous Car Setup 
In this chapter, the autonomous car setup will be explained in more detail, showing 
step by step all the decisions made regarding the car itself, all added sensors, and 
the software installed. The chapter is divided into two sections. Section 4.1 explains 
the decisions made concerning the hardware, the assembly process, and the role of 
every sensor while section 4.2 discusses the software installed, and how it was 
utilised to operate the autonomous car. 
4.1 The hardware 
The hardware used in this study can be divided into three parts; the minicomputer, 
the sensors and the car that carries the aforesaid two parts. Starting from the last 
part, the upcoming subsections will explain all specifications, decisions, and 
alterations (if needed) made regarding each hardware part. 
4.1.1 The Car 
Since the budget for this study is very limited, the car used needed to have the 
following attributes: 
1. Small in size, since bigger usually means more expensive. 
2. Powerful enough to move around with ease, while carrying the 
minicomputer and the sensors. 
3. Ability to provide the needed electrical power for itself, and all other parts 
to operate without power loss. 
4. Low cost due to the limited budget. 
Taking these attributes into account, GoPiGo 2 made by Dexter Industries was 
chosen. 
 29 
This car is small in size with dimensions 14.5cm (W) x 21.5cm (L) x 9cm (H), yet 
big enough to carry the sensors and minicomputer. Its motors can handle the final 
weight of the car without any problems. Also, it can provide enough current (up to 
2A) to power and operate all connected parts including the motors. Furthermore, in 
addition to all of that, being priced at around $100.00 US Dollars, it is relatively 
cheap. 
Following the assembly instructions provided on the manufacturer’s website, all the 
car’s parts along with all sensors and the minicomputer were connected; to give the 
final assembled car shown in Figure 4.1. 
 
Figure 4.1: GoPiGo 2 manufactured by Dexter Industries, fully assembled with all 
needed sensors. The ultrasound sensor is installed on the servo facing 
forward (right of the figure), the laser reader is placed on top of the car, 
and the minicomputer is the green board below the laser reader. 
 
The servo is attached to the front of the car, allowing the ultrasound sensor to face 
forward. The minicomputer (green board) is connected to the car’s board (the red 
board next to the wheels, as shown in Figure 4.1). The laser reader placed on top of 
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the car is connected to the minicomputer via USB cable and a battery pack, 
consisting of eight AA rechargeable batteries, is placed in the back. 
4.1.2 The Sensors 
In order to implement the SLAM algorithm, and to allow the car to navigate while 
avoiding obstacles, the following sensors were needed: 
1. Optical wheel encoders. 
2. Ultrasound range sensor. 
3. Laser range/bearing reader. 
The following subsections will elaborate more on the specs and use of each of these 
sensors. 
4.1.2.1 Optical Encoders 
As shown in Figure 4.2, the car has two optical encoders located next to the wheels. 
These encoders are used to measure the distance travelled by each wheel separately, 
which is useful to check if the vehicle is moving forward when both distances are 
equal; or turning left/right if the distances are not equal. 
 
Figure 4.2: Two optical encoders installed next to the wheels. They are used to 
measure the distance travelled by each wheel separately. 
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With eighteen pulses per rotation, these encoders measure the distance travelled 
using equation 4.1: 
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*
w
p
d

          (4.1) 
 
Where, 
d is the distance travelled (m). 
p is the count of pulses sensed by the optical encoder. 
w
 is the diameter of the wheel (m). 
4.1.2.2 Ultrasound Range Sensor 
This sensor as shown in Figure 4.3, can detect obstacles up to 350cm away from 
the vehicle. A programme that keeps reading the range feedback from this 
ultrasonic ranger, can detect a close obstacle up ahead and stops the car before 
crashing. 
 
Figure 4.3: Ultrasound range sensor fixed to a servo 
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It is fixed to a servo to allow pointing it towards the left and the right. This helps 
the code to decide which side has more empty space and turn the car to avoid 
obstacles. 
4.1.2.3 Laser Range/Bearing Reader 
The sensor used in this study is an rpLiDAR A1 (Light Detection And Ranging) 
manufactured by Slamtec. It is a 360o laser reader with a typical measurement range 
of 0.15m – 6m. It can scan the surroundings five and half times per second, 
reporting back 2000 or more measurements consisting of the distance and angle of 
all objects. See Figure 4.4. 
 
Figure 4.4: rpLiDAR A1 from Slamtec 
 
Using the range and bearing measurements received from this sensor, the code can 
detect all landmarks surrounding the vehicle; and draw a map of the environment. 
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4.1.3 The Minicomputer 
This is the brain that will receive all input data, process all the information available, 
and give commands accordingly. It will hold the programme that controls the car, 
and execute the SLAM algorithm. 
Therefore, it needs to have minimum specifications, such as: 
1. Enough storage space for the algorithm code, and received readings. 
2. Fast processing speed, to handle all the calculations while communicating 
with all sensors. 
3. Wireless connection, to report back the result of the navigation. 
4. Small size to fit onboard GoPiGo 2. 
5. Compatibility with all other hardware components. 
Raspberry Pi 2 was the best option available at the time, costing only 35 US Dollars. 
It has a built-in slot for micro-SD cards, which means the storage space available is 
flexible and can be chosen by the user. The micro-SD card used in this study has 
8GB of data space, which was tested and found to be enough. 
It has a Quad Cortex A7 processor with 900MHz processing speed, which was 
found to be fast enough to handle the code execution, data processing, and reporting 
back the results. 
The lack of a wireless connection was solved by connecting a Wi-Fi dongle to one 
of the many USB ports available, and communication with the vehicle was achieved. 
With dimensions of 8.5cm x 5.6cm, it clearly fits easily inside the GoPiGo 2. Also, 
Dexter Industries made this car to be completely compatible with Raspberry Pi, 
hence the ‘Pi’ in GoPiGo. Since all the sensors (except for the LiDAR) were 
purchased with the GoPiGo, they were also compatible with Raspberry Pi. However, 
the LiDAR needed some effort to integrate with the other parts, and this will be 
detailed in section 4.2. 
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4.2 The software 
Any computer needs appropriate software to utilise the hardware and fulfil the 
purpose of its existence. In this study, two types of software were needed for the 
car to navigate, localise itself and report back a map of the surroundings (or execute 
the SLAM algorithm); the operating system or OS, and the programming language 
platform. 
4.2.1 The Operating System (OS) 
GoPiGo 2 comes with a micro-SD card pre-installed with Raspian Jessie for Robots. 
It is an operating system designed by Raspberry Foundation and modified by Dexter 
Industries to fully exploit the features of GoPiGo. It comes with all needed software 
to programme and operate GoPiGo, including communication protocol with the 
ultrasound and optical decoder sensors. 
However, what this OS lacks is the ability to read data from the LiDAR, which is a 
disadvantage that forced the search for another OS. After a lot of research and 
installation/testing trials, the perfect OS was found. 
Ubuntu Mate 16.04 is a Linux based OS compatible with Robot Operating System 
(ROS). The latter is a group of libraries that help to build robot applications (Open 
Source Robotics Foundation, 2018) such as this study. ROS Kinetic was chosen to 
be installed with Ubuntu Mate 16.04, which allowed the installation of a LiDAR 
driver called rplidar_ros. This driver permits the GoPiGo-LiDAR communication, 
and the LiDAR readings can now be retrieved through a command in a Linux 
terminal. 
The final state of this OS has all needed software for controlling the GoPiGo, and 
at the same time, communicating with all attached sensors. The next step now 
would be programming the SLAM algorithm. 
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4.2.2 The Programming Language 
There are a lot of different programming languages available, such as C, C++, C#, 
Java, Python …etc., each with its own strengths and characteristics. Choosing one 
of these languages depends on its simplicity, since a complex approach means more 
storage space for the code itself and more processing time, as well as its ability to 
control all of the hardware parts, such as GoPiGo, all sensors, and the Raspberry Pi. 
First, Dexter Industries provided a Python library called Gopigo which gives the 
user the ability to control the GoPiGo and all attached hardware (except for the 
LiDAR). Second, the Raspberry Pi has Ubuntu Mate installed, which is compatible 
with Python. Finally, Python has the ability to send commands to the Linux terminal 
within its syntax, which means communicating with the LiDAR and receiving the 
laser readings. 
As a result, Python 3.5 was selected to be the programming language used in this 
study; for the strengths mentioned in the previous paragraph, and because it was the 
latest version of Python available when this study commenced. 
4.3 Conclusion 
This chapter explained in detail the steps taken to set up the autonomous car with 
all attached sensors, and all software installed. Also, it discussed the specifications 
of all hardware parts, and how they were chosen, as well as how all the software 
were selected and how they operated the connected hardware. 
At this stage the car is ready to be programmed, so the next chapter will discuss the 
Extended Kalman Filter or EKF. This filter is one of many filters used to implement 
the SLAM algorithm, and it will be used in this study. 
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5 Chapter 5 
Extended Kalman Filter SLAM 
Using an Extended Kalman Filter (EKF) for estimating the state vector containing 
the robot pose (both location and orientation) and all landmark locations is still one 
of the most popular strategies for solving SLAM (Huang & Dissanayake, 2007). 
EKF is derived through a linearisation procedure, in which the nonlinear model 
describing the measurements is continuously linearised about each current state 
estimate (Jiang et al., 2017), and the linear Kalman Filter is then applied to predict 
the next state (Einicke & White, 1999). 
EKF was chosen for this study because of its simple and straight-forward 
implementation, and due to its good performance in small areas with a limited 
number of features (Darmanin & Bugeja, 2016). 
This chapter is split into three sections. Section 5.1 explains the prediction step of 
EKF SLAM, and how the current state and landmark locations are predicted 
through the movement and measurement models. Section 5.2 elaborates on how the 
environment features or landmarks are selected. Then section 5.3 explains how the 
robot state (pose) and features locations are corrected using correction formulas. 
5.1 Prediction 
SLAM state is defined as the vehicle pose (location and direction) and the locations 
of observed stationary features (Bailey et al., 2006). The prediction step of EKF 
SLAM predicts the state, and it consists of the movement or kinematic and 
measurement models (Santhanakrishnan et al., 2017), (Klančar et al., 2014), and 
(Wang et al., 2013). The following subsections explain each model and give more 
detail on how they should be implemented in this study. 
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5.1.1 Kinematic Model 
In order to obtain an estimate of the vehicle pose change between two consecutive 
time steps, the robot’s odometry measurements received from the wheels encoders 
must be processed (Huang et al., 2008). In addition, the horizontal distance between 
the wheels (car width) needs to be included in the pose prediction calculations 
(Teslić et al., 2011). 
The motion model that will predict the new vehicle’s pose consists of two cases, 
when the robot is turning and when it is moving forward. Using the two given 
information, the current pose (x, y, θ) and the travelled distance of each wheel (l 
and r) as inputs from the wheels encoders, the kinematic model equations can be 
derived (Brenner, 2012). Figure 5.1 shows the case when the car is turning left 
around a rotation centre. It changed its position from point a to point b. 
 
Figure 5.1: The car is turning left around a centre of rotation. Moving from point a 
to point b. 
 
To solve the case in Figure 5.1, we need to find the unknowns R and α 
)( WRr            (5.1) 
Where, 
r is the distance travelled by the right-hand wheel (m). 
α is the rotation angle (rad). 
R is the distance between the centre of rotation and the left-hand wheel (m). 
W is the width of the vehicle (m). 
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Rl           (5.2) 
Where, 
l is the distance travelled by the left-hand wheel (m). 
Subscribing equation (5.2) from equation (5.1) 
Wlr   
W
lr 
           (5.3) 
Equation (5.2) can be rearranged to 

l
R           (5.4) 
Clearly, α cannot be zero in equation (5.4), which is expected, since it will be zero 
only when the vehicle is moving forward (l = r). 
Using the now known values of R and α, the new position can be predicted as shown 
in Figure 5.2 
 
Figure 5.2: New pose prediction. C is the centre of rotation, P is the current robot's 
pose, and θ is the robot’s current heading angle. 
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Where, 
Cx and Cy are the x-y coordinates of the centre of rotation (m). 
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Px and Py are the x-y coordinates of the car’s current pose (m). 
θ is the car’s current heading angle (rad). 
After using equation (5.5) to calculate the x-y coordinates of the centre of rotation, 
the new heading angle can be predicted 
 2mod)('          (5.6) 
Where, 
θ’ is the new heading angle (rad). 
Then the x-y coordinates of the new pose can also be predicted 
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Where, 
P’x and P’y are the predicted x-y coordinates of the new pose (m). 
Now for the case of moving forward, where l = r, the motion model in equations 
(5.6) and (5.7) become 
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Equation (5.8) is self-explanatory since the heading angle is not changing when the 
car is moving forward. In equation (5.9), l and r are exchangeable and either can be 
used since they are equal. 
The algorithm coded in this study should read the distances travelled by left- and 
right-hand wheels, and compare their values. If they are not equal, equations (5.3) 
to (5.7) should be used to predict the new pose of the robot; otherwise, equations 
(5.8) and (5.9) should be executed (Brenner, 2012). 
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5.1.2 Measurement Model 
The measurement model is responsible for locating all landmarks surrounding the 
vehicle, and giving their x-y coordinates with respect to the vehicle’s location. It 
achieves this by processing the received measurements from the LiDAR (Brenner, 
2012). Figure 5.3 shows a single landmark being observed by the LiDAR’s laser 
rays. 
 
Figure 5.3: The LiDAR is detecting a landmark. 
 
Features can be detected by calculating the derivatives of all received measurements 
2
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Where, 
f’(i) is the derivative of the current measurement. 
f(i+1) is the next measurement. 
f(i-1) is the previous measurement. 
Then the list of derivatives computed by equation (5.10) is searched for a negative 
value less than a threshold, starting from the first derivative. The found negative 
derivative represents the left edge of a landmark. As shown in Figure 5.3, the 
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measured depth of the second ray from the left is much less than the first ray, which 
makes the derivative negative. Now to locate the found feature, the average of rays’ 
depths and angles are calculated by dividing the sum of each by the number of rays 
till we reach the right edge of that feature; which can be detected by a positive 
derivative larger than the threshold. Then, the Cartesian coordinates can be 
computed using equations (5.11) and (5.12). 
cosdx           (5.11) 
sindy           (5.12) 
Where, 
x and y are the Cartesian coordinates of the found landmark (m). 
d is the average depth of the found landmark (m). 
θ is the average angle of the found landmark (rad). 
The measurement model can be summarised in the algorithm shown in Figure 5.4. 
scoordinatecartesiancompute
landmarksinifor
anglesanddepthsofaveragecompute
landmarkoff
thresholddepthiesderiviativifelse
anglesanddepthsofsumcompute
thresholddepthisderivativeif
landmarkonif
landmarkon
thresholddepthisderivativeif
sderivativeinifor
derivative
else
derivativecompute
distitsmeasuremenitsmeasuremenif
tsmeasuremeninifor





)(
)(
)(
0
min)1(&)1(
 
Figure 5.4: Algorithm for the measurement model (Brenner, 2012). 
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Figure 5.5: Illustration of movement model while the robot is moving. Figure (a) 
shows the robot’s pose at time instant k and figure (b) shows the pose at 
time instant k+1. Figure (c) illustrates the movement model at poses (a) 
and (b) (Santhanakrishnan et al., 2017). 
 
Figure 5.5 illustrates the measurement model while the robot is moving. Where, 
Fi(xfi,yfi) is the global location of the i
th feature (m). 
ri,k is the measured distance of the i
th feature from the robot at time instant k (m). 
(a) (b)
(c) 
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φi,k is the measured bearing angle of the ith feature with respect to the robot’s local 
plane at time instant k (degrees). 
xk, yk, and θk are the Cartesian coordinates and heading of the robot at time k. 
5.2 Feature Selection 
Feature selection step is responsible for deciding which found landmarks from the 
measurement model to be added to the state vector as unique and acceptable 
landmarks. It is an essential step before moving on to the correction step, since the 
accuracy of the pose correction depends on the accuracy of the detected landmarks 
not being duplicated or wrongfully located. One of the techniques used to achieve 
this is the Maximum Likelihood Landmark Assignment (Brenner, 2012) using the 
Mahalanobis distance (Santhanakrishnan et al., 2017) and (Klančar et al., 2014). 
The Mahalanobis distance considers the correlation in the data, since it is calculated 
using the inverse of the variance-covariance matrix of the data set of interest (De 
Maesschalck et al., 2000); In this case, the detected features. It is shown in 
equations (5.13) and (5.14) (Brenner, 2012). 
      )()( 1 xhzxhz T        (5.13) 
QHH
T
         (5.14) 
Where, 
z is the measured landmark depth and bearing (m, rad). 
h(x) is the depth and bearing of the xth added landmark in the state vector (m, rad). 
Ѱ-1 is the inverse of the covariance matrix of the added landmark. 
ε is a threshold to compare the Mahalanobis distance to (m). 
H and HT are the Jacobian and its transverse of the added landmark. 
 is the covariance of the state. 
Q is the measurement error. 
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The left-hand side of equation (5.13) represents the Mahalanobis distance, and the 
right-hand side threshold can be found by a set of trials. 
The usage of the Mahalanobis distance can be explained in Figure 5.6. Cases (a) 
and (b) show two found landmarks near to two added landmarks in the state vector. 
If the distance between the found and added features was solely taken into 
consideration in feature selection, then both features would be added to the state 
vector. But the error (covariance) ellipse of landmark (b) is big enough to include 
the found nearby landmark, which indicates that the found and added landmarks 
might be the same landmark and should not be added to the state vector. So the 
feature selection algorithm based on the Mahalanobis distance would add feature 
(a) to the state vector, but not feature (b). Less added features to the state vector 
will reduce the computational overhead of the entire algorithm, and the 
Mahalanobis distance validation process will eliminate the probability of wrong 
feature selection (Santhanakrishnan et al., 2017). 
 
Figure 5.6: The Mahalanobis Distance (Brenner, 2012). 
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5.3 Correction 
The implementation of EKF-SLAM starts in the correction step. A slight 
modification to equations (5.5) to (5.7) is needed, to ignore the centre of rotation 
and make the calculations simpler (Brenner, 2012). 
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Where, 
g1 and g2 are the predicted xy-coordinates of the new pose (m). 
g3 is the predicted bearing of the new pose (rad). 
Equation (5.15) predicts the new pose when the car is turning, i.e. l is not equal to 
r. When the vehicle is moving forward, equations (5.8) and (5.9) can be used to 
calculate g1, g2, and g3. 
Now, the Jacobian matrix of the state (G) can be calculated by the partial derivative 
of g in respect to the state (Brenner, 2012). In case of l not equal to r: 
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When the robot is moving forward: 
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In equation (5.17), r can be used instead of l since both are equal. This applies to all 
equations related to the case of l equals r. 
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Next, V will be calculated, which is the Jacobian matrix of the state g with respect 
to the control (l and r) (Brenner, 2012). In the case of l not equal to r: 
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(5.18) 
Where, 
 '  
For the case of l equals r: 
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Assuming that the left and right motors’ controls are uncorrelated, the covariance 
of the control (
control
 ) is calculated using equation (5.20) (Brenner, 2012). 
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And when l equals r 
2
1
22
)( l
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          (5.21) 
Where, 
σl and σr are the errors corresponding to the left and right motors respectively. 
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α1 is the control’s motion error factor. 
α2 is the control’s turn error factor. 
The predicted covariance of the new pose can now be calculated using equation 
(5.22) (Brenner, 2012). 
T
tcontrolt
T
tttt
VVGG  1        (5.22) 
Where, 
t and t-1 are the time instants at the current and previous pose respectively. 
T is the transverse of the matrix. 
The added landmarks in the state vector are represented in the Cartesian coordinates, 
and they need to be translated to the polar coordinates before they can be used to 
correct the predicted pose. This can be achieved using equations (5.23) and (5.24) 
(Brenner, 2012). 
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Where, 
cosdxx
l
 , sindyy
l
  
r is the distance between the landmark and the LiDAR (m). 
xm and ym are the xy-coordinates of the landmark’s location (m). 
xl and yl are the xy-coordinates of the robot’s current location (m). 
d is the displacement of the LiDAR from the centre of the robot (m). 
α is the bearing of the landmark (rad). 
θ is the robot’s current heading (rad). 
Now the Jacobian matrix of the measurement (equations (5.23) and (5.24)) is 
calculated with respect to the state (Brenner, 2012) 
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Where, 
lm
xxx  , 
lm
yyy  , 22 )()( lmlm yyxxq   
Next, the Kalman gain (K) can be computed using equation (5.26) (Brenner, 2012). 
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Where, 
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t  is the predicted covariance matrix of the state at time instant t. 
Q is the measurement covariance matrix. 
2
r
  is the measurement distance standard deviation. 
2
  is the measurement angle standard deviation. 
The predicted state and its predicted covariance can now be corrected using 
equations (5.28) and (5.29) (Brenner, 2012). 
))((
ttttt
hzK          (5.28) 
tttt
HKI  )(         (5.29) 
Where, 
μt and Σt are the corrected state and covariance at time instant t. 
t
  is the predicted state at time instant t. 
zt is the measured landmark in polar coordinates at time instant t. 
h( ) is the translator from Cartesian to polar coordinates. 
I is the identity matrix. 
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Up until now, no found landmarks have been considered in all the matrices in 
equations (5.15) onward. But since the state vector will get larger with added 
features while the robot is navigating, these landmarks need to be considered 
starting from equation (5.15) (Brenner, 2012). Assuming only two landmarks were 
added: 
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Where, 
* is to be replaced with the previous formulas from previous equations. 
Similarly, equations (5.16) and (5.17) become 
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Noting that adding landmarks to the state only makes g and G matrices bigger 
without changing the used formulas. Also, the added items are either a zero or a 
one. The total number of rows and columns for the G matrix can be calculated using 
equation (5.32) (Brenner, 2012). 
3*2#  landmarksaddedofnumbercolumnsorrowsof   (5.32) 
V matrix in equations (5.18) and (5.19) is modified exactly like the G matrix in 
equation (5.31), except that the matrix is filled with zeros only (Brenner, 2012). 
 50 
When adding a landmark, its xy-coordinates need to be added to the state vector 
and its measurement covariance needs to be added to the state covariance; filling 
any empty items in the state covariance matrix with zeros (Brenner, 2012). The size 
of the state covariance matrix can be calculated in a similar manner to the G and V 
matrices using equation (5.32). 
The H matrix is modified in a different manner. For the first added landmark, the 
negative of the first two rows and columns of the original H matrix will be appended 
to the end of the matrix to give the H matrix used with the correction equations 
(5.28) and (5.29). When dealing with the second landmark, zeros need to be 
appended first to represent the first landmark, then repeat the procedure done for 
the first landmark. And so on for the next landmarks (Brenner, 2012). Figure 5.7 
illustrates the procedure for modifying the H matrix depending on the index of the 
particular landmark. 
 
Figure 5.7: Modification of H matrix, depending on the index of the particular 
landmark (Brenner, 2012). 
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6 Chapter 6 
Results and Discussion 
This chapter elaborates on the implementation of the theory explained in Chapter 5, 
then shows the experimental results obtained after several trials and discusses these 
results. It is divided into two sections: Section 6.1 explains the algorithm used to 
programme the robot, and Section 6.2 discusses the experimental results after 
several trials. 
6.1 The Algorithm 
Chapter 5 explained two different cases to be considered when predicting and 
correcting the car’s pose. The equations used in the second case when the vehicle 
is moving forward are much simpler than the equations for the first case when the 
vehicle is turning, hence smaller code and less needed computational power. This 
simplicity leaned this study towards making the robot move forward only and turn 
only after stopping the robot, which will only change the heading. 
This section will explain the main parts of the algorithm separately, and how to use 
the equations of Chapter 5 in each of them. Then, it gathers them in the main code 
algorithm, sorted in the order of execution. First, Figure 6.1 shows the algorithm 
for the prediction step. 
Second, Figure 5.4 shows the algorithm for the measurement model. Third, the 
algorithm for the correction step is shown in Figure 6.2. Finally, the EKF SLAM 
algorithm is shown in Figure 6.3. The final and complete python code can be found 
in Appendix A. 
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Figure 6.1: Prediction Algorithm (predict). 
 
 
 
 
Figure 6.2: The Correction Algorithm (correct). 
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Figure 6.3: The EKF SLAM Algorithm. 
 
6.2 Experimental Results 
After programming the robot with the python code shown in Appendix A, and 
making the robot navigate for fifty one-minute-navigation trials, the predicted final 
pose had a ± 300mm deviation from the actual pose; in both x and y coordinates. 
In each of these trials, the code was executed using Linux terminal. A prompt menu 
appears asking the user to input a character, as shown in Figure 6.4. Inputting ‘r’ 
will start the navigation and the EKF SLAM algorithm, typing ‘t’ will terminate the 
programme and show the map and all the car’s poses, while any other character will 
pause the navigation and put the robot on hold waiting for the next command. 
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Figure 6.4: The Linux terminal window showing the prompt menu. 
 
After navigating for about a minute then typing ‘t’, a map appears showing the path 
travelled by the robot, the walls of the room where the navigation occurred, and the 
added landmarks. The first navigation trial is divided into three segments, starting 
from the position shown in Figure 6.5 with the initial map shown in Figure 6.6, 
through to the position in Figure 6.7 with the map shown in Figure 6.8, and moving 
to the second pose in Figure 6.9 and map in Figure 6.10. Figure 6.11 shows the final 
actual robot’s position and Figure 6.12 is the map resulted from the final navigation 
segment. The maps show the room’s walls as green dots, the added landmarks as 
red circles, and the robot’s travelled path as blue dots with the last pose shown as a 
black dot. 
The tilted walls in the map shown in Figure 6.12 are due to the correction applied 
only to the car’s heading in the state, not to the actual physical heading. Also, when 
the LiDAR’s scan data is drawn, the next set of wall dots will be tilted from the 
previous set, which explains the tilted walls in the second and final maps. 
The drawn map’s coordinates are in millimetres, and the map represents the world 
from the robot’s point of view. The robot’s initial pose is always at the origin (0, 0) 
Cartesian coordinates, while heading towards the positive x axes (zero degrees). 
The robot moves forward until it faces an obstacle and stops, then it looks left and 
right to find the clearest path and turns towards it. The LiDAR measurements are 
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processed to draw the walls and find landmarks while the car is stationary; after the 
processing is done, the car moves forward again and so on. The map and poses are 
only shown after the termination of the programme. 
 
Figure 6.5: The robot's initial position. The room consists of walls and landmarks 
(bottles). 
 
Figure 6.6: The initial map showing only the start position at (0, 0). 
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Figure 6.7: The robot's position after the first navigation segment. 
 
Figure 6.8: The resulting map after the first navigation segment. The green dots 
represent the walls, the red circles are the added landmarks, and the 
blue dots are the travelled path with the last pose shown as a black dot. 
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Figure 6.9: The robot's position after the second navigation segment. 
 
Figure 6.10: The resulting map after the second navigation segment. 
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Figure 6.11: The robot's position after the final navigation segment. 
 
Figure 6.12: The resulting map after the final navigation segment. 
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7 Chapter 7 
Conclusion and Recommendations 
To enable a mobile robot to navigate in an unknown environment, while avoiding 
obstacles and reporting back its current location and a map of that environment, this 
study presented an algorithm based on EKF SLAM. This algorithm was 
programmed in a mobile robot to test it. According to the tests done per the 
autonomous mobile car, the main objective has been achieved. The vehicle moves 
around freely (unmanned) without a prior map, and reports back its location and a 
map of the surroundings after it finishes navigation. This could not be achieved 
without achieving the specific objectives. Therefore, the Raspberry Pi was 
programmed to help successfully operate a GoPiGo robot, a Python code was 
successfully written and compiled to receive inputs from the input devices and 
trigger the output devices, and the Raspberry Pi, GoPiGo robot, ultra sound sensor, 
and LiDAR were interfaced with an EKF SLAM algorithm. 
In the future, this algorithm can be tuned to produce a more accurate current 
location and environment map. Another type of measuring device can be added to 
or replace the currently used LiDAR, to allow receiving measurement data 
simultaneously while navigating and avoiding obstacles. Also, implementing this 
algorithm in a real-life application to test its performance under real-life pressures 
and obstacles. 
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A. Appendix A 
EKF SLAM Python 3 Code 
Figure A.1 to Figure A.12 show the complete Python 3 code implemented in the 
robot.
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Figure A.1: EKF SLAM Python 3 code (part 1). 
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Figure A.2: EKF SLAM Python 3 code (part 2). 
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Figure A.3: EKF SLAM Python 3 code (part 3). 
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Figure A.4: EKF SLAM Python 3 code (part 4). 
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Figure A.5: EKF SLAM Python 3 code (part 5). 
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Figure A.6: EKF SLAM Python 3 code (part 6). 
  
7
6
 
 
Figure A.7: EKF SLAM Python 3 code (part 7). 
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Figure A.8: EKF SLAM Python 3 code (part 8). 
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Figure A.9: EKF SLAM Python 3 code (part 9). 
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Figure A.10: EKF SLAM Python 3 code (part 10). 
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Figure A.11: EKF SLAM Python 3 code (part 11). 
  
8
1
 
 
Figure A.12: EKF SLAM Python 3 code (part 12). 
