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Introduction
In the field of machine learning, Principal Component Analysis (PCA) [1] and Linear Discriminant Analysis (LDA) [2] are the classical technique for feature extraction and dimension reduction. Principal Component Analysis (PCA) uses the dimension with the largest variances and neglects the less important components. Linear Discriminant Analysis (LDA) maximizes the between-class and minimized the intra-class scatter matrices to find the subspace. The two methods map the sample vectors into the low dimensional subspace. In this subspace, the extracted features can be used to recognize and reconstruct the testing samples. Principal Component Analysis (PCA) and the Linear Discriminant Analysis (LDA) are unsupervised learning and supervised method, respectively. Both methods are linear algorithm. They have been successfully used in diverse applications [3] [4] .
But the two methods do not work well in the complex nonlinear data distribution. Therefore, it is necessary to generalize the methods for the nonlinear structure. With the idea of kernel approach [5] , the linear method can be extended to be used in nonlinear structure. Kernel Principal Component Analysis (KPCA) [6] and Generalized Discriminant Analysis (GDA) [7] have been successfully introduced to treat with the nonlinear data. They are the corresponding nonlinear algorithm for Principal Component Analysis (PCA) and the Linear Discriminant Analysis (LDA). Its main idea is to firstly map the origin data set into high-dimensional feature space. Thus, the nonlinear features can be extracted using the traditional linear algorithm in the feature space. In the process of computation, the mapping function is neither calculated nor kept explicitly. It can be realized implicitly by the kernel trick, which the inner product (dot product) between sample vectors is computed via the kernel function. The Kernel Principal Component Analysis (KPCA) and Generalized Discriminant Analysis (GDA) have been used in many complex circumstances, such as face recognition [8] , multi-view face model [9] , et al.
When faced with large-scale data set, the Kernel Principal Component Analysis (KPCA) and Generalized Discriminant Analysis (GDA) are infeasible. The major problem is space and time complexity. Both the two methods need to store the kernel matrix (also called Gram matrix) in the computation, which takes the space complexity of to eigen-decompose the kernel matrix. In the situation of the large-scale data set, it is infeasible to store and compute the kernel matrix for the normal computer for the sake of the limited storage capacity. The storage and computation problem prevent the application of these nonlinear algorithms in large-scale data set. Consequently, some approaches must be adopted to treat with the inconvenience.
In order to solve the problem in the situation of the large-scale data set, many methods have been proposed. Zheng [10] proposed to divide the origin data set into several small scale data set and separately deal with them. Some people proposed to choose some representative data replaced the original data set using approximation methods [11] [12] [13] [14] . These algorithms do not assure the extraction of optimal discriminant vectors. An iterative procedure is also proposed to estimate the nonlinear features by kernelizing the generalize Hebbian algorithm [15] . But the convergence is slow. It was also put forward that QR decomposition can be merged with the kernel discriminant analysis [16] . However, it only discoveries the nonlinear features in the range space of between-class scatter matrix.
In this paper, we will give an efficient iterative method to deal with nonlinear algorithm for largescale data set. The proposed method do not necessary to eigen-decompose the kernel matrix like the traditional algorithm. A Gram-power matrix, is firstly constructed using the original Gram matrix. According to theory of linear algebra, the Gram-power matrix and Gram matrix have the same eigenvectors. As a result, the column of Gram matrix can be regarded as the input sample for the iterative algorithm [17] . The advantage of the proposed algorithm is that the whole Gram matrix does not need to store in advance. The space complexity is reduced from
. Experimental results validated the effectiveness of the proposed algorithm.
The whole paper is arranged as follows: section 2 gives a short review of the nonlinear algorithm. Then, the proposed method is detailed described in section 3. The experimental results are given in the section 4. Finally, we give a discussion.
Review of the nonlinear algorithm
In this section, we will give basic outline of nonlinear algorithm, the Kernel Principal Component Analysis (KPCA) and Generalized Discriminant Analysis (GDA). 
by mapping function  . In the process of computation, a kernel function  is generally used to compute the similarity between the mapped samples. Therefore, the entry of the Gram matrix K is defined as ( ), ( ) ( , )
The formula of standard Generalized Discriminant Analysis is:
Where the Gram matrix In the first phase, the Gram matrix K is eigen-decomposed, which produces
the matrix of normalized eigenvectors and  is the diagonal matrix of nonzero eigenvalues). After
into the Eq. 1, it can be changed into:
Where
. The second phase is to eigen-decompose the matrix
The computation of first phase is the implementation of the Kernel Principal Component Analysis (KPCA). All the two phases is the procedure of Generalized Discriminant Analysis (GDA).
The proposed method
In the computation of iterative algorithm, each sample vector is continuously input to achieve the discriminant vectors. But the mapping sample vector in feature space cannot explicitly be given
The Algorithm of Nonlinear Feature Extraction for Large-scale Data set Weiya Shi because the mapping function is not known instead of using kernel trick. As a result, the iterative algorithm cannot be used in Reproducing Kernel Hibert Space (RKHS). In order to solve the problem and introduce the proposed method, we must transform the matrix K and T U WU in advance.
Transformation of the matrix K
Because the matrix K is positive semi-definite, another Gram-power matrix can be denoted as follows: 
Transformation of the matrix

T U WU
On the other hand, the diagonal matrix W can be decomposed into two matrices using Cholesky decomposition, one of which is the transpose of another. The matrix T U WU can be derived as:
R x of matrix R can be also treated as the input sample vector for random iterative algorithm in second phase.
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Iterative algorithm in kernel space
Having transformed the matrix K and T U WU , the "sample" vector can be gotten in feature space. As a result, Iterative algorithm can be used to compute the discriminant vector using the "sample" vector. In our proposed algorithm, the candid covariance-free incremental principal component analysis (CCIPCA) is used as the iterative algorithm. It uses a well-known statistical concept --efficient estimation, which converges faster that other iterative algorithms and computation complexity is also low [18] .
The The detailed formula is derived as follows: 
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Implementation of proposed method
By some iteration, we can get the approximate eigenvectors and eigenvalues in kernel space. The algorithm of the first phase is given as follows:
Step 1: Initially the first k eigenvector using first k samples
Step 2: For iteration=1:p (p is the number of iteration)
Step 3: For i=1:m do following steps:
Step 4: For each input data i x , calculate the corresponding column ( ) i K x representing the input vector for the iterative algorithm.
Step 5: Using Eq. (4), (5) to compute the first k principal components
Step 5: Go to step 3
Step 6: Go to step 2 for some iteration
Step 7: Output the final result.
The algorithm of the second phase is same as first phase except that ( )
In whole computing process, we need not to eigen-decompose the Gram matrix, which space and time complexity is 
Experimental results
In this section, we will do some experiments to demonstrate the effective of the proposed method. Because the size of Gram matrix is 7291 7291  . The standard KPCA algorithm cannot work out. But the proposed method still works well. The first 64 principal components were extracted using the proposed method, and the testing samples are projected on these extracted principal components. The nearest neighbor classifier is used to classify the projecting testing sample. Table 1 gives the error rate of testing sample. We can find that the proposed method still achieve the classified performance when standard KPCA cannot work out. 
The experiment of the Kernel Principal Component Analysis (KPCA)
Toy
The experiment of the Generalized Discriminant Analysis (GDA)
Toy examples:We firstly perform the experiment on the iris data set using standard GDA and the proposed method. The Gaussian kernel function Figure 2 illustrates the experiment results. It gives projection of iris data on the first 2 discriminant axis. It can be found that the proposed method can get similar performance with standard GDA. USPS examples:We also test the standard GDA and proposed method on USPS data set. In the experiment, polynomial kernel ( , ) ( )
is used, where d is the degree of function. Firstly, we randomly select 2000 samples to extract the nonlinear discriminant vectors. After the testing samples are projected on these vectors, the nearest neighbor classifier is used. Apart from above experiment, we also use all the training samples to extract the nonlinear feature, where the size of Gram matrix is 7291 7291  . It is impossible for standard GDA algorithm to run in the situation. the final error result of 2007 testing sample is given in Table 2 . It shows that the proposed method can get the comparably classified precision with standard GDA using 2000 training samples. It also indicates the proposed method still obtains the decision result even the standard GDA cannot work out. 
Conclusion
In this paper, an efficient iterative algorithm for nonlinear algorithm is proposed to solve the issue of large-scale data set. Some mathematic trick is used to get the "sample" vector in kernel space, which is input to the iterative algorithm to extract the nonlinear discriminant vector. The method needs not to store the Gram matrix in advance. The space and time complexity reduce to ( ) m  and ( ) kpm  , respectively. Its effectiveness still exists when the standard nonlinear algorithm cannot succeed. In the future, we will extend the method to other nonlinear algorithm in the large-scale data set. 
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