Abstract-Circuit placement has a large impact on all aspects of performance; speed, power consumption, reliability, and cost are all affected by the physical locations of interconnected transistors. The placement problem is NP-Complete for even simple metrics.
I. INTRODUCTION
System delay in modern circuits is dominated by the interconnect delay; by bringing interconnected devices closer together, we can improve performance. 1 For even simple metrics, the placement problem is intractable. Given n elements to place, there are O(n!) different orderings; finding the optimal configuration is not practical for problems of even modest size. Placement is commonly divided in "global" and "detail" steps.
While much of the recent placement research has focused on better global placement methods, we find that detail placement offers a great deal of optimization potential. Our experiments have shown that for benchmarks with known optimal configurations, most global placement methods position cells close to their optimal locations [14] . Much of the wirelength suboptimality on these benchmarks, ranging from 30% to 150%, comes not from poor global placement, but from poor detail placement.
In this paper, we focus on new methods for detail placement. We are interested in finding optimal solutions for problems that are larger than those addressed by traditional methods. In traditional detailed placement, tools such as our Feng Shui [11] mixed size placement tool use branch-and-bound (B&B) to find optimal configurations for small portions of the circuit. Using a "sliding window" technique, an entire placement is improved by rearranging small groups of cells (usually less than six), one group at a time. Optimizing larger groups becomes prohibative, due to an explosion in run time.
Rather than using exhaustive enumeration or B&B to find optimal solutions for small groups, we instead apply a branchand-price (B&P) approach to find optimum solutions for groups of up to 36 elements. The B&P approach is based on column generation techniques and B&B. B&P has been applied to solve large instances of well known NP-Complete problems such as the Vehicle Routing Problem [7] .
We have tested our approach on benchmarks with known optimal configurations, and also on problems extracted from the "final" placements of a number of recent tools (Feng Shui 2.0, Dragon 3.01, and mPL 3.0). We find that suboptimality is rampant: for optimization windows of nine elements, roughly half of the test cases are suboptimal. As we scale towards windows with thirtysix elements, we find that roughly 85% of the test cases are suboptimal. The improvement possible from any single window is small-but collectively, we estimate that wirelengths can be reduced by as much as 30% with strong detail placement.
Our primary contributions are the identification of the seriousness of the detail placement problem, the study of the degree of suboptimality for different window sizes, and the development of an optimization approach that can handle window sizes far larger than traditional methods. The remainder of this paper is organized as follows. We first describe the traditional placement problem, and the specific formulation we have addressed with our tool. We next briefly survey prior work in placement, dividing this into "global" and "detail" placement. A consideration of optimality for placement completes our background discussion.
Section III describes the B&P approach; while this is well known in the OR community, we are not aware of its use within computer-aided design. We explain the approach for the problem under study. Section IV studies the use of our approach on benchmarks derived from industrial designs. We also compare the run times of B&P to traditional methods, showing that the technique allows a new class of problems to be effectively addressed.
We conclude the paper with a discussion of the results, and a brief description of our current work. We are actively working to integrate our approach with our placement tool, and are enhancing our formulation to improve run times, and to support logic elements with both differing widths and heights.
II. PREVIOUS WORK
Placement is a well studied problem [16] . In placement, we have a large number of logic elements-traditionally, small blocks which implement basic boolean functions. We will use "cells" to indicate the individual logic elements, The cells are interconnected by a number of signal nets, or "nets." For simplicity, we focus on unit-sized cells.
Our objective is place a set of cells c ∈ C into a set of locations l ∈ L, such that we minimize the total size of the bounding boxes for nets n ∈ N. Each net n ∈ N connects a subset of cells. Overlap is not allowed, and |L| ≥ |C|.
Global Placement
Simulated annealing [12] , [17] , [21] is a well known approach for circuit placement; while run times tend to be high, placement results are comparitively good. A second approach that has received increased attention recently is partitioning based placement, and particularly methods that use recursive bisection. Using modern multi-level partitioners, current bisection-based academic placement tools [4] , [2] have obtained excellent results, with relatively low run times. A third popular approach is "analytic" placement [13] , [9] . The placement problem is formulated as one of linear programming (LP); bounding box wire length is a convex function, and LP solvers are able to find orderings of cells to minimize bounding box, or bounding box squared objectives. Placements developed using analytic methods can be highly overlapping (a trivial optimal solution may be one in which all elements are placed on top of each other). To deal with the overlap, methods such as forced partitioning and repulsive forces have been implemented. Many current commercial placement tools utilize analytic methods.
A convergence on a set of basic metrics, and the availability of relatively large benchmarks, has shown that most current academic tools are within a few percent of each other in most cases. There is no clear "winner," with each approach having a slight advantage or disadvantage on a particular benchmark [1] . None of the placement tools are able to achieve optimality; in some cases, the degree of suboptimality is quite large.
Detail Placement
Following global placement, some techniques (particularly analytic and one form of recursive bisection) require "legalization." There may be initially some overlap in the cells, or cells may not be aligned with rows. There are a number of methods to legalize placements, ranging from flow-based [8] , to dynamic programming [2] , to a simple greedy heuristic [10] .
Once a placement has been legalized, almost all current tools use "sliding window" optimization. Small groups of adjacent cells (usually less than six) are considered; all permutations of the group are evaluated, with the best permutation being selected. The number of permutations for a set of objects is exponential, and this limits the size of optimization windows.
The optimal placement method we describe here uses an IP formulation and a solution approach based on decomposition principles to solve larger optimization problems in reasonable amounts of run time.
Placement Suboptimality
It should be obvious that the difficulty of finding an optimal solution grows quickly with the problem size. If there are n cells and n locations, there are O(n!) different possible assignments. For a 2 × 2 (3 × 3) optimization window with only 4 (9) elements the number of combinations to evaluate is 24 (362880). Although brute force methods could solve these smaller instances easily, windows with 16, 25, or 36 elements have 2.09e13, 1.55e25, or 3.71e41 combinations, respectively. Problems of this size cannot be solved by brute-force methods with acceptable run times.
The rapid growth in difficulty results in the use of heuristics for the "global" stage, with optimal methods only being used for very small "detail" problems. This division is illustrated in Figure 1 . The division of work between heuristic and optimal methods is important. Heuristic methods will obviously generate suboptimal placements; minor suboptimalities can be eliminated by local improvement.
Traditional Placement
Proposed Approach Problem Size This work is motivated in part by recent studies on the suboptimality of placement algorithms. When traditional placement tools were applied on synthetic benchmarks with known optimal solutions, the results were from 50% to 150% away from optimal, indicating a large degree of suboptimality [5] .
Given that placement results are known to be (significantly) suboptimal, it is reasonable to ask how much suboptimality is caused by global placement, and how much by detail placement. Figure 2 may be somewhat surprising: we present a histogram showing the number of cells a given Manhattan distance from a known optimal location. For the benchmark PEKO01, the placement tools mPL, Feng Shui (in both bisection and structural modes), and Dragon each place the vast majority of cells within twenty steps of their optimal locations [14] . The global placements for this benchmark are extremely good; the majority of the suboptimality can be attributed to inadequate detail placement.
III. OPTIMAL PLACEMENT BY B&P Our approach to find optimal placements is effective because the IP formulation is embedded with special problem structure enabling us to decompose the large-scale placement problem into smaller subproblems. By identfying the special problem structure, a new tool to effectively solve the placement problem was devised. LP formulations for placement or not new. Our formulations to obtaining optimal placements is somewhat different from traditional placement tools like Gordian [13] or Kraftwerk [9] . Whereas Kraftwerk has variables to indicate the x and y coordinates of a particular cell, Fig. 2 . Histogram of the number of cells a given distance from a known optimal location for the benchmark PEKO01. For the four placement tools listed, the vast majority of cells are within ten steps of their optimal location. Despite the good "global" placement, wire lengths are 30% to 50% higher than optimal.
our formulation contains variables corresponding to a specific placement of all cells. To be specific: any feasible assignment of cells to locations is a column; a binary variable takes a value of 1 if the assignment is chosen, and 0 otherwise.
If there are n cells, an IP or LP formulation would have O(n!) columns; this is clearly impractical, both in terms of storage, and in the evaluation (pricing out) of columns. The Simplex procedure would require prohibitively long run times. Fortunately, decompostion techniques (such as Dantzig-Wolfe decomposition) can be applied to decompose the large problem into one or more smaller subproblems of manageable size.
The constraints in the subproblems usually posses a special problem structure, although this is not a requirement, that can be exploited. Binding the subproblems together is a "master problem" that ensures consistence across subproblems. By decomposing the problem, not all the columns are retained in the master problem. For this reason the master problem is generally called as a Restricted Master Problem (RMP). Improving columns are added to the RMP by solving the subproblems (a.k.a pricing problems). The entire problem is solved by iterating between the RMP and the subproblems; information is exchanged, and the process continues until no improving columns can be found. Thus, instead of retaining all the columns in the Simplex tableau, columns are added to the tableau through the search process. The procedure to add most promising columns is commonly referred to as the column generation approach in OR literature.
A. Dantzig-Wolfe Decomposition
The application of Dantzig-Wolfe decomposition to an LP problem is briefly described here; for an elaborate discussion we refer to [3] . Consider the following LP, where X is a polyhedral set representing constraints of special structure, A is an m × n matrix, and b is an m vector: minimize {cx|Ax = b, x ∈ X}. Let us assume that X is a bounded polyhedral set, then any point x ∈ X can be expressed as a convex combination of the finite number of extreme points of X (i.e., x = ∑ t j=1 λ j x j , ∑ t j=1 λ j = 1, and λ j ≥ 0, where x j 's are the extreme points of X). When X is unbounded, any point x ∈ X can be expressed as a convex combination of the finite number of extreme points of X and a nonnegative combination of the extreme directions. The decomposition principle discussed next will apply for both the bounded and unbounded case. For simplicity, we discuss the bounded case.
Decomposing the problem and by substituting for x, the RMP is: minimize {∑
Since the number of extreme points of X is usually large, it is extremely difficult to explicitly enumerate these extreme points and solve this problem. At optimality, cx j − αAx j − β = 0 for all the basic variables and cx j − αAx j − β ≥ 0 for all the non-basic variables, where α and β are the dual variables associated with the constraints in the RMP. Our objective is to determine the optimal solution without enumerating all the extreme points explicitly. In order to identify the most improving extreme point, we could solve the subproblem (SP): minimize 1≤ j≤t {cx j − αAx j − β|x ∈ X}. The RMP is first solved and the dual values are used to define the objective function for the SP. The SP is then solved and an improving column is added to the RMP; the RMP is then reoptimized. An improving column is one which satisfies the condition cx j − αAx j − β < 0. When no improving column can be found, the solution is optimal. Thus, by not enumerating all the extreme points computational advantage over Simplex procedure is gained. For an overview of column generation approach, we ask the reader to refer to [20] .
B. Branch-and-Price Technique
The B&P technique is based on the LP column generation approach and B&B. At root node of the B&B tree the column generation technique is applied to the linear relaxation of the RMP; this produces a lower bound. Solving the linear relaxation of the RMP does not guarantee an integer solution; cells may be partially assigned to multiple locations. The solution obtained, however, is a lower bound on any placement-this is used to guide a B&B approach. If no improving columns can be found and if the linear relaxation does not yield integer solution, branching is carried out on the fractional variables. Linear relaxations are easier to solve when compared to the IP formulations. The B&P technique applies column generation at each node in B&B tree to improve the lower bounds until an optimum is reached.
Decomposition techniques (especially B&P) have been successfully implemented to solve large-scale problems such as the Vehicle Routing [7] , Airline Crew Scheduling [19] , Generalized Assignment [15] , and Scheduling [6] , [18] .Each of these studies identified the special structure embedded in the formulation, allowing decomposition of the original problem into a RMP and one or more SPs to successfully implement column generation at each node of the B&B tree. In this research we formulate the cell placement problem and identify and exploit the special problem structure to devise efficient solution approach based on decomposition principle.
C. Formulation for Circuit Placement
We provide a detailed description of our mathematical formulation here. This formulation can be solved by commonly available MIP software packages; in our implementation, we use the commercial solver CPLEX. Our model PLACEMENT is as follows.
Subject to
A n , B n , p n ≥ 0
Objective (1) minimizes the total half perimeter wire length. Constraint (2) ensures that each location is occupied by exactly one cell and constraint (3) ensures that each cell is assigned to exactly one location. Constraint (4) ensures that cell c is assigned to location l for all the nets n in which cell c is a member. Constraints (5)-(9) correspond to each net. Constraint (5) ensures that each location is occupied by no more than one cell from net n. Constraint (6) ensures that each cell in a net is assigned to exactly one location. Constraints (7) and (8) determine the length and width of the rectangle that encloses all the cells in net n. Constraints (9) and (10) impose the binary and the non-negativity restrictions on the decision variables.
Model PLACEMENT can be represented in a general matrix form as shown below.
Where T n technological coefficient matrix of constraints (5) - (10) for net n R n right hand side coefficients for signal net n A n technological coefficient matrix for the linking constraints (2) - (4) Q right hand side coefficients for linking constraints (2) - (4) ≈ indicates either ≤ or = depending on the constraint 1) Master Problem: From the matrix representation it is evident that model PLACEMENT has block diagonal structure (i.e., T i ∩T j = / 0, ∀i, j ∈ N, i = j). Hence, the optimum cell locations for individual nets can be solved independent of each other. This enables us to decompose the original problem into smaller sub-problems (one sub-problem for each signal net) by applying Dantzig-Wolfe decomposition. Letting λ k n denote the extreme points of the polytope associated with sub-problem n, and applying Dantzig-Wolfe decomposition to the model PLACEMENT, we obtain the RMP:
2) Subproblems: Suppose α cln and γ n denote the dual variables associated with constraints (14) and (15), respectively. Decomposition results in an independent sub-problem for each signal net n. The sub-problem for signal net n:
Subject to constraints (5) - (10) Linear relaxation (LR) of the RMP (0 ≤ λ k n ≤ 1, 0 ≤ Z cl ≤ 1) is solved first and the dual variable values are used to define the objective (17) for the SP. The SP is solved and if an improving column is identified, the column is added to the RMP and reoptimized. An improving column is one that satisfies the criteria ψ n = p * n − ∑ l∈L ∑ c∈n α cln Y * cln − γ n < 0 , where p * n and Y * cln are the optimal solution for signal net n. The column added to the RMP provides the location information for each cell from different nets. The constraints in the RMP ensure that a cell in different nets is assigned to the same location. The optimal solution for the LR of RMP is at hand when no SP can generate an improving column. If the solution to the LR of the RMP yields some fractional λ or Z variables, branching occurs. Branching relative to λ variables in the RMP would change the structure of the sub-problems and is not desirable [20] . So, branching should be preformed relative to the Z and Y variables. However, fixing Z variable to 0 or 1 would fix λ variable to 0 or 1. Consequently, branching was limited to Z variables. When a Z variable is fractional, the Z variable close to 0.5 (say Z cl )is chosen for branching. If Z cl is fixed to zero (left child), all the columns with cell c in location l should be removed from the basis, the corresponding λ cln should be set to 0, and new improving columns are added such that cell c is not assigned to location l. If Z cl is fixed to one (right child), all the columns with cell c in locations other than l should be removed from the basis, corresponding λ cln should be set to 0, and new improving columns are added.
IV. EXPERIMENTAL RESULTS
We have performed experiments with mesh structures, which have known optimal configurations, and also with problems extracted from the final placements of a number of academic tools. For the mesh benchmarks, we start from a random initial position; our tool was able to find the optimal configurations in all cases, and with low run times. Results and run times are shown in Table I . Using a B&B solver, the 3 × 3 problems could be solved quickly, but the 4 × 4 problems took several minutes. Rough calculations indicate that the 5 × 5 problems would not complete with a year of run time. While B&B is faster than B&P for very small problems, larger problems are beyond the range of the traditional method.
To evaluate how common "local" suboptimality is in the results of current tools, we extracted subproblems from placements of the benchmark IBM01, using the tools Dragon 3.01 [21] , Feng Shui 2.0 [2] , and mPL 3.0 [5] . All cell sizes were modified to be unit squares, which simplified the implementation of our prototype solver.
Nine sample problems were extracted from each placement and the problems ranged in size from 3 × 3 to 6 × 6. We wished to avoid "corner" cases where suboptimality might vary from the norm. In close to half of the 3 × 3 cases, and roughly 85% of the 6×6 cases, the placements of the academic tools were suboptimal. In some cases, run times are increased: high degree nets are not handled efficiently by our current implementation, and we plan to address this issue shortly. Results are shown in Table II. All runs were performed under Windows on a 700mhz Pentium-based PC, and required a license for the commercial LP solver CPLEX. As reference placements were produced by Linux-based tools, running the experiments required manual intervention. Our current work involves adapting our tool to run under UNIX, and integration of the method into our placement tool, so that an entire design can be processed.
The wire lengths and improvements we report here are with respect to the potential improvement that can be obtained within the optimization window. For example, if a net spans outside of the optimization window, the portion of the bounding box that lies outside the window is not considered. For an m × m optimization window, we create a "ring" of dummy terminals to represent pins outside the window.
V. SUMMARY AND CONCLUSION
It is widely accepted that placement tools produce results that are far from optimal; further study has indicated that a great deal of this suboptimality is "local," and cannot be eliminated by improvements to global placement methods.
This has motivated our use of techniques from the operations research community. We can obtain optimal placements for large window sizes, and have shown that local suboptimality is rampant in the placements of current tools. By expanding the window further, and applying our technique across an entire design, we expect dramatic improvements.
There are a number of optimizations to the solver which we have yet to implement; we anticipate an order of magnitude or more improvement in run time through the use of an enhanced technique for handling subproblems with high degree nets. Our current work involves the integration of our method with our Feng Shui placement tool, and on addition of support for circuit elements of different sizes. Our current implementation uses the commercial LP solver CPLEX; we are considering the use of the IBM's open-source solver COIN, which would allow our tool to be distributed without a license restriction.
