Background. Mathematical modeling has an extensive history in vector-borne disease epidemiology, and is increasingly used for prediction, intervention design, and understanding mechanisms. Many of these studies rely on parameter estimation to link models and data, and to tailor predictions and counterfactuals to specific settings. However, few studies have formally evaluated whether vector-borne disease models can properly estimate the parameters of interest given the constraints of a particular dataset.
and mosquito incidence data, making it difficult or impossible to estimate parameters or assess intervention strategies. This work illustrates the importance of examining identifiability when linking models with data to make predictions, and particularly highlights the importance of combining experimental, field, and case data if we are to successfully estimate epidemiological and ecological parameters using models.
Author Summary
Mathematical models have seen increasing use in understanding transmission processes, developing interventions, and predicting disease incidence and prevalence. Vector-borne diseases in particular present both a challenge and an opportunity for modeling, due to the complex interactions between host and vector species. A key step in many of these studies is connecting transmission models with data to infer parameters and make useful predictions, which requires careful consideration of identifiability and uncertainty of the model parameters. Whether due to intrinsic limitations of the model structure, or practical limitations of the data collected, is common that many different parameter values may yield the same or very similar fits to the data, making it impossible to successfully estimate the parameters. This issue of parameter unidentifiability can have broad implications for our ability to draw conclusions from mechanistic models-in some cases making it difficult or impossible to generate specific predictions, forecasts, or parameter estimates from a given model and data. Here, we evaluate these questions for a commonly-used model of vectorborne disease, examining how parameter uncertainty and unidentifiability can affect intervention predictions, estimation of the basic reproduction number, and other public health conclusions drawn from the model.
(theoretical) identifiability of a chikungunya transmission model assuming all the states in human 40 population and mosquito larva are observable [46, 49] ; Tuncer et al. [50] examined both structural 41 and practical identifiability of a within-to-between host model of Rift Valley fever, addressing how 42 the multi-scale nature of such immuno-epidemiological problems affects model identifiability. 43 Building on these results, we examine the identifiability of a simple compartmental model based 44 on the Ross-Macdonald framework with various scenarios of measurement assumption [51] . This 45 model is commonly used for both theoretical [52] [53] [54] [55] and applied epidemiological studies in a wide 46 range of settings [56] [57] [58] [59] [60] [61] , and is often used in an expanded form where temperature or environmental 47 dependence is explicitly included [62] [63] [64] [65] . We consider the structural and practical identifiability of 48 this model in the baseline case without explicit environmental drivers, using dengue incidence data in 49 Kaohsiung, Taiwan as a case study. Additionally, the inclusion of mosquito population data has been 50 considered helpful for parameter estimation in models involving mosquito life cycles [33, 63, 66, 67] . 51 However, obtaining mosquito population data is difficult in practice: it requires substantial time and 52 resources which are often limited; spatial and behavioral variability in mosquito populations pose 53 significant logistic challenges as well. Therefore, we also evaluate whether and to what degree that 54 alternative mosquito data available in the field will reduce parameter uncertainty and improve model 55 inference on mosquito control strategies. Finally, we present an example showing the consequences 56 of ignoring unidentifiability in model-based intervention design. 57 Vector-borne disease modeling is often complex, and has been widely used in forecasting and 58 the design of interventions [26, 28, [68] [69] [70] [71] . Through our simple model, we hope to draw attention 59 to identifiability issues in vector-borne disease models and their implications in the application of 60 models with more complexity. 61 
Methods

62
In the following sections, we will describe the model development, identifiability analysis, and 63 parameter estimation processes. The flow chart in Fig. 1 summarizes the overall analytical process. 64 The model and analyses were implemented in Python 2.7.10, with code available at https://github. 65 com/epimath/dengue_model. 
Model
67
Our SEIR-based model is adapted from [51, 63, 72] all variables in units of individuals (i.e. humans, mosquitoes, and pupae/larvae).
It should be noted that β mh and β hm are transmission rates between host and vector populations, 88 which are the products of average bites per mosquito and the probability of successful transmission 89 per infected mosquito bite. C is the carrying capacity of aquatic environment, and π is the maturation 90 rate to adult mosquitoes. We also include a parameter to account for underreporting in human 91
incidence and prevalence, so that the incidence in the model is measured as
is the reporting fraction. Similarly, for counts and prevalence of mosquitoes, we assume that only a 93 small fraction of the total mosquitoes are counted, assumed to be κ a and κ m for aquatic immature 94 and mature mosquitoes, respectively. This yields the (simulated) observed immature mosquitoes to 95 be y a = κ a A and observed adult mosquitoes to be y m = κ m (S m + E m + I m ). Descriptions of the 96 other parameters are given in Table 1 . 97 
Rescaled Model
98
Transmission models such as the one considered here can often be rescaled without changing the 99 observed output. For example, in this model we could rescale the human variables to be larger 100 (thereby also increasing the population size N ), but reduce the reporting rate (κ h ) and adjust 101 the value of β mh to yield the same apparent observed number of cases over time from the model. 102
However, because each of these parameters (the reporting rate, transmission parameters, and size 103 of the total population at risk) are all unknown parameters for our model, there is an inherent 104 (structural) unidentifiability of these parameters, so that they cannot all be estimated simultaneously 105 (i.e. for any population size, we can set β mh and the reporting rate to yield the same observed 106 number of cases). Similar issues can be found in the mosquito equations as well.
107
One way to correct these types of identifiability problems in the model is to rescale the model 108 We also normalize the larvae A by their carrying capacity C (lettingÃ = A/C) and the remaining 113 variables (S m , E m , and I m ) by both C and π (i.e. lettingS m = S m /(Cπ)). Rewriting the equations 114 and omitting the ∼'s yields:
where β * mh = β mh Cπ/N , ξ * = ξπ, and µ * a = π + µ a . Similarly, the reporting rate parameters are 116 now κ * h = κ h N , κ * a = κ a C, and κ * m = κ m Cπ, so that the observed human cases or mosquito counts 117 are the same as in the original model. Doing so allows us to reduce the number of parameters 118
explicitly included in the model and correct some of the immediately apparent identifiability issues. 119 We will show in Section 2.3 below that this also resolves the overall structural identifiability of the 120 model.
121
For the rescaled model, we can calculate the disease-free steady state value for the mosquito 122
at the disease-free 123 equilibrium. We assume steady state for the initial condition of mosquito population. For simplicity, 124 from here on we will work entirely with the rescaled model (Eq. (2)), and so omit the * 's on the 125 rescaled parameters in the subsequent sections. 126 
Basic Reproduction Number
127
The basic reproduction number (R 0 ) is the total number of secondary cases generated by introducing 128 a single infected individual into a completely susceptible population [76, 77] . Mathematically, R 0 is 129 a threshold parameter controlling the stability of the disease-free equilibrium given by an entirely 130 susceptible human and mosquito population. Using the next generation matrix [76] , we construct 131 R 0 as: also has annual outbreaks regularly [79] . The 2010 epidemic curve of dengue in Kaohsiung is very 141 typical with one main peak. Since our model does not handle spatial heterogeneity and multiple 142 strains, we chose to focus only on the 2010 data in Kaohsiung for these analyses.
Parameter Estimation
We neglect population birth/death dynamics in the model (µ = 0) because the outbreak only lasts 145 for 32 weeks. We also fix α and γ as 0.14 and 0.1 respectively based on previous studies [73] [74] [75] , 146 and let η be 0.1 since the infection usually lasts for about 10 days [73] . We estimated the remaining 147 6 parameters using weekly dengue incidence in Kaohsiung with least squares, assuming normally 148 distributed errors. Nelder-Mead from NumPy in Python 2.7.10 was used for the estimation process. 149
Simulated Data 150
As discussed in Identifiability Analysis below, we also simulated noise-free data using the fitted 151 model from previous step. These data were generated by simulating the given variables at either 152 daily or weekly frequency. This allowed us to examine identifiability of the model in a case where 153 the "true" parameters are known (so that errors in estimation can be assessed) and to consider 154 a range of alternative measurement scenarios examining how adding different types of mosquito 155 count data might improve parameter identifiability. We synthesized the following four alternative 156 simulated data sets corresponding to different surveillance methods available in the field--dengue 157 incidence, ovitrap/house index, BG-trap, and Gravid trap, respectively: 
Identifiability Analysis
We evaluated the structural and practical identifiability of the parameters, given the model and 173 different possible data sets described above. We will give a brief overview of the identifiability 174 definitions and methods used here. For a more complete review, please refer to [80] [81] [82] [83] .
175
In general there are two types of identifiability: structural identifiability, which examines the 176 best-case scenario of perfectly measured, noise-free data, in order to reveal the inherent, theoretical 177
identifiability derived from the model structure itself; and practical identifiability, which examines 178 how parameter identifiability fares when real-world data issues such as noise, sampling frequency, and 179 bias are considered [82] . We first examined structural identifiability using two approaches: differential algebra [81, [84] [85] [86] [87] and 184
the Fisher information matrix [80, [88] [89] [90] . A short overview of both methods, formal definitions, 185 and examples are provided in the Supporting Information.
186
In brief, the differential algebra approach is an analytical method which examines whether is 187 possible, from the model equations and variables measured, to uniquely determine (estimate) the 188 parameter values. The approach is based only on the model and data structure-it assumes perfect, 189 noise-free data, without consideration of real-world issues of noise, bias, or sampling. This represents 190 an idealized, best-case scenario; however many biological and epidemiological models are structurally 191 unidentifiable, making this a useful first step in examining the parameter information available for a 192
given model and data.
193
The differential algebra approach provides global results of model structural identifiability and 194 closed forms of the relationships between parameters, but it is usually very computationally expensive. 195
The Fisher information matrix (FIM) can be used as numerical or analytical approximation to 196 examine structural identifiability for a single point in parameter space (local results), for example, 197 by using very finely sampled simulated data, as discussed in more detail in [90, 91] . Given that the 198 FIM is often used as a numerical rather than analytical method, there can be limited generalizability 199 across the parameter space. However, it is significantly faster and less computationally intensive 200 than differential algebra approach.
when possible (using both Mathematica code as well as the freely available packages COMBOS [92] 203 and Daisy [93] ), and the FIM when the differential algebra approach was too computationally 204
intensive to converge to a solution. Another way to assess identifiability is the profile likelihood [82] . Taking p = {θ 1 , · · · , θ p } as the 207 parameters to be estimated, we fix a parameter (θ i ) across a range of values, which is denoted as 208 when its likelihood profile is flat and is practically unidentifiable when the curvature of its likelihood 213 profile is shallow [82, 90] . However, the degree of shallowness for a profile is a gradated question, 214 so there is often some question of where to set a threshold for practical unidentifiability. In order 215
to better decide whether the profile is "flat", we construct an approximate 95% upper confidence 216 bound for the profile likelihood:
with n denoting the number 217 of observations, p the number of parameters to be estimated, and y andŷ the observations and 218 model trajectory respectively [82] . Using profile likelihood method, we examine the identifiability of 219 the model with the four simulated data scenarios as well as the real dengue case data from 2010 in 220
Kaohsiung, Taiwan. Using 2010 dengue incidence data in Kaohsiung, the fitted model was able to describe the general 224 trend of the dengue epidemic. The left panel in Fig. 3 shows the dengue incidence data in 2010 and 225 the fitted epidemic curve (y h ). The model captures the overall epidemic size and the long tail at the 226 end (though it overshoots for some of the tail). The fitted parameter values are given in Table 1 . As described in the methods, we also simulated both human and mosquito population data which 228 is potentially collectible in the field. The simulated mosquito population data included y a (aquatic 229 stage), y m (adult mosquitoes), and y ms (susceptible mosquitoes) and y mei (infected mosquitoes), 230 shown in Fig. 3 (right panel) . The fitted model and these simulated data were used for the following 231 identifiability analyses. 232 
Differential Algebra and Fisher Information Matrix (FIM) 233
Using the differential algebra approach, we tested the best-case scenario including all the possible 234 data sets from field, i.e. Scenario 4: dengue incidence, aquatic mosquito counts, infected mosquitoes, 235 and susceptible mosquitoes. With these four types of data together, we proved that the model is 236 structurally identifiable. The detailed proof can be found in the Supporting Information section. 237 However, we were not able to apply the differential algebra method to the remaining three scenarios, 238 due to computational limitations. Therefore, we constructed the FIM to examine the structural 239 identifiability of the model with all scenarios (Scenarios 1-4), using simulated, noise-free dengue 240
incidence and mosquito counts. The FIMs for all the scenarios were full-rank (rank=6, the number 241 of parameters to be estimated), indicating that the model is locally structurally identifiable at the 242 fitted values in Table 1 . 243 
Profile Likelihood of Estimated Parameters 244
The parameter profile likelihoods for both the dengue incidence data in 2010, Kaohsiung and the 245 noise-free, simulated incidence data were very similar, with the Scenario 1 profiles shown in Fig. 4 directions. This result would initially appear at odds with the structural identifiability of the model 255 we showed earlier; however, upon zooming in the profiles, we can see there are minima in each 256 profile (Supporting Information S5 Fig) . This suggests that although the model is structurally 257 identifiable (consistent with the results from differential algebra and FIM approaches), it is not 258 practically identifiable. To investigate the sources of this practical unidentifiability, we generated 259 scatter plots of each pair of parameters, to evaluate whether any parameters are related to one 260 another and form practically identifiable combinations. We were particularly interested in the pair 261 β mh and β hm -since they form a product in R 0 , they could potentially compensate for one another 262 and maintain the same overall magnitude of the epidemic. Indeed, these two parameters do appear 263
to follow an approximate product relationship in their profiles, as illustrated in Fig. 5 . In addition, 264
there was a strong linear relationship between ξ and µ a , which are the parameters controlling the 265 size of aquatic mosquito population. The remaining parameter relationships are shown in Supporting 266
Information. Fig. 4 , showing the relationships between β hm and β mh as β mh is profiled and between ξ and µ a as ξ is profiled. The two parameters in each pair compensate for one another, leading to the flat profile observed in Figure 4 .
Profile Likelihood with Simulated Mosquito Data 268
To evaluate whether including mosquito data collection could enhance model identifiability, we 269 computed profile likelihood of the parameters using simulated mosquito population data sets 270 (Scenarios 2, 3 and 4). A zoomed-in comparison between the β mh profiles of Scenario 1 (only 271 human incidence data), Scenario 2 (adding larva data), Scenario 3 (adding larva and adult mosquito 272 data), and Scenario 4 (adding larva, adult mosquito and infected mosquito data) is shown in Fig. 273 6. The profile was improved after adding mosquito information, as the curve slightly tilts up on 274 the right-hand side and becomes higher on the left-hand side. However, the profiles including 275 mosquito population data still do not exceed the 95% confidence threshold within a very wide range 276 of β mh , implying that in practice there is not much obvious improvement on the profile likelihood 277 after including mosquito surveillance data (Supporting Information S3 Fig) . We note that the 278 small deviations from the profile curve are due to non-convergence of the estimation algorithm for 279 some runs. The profiles for the remaining parameters are similar and are given in (Supporting 280
Information S3 Fig) . The one exception to the overall trend of practical unidentifiability was that 281 the reporting fraction parameter for the immature mosquitoes (κ a ) was identifiable for all Scenarios 282
where mosquito data is measured (this parameter does not appear when only human data is used). Profile likelihoods for β mh with human incidence data only (Scenario 1), human incidence and larva count data (Scenario 2), human incidence, larva counts, and adult mosquito counts (Scenario3), and data for human incidence, larva counts, adult mosquito counts, and infected adult mosquito counts (Scenario 4).
Profile Likelihood with Fixed Parameters
284
Another way to resolve practical unidentifability is to decrease the number of parameters to be 285 estimated, which can be done in the real world by having more information about specific parameters, 286 such as using laboratory data to estimate the death rate for mosquito larvae. We examined this 287 situation by fixing different sets of parameters to their originally fitted values (Table 1 ) and fitting 288 the remaining parameters using synthesized dengue incidence data (Scenario 1). We demonstrate 289 the results for the β mh profile likelihood in Fig. 7 . Given the relationship between β hm and 290 β mh , one might expect fixing β hm could resolve β mh 's identifiability; nevertheless, the profiles 291
indicate that fixing only one of the parameters appearing in R 0 (β hm or µ m ) is not sufficient to 292 make β mh identifiable. Fixing any of other combinations of the parameters not shown in R 0 does 293 not improve β mh 's identifiability either. However, after fixing β hm as well as either µ m or the 294 pair ξ and µ a , we obtained profile likelihoods with clear minima, crossing the confidence interval 295
threshold, suggesting with a better idea or prior knowledge about these parameters, we can make 296 β mh identifiable. Unfortunately, as shown in Supporting Information, the whole model does not 297 become identifiable until we fix at least four out of six parameters of interest. A similar idea could 298 also be incorporated in a Bayesian framework by adding sufficiently strong priors to some of the 299 unidentifiable parameters, which could allow successful estimation of the parameters. We note that 300 due to the model unidentifiability, the estimation would thus rely heavily on the priors. 
Basic Reproduction Number (R 0 )
Since R 0 is an important index for understanding disease transmission and predicting future 303 epidemics, a key question is whether we can still estimate R 0 even when the model is practically 304 unidentifiable. As an example exploration of this question, we calculate R 0 using Eq. (3), while 305 profiling parameters β mh and β hm , using Scenario 1 (human incidence data). Fig. 8 
Example Intervention Simulation
311
We implement a very naive intervention in the model to demonstrate that ignoring unidentifiability 312 can lead to misleading outcomes. We first pick two sets of parameters from the profile in Fig. 4 313 that generate very similar fits (shown in Fig. 9 , left panel). We then remove 10% of the aquatic 314 (immature) mosquito population each day to simulate the population control of mosquito larvae, 315 which is a fairly common countermeasure against dengue. With the same implementation, the 316 responses of the two parameter sets differ substantially: one epidemic curve only decreases minimally; 317 however, the other simulation decreases significantly and dies out at an early stage of the outbreak 318 ( Fig. 9, right panel) . compare the R 0 with and without the intervention to evaluate the potential effectiveness (e.g. by 342
examining whether R 0 becomes less than one, or the magnitude of the reduction).
343
Nevertheless, we cannot solely depend on R 0 since it is possible to obtain very different predicted 344 responses with the same intervention implementation, as shown in (Fig. 9 ). The two alternative 345 parameter sets shown in Fig. 9 both fit the data equally well and have similar R 0 values (1.30 and 346 1.33), so that we cannot distinguish which of the predicted intervention responses is more likely. The 347
intervention simulation used here is quite simple, but represents a commonly used control strategy. 348
The example illustrates how a lack of consideration of parameter identifiability can potentially lead 349 to significant errors in evaluating or comparing different intervention strategies. unidentifiability is inevitable, as long as we understand the behavior, uncertainty, and the limitations 357 of the model, mathematical models can still be powerful tools to study disease transmission. In the 358 analyses present here, we cover a set of basic (and best-case) scenarios. More comprehensive research 359 is needed to investigate how to handle problems that are commonly encountered in field research-360 different types of measurement and process noise, missing data, and data resolutions-which can 361 further obstruct parameter estimation. Nonetheless, this work shows that parameter estimation from 362 incidence data alone is likely to be difficult or impossible, highlighting the importance of integrating 363 parameter information directly from experimental or field data. Given that such experimentally 364 measured parameters usually vary as a function of environmental variables such as temperature 365
and rainfall, future work to evaluate how model identifiability changes once the dependence is 366 incorporated into the parameters would be a highly useful next step.
Supporting Information
374 S1 Text Background on structural identifiability using differential algebra and the 375
Fisher information matrix.
376
S2 Text Structural identifiability proof of Scenario 4 using differential algebra. best-fit parameter value, and dashed lines indicate the threshold for the 95% confidence intervals. 399
