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Abstract
Consider a sender transmitting a given sequence of bits simultaneously through m binary symmetric channels
with error probabilities ε1, . . . , εm such that 0  εi < 1/2 for each i = 1, . . . , m. The receiver can base its guess
for the true transmitted bit on the m channel noisy outputs. Knowing the channel error probabilities, the receiver
could apply the maximum likelihood estimator (MLE). What if the receiver does not know the channel error
probabilities? In the paper, a strategy is derived whose error probability converges to that of the MLE with rate
O(
√
ln(n)/n), where n is the number of bits transmitted so far, whenever m  3.
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1. Introduction
Consider a sender transmitting a given sequence of bits through a binary symmetric channel with
error probability 0  ε < 1/2. So, each transmitted bit is received incorrectly with probability ε and the
receiver has clearly no chance of reducing this error probability unless the sender uses some encoding
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of the bit sequence. Now suppose that the sender transmits each bit of the sequence simultaneously
through m binary symmetric channels with error probabilities ε1, . . . , εm such that 0  εi < 1/2 for
each i = 1, . . . , m. The receiver can now base its guess for the true transmitted bit on the m channel
noisy outputs. Knowing the channel error probabilities, the receiver could apply the maximum likeli-
hood estimator (MLE) for the true bit and make a guess which is incorrect with probability at most
min{ε1, . . . , εm}. By definition MLE, given channel outputs e1, e2, . . . , em, returns the bit v for which
the probability of event “for all i  m the ith channel outputs ei provided the true transmitted bit is v”
is greater.
What if the receiver does not know the channel error probabilities? In this case it has to base its guess
for the true transmitted bit on channel outputs of all the bits transmitted so far. So, receiver’s strategy is a
function that maps mn-bit strings, where n is the number of bits transmitted so far, to single bits (guessed
values of the true nth transmitted bit). The error probability of a strategy S is defined as the maximum
over all v ∈ {0, 1}n of the probability that S errs on the last bit of the input sequence v. It is easy to show
that the error probability of any strategy is greater than or equal to that of MLE. In the present paper, we
construct a strategy whose error probability converges to that of MLE with rate O(
√
ln(n)/n), whenever
m  3 (the constant hidden in “O”-notation depends on m and ε1, . . . , εm). The strategy is described in
Section 3. So, for example, if there are three channels with error probabilities ε1  ε2  ε3 < 1/2 then
our strategy will err with probability at most A(ε1, ε2, ε3)+ O(√ln n/n), where
A(ε1, ε2, ε3) = ε1ε2ε3 + ε1ε2(1 − ε3)+ ε1(1 − ε2)ε3 + min{ε1(1 − ε2)(1 − ε3), (1 − ε1)ε2ε3}.
In Section 4, we consider an alternate way to define performance of strategies. There, we consider the
uniform probability distribution on the set of input sequences and the uniform probability distribution
on the set of possible channel error probabilities (that is, on [0, 1/2)m). The performance of a strategy
is then defined as the expected probability of correct guessing if both the input sequence and channel
error probabilities are chosen at random. For this way of measuring performance, there exists an optimal
strategy which can be implemented in polynomial time if the number of channels or the number of input
bits is fixed.
In Section 5 we investigate some properties of the maximum likelihood estimator. In particular, for
any ε1, . . . , εm we find the maximum t such that adding any channel with error probability εm+1 < t to
m channels with error probabilities ε1, . . . , εm decreases the error probability of MLE.
2. The maximum likelihood estimator
In this section we assume that we know error probabilities ε1, ε2, . . . , εm < 1/2 of m channels. Based
on channel outputs we have to guess the true input bit. So, our strategy is a function from {0, 1}m
into {0, 1}. To distinguish between strategies in the sense of the next section, which are functions from
{0, 1}mn into {0, 1}, we will call functions from {0, 1}m into {0, 1} estimators.
Let p1 = 1 − ε1, p2 = 1 − ε2, . . . , pm = 1 − εm. In the sequel we denote by p the sequence p1, p2,
. . . , pm. Let θv1 , θ
v
2 , . . . , θ
v
m, v = 0, 1, be independent random variables such that P[θvi = v] = pi . The
random variable θvi is the output of ith channel provided the input bit is v.
Definition 2.1. The performance Q(p, E) of an estimator E with respect to channels with error proba-
bilities p is the minimal of two numbers:
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P
[
E
(
θ01 , θ
0
2 , . . . , θ
0
m
)
= 0
]
, P
[
E
(
θ11 , θ
1
2 , . . . , θ
1
m
)
= 1
]
.
Let us define now the maximum likelihood estimator MLE:
MLE(e1, e2, . . . , em) =


0 if P
[
θ01 = e1, . . . , θ0m = em
]
< P
[
θ11 = e1, . . . , θ1m = em
]
,
1 if P
[
θ01 = e1, . . . , θ0m = em
]
> P
[
θ11 = e1, . . . , θ1m = em
]
,
e1 otherwise.
Of course the maximum likelihood estimator depends on the sequence p = p1, . . . , pm. When this
sequence is not clear from the context we will write MLEp instead of MLE.
We denote 1 − x by x¯.
The next lemma, which is proven in Appendix A, is well known; it states the optimality of the esti-
mator MLE.
Lemma 2.1. Q(p,MLEp)  Q(p, E) for all E and all p.
Example 2.1. Let p1  p2  p3 > 1/2. Then MLE(000) = MLE(001) = MLE(010) = 0, MLE(111)
= MLE(110) = MLE(101) = 1,
MLE(011) =
{
0 if p1p¯2p¯3  p¯1p2p3,
1 else,
and MLE(100) = MLE(011). So, MLE returns the output of the first channel if p1p¯2p¯3  p¯1p2p3 and
returns the majority of outputs otherwise. Its performance is equal to p1 in the first case and to p1p2p3 +
p¯1p2p3 + p1p¯2p3 + p1p2p¯3 in the second case.
3. Asymptotically optimal strategy
In this section we assume that channel error probabilities ε1, ε2, . . . , εm < 1/2 are unknown. The
channels transmit n bits v1, v2, . . . , vn, which are unknown, too. Given channel outputs we have to
guess vn. Possible ways to do this will be called m, n-strategies. Thus a m, n-strategy is a function from
the set ({0, 1}m)n into {0,1}. An example of m, n-strategy is the function
S1(e11, e21, . . . , em1, e12, e22, . . . , em2, . . . , e1n, e2n, . . . , emn) = e1n
(trust the first channel). Another example is the function
S2(e11, e21, . . . , em1, . . . , e1n, e2n, . . . , emn) = MAJORITY(e1n, e2n, . . . , emn)
(output the majority; here, MAJORITY denotes the function taking the value 1 iff at least half arguments
take the value 1). Let p1 = 1 − ε1, p2 = 1 − ε2, . . . , pm = 1 − εm. We will denote by MLEp,m,n the
m, n-strategy
S(e11, e21, . . . , em1, . . . , e1n, e2n, . . . , emn) = MLEp(e1n, e2n, . . . , emn).
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A strategy is a family S = {Smn |m, n = 1, 2, . . .} of functions such that Smn is a m, n-strategy for
any m, n. The strategy {MLEp,m,n |m, n = 1, 2, . . .} will be denoted in the same way as the maximum
likelihood estimator: MLEp.
Let ξvij , i  m, j  n, v = 0, 1 denote independent random variables such that P[ξvij = v] = pi for all
i, j, v. The variable ξvij is the output of ith channel transmitting j th input bit v. Define the performance
Q(p, S) of a m, n-strategy S with respect to p = p1, p2, . . . , pm as follows:
Q(p, S) = min
v1,...,vn
P[S(ξv111ξv121 · · · ξv1m1 · · · ξvn1nξvn2n · · · ξvnmn) = vn].
It follows from Lemma 2.1 that Q(p, S)  Q(p,MLEp) for any m, n-strategy S and for any p.
Theorem 3.1. There exists a strategy S computable in polynomial time (in m, n) such that
Q(p, Smn)  Q(p,MLEp)− O(
√
ln n/n)
for any m  3 and any p (the constant hidden in “O”-notation depends on m and on p).
Before to prove the theorem let us remind the Chernoff bound (see [2, chapter I, Section 6, p. 42]),
which will be used in the proof.
Theorem 3.2 (Chernoff bound [1]). Let ξ1, . . . , ξn be independent random variables in the set {0, 1}
such that P[ξi = 1] = p for all i. Then for any γ ∈ [0; 1],
P
[∣∣∣∣∣1n
n∑
i=1
ξi − p
∣∣∣∣∣  γ
]
 2e−2γ 2n.
Proof of Theorem 3.1. The m, n-strategy Smn is computed in two stages; on the first stage we use n− 1
first outputs of channels to compute an approximate pˆ to p, on the second stage we apply the maximum
likelihood estimator MLEpˆ to nth output of channels. Let us describe the stages in detail.
First stage. Consider first the case m = 3. Let r1, r2, r3 be defined by equalities p1 = 1/2 + r1,
p2 = 1/2 + r2, p3 = 1/2 + r3. Then r1, r2, r3 are greater than 0. Let s12 stand for the probability
that the outputs of the first and second channels (on the same input) coincide. It is easy to see that
s12 = 1/2 + 2r1r2. The crucial point is that this probability does not depend on the input bit. In the same
way define s13 and s23. Note that given s12, s13 and s23 we can find r1, r2 and r3 by using the simple
formulas:
r1 =
√
(2s12 − 1)(2s13 − 1)
4(2s23 − 1) , r2 =
√
(2s12 − 1)(2s23 − 1)
4(2s13 − 1) , r3 =
√
(2s13 − 1)(2s23 − 1)
4(2s12 − 1) .
This observation leads to the following algorithm to compute approximations pˆ1, pˆ2, pˆ3 to p1, p2, p3.
Let e11, e21, e31, e12, e22, e32, . . . , e1n, e2n, e3n be outputs of channels. Find first the values sˆ12|{j <
n|e1j = e2j }|/(n− 1) and sˆ13, sˆ23 defined in the same way (we assume that n > 1). If at least one of the
numbers 2sˆ12 − 1, 2sˆ13 − 1, 2sˆ23 − 1 is not positive let pˆ1 = pˆ2 = pˆ3 = 1. Otherwise substitute in the
three above formulas sˆ12, sˆ13, sˆ23, respectively, for s12, s13, s23 and denote the resulting values by rˇ1,
rˇ2, rˇ3. Find rational numbers rˆ1, rˆ2, rˆ3 of the form k/n being the closest to rˇ1, rˇ2, rˇ3, respectively. Let
pˆ1 = 1/2 + rˆ1, pˆ2 = 1/2 + rˆ2 and pˆ3 = 1/2 + rˆ3.
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The case m = 3 is done. In the case m > 3 we find pˆ1, pˆ2, . . . , pˆm as follows: pˆ1, pˆ2, pˆ3 are com-
puted just as earlier and to find pˆi for i > 3 we group the first, the second and the ith channels and do
the same thing. The first stage is completed.
Second stage. Output the value MLEpˆ(e1n, e2n, . . . , emn), where pˆ = pˆ1, pˆ2, . . . , pˆm.
The strategy Smn is defined. Let us prove that for any p,
Q(p, Smn)  Q(p,MLEp)− O(
√
ln n/n).
It is easy to see that, for the constructed strategy, the probability of error does not depend on the input
sequence. So, we will estimate this probability assuming that the input sequence consists of 1s.
Let us fix arbitrary p1, p2, . . . , pm > 1/2. Denote min{p1 − 1/2, p2 − 1/2, . . . , pm − 1/2} by α.
Then we have sjk  1/2 + 2α2 for all j < k  m.
Let γ = √ln n/(n− 1). Let us estimate the probability of the event |sˆjk − sjk|  γ using Chernoff
bound. The conditions of Theorem 3.2 are fulfilled. By Chernoff inequality any of the events
|sˆjk − sjk|  γ (1)
for j < k  m holds with probability at least 1 − 2e−2 ln n = 1 − 2n−2.
Inequalities (1) imply that pˆj is close to pj for all j  m. More specifically, the following bound
holds.
Lemma 3.1. If n is large enough and the inequality (1) is true for all j < k  m then |pˆj − pj | 
α−5γ + 1/n for all j  m.
Proof. Let n be so large that γ < 1.5α2 and let (1) be true for all j < k  m. Let us prove that |pˆ1 −
p1| < α−5γ + 1/n. We have sˆjk  sjk − 1.5α2  0.5 + 2α2 − 1.5α2 = 0.5 + 0.5α2. Denote
a = 2s12 − 1, aˆ = 2sˆ12 − 1,
b = 2s13 − 1, bˆ = 2sˆ13 − 1,
c = 2s23 − 1, cˆ = 2sˆ23 − 1.
We have
4α2  a  1, α2  aˆ  1, |aˆ − a|  2γ,
4α2  b  1, α2  bˆ  1, |bˆ − b|  2γ,
4α2  c  1, α2  cˆ  1, |cˆ − c|  2γ.
Therefore
|p1 − pˆ1| = |r1 − rˆ1|  |r1 − rˇ1| + 1/n
=
∣∣∣∣∣∣
√
ab
4c
−
√
aˆbˆ
4cˆ
∣∣∣∣∣∣+
1
n
= |abcˆ − aˆbˆc|
2
(√
abccˆ2 +
√
aˆbˆcˆc2
) + 1
n

3 · 2γ
2(
√
64α10 +√16α10) +
1
n

γ
α5
+ 1
n
. 
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By Lemma 3.1,
P
[
∃j |pˆj − pj | > γ/α5 + 1/n
]
 P
[∃j < k  m |sˆjk − sjk| > γ ] 
(
m
2
)
2n−2  m2n−2.
It is easy to verify that for any two events A,B it holds
P[A]  P[A|B] − P[B¯].
Using this inequality we get
Q(p, Smn)
 P
[
MLEpˆ(ξ11n, . . . , ξ
1
mn) = 1 | ∀j |pˆj − pj |  γ /α5 + 1/n
]
−m2n−2. (2)
For any fixed estimator E the events E(ξ11n, . . . , ξ
1
mn) = 1 and ∀j |pˆj − pj |  γ /α5 + 1/n are
independent, as the former event depends only on ξ11n, . . . , ξ
1
mn and the latter one only on ξ111, . . . , ξ
1
m1,
. . . , ξ11(n−1), . . . , ξ
1
m(n−1). If pˆj is close to pj for all j  m, then the estimator MLEpˆ is close to the
estimator MLEp. The value Q(p,MLEpˆ) is continuous when pˆ varies. Therefore, the value
P
[
MLEpˆ(ξ11n, . . . , ξ
1
mn) = 1 | ∀j |pˆj − pj |  γ /α5 + 1/n
]
is close to Q(p, Ep). An appropriate upper bound follows from the next lemma proven in Appendix A.
Lemma 3.2. For any pˆ such that |pˆi − pi |  δ for all i  m we have
|P[MLEpˆ(ξ11n, . . . , ξ1mn) = 1] −Q(p,MLEp)|  m2mδ.
Let δ = γ /α5 + 1/n. For any ξ111, . . . , ξ1m1, . . . , ξ11(n−1), . . . , ξ1m(n−1) such that ∀j |pˆj − pj |  δ we
have by Lemma 3.2 P[MLEpˆ(ξ11n, . . . , ξ1mn) = 1]  Q(p,MLEp)−m2mδ. Therefore we can continue
inequality (2)
Q(p, Smn)Q(p,MLEp)−m2m(γ /α5 + 1/n)−m2n−2
=Q(p,MLEp)− O(
√
ln n/n).
Remark 3.1. The upper bound for the gap between the performance of the strategy and that of the ML
estimator is exponential in the number of channels. So it is not clear whether the fact that it is polynomial-
time in the number of channels is useful, since number of outcomes needs to be exponentially large in
the number of channels for a given desired relative performance.
4. The optimal strategy for an alternate way to define performance of strategies
In this section we will measure the performance of strategies as follows: for a m, n-strategy S let
Qˇ(S) =
∫ {
1/2n
∑
v1,...,vn
P[S(ξv111 · · · ξvnmn) = vn]
}
dp1 · · · dpm,
where the integral is taken over (1/2, 1]m.
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An m, n-strategy S is called optimal if Qˇ(S)  Qˇ(S′) for all m, n-strategies S′. A strategy S =
{Smn |m, n = 0, 1, 2, . . .} is called optimal if Smn is optimal for all m, n.
Theorem 4.1. There is an optimal strategy computable in polynomial time if n is fixed or m is fixed.
Proof. Let Qˇmn = maxS Qˇ(S), where the maximum is taken over all m, n-strategies S. By definition
we have
Qˇmn = max
S
∫
2−n
∑
v=v1,...,vn
P
[
S(ξ
v1
11 , . . . , ξ
vn
mn) = vn
]
dp1 · · · dpm.
Obviously,
P[S(ξv111 , . . . , ξvnmn) = vn]
=
∑
e11,...,emn
P
[
S(e11, . . . , emn) = vn ∧ ∀i  m∀j  n ξvjij = eij
]
.
Therefore,∫
2−n
∑
v
P[S(ξv111 , . . . , ξvnmn) = vn] dp1 · · · dpm
=
∫
2−n
∑
v
∑
e11,...,emn
P[S(e11, . . . , emn) = vn ∧ ∀ij ξvjij = eij ] dp1 · · · dpm
=
∑
e11,...,emn
∫
2−n
∑
v
P[S(e11, . . . , emn) = vn ∧ ∀ij ξvjij = eij ] dp1 · · · dpm.
Given e ∈ {0, 1} denote by F(e, e11, . . . , emn) the value∫
2−n
∑
v
P[e = vn ∧ ∀ij ξvjij = eij ] dp1 · · · dpm. (3)
Then
Qˇmn=max
S
∑
e11,...,emn
F (S(e11, . . . , emn), e11, . . . , emn)
=
∑
e11,...,emn
max
e∈{0,1}F(e, e11, . . . , emn).
Therefore the strategy that given a tuple 〈e11, . . . , emn〉 returns 0 if
F(0, e11, . . . , emn) > F(1, e11, . . . , emn)
and 1 otherwise is optimal. Note that this is again the maximum likelihood estimator. Indeed, F(e, e11,
. . . , emn) is equal to the probability that the last bit in a random input sequence v is equal to e and
channels chosen at random output e11, . . . , emn on v.
Let us prove that this strategy is polynomial-time if either m or n is fixed.
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Assume first that n is fixed. It suffices to prove that given e and 〈e11, . . . , emn〉 we can compute
F(e, e11, . . . , emn) in polynomial time. We have
F(e, e11, . . . , emn)
=
∫ (
2−n
∑
v
P[e = vn ∧ ∀ijξvjij = eij ]
)
dp1 · · · dpm
=
∫ (
2−n
∑
v:vn=e
P[∀ij ξvjij = eij ]
)
dp1 · · · dpm
=
∫ 2−n ∑
v:vn=e
∏
ij
P[ξvjij = eij ]

 dp1 · · · dpm
=
∑
v:vn=e
2−n
∫ ∏
ij
P[ξvjij = eij ]

 dp1 · · · dpm.
As the number of different v’s is 2n−1 (hence does not depend on m), it suffices to show that given v
we can compute in polynomial time the value
∫ ∏
ij
P[ξvjij = eij ]

 dp1 · · · dpm.
This expression can be rewritten as
m∏
i=1

∫ n∏
j=1
P[ξvjij = eij ] dpi

 .
The value
P[ξvjij = eij ] =
{
pi if vj = eij ,
1 − pi otherwise
is a linear polynomial in pi with coefficients not exceeding 1 in absolute value. By multiplying P[ξvjij =
eij ] for j = 1, 2, . . . , n we find in time not depending on m the coefficients of the polynomial gi(pi) =∏n
j=1 P[ξvjij = eij ]. Those coefficients do not exceed 2n in absolute value. Then we find
∫
gi(pi)dpi and
multiply the resulting values for i = 1, 2, . . . , m.
Assume now that m is fixed. Again it suffices to prove that given e and 〈e11, . . . , emn〉 we can compute
F(e, e11, . . . , emn) in polynomial time. In this case we write F(e, e11, . . . , emn) as
F(e, e11, . . . , emn) =
∫ (
2−n
∑
v:vn=e
P[∀ij ξ vjij = eij ]
)
dp1 · · · dpm
=
∫ 2−n ∑
v:vn=e
∏
j
∏
i
P[ξvjij = eij ]

 dp1 · · · dpm.
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Let us note that
∑
v:vn=e
∏
j
∏
i
P[ξvjij = eij ] =
n−1∏
j=1
{(
m∏
i=1
P[ξ0ij = eij ] +
m∏
i=1
P[ξ1ij = eij ]
)
m∏
i=1
P[ξein = ein]
}
.
Therefore,
F(e, e11, . . . , emn) =
∫
2−n
n∏
j=1
fj (p1, p2, . . . , pm) dp1 · · · dpm,
where
fj (p1, p2, . . . , pm) =
m∏
i=1
P[ξ0ij = eij ] +
m∏
i=1
P[ξ1ij = eij ]
for j = 1, . . . , n− 1 and fn(p1, p2, . . . , pm) =∏mi=1 P[ξein = ein]. All the f1, . . . , fn are multilinear
polynomials (i.e., of degree 1 in every variable) in p1, . . . , pm and have at most 2m integer coefficients
not exceeding 2m+1 in absolute value. In time depending only on m we can find the coefficients of any
of f1, . . . , fn. Therefore, in time linear in n we can find the coefficients of all f1, . . . , fn.
Now we have to multiply n multilinear polynomials. Note that we cannot do that directly because di-
rect multiplying of n polynomials having 2m terms yields (2m)n terms. To avoid this difficulty let us note
that the resulting polynomial f = f1f2 · · · fn has degree n in every variable and therefore has (n+ 1)m
coefficients. Therefore we can compute the coefficients of polynomials f1f2, f1f2f3, . . . , f1f2 · · · fn in
succession. On every step we multiply two polynomials of degree at most n. This multiplying requires
only (n+ 1)2m arithmetical operations.
Then we can find the integral of that polynomial by integrating separately all its terms. 
5. Comparing different channel sets
The value A(p1, p2, . . . , pm) =def Q(p1, p2, . . . , pm,MLE) will be called the performance of the
channel set p1, p2, . . . , pm.
Theorem 5.1. The functionA(p1, p2, . . . , pm) is monotone, i.e. p1  p′1, . . . , pm  p′m ⇒ A(p1, . . . ,
pm)  A(p′1, . . . , p′m).
We will prove this theorem later.
The next theorem answers the following question: suppose we want to increase the performance of a
channel set by adding a new channel. How low should be its error probability?
Let x(1) denote 1 − x and let x(0) denote x. Let ψ(y, z) = max{y, z}/(y + z) and let
t = min
e1,...,em−1
ψ
(
p
(e1)
1 p
(e2)
2 · · ·p(em−1)m−1 , p(e¯1)1 p(e¯2)2 · · ·p(e¯m−1)m−1
)
.
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Theorem 5.2. A(p1, . . . , pm−1, pm) > A(p1, . . . , pm−1) for anypm > t andA(p1, . . . , pm−1, pm) =
A(p1, . . . , pm−1) for any 1/2  pm  t .
For example, assume that pi = p for i = 1, 2, . . . , m− 1. Then it is easy to see that t = 1/2 if m− 1
is even and t = p otherwise. Thus for even m− 1 adding any new channel will increase the performance
of the set, whereas for odd m− 1 only adding a channel with error probability lower than 1 − p can do
so.
Proof of Theorems 5.1 and 5.2. To prove the former theorem it suffices to prove that the function
A(p1, p2, . . . , pm) is monotone in pm.
Equality (A.2) from Appendix A implies that
A(p1, . . . , pm)= 0.5
∑
e1,...,em
max
{
p
(e1)
1 · · ·p(em)m , p(e¯1)1 · · ·p(e¯m)m
}
= 0.5
∑
e1,...,em−1
(
max
{
p
(e1)
1 · · ·p(em−1)m−1 pm, p(e¯1)1 · · ·p(e¯m−1)m−1 (1 − pm)
}
+max
{
p
(e1)
1 · · ·p(em−1)m−1 (1 − pm), p(e¯1)1 · · ·p(e¯m−1)m−1 pm
})
For any positive α, β the function
fαβ(x) = max{αx, β(1 − x)} + max{α(1 − x), βx}
takes the value max{α, β} if 1/2  x  max{α, β}/(α + β) and (α + β)x if x  max{α, β}/(α + β).
Thus, this function is monotone on the segment [1/2;1]. Therefore, the function A(p1, p2, . . . , pm) is
monotone in the variable pm as a sum of functions of the type fαβ(x).
Moreover, the above equations show that
A(p1, p2, . . . , pm)
= 0.5
∑
e1,...,em−1
max
{
p
(e1)
1 · · ·p(em−1)m−1 , p(e¯1)1 · · ·p(e¯m−1)m−1
}
= A(p1, . . . , pm−1)
for any pm t and A(p1, p2, . . . , pm)>A(p1, p2, . . . , pm−1) for all pm > t . This proves Theorem 5.2.
6. Conclusion
We left open the following question: how tight is the bound O(
√
ln n/n) in Theorem 3.1? That is,
how fast can tend to zero the value Q(p, Smn)−Q(p,MLEp) when n goes to infinity, where S be an
arbitrary strategy (not necessary polynomial-time).
Another question is: what is the performance of the following strategy S˜: given e11, . . . , emn find those
real number ε1, ε2, . . . , εm ∈ [0; 1/2) and bits v1, v2, . . . , vn for which the probability of the event “the
channels with error probabilities ε1, ε2, . . . , εm output e11, . . . , emn on input sequence is v1, v2, . . . , vn”
is maximal, then output vn. It is easy to see that this is again the maximal likelihood estimator. We do
not know if the strategy S˜ is asymptotically optimal neither we know whether it is polynomial-time.
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Appendix A
Proof of Lemma 2.1. It is easy to see that
MLEp(e¯1, . . . , e¯m) = MLEp(e1, . . . , em). (A.1)
Let us prove that
Q(p,MLEp)= P
[
MLEp(θ01 , . . . , θ
0
m) = 0
]
= P
[
MLEp(θ11 , . . . , θ
1
m) = 1
]
= (1/2)
∑
e=e1,...,em
P
[
θ
MLEp(e)
1 = e1, . . . , θ
MLEp(e)
m = em
]
(A.2)
Indeed, let ⊕ denote addition modulo 2, let x(1) denote 1 − x and let x(0) denote x. Then
P
[
MLEp(θ01 , . . . , θ
0
m) = 0
]
=
∑
e1,...,em:MLE(e1,...,em)=0
p
(e1⊕0)
1 · · ·p(em⊕0)m
=
∑
e1,...,em:MLE(e1,...,em)=1
p
(e¯1⊕0)
1 · · ·p(e¯m⊕0)m
=
∑
e1,...,em:MLE(e1,...,em)=1
p
(e1⊕1)
1 · · ·p(em⊕1)m
= P
[
MLEp(θ11 , . . . , θ
1
m) = 1
]
, (A.3)
where the second equality holds because of Eq. (A.1). The equalities (A.3) imply that
Q(p,MLEp) = (1/2)
∑
e1,...,em
p
(e1⊕MLEp(e1,...,em))
1 · · ·p
(em⊕MLEp(e1,...,em))
m .
Let E be an estimator. Then
Q(p, E)1/2
(
P
[
E(θ01 , . . . , θ
0
m) = 0
]
+ P
[
E(θ11 , . . . , θ
1
m) = 1
])
=1/2
∑
e1,...,em,v:E(e1,...,em)=v
p
(e1⊕v)
1 · · ·p(em⊕v)m
=(1/2)
∑
e1,...,em
p
(e1⊕E(e1,...,em))
1 · · ·p(em⊕E(e1,...,em))m
(1/2)
∑
e1,...,em
p
(e1⊕MLE(e1,...,em))
1 · · ·p(em⊕MLE(e1,...,em))m
=Q(p,MLEp). 
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Proof of Lemma 3.2. Let |pˆi − pi | < δ for all i  m. Equation (A.3) implies that
P[MLEpˆ(ξ11n, . . . , ξ1mn) = 1] = Q(p,MLEpˆ).
Just as in the proof of Lemma 2.1, we can show that
Q(p,MLEpˆ)=1/2
∑
e1,...,em
p
(e1⊕MLEpˆ(e1,...,em))
1 · · ·p
(em⊕MLEpˆ(e1,...,em))
m
Q(p,MLEp)=1/2
∑
e1,...,em
p
(e1⊕MLEp(e1,...,em))
1 · · ·p
(em⊕MLEp(e1,...,em))
m .
So it suffices to prove that for any e1, . . . , em,∣∣∣p(e1⊕MLEpˆ(e1,...,em))1 · · ·p(em⊕MLEpˆ(e1,...,em))m − p(e1⊕MLEp(e1,...,em))1 · · ·p(em⊕MLEp(e1,...,em))m ∣∣∣  2mδ.
Let us fix arbitrary e1, . . . , em. If
MLEpˆ(e1, . . . , em) = MLEp(e1, . . . , em)
we have nothing to do. Otherwise without loss of generality assume that
MLEpˆ(e1, . . . , em) = 1, MLEp(e1, . . . , em) = 0.
This means that
pˆ
(e1⊕0)
1 · · · pˆ(em⊕0)m  pˆ(e1⊕1)1 · · · pˆ(em⊕1)m
and
p
(e1⊕0)
1 · · ·p(em⊕0)m  p(e1⊕1)1 · · ·p(em⊕1)m .
It is easy to see that
|pˆ(e1⊕v)1 · · · pˆ(em⊕v)m − p(e1⊕v)1 · · ·p(em⊕v)m |  mδ.
for any v ∈ {0, 1}.
Therefore
p
(e1⊕0)
1 · · ·p(em⊕0)m  pˆ(e1⊕0)1 · · · pˆ(em⊕0)m +mδ  pˆ(e1⊕1)1 · · · pˆ(em⊕1)m +mδ
 p(e1⊕1)1 · · ·p(em⊕1)m + 2mδ.
In a similar way we can prove that
p
(e1⊕1)
1 · · ·p(em⊕1)m  p(e1⊕0)1 · · ·p(em⊕0)m + 2mδ. 
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