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The Mitotic Genome: Accessibility and Transcriptional Control
Abstract
Mitosis entails dramatic global alterations to genome structure and regulation, including
chromosome condensation, dissociation of the transcriptional machinery from chromosomes, and
transcriptional silencing. Here I report studies that address the macromolecular accessibility of the mitotic
genome and the control of transcriptional reactivation upon mitotic exit in a mammalian cell line. The results
obtained from measuring the sensitivity of chromatin to DNase I cleavage by sequencing (DNase-seq) in pure
mitotic cell populations demonstrate that macromolecular accessibility of the mitotic genome is widely
preserved. Thus, steric hindrance from chromatin condensation is insufficient for explaining the eviction of
transcription factors from mitotic chromatin. Several lines of evidence point to local modulation of chromatin
accessibility; for example, promoters overall exceed predicted distal enhancers in their maintenance of
accessibility during mitosis, suggesting the molecular control of these two classes of cis-regulatory elements
are differentially susceptible to mitotic perturbation. Other characteristics associated with maintenance of
chromatin accessibility during mitosis include the ubiquity of tissue distribution of interphase chromatin
accessibility and large domains of DNA hypomethylation, whereas mitotic occupancy of hematopoietic
transcription
factor GATA1 is not predictive of the degree of mitotic accessibility. To map the
transcriptional reactivation of the genome upon mitotic exit, anti-RNA polymerase II (Pol
II) chromatin immunoprecipitation-sequencing (ChIP-seq) was performed in a time course
spanning anaphase through late G1. This data enabled unambiguous observation of the
pioneering round of transcription upon mitotic exit, and classification of quantitative postmitotic
transcriptional patterns across genes and distal enhancers aided by unsupervised pattern discovery.
Surprisingly, the earliest rounds of transcription upon mitotic exit are hyperactive, compared to late G1. This
post-mitotic spike in Pol II binding encompasses approximately 50% of active genes and intergenic enhancers,
but the post-mitotic spike in gene transcription can be uncoupled from regulation by enhancers. Single-cell
imaging by single-molecule RNA fluorescence in situ hybridization (FISH) of nascent and mature mRNAs
demonstrates that this post-mitotic transcriptional spike can propagate to cell-to-cell heterogeneity in the
mature mRNA levels of key developmental regulators. Together, these findings raise important considerations
for the commonly proposed “mitotic bookmark” hypothesis of transcriptional memory, and have broad
implications for the stability of gene expression states through cell divisions.
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ABSTRACT
THE MITOTIC GENOME: ACCESSIBILITY AND TRANSCRIPTIONAL CONTROL
Chris Chuan Shu Hsiung
Supervisors: Gerd Blobel, M.D., Ph.D., and Arjun Raj, Ph.D.
Mitosis entails dramatic global alterations to genome structure and regulation, including
chromosome condensation, dissociation of the transcriptional machinery from chromosomes,
and transcriptional silencing. Here I report studies that address the macromolecular accessi-
bility of the mitotic genome and the control of transcriptional reactivation upon mitotic exit
in a mammalian cell line. The results obtained from measuring the sensitivity of chromatin
to DNase I cleavage by sequencing (DNase-seq) in pure mitotic cell populations demonstrate
that macromolecular accessibility of the mitotic genome is widely preserved. Thus, steric
hindrance from chromatin condensation is insu cient for explaining the eviction of tran-
scription factors from mitotic chromatin. Several lines of evidence point to local modulation
of chromatin accessibility; for example, promoters overall exceed predicted distal enhancers
in their maintenance of accessibility during mitosis, suggesting the molecular control of
these two classes of cis-regulatory elements are di↵erentially susceptible to mitotic pertur-
bation. Other characteristics associated with maintenance of chromatin accessibility during
mitosis include the ubiquity of tissue distribution of interphase chromatin accessibility and
large domains of DNA hypomethylation, whereas mitotic occupancy of hematopoietic tran-
scription factor GATA1 is not predictive of the degree of mitotic accessibility. To map the
transcriptional reactivation of the genome upon mitotic exit, anti-RNA polymerase II (Pol
II) chromatin immunoprecipitation-sequencing (ChIP-seq) was performed in a time course
spanning anaphase through late G1. This data enabled unambiguous observation of the
pioneering round of transcription upon mitotic exit, and classification of quantitative post-
mitotic transcriptional patterns across genes and distal enhancers aided by unsupervised
pattern discovery. Surprisingly, the earliest rounds of transcription upon mitotic exit are
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hyperactive, compared to late G1. This post-mitotic spike in Pol II binding encompasses
approximately 50% of active genes and intergenic enhancers, but the post-mitotic spike in
gene transcription can be uncoupled from regulation by enhancers. Single-cell imaging by
single-molecule RNA fluorescence in situ hybridization (FISH) of nascent and mature mR-
NAs demonstrates that this post-mitotic transcriptional spike can propagate to cell-to-cell
heterogeneity in the mature mRNA levels of key developmental regulators. Together, these
findings raise important considerations for the commonly proposed “mitotic bookmark”
hypothesis of transcriptional memory, and have broad implications for the stability of gene
expression states through cell divisions.
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CHAPTER 1 : Introduction to genome structure and transcriptional regulation
during mitosis
The striking appearance of condensed chromosomes during mitosis has fascinated biologists
since the 1870s (Schneider, 1873; Flemming, 1874). Numerous studies have investigated the
structural properties of mitotic chromosomes using imaging, biochemical and biophysical
approaches (reviewed in Vagnarelli (2013)), but details of their internal organization remain
largely mysterious. Recent advances in genomic sequencing technologies enabled the find-
ing that long-range interphase chromatin interactions ranging from hundreds of kilobases
to megabases are obscured during mitosis (Naumova et al., 2013). However, the influence
of mitosis on chromatin structure at finer genomic resolutions remained unresolved. Con-
comitant with altered chromosome structure, mitosis is also accompanied by the cessation
of bulk RNA synthesis (Prescott and Bender, 1962) and the eviction of many components
of the transcriptional machinery from chromatin, including eukaryotic RNA polymerase
II (Gottesfeld and Forbes, 1997a; Prasanth et al., 2003; Akoulitchev and Reinberg, 1998;
Mart´ınez-Balba´s et al., 1995; Hershkovitz and Riggs, 1995; Kadauke and Blobel, 2013).
Bulk RNA synthesis is known to restart by telophase (Prasanth et al., 2003). This chapter
synthesizes the existing data and concepts in the literature regarding the structure and
transcriptional regulation of the mitotic genome, and outlines the major open questions
that are addressed in the later chapters.
1.1. Models for transcriptional silencing and overall eviction of transcription factors from
chromosomes during mitosis
What inhibits transcription during mitosis? Gene regulatory processes can be broadly cat-
egorized into trans-acting, such as transcription factors and eukaryotic RNA polymerase II,
or cis-acting, such as the structural configuration and covalent modifications of histones and
DNA. During mitosis, trans-acting factors, including those necessary for transcription, typ-
ically dissociate from the vast majority of their genomic binding sites. Two non-mutually
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exclusive mechanisms have been proposed to cause this global eviction (Gottesfeld and
Forbes, 1997b). First, the microscopic morphology of chromosomes during mitosis leads
to the common assumption that compaction of chromatin sterically hinders the binding of
trans-acting factors and is responsible for their eviction, but this has not been demonstrated
directly. This attractively intuitive model can in be assessed by comparing the macromolec-
ular accessibility of DNA in interphase versus mitosis using the well-established DNase I
sensitivity assay (Weintraub and Groudine, 1976; Wu et al., 1979a,b), in which the relative
accessibility of native chromatin is revealed by digestion with the nuclease DNase I, which
preferentially cleaves more accessible regions of DNA. However, studies have shown that
metaphase chromosome spreads overall (Kerem et al., 1983; Gazit et al., 1982). At the
Hsp70 promoter, DNase I sensitivity in the general region is preserved in mitosis despite
loss of in vivo footprints of DNA-binding factors (Mart´ınez-Balba´s et al., 1995). A more
recent study found that a number of regulatory regions in the murine erythroid genome pre-
serve most of their accessibility in mitosis by DNase-qPCR measurements (Kadauke et al.,
2012a), and others have observed some level of mitotic DNase sensitivity at cohesin binding
sites in mitosis (Yan et al., 2013). The inconsistency of these observations of mitotic chro-
matin accessibility with this steric exclusion model of transcription factor eviction could
be addressed through a comprehensive evaluation of genome accessibility during mitosis
(the topic of Chapter 2) to clarify whether such observations are the exception or the norm
across the genome. A second proposed mechanism for transcription factor eviction is the
mitosis-specific phosphorylation of many transcription factors that in many cases are known
to inhibit factor binding to the genome (Rizkallah et al., 2011a), including components of
the basal transcriptional machinery (Gottesfeld and Forbes, 1997b; Akoulitchev and Rein-
berg, 1998). It is not known definitively the relative contributions of these cis-driven (steric
exclusion by chromosome compaction) versus trans-driven (post-translational modification
of transcription factors) mechanisms to mitotic inhibition of overall transcription factor
binding and RNA synthesis.
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1.2. Models for the molecular basis of transcriptional memory during mitosis
Despite disruption of transcription during mitosis, in many biological contexts, cells main-
tain their phenotypes through cell divisions, indicating that cell type-specific transcriptomes
are overall stable through cell divisions. What preserves transcriptional memory, defined as
the preservation of transcriptional regulatory signals in the absence of on-going transcrip-
tion? In a predominantly trans-driven model, transcription factors that dissociate from the
genome during mitosis may simply rebind the appropriate genomic sites upon reversal of
mitotic inhibition of their binding, especially if they are endowed with some degree of locus
specificity, such as sequence-specific transcription factors. In such cases, it is possible that
locus-specific transcriptional regulatory information can be simply supported by assemblies
of transcription factors rebinding to the appropriate sites after mitosis, in part through the
recognition of DNA sequence motifs. Because most transcription factors have half-lives that
are longer than the duration of mitosis, this model serves as a reasonable null hypothesis.
However, the above model does not account for the observation that a number of tran-
scription factors can bind chromosomes to varying extents during mitosis. These include
factors involved in cell type-specific regulation, such as GATA1 (Kadauke et al., 2012a),
FOXA1 (Caravaca et al., 2013), RBPJ (Lake et al., 2014) and PAX3 (Wu et al., 2015), as
well as factors with more general functions across many cell types, such as MLL1 (Blobel
et al., 2009), MYC (Yang et al., 2013), TBP (Chen et al., 2002; Xing et al., 2008), and
members of the BET family (Dey et al., 2000, 2009). In all of these cases, examination
by fluorescence microscopy shows that an individual transcription factor is globally re-
tained on mitotic chromosomes in at least one cell type, but in those cases where chromatin
immunoprecipitation-sequencing (ChIP-seq) was performed, the factors bind the majority
of their genomic occupancy sites in interphase only, whereas a mere minority of sites are
bound in both interphase and mitosis, or in mitosis only. Some aspects of these observations
can be partly explained by biochemical characteristics of the transcription factors. For ex-
ample, bulk retention of FOXA1 on mitotic chromosomes seen by microscopy is attributable
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to a domain involved in non-specific contacts with the DNA backbone, distinct from the
domain responsible for sequence-specific binding of DNA (Caravaca et al., 2013). For PAX3,
bulk retention on mitotic chromosomes seen by microscopy requires arginine methylation
within its homeodomain (Wu et al., 2015). However, these insights do not explain how any
of these factors evade mitotic eviction from chromatin at a subset of loci, but not others,
as measured by ChIP.
What might be likely explanations for the site-specific binding patterns of transcription
factors during mitosis? An important consideration is the cis-acting mechanisms that may
influence transcription factor a nity at individual loci. Chromatin can present substrates
for recognition by transcription factor complexes, such as covalent modifications of histones
or DNA, andor inhibit factor binding by steric hindrance, in a manner that may be site-
specific during mitosis. Thus, the patterning of chromatin features during mitosis could, by
itself or in concert with the actions of transcription factor complexes, provide locus-specific
transcriptional regulatory signals in the absence of active transcription. Consistent with
this possibility, many chromatin features related to transcriptional regulation are present
during mitosis to varying extents. These include: 1) mitotically stable histone modifications
and variants (Varier et al., 2010; Kelly et al., 2010; Wang and Higgins, 2012) incorporated
into mitotic chromatin, and 2) structural properties of chromatin that are maintained in
or unique to mitosis, including the aforementioned DNase sensitivity and other aspects
of nucleosome architecture and DNA topology (Kuo et al., 1982; Mart´ınez-Balba´s et al.,
1995; Michelotti et al., 1997; Kadauke et al., 2012a). These observations raise several
mechanistic questions: does transcription factor binding trigger or maintain the opening
of chromatin at specific sites during mitosis? Or does an open chromatin configuration at
specific loci during mitosis enable binding by transcription factors that otherwise cannot
bind condensed mitotic chromatin? Due to the general dearth of genome-wide data sets
and perturbative experiments on transcription factor binding and chromatin features during
mitosis, these and other fundamental questions about the molecular constituents of gene
regulatory memory during mitosis have remained unresolved.
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1.3. Models for transcriptional reactivation of the silent genome upon mitotic exit
Microscopic assessments of eukaryotic RNA polymerase II (Pol II) binding to the genome
and RNA synthesis have shown that transcription restarts in bulk by telophase, subsequent
to the reformation of the nucleus (Prasanth et al., 2003). This timing suggests that the
the orchestration of the machinery necessary for transcription occurs on the order of less
than ten minutes, the approximate duration of telophase in mammalian cells. Most likely,
overall dephosphorylation of many substrates upon mitotic exit coordinates chromosome
decondensation and the return of transcription factors and Pol II to chromatin, but the
order of these events and their dependencies on each other have not be examined. Only a
few studies have tracked factor localization (Prasanth et al., 2003; Poleshko et al., 2013)
upon mitotic exit by microscopy, and none have done so by ChIP-seq. The composition of
transcription factor complexes and their order and kinetics of assembly at individual loci are
unknown during the mitosis-G1 transition, but are presumably important for the output of
de novo transcription upon mitotic exit. One recent study demonstrated that the kinetics
of long-range chromosome folding at a handful of loci achieves interphase configuration at
approximately 2h after mitosis (Dileep et al., 2015). This suggests that transcriptional
reactivation likely precedes folding of the genome in G1, though how the latter might
influence transcriptional regulation is generally unclear.
Only a few studies have directly measured RNA synthesis during the mitosis-G1 transition.
A handful of individual genes were found to exhibit distinct kinetics of transcriptional re-
activation (Blobel et al., 2009; Dey et al., 2009; Zhao et al., 2011; Caravaca et al., 2013).
Microarray-based studies have identified 200 variably expressed mature mRNAs during
early G1 (Beyrouthy et al., 2008), as well as a set of 200 genes that appear to produce
nascent transcripts earlier than others after mitosis (Fukuoka et al., 2012). While these
studies provided important insights, their assessments of transcription lacked sensitivity,
genome-wide scope, and in some cases temporal resolution, leaving major questions unre-
solved. Do genes di↵er substantially in the onset and rate of transcription? Overall, does
5
the post-mitotic transcriptional program deviate significantly from later in interphase?
1.4. Roadmap for subsequent chapters
This thesis focuses on two aspects of gene regulation with respect to mitosis: genome
accessibility during mitosis (Chapter 2) and transcriptional reactivation upon mitotic exit
(Chapter 3).
Chapter 2 presents a genome-wide comparison of DNA accessibility during mitosis versus
interphase obtained from DNase-seq, using a murine erythroblast cell line, G1E. DNase-
seq has the advantage of providing a comprehensive assessment of the physical limits to
macromolecular access to DNA that is agnostic to the identities of the specific molecular
signals that may demarcate individual loci, such as transcription factor binding or histone
modifications. The results demonstrate that genome accessibility is widely preserved during
mitosis. By extension, this limited extent of macromolecular steric exclusion is most likely
insu cient to cause the potent and global silencing of transcription during mitosis. This
analysis further uncovers several trends that account for modulation of local accessibility at
individual loci. Among the notable findings is that the maintenance of accessibility during
mitosis at promoters generally exceed that of distal cis-regulatory elements, suggesting
that enhancer-mediated gene regulation may be preferentially susceptible to disruption by
mitosis.
Chapter 3 presents a genome-wide assessment of transcriptional reactivation during the
mitosis-G1 transition by tracking the re-engagement of Pol II by ChIP-seq. This analysis
exceeds previous measurements of post-mitotic transcription in terms of genomic scope,
genomic resolution, and temporal resolution, enabling unambiguous visualization of the
pioneering round of transcription after mitosis. Unexpectedly, we found that a prevalent
spike in transcriptional activity is associated with the earliest rounds of post-mitotic tran-
scription for approximately 50% of active genes, and can be independent of regulation by
distal enhancers. Importantly, single-cell imaging of nascent and mature mRNAs using
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single-molecule RNA FISH demonstrated that this hyperactive transcriptional spike can
propagate to cell-to-cell di↵erences in mature mRNA levels. These findings indicate that
mitotic progression may perturb the fidelity of gene expression control.
In Chapter 4, I incorporate the results from Chapter 2 and Chapter 3 in an evaluation
of the “mitotic bookmarking” hypothesis, a commonly proposed model for transcriptional
memory through mitosis. I also provide perspectives on understanding the relationship
between cell cycle progression and the stability of gene expression and phenotypic states.
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CHAPTER 2 : Genome accessibility is widely preserved and locally modulated
during mitosis
Chris C.S. Hsiung1,2*, Christapher S. Morrissey*3, Maheshi Udugama1, Christopher L.
Frank4, Cheryl A. Keller3, Songjoon Baek5, Belinda Giardine3, Gregory E. Crawford4,6,
Myong-Hee Sung5, Ross C. Hardison3, and Gerd A. Blobel1,2
1Division of Hematology, The Children’s Hospital of Philadelphia, Philadelphia, PA 19104,
USA
2Perelman School of Medicine, University of Pennsylvania, PA 19104, USA
3Department of Biochemistry and Molecular Biology, Pennsylvania State University, Uni-
versity Park, PA 16802, USA
4Institute for Genome Sciences and Policy, Duke University, Durham, NC 27708, USA
5Laboratory of Receptor Biology and Gene Expression, National Cancer Institute, National
Institutes of Health, Bethesda, MD 20892, USA
6Department of Pediatrics, Division of Medical Genetics, Duke University, Durham, NC
27708, USA
*These authors contributed equally to the work in this chapter.
The results in this chapter have been published in Hsiung et al. (2014).
In this chapter, we compare the accessibility of the mitotic versus interphase genome, as
assessed by DNase-seq. This assay reveals the di↵erential susceptibility of DNA, packaged
in chromatin in vivo, to digestion by the nuclease DNase I. The relative sensitivity of a given
genomic region to DNase cleavage is thought to reflect the degree to which the DNA is ster-
ically protected by nucleosomes, and can be quantified from normalized read counts from
DNase-seq. We found that, despite dramatic alterations to chromosome morphology at the
microscopic level, preservation of DNase sensitivity during mitosis is widespread, although
diverse site-specific patterns exist. An overall mild reduction in accessibility during mito-
sis is concentrated among the crop of narrow, highly hypersensitive sites (DNase-sensitive
“peaks”), which often coincide with transcription factor binding sites. This contrasts with
broader regions of sensitivity (DNase-sensitive “hotspots”) that are very stable through
mitosis. Importantly, susceptibility to mitotic perturbation varies across classes of CRMs:
distal CRMs are more prone to losing accessibility during mitosis than promoters. A subset
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of promoters that are accessible across many cell or tissue types maintain accessibility during
mitosis, and are marked by large domains of low DNA methylation. GATA1 exerts e↵ects
on chromatin accessibility mostly in interphase, triggering site-specific alterations that are
most pronounced at distal CRMs. Together, these results reveal transcriptional regulatory
signatures that remain widely visible within mitotic chromatin structure. The observation
that mitotic structural changes of chromatin occur in distinct patterns with respect to gene
regulatory elements indicates that accessibility of mitotic chromatin is regulated at the level
of individual loci.
2.1. DNase-seq analysis of pure mitotic erythroid cells at distinct maturation stages
A number of recent studies have used DNase-seq to study asynchronous cells and tissues
(Boyle et al., 2008a; Thurman et al., 2012; Neph et al., 2012; Degner et al., 2012; Wu et al.,
2011). Applying DNase-seq to study the mitotic genome of suspension cells requires isolating
mitotic populations at high purity, as contaminating interphase cells could contribute to
apparent DNase sensitivity signals that do not actually reflect the configuration of the
mitotic genome. Similar to many other cell types, enrichment of mitotic G1E cells by
nocodazole arrest alone typically yields a relatively low mitotic purity of about 55%. We
thus applied a previously established protocol to purify mitotic cells from the nocodazole-
treated population by intracellular staining of cells mildly fixed with 0.1% formaldehyde
using an antibody against the mitosis-specific histone 3 Ser10-phospho (H3Ser10Ph) epitope
(Fig. 1), followed by fluorescence-activated cell sorting (FACS) of the H3Ser10Ph-positive
cells to obtain a mitotic population at >98% purity (Kadauke et al., 2012a; Follmer and
Francis, 2012; Campbell et al., 2014). Chromatin was digested with DNase I, and the
resulting fragments isolated, amplified and sequenced using methods based on Song and
Crawford (2010) (Fig. 1). Mild formaldehyde-fixation of chromatin does not noticeably alter
DNase sensitivity (Fig. A.1). DNase-seq libraries were generated in biological triplicates for
asynchronous (containing roughly 97% interphase cells, hereafter referred to as interphase)
and purified mitotic cells from G1E and G1E+GATA1, yielding 219-266 million total
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DNase I digestion
G1E (GATA1 -/-) G1E+GATA1
Asynchronous(interphase)
Intracellular stain with anti-H3S10Ph antibody
Purify mitotic cells by FACS
Blunt end
Ligate biotinylated Linker 1
MmeI digest, capture with streptavidin beads 
Biotin
Ligate  Linker 2
PCR-amplify, sequence
FITC (H3S10Ph)
FACS puri!cation of 
nocodazole-arrested G1E cells
Mitotic Gate
Mitotic-arrestMitotic-arrest Asynchronous(interphase)
Linker 1
Linker 2
Streptavidin bead
20bp genomic DNA
Figure 1 – Experimental strategy for performing DNase-seq. G1E and G1E+GATA1
cells were grown asynchronously or arrested in mitosis by nocodazole treatment. Mitotic popu-
lations of nocodazole-treated cells were isolated by FACS using intracellular antibody staining
of H3S10Ph. All samples were subjected to DNase digestion, followed by a nity capture of
cleaved fragments, library preparation and sequencing.
mapped reads from the biological triplicates combined for each sample (Table 2). The
biological triplicates show strong pair-wise concordance (Pearson correlation coe cient of
read densities ranging from 0.71-0.93, Fig. A.2). Thus, in the main text and figures we
present results from analyses performed on the reads pooled from biological triplicates, with
the experimental variance obtained from library-size normalized read densities of individual
biological replicates indicated where appropriate for quantitative comparisons. We discuss
additional considerations for normalization and quantitative interpretation in further detail
in the Supplemental Methods.
We note that applying DNase-seq to mitotic cells requires special consideration of potential
global di↵erences from interphase cells that are unrelated to chromatin configuration, such
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Maturation stage Cell cycle 
stage 
Total mapped 
reads pooled from 
replicates 
Number of 
hotspots 
Reads mapped 
within hotspots 
Number of 
peaks within 
hotspots 
% GATA1 binding 
sites overlapped 
by hotspots 
% TAL1 binding 
sites overlapped 
by hotspots 
Known erythroid 
CRMs overlapped 
by hotspots 
G1E (GATA1-/-) 
Interphase 218788673 51398 11.3% 21816 
N/A 
80.6% of 8002 
interphase TAL1 
binding sites 
94% of 286 
experimentally 
tested known 
erythroid CRMs  
Mitosis 219213910 37691 8.3% 7148 
G1E+GATA1 
Interphase 265821622 61184 14.0% 17540 66.5% of 10465 
interphase or mitosis 
GATA1 binding sites 
76% of 4915 
interphase TAL1 
binding sites 
Mitosis 238695686 79157 12.3% 10352 
Figure 2 – Summary of DNase-seq libraries and their overlap previously known
transcription factor binding sites and erythroid CRMs. ChIP-seq data sets for TAL1
and GATA1 were obtained from Wu et al. (2011) and Kadauke et al. (2012a), respectively.
Known erythroid CRMs were compiled from Wu et al. (2011) and Dogan et al. (2014) (under
review).
as the lack of nuclear-cytoplasmic compartmentalization during mitosis, and might have
unknown e↵ects on DNase sensitivity. Such intrinsic di↵erences, if they exist, are challenging
to control for. Thus, DNase-seq read density reveals the DNase sensitivity of a given
site relative to other regions in the same experimental condition. Any potential global
scaling di↵erences across cellular states would not be expected to produce di↵ering behaviors
between genomic elements, and thus we focus the majority of our analyses on these types
of site-specific changes.
Importantly, our algorithm defined 4.4% of the mappable mouse genome as DNase-sensitive
regions (DNase “hotspots,” described in the next section and in Supplemental Methods).
These regions overlap 66.5%-80.6% of previously identified binding sites of transcription
factors GATA1 and TAL1 in the corresponding cell conditions. Moreover, these hotspots
across all experimental conditions cover 94% of 286 experimentally validated erythroid
CRMs manually curated from the literature (Table 2). Since DNase sensitivity is known to
often coincide with transcription factor binding sites and CRMs, these results support the
validity of our DNase-seq data sets.
2.2. Chromatin accessibility is widely preserved during mitosis, with diverse locally specified
patterns
DNase sensitivity profiles exhibit distinct spatial patterns (Fig. 3A). Often, promoters and
known transcription factor binding sites coincide with narrow hypersensitive regions, such
as at the Klf13, +5kb, and +42kb distal CRMs, and at the Gata2 promoter, -8kb, and
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Interphase
Mitosis
Interphase
Mitosis
Partially or fully diminished in mitosisWell-preserved in mitosis
GATA1 ChIP
Interphase
Mitosis
CTCF ChIP
TAL1 ChIP
Interphase
Interphase
DNase
DNase
DNase
10 kb
Gata2
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0 _
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0 _
5 kb
Slc8b1
0.5 -
0 _
0.5 -
0 _
20 kb
Klf13
0.5 -
0 _
0.5 -
0 _
100 -
100 -
Peaks
Hotspots
DNase cut density
A
B
+9kb-8kb
Interphase
Mitosis
+42kb +5kb
Figure 3 – Individual sites display diverse patterns of interphase-to-mitosis dynam-
ics in chromatin accessibility. a) Example of DNase hotspots and peaks. b) G1E+GATA1
DNase cut density profiles at the Gata2, Slc8b1 and Klf13 loci are shown to illustrate their
spatial patterns. Broad versus narrow sensitivity patterns are captured by the hotspots (brown
bars) and peaks (orange bars), respectively, as defined in the main text and in Supplemental
Methods. Note that individual sites can retain very little (green boxes), or virtually all (red
boxes) of their accessibility in mitosis. A number of di↵erent patterns are also shown for the
Klf13 locus, for which ChIP-seq tracks for GATA1 (interphase and mitosis), CTCF (Wu et al.,
2011) and TAL1 are also shown to illustrate co-localization of their binding sites with DNase
peaks.
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+9kb distal CRMs (Fig. 3B). In some cases, these hypersensitive sites are surrounded by
relatively broad regions of moderately increased DNase cut density that mark domains of
sensitivity in the range of kilo-bases, such as that coinciding with the entire gene body
of Gata2 (Fig. 3B) and Myc (Fig. A.3). These sharp increases in DNase cut density
likely reflect sites commonly referred to in the literature as “hypersensitive,” and often
co-localize quite precisely with the binding sites of transcription factors (as shown for the
Klf13 locus in Fig. 3B). To distinguish broad moderately sensitive domains from the narrow
hypersensitive sites systematically, we defined them as “hotspots” and “peaks,” respectively,
modified from previously published definitions (Baek et al., 2011). Hotspots are contiguous
>250bp regions significantly enriched in DNase cut density relative to the 200kb surrounding
background, as well as ranking among the top 100,000 most DNase-sensitive regions in the
mappable genome (the fulfillment of these criteria is based on applying two independent
algorithms for calling enrichments in DNase sensitivity, DNase2Hotspots and F-Seq; see
Supplemental Methods for details). The median width of hotspots is roughly 650bp, but
the largest extends to about 15kb. Within hotspots, 150bp regions that are further enriched
in DNase cut density over the surrounding hotspot are defined as peaks, and a given hotspot
may contain any number of peaks, or none. Our algorithm for hotspot and peak detection
distinguishes the broad and narrow patterns, respectively, of DNase sensitivity that we
aimed to capture (Fig. 3 and Fig. A.3).
Given the striking morphologic alterations of chromosomes associated with the known dis-
sociation of many factors during mitosis, a widely held assumption is that mitosis limits
macromolecular access to chromatin by increasing steric hindrance. On the contrary, we ob-
served that at individual sites, DNase sensitivity can range from being virtually eliminated,
to partially or fully preserved during mitosis. For example, the hotspot covering the Gata2
gene body (Fig. 3B) is relatively stable through mitosis, as is the peak at the promoter re-
gion; in contrast, levels of DNase sensitivity at the -8kb and +9kb distal CRMs are partially
or completely diminished during mitosis. To illustrate the variety of interphase-to-mitosis
dynamics possible with respect to hotspots and peaks, other types of patterns are shown
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for the Slc8b1 (near complete loss of mitotic accessibility at promoter) and Klf13 (mitotic
accessibility well-preserved at promoter, but largely eliminated at distal sites) loci in Fig.
3B.
As illustrated by Fig. 3B, interphase-to-mitosis transitions in DNase sensitivity are mostly
gradual, rather than binary. Hence, while categorizing DNase cut density as either DNase
“sensitive” or “insensitive” facilitates systematic analysis of genomic regions, doing so re-
quires setting thresholds that can distort interpretations at sites where the DNase cut den-
sity is close to the threshold. For example, some hotspots can have similar levels of DNase
cut density in interphase and mitosis, but happen to pass the threshold for our algorithm in
only the mitotic sample. This can lead to an over-estimate of “mitosis-only” hotspots (Fig.
A.4), when in fact hotspots in this group mostly display similar levels of interphase and
mitotic DNase sensitivity (Fig. A.5). We mitigated these thresholding e↵ects by analyzing
regions defined by the union of all hotspots or peaks present in any one of the four samples
(G1E interphase or mitosis, G1E+GATA1 interphase or mitosis). Hereafter, “hotspots”
and “peaks” refer to regions defined by their respective unions across samples. Using these
final sets of 123674 hotspots and 27978 peaks enabled us to interrogate quantitative changes
in read densities within them across experimental conditions.
To examine the global e↵ect of mitosis on the accessibility of the 4.4% of the mappable
genome covered by hotspots, we calculated the fraction of total reads in the library mapped
within all hotspots in interphase versus mitosis. By this measure, the aggregate accessibility
of hotspots decreases from 11.3% in interphase to 8.3% in mitosis for G1E, and 14.0% in
interphase to 12.3% in mitosis for G1E+GATA1 (Fig. 2). These results demonstrate that
aggregate changes of accessible sites, relative to inaccessible background regions, are small
during mitosis.
In the context of this mild change in aggregate accessibility among hotspots during mito-
sis, most individual hotspots and peaks show extensive preservation of accessibility during
mitosis (Fig. 4A for G1E+GATA1; Fig. A.6 for G1E). This observation is consistent
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Figure 4 – Chromatin accessibility is widely conserved during mitosis, with reduc-
tions occurring preferentially within narrow, hypersensitive DNase peaks. a) After
obtaining the union of the regions defined by hotspots/peaks across all samples, the mitotic ver-
sus interphase library size-normalized read densities were obtained from reads pooled from bio-
logical triplicates. Shown are mitotic versus interphase scatter plots(a binned 2D density plots,
with the color scale indicating the density of data points within each bin) for G1E+GATA1.
The dashed diagonal line marks where mitotic and interphase read densities are equal. The
overall trend is summarized by the moving mean (curve overlaid on plot) obtained from divid-
ing the x-axis into bins consisting of roughly 1000 hotspots or peaks. Gray dotted horizontal and
vertical lines mark the estimated read density of inaccessible background regions, defined as all
regions outside of hotspots. Data points corresponding to individual promoter peaks shown in
Fig. 3B are highlighted to serve as a visual calibration of signals. The same graphs for G1E are
shown in Fig. A.6. b) A zoomed-in view of the juxtaposition of moving means of hotspots and
peaks in A. Error bars denote SEM of read densities from individual biological replicates (n =
3). c) Box plot summaries of the mitosis-to-interphase ratio of the library size-normalized read
densities for hotspots and peaks in G1E and G1E+GATA1, using reads pooled from biological
triplicates. The horizontal dashed line marks where mitotic read density is equal to interphase
read density.
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with absolute measurements of DNase sensitivity by qPCR at a number of individual sites
performed in our previous study (Kadauke et al., 2012a), reproduced in Fig. A.7 for compar-
ison, indicating that sequencing did not introduce large global scaling di↵erences between
mitotic and interphase measurements. Notably, the reduction in accessibility during mito-
sis is more pronounced among peaks than hotspots – a di↵erence that is visible across a
wide range of interphase accessibility (Fig. 4B for G1E+GATA1; Fig. A.6 for G1E). Using
the mitosis-to-interphase ratio of read densities as a metric, hotspots preserve a median of
69% (G1E) and 93.3% (G1E+GATA1) of their interphase accessibility during mitosis; in
contrast, peaks retain only a median of 46.9% (G1E) and 52.4% (G1E+GATA1) of their in-
terphase accessibility in mitosis (Fig. 4C). Thus, the mechanisms that underlie the presence
of hotspots and peaks are di↵erentially susceptible to mitotic perturbation. This di↵erence
reveals that changes in mitotic chromatin accessibility preferentially occur in a spatially
confined manner within DNase peaks. Such patterns are likely triggered by reduced a nity
of trans-acting factors to specific sites that lead to local changes in nucleosome positioning,
rather than by a large-scale increase in steric hindrance that would be expected to a↵ect
broad genomic regions relatively evenly.
2.3. Promoters preserve accessibility in mitosis more than distal CRMs
Cis-regulatory elements are important platforms upon which trans-acting factors assemble
to regulate transcription, yet the degree to which these genomic elements remain acces-
sible to transcription regulators during mitosis has remained largely unknown. Fig. 3B
demonstrates that for a given locus, such as Gata2 or Klf13, the promoter region can fully
retain accessibility during mitosis, but the nearby distal hotspots and peaks can lose mitotic
accessibility. We tested whether there are systematic di↵erences in mitotic preservation of
accessibility between proximal and distal CRMs. To identify regulatory regions, we in-
tersected our DNase sensitivity map with a nine-state chromatin annotation for G1E and
G1E+GATA1 derived from ChromHMM (Ernst and Kellis, 2012), a genome segmentation
program based on a multivariate hidden Markov model learned jointly from H3K4me1,
16
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Figure 5 – Promoter accessibility is better maintained in mitosis than distal CRM’s.
a) Box plots of read densities of peaks in interphase and mitosis, color-coded by their classifi-
cation as either promoter, distal CRM’s (see main text and Supplemental Methods for detailed
definitions), or “other” regions that do not correspond to these defined categories. Gray dotted
horizontal lines mark the global background estimate of read density in all regions outside of
hotspots. b) Top row: Scatter plots (binned 2D density, produced similarly as Fig. 4A) of
mitosis versus interphase read density at the union of peaks across all samples, grouped by
promoter versus distal CRM’s peaks. Bottom row: A zoomed-in view of the juxtaposition of
the moving means for promoter and distal CRM’s peaks, with error bars denoting SEM from
biological replicates (n=3). Size of circles conveys the number of promoter or distal CRM’s
peaks within each bin. c) Box plot summaries of the mitosis-to-interphase ratio of read densi-
ties for hotspots and peaks. Horizontal dashed line marks location on y-axis where interphase
read density is equal to mitosis read density.
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H3K4me3, H3K36me3, H3K9me3, and H3K27me3 ChIP-seq data sets (Ernst and Kellis,
2012; Wu et al., 2011). Since the profiles of histone lysine methylation modifications are
overall similar in G1E and G1E+GATA1 (Wu et al., 2011), we defined promoter hotspots
or peaks as those that either overlap an annotated transcriptional start site (TSS), and/or
are covered predominantly by H3K4me3 (which also captures unannotated potential TSS’s)
in either G1E or G1E+GATA1 (Fig. A.8). We defined predicted distal CRMs hotspots or
peaks as those that do not overlap an annotated TSS, and mostly marked with H3K4me1 in
either G1E or G1E+GATA1 (Fig. A.8). Based on these criteria, out of the 123674 hotspots
across all four experimental conditions, 13% correspond to promoters, and 26.2% are pre-
dicted distal CRMs. Moreover, our distal CRM detection algorithm correctly identified all
191 of the erythroid distal CRMs that overlapped hotspots and have been experimentally
confirmed in the literature (Wu et al., 2011).
Strikingly, promoters as a group are the most accessible sites in the genome in both inter-
phase and mitosis (Fig. 5A), revealing that the hierarchy of accessibility between classes of
CRMs is well-preserved in mitosis. Given that the degree of mitotic accessibility strongly
correlates with interphase accessibility, we asked whether high mitotic accessibility of pro-
moters is entirely explained by their high interphase accessibility, or if other unknown prop-
erties unique to promoters might also contribute to this pattern. Even when matched for
interphase accessibility, the average mitotic accessibility of hotspots is still markedly higher
at promoters than distal CRMs across nearly the full range of interphase accessibility (Fig.
5B). These trends apply to both G1E and G1E+GATA1, and show similar results when
the same analyses are performed on peaks (Fig. 5C and Fig. A.9). These results point to
promoter-specific mechanisms that enable them to preserve overall a larger fraction of their
interphase accessibility during mitosis.
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Figure 6 – Promoter hotspots that retain a large fraction of accessibility during
mitosis are enriched for those present in many tissues. a) Hotspots in the G1E+GATA1
state are grouped by promoters and distal CRM’s and shown in scatterplots (binned 2D density
plot) of mitosis-to-interphase accessibility ratio versus the number of murine tissues in which
the DHS is present. Dashed horizontal line marks where mitotic and interphase accessibility are
equal. Red and green lines mark thresholds used to subset promoter hotspots for gene ontology
(GO) analyses in B and C. b) GO analysis was performed on promoter hotspots with mitosis-
to-interphase accessibility ratios >0.85 and <1.2 (corresponding to data points between the red
lines in A). Background for comparison is the set of all promoter hotspots in G1E+GATA1
cells. Fold enrichment over this background and the associated Bonferroni-corrected p-value
are shown, ordered by p-value. All GO Molecular Function terms that met threshold of >1.5
fold enrichment and <0.05 Bonferroni-corrected p-values are shown. c) GO Analysis performed
in the same manner as in B, except the target regions are promoter hotspots with mitosis-to-
interphase accessibility ratios >0.85 and <1.2, and also present in 10 or more murine tissues
(corresponding to data points between the red lines and to the right of the green line in A). d)
The GO Molecular Function terms “sequence-specific DNA binding” and “signaling receptor
activity” (the top two shown in B) are examined in detail for their relationship to mitotic
accessibility and presence across tissues. Shown are the fraction of promoter hotspots that
meet the criteria indicated along the x-axis and are associated with each of the top two GO
Molecular Function. The red bar is for the set of all G1E+GATA1 promoter hotspots and serves
as the background comparison.
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2.4. Promoters that are accessible across many murine tissues are exceptionally accessible
in mitosis and marked by large conserved domains of DNA hypomethylation
While promoters overall preserve chromatin accessibility during mitosis quite well, a wide
range of mitotic accessibility exists (Fig. 5B). To explore potential predictors of promoter
hotspots with exceptionally well-preserved mitotic accessibility, we examined the tissue
distribution of the accessibility of our erythroid hotspots by intersecting them with the
available interphase DNase hypersensitive sites (DHS) from across 45 murine tissue or cell
types from the Mouse ENCODE consortium (Vierstra et al. (2014), under review). We found
that preservation of accessibility across multiple cell or tissue types is strongly indicative
of high mitosis-to-interphase accessibility ratio (Fig. 6A, top). This correlation is mostly
restricted to promoters, as distal CRMs show a much more tissue-specific distribution of
accessibility (Fig. 6A, bottom).
Gene ontology (GO) analysis showed that, compared to all promoter hotspots as back-
ground, the 5059 promoter hotspots with >85% mitosis-to-interphase ratio are mildly en-
riched for a mix of molecular function categories consisting of cell surface proteins and
transcription regulatory proteins (Fig. A.10). Fig. 6B quantifies these enrichments for two
GO terms that encompass these two distinct functional gene categories (“sequence-specific
DNA binding transcription factor activity” and “signaling receptor activity”). In contrast,
the 1698 promoter hotspots that are preserved in  10 cell or tissue types are enriched
specifically for molecular functions involving transcriptional regulation by 2.2-fold over all
promoter hotspots, without any enrichment for the surface receptor GO terms (Fig. 6B
and Fig. A.10). Of note, 15.7% of the 945 promoter hotspots that meet the dual criteria
of >85% mitosis-to-interphase ratio and preserved across  10 cell or tissue types belong
to sequence-specific transcription factor genes, representing a 2.7-fold enrichment over all
promoter hotspots that is higher than applying either criteria alone (Fig. 6B).
The tissue-invariant pattern of accessibility and GO enrichment of this subset of promoters
are reminiscent of the properties of another recently discovered chromatin feature. By
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examining genome-wide DNA methylation profiles encompassing a large range of cell types
and species, several studies (Long et al., 2013; Xie et al., 2013; Jeong et al., 2014) described
the existence of very large hypomethylation regions spanning multiple kilo-bases. These
large domains of DNA hypomethylation – referred to as “broad non-methylated islands,”
(Long et al., 2013) DNA methylation “valleys,” (Xie et al., 2013) or “canyons” (Jeong
et al., 2014) – are distinct from smaller hypomethylated regions in that the large domains are
maintained across many tissues (Xie et al., 2013; Jeong et al., 2014) and can be evolutionarily
conserved at individual loci (Long et al., 2013). These large hypomethylation domains tend
to demarcate genes involved in transcriptional regulation (such as genes encoding members
of the HOX, FOX, ZIC, GATA, KLF protein families) and developmental signaling pathways
(Long et al., 2013; Xie et al., 2013; Jeong et al., 2014). Many of these genes, especially the
transcription regulator genes, are also the ones we found in our DNase analysis to be among
those whose promoters are accessible across many tissues and in mitosis. Thus, large DNA
hypomethylation domains and a subset of our promoter hotspots share characteristics –
identified independently – of relatively ubiquitous tissue distribution and propensity to
demarcate transcription regulator genes.
Given these shared characteristics, we examined the degree of genomic overlap between
large DNA hypomethylation domains previously obtained from mouse hematopoietic stem
cells (HSCs) (Jeong et al., 2014) and the DNase hotspots from this study. Of the 13579
undermethylated regions (UMRs)  1kb detected in HSCs, 90.8% overlap with our DNase
hotspots in G1E or G1E+GATA1. Among the UMRs, 1104 were previously defined as
methylation canyons based on a size threshold of  3.5kb; 97.6% of the canyons overlap a
promoter hotspot in our DNase data sets. Given that approximately 70% to 90% of the
HSC methylation canyons are shared by a large number of diverse cell types previously
examined (Jeong et al., 2014), the two chromatin features can be compared across di↵erent
hematopoietic cell types. Where DNase hotspots and methylation canyons overlap, they
very often approximate each other’s borders, usually spanning the promoter proximal re-
gions or an entire gene, such as at the Myc (Fig. 6C), Foxa1, Uncx and Gata2 loci (Fig.
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S-SuppTissueFig). Importantly, among the 189 promoter hotspots preserved across  15
cell or tissue types, 98.9% overlap the larger UMRs ( 1kb) and 50.8% overlap the largest
UMRs ( 3.5kb, or canyons) (Fig. 6D). Moreover, promoter hotspots demarcated by methy-
lation canyons are overall significantly higher in mitotic accessibility than other promoter
hotspots matched for their levels of interphase accessibility in both G1E+GATA1 (Fig. 6E)
and G1E (Fig. S-SuppTissueG1EFig).
Together, these findings implicate a role for large DNA hypomethylation domains in con-
tributing to exceptional promoter accessibility in mitosis and across many tissues. Of note,
genes overlapping DNase hotspots and DNA methylation canyons can exhibit any level of
expression (Fig. S-SuppExpressionFig), including some that are silent in HSCs and G1E cell
types, such as the hepatocyte transcription factor Foxa1 (Fig. S-SuppTissueFig). These
results indicate that maintenance of genes in hypomethylated and mitotically accessible
chromatin can be uncoupled from active RNA synthesis, consistent with previous analyses
of methylation canyons and gene expression in HSCs (Jeong et al., 2014).
2.5. GATA1-driven erythroid maturation exerts site-specific alterations to interphase chro-
matin accessibility that are most pronounced at distal CRMs, but little e↵ect on mitotic
accessibility
Chromatin accessibility is closely related to trans-acting factor binding, but the exact nature
of this relationship is often unknown for individual factors. Genetic complementation of
GATA1 in the G1E cell di↵erentiation model enabled us to test for direct e↵ects of GATA1
occupancy on chromatin accessibility in interphase and mitosis, as well as indirect influences
resulting from cell maturation. Recent mRNAmeasurements normalized to spike-in controls
revealed that restoration of GATA1 function represses >5000 genes and induces only about
200 genes (Stonestrom et al., 2014, in preparation). A previous study showed that even
promoters of genes that alter expression drastically show minimal change in accessibility
(Wu et al., 2011). Fig. 7A illustrates several of such repressed (Kit, 33.5-fold repressed)
and induced genes (Slc4a1, 849-fold induced), where the changes in promoter interphase
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Figure 7 – Dynamics of interphase and mitotic chromatin accessibility during
GATA1-driven erythroid maturation. a) Browser track views of DNase cut densities
and GATA1 ChIP-seq profiles (Kadauke et al., 2012a) in interphase and mitosis at several loci,
with the fold change in mRNA levels from G1E to G1E+GATA1 indicated at the top. Hori-
zontal orange bars mark locations of DNase peaks called. b) Interphase accessibility dynamics
of DNase peaks in G1E versus G1E+GATA1 are presented as scatterplots (binned 2D density
plots), grouped by promoter versus distal CRM’s, and whether they overlap any GATA1 bind-
ing sites. Graphing conventions same as Fig. 4, except error bars denoting SEM of biological
replicates (n=3) for moving means are also included. Promoters and distal regulatory sites
associated with GATA1-induced (Kit) and GATA1-repressed Slc4a1 loci shown in Fig. 7A are
highlighted. c) Interphase accessibility dynamics are examined for the promoters of the top 100
up-regulated and top 100 down-regulated genes (left), and for the distal CRM’s whose nearest
gene are among the top 100 up-regulated and top 100 down-regulated genes. d) Mitotic ac-
cessibility dynamics of DNase peaks in G1E versus G1E+GATA1 are presented as scatterplots
(binned 2D density plots), grouped by whether the DNase peaks overlaps an I-GATA1 binding
site, IM or M-GATA1 binding site, or none of the GATA1 binding sites. Graphs are made
similarly as in A.
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DNase sensitivity are very mild between the presence and absence of GATA1, compared to
the large di↵erential expression in mRNA (RNA-seq from Tejaswini et al. 2014, submitted).
At select distal CRMs, significant changes in interphase DNase sensitivity can be observed
in the direction consistent with expression changes (such as Kit-114kb and to a lesser extent
Slc4a1+9.9kb in Fig. 7A).
We extended the results fromWu et al. (2011) on promoter interphase accessibility by exam-
ining promoters and distal CRMs in detail in the new data sets presented here. Consistent
with Wu et al. (2011), we found that overall the levels of interphase accessibility of pro-
moter peaks exhibit little change between the G1E and G1E+GATA1 states; furthermore,
this trend is largely unchanged regardless of whether the promoter coincides with one of
GATA1’s 10460 binding sites (Fig. 7B, left two panels), suggesting that GATA1 occupancy
does not contribute significantly to variations in promoter accessibility. Of the top 100 most
up-regulated and top 100 most down-regulated genes from G1E to G1E+GATA1, only some
are associated with mild site-specific increases and decreases, respectively, in interphase pro-
moter accessibility (Fig. A.14), including Kit and Slc4a1 (Fig. 7A and highlighted in Fig.
7B). There is no correlation between preservation of promoter accessibility during mitosis
and the extent of di↵erential expression from G1E to G1E+GATA1 (Fig. A.15).
In contrast, dynamics of distal CRMs interphase accessibility upon restoration of GATA1
function are more site-specific and pronounced. Individual distal CRMs can increase, de-
crease, or maintain the same DNase cut densities (Fig. 7B, right two panels; Slc4a1+9.9kb
and Kit-144 from Fig. 7A are highlighted). Importantly, at distal CRMs bound by GATA1,
there is a general shift toward reduced interphase accessibility, compared to those not bound
by GATA1 (Fig. 7B, right two panels). This finding suggests that GATA1 and its cofactors
function as repressors at the majority of distal CRMs, including the Kit-114kb regulatory
region as previously described (Jing et al., 2008a). However, site-specific behaviors likely
depend on the activating or repressive cofactor complexes present at individual loci. The
observation that GATA1-driven maturation reduces the interphase accessibility of most dis-
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tal CRMs is consistent with the observation that genes repressed by GATA1 function vastly
outnumber the activated genes (Stonestrom et al., 2014, in preparation). We assigned distal
CRMs to their nearest genes and found that changes in the interphase accessibility of distal
CRMs are not associated with alterations in expression of the nearest gene (Fig. A.14);
however, the true association of distal CRM accessibility with expression of the correct
target genes is likely stronger, as this method of pairing distal CRMs with genes discounts
the fact that many distal CRMs regulate genes far away.
In the context of mitotic chromatin, GATA1-induced erythroid maturation results in a
slight global increase in accessibility at promoters, (Fig. 7C, left), but not at distal CRMs
(Fig. 7C, right). We next examined whether mitotic GATA1 chromatin occupancy influ-
ences chromatin accessibility. GATA1 binding sites can be divided into 8831 interphase-only
(I-GATA1), 527 interphase-and-mitosis (IM-GATA1), and 1102 mitosis-only (M-GATA1)
occupancy sites (previously categorized based on the presence or absence of ChIP-seq peak
calls (Kadauke et al., 2012a), which are generally accurate for GATA1’s sharp, well-defined
ChIP peaks). The majority of these subcategories of GATA1 binding sites overlap DNase
hotspots (Fig. A.16). Examples of these patterns of GATA1 mitotic binding are shown
in Fig. A.3. These subcategories of GATA1 binding sites showed no significant di↵er-
ences in their distributions of G1E and G1E+GATA1 mitotic chromatin accessibility pat-
terns, suggesting that promoter mitotic accessibility di↵erences between the two maturation
states are not a direct result of di↵erential GATA1 mitotic binding (Fig. 7C). Moreover,
in G1E+GATA1 cells, sites bound by GATA1 during mitosis show similar distributions of
mitotic accessibility maintenance as sites bound by GATA1 only in interphase (Fig. A.17),
suggesting that GATA1 binding does not contribute significantly to site-specific variations
in mitotic chromatin accessibility.
Together, these results indicate that GATA1 clearly influences chromatin accessibility in
interphase, especially at distal CRMs, likely in part via the action of cofactor complexes.
In contrast, GATA1 mitotic occupancy does not contribute significantly to variations in
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preservation of accessibility in mitosis. These findings implicate yet unknown GATA1-
independent mechanisms that regulate mitotic chromatin dynamics.
2.6. Discussion
This study provides a detailed DNase accessibility map of the mitotic genome, lending
insights into structural principles and their relationship to gene regulation. Our finding
that the genome retains significant DNase sensitivity during mitosis establishes a genome-
wide framework for previous reports of DNase sensitivity during mitosis for select loci and
mitotic occupancy of individual factors. These results are consistent with other studies us-
ing orthogonal approaches, such as microscopic chromosome volume measurements (Martin
and Cardoso, 2010; Vagnarelli, 2012) and FRET-based assays of histone-histone interac-
tions (Lle`res et al., 2009), that indicated only roughly two to three-fold condensation of
chromosomes during mitosis compared to interphase. Thus, we conclude that chromosome
compaction during mitosis is not as extreme as commonly assumed, and is unlikely to be
the primary force causing the dissociation of many transcription regulators from mitotic
chromatin.
We uncovered several novel trends that distinguish sites favoring open versus closed chro-
matin configurations in mitosis. First, reduction in accessibility during mitosis occurs
preferentially among DNase peaks (Fig. 4A and 4B). This observation narrows the likely
mechanisms underlying mitotic changes in chromatin accessibility; specifically, large scale,
indiscriminate steric occlusion is unlikely to produce such site-specific and spatially confined
changes in accessibility. Rather, site specificity is more likely explained by the binding of
sequence-specific transcription factors and their cofactors. We speculate that transcription
factor binding could generate a narrow DNase peak by evicting the nucleosomes in the
vicinity of the binding site, while also recruiting factors capable of spreading along and re-
modeling chromatin to generate the broader accessibility pattern of a DNase hotspot. Loss
of trans-acting factor a nity for chromatin during mitosis, perhaps due to mitosis-specific
phosphorylation (Rizkallah et al., 2011b), could explain the preferential loss of DNase sen-
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sitivity at peaks. In contrast, patterns of generalized accessibility across hotspots, such as
at the Gata2 (Fig. 3B) and Myc (Fig. 6C) loci, are likely attributable to mitotically stable
chromatin features, with DNA methylation patterns being a potential candidate responsible
at a subset of genes (Fig. S-SuppTissueFig).
While the model described above is likely generally applicable, our findings for GATA1 show
that the influence of transcription factor binding on chromatin accessibility must be tested
on a case-by-case basis, and can be related to whether the factor is involved in activation
or repression of a given locus. Thus, while it may appear counterintuitive that GATA1
binding is associated with a pronounced decrease in interphase accessibility at most distal
CRMs (Fig. 7B), this observation is consistent with its predominantly repressive role on
the majority of its target genes (Stonestrom et al. 2014, in preparation). This result is
also consistent with the ability of GATA1 to bind regions with relatively high nucleosome
occupancy (Hu et al., 2011). Despite GATA1’s ability to bind mitotic chromatin at a
subset of its interphase occupancy sites, GATA1 mitotic occupancy does not measurably
alter mitotic chromatin accessibility (Fig. 7C). This result might be accounted for by
the lack of nucleosome remodeling activity intrinsic to GATA1 itself, and the absence of
all tested GATA1 cofactors from GATA1 mitotic occupancy sites (Kadauke et al., 2012a).
Thus, transcription factor occupancy is not necessarily positively correlated with interphase
or mitotic DNase sensitivity, and the precise relationship between the two can be specific
to the cofactor milieu.
Providing additional support for local modulation of mitotic chromatin accessibility, we
found that promoters tend to preserve mitotic accessibility to a greater extent than distal
CRMs, though a wide variation exists within each category (Fig. 5). The mechanisms
underlying these general patterns are unknown. It remains unclear how other chromatin
features known to be associated with promoter regions in mitosis, including trans-acting
factor binding (Kadauke and Blobel, 2013), certain histone modifications (Wang and Hig-
gins, 2012), global shifts in the positioning of histone variants (Kelly et al., 2010) and
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increased single-strandedness of DNA (Michelotti et al., 1997), could potentially contribute
to general maintenance of promoter accessibility in mitosis. For the group of promoter
hotspots that are accessible across many tissues, tissue-invariant low DNA methylation
domains likely contribute to maintaining an open chromatin configuration at these sites
during mitosis; however, definitive support for hypotheses regarding the causal role of a
given mark will require experimental evidence beyond correlations. While we are not aware
of studies directly examining DNA methylation patterns specifically in mitosis, given its
well-established role in epigenetic memory on the time scales of organismal development
(Bartolomei and Ferguson-Smith, 2011), it is reasonable to assume that DNA methylation
is unaltered during mitosis and thus might contribute to one aspect of mitotic memory. A
conundrum from our analyses of the promoter DNase hotspots associated with large DNA
hypomethylation domains is that some genes in these regions are silent. We speculate that
maintenance of open chromatin configuration stably through cell divisions might ensure
that even these silent genes, including those important for developmental regulation, are
permissive to receiving regulatory signals for transcriptional activation or other chromatin
transactions.
From the perspective of cell fate maintenance and reprogramming, perhaps the most in-
triguing finding is that mitosis preferentially disrupts the accessibility of most distal CRMs.
Given that enhancers play important roles in driving tissue-specific gene expression, what
is the consequence of preferential reduction in their mitotic accessibility? Presumably, this
loss of accessibility could reflect dissociation of enhancer-binding proteins, and by exten-
sion, dissolution of long-range enhancer-gene interactions. Does the preferential loss of
distal CRMs accessibility during mitosis lead to a transient absence of normal enhancer
regulation immediately post-mitosis? If so, this might present a window of transient insta-
bility in tissue-specific gene regulation. We envision that the insights provided in this study
will lead to testable hypotheses that address these and other fundamental questions about
how gene expression contends with mitotic division.
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2.7. Materials and Methods
2.7.1 DNase I digestion of asynchronous and purified mitotic cells
G1E and the G1E-ER4 sub-line were cultured as described in Weiss et al. (1997a). Ex-
periments were performed in biological triplicates as follows. G1E-ER4 cells were treated
with 100 nM estradiol for 22h prior to harvest (referred to as “G1E+GATA1”). Both
G1E and G1E-ER4 cells were treated with nocodazole (200 ng/ml) for 7h prior to har-
vest. At harvest, nocodazole-treated and asynchronous cells were cross-linked with 0.1%
formaldehyde at room temperature for 10 minutes, then quenched with 1 M glycine. Fixed
cells were washed with PBS and resuspended in 1X Cell Lysis Bu↵er (60 mM KCl, 15
mM NaCl, 5 mM MgCl2, 10 mM Tris pH 7.4, 300 mM sucrose, 0.1 mM EGTA, 0.5 mM
PMSF, 0.1% NP40, and 2 µL/mL protease inhibitor cocktail (Sigma)). For mitotic sam-
ples, cells were then stained with anti-H3S10Phos antibody (Millipore 04-817) and Dy488
F(ab’)2 anti-rabbit IgG secondary antibody (Jackson 711-485-152), and sorted by FACS for
H3S10Phos-positive cells as shown in Fig. 1.
DNase I digestion was performed based on protocol from (Cockerill, 1999), with details
outlined as follows. 2-10 million asynchronous cells (in Cell Lysis Bu↵er) or 2 million
mitotic cells (collected from the FACS machine in PBS) were resuspended in 50 µL Nuclei
Lysis Bu↵er (300 mM sodium acetate, 5mM EDTA pH 7.4, 0.5% SDS), added to 5 µL of 100
mM CaCl2, equilibrated at room temperature for 10 minutes. A range of units of DNase
I were added (see DNase-seq library preparation below for the range of units selected for
sequencing) and the digestion reaction proceeded for 10 minutes at room temperature, then
terminated by adding 350 µL of 0.1 mg/mL proteinase K in Nuclei Lysis Bu↵er. Samples
were gently mixed by inversion, then incubated at 55 C for 5 minutes, then overnight at
65 C for reversal of formaldehyde crosslinks. Additional proteinase K was added to a final
concentration of 0.1 mg/mL and incubated at 55 C for 1h. DNA fragments were isolated
by phenol-chloroform extraction and ethanol precipitation.
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2.7.2 DNase-seq library generation
DNase-seq library construction was performed as described in (Song and Crawford, 2010),
with the following modifications. Standard 0.8% agarose gels were run for 2h at 80V with
5 µL of each sample and stained with ethidium bromide to check extent of chromatin di-
gestion. A range of 3 di↵erent DNase I concentrations were chosen for each condition that
best matched digestion patterns between conditions. For mitotic samples, this was 2U,
4U, and 8U of DNase. For asynchronous samples, this was between 4U to 40U, adjusted
proportionally to the number of cells in the sample. 70 µL of each sample (for each DNase
I concentration) were subjected to blunt-end reaction containing 20 µL NEB Bu↵er 2, 7 µL
10 mM dNTP’s, 6 µL T4 DNA polymerase (NEB M0203), 2 µL BSA (100x), 4 µL 50 mM
MgCl2, and 95 µL dH2O, incubated at room temperature for 3.25h. 200 µL TE bu↵er was
added and samples placed at 65 C for 15 minutes to deactivate enzyme. Reactions were
cleaned up by phenol-chloroform extraction and DNA resuspended in 30 µL 10 mM Tris-
Cl. The samples corresponding to the three chosen DNase I concentrations chosen for each
condition were measured by nano drop and pooled at equimolar concentrations into a single
tube for overnight ligations to the first DNase-seq linker, as per (Song and Crawford, 2010).
The one modification from (Song and Crawford, 2010) is that we added a 5’ phosphate to
linker 1 to increase ligation e ciency. Replicate 1 was sequenced in one lane using IIlumina
HiSeq 2000. Replicates 2 and 3 were sequenced using Illumina Genome Analyzer IIx.
2.7.3 Bioinformatic analysis
Reads from DNase-seq libraries were trimmed to the first 20bp that correspond to genomic
DNA, and then mapped to mouse mm9 genome using Bowtie (Langmead et al., 2009),
allowing mapping to at most 4 locations, but reporting only the single best alignment.
Mapped reads pooled from three biological replicates were used to call hotspots and peaks
using DNase2Hotspots as described in (Baek et al., 2011). We additionally required that
hotspots must also overlap the top 100,000 read-enriched regions called by F-Seq (Boyle
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et al., 2008b). A final set of hotspots and peaks were defined as the union across each
experimental condition. From these hotspots and peaks, smoothed signals from F-Seq
(proportional to library size-normalized read densities), were obtained for each of the bio-
logical replicates for quantitative comparisons. As described in the main text, hotspots and
peaks were intersected with histone lysine methylation states obtained from segmenting the
genome using ChromHMM (Ernst and Kellis, 2012); a master list of DHS’s from 45 cell or
tissue types from the Mouse ENCODE consortium (Vierstra et al. (2014), under review);
and previously identified GATA1 (Kadauke et al., 2012a) and TAL1 (Wu et al., 2011) bind-
ing sites defined by MACS (Zhang et al., 2008). GO analyses were performed using Gene
Regions Enrichment of Annotations Tool (GREAT 2.0.2, McLean et al. (2010b)). Addi-
tional details and rationale for our bioinformatic methods can be found in the Supplemental
Methods.
2.7.4 Data Access
Raw and processed data were submitted to Gene Expression Omnibus (GSE61885). DNase-
seq signal tracks can be viewed on the PSU Genome Browser at http://main.genome-browser.
bx.psu.edu/cgi-bin/hgTrackUi?hgsid=192185_VwI1eSEbwN9drvE7zCtOYiqES0IB&c=chr7&
g=chopDnase2. Processed data in the form of a table of DNase hotspots and peaks, con-
taining read densities and intersection with other data sets used in this study, are available
as a Supplemental File (HotspotPeakTables.xls).
RNA-seq data (Tejaswini et al., 2014, submitted) are available at https://genome.ucsc.
edu/cgi-bin/hgTrackUi?hgsid=389562835_T1zph2BYFeWLtRwXlQQZy9TxRYhY&c=chr12&g=
wgEncodePsuRnaSeq.
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CHAPTER 3 : A hyperactive transcriptional state marks genome reactivation upon
mitotic exit.
Chris C.-S. Hsiung1,2, Caroline Bartman1,2, Cheryl A. Keller3, Paul Ginart2,4, Kristen S.
Jahn1, Aaron J. Stonestrom1,2, Perry Evans1, Belinda Giardine3, Ross C. Hardison3, Arjun
Raj4, Gerd A. Blobel1,2
1Division of Hematology, The Children’s Hospital of Philadelphia, Philadelphia, PA 19104,
USA
2Perelman School of Medicine, University of Pennsylvania, PA 19104, USA
3Department of Biochemistry and Molecular Biology, Pennsylvania State University, Uni-
versity Park, PA 16802, USA
4Department of Bioengineering, University of Pennsylvania, PA 19104, USA
In this chapter, we provide a genome-wide description of transcriptional reactivation upon
mitotic exit using a combination of ChIP-seq of Pol II, followed by a detailed single-cell
analysis of newly discovered transcriptional patterns using single-molecule RNA FISH. The
temporal and genomic resolution of our strategy enabled unambiguous observation of the
pioneering round of gene transcription upon mitotic exit. We report that, during the earliest
rounds of transcription, the genome is overall transcriptionally hyperactive, compared to
later in G1. We demonstrate that this systematic spike in transcription can be independent
of regulation by enhancers and can propagate to cell-to-cell di↵erences in mature mRNA
levels. We discuss the implications of these findings for understanding the stability of gene
expression states among dividing cells in general.
3.1. Visualizing the first rounds of transcription upon mitotic exit by Pol II ChIP-seq reveals
distinct reactivation patterns among gene loci
We performed Pol II ChIP-seq during mitotic exit in a murine erythroblast model, G1E,
which was derived through the deletion of hematopoietic transcription factor GATA1 (Weiss
et al., 1997b). We used a well-characterized sub-line (G1E GATA1-ER) that expresses a
GATA1-estrogen receptor fusion protein, enabling study of transcriptional control in the
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Figure 8 – Visualizing the first rounds of transcription upon mitotic exit by Pol
II ChIP-seq reveals distinct reactivation patterns among gene loci. A) Schematic of
an experimental strategy that combines nocodazole arrest-release with fluorescence-activated
cell sorting (FACS) on the cell cycle reporter YFP-MD (degraded specifically in anaphase) and
DAPI signals to obtain pure populations from desired cell cycle stages spanning prometaphase
through late G1. The subpopulations sorted are demarcated by purple boxes. B) Sorted cell
populations from A) were used for ChIP-seq of total Pol II in biological triplicates, and reads
were pooled across replicates. We show genome browser tracks for illustrative loci to highlight
the 5’-3’ progression of the pioneering round of transcription upon mitotic exit. Y-axes for
browser tracks are normalized to library size to enable comparison across time points for each
locus, but the y-axes across loci are not meant to be compared in this view. Below the browser
tracks, we quantify mean Pol II binding across the 3 replicates over the time course for the 2.5kb
regions at the 5’ and 3’ ends of each gene, with error bars indicating SEM. All quantifications
of Pol II binding in this study are based on library size-normalized read densities (RPKM).
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context of estradiol-inducible erythroid maturation (Weiss et al., 1997b). Tracking Pol II
occupancy by ChIP-seq during brief cell cycle phases requires isolating cells in su cient
quantity from the desired stages (Fig. 8A). To accomplish this, we arrested G1E GATA1-
ER cells (induced with estradiol for 13h) in prometaphase by nocodazole treatment, followed
by release into nocodazole-free media for 40min-360min. To minimize contamination of cells
from undesired stages of the cell cycle, we purified cells from specific cell cycle phases at
specified time points using a fluorescence-activated cell sorting (FACS) strategy (Fig. 8A).
This approach is based on a reporter (Kadauke et al., 2012b) that consists of YFP fused to a
mitotic degradation domain (MD), which confers degradation specifically during anaphase
(Glotzer et al., 1991; Holloway et al., 1993). The combination of synchronization coupled
with FACS based on YFP-MD and DNA content enabled isolation of populations highly
enriched for cells in prometaphase, between anaphase and cytokinesis, early G1, and late G1
(Fig. 8A). We used these sorted populations for ChIP-seq of total Pol II in three biological
replicates.
Examination of individual loci showed that Pol II ChIP signal is almost entirely eliminated
in prometaphase (Fig. 8B), with minimal residual signal attributable to contamination of
this particular sample by 10% G2-phase cells (Fig. A.31), which are also 4N, high YFP-
MD. Our approach enabled capturing the pioneering round of transcription upon mitotic
exit, which is apparent as a synchronous wave of 5’ to 3’ Pol II progression that initiates
between anaphase and cytokinesis (4N, low YFP-MD) at 40 minutes after release (Fig. 8B).
This leading edge of Pol II ChIP signal represents the population-averaged position of the
first polymerase to travel down a given gene over time, reaching the 3’ end of genes at time
points consistent with gene lengths, as shown for illustrative loci in Fig. 8B. Based on the
rate of progression of this leading edge, we estimate that the average elongation rate of this
first round of transcription is 3kb/min (Fig. A.19), which is similar to that measured for
asynchronously dividing mammalian cells (Danko et al., 2013; Jonkers et al., 2014; Fuchs
et al., 2015). Thus, even during the first round of transcription upon mitotic exit, Pol II
elongates at an overall normal rate, suggesting that regulators of elongation rate are already
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functionally active.
In addition to the progression of Pol II down the gene body, the amount of Pol II initiating
transcription changes in gene-specific patterns over time. For example, at Chchd3, Zeb2 and
Runx1, Pol II occupancy reaches maximum at the 60-90 min time points at the 5’ region of
these genes, followed by a decline through the remainder of G1. We refer specifically to this
pattern of a sharp increase – followed by sustained decrease – as a ?spike.? Importantly, at
genes with this particular pattern, the increase in Pol II binding at the 5’ region propagates
through the full gene length, visible as a spike in occupancy at the 3’ region with a time delay
consistent with gene length and elongation rate. The downward sloping part of the spike
indicates that this spike in activity is extinguished shortly after the first several polymerases
have completed their transcriptional cycles. Not all genes display a transcriptional spike;
for example, at Asb1, Pol II binding plateaus after 90 min of release (Fig. 8B), whereas at
Mavs, Pol II binding rises continuously over a period of 360min following release (Fig. 8B).
3.2. A spike in transcriptional activity upon mitotic exit is prevalent across the genome
To examine global distributions of Pol II occupancy over these time points, we obtained Pol
II occupancy at the 5’ regions of the 4453 non-overlapping genes with above-background
binding in at least one time point (Supplemental Methods). Globally, Pol II binding reaches
substantial levels Fig. A.21 above background even prior to the completion of the first round
of transcription for many genes at 60min after release (Fig. 9A). Within the limits of our
temporal resolution, reactivation upon mitotic exit proceeds with minimal gene-to-gene
di↵erences in kinetics in terms of the increase in absolute Pol II binding prior to the 60min-
90min time points. Strikingly, Pol II binding at the 60min and 90min time points overall
overshoot that of the 360min (Fig. 9A). By 240min, the distribution returns to roughly the
same as 360min (Fig. 9A). Thus, transient transcriptional hyperactivity is a widespread
phenomenon during G1 entry. We confirmed that the temporal patterns of Pol II binding
at individual loci are reflected in patterns of RNA synthesis, as measured by RT-qPCR of
primary transcripts using primers flanking intron-exon junctions (Fig. A.22 and Fig. 10D).
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Figure 9 – A spike in transcriptional activity upon mitotic exit is prevalent across
the genome. A) Pol II binding at the 5’ 2.5kb region of 4453 genes active in at least one
time point were plotted for each time point against the 360min time point. Runx1 and Mavs,
two genes with distinct temporal patterns shown in Fig. 8B, are highlighted. B) For the same
4453 genes as in A), we performed principal component analysis on Pol II binding (RPKM),
normalized by total transcription for each gene, at the 5’ 2.5kb region of each gene. For this
analysis, only G1 time points (60min, 90min, 180min, 240min, 360min) were used. The temporal
?shapes? of Pol II binding (eigenvector) of the first principal component is shown. Genes were
ranked by their degree of match to (projection onto) the first principal component, and all their
gene-normalized RPKM at the 5’ 2.5kb regions plotted in a heatmap for all time points. We
show thresholds for categorizing genes into early spike, late plateau, and late up-regulated as
dotted horizontal lines. The positions of several genes in the heatmap are shown on the right,
together with their raw RPKMs for both the 5’ 2.5kb and 3’ 2.5kb regions.
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In general, comparisons of factor occupancy between ChIP-seq samples in the context of
global changes in binding require that changes in normalized read counts accurately reflect
absolute changes in binding. This important property holds true in our data due to the
presence of a relatively constant proportion of reads mapping to intergenic regions that
represent background. This background serves as an internal calibration across sequencing
libraries, enabling inferences of changes in Pol II occupancy on an absolute scale (Fig.A.25
A.20). We further confirmed patterns observed by Pol II ChIP-seq at individual loci by Pol
II ChIP-qPCR (Fig. A.21).
While transcriptional hyperactivity upon mitotic exit is a prevalent trend, individual genes
can exhibit a variety of distinct temporal profiles of transcription, indicating a degree of gene
specificity for such patterns (Fig. 8B). To stratify these patterns in an unbiased manner,
we performed principal component analysis on Pol II binding at the 5’ region of genes at
G1 phase time points (60min-360min) after normalization by the sum of Pol II binding
across all time points to remove di↵erences in transcriptional activity unrelated to cell cycle
progression. The first principal component accounts for the most (47.2%) gene-to-gene
variance and represents temporal shapes that fall along a continuum of early G1 spike vs.
late G1 up-regulation in Pol II binding (Fig. 9B). The temporal shapes of individual genes,
as defined by the projection onto the first principal component, is highly concordant across
the three biological replicates (R = 0.8-0.9, Fig. A.23). Lower ranking principal components
are less clearly distinguishable from noise (Fig. A.23).
Based on the degree of match to the first principal component (projection of each gene
onto this principal component), 50% of genes exhibit an early spike, 38% late plateau, and
12% late up-regulation in Pol II binding (Fig. 9B). The early spike pattern encompasses
genes with functions general to many cell types, as well as genes involved in developmental
regulation relevant to hematopoietic cells, such as Gata2, Myc, Kit, Ikzf2, and Runx1, with
an enrichment for genes in p53 signalling pathways (Fig. A.24). The late up-regulation
pattern enriches for Gene Ontology terms related to plasma membrane proteins (Fig. A.24),
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and of relevance to erythroid biology, includes both alpha-globin (Hba-a1)- and beta-globin
(Hbb-b1) genes . Note that the late up-regulation category does not represent delayed
reactivation upon mitotic exit; rather, these genes tend to reach similarly high levels of Pol
II binding at the 60min-90min time points, then exhibit further sustained up-regulation
through the remainder of G1, as exemplified by the plots of absolute Pol II binding for
Mavs (Fig. 8B) and Hbb-b1 (Fig. 9B).
3.3. Post-mitotic spike in gene transcription can be uncoupled from distal enhancers
Since gene-specific transcriptional regulation is often guided by distal enhancers, we investi-
gated how enhancers might be related to the gene transcriptional patterns uncovered in Fig.
9B. We previously identified enhancers in G1E GATA1-ER cells based largely on DNase
I sensitivity and presence of H3K4me1 in the absence of H3K4me3 (Hsiung et al., 2014).
Since transcription at enhancers is a robust predictor of their cell type-specific activities
(FANTOM Consortium and the RIKEN PMI and CLST (DGT) et al., 2014), we quantified
the level of Pol II binding at enhancers in the mitosis-G1 time course from this study, as this
measure may reflect cell cycle modulation of enhancer activity. We restricted our analysis
to a set of 712 enhancers with above-background Pol II binding and located ¿20kb away
from genes to avoid confusion with signal arising from Pol II occupancy at genes. Principal
component analysis performed on Pol II binding at these intergenic enhancers showed that
the top principal component (Fig. 10A; Fig. A.25) reflects temporal shapes similar to that
of the first principal component obtained from the analysis of genes in Fig. 9B. Analogous
to our analysis for genes in Fig. 9B, we stratified Pol II binding patterns at enhancers into
early spiking, late plateau, and late up-regulated patterns based on the degree of match to
the first principal component (Fig. 10A).
How do Pol II binding patterns at enhancers relate to that of nearby genes? At individual
loci, some degree of correlation can be observed. For example, at the Cd47 locus, both
a known erythroid enhancer (Dogan et al., 2015) and its nearest gene exhibit the early
spike pattern (Fig. 10A). However, across the 712 intergenic enhancers, the correlation in
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Figure 10 – Post-mitotic spike in gene transcription can be uncoupled from distal
enhancers. A) For 712 intergenic enhancers, we performed principal component analysis on
Pol II binding in the same fashion as that detailed for genes in Fig. Main-PCA-FigB. Shown are
results outlined in a fashion analogous to Fig. Main-PCA-FigB. Additionally, for the enhancers
we highlight to the right of the heatmap, we also show the raw RPKM of Pol II binding at
the nearest gene. B) Browser track views of Pol II binding at the Kit locus, including the
enhancer located at -114kb upstream of the gene. Tracks are shown for asynchronous cells
in GATA1-active and GATA1-inactive conditions (absence or presence of 13h treatment with
estradiol, respectively), and a time course of release from nocodazole arrest in the GATA1-
active condition. Quantification of Pol II binding at the -114kb enhancer and the 5’ 2.5kb and
3’ 2.5kb regions of the gene are shown below. C) Schematic of reporter assay for examining the
post-mitotic transcriptional activity of proximal promoter fragments for two early spike genes
(Gata2 and Kit) and two late up-regulation genes (Hbb-b1 and Hba-a1). A di↵erent minigene,
derived from combinations of human introns and exons that splice constitutively ((Rothrock
et al., 2003; Tong et al., 2005)), is inserted downstream of each promoter fragment, enabling
multiplexed measurement of reporter-specific primary transcripts in the same nocodazole arrest-
release experiment. D) RT-qPCR of primary transcript measurements for experiment outlined
in C). Top row shows primary transcripts from the endogenous loci and the bottom row shows
primary transcripts from the corresponding promoter-only reporter constructs. Shown are CT
values normalized by mature Gapdh mRNA. Error bars denote SEM (n = 5).
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temporal patterns of Pol II binding with the nearest gene is very weakly positive (R=0.33,
Fig. A.26). Gene ontology analysis of genes near these enhancers show an enrichment for
ontologies related to immune responses (Fig. A.26). We note that assigning enhancers to
their nearest genes does not account for enhancers that regulate distant genes , and that
there is not necessarily a one-to-one pairing of enhancers and genes.
To test the requirement of post-mitotic gene transcription patterns on enhancer activity,
we examined the consequences of acutely inactivating an enhancer on the post-mitotic
reactivation of its experimentally verified target gene. At the Kit locus, an enhancer residing
at -114kb upstream of the gene forms looped contacts with the Kit promoter, as measured
by chromosome conformation capture, and supports high level of Kit transcription in G1E
GATA1-ER cells in the absence of estradiol (Jing et al., 2008b). Upon exposure to estradiol
for 13h, GATA1-ER binds to the -114kb enhancer and inhibits its contact with the promoter,
resulting in significantly reduced Kit transcription (Jing et al., 2008b). Loss of enhancer-
promoter contact is associated with ablation of Pol II occupancy at the enhancer, while
the gene retains a basal level of Pol II binding (Fig. 10B; Jing et al. (2008b)). Given this
close association between enhancer-promoter contact and Pol II binding at the enhancer,
we use the latter as a proxy of enhancer activity. Despite minimal Pol II occupancy at the
enhancer (Fig. 10B), Kit exhibits a post-mitotic spike in gene transcription, indicating that
the post-mitotic spike can be independent of enhancer activity.
The lack of enhancer requirement for post-mitotic transcriptional spiking predicts that gene
promoters might display this activity when isolated from their genomic context. To test
this prediction, the promoter regions of two genes with an early spike (Gata2 and Kit) and
two genes with up-regulation late in G1 (Hbb-b1 and Hba-a1) were inserted upstream of a
reporter minigene that consists of constitutively spliced exons and introns derived from hu-
man genes (Rothrock et al., 2003; Tong et al., 2005), followed by GFP under the control of
an internal ribosomal entry site (Fig. 10C). Primary transcripts expressed from the ectopi-
cally integrated reporters can thus be distinguished from each other and their endogenous
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counterparts using RT-qPCR primers flanking intron-exon junctions. After lentiviral trans-
duction of each construct, we selected by cell sorting a pool of stably GFP-positive cells,
indicative of genomic integrations within chromatin permissive for reporter transcription
(Fig. 10C). Combining pools of integrants of di↵erent constructs enabled us to minimize
experimental variations by multiplexing our primary transcript measurements from multi-
ple promoter fragments in the same cell cycle synchronization procedure. Furthermore, by
using pools of cells produced from multiple reporter integration events, rather than clones
of individual integrations, this strategy favors detection of transcriptional patterns likely
attributable to properties of the promoter fragment and averages out integration site-related
e↵ects.
We measured primary transcripts by RT-qPCR from these cell populations following syn-
chronous release from mitosis. The promoter reporters are expressed at lower levels, com-
pared to their endogenous counterparts, likely due to the absence of their distal enhancers
(Fig. 10D). Regardless, the proximal promoters of Gata2 and Kit recapitulate the spike –
sharp initial increase followed by down-regulation through late G1 – in the absence of their
native genomic contexts. Surprisingly, while the transcriptional profiles for the endogenous
Hbb-b1 and Hba-a1 genes exhibit late G1 up-regulation without an apparent early G1 spike,
in the context of the reporter constructs their promoters produce considerable early G1
spikes in transcription, but no late G1 up-regulation (Fig. 10D). This suggests that Hbb-b1
and Hba-a1 promoters are also capable of early G1 spiking and that the downward slope of
the spike is masked at the endogenous loci by the subsequent enhancer-dependent increase
in transcription. Consistent with this, the endogenous Hbb-b1 and Hba-a1 transcriptional
profiles exhibit a ?shoulder? at the 60-90min time points after nocodazole release, repro-
ducible by both RT-qPCR of primary transcripts (Fig. 10D) and Pol II ChIP (Fig. 9B
and Fig. A.21). Thus, moving promoters out of their native genomic contexts can unveil
their inherent potential for early G1 transcriptional spiking. These findings suggest that
proximal promoter sequences are su cient for generating the post-mitotic spike pattern.
Moreover, mechanisms responsible for the early G1 spike and late G1 up-regulation pat-
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terns in endogenous contexts can operate at the same gene, but have distinct cis-regulatory
dependencies.
3.4. Post-mitotic transcriptional spike promotes cell-to-cell heterogeneity in mature mRNA
expression of key developmental regulators
Our findings thus far demonstrate a spike in transcriptional activity upon mitotic exit
based on measurements of cell population average. An important question regarding the
fidelity of gene expression control is the extent to which the post-mitotic spike increases the
fraction of cells actively transcribing, and whether cell-to-cell di↵erences in transcriptional
activity during the spike propagates to cell-to-cell di↵erences in mature mRNA levels. To
address these questions, we used single-molecule RNA fluorescence in situ hybridization
(FISH) to simultaneously quantify nascent and mature mRNA in single cells by 3D mi-
croscopy (Femino, 1998; Raj et al., 2008; Levesque and Raj, 2013). To this end, we focused
on two genes that exhibit post-mitotic transcriptional spikes, Myc and Gata2, which are
key regulators of stemness and self-renewal. Expression of Myc (Rylski et al., 2003) and
Gata2 (Grass et al., 2003) are repressed to a low level in mature G1E GATA1-ER cells
that have been induced with estradiol, providing a context for evaluating the magnitude
of post-mitotic expression deviation from developmental constraint. In these conditions,
we imaged nascent and mature mRNAs in the same field by hybridizing fixed cells with
spectrally distinguishable probes specific to Myc and Gata2 introns or exons in cells under-
going synchronized mitotic exit. While the vast majority of exonic probe signals are from
mature mRNAs, co-localized exonic and intronic probe signals are primary transcripts that
mark active transcription sites in interphase cells (Fig. 11A). In prometaphase, cells with
condensed chromosomes show no detectable signal in the intronic channel due to mitotic
transcriptional silencing, whereas stable mature mRNA molecules that presumably arose
prior to mitosis are detectable (Fig. 11A).
Consistent with our Pol II ChIP-seq data, the earliest active transcription appears in cells
between anaphase and cytokinesis (4N, low YFP-MD). This RNA synthesis occurs amidst
42
B.
A. IntronsExonsDAPI
Interphase
mature mRNA
molecule
Prometaphase
(nocodazole block)
Anaphase-telophase
(release from nocodazole,
4N, low YFP-MD)
GATA2 RNA FISH
Cell area(marker for cell cycle progression since cytokinesis)
Hbb-b1Gata2
RNA FISH
Primary transcript 
equivalents / cell
Absolute
Normalized to
DNA copy
Asynchronously 
dividing cells
Early spike Late up-regulationC. 
Intron-exon
colocalization
at active
transcription sites
0.00
0.25
0.50
0.75
2000 3000 4000 5000
0
1
2
3
4
2000 3000 4000
G1 S G2 G1 S G2
G1 average
G2 average
●
●
●
●
●
0.0
0.2
0.4
0.6
0.8
0 100 200 300
Myc
●
●
●
● ●
0.0
0.2
0.4
0.6
0 100 200 300
Gata2
RNA FISH
fraction of cells
transcription ON
Asynchronous
Asynchronous for
fully active state
Asynchronous
Asynchronous for
fully active state
RNA FISH
fraction of cells
transcription ON
DNA content
● 2N
4N
Minutes after release from nocodazoleMinutes after release from nocodazole
Myc Gata2
0 60 240 36060 90 120
Minutes after release from nocodazole
4N 2N
Asynchronous
RNA FISH
mature mRNA 
concentration in 
single cells
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0.000
0.005
0.010
0.015
0.020
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0.000
0.005
0.010
0.015
0.020
0 60 240 36060 90 120
Minutes after release from nocodazole
4N 2N
Asynchronous
Transcription OFF cells
Transcription ON cells
Transcription OFF cells
Transcription ON cells
Fully active state
threshold
p = 1.4e-4
p = 0.42
Fully active state
threshold
p = 2.5e-6
p = 0.001
Figure 11 – Post-mitotic transcriptional spike promotes cell-to-cell heterogeneity in
mature mRNA expression of key developmental regulators. A) Images of represen-
tative cells in interphase, prometaphase arrest by nocodazole, and between anaphase-telophase
(60min after nocodazole release, sorted for 4N and YFP-MD low), taken by 3D wide-field mi-
croscopy. Single optical plane is shown for DAPI channel. Maximum projections are shown for
Gata2 exonic probe (coupled to Cy3) and intronic probe (coupled to Alexa594) channels for
RNA FISH, with single mature mRNA molecules and intron-exon colocalized spots highlighted.
B) Top panels: In cells synchronized and sorted in a manner similar to Fig. Main-Traveling-
FigB, we performed RNA FISH for Myc and Gata2 in the low-expression state (+estradiol
13h), and quantified the fraction of cells that contain at least one intron-exon colocalized spot
(referred to as transcriptionally “on”). Horizontal dotted lines mark levels of asynchronous
populations in low (+estradiol 13h) and high (no estradiol) expression states. Bottom pan-
els: From the same images, we show distributions for single-cell mature mRNA concentration
(mRNA count / cell size) of transcriptionally “on” versus “o↵” cells. Data shown for 120-262
cells imaged for each time point. Horizontal dotted lines mark thresholds selected based on
receiver operating characteristics curves for discriminating the low-expression (+estradiol 13h),
versus fully activated (no estradiol), asynchronous populations. Additional biological replicates
are shown in Fig. A.29. C) Asynchronously dividing cells were imaged for after RNA FISH
with Gata2 and Hbb-b1 intronic and exonic probes. Primary transcript content is shown in
dotted line in terms of absolute primary transcript equivalents per cell, and shown in solid line
after normalization by DNA content, as a moving mean across cell size. Cell size is proportional
to cell cycle progression in G1E GATA1-ER cells (Fig. A.31), which allowed us to estimate of
G1, S, and G2-phase boundaries demarcated by color. Solid horizontal lines indicate average
within the entire G1 or G2 compartment. Gata2 quantification is based on images of 5000 cells
pooled across 4 biological replicates; Hbb-b1 quantification is based on images of 1000 cells.
Gray shade around moving mean denotes SEM within sliding window of cell size.
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chromosomes that are still morphologically condensed (Fig. 11A), demonstrating that overt
condensation does not prohibit gene transcription. Rather, this condensed chromosome
morphology coincides with the zenith of the Myc and Gata2 post-mitotic transcriptional
spike. The spikes manifest as an increase in the fraction of cells actively transcribing. As
a comparison, the peak of the spike reaches a substantial fraction of the activity for the
uninduced (immature) state, when Myc and Gata2 transcription are fully activated (Fig.
11B). Across all time points, actively transcribing cells have overall higher mature mRNA
levels than cells in which transcription is inactive (Fig. 11B), indicating that bursts of
transcriptional activity strongly influence single-cell mature mRNA levels of Myc and Gata2.
Moreover, among the actively transcribing cells, shortly following the transcriptional spike
at 60min after release from nocodazole, the mature mRNA levels increase at the 90min-
120min time points, with a larger proportion of cells crossing thresholds to more closely
resemble the uninduced, fully activated state for these genes (Fig. 11B). The spike in
mature mRNA is much less pronounced for cells that are not actively transcribing in the
corresponding time points (Fig. 11B). These results demonstrate that the post-mitotic
transcriptional spike represents an increased fraction of cells actively transcribing that in
turn leads to higher mature mRNA levels in this subset of cells. It is unclear whether the
highest expressing cells during the spike reflect a transient deviation in gene expression, or
the beginning of a more sustained transition into a distinct cellular state.
Our analysis thus far have relied on the use of cell cycle synchronization methods, as have
previous studies of post-mitotic transcriptional re-activation of endogenous genes (Blobel
et al., 2009; Dey et al., 2009; Zhao et al., 2011; Caravaca et al., 2013). While the resolution
of cell cycle synchrony provided unambiguous visualization of the earliest round of post-
mitotic transcription (Fig. 8B), e↵ects of synchronization on transcription are unknown
and could potentially confound our gene expression observations. To rule out potential
nocodazole-specific e↵ects, we reproduced the Gata2 post-mitotic transcriptional and ma-
ture mRNA spikes using a di↵erent mechanism of synchronization (G2 arrest-release using
a CDK1 inhibitor, Ro3306, data not shown). To avoid cell cycle synchronization com-
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pletely, we sought to measure transcription in cells from di↵erent cell cycle stages in an
asynchronous population by imaging. We used cell area as a proxy for cell cycle progres-
sion since cytokinesis, based on an empirically determined proportionality between the two
variables (Fig. A.31). We further reasoned that newly divided cells in early G1 must be
enriched among the smallest cells. Thus, combining RNA FISH with cell area provides a
view of transcription with respect to approximate cell cycle progression since cytokinesis,
enabling resolution within G1 phase that is di cult to achieve with typical cell cycle mark-
ers. Satisfyingly, the transcriptional patterns for Gata2 (early G1 spike) and Hbb-b1 (late
G1 up-regulation) obtained by this method reflect that measured from approaches using
synchronization (Fig. 11C). Furthermore, after normalizing for DNA copy number changes,
the early G1 spike for Gata2 constitutes its highest transcriptional activity throughout the
cell cycle, whereas the maximal activity for Hbb-b1 is near the late G1/S boundary (Fig.
11C). Thus, the G1-phase transcriptional patterns we uncovered can be observed in nat-
urally dividing cells in the absence of synchronization, and demarcate periods of maximal
deviation from overall transcriptional activity in the entire cell cycle.
3.5. Discussion
In conclusion, our findings uncover previously unknown principles of transcriptional mod-
ulation with respect to progression from mitosis through late G1. What might be the
mechanistic underpinning of the post-mitotic transcriptional spike? The upward slope of
the spike seems to be shared by all genes destined to be active upon reversal of mitotic si-
lencing, perhaps reflecting dephosphorylation of the transcriptional machinery (Gottesfeld
and Forbes, 1997b) that may occur in a relatively uniform fashion, and thus does not require
a locus-specific mechanistic explanation. The distinguishing feature among genes with early
spike, late plateau, and late up-regulation patterns seems to be the direction of transcrip-
tional modulation after the 60min-90min time points (Fig. 9). It is unclear whether the
downward slope for the early spike pattern arises from the loss of an activating force, or the
gain of a repressive one. In either case, the occurrence of the spike does not require distal
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enhancers (Fig. 10). Moreover, late up-regulated genes appear to require the support of
distal enhancers to counter the general decline in transcriptional activity through late G1,
as shown for Hbb-b1 and Hba-a1 (Fig. 10D). In these cases of late up-regulated genes, it
is possible that the mechanism for an early ?spike? is still intact, but the downward slope
is masked by sustained up-regulation via distal enhancers (Fig. 10D). Thus, the number
of genes that have the potential to exhibit the post-mitotic transcriptional spike may be
underestimated by our analysis in Fig. 9B.
What might be the biological consequence of the post-mitotic transcriptional spike? It is
unclear whether this phenomenon has been programmed to serve a natural function. Re-
gardless, we envision that it is especially likely to impact the transcriptional control of
genes that are under regulatory constraint, but permissive to transcription. In some bi-
ological contexts, such as viral latency, stochastic expression of a gene at a low level can
trigger a switch to a high expression state in a subset of cells due to an autoregulatory
positive feedback loop (Weinberger et al., 2005). In such scenarios, the post-mitotic tran-
scriptional spike could increase the probability of escaping gene repression. With respect to
general eukaryotic cellular function, we propose that the potential e↵ect of the post-mitotic
transcriptional would likely depend on the size of the existing pool of a given mRNA. For
short-lived mRNAs, such as Myc ( 15min-2h half-life (Dani et al., 1984; Watson, 1988; Her-
rick and Ross, 1994) and Gata2 ( 2.8h half-life, Sharova et al. (2009)), the transcriptional
spike would produce a larger relative change than for other mRNAs that may be long-lived.
In the latter case, a relatively marginal increase over a larger existing pool of mature mRNA
may be challenging to detect and perhaps have less impact on cellular function. Thus, while
the post-mitotic spike may be prevalent across the genome, it could exert pathway-specific
e↵ects that are likely dependent on the sensitivity of individual pathways to changes in
RNA flux.
In this regard, the stability of mature mRNAs encoding for transcription factors, cell cycle
regulators, apoptosis regulation, and signalling proteins are known to be overall significantly
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lower than those encoding for structural proteins (Sharova et al., 2009). Thus, we speculate
that the post-mitotic transcriptional spike may preferentially contribute to the plasticity
of pathways important for regulating cell fate. The post-mitotic spike could increase the
probability for individual cells to achieve a certain expression threshold that might lead
to a sustained change in cell state beyond the limits of our current detection capabilities.
This could represent a mechanism by which certain types of cell fate transitions tend to
occur in a minority of cells within a population and are favored by increased proliferation,
which would increase the cumulative sampling of the post-mitotic transcriptional spike over
time. Rapid proliferation is a hallmark of the minority of cells that are more successfully
reprogrammed into induced pluripotent stem cells (Smith et al., 2010). Moreover, higher
e ciency of certain types of experimental reprogramming are associated specifically with
the mitotic state (Ganier et al., 2011; Halley-Stott et al., 2014; Egli et al., 2008). Early G1 is
also known to be the period when human embryonic stem cells are permissive to signalling
that upregulates developmental genes (Singh et al., 2013). We envision that our findings
have general implications for understanding the control of gene expression and phenotypic
fidelity in these and other contexts of cell proliferation.
3.6. Material and Methods
We plan to provide in a Supplemental File all processed data in tabular form and scripts
that reproduce the majority of figures, in addition to raw and processed sequencing data
that will be deposited at GEOXXXXXX. We summarize our experimental protocols and
computational analyses here.
3.6.1 Cell culture, cell cycle synchronization, and cell sorting
G1E cells were previously derived through deletion of GATA1 in mouse embryonic stem
cells, followed by in vitro di↵erentiation (Weiss et al., 1997b). We cultured a sub-line of
G1E cells, G1E-ER4, in which GATA1-ER was retrovirally transduced (referred to in main
text as “G1E GATA1-ER”), as previously described (Weiss et al., 1997b). We retrovirally
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transduced G1E-ER4 cells with the YFP-MD construct and sorted for a pool of stably
YFP-positive cells. Except where indicated in the text as uninduced, we induced cell
to mature with 100nM estradiol to activate GATA1-ER. During estradiol induction, we
simultaneously treated cells with nocodazole for 7h-13h, washed once, and replated into
fresh medium lacking nocodazole for varying times (40min-360min), ensuring all samples
are exposed to estradiol for the same duration of 13h.
For ChIP, we harvested cells by resuspension in PBS 2mM EDTA and fixed with 1%
formaldehyde at room temperature for 10 minutes with constant mixing, then quenched
with 1M glycine, stained with DAPI, and sorted on a BD FACSAria based on YFP-MD
and DAPI signal. Sorted fixed cell pellets were snap-frozen with liquid nitrogen and stored
at -80 until ready for further processing.
3.6.2 Chromatin immunoprecipitation (ChIP)
Reagent preparation
ChIP-seq of total Pol II was performed in 3 biological replicates using N-20 (Santa Cruz,
cat# sc899). For ChIP-qPCR of initiating form of Pol II, we used 8WG16 (Covance, cat#
MMS-126R). ChIP was performed as follows on approximately 7-20 million cells for each
sample. Protease inhibitor (P8340, Sigma) was added to the following bu↵ers right before
use: Cell Lysis Bu↵er (10mM Tris pH 8, 10mM NaCl, 0.2% NP-40/Igpal), Nuclear Lysis
Bu↵er (50mM Tris pH 8, 10mM EDTA, 1% SDS) , and IP Dilution Bu↵er (20mM Tris pH
8, 2mM EDTA, 150mM NaCl, 1% Triton X-100, 0.01% SDS).
Agarose beads slurry was prepared by mixing Protein A (Invitrogen 15918014) and Protein
G (Invitrogen 15920010) agarose beads at 1:1 ratio, washed with PBS 3 times, and the
mixed beads resuspended in 1:1 volume in PBS (volumes indicated below are for the slurry
in PBS, but PBS is removed by centrifugation and aspiration prior to bead use). For use in
“pre-clearing” step, 50 µgrabbit IgG was mixed with 50 µL Protein A and G mixed agarose
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beads slurry. For use for immunoprecipitation step, 70 µL bead slurry was mixed with
antibody (20 µg for N20, 10 µg for 8WG1) for each immunoprecipitation and incubated for
>8h at 4 C to allow binding (“pre-bound”).
Additional bu↵ers were prepared as follows: IP Wash Bu↵er 1 (20mM Tris pH 8, 2mM
EDTA, 50 mM NaCl, 1% Triton X-100, 0.1% SDS), High Salt Bu↵er (20 mM Tris pH 8,
2mM EDTA, 500 mM NaCl, 1% Triton X-100, 0.01% SDS), IP Wash Bu↵er 2 (10 mM Tris
pH 8, 1mM EDTA, 0.25 M LiCl, 1% NP-40/Igepal, 1% Na-deoxycholate), Elution Bu↵er
(100 mM NaHCO3, 1% SDS).
Protocol
All steps performed on ice or at 4 C unless otherwise noted. Formaldehyde-fixed cell pellets
stored in -80C were thawed on ice, resuspended in 1ml Cell Lysis Bu↵er and incubated for
20min on ice, then resuspended in 1ml Nuclear Lysis Bu↵er and incubated for 20min on ice,
then diluted with 0.6 ml of IP Dilution Bu↵er. Samples sonicated at 4 C for 45 minutes
using either the Bioruptor (Diagenode) or Epishear (Active Motif) (same machine was used
within each biological replicate), then centrifuged at 21130gfor 10min to remove cellular
debris. Supernatant was transferred to new tube and mixed with “pre-clear” beads and
rotated at 4 C for >5h, then centrifuged at 821g to pellet beads. 200 µL of supernatant
was saved as “input.” The remaining supernatant was mixed with beads prebound with
antibodies and rotated for >8h at 4 CB˙eads were washed sequentially once with IP Wash
Bu↵er 1, twice with High Salt Bu↵er 1, once with IP Wash Bu↵er 2, then twice with Tris-
EDTA pH 8.0 (BP2473-1, Fisher Scientific) (with centrifugation at 5283g for 2min and
aspiration of supernatant before resuspension with each subsequent bu↵er). Then, beads
were pelleted by centrifugation and supernatant aspirated.
All steps from this point on performed at room temperature unless otherwise noted. Beads
were resuspended in 100 µL Elution Bu↵er twice sequentially and the supernatant from both
steps combined for a final eluate volume of 200 µL. 12 microliter of 5M NaCl and 2 µL of
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10mg/ml RNase A (10109169001, BMB) were added to the 200 µL eluted samples and
200 µL input samples and incubated overnight at 65 CT˙hen, 3 µL of 20mg/ml Proteinase
K (3115879, BMB) was added and incubation at 65 C continued for an additional 2h. 10 µL
of 3M sodium acetate pH 5 was added to each sample and DNA purified per the instructions
of the QIAquick PCR Purification Kit (cat# 28106, Qiagen). Inputs were eluted in 133.4 µL
Bu↵er EB (Qiagen), and immunoprecipitated samples in 60 µL Bu↵er EB. DNA was stored
at -20 C until further processing.
3.6.3 ChIP-seq library preparation and Illumina sequencing
We sequenced 3 biological replicates for the 0min, 60min, 90min, 180min, and 360min time
points; two biological replicates for 240min time point; and one replicate for 40min time
point.
All samples, including input, were processed for library construction for Illumina sequenc-
ing using Illumina’s TruSeq ChIP Sample Preparation Kit (Illumina cat# IP-202-1012). In
brief, DNA fragments were repaired to generate blunt ends, purified using Agencourt AM-
Pure XP Beads (Beckman Coulter cat# A63881), and a single “A” nucleotide was added to
each end. Double-stranded Illumina adaptors were ligated to the fragments. Ligation prod-
ucts were purified using Agencourt AMPure XP Beads, and subject to size selection using
SPRIselect Beads (Beckman Coulter cat# B23318) in which both a left side size selection
was performed at 0.9x volume, and a right side size selection was performed at 0.6x volume
according to manufacturer’s specifications. Library fragments were then amplified for 16
cycles of PCR and products were purified using Agencourt AMPure XP Beads. Constructed
libraries were run on the Agilent Bioananlyzer 2100 (Agilent Technologies) using either the
DNA 7500 kit (cat# 5067-1504) or the High Sensitivity DNA kit (cat# 5067-4626) as ap-
propriate to determine the average size and confirm the absence of unligated adaptors. The
mean library size is approximately 330 bp.
The ChIP-seq libraries were quantitated by qPCR using the Kapa SYBR FAST Universal
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kit (Kapa Biosystems) according to the Illumina’s Sequencing Library qPCR Quantifica-
tion Guide. Libraries were multiplexed and sequenced on the Illumina HiSeq 2000 using
Illumina’s kits and reagents as appropriate.
3.6.4 Bioinformatic analysis of ChIP-seq data
Read processing
Reads were mapped to mouse mm9 genome using Bowtie. Mapped reads were passed to
MACS with a matched control (input) dataset for peak calling for producing bigwig files
with reads shifted to account for fragment size. We filtered peaks which had an overlap of
at least one base pair with blacklisted regions described in either Pimkin et al. or mm9
blacklisted regions identified by ENCODE. The ENCODE blacklisted regions were obtained
from https://sites.google.com/site/anshulkundaje/projects/blacklists. Param-
eters for the above steps are further detailed in Supplemental File.
Generation of browser tracks
Bigwig files output by MACS were loaded into Integrated Genomics Viewer. Y-axes were
adjusted to normalize for total number of reads mapped in each library.
Identification of active genes
Because Pol II binding tends to show the greatest enrichment near the 5’ and 3’ ends of
genes, we focused on quantification within the 5’ 2.5kb (500bp upstream to 2kb downstream
relative to Refseq transcriptional start site) and 3’ 2.5kb (500bp upstream and 2kb down-
stream relative to Refseq transcriptional end site) regions. If the 5’ or 3’ 2.5kb region of
a gene overlapped at least one Pol II peak called by MACS in at least one sample (arrest-
release and asynchronous samples with estradiol induction), then we deemed the gene active.
From this set of active genes, we removed those whose boundaries (after 500bp extension
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upstream of transcriptional start site, and 2kb extension downstream of transcriptional end
site) overlapped with another active gene. This step is meant to avoid mis-assignment of Pol
II signal to the wrong gene. After these steps we arrive at 4453 active and non-overlapping
genes that are the subject of Fig. 9 and used for subsequent steps outlined here.
Identification of intergenic enhancers
We previously predicted distal cis-regulatory modules, or likely enhancers, in G1E ER4
cells based largely on presence of DNase sensitivity and H3K4me1 and relative absence of
H3K4me3 (Hsiung et al., 2014). Among these predicted enhancers, we additionally filtered
for intergenic enhancers, defined as those that are >20kb away from Refseq gene boundaries
and overlap at least one Pol II peak called by MACS in at least one sample (arrest-release
and asynchronous samples with estradiol induction). This step is intended to avoid mis-
assignment of Pol II signal from binding at genes to enhancers. After these steps we arrive
at 712 intergenic enhancers that are the subject of Fig. 10 and used for subsequent steps
outlined here.
Quantitation of Pol II binding
We used bigWigAverageOverBed to count mapped reads and calculated read count per
kilobase per million mapped reads in library (RPKM). Changes in RPKM reflect absolute
changes in Pol II binding very well even in the context of global changes in Pol II binding
Fig. A.20, so we use RPKM for all subsequent analyses. For individual replicates and for
the mean across replicates, we calculated RPKM at the 5’ and 3’ 2.5kb regions of genes and
intergenic enhancers and used them for all analyses that refer to “Pol II binding” in the
main text and figures.
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Principal component analysis
We performed principal component analysis on Pol II binding at the 5’ 2.5kb regions of
genes, and separately intergenic enhancers, as follows. We confined the principal component
analysis to G1 time points (60min, 90min, 180min, 240min, and 360min) in order to focus
the analysis on the part of the time course with the patterns of interest. We normalized
RPKM of 5’ 2.5kb regions of genes by the sum of RPKM across G1 time points. On these
normalized values, we performed principal component analysis using the R package prcomp,
with variables scaled to have unit variance prior to analysis (scale. = TRUE). Principal
components (“rotation” of the output from prcomp) are plotted against the time points.
Projection onto principal components (“x” of the output from prcomp) are referred to as the
”degree of match to principal component” in text and figures. The above was performed for
individual replicates and for the mean RPKM across replicates. For assessment of replicate
concordance in Fig. A.23 and Fig. A.25, RPKM from individual replicates were projected
onto the principal components derived from mean RPKM.
Heatmaps in Fig. 9B and Fig. 10A were generated using the heatmap.2 function from
the R package gplots. Rows are median-normalized. The thresholds for separating “early
spike” from “late plateau” in Fig. 9B and Fig. 10A were chosen based on the inflection
of projection onto the first principal component from positive to negative. The thresholds
for separating “late plateau” and “late up-regulated” were chosen manually based on the
appearance of the heatmaps.
Analysis of enriched gene sets
We used GeneTrail (Backes et al., 2007; Keller et al., 2008) to query gene sets from the
Gene Ontology, KEGG, and Pfam databases for overrepresentation among the extreme 200
genes based on their projection onto the first principal component for 5’ 2.5kb regions of
genes (top and bottom of heatmaps in Fig. 9B). The background is the set of all 4453
active, non-overlapping genes.
53
3.6.5 Transcriptional reporter assay
We PCR-amplified endogenous promoters of Gata2, Kit, Hbb-b1 and Hba-a1 from G1E-ER4
genomic DNA. Minigene fragments were taken from pcAT7-CD1-Up, pcAT7-CD9, pcAT7-
SC0QC3 (Rothrock et al., 2003), and pcAT7-SC12m7 (Tong et al., 2005). Fragments were
cloned into a self-inactivating lentiviral vector, upstream of IRES-GFP, by Gibson assembly.
Each promoter fragment is joined with a uniquely identifying minigene. Sequences for
the final plasmids (LTR02-Gata2prom-CD9, LTR04-Kitprom-SC0QC3, LTR05-Hbaprom-
SC12m7, LTR06-Hbbprom-CD1) are provided in Supplemental File.
Reporter constructs were separately packaged into lentiviruses in 293T cells and viral super-
natant used to infect G1E-ER4 cells. We selected for cells that were stably GFP-positive by
cell sorting. The GFP-positive pool of cells for all 4 constructs were further pooled into one
culture, and on this we performed nocodazole arrest-release experiments under estradiol-
induced conditions as already described. At harvest, cells were fixed in 90% methanol prior
to FACS by DAPI staining to purify 4N cells (for 0min time point) or 2N cells (for all other
time points). We isolated RNA from the sorted fixed cell pellets as described below.
3.6.6 RT-qPCR
We isolated RNA using TRIzol (Life Technologies). Reverse transcriptase reaction was
performed with iScript (Bio-Rad). qPCR was performed with Power SYBR Green (Invit-
rogen). All primer sequences are provided in Supplemental File. For primary transcript
measurements, primers flank intron-exon junctions.
3.6.7 Single-molecule RNA FISH imaging
We performed single-molecule RNA FISH as described previously (Femino, 1998; Raj and
Tyagi, 2010; Raj et al., 2008). In brief, we fixed cells in 1.85% formaldehyde for 10min
at room temperature, and stored them in 70% ethanol at 4 CC˙ until further processing.
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FISH probes consist of oligonucleotides conjugated to fluorescent dyes as follows: Myc ex-
ons to Cy5, Gata2 exons to Cy3, Myc introns to Alexa594, and Gata2 introns to Alexa594.
Oligonucleotide sequences are provided in Supplemental File. We hybridized pools of FISH
probes to samples, followed by DAPI staining and wash steps performed in suspension. Sam-
ples were cytospun onto slides for imaging on a Nikon Ti-E inverted fluorescence microscope
using a 100x Plan-Apo objective (numerical aperture of 1.43), a cooled CCD camera (Pixis
1024B from Princeton Instruments), and filter sets SP102v1 (Chroma), SP104v2 (Chroma),
and 31000v2 (Chroma) for Cy3, Cy5 and DAPI, respectively. Custom filter (Omega) was
used for Alexa594. We took optical z-sections (typically 45) at intervals of 0.35 microns,
spanning the vertical extent of cells, with 1s exposure time for Cy3, Cy5, and Alexa594,
and 100ms for DAPI.
3.6.8 Image analysis
We manually segmented boundaries of cells from brightfield images and localized RNA
spots using custom software written in MATLAB (Raj and Tyagi, 2010), with subsequent
analyses performed in R. The area within segmentation borders is used for cell area in Fig.
11C. For Fig. 11C, we adjusted for minor systematic variations in the distributions of cell
area found across imaging sessions by adding a constant to the cell area, such that the
median across all biological replicates are equal. Mature mRNA concentrations per cell
are quantified by the spot counts in the exon channel, divided by the cell area. Primary
transcripts are identified by co-localization of spots in the intron and exon channels for a
given mRNA.
Estimated technical error in RNA count determination is at most 15%. Primary transcripts
are identified by co-localization of intron and exon probe spots within a 2D distance of
2 pixels after gaussian fitting. Primary transcripts typically demarcate transcriptionally
active gene loci, but sometimes we observe cells with more primary transcript spots than
the number of gene loci possible, indicating that primary transcript molecules can at times
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di↵use away from the site of transcription. Since the presence of primary transcripts in-
dicates on-going or very recent transcription, we define actively transcribing cells as those
that have at least one primary transcript spot for Fig. 11B. For Fig. 11C, we sum the
intensities of primary transcript spot in the exon channel for each cell, expressed as the
equivalents to the average intensity of a single-molecule mature mRNA spot in the exon
channel, normalized to DNA copy number.
3.6.9 Plotting and graphics
We used R packages reshape2, dplyr, and ggplot2 to produce nearly all figures, followed by
cosmetic adjustments in Adobe Illustrator.
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CHAPTER 4 : Concluding thoughts on the “mitotic bookmark” hypothesis, gene
dosage compensation, and stochastic transitions in gene expression
4.1. New concepts and metrics for the “mitotic bookmark” hypothesis for transcriptional
memory
Chapter 2 and 3 raised important considerations for our conceptual framework of transcrip-
tional memory during mitosis. The predominant existing model in the literature is known as
the “mitotic bookmark” hypothesis (John and Workman, 1998; Sarge and Park-Sarge, 2009;
Zaidi et al., 2010; Kadauke and Blobel, 2013; Zaret, 2014). Unfortunately, the metaphori-
cal connotations of this term are not rigorously defined in the literature, so I have reserved
invoking this phrase until now to avoid confusion. Here I break down this hypothesis into
two separable postulates and propose relevant metrics that incorporate the findings in this
thesis. First, I define mitotic bookmarks as gene regulatory features that remain coupled
to DNA (covalently or non-covalently) during mitosis at individual genomic loci, analogous
to an actual bookmark inserted at specific pages in a book. The second – and rarely tested
– criteria, is that these molecular bookmarks enhance the appropriate re-engagement of the
transcriptional machinery after mitosis, analogous to how bookmarks facilitate the reader
in returning to specific pages of a book.
Many examples in the literature, described in Chapter 1, fulfill the first postulate. DNase
sensitivity measured for individual promoters was one of the earliest molecular features
referred to in the literature as a mitotic bookmark. The DNase-seq results in Chapter 2
extend these early observations to a genome-wide level, demonstrating that maintenance
of DNase sensitivity at gene promoters during mitosis is the rule, rather than the excep-
tion. One important aspect of the data is that mitotic DNase sensitivity correlates strongly
with interphase DNase sensitivity; therefore, evaluating various parameters that might in-
fluence the strength of mitotic DNase sensitivity must account for the contribution from
this correlation with interphase signal. This can be achieved by first identifying the union
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of enriched regions called from mitosis and interphase samples, quantifying the reads that
map within these regions, and visualization using 2D density plots and the moving mean,
as shown throughout Chapter 2. This analytical approach should be generally applicable
to all genome-wide quantitative comparisons of chromatin features between mitosis and
interphase.
A more challenging question is whether maintenance of open chromatin configuration, or
more generally any chromatin-associated molecular feature, during mitosis fulfills the sec-
ond postulate of the mitotic bookmark hypothesis. To address this, it is important to first
define an appropriate metric for post-mitotic transcriptional output that provides reason-
able biological insights. Previous studies have not arrived at a consensus on the appro-
priate metric for post-mitotic transcription. Several studies focused on di↵erences in the
kinetics of nascent RNA synthesis, or more specifically the rising time of the signal, of en-
dogenous (Blobel et al., 2009; Kadauke et al., 2012b; Fukuoka et al., 2012) and inducible
reporter (Zhao et al., 2011) genes. Another study drew conclusions based on di↵erences
in nascent transcript levels at the earliest time point post-mitosis between a transcription
factor knock-down sample versus a control (Caravaca et al., 2013). The genome-wide de-
scription of post-mitotic transcription in Chapter 3 clarifies the timing and quantitation of
the earliest rounds of transcription upon mitotic exit, enabling an unbiased extraction of the
principal components of Pol II binding from the G1 time points. This analysis demonstrates
that a spectrum of early spike, late plateau, and late up-regulation patterns constitute the
top principal component. Given that the early spike pattern encompasses approximately
50% of active genes and intergenic enhancers, the genome is surprisingly more, not less,
competent for transcription immediately upon reversal of mitotic silencing. Furthermore,
virtually all genes destined to be active in interphase have already begun or completed the
pioneering round of transcription in newly divided cells by 1h after release from nocodazole
arrest (Fig. 9). In light of these observations, Chapter 3 did not use the rising time of tran-
scriptional reactivation as a metric for comparisons across genes, as it is unclear whether
small quantitative di↵erences in the rising time of transcriptional activity on such a time
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scale would have any measurable or biologically meaningful e↵ects on mature mRNA lev-
els. On the other hand, the degree of match to the early transcriptional spike pattern can
be predictive of a spike in mature mRNA levels of key developmental regulators that con-
tributes to cell-to-cell heterogeneity (Fig. 11). I propose that this metric of transcriptional
reactivation post-mitosis is most appropriate for testing hypotheses regarding the e↵ects
of mitosis-related molecular processes on di↵erential gene expression andor gene expression
precision.
With this new metric of post-mitotic transcriptional output, does maintenance of DNase
sensitivity during mitosis qualify as a mitotic bookmark? We found that quantitative dif-
ferences in the mitosis-to-interphase ratio of DNase sensitivity across individual loci do not
correlate with early spike vs. late up-regulation Pol II binding patterns post-mitosis (Fig.
A.28). Purely biophysical considerations might predict that chromatin accessibility should
have at least some influence on the ability of the Pol II to engage individual loci, so this
finding is surprising, but might be explained by several reasons. First, while a minimal
level of DNase sensitivity is necessary for transcription in interphase, beyond that, DNase
sensitivity does not predict RNA expression (Fig. A.13). Perhaps the better question is
whether the absolute presence or absence of DNase sensitivity during mitosis influences
transcriptional reactivation. This might be testable by ablating the open chromatin con-
figuration individual loci specifically during mitosis. Such an experimental approach would
require the future development of ways to manipulate chromatin accessibility specifically
during mitotic transcriptional silence to test for its role in transcriptional memory. In this
way, a role in mitotic memory, which by definition refers to some molecular process that
stores information in the absence of transcription, might be distinguished from a role in the
process of on-going transcription. Second, the DNase-seq analysis in Chapter 2 was per-
formed on nocodazole-arrested cells in prometaphase. Chromatin accessibility might change
significantly in subsequent substages of mitosis concomitant with known further changes in
chromosome volume at the microscopic level, such that the quantitative predictive power
of DNase sensitivity for transcriptional patterns would not be apparent unless measured
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at a time point immediately preceding or coinciding with the onset of transcription, some
time between anaphase and telophase. All of the above considered, whether maintenance
of DNase sensitivity during prometaphase qualifies as a mitotic bookmark remains an open
question. While we have focused on the potential e↵ects of mitotic DNase sensitivity on
transcription, mitotic accessibility may play a role in other chromatin processes, such as
DNA replication and genome architecture.
4.2. Mitosis: a window for recalibrating transcriptional compensation of gene dosage?
Chapter 3 raises an important question: what might be a biological function for the preva-
lent post-mitotic transcriptional spike? While it is unclear whether the post-mitotic tran-
scriptional spike can be ascribed any specific biological purpose, here I o↵er a speculation.
Given the prevalence of the post-mitotic transcriptional spike across the genome, the phe-
nomenon might play a general role in transcriptional compensation for gene dosage during
cell cycle progression. Considering the early G1 transcriptional spike of GATA2 after aver-
aging across entirety of G1 phase, the total G1 phase per-gene copy transcriptional output
is double that of G2 phase (Fig. 11C). Consistent with this, a previous study of a handful of
genes in human fibroblasts by single-molecule RNA FISH also found a two-fold increase in
G1 phase per-gene copy transcription, compared to G2 phase, and proposed that this rep-
resents a general transcriptional mechanism for gene dosage compensation that equalizes
total transcriptional output prior to and after genome duplication in S phase (Padovan-
Merhar et al., 2015). Based on the more detailed transcriptional assessment within the G1
compartment in Chapter 3, this putative dosage compensation e↵ect, rather than acting
uniformly throughout the G1 compartment, originates from a short spike of transcription
limited to the first few rounds of transcription upon mitotic exit. In this view, perhaps
mitotic transcriptional silencing and the subsequent re-establishment of transcription pro-
vides a window for recalibrating the global transcriptional output relative to DNA content.
However, late G1 up-regulated genes such as Hbb-b1 (Fig. 11C) do not conform to this
dosage compensation scheme. Hbb-b1 encodes for the beta subunit of hemoglobin, which is
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highly abundant and stable in erythroid cells. For such genes with primarily non-regulatory
roles in cell physiology, it is likely that precisely balanced expression across the cell cycle at
the transcriptional level may not be necessary for normal biological function.
4.3. Outlook on understanding mitosis as a source of cell-to-cell heterogeneity
Regardless of any specific biological function that may be attributable to the post-mitotic
transcriptional spike, Fig. 11B indicates that the spike does not occur uniformly across a
cell population and thus generates di↵erences in mature mRNA levels among the transcrib-
ing versus non-transcribing single cells. Studies of single cells in clonal populations have
demonstrated that large variability in mature mRNA levels can be expected for many genes.
Much of this variability is known to originate from the propensity for transcription to occur
discontinuously in bursts of activity that are interspersed by periods of inactivity. Such
transcriptional bursts in time can be directly visualized by live-cell imaging of engineered
reporter loci. Transcriptional bursts can often also be inferred from single-molecule RNA
FISH of fixed cells for endogenous mRNA as a presence of active transcription in only a
subset of a clonal population of cells, and the strong association between the presence of an
active transcription site and increased mature mRNA levels at the moment of fixation, as
demonstrated in Raj et al. (2006) and in Fig. 11B.
An important result in Fig. 11B is that the post-mitotic transcriptional spike of Myc and
Gata2 arises from a spike in the probability for individual cells to enter a transcriptional
burst at the 60min time point. Intriguingly, this transcriptional spike is followed in time
by a spike in mature mRNA that is apparent between 90min-120min, specifically among
the transcriptionally “on” cells at those later time points, even though the population-wide
fraction of cells transcribing has already declined (Fig. 11B). As the mature mRNA content
at the 90min-120min time points must have been synthesized prior to their fixation, this
spike in mature mRNA actually indicates that on-going transcriptional bursting at the
90min-120min time points is correlated with the transcriptional bursting at earlier time
points, likely during the top of the spike at 60min. Thus, while these images are static,
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they provide some limited insights into the temporality of gene expression among subsets
of a cell population that are missed when examined by bulk assays of gene expression.
These data suggest that participation in the post-mitotic spike at 60min for individual
cells, indicated by increased mature mRNA at the 90min-120min time points, correlates
with increased transcriptional competence among subsets of the population at the later
time points. Still, it is unclear whether these temporal associations represent a single,
continuous transcriptional burst that lasts for approximately 1h, or increased probability of
mulitple bursts each of shorter duration. Can the post-mitotic transcriptional spike actually
initiate a sustained change in transcriptional state for individual cells? If so, what are the
phenotypic consequences? These questions may ultimately be addressed by live-cell imaging
of transcriptional activity and tracking its potential influence on a subsequent molecular
or cellular phenotype. The answers to these questions could have profound implications
for understanding the molecular origins of phenotypic variations among dividing cells in
general.
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Figure A.1 –Mild formaldehyde fixation does not appreciably alter DNase sensitiv-
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fixation using the same set of primers. R-squared and slope of linear regression are shown, and
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Figure A.2 – DNase-seq biological replicates show high degree of concordance. Pear-
son correlation coe cients between pairs of individual biological replicates are shown. The
coe cients are calculated from DNase cut densities using reads from each individual replicate
within a single set of regions defined by the union of all hotspots across all conditions (called
from reads pooled from all replicates).
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versus peaks as in Fig. 4A and Fig. 4B, which show the results for G1E+GATA1, are presented
for G1E.
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Figure A.7 – DNase-qPCR of individual sites show significant preservation of chro-
matin accessibility during mitosis. Data from our previous study (Kadauke et al., 2012a)
are re-plotted as a scatterplot of mitotic versus interphase qPCR quantities normalized by input
DNA. Primer sequences can be found in Kadauke et al. (2012a).
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State H3K36m3 H3K4m1 H3K4m3 H3K27m3 H3K9m3 Predominant feature 
1 0.812 0.033 0.003 0.004 0.019 H3K36m3 
2 0.942 0.882 0.046 0.009 0.016 H3k36m3, H3K4m1 
3 0.025 0.698 0.009 0.014 0.006 H3K4m1 
4 0.280 0.998 0.967 0.019 0.017 H3K4m1, H3K4m3 
5 0.059 0.067 0.983 0.006 0.027 H3K4m3 
6 0.005 0.003 0.018 0.009 0.564 H3K9m3 
7 0.001 0.002 0.001 0.007 0.011 None 
8 0.001 0.013 0.005 0.543 0.018 H3K27m3 
9 0.046 0.808 0.231 0.883 0.095 
H3K27m3, H3K4m1, 
H3K4m3 
Figure A.8 – Chromatin states defined by ChromHMM. Emission probabilities for
histone modifications are shown for the states derived from ChromHMM. States 2, 3 and 4
are used as part of distal CRM definition, and State 5 is used as part of promoter definition
(detailed in Supplemental Methods).
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Figure A.9 – Related to Fig. 5: Promoter peaks preserve mitotic accessibility
more than distal CRM peaks. The plots contrasting the mitosis and interphase DNase cut
densities for promoters and distal CRM peaks, using the same conventions as Fig. 5, which
showed the same information for hotspots.
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G1E+GATA1 >0.85 mitosis/interphase
Description
signaling receptor activity
transmembrane signaling receptor activity
sequence−specific DNA binding
G−protein coupled receptor activity
transcription regulatory region sequence−specific DNA binding
olfactory receptor activity
polysaccharide binding
cation channel activity
glycosaminoglycan binding
RNA polymerase II regulatory region DNA binding
P−value
4.8e−21
3.7e−19
1.1e−17
1.7e−12
2.0e−06
1.3e−04
1.3e−03
1.7e−03
3.9e−03
1.1e−02
Fold Enrichment
1.6
1.7
1.5
1.7
1.9
2.4
1.7
1.5
1.7
1.9
Description
DNA binding
sequence−specific DNA binding transcription factor activity
nucleic acid binding transcription factor activity
sequence−specific DNA binding
sequence−specific DNA binding RNA polymerase II transcription factor activity
transcription regulatory region DNA binding
regulatory region DNA binding
transcription factor binding
transcription regulatory region sequence−specific DNA binding
chromatin binding
P−value
1.2e−30
1.7e−27
2.4e−27
4.0e−27
1.0e−10
2.2e−10
9.7e−10
1.7e−09
2.0e−09
1.2e−07
Fold Enrichment
1.8
2.2
2.2
2.4
3.0
2.3
2.2
2.2
3.4
2.2
G1E+GATA1 >10 cell/tissue type
Description
DNA binding
sequence−specific DNA binding
sequence−specific DNA binding transcription factor activity
nucleic acid binding transcription factor activity
nucleic acid binding
sequence−specific DNA binding RNA polymerase II transcription factor activity
transcription regulatory region DNA binding
regulatory region DNA binding
transcription regulatory region sequence−specific DNA binding
chromatin binding
P−value
2.9e−28
1.0e−26
2.4e−26
3.1e−26
4.0e−14
1.2e−10
8.5e−08
1.4e−07
2.7e−07
3.4e−06
Fold Enrichment
2.1
3.0
2.7
2.7
1.6
4.0
2.7
2.6
4.1
2.7
G1E+GATA1 >0.85 mitosis/interphase and >10 cell/tissue type
A.
B.
C.
Figure A.10 – Related to Fig. 6: Gene ontology analyses of promoter hotspots
preserved in mitosis and across many murine tissues. Subsets of G1E+GATA1 promoter
hotspots were subjected to analysis using GREAT, which assigns each promoter hotspot to the
single nearest gene and identifies GO terms enriched over the background set consisting of all
G1E+GATA1 promoter hotspots. Only the top 10 GO terms in the molecular function category
that are enriched  1.5 fold (p-value <0.05 after Bonferroni correction for multiple testing) are
listed. a) G1E+GATA1 promoter hotspots with mitosis-to-interphase ratio of >0.85 were used
as target regions. b) G1E+GATA1 promoter hotspots present across  10 cell or tissue types
were used as target regions. c) G1E+GATA1 promoter hotspots with mitosis-to-interphase
ratio of >0.85 and are present across  10 cell or tissue types were used as target regions.
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Figure A.11 – DNase sensitivity hotspots preserved in interphase and mitosis ap-
proximate the borders of the top DNA methylation canyons. Several representative
loci marked by DNA methylation canyons in mouse HSCs are shown, along with their DNase
sensitivity profiles in interphase and mitosis for G1E+GATA1.
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Figure A.12 – G1E promoter hotspots overlapping DNA methylation canyons ex-
hibit high mitotic accessibility, compared to promoter hotspots matched for inter-
phase accessibility. The same analysis as in Fig. 6E (for G1E+GATA1) was performed on
G1E promoter hotspots.
Distributions of gene expression
DNase hotspot genes
Methylation Canyon genes
All genes
Figure A.13 – Related to Fig. 6: Genes residing in DNase hotspots and DNA
methylation canyons include both expressed and silent genes. Distributions of the
RNA-seq FPKM of genes (T Mishra, C Morrissey, C Keller, B Giardine, E Heuston, S Anderson,
V Paralkar, M Pimkin, M Weiss, D Bodine, et al., submitted) are shown for all genes, genes
overlapping at least one DNase hotspot, and genes overlapping DNAmethylation canyons (UMR
 3.5kb). The vertical black line indicates a threshold (log2 FPKM = 3) for dividing genes into
expressed versus non-expressed.
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Figure A.14 – Related to Fig. 7: GATA1-induced di↵erential expression is associ-
ated with only mild promoter accessibility changes and does not explain variations
in accessibility of the nearest distal CRM. The top 100 upregulated and top 100 down-
regulated genes between G1E and G1E+GATA1 were identified using RNA-seq data (T Mishra,
C Morrissey, C Keller, B Giardine, E Heuston, S Anderson, V Paralkar, M Pimkin, M Weiss, D
Bodine, et al., submitted). Scatter plots of mitosis versus interphase DNase read densities are
shown for promoter and distal CRM peaks. Graph conventions are similar to Fig. 7B.
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Figure A.15 – Preservation of mitotic accessibility are indistinguishable between
promoters of genes whose expression are unchanged by GATA1, versus those with
strong inducible gene expression changes. a) Based on fold change of gene expression
from G1E to G1E+GATA1, promoter peaks are divided into those that are among the top 100
most unregulated, top 100 most down-regulated, and all other promoter peaks. The mitosis
DNase cut density versus the interphase DNase cut density are shown separately for G1E and
G1E+GATA1. b) Same information as in a) are shown for promoter hotspots.
76
10,460 Gata1 occupancy sites 
8,831 interphase-only 
(I-Gata1) 
527 interphase & mitosis 
(IM-Gata1) 
1,102 mitosis-only 
(M-Gata1) 
71.1% overlap DNase hotspots 84.1% overlap with DNase hotspots 21.6% overlap with DNase hotspots 
18.7% overlap with DNase peaks 45.2% overlap with DNase Peaks 5.8% overlap with DNase peaks 
 
Figure A.16 – Related to Fig. 7: Overlap between GATA1 binding sites and DNAse
hotspots and peaks. The union of all DNase hotspots or peaks across all samples were
overlapped with GATA1 binding sites categorized based on ChIP-seq peak-calling from Kadauke
et al. (2012a).
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Figure A.17 – Related to Fig. 7: GATA1 mitotic occupancy does not contribute
significantly to site-specific variations in mitotic accessibility DNase peaks at promoters
and distal CRMs are grouped by their overlap with subcategories of GATA1 binding sites, and
shown in binned 2D density plots of mitosis DNase cut density versus interphase DNase cut
density. Error bars for the moving mean denote SEM of biological replicates (n=3); some may
be too small to see.
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Figure A.18 – Estimate of interphase contamination in 0min sample. Cells were
arrested with nocodazole and sorted for 4N, YFP-MD-high as described in Fig. 8A for the
0min time point. Shown is a representative field of cells in the DAPI channel by wide-field
microscopy (single optical plane is shown). There is approximately 10% G2 contamination (27
out of 271 cells), as judged by microscopic appearance of DAPI staining, and minimal apoptotic
cells.
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Minutes after release from nocodazole
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Figure A.19 – Average elongation rate of the pioneering round of transcription
upon mitotic exit Average Pol II ChIP-seq read densities across all genes >70kb is plotted
in the sense direction along genomic coordinates relative to the transcriptional start site. The
estimate position of the Pol II leading edge, determined manually by eye, is indicated by the
vertical dotted line. We estimate, based on the genomic distance traveled by the leading edge
divided by time, that the average rate of elongation is approximately 2-3kb/min.
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Figure A.20 – Pol II ChIP-seq signal in genes is internally normalized to reads
mapping to non-specific background, enabling interpretations of absolute binding.
A) Model of the physical origins of Pol II ChIP-seq reads that map to genic, versus inter-
genic regions. Reads mapping to intergenic background regions likely arise from DNA bound
non-specifically to surfaces of reagents used to pull-down the antibody. We assume that the
amount of non-specifically bound DNA is constant across samples processed identically. B) The
fraction of total mapped reads that constitute intergenic non-specific background empirically
determined for each Pol II ChIP-seq library is relatively constant (approximately 94%-98%).
C)We illustrate the e↵ect of the level of non-specific background on the ability of a sequencing-
based assay to estimate absolute changes in signal. We consider a biological phenomenon that
causes a global 5-fold change in Pol II binding from State A to State B, and assess the perfor-
mance of our Pol II ChIP assay in reporting this change, compared to a hypothetical assay in
which absolute level of non-specific background is 19 fold less. This analysis shows that our Pol
II ChIP-seq would underestimate the true fold change by only 4%, whereas the hypothetical
low-background assay would underestimate the fold change by 34%. D) For the same scenario
as in C, we illustrate the relationship between error in estimating absolute changes by library
size-normalized read counts with constant absolute background inherent to the assay.
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Gata2 Kit
CD4Hbb-b1
+estradiol -estradiol
+estradiol -estradiol +estradiol -estradiol
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Synchronized Asynchronous Synchronized Asynchronous
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ChIP of initiating Pol II (8WG16 antibody)
IgG control
Figure A.21 – ChIP-qPCR of initiating Pol II confirms ChIP-seq patterns at indi-
vidual loci. We performed ChIP using an antibody (8WG16) specific for the initiating form
of Pol II in estradiol-induced G1E GATA1-ER cells, followed by qPCR of amplicons proximal
to the transcriptional start site in a nocodazole arrest-release time course without additional
FACS purification. Also shown are ChIP performed in asynchronous controls with and without
estradiol treatment. Gata2 and Kit are known to be down-regulated by estradiol induction,
Hbb-b1 is known to be up-regulated by estradiol induction, and CD4 is a silent gene that serves
as a negative control. Error bars denote SEM (n=3-4)
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Figure A.22 – Primary transcript RT-qPCR confirms Pol ChIP-seq patterns at
individual loci. We measured primary transcripts by RT-qPCR using primers flanking intron-
exon junctions in nocodazole arrest-release time course experiments; error bars denote SEM
(n=5-6). RT-qPCR profiles for Gata2, Kit, Hbb-b1, Hba-a1 are shown in Fig. Main-Reguation-
FigD. Primary transcripts are normalized to levels of Gapdh mature mRNA. The reactivation
profiles are shown next to the quantitation by Pol II ChIP-seq of the same genes for the their
5’ and 3’ 2.5kb regions; error bars denote SEM (n=3).
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Figure A.23 – Related to Fig. 9B: Principal component analysis for Pol II binding
at genes. A) We performed principal component analysis on each of the three biological
replicates using the 5’ 2.5kb region of 4453 genes deemed active in at least one of the time
points. Only G1 time points (60min, 90min, 180min, 240min, 360min) were used for principal
component analysis. Shown are the principal components found for each replicate. Principal
components found by using the mean Pol II binding across all replicates are also shown (same
first principal component as shown in Fig. 9B). Replicate 1 does not have the 240min time
point, so has only 4 principal components. B) The percentages of total variance accounted
for by each of the replicate-derived and mean-derived principal components are shown. C) We
evaluated replicate concordance by plotting the projection of the RPKM for each replicate onto
the first principal component derived from the mean RPKM across all replicates on the y-axis,
versus the projection of the mean RPKM across all replicates onto the first principal component
derived from the mean RPKM across all replicates on the x-axis. Pearson correlation coe cients
are shown.
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Category Subcategory expected observed p-value
(bon)
KEGG p53 signaling pathway 1.53268 7 0.0127075
KEGG Neuroactive ligand-
receptor interaction
0.821078 5 0.0207315
Top 200
early spike genes
Category Subcategory expected observed p-value
(bon)
Gene Ontology plasma membrane 17.6023 43 1.10481e-05
Gene Ontology contractile fiber 0.586742 6 0.0088973
Gene Ontology membrane part 41.433 66 0.0171488
Gene Ontology plasma membrane part 7.31171 20 0.026343
Pfam domains PDZ domain (Also known
as DHRor GLGF)
1.14013 7 0.00216449
Pfam domains LIM domain 0.68408 5 0.0096066
Pfam domains Protein tyrosine kinase 0.820896 5 0.0245133
Pfam domains Calcium-binding EGF do-
main
0.273632 3 0.042072
Top 200
late up-regulation
genes
Figure A.24 – Analysis of gene sets enriched among early spike vs. late up-
regulation genes. Using GeneTrail (Backes et al., 2007; Keller et al., 2008), we tested for
gene sets that are overrepresented among the top 200 early spike genes or the top 200 late
up-regulation genes, using the 4453 active genes as background. GeneTrail includes tests for
the enrichments of KEGG pathways, Gene Ontology and Pfam domains. Shown are the over-
represented gene sets that are statistically significant (Bonferroni-corrected p = 0.05).
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Figure A.25 – Fig. 10A: Principal component analysis for Pol II binding at inter-
genic enhancers. Principal components analysis was performed in for 712 intergenic enhancers
in the same manner as described for genes in Fig. A.23, and the information shown in A-C are
exactly analogous to that in Fig. A.23.
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Figure A.26 – Related to Fig. 10: Global patterns of Pol II binding at intergenic
enhancers and their nearest gene. A) Pol II binding at 712 intergenic enhancers at each
time point is plotted against binding at the 360min time point. B) Each enhancer is assigned
to the nearest gene. The degree of match to (projection onto) the 1st principal component for
enhancers (as described in Fig. 10A) is plotted against the degree of match to (projection onto)
the 1st principal component of the nearest gene (as described in FigB). The Pearson correlation
coe cient is shown. C)We used GREAT 3.0.0 (McLean et al., 2010a) to assess Gene Ontology
enrichments among neighboring genes of the top 200 early spike intergenic enhancers, using the
set of 712 intergenic enhancers as background. Shown are enriched ontologies with at least 6
genes associated with the target regions and have p < 0.05 after Bonferroni correction.
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Figure A.27 – Relationship between GATA1 mitotic occupancy and transcriptional
reactivation pattern. Principal component analysis was performed separately for Pol II
binding at promoter and predicted enhancer DNase hotspots for G1 time points as described
for Fig. 9 and Fig. 10. Promoter and intergenic DNase hotspots were overlapped with GATA1
occupancy sites previously classified as interphase-only, interphase-and-mitosis, and mitosis-
only (Kadauke et al., 2012b; Hsiung et al., 2014). Shown are boxplots for the projection onto
the first principal component for promoters and intergenic enhancer DNase hotspots in each of
those classes of GATA1 occupancy.
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Figure A.28 – Quantitative di↵erences across loci in DNase sensitivity during
prometaphase do not correlate with post-mitotic Pol II binding patterns at pro-
moters and intergenic enhancers. DNase sensitivity within hotspots at promoters and
enhancers were quantified as the log2(mitosis/interphase) ratio, and plotted against the degree
of match to the 1st principal component for Pol II binding. Pearson correlation coe cient and
its 95% confidence interval are indicated at the top.
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Figure A.29 – Related to Fig. 11B: Additional biological replicates for primary and
mature mRNA FISH. We simultaneously imaged Gata2 primary and mature mRNAs by
probing for exons and introns in cells synchronized with nocodazole. Shown are data pooled
from two biological replicates (combined 89-355 cells for each time point) performed similarly
as in Fig. 11B. For these replicates, cells were synchronized by nocodazole in the absence of
subsequent cell sorting purification, so the 45min-90min time points in particular represent a
mixed population of 4N and 2N cells (anaphase to G1).
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Figure A.30 – Related to Fig. Main-FISH-FigB: Receiver operating character-
istics curves for Gata2 and Myc mature mRNA concentrations as classifier for
estradiol-induced and uninduced states. Gata2 and Myc mature mRNA concentrations
were quantified in single cells by FISH for asynchronous uninduced vs. estradiol-induced (13h)
G1E GATA1-ER cells. The optimal threshold of Gata2 and Myc mature mRNA concentration
for classifying the uninduced vs. estradiol-induced populations was determined by the receiver
operating characteristics curves shown above. These the indicated are labeled as “fully active
state threshold” in Fig. Main-FISH-FigB.
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Figure A.31 – Related to Fig. 11C: Cell size is proportional to DNA content in
G1E GATA1-ER cells. Left: We measured cell size and DNA content in estradiol-induced
G1E GATA1-ER cells using flow cytometry by the forward scatter pulse area and Hoechts
3342 intensity. Right: Similarly, we measured cell area (based on manual segmentation of cell
boundaries) versus DAPI intensity (sum over single optical plane) by wide-field microscopy, and
use their proportionality to estimate thresholds for cell cycle phases in Fig. 11C.
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