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ABSTRACT
Muppalla, RoopTeja. M.S., Department of Computer Science and Engineering, Wright
State University, 2018. A Twitter-based Study for Understanding Public Reaction on Zika
Virus.

In recent times, social media platforms like Twitter have become more popular and people
have become more interactive and responsive than before. People often react to every news
in real-time and within no-time, the information spreads rapidly. Even with viral diseases
like Zika, people tend to share their opinions and concerns on social media. This can be
leveraged by the health officials to track the disease in real-time thereby reducing the time
lag due to traditional surveys. A faster and accurate detection of the disease can allow
health officials to understand people’s opinion of the disease and take necessary
precautions to prevent the misinformation from spreading at a faster pace.
The purpose of this study was to analyze the tweets to understand the public opinion on
Zika virus. With the help of machine learning and natural language processing, we classify
the tweets into four disease characteristics namely, Symptom, Prevention, Transmission,
and Treatment. Once the tweets were classified, topic modelling was performed using
Latent Dirichlet Allocation (LDA) to generate underlying patterns within each disease
characteristics. Such analysis can help to gain a deeper understanding of the content of
tweets pertaining to Zika.
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1.

Introduction

1.1.

Overview

There are a lot of viruses out there that can infect humans, but two things that can get
alarming is when a virus spreads quickly and when it causes serious harm. Zika virus has
the potential to do both things, which is why it has gotten a lot of attention. The spread of
Zika virus has been concerning, and scary for some, especially pregnant women. The
World Health Organization declared an international public health emergency over the
Zika virus.
Zika virus was first discovered in 1947 and is named after the Zika forest in. It is from the
family of viruses known as flavivirus which also includes dengue, Yellow fever and West
Nile virus. Zika virus is an arbovirus, which is transmitted via mosquitos, so it’s a
mosquito-borne virus. It is spread by a certain kind of mosquito known as Aedes, tropical
bloodsuckers that spread other flaviviruses. These mosquitoes are mostly active during the
daytime. Aedes mosquitoes are also the same ones that transmit Chikungunya fever and
dengue fever. The Zika virus is well enough adapted to human hosts such that they can
multiply to a point where it can re-infect another unsuspecting mosquito, which can then
go on to infect more people. This window lasts for the first week of infection, during which
the Zika virus can be found in the blood.
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For decades, Zika has been circulating around parts of Africa and Asia, but it didn't appear
to be doing much damage. Our immune system is good at fighting off Zika virus, and often
people won’t even notice they have been infected. People who were infected suffered mild
illness and then developed immunity towards the virus. For those who do have symptoms
include: fever, rash, joint pain, and red eyes and typically last a few days to a week.
Treatment usually just involves treating the symptoms, things like getting plenty of rest,
drinking fluids to prevent dehydration, and taking medicine like acetaminophen to help
reduce pain and fever.

Figure 1. Zika virus symptoms.

Then suddenly in 2007, there was a Zika outbreak on Yap, an isolated set of islands in the
southwestern Pacific. Nearly three-quarters of the population were infected. But again, the
results were mild and nobody died or was even hospitalized. Then Zika was first reported
in Brazil in May 2015 and it has spread across many countries and territories in the Western
Hemisphere, including in small areas of Florida and Texas. In October 2015, in areas of
2

Brazil where Zika virus has been circulated quite a bit, public health officials noticed a
significant increase in babies born with microcephaly, which is when a child is born with
an abnormally small head and therefore abnormally small brain size, this has the tendency
to cause serious neurological and intellectual deficits, seizures, as well as vision or hearing
problems. It was noticed that there was a huge increase in babies with microcephaly among
Brazilian states with Zika virus outbreak. Health officials in Brazil raised alarm about this
worrying trend and has stated that it’s plausible the Zika virus can cause microcephaly in
the developing fetus or new-born, as the Zika virus can be transmitted from mother to baby
during pregnancy or around the time of birth, although it’s not yet known how often this
happens or how exactly the Zika virus is linked to microcephaly. In addition to being spread
mostly by mosquito bites, and in some cases from mother to child, Zika virus has also been
reported to spread through both blood transfusions and sexual contact.

Figure 2. A baby with Microcephaly (left) compared to a baby with a normal head size.

At present, there is no vaccine or treatment for Zika. CDC is working on improving ways
to test for Zika, and is helping local areas and states control mosquito populations. It is
highly advised to take precautions when traveling to areas of outbreak, mostly limiting
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mosquito bites, so doing things like wearing bug spray all day, or wearing long-sleeve
shirts and pants, especially during the day when the Aedes mosquitoes are most active.
Pregnant women should not travel to areas with Zika. The best way to prevent spreading
Zika is to prevent mosquitoes at home from getting infected, who can then spread Zika to
other people. So, travelers returning to the US from an area with Zika, even if they don't
feel sick, should take steps to prevent mosquito bites for 3 weeks after their return. While
doctors tackle those questions, other scientists are focused on stopping the spread of the
virus.

1.2.

Social Media for Real-Time Zika Tracking

Given this, it makes sense to understand public reaction on Zika virus. Twitter is a free
social networking and micro-blogging site which has been popular in connecting millions
of people around the world. And people often share their opinions and express their
concerns regarding various issues. With disease outbreaks, such as Zika virus, people tent
to post their reactions and often spread information faster. This can help health official to
track information and the behavior of the public in real-time. It is important for health
ofﬁcials to recognize Zika virus hot spots and spread the necessary information to the
public in real time. Since Twitter has become a common platform for discussions about
disease, health officials have often take this opportunity to communicate and address any
issues in real time.
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Figure 3. Twitter Chat by CDC

1.3.

Contribution

But even then, there are times when false information is spread across the social media
which hinder the containment or spread of the disease. Tweets such as, “Apparently,
Florida is immune to the Zika virus.” and “The Zika Virus is a hoax! It is like calling the
common cold an epidemic. It's what they put in the drinking water.”, convey
misinformation and it is critical for the health officials to track public’s reaction at regular
intervals to suppress such information. We need a system which identifies tweets regarding
a disease and track such tweets and direct them to the health officials. It also helps to detect
the disease quickly through social media and can give more time to prepare the response
team, provide health ofﬁcials a collective view of the public’s health
In this study, a two-stage classifier system was built that was used to find relevant tweets
on Zika and ﬁnds the best features which can be used to build a classiﬁer to detect Zika
related tweets and then categorize those into four disease categories: symptoms,
transmission, prevention, and treatment. As shown in figure 4, this study builds models
5

during training phase and then use these models to filter domain thematic tweets during the
testing phase. One the system has classified; topic modelling is performed to generate
underlying patterns within each disease characteristics. With the help of such system, we
gain a deeper understanding of the content of tweets pertaining to Zika.

Figure 4. Block diagram of the pragmatic function-oriented content retrieval using a hierarchical supervised
classification technique, followed by deeper analysis for characteristics of disease content.

1.4.

Outline of Thesis

The rest of thesis is organized as follows. In Chapter 2, we survey related work in the ﬁeld
of social media for tracking diseases. In Chapter 3, we introduce the methodology use by
the system and the evaluation metrics to analyze the performance of the system. In Chapter
4, we show the results and discuss the outcome of the system to gain more knowledge about
the Zika disease. In Chapter 5, we present the conclusion and future work.
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2.

Related Work

This chapter discusses the studies using social media for different chronic conditions.
Specifically, section 2.1 discusses the usage of social media for analyzing public health
conditions, section 2.2 explores the importance of social media in addressing the concerns
on viral diseases and lastly section 2.3 where we explore the use of social media for
studying Zika disease.

2.1.

Social Media for Chronic Health Conditions

Online social media such as Facebook and Twitter have created a platform where people
can share their opinions. With hundreds of millions of users, we have large-scale data that
has been exploited by researchers to study health-related human behaviors at a very lowcost. One such study is done by Choudhury et al. [1] where they used Twitter platform to
detect depression early in individuals. With the help of social media measures such as
individual activity, linguistic style, sentiment analysis, usage of language, they could build
a framework to track behavioral fingerprints of individuals. With the help of SVM
classifier, they could predict the likelihood of depression among individuals at 70%
accuracy. This study proved that social media such as Twitter can be used for behavioral
exploration and provide a platform for healthcare agencies to use.
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Another study by Alvaro et al. [2] obtained a random sample of tweets over a 12-month
period to analyze ﬁrst-hand experience with selective serotonin reuptake inhibitors or
cognitive enhancers. The ground truth consisted of 100 annotated tweets for 15 categories
which were then compared to crowd sourced annotators by calculating Kappa values for
each of the categories. Using URLs, hashtags, and N-grams from the tweets, classiﬁers
were built and Bayesian Generalized Linear Modelling was found to be the best technique
for interpretation. In our study, we followed a similar approach in collecting and preparing
the data for the classiﬁers. These studies prove social media activity provides useful signals
that can be utilized to track chronic health conditions.

2.2.

Social Media for Viral Diseases

Studies using social media have proven successful in improving the effectiveness of public
health monitoring. Adam et al [3] presented a framework that identifies sick people based
on their content on social media such as Twitter. They have used SVM classifier for
identifying messages indicating an infectious ailment with an F1-score of 0.97 and
analyzed the spread of disease or illness by considering the co-location of sick individuals.
With the help of Twitter friendship, they found out social-ties with the sick individual
significantly increases the chance of becoming ill in near future.
There were also studies which performed research on diseases such as Ebola, H1N1, etc.
There was an extensive study about Ebola on Twitter [4] which tried to understand how
people responded to the Ebola outbreak on social media, what type of message people
posted, what factors affected these reactions, and patterns within these reactions. 46,598
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tweets were used to investigate the spatial, temporal properties about the information
propagation from the central cities (the cities where the outbreak is reported, in this case,
New York and Dallas). The studied explains the effect of these events to understand the
spread and severity of the outbreak on social media using the following measures.
•

Ebola focus: Measures the Ebola related tweets focused in a region within
a time frame.

•

Ebola Entropy: Measures the spread of the information around different
locations, the more the entropy the more the spread.

•

Ebola Spread: Measures the mean distance (Haversine distance) of the
tweets from the central city event.

This study showed how the twitter reaction changed over time within a month period due
to the events. They also used Latent Dirichlet Allocation (LDA), a topic modelling
technique, with 6 topics (based on perplexity score) to investigate the themes regarding
Ebola. It revealed that the information is widely spread across different regions and how
the information changes over time compared to the first occurrence of such event and
conveyed the fact that the first reported case of Ebola in US has more impact and the
information spread faster showing that that people has more attention. Social properties
showed how significant the social ties play in propagating the information by analyzing
how the twitter followers post/retweet based on their follower’s tweets. This indicated the
importance of analyzing the social media to get people’s reaction to outbreak and help in
responding to future health crisis. They found that 44% (248) of the tweets about Ebola
were retweeted at least once. Of those 248 tweets, 38.3% were scientifically accurate while
58.9% were inaccurate. It is also observed that most of the tweets containing
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misinformation were never addressed. Although this was an extensive study, there was no
baseline to test whether the results shown were accurate using a ground truth dataset so,
we cannot assume that the same trends can be seen in other cities other than Dallas and
New York. Also, the term Ebola can also refer to a river in Africa, they did not mention on
how they addressed or even considered in handling tweets with such mention. The data set
was based on only geo-tagged (only tweets which provide location information where the
tweet has been posted) tweets which do not reflect the public’s reaction as majority of the
public do not use geolocation. It could have been improved if there was more emphasis on
topics models and how these topics change and impact over time and based on events as
they could reveal unseen patterns about the data and help to gain more understanding about
public.
Another study focused on the spread of inﬂuenza from November 2008 to June 2010 and
collected 300 million tweets [5]. Tweets were classified as relevant to inﬂuenza based on
their inﬂuenza corpus to filter out the negative influenza tweets such as ‘Headache? You
might have flu’ using a support vector machine (SVM) based classiﬁer. The results were
then compared to state-of-the-art google method and found high correlation of 0.89. This
study indicated that Twitter promptly reflects the real world and encourages to perform
more analysis to understand the spread of a disease through Twitter.
Similarly, Twitter has been a powerful tool for disease surveillance and in estimating the
real-time influenza-activity levels. Signorini et al. [6] developed a real-time application to
track the H1N1 or swine flu disease activity among the public. They started collecting
tweets from April 2009 with the Twitter API and investigated public concerns about H1N1
activity, disease transmission, disease precautions, vaccine shortage, vaccine side effects
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and consumer consumption on pork usage. This study showed the importance of knowing
about such opinions, beliefs, and perceptions, to craft more effective communication
strategies for public health officials. This program was also able to estimate the real-time
influenza-like illness to improve the public health responses using SVM classifier with an
average error of 23%.

2.3.

Social Media for Zika

There has been a good amount of research on using digital data for public health issues.
Majumder et al. attempted to estimate basic R0 and Robs for Zika using HealthMap and
Google Trends [7].

R0 is known as the basic reproduction rate used to measure

transmission potential of the disease. It indicates how contagious an infectious disease is
and at the rate in which the disease spreads in uninfected population. Robs is the observed
number of secondary cases per infected individual for a given time interval. Their results
indicate the ranges for R0 in traditional methods i.e. data obtained from Instituto Nacional
de Salud (INS) epidemiological bulletin publications are higher compared to digital
methods such as HealthMap and Google Trend data whereas Robs were comparable. This
shows that digital surveillance data can be used to assess transmission dynamics of the
outbreak in near real-time in the absence of traditional methods.
Researchers are leveraging Twitter to track the disease and communicate with the public
in real-time. Glowacki et al. [8] conducted a study where they analysed tweets during an
hour-long live CDC twitter chat about zika disease. This study showed how important it
was to leverage social media platform like twitter to bridge the gap between public and
health organizations such as CDC and prevent the spread of fear and misinformation by
11

addressing the public’s concerns in real-time. Their study also conducted topic analysis
and found the 10-topic solution that clearly explained the themes in the tweets. They
collected tweets which has the mention of #CDCchat during the 1 hour long live twitter
chat. Moreover, a 10-topic solution was found which excluded words that appear in less
than 4 messages. This differs from our study which focused on obtaining a big picture view
regarding public’s concerns regarding Zika virus and not just tweets containing the hashtag
#CDCchat.
A study by Fu et al. [9] collected tweets from May 1st, 2015 to April 2nd 2016, and
performed topic modelling to get 5 themes: case reports, pregnancy and microcephaly,
transmission routes, societal impacts of the outbreak, and government, private and public
sector, and public response to the outbreak. They could also observe the increase in public’s
reaction towards zika virus due to WHO’s PHEIC announcement and CDC travel
guidelines. However, this study did not check for noise in tweets which could vary the
results. Moreover, the computational analysis was limited to only three days of data
(62,547 tweets) which may not reflect the themes in the larger dataset over a period.
Another study collected tweets on Zika for three weeks through the Twitter API using the
keywords “zika” and “zikavirus” [10]. They found that the public were more concerned
with the long-term issues such as microcephaly in newborn, pregnancy issues, etc. than the
short-term issues such as fever, rash, etc. This study conducted the following analysis
1. Volumetric Analysis:
They found that 16% of the data talk about long term effects of zika virus whereas,
only 3.5% of the data talk about immediate effects.
2. Word Co-occurrence Analysis:

12

This study implemented word co-occurrence network for long-term and immediate
effect related tweets individually. With the help of this network, they could observe
the underlying themes within each to observe the concerns of the American
population.
3. Hierarchical Clustering Analysis:
They also carried out hierarchical clustering analysis using agglomerative approach
to investigate different themes in the Twitter discussion related to long-term such
as pregnancy, case reports, travel, etc., and immediate effects such as mosquitoes,
malaria, rash, etc. They performed this agglomerative clustering approach using
various methods such as single linkage, complete linkage, average linkage, centroid
linkage, median linkage and ward’s method and found correlation between each of
these methods. The results showed that the clustering on long-term effects were
more consistent than immediate effects such as fever, rash outbreaks.
The limitation with this paper was that they never checked the relevance of the tweets with
respect to these topics (related to Zika) which is a common problem in mining social media
data i.e. removing false positives. Also, the study was conducted by using only 3 weeks of
twitter data which may not depict the overall picture of public’s reaction towards zika virus.
This study further concentrated only on data relating to long-term and immediate effects
which constituted to 20% of the overall data, discarding the remaining data for analysis.
While these different studies highlighted the utility of using social media to monitor
people’s thoughts regarding a speciﬁc disease outbreak, they did not discuss the role of
features and their signiﬁcance and the need for checking the performance of the algorithms
for disease-specific categorization.
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3.

Methods

This section describes the process of tweet collection which was used to study the public
concern about Zika virus. Also, describes the annotation process which was used as the
training data set for the classifiers and feature extraction to generate the set of features used
by the classifiers. Lastly, topic modelling is introduced which was used to identify the
underlying topics for each of the disease categories to know more about each category after
classification.

3.1.

Data Collection

Tweets were extracted with the help Twitris 2.0 (Figure 5), a Semantic Web application
which collects user posted tweets relevant to an event from Twitter. Twitris is a reliable
and distributed system which can collect huge amount of data over a long period and
capable of handling failures. To collect tweets related to Zika, keywords like ‘Zika’, ‘Zika
virus’, ‘Zika treatment’, ‘Zika virus treatment’ have been supplied to Twitris. Using ‘Zika’
keyword alone was not enough since it is capturing large number of tweets unrelated to
zika virus. Also, twitter streaming APIs are limited to a small fraction (around 1%) of the
total volume of Tweets. So, to improve the quality of data collection, a semantic concept
called Zika was created in Twitris using the two terms ‘zika’ and ‘zika virus’. We also want
to make sure we collect enough data for each of the four disease categories for our analysis.
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So, we added the word ‘treatment’ to these keywords as we were not able to collect data
regarding zika treatment while the system could collect enough data for the other three
categories namely symptom, prevention, transmission.

Figure 5: Real-time zika related tweets generated through the Twitris Campaign

We started to collect the data right after the time when researchers found a link between
Zika virus to microcephaly and Guillain-Barre syndrome which affects the nervous system
disorder that causes an infant’s head to be small and not fully developed compared to other
infants. This led to an increase in public concern and people are seen tweeting about their
concerns and questions regarding Olympics which was to be held in Brazil where there
was a wide spread of Zika virus. People became much more concerned about Zika and
want to know more information about the virus spread, treatment and prevention which
can be seen in the tweets. Figure 6 shows the frequency of tweet collection by Twitris. We
could observe that there was a huge number of tweets regarding zika during the period of
Olympics 2016. As we could see, the frequency of the tweets dropped drastically from
15

October 2016. We could observe that ‘zika’ keyword is the major contributor for tweet
collection whereas, ‘zika treatment’ and ‘zika virus treatment’ are the least contributors.
So, for our analysis we used the tweets collected over a 6-month period between 2016-0324 and 2016-09-30.

Figure 6: Tweet frequency for each keyword generated through Twitris

These tweets are collected in the form of JSON format and then stored in the local file
system. Figure 7 shows the format of json object in which the tweet information was stored.
The highlighted text shows the tweet which the user has tweeted. This json object also
contains the date the tweet has been posted, retweet information if exists and the source of
the tweet. We extract the tweet text from these json objects to build the corpus (a text file
where each tweet text is on a new row) for our zika study.
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Figure 7: Tweets are stored in JSON object along with other information such as campaign id, keywords
used, tweet date, source of the tweet etc.

3.2.

Annotation

Annotation is the process of adding label to the training corpus to help algorithms learn
and work more efficiently. Machine learning algorithms need training data to learn what
people want from the text (tweet) and can leverage this knowledge to improve their
performance. For this purpose, we randomly took 1476 tweets from the corpus which was
collected with the help of Twitris. These tweets were then annotated by microbiology and
immunology experts who are aware of the linguistics about zika disease. In this study the
annotation requires two steps:
i)

Annotate the tweets as relevant or not with respect to zika.
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ii)

Annotate the tweets into four subcategories (symptom, prevention,
transmission, treatment) if they were relevant.

Interpreting language isn’t always simple, people don’t always agree on the meaning of the
text. An annotated data set needs to be reliable and consistence to train an algorithm. So,
inter-rater reliability among the ratters (annotators) was found by using the following
statistical measures.
1. Fleiss’ Kappa:
Fleiss’ Kappa is a popular statistical measure to rate the degree of agreement
between three or more ratters and best recommended for categorical data. This
measure gives kappa values (k) which usually range between 0 to 1.
Table 1: Fleiss’ Kappa value interpretation

k

Interpretation

<0

Poor agreement

0.01 – 0.20

Slight agreement

0.21 – 0.40

Fair agreement

0.41 – 0.60

Moderate agreement

0.61 – 0.80

Substantial agreement

0.81 – 1.00

Almost perfect
agreement

2. Cronbach’s alpha (coefficient alpha):
Cronbach’s alpha is another statistical measure which can used on categorical data,
also measure the inter-rater consistency on top of inter-rater reliability. This is used
to get in-depth analysis of each ratter. The alpha value ranges between 0 to 1, with
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value less than 0.6 being poor or unacceptable and value greater than 0.9 being
excellent in terms of inter-rater consistency.
Table 2: Cronbach’s Alpha value interpretation

alpha

Interpretation

< 0.5

Unacceptable

0.51 – 0.60

Poor

0.61 – 0.70

Questionable

0.71 – 0.80

Acceptable

0.81 – 0.90

Good

0.91 – 1.00

Excellent

The annotation was done by three microbiology and immunology experts and interrater reliability was calculated using the above-mentioned measures. Table 3 shows the
Fleiss’ kappa values for the three annotators. We could observe that the kappa values
range between 0.70 to 0.94 making the inter-rater reliability as substantial to almost
perfect agreement.
Table 3: Fleiss’ Kappa for each category

Kappa
Score
Stage 1:
Relevant or not

0.7064

Symptom

0.9347

Treatment

0.6219

Prevention

0.8668

Transmission

0.9178

Stage 2: Overall

0.8883
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We also performed Cronbach’s alpha to test the consistency of each annotator. The
last column in table 4 shows the Cronbach’s alpha which shows that there was a good
to excellent consistency among the annotators. Though the value can be increased by
removing annotator 1, it is not substantial increase. Finally, the adjudication was done
by choosing the label which most of the annotators labelled. This was considered as
the ‘gold standard’ (training) data set which can be used to train the learning algorithms.
Table 4: Cronbach’s Alpha for each category

Annotator 1

Annotator 2

Annotator 3

Overall

0.7920

0.8831

Stage 1
Relevant or not

0.9260

0.7984
Stage 2

3.3.

Symptom

0.9871

0.9628

0.9496

0.9778

Treatment

0.9567

0.6142

0.5556

0.8362

Prevention

0.9740

0.9207

0.8951

0.9526

Transmission

0.9814

0.9517

0.9377

0.9710

Feature Extraction

Our goal is to build a predictive model to classify zika related tweets and then classify the
tweets into four disease specific categories if they were relevant to zika. To achieve the
best possible results from a predictive model, we need to get the most out of the data which
can improve the performance of the algorithms or classifiers. We need the best possible
features to help the learning algorithms or classiﬁers to predict the outcome. A simple
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approach to extract features from the text is using a bags-of-words model where each word
is considered a feature. But this results in many features, which makes the learning
algorithm difﬁcult to process. Therefore, we made use of the following two ways to extract
features from tweets.

3.3.1. Parts of Speech (POS) features
Features were extracted from the tweets with the help of Stanford NLP POS tagger [11].
First, a feature vector with all the POS tags was created. Then the tool annotator identiﬁed
the features in the tweet and the count of each feature was recorded. For example, some of
the features generated by the POS tagger for the tweet, ’RT @nationalpost: Canada
conﬁrms its ﬁrst case of sexually transmitted Zika virus, in Ontario’, are shown in Table 5.
Table 5: POS tag features for a tweet

Tag (feature)

Count (feature
value)

Sample from the
tweet

discourse marker

2

RT, :

at-mention (@)

1

@nationalpost

proper noun

3

Canada, Zika, Ontario

verb

2

confirms, transmitted

nominal verb

1

its

adjective

1

first

common noun

2

case, virus

pre- or postposition

2

of, in

adverb

1

sexually

punctuation

1

,
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3.3.2. N-gram features
Features were extracted with the help of n-grams. N-gram [12] is a sequence of n words
from a given text which is treated as a single unit. As part of pre-processing, URLs,
hashtags, and stop words were removed from the tweets as these terms appear commonly
in tweets and will not help the classiﬁer to learn and distinguish Zika related tweets. For
the tweet ’zika makes americans rethink travel’, the features generated by n-grams are
shown in Table 6. This study was performed by taking the top 10 occurring unigrams and
bigrams as the features for our analysis. Like the features generated for POS, the count of
the n-gram, if it exists in the tweet, was recorded i.e., if a unigram like zika is a feature and
it occurs 2 times in a tweet then the count of the occurrences was recorded as (2). Higher
n-grams were not considered since the frequency of these were far less, due to the tweet
length constraint of 140 characters and due to the pre-processing step, which further
reduced the length of the tweet text.
Table 6: N-gram features for a tweet

N-gram
Unigrams
Bi-gram

Features
zika, makes, americans, rethink,
travel
zika makes, makes americans,
americans rethink, rethink travel

These features are used to represent the tweets and passed on to the classifiers which can
learn and build a predictive model to achieve our goal.
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3.4.

Feature Selection

Feature extraction steps gives us a set of variables or predictors which are to be used by
the machine learning algorithms for classification. But not all features are useful for the
classifiers. Some of these could be redundant and we need features which are highly
discriminative, improve the prediction performance and those features which are most
relevant to the problem we are working on. Feature selection is process of selecting a
subset of the features which are used in model construction. It helps us in choosing the
features which gives good accuracy, helps to identify and remove redundant and irrelevant
features that do not contribute to the classifier or may decrease the performance of the
classifier. This also makes the model simple by reducing the complexity generated by
unwanted features and makes the model more interpretable. Feature selection uses model
selection to find these set of features that are most informative to the problem.

3.4.1. Stepwise Regression
Model selection is the process of selecting a model from a set of candidate models using
criteria's such Akaike information criterion (AIC) [13]. Stepwise regression includes the
process of model selection in which feature selection is carried out by an automatic
procedure. This stepwise regression was carried out with the help of Rcmdr. This process
contains three main approaches.
1. Forward Selection:
Forward Selection chooses a subset of the variables for the final model or
classifier. Forward selection is a very attractive approach, because it's both
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simple and it gives a good sequence of models. Initially we start with a model
with no features. Then it searches through all the single variable model and
selects the best model based on the chosen criteria. Then it adds a new feature
to this current model which can improve the performance of the model. This
process is repeated until there are no features or the performance does not
improve with the addition of features.
2. Backward Elimination:
Forward selection has a drawback such as addition of a new feature may cause
one or more of the already included features non-significant. An alternate
approach which avoids this is backward selection. Under this approach, we start
with fitting a model or classifier with all the features and then the least
significant feature is dropped whose loss is statistically insignificant using the
chosen criteria. This process is continued until no further features could be
dropped without a significant loss based on the chosen criteria.
3. Bidirectional Elimination:
This is a combination of backward elimination and forward selection. At each
stage a variable may be added or removed based on the chosen criteria. It has
different variations based on the order in which the process is done. If backward
elimination was first, then forward selection was done next to see whether
previously removed feature can be added to the current model to improve its
performance. If forward selection was done first, then backward elimination
was done next to see whether previously added feature can be removed to
improve the model’s performance.
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Through this process features were selected which best fit the model, decreases complexity
and removes redundant features or irrelevant features.

3.5.

Topic Modelling

We used topic modelling to find the underlying topics in each of the four disease categories
to know more about the important issues in each of these categories. Latent Dirichlet
Allocation (LDA) is a common method of topic modelling [14]. LDA is a generative
probabilistic model for collections of discrete data such as text corpora. It is a popular
statistical model for discovering the hidden topics within the data set and helps to unravel
more information regarding the data. LDA was developed by David M. Blei, Andrew Y.
Ng and Michael I. Jordan in 2003 and since then has seen many areas of application
document classification sentiment analysis even bio informatics. The only observable
features that the model sees are the words appearing in documents, other parameters such
as topics are latent or inferred. LDA is a bag of words model so there's no syntax rules. It
assumes that the words in the same document are related and then try tries to learn a model
that would explain how such document collection could have been generated in the first
place. The user need to tell the LDA model how many topics it should make and some
extra rules on how they should be constructed. Some of those extra rules that the model
requires are called hyper parameters α and β, both parameters of Dirichlet distribution. α
controlling per document topic distribution and β responsible for per topic word
distribution. A high α value means that every document is likely to contain a mixture of
most of the topics while a low α value means that a document is more likely to be
represented by just a few of the topics. Similarly, the high β value means that each topic is
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likely to contain a mixture of most of the words while a low value means that a topic may
contain a mixture of just a few of the words. To put it bluntly high α will make documents
appear more like each other and high β will make topics appear more similar to each other.
Given my use, both parameters rather high just in case we miss something. Figure 8 gives
an interpretation of LDA model.
M denotes the number of documents,
N the number of words in a document.
α is the parameter of the Dirichlet prior on the perdocument topic distributions,
β is the parameter of the Dirichlet prior on the pertopic word distribution,
ϴm is the topic distribution for document m,
φk is the word distribution for topic k,
zmn is the topic for the n-th word in document m, and
wmn is the specific word.

Figure 8: Plate notation for LDA with Dirichlet-distributed topic-word distributions
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The output for LDA is mixtures of topics that contains words with certain probabilities.
The topic meaning is extracted by interpreting the top N probability words for a given word
i.e., LDA will not output the meaning of topics, rather it will organize words by topic to be
interpreted by the user. The goal of the model is not to label the topics in a document, but
rather to give them a unique finger print so that they can be compared to each other. Since
these words help us to get more information regarding the data, we need to remove stop
words which will not convey any meaning for our understanding of the dataset. In this case
we removed the following stop words "a", "an", "the", "is", "of", "to", "on", "for", "in",
"at", "by", "and", "it", "be", "so", "this", "that", "or", "you", "will", "we", "are", "your",
"be", "how", "what", "can", "from", "as", "zika", "virus", "about", "like", "but", "my",
"dont", "more", "all", "now", "not", "there", "if", "just". In LDA, like many full Bayesian
learning methods, we end up with a posterior distribution that is in analytically intractable
to compute. Therefore, LDA is implemented using collapsed Gibbs sampling which is a
Markov chain Monte Carlo (MCMC) algorithm that draws samples from a joint
distribution of multiple variables such as words, topics, documents, but easy to draw
samples from conditional distributions. Gibbs sampling provides a method to efficiently
approximate this joint distribution. Collapsed Gibbs sampling LDA was used since it is
easy to implement, uses little memory and is competitive in speed and performance with
existing algorithms [15]. This code is implemented with the help of R programming
language.
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3.6.

Evaluation Metrics

The following are the measure used to evaluate different models and classifiers to select
the best. Akaike information criterion (AIC) was used to select the best model among
different models for a particular classifier i.e. it helps to build a parsimonious model for a
given classifier, whereas confusion matrix, precision, recall, f-measure are used to get the
absolute quality or performance of the selected classifier which can be used to discriminate
different classifiers. Perplexity is a common measure to choose the number of topics for
LDA topic modelling which can help to observe patterns in the tweets.

3.6.1. Akaike Information Criterion
The Akaike information criterion (AIC) is a measure which compares the relative quality
of a set of statistical models for a given set of data. AIC provides a means for model
selection. It will rank each model from best to worst relative to each other. AIC offers a
relative estimate of the information lost for a given model and considers both the goodness
of fit of the model and the complexity of the model by imposing penalty for increasing
number of features. AIC measure cannot be used to test the absolute quality of the model
but it is used to select the best model among the bad. With this criterion, we find the best
model that fits our data based on the models generated in stepwise regression.

3.6.2. Confusion Matrix
Confusion matrix, also known as error matrix, is often used to summarize the performance
of classification algorithms. It can give you a better idea of what the classifier is getting
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right and what types of errors the classifier is making. We can derive the following from
the confusion matrix.
1. True Positive (TP): The number of instances correctly predicted as relevant.
2. False Positive (FP): The number of instances incorrectly predicted as relevant.
3. True Negative (TN): The number of instances correctly predicted as not
relevant.
4. False Negative (FN): The number of instances incorrectly predicted as not
relevant.

True Condition

Prediction Condition
Predictive
Positive

Predicted
Negative

Actual Positive

True Positive

False Negative

Actual Negative

False Positive

True Negative

This matrix is used to evaluate the precision, recall and f-measure to get the overall
performance of the classifier.

3.6.3. Precision
Precision is a performance measure used in machine learning to get the fraction of retrieved
instances that are returned correctly by the classifier. It is also known as positive predictive
value. It is the number of true positives (correctly retrieved instances) divided by the
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number of true positives and false positives (total instances retrieved by the classifier).
Precision is a measure of classifiers exactness and a low precision indicates many false
positives.

3.6.4. Recall
Recall is another performance measure used in machine learning to get the fraction of
correctly retrieved instances by the classifier. It is also known as sensitivity of the classifier.
It is the number of true positives (correctly retrieved instances) divided by the number of
true positives and false negatives (total instances retrieved by the classifier). Precision is a
measure of classifiers completeness and a low precision indicates many false negatives.

3.6.5. F-measure
Having high precision means the classifier is almost correct about its retrieved instances.
Whereas having high recall means the classifier is almost retrieving all the relevant
instances. High precision does not mean high recall and vice versa. So, we need to balance
between precision and recall. F-measure, also known as F1 score, is a measure of
classifier’s accuracy. It considers both precision and recall. It is the harmonic mean of
precision and recall.

𝐹1 = 2.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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3.6.6. Perplexity
When dealing with probabilistic model such as LDA, the most common way to measure is
by log-likelihood. A low perplexity indicates the probability distribution is good at
predicting the sample. We train the model (like LDA) on the training set, and then you see
how perplexed the model is on the testing set. Different number of topics were chosen for
LDA topic modelling and perplexity was computed for each and the best number was
chosen based on this measure, thereby helping us to get the number of topics for topic
modelling for the given dataset.
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4.

Results and Discussion

This section describes the data distribution and discusses about the performance of
different classifiers to select the best algorithm to classify the tweets related to zika and to
classify the tweets into four disease categories. Topic modelling results were also
performed and the results were discussed and interpreted to understand the public concerns
and observe different pattern in the tweets.

4.1.

Data Distribution

In the first stage of the categorization process, tweets were first classified as being relevant
or not relevant to Zika. Tweets that were relevant were then categorized as symptoms,
treatment, transmission, or prevention. To train the classifiers and evaluate their
performance, 1,467 tweets were manually annotated and this data set was our training or
gold standard data which was developed through the annotation process as explained in
chapter 3. Out of these 1,467 tweets, 1137 were annotated as relevant whereas 330 tweets
were annotated as not relevant. Figure 9 shows the tweets distribution among the four
categories. As we could see, there is an almost comparable distribution between the
categories except treatment. Even after making efforts to get more tweets related to zika
treatment, there are considerably low and this show that people are tweeting less about zika
treatment as compared to other categories.
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Figure 9. Number of tweets from the labelled dataset for each of the four categories of disease
characteristics.

Figure 10 provides the distribution of the relevant tweets in the four categories. As seen
from Figure 9, the distribution of the annotated gold standard dataset was similar to the
distribution of the large data corpus, except for a larger portion of tweets related to
Treatment.

Figure 10. Number of tweets in each disease categorization after classifying all tweets (1.2 million
tweets) using the best classification model MNB.
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4.2.

Supervised Machine Learning results

Once we have the training data, we need to train the classifiers based on the data.
Supervised learning is the process where classifiers learn from the data since for every
input there is a corresponding output. During this learning process, the classifier tune the
parameters or features and seeks to generate a function from the input to their respective
outputs. Since our problem deals with labels or classes we used classification algorithms.
In this study, the inputs are the features whereas the output are the annotations done by the
annotators.

4.2.1. Feature Selection
The best results are accomplished only when by crafting the input features. Feature
importance and selection can inform more about the data and the patterns within. Once the
features were created as describe in chapter 3, we need to spend time to analyze these
features to select the best and more informative features which can expose the underlying
structures within the data and which can be used by classifiers in building predictive
modelling algorithms. Not all features are useful and we need to remove those attributes
that are irrelevant to the problem. There will be some features that will be more important
than others to the model accuracy. There will also be features that will be redundant in the
context of other features.
Feature selection addresses these problems by selecting a subset that are most useful to the
problem. Stepwise regression is an example of an algorithm that automatically performs
feature selection as part of the model construction process. In this stage, the most prominent
set of features were found which can differentiate between relevant and nonrelevant tweets
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with high accuracy. Using POS, unigram, and bigram features (as described in chapter 3),
there were a total of 45 features from which two features were excluded, as none of the
tweets contained those two features.
Here are some of the features from the ﬁnal 43 features: ’at mention’, ’birth defects’, ’cdc’,
’emoticon’, ’ﬁght’, ’funding’, ’hashtag’, ’microcephaly’, ’pregnant women’, ’pronoun’,
’public health’, ’symptoms’, ’treatment’, ’URL’. Using R programming language, we
created a logistic model considering all 43 features. To estimate the relative quality of the
model containing these features in relation to simpler models which contain subsets of
these features, we have used the Akaike information criterion (AIC) measure, which gave
a value of 957.78 as shown in Table 7. Then we performed forward/backward stepwise
model selection where features were added one at a time and tests whether the criterion
will be improved by removing a previously added feature at each step. This process gave
a model with 27 features (Stepwise) with an AIC value of 934.99.
Principal Component Analysis (PCA) was done to further reduce the number of features
and to test whether the model with the reduced features gave us better results. After
performing PCA, a scree plot (Figure 11) was used to select 2 components. Since there is
a low correlation between the individual features, it is highly unlikely for the features to
have high correlation with the principal components. Therefore, a low cut off (0.2) was
used to determine which features were associated with the principal components as shown
in Table 8.
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Figure 11: Scree plot of factor eigenvalues.

Component 1 was comprised of topical features generated by n-grams such as ’birth
defects’, ’cdc’, ’microcephaly’, whereas, component 2 was comprised of lexical features
generated by POS tagger such as ’adverb’, ’pronoun’, ’verb’. These two components were
able to explain a total of 16 features based on the cut off value.
Table 7: Structure matrix of features onto Components 1 and 2.
Component

Component 2:

1: Topical

Lexical

adjective

0.01

-0.13

adverb

-0.01

-0.33

birth defects

-0.34

-0.10

causes microcephaly

-0.43

-0.11

cdc

-0.34

-0.08

fight

0.03

0.05

verb

0.11

-0.36

Feature
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The model built using just these two principal components had an AIC value of 1412.59.
Therefore, a model (All-2-PC) was built using the 2 components and the remaining features
which were not present in these components. Similarly, another model (19-Stepwise-2-PC)
was built using these 2 principal components and the remaining features present in the
Stepwise model. Finally, the Stepwise model was chosen as the best model based on the
Akaike weights(w), which are used to give the relative quality among the models within a
probabilistic framework. Based on this, we observed that principal components did not
help in improving the model.
Table 8: AIC values for different models.

Model

AIC

w

All

957.78

0.01

Stepwise

934.99

0.99

PC

1412.59

0

19-Stepwise-2-PC

1035.50

0

All-2-PC

1009.03

0

4.2.2. Relevancy Classifier
The table below gives the performance of different classifiers on 1,467 pre-processed
Twitter data to find the relevancy of the tweet towards Zika (Table 9). Along with the
logistic model generated by feature selection we also considered classifiers using the Weka
toolbox where Unigram features were extracted from the texts. For this dataset, the
classifiers perform well with AUC values ranging from 0.78 to 0.94.
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Table 9. Different classifier performances for detecting relevant tweets using Logistic, J48, MNB, Bayesian
networks (Bayes Net), SMO using SVM, as well as bagging or bootstrapping (Bagging) techniques.

FClassifier

TP

FP

Precision Recall

AUC
measure

Logistic Model
0.942

0.672

0.908

0.942

0.925

0.914

J48

0.821

0.390

0.812

0.821

0.815

0.784

MNB(bayes)

0.880

0.368

0.881

0.880

0.868

0.943

Bayes Net

0.832

0.479

0.821

0.832

0.812

0.837

SMO

0.895

0.252

0.892

0.895

0.892

0.822

Bagging

0.857

0.411

0.852

0.857

0.843

0.877

(Stepwise Model)

Based on the result from Table 9, we used the Stepwise model (Logistic Model) to classify
Zika related tweets from the dataset. The results for this model (F measure of 0.92) were
considerably better than the results generated by multiple classiﬁers through Weka, whose
F measures ranged from 0.82 to 0.89. These results show that the Stepwise model has more
distinguishing features. The Stepwise model could achieve high accuracy even with a
simple logistic model, as opposed to more complex models such as SVMs, and relatively
few features. This Stepwise model is a parsimonious model where the model could
accomplish a desired level of prediction with as few predictor variables as possible. Table
10 shows the confusion matrix, which gives the performance of the model in classifying
the data, for this logistic model. The class imbalance was affecting the classifier
performance. Although the AUC value was high (0.94), the classifier predicted a tweet was
‘relevant’ more often than ‘not relevant’ since ~80% of the tweets belong to the relevant
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category. This also affected the false positive rate which was much higher than the false
negative rate as seen in Table 10.
Table 10. Confusion Matrix using the logistic classifier

True Condition

Prediction Condition
Predictive Positive

Predicted Negative

Actual
Positive

1071

66

Actual
Negative

108

222

We see that the Stepwise model contains topical features (as shown in Table 11) such as
’microcephaly’, ’funding’, ’ﬁght’, ’treatment’, ’symptoms’, ’health’ (part of the top 12 ngrams), which were able to classify Zika related tweets and sheds light on what people
tweet the most regarding Zika. We also observed that the Stepwise model contains 15 POS
tag features, indicating that lexical components were useful in discriminating between the
relevant and non-relevant tweets. Along with the n-gram features and lexical features such
as ’hashtag’, ’at mention’, ’URL’, we observe that most of the tweets could potentially be
from a news source or retweets of this information, for example, Health Tech Forum
retweeted the following message, ’CDCgov: The best way to prevent #Zika is to prevent
mosquito bites. URL’, which is indeed tweeted by ’CDC’ through their ofﬁcial twitter
handle. These lexical features could also help researchers in analyzing public sentiment
regarding Zika.
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Table 11: Features in Stepwise Model

Topical treatment, symptoms, microcephaly, ﬁrst, ﬁght,
features health, puerto rico, cdc, new, funding, health
ofﬁcials, white house
Lexical URL, hashtag, discourse marker, coordinating
features conjunction, interjection, at mention, punctuation,
common noun, determiner, emoticon, numeral,
verb, verb particle, existential, nominal possessive

We were successfully able to not only improve the performance of the relevance classiﬁer
and able to extract meaningful and explanatory features for classiﬁcation, as compared to
the 1000 features used for classiﬁcation through Weka. This can not only allow us to better
analyze the system performance, but also improve the computation time and resources to
build a high accuracy, real-time classiﬁcation system for Zika-related tweets.

4.2.3. Categorical Classifier
Once we have created the classifier to find the relevant tweets, we then trained the
classifiers based on 1,135 relevant tweets (part of gold standard dataset) which were
annotated as relevant and categorized into four characteristics. The table below gives the
performance of different classifiers on 1,135 pre-processed twitter data to find the
categorical classification (symptoms, treatment, transmission, and prevention) of the
tweets (Table 12). Again, the classifiers performed well with AUC values ranging from
0.83 to 0.94. With this dataset, MNB outperforms other classifiers.
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Table 12. Different classifier performances for detecting the four disease categories within the relevant
tweets using J48, MNB, Bayesian networks (Bayes Net), SMO using SVM, as well as bagging or
bootstrapping (Bagging) techniques.

FClassifier

TP

FP

Precision

Recall

AUC
measure

J48

0.694

0.122

0.702

0.694

0.695

0.838

MNB(bayes)

0.784

0.084

0.787

0.784

0.785

0.940

Bayes Net

0.697

0.121

0.729

0.697

0.702

0.885

SMO

0.775

0.088

0.780

0.775

0.777

0.877

Bagging

0.727

0.112

0.741

0.727

0.730

0.901

To further understand the best classifier’s performance a confusion matrix was created.
The tables below detail the actual and predicted results using the MNB classifier (Table
13). Here, again the proportion of categories in the gold standard dataset affects the
classifier predictions. The treatment was predicted the least number of times (169 out of
1135). However, the diagonal values (True positives) were higher than the
misclassification values which accounts for the high AUC value. That said, there was also
a noticeable overlap between Transmission and Prevention (42 tweets belonging to
Prevention categorized as Transmission and 41 tweets belonging to Transmission
categorized as Prevention). The reason these overlaps may be since the words mosquito
and sex was used to describe how Zika is transmitted and how to prevent transmission.
Also, they are closely linked in that prevention cannot occur unless the mode of
transmission is known.
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Table 13. Confusion Matrix using the MNB classifier

4.3.

𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏
𝑨𝒄𝒕𝒖𝒂𝒍

Symptoms

Treatment

Transmission

Prevention

Symptoms

205

4

45

8

Treatment

11

146

6

29

Transmission

20

4

264

41

Prevention

20

15

42

275

Unsupervised Machine learning results
Once the data has been categorized into the four disease categories, namely

Symptom, Treatment, Transmission and Prevention, topic modelling was performed to
discover the topics hidden in the collection of tweets for each of the category. LDA
was used to perform topic modelling which is an unsupervised learning method that
maximizes the probability of word assignments to one of the k fixed topics. We used
the perplexity measure to detect the number of topics (k) that best represent our data as
seen in the figure 12.
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Figure 12. Perplexity results to detect the number of topics within each category

We use perplexity measure to evaluate the topic modelling results by testing out different
numbers of topic models from 2 to 20 for all the four disease categories - symptoms,
transmission, prevention, and treatment using the well- established ten-fold cross
validation technique to ensure repeatability as well as generalizability. From this we
observe that the perplexity values decrease rapidly until about 5, and then level off after 5
for all the four categories, indicating that increasing the number of topics after 5 does not
significantly improve the performance of the LDA models (the lower the perplexity value,
the better). We chose 5 topics for all the categories since we wanted to conduct an
exploratory analysis of the topics for this study. Table 14 provides the topics for the four
categories along with the sample tweets and words in each topic.
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Table 14. Symptoms, Prevention, transmission, and treatment topic modelling results.

Topic

Symptom

Words

Tweets

(#1)
Zika infect,
babies,
Effects
mosquito,
cause,
microcephaly,
symptom, pregnancy

RT @USATODAYhealth: Zika
affects babies even in later stages
of pregnancy. Microcephaly seen
in babies from moms infected in
6th month

(#2) Brain brain, link, studies,
Defects
microcephaly, baby,
disorder,
cause,
damage, infect, fetal

'Zika
Virus
May
Cause
Microcephaly by Hijacking
Human Immune MoleculeFetal
brain model provides first clues
on how Z…

(#3)
Confirmed
Defects

defect, cause, birth, Enough conspiracy theories;
confirm,
health, nature is nasty enough: U.S.
severe, link, official
health officials confirm Zika
cause of severe birth defects

(#4) Scarier scarier, than, thought, #breakingnews
Zika
Virus
Than
us, official, health, 'Scarier Than We First Thought,'
Thought
CDC, warn, learn, first Warn US Health Officials
(#5) Initial first, report, death, Colombia Reports First Cases of
Reports
case, puerto, confirm, Microcephaly Linked to Zika
rico, cause, colombia, Virus - Sun Jan 09 15:13:20 EST
defect
Prevention

(#1) Control

Mosquito,
need,
know, control, protect,
prevent, spread, repel,
spray

RT @DrFriedenCDC: A2. The
best way to prevent #Zika & other
diseases spread by mosquitoes is
to protect yourself from mosquito
bites. #Reut

(#2) Money Fund,
congress,
Need
republican, fight, gop,
Obama,
money,
research, act

#healthy Congress has not yet
acted on Obama's $2 billion in
emergency funding for Zika,
submitted in February

(#3)
Prevention

Health, test, plan, RT @bmj_latest: Couples at risk
prevent, CDC, travel, from exposure to Zika virus
pregnancy,
blood, should
consider
delaying
guidance
pregnancy, says @CDCgov
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(#4) Bill

Bill, fund, house, https://t.co/Ke12LOdypf Senate
senate, fight, combat, Approves $1.1 Billion In Funding
billion, white, senate
To Fight The Zika Virus
#NYCnowApp

(#5)
Research

Mosquito, scientist,
genetic,
structure,
bacteria, fight, help,
research

Florida is among those at greatest
risk for Zika. @FLGovScott’s
sweeping abortion bill blocks
scientists’ access to conduct
research

Transmission (#1) Vectors Mosquitoes, spread, This map shows the Northeast is
(mosquitoes) brazil, risk, outbreak, at risk for Zika mosquitos this
summer
summer

Treatment

(#2) Sexual

First, sexual, transmit, @user1
First
Sexually
microcephaly, travel
Transmitted Case Of Zika Virus
In U.S. Confirmed

(#3) Infants

Pregnant,
women, CDC reports 157 cases of U.S.
infect, cdc, test, health pregnant women infected with
Zika virus.

(#4) Spread

Spread, brazil, WHO, Zika strain from Americas
Europe,
America, outbreak spreads in Africa for
outbreak, mosquito, first time: WHO (Update)
warn, world

(#5) Sports

Olympics,
Puerto MLB moves games from Puerto
Rico, Rio, concern, Rico
due
to
Zika
game, move, baseball, concerns....uh..what about the
cancel, swim
Olympics?? Can't be good.

(#1) Lack of Vaccine, no, prevent, RT @DrFriedenCDC: Much is
Treatment
hope, cure, develop, still unknown about #Zika and
treatment
there is no current medicine for
treatment or vaccine to prevent
the virus.
(#2)
Test

Zika Test, research, paper, Rapid Zika Test Is Introduced by
diagnosis,
develop, Researchers The test, done with a
cheap, cost, low
piece of paper that changes color
if the virus …

(#3) Vaccine Vaccine,
Development structure,

scientist, Researchers discover structure of
treatment, Zika virus, a key discovery in
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clone,
research
(#4)
Test

protein, development
of
antiviral
treatments and vaccines

Blood Test,
blood,
fda, Experimental blood test for Zika
screen,
experiment, screening approved
approve, commercial

(#5)
Test Urine, mouse, model, New mouse model leads way for
Development coast, epidemiology, #Zika drug, vaccine tests
test, new

Once 5 topics were fixed, word clouds as known as text cloud or tag cloud were generated
for each topic to get the visual representation of text data within the topic. The format of
the word or tag is depended on the relative prominence which was based on the probability
distribution of these words with each topic. Below are the tables (15 to 18) containing the
word cloud for each category
Table 15. Word cloud for each of the 5 topics for disease category Symptom

46

Table 16. Word cloud for each of the 5 topics for disease category Treatment
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Table 17. Word cloud for each of the 5 topics for disease category Prevention
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Table 18. Word cloud for each of the 5 topics for disease category Transmission
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However, the word clouds cannot describe the themes and are not interactive to understand
the topics. For example, Treatment (Table 15) word clouds are not sufficient to show the
different themes within the topic modelling results. It is not easy to interpret the output of
topic modelling since it is a very big probability mass function over all the possible words
in the model for each individual topic.
Therefore, an interactive visualization tool called LDAvis was used for topic modelling to
explore topic modelling and discover or interpret the meaning of the different topics.
Trying to make discoveries using graphs such as word cloud is tedious and impractical
task, therefore LDAvis is gaining popularity and refining the understanding of topic
modelling. Figure 13 shows the LDAvis topic modelling visualization for category
Symptom. This gives topic clusters and the top 15 frequently occurring words for this
category (text corpus). The distance between the topics (clusters) is the approximation of
semantic relationship between topic distribution.
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Figure 13. Topic modelling visualization for category Symptom using LDAvis

LDAvis is very interactive to explore the topics and find the most salient words with in the
topic. As shown in figure 14, we could select a topic and observe the words within this
topic. It lists out the top 15 most occurring words in topic 2 with overall frequency of the
words. The red colour describes the frequency of the word within this topic whereas the
light blue colour describes the overall frequency of that word in the given text corpus
(tweets related to symptom). For example, for the term brain in topic #2, red colour indicates
the frequency of the term in topic #2, whereas the red and blue together indicates the overall
frequency of the term brain in the text corpus (tweets related to symptom).
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Figure 14. Top 15 frequently occurring words for Topic #2 related to Symptom category

Sometimes listing top words in terms of frequency given the topic can often lead to
confusion or difficulty in distinguishing the meaning between different topics. In such
cases, we can re-rank the words with this visualization tool and introduce new words that
are more specific to the topic of interest. We can do this by reducing the value of λ
(relevance metric) to put more weight on the ratio of red to light blue, i.e., the ratio of
frequency of the word within this topic to the overall frequency of the word with the tweets
related to symptom. Figure 15 shows an instance which gives the top 15 words by adjusting
the λ value to 0.4 to spit out the words which are more specific to the topic. We could
observe words such as fetal, cell, gullian, adult which shows that the topic describes more
about scientific terminology.
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Figure 15. Words which are more specific to topic #2 adjusted based on the relevance metric λ

In the topic model results for symptoms shown in figure 13, topic #3 (confirmation of
defects) and topic #5 (initial reports) overlap significantly whereas topics #1 (zika effects),
#2 (brain defects) and #4 (zika scarier than thought) were well separated (Figure 13 &
Table 14). Topic #3 talks more about the zika defects while topic #5 focusses on zika
reports, but both these topics overlap because both contains initial reports about zika and
health officials talking about the defects. This also shows that topic #3 and topic #5 are
semantically closer compared to other three topics.
In the topic model results for treatment shown in figure 16, topic #1 (lack of treatment),
topic #3 (vaccine development) and topic #5 (test development) are semantically closer
because these topics talk about vaccine for zika, its cure and the concerns regarding the
development of zika vaccine. Whereas, topic #2 (zika test) talks more about the zika test,
research done on these tests and the cost related talk on these tests and topic #4 (blood test)
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focusses on zika tests as well but more towards the FDA approvals, screening tests,
experiments required and how to use the test.

Figure 16. Topic modelling visualization for category Treatment using LDAvis

In the topic model results for transmission shown in figure 17, topic #1 (Vectors,
mosquitoes), topic #4 (spread) are semantically closer and overall each other because both
the topics talk about the spread but topic #1 focusses more on the spread of mosquito
whereas topic #4 focusses on the spread of the strain around the world in general. We could
also observe that topic #2 (sexual) talks about the transmission of zika through sexually
and the reports in different countries about its transmission through sexual contact. Topic
#3 (infants) is semantically closer to topic #2 since it also talks about transmission but this
is about the infant or fetes from the mother. Topic #3 discusses on pregnant women,
guidelines to follow and monitoring the situation relating to infants and pregnant women.
Topic #5 (sports) is semantically far from other topics and this topic is concerned about the
transmission of the zika disease by to travelling to places where there is an outbreak of the
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disease. Athletes are concerned about getting infecting while competing in competitions
such as Olympics at Rio.

Figure 17. Topic modelling visualization for category Transmission using LDAvis

In the topic model results for prevention shown in figure 18, topic #1 (control), topic #3
(prevention) semantically overall each other because both the topics talk about the
prevention but topic #1 focusses on the preventing public from getting bitten by mosquito
whereas topic #3 focusses on prevention in general, guidelines to be followed by public
and especially pregnant women while travelling to prevent from getting zika. We could
also observe that topic #2 (money need) talks about money needed to prevent the disease,
the amount of funding needed from the government. While Topic #4 (bill) which is
semantically closer to topic #2 also talks about funding but this is about the approval of the
funding by the different government bodies. Topic #5 (sports) is semantically far from
other topics talks about the research required to prevent the disease.
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Figure 18. Topic modelling visualization for category Prevention using LDAvis

Categorizing these disease categories into the different topics using topic modelling
allowed us to get deeper into the themes within each category that can allow a more targeted
with interaction health organizations to provide interventions for misinformation spread.
Topic modelling results generate insightful results that allow researchers to understand the
citizen’s concerns and reflects the pattern in the tweets. The discovered topics can be easily
interpreted by using some domain specific knowledge.

57

5.

Conclusion

Understanding public opinion is vital in any domain, especially in health care where it can
give more insights about the disease. Analyzing social media allows us to spread the
necessary information and curb any false news regarding a disease. This study utilized
Twitter to gain knowledge on public opinion on Zika virus. We classified the zika related
tweets and further categorized them into four disease characteristics at high accuracy with
the help of machine learning and statistical analysis. Topic modeling was then performed
to get the top five themes in each disease category using LDA. We also visualized the
themes by means of an interactive visualization tool called as LDAvis. This allows the
health agencies like CDC, WHO and others to understand the themes within each category
and to have more target interaction with the public and provide necessary interventions.
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