Abstract-It is challenging to find a small set of data points, so-called exemplars or landmarks, that are nicely representative of itself and other data points. Affinity propagation (AP) is an effective algorithm that identifies exemplars among data points by recursively sending realvalued messages between pairs of data points. AP calculates the message using the similarity among data points. Hence, the construction of similarity graph lies in the heart of the AP algorithm. A common choice for similarity is negative Euclidean distance. However, most data points, especial high-dimensional data, lies into the non-Euclidean space such that Euclidean distance cannot capture the real structure of data. Moreover, Euclidean distance is sensitive to noise and outliers such that the performance of the algorithm will be degraded when data are grossly corrupted. In this paper, we propose an algorithm, named as Sparse Affinity Propagation (SAP), which adopts sparse representation coefficient to depict the relationship among data points. For a given data set, SAP calculates the sparse representation for each data point by solving a convex problem; and then, builds a similarity graph using the representation coefficient; after that, obtains the exemplars by performing AP over the sparse similarity graph. To verify the efficacy of our algorithm, we carried out numerous experiments in the context of data summarization. Empirical studies show that SAP is superior to AP and other baseline algorithms for image analysis in accuracy and robustness.
I. INTRODUCTION
A UTOMATIC data summarization, which attempts to choose a set of representative data points (so-called exemplars, landmarks, or representatives) to depict the whole data set, is useful in massive data analysis such as keywords extraction, video/document summarization, information retrieval. Moreover, Finding Exemplars could obviously dramatically reduce the computational cost for classification. For example, one could classify the testing sample by comparing with k exemplars but with all n training samples, where k ≪ n. Therefore, it has motivated a lot of works in the area of machine learning and pattern recognition.
To select representative points from the data set, several works have been proposed based on different assumptions. k-medoids [1] , which is a variant of k-means clustering algorithm, assumes that the data distributed around the clustering centers (i.e., exemplars). It iteratively finds the centers from the data set by minimizing the distance between points labeled to be in a cluster and a point designated as the center of that cluster. When similarity/dissimilarity between pairs of data points are given, the performance of k-medoids largely depends on the initialization. The Rank Revealing QR (RRQR) [2] , [3] assumes that the data have low-rank structure and selects a well-conditioned sub-matrix that spans the range of the data matrix. Moreover, some works [4] - [9] assume that the data can be represented as a linear combination of the exemplars, and then finding exemplars are formulated as a sparse recovery problem.
Moreover, Affinity Propagation (AP) algorithm [10] , [11] identifies the exemplars among data points by simultaneously considering all data point as potential exemplars and exchanging messages between data points until a set of exemplars are founded. The algorithm takes a collection of real-valued similarities between pairs of data points as input to calculate r(i, k) and a(k, i), where r(i, k) (so-called responsibility) denotes how well the kth data point is suited to be the exemplar for data point i. Moreover, AP assigns a real number a(k, k) (socalled availability, the accumulated evidence of a(k, i)) for each data point k so that the data point with larger value of a(k, k) is more likely to be chosen as exemplar. In general, AP takes the negative Euclidean distance as similarity metric, i.e., for points x i and x j , s(i, j) = −∥x i −x j ∥ 2 . By iteratively maximizing responsibility and minimizing availability for each data point, AP finds a collection of exemplars and groups the data points around these exemplars. One of main attraction of AP is that it doesn't requires to pre-specify the number of exemplars, which is very useful in real applications.
AP is derived as an application of the max-sum algorithm in a factor graph, i.e., it seeks for the minima of an energy function on the basis of message passing between pairs of data points. The performance of AP strongly depends on the similarity metric. A common choice for the similarity is negative Euclidean distance. With the distance metric, AP has achieved impressive results in attribute reduction [12] , document analysis [13] , gene detection [14] , [15] , and recommendation system [16] . In some applications, however, the data (e.g., facial images) doesn't lie into the Euclidean space such that Euclidean distance could not capture the real relationship among data points. Furthermore, Euclidean distance has some demerits as the other pairwise metrics. Specifically, the similarity based on pairwise distance is independent from the other points. Thus, the metric could not reflect the data distribution, which results in indistinctive neighborhood structure for each datum. On the other hand, the similarity based on pairwise distance is very sensitive to data noise such that it might be failed when data contains noises or outliers. Indeed, the data noises are inevitable especially for multimedia data. To address the problems, several works have been proposed [17] , [18] .
In this paper, we present an algorithm, named as Sparse Affinity Propagation (SAP), which takes sparse representation coefficient as similarity for the AP algorithm. For a given data set, SAP calculates the sparse representation for each datum by solving a convex optimization problem; and then, constructs a similarity graph using the representation; after that, performs the AP algorithm over the graph to obtain the exemplars.
SAP owns the merits of sparse representation and the AP algorithm. Sparse representation aims to find the minimal entries to represent each datum, which doesn't consider the global structure of data set. Hence, the optimization program of sparse representation might not produce a compact collection of data points. By performing AP over the similarity graph based on sparse representation, SAP actually eliminates the redundancy of sparse representation caused by transmissibility of linear encoding. On the other hand, SAP defines the the responsibility and availability using the sparse representation, which makes SAP is more robust than AP since the similarity between any two data points depends on not only themselves but also the other points. Moreover, SAP doesn't require specifying the size of neighborhood for each datum, and it discovers the neighbors for each point by utilizing the intrinsic sparsity. Thus, SAP has datumadaptive neighborhood.
The rest of the paper is organized as follows: Section II presents k-medoids algorithm and affinity propagation algorithm (AP); Section III presents our Sparse Affinity Propagation (SAP). Section IV carries out some experiments to examine the effectiveness of the algorithm by classifying testing samples using the exemplars. Finally, Section V summaries this work.
II. PRELIMINARIES
For a given data set X = {x 1 , x 2 , · · · , x n } with m dimensionality, AP automatically finds the exemplars from X by considering all data points as possible exemplars and exchanging real-valued message between them until the algorithm converges (as shown in Fig. 1 ). The messages are calculated using the negative Euclidean distance among data points and are updated on the basis of a simple rule that reflects sum-product or max-product update rules. At any time, the magnitude in each message reflects the possibility that the corresponding point has been chosen as an exemplar.
Algorithm 1 shows how does AP identify exemplars from a given data set. At the beginning, AP sets the value of r(i, k) and a(k, i) as 0, and considers all data points as 
Algorithm 1 Affinity Propagation (AP) ( [11]).
Input: A set of data points {x i } n i=1 ∈ R m×n , and the similarity between pairs of data points s(i, k).
3: Availability updates:
, where c * i = i indicates the ith data point is chosen as an exemplar. candidate exemplars. Message r(i, k) is sent from point i to candidate exemplar k, which denotes how well point k is selected as exemplar for i. Moreover, a(i, k) is sent from exemplar k to data point i, which indicates the possibility for point i would choose k as its exemplar. Every data point will be cluster member and candidate exemplar, simultaneously. The role of point only depends on which kind of message is sent. The update of responsibility leads to the competition in all candidate exemplars for the ownership of a data point, and the update of availability shows whether the corresponding exemplar would be a good exemplar. In other words, a(k, k) = P (c k = k) denotes the probability for point k would be chosen as an exemplar, and r(i, k) = P (x i |x k ) denotes the probability for point i belonging to the cluster k.
The performance of the AP algorithm is sensitive to the initialization, i.e., the similarity graph lies in the heart of the algorithm. In general, AP obtains a similarity graph using the negative Euclidean distance between any two data points, i.e., s(i, j) = −∥x i − x j ∥ 2 . However, the distance metric would degrade the performance of AP in high-dimensional data analysis since the data locate in the non-Euclidean space. Thus, it is necessary to find a more suitable measurement for the AP algorithm.
III. SPARSE AFFINITY PROPAGATION
Sparse representation assumes that each data point x ∈ R m can be encoded as a linear combination of other points. In mathematically, x = Dc, where D is a dictionary whose columns consist of some data points, and c is the representation of x over D. If most entries of c are zeros, then c is called a sparse representation. Generally, it can be achieved by solving
where ∥ · ∥ 0 denotes ℓ 0 -norm by counting the number of nonzero entries in a vector. However, ℓ 0 -minimization problem is difficult to solve, for it is a NP-hard problem. Benefiting from the emergence of compressive sensing theory [19] , [20] , the above non-convex problems can be solved by minimizing a convex surrogate when c is highly sparse, i.e.,
where ℓ 1 -norm ∥·∥ 1 sums the absolute value of all entries in a vector. (2) is convex and can be solved by a large amount of convex optimization methods such as basis pursuit [21] , least angle regression [22] , and augmented lagrange multiplier method [23] . In [24] , Yang et al. give a comprehensive survey for some popular optimizers.
In many practical problems, however, the constraint x = Dc cannot hold exactly owing to the possible noises in x and the limited representational capability of D. So, we relax the constraint to ∥x − Dc∥ 2 ≤ ε, where ε > 0 is the error tolerance. Then, (2) is rewritten as:
For a given data set, we aims to find a small portion of data set (i.e., exemplars) that can represent the whole data set. Thus, we use all data points except x i as dictionary for x i , i.e.,
where c i is the sparse representation of the data point
The ℓ 1 optimization program could choose the most representative data points to reconstruct each data point x i . However, the sparsity caused by ℓ 1 -minimization is one-dimensional, i.e., the ℓ 1 -norm is enforced over a vector such that it only guarantees to choose the minimal data points to represent each point but the whole data set. Thus, the results of (4) cannot be directly used for finding exemplars. Fig. 2 gives a toy example to show the situation. We perform (4) over a subset of AR database [25] , where Fig. 2(a) shows some sample images. From Fig. 2(b) , we could see that the affinity matrix corresponding to the collection of c i is a blockdiagonal matrix. For each data point x, only a small number of data points are used to represent x, but all Algorithm 2 Sparse Affinity Propagation (SAP). Input: A set of data points {x i } n i=1 ∈ R m×n , and error tolerance ε. 1: Calculate the sparse representation for each data point by solving
2: Build an affinity matrix via
where c(i, j) is the jth entry in c i .
5: Availability updates:
6: Making assignments:
, where c * i = i indicates the ith data point is chosen as an exemplar. data points are used to represent the whole data set (see Fig. 2(c) ). This corroborates the above claims.
To find the minimal data points to represent the whole data set, we propose Sparse Affinity Propagation (SAP) by performing AP over the collection of the sparse representation. From the view of sparse coding, SAP adopts AP to eliminate the redundancy of sparse representation caused by transmissibility of linear encoding. In other words, SAP provides 2-dimensional sparsity by introducing the competition in all data points for the ownership of a data point. From the view of the AP algorithm, SAP takes the sparse representation as input to calculate the belief messages such that the algorithm is more competitive in high-dimensional data analysis. Algorithm 2 summarizes our algorithm, where Steps 3 -6 is to perform AP over the sparse similarity graph.
IV. EXPERIMENTAL VERIFICATION AND ANALYSIS
In this section, we report the performance of SAP in the context of image classfication from accuracy, robustness, and computational cost. All experiments are carried out over a E5200 2.5Ghz CPU and 2GB memory in MAT-LAB.
A. Experimental configurations
We compared SAP with three popular methods, i.e., AP [11] , kmedoids [1] , and random sampling. SAP and AP automatically identify the exemplars without a fixed parameter, while kmedoids and random sampling need to specify the number of desired exemplars. For each data set, we perform SAP, AP, kmedoids and random sampling over training data to find exemplars, and then use the exemplars as training data to classify new data. Four stateof-the-art classifiers are used, i.e., SVM with linear kernel [26] , 1NN classifier [27] , Sparse Representation based Classifier (SRC) [28] , and Linear Regression Classifier (LRC) [29] . In our experiments, SAP and SRC adopt Homotopy optimizer [30] to solve the ℓ 1 -minimization problem (4). Similar to [31] , in all experiments, we tuned the parameters of all methods to get their best results. We examined the performance of the algorithms using two facial image databases and one handwritten digital database, i.e., Extended Yale Database B (YaleB) [32] , AR [25] , and USPS [27] . The YaleB data set contains 2414 frontal-face images with size 192 × 168 over 38 subjects. The AR data set includes over 4000 face images of 126 people where each subject has 26 images consisting of 14 clean images, 6 images with sunglasses and 6 images with scarves. As did in [33] , a subset that contains 1400 clean faces randomly selected from 50 male subjects and 50 female subjects, is used in our experiment. USPS is a widely-used digital data set, which consists of 11000 handwritten digital images with 256 dimensionality over 10 classes. For all the databases, we randomly split the data into two parts of equal size, one for training, and the other for testing. Moreover, we cropped and normalized YaleB images from 192 × 168 to 54 × 48 and AR images from 165 × 120 to 55 × 40. For computational efficiency, we perform Principal Component Analysis (PCA) [34] , [35] to reduce the dimensionality of the data.
B. Model Selection
It is challenging to determine the value of parameters in pattern recognition and computer vision. In this subsection, we report the performance of SAP with the different value for the required parameters. SAP only needs to pre-specify the parameters for solving ℓ 1 -minimization problem (4). In our experiments, Homotopy optimizer, which is adopted to achieve the sparse representation, requires pre-determining two parameters, i.e., sparsity parameter λ and error tolerance parameter δ.
We carried out experiments using a subset of AR database which consists of 1400 clean images over 100 individuals. Fig. 3 shows the classification results of SAP with 1NN classifier, SVM, SRC, and LRC. From the results, we could see that SRC and LRC perform more stable than 1NN and SVM. Moreover, the classification accuracies of the 1NN classifier and SVM decrease as the parameters increase. For all the used classifiers, SRC and LRC obtain similar recognition rate, which are superior to SVM and 1NN by considerable performance margins.
C. Classification on Clean Images
In this subsection, we investigate the performance of SAP with varying subject number using clean AR images. Moreover, we carry out the experiments using AR database with 100 subjects, YaleB with 38 subjects, and USPS with 10 subjects. In the experiments, SAP and AP automatically determinate the number of exemplars, while kmedoids and random sampling set the number of exemplar as triple of the number of subject. Fig. 4 shows the classification results of four different classifiers with SAP, AP, kmedoids, and random sampling. From the results, we make the following observations:
• SAP generally outperforms the other models under the same experimental configuration. For example, the accuracy of SAP is at least 15.71% higher than AP, 1.21% higher than kmedoids, and 21.43% higher than random sampling, when SVM is adopted.
• SAP is more robust than AP which adopts negative Euclidean distance to measure the similarity among data points. Moreover, AP generally achieves the worst performance in the tests. This verifies the claim that SAP is more competitive than AP in highdimensional data analysis.
• SRC and LRC perform very similar and are superior to 1NN and SVM. Moreover, SVM is more competitive than 1NN.
• With the increase in the number of subject (k), the recognition rate of AP has fallen by half. Especially, AP is failed to find a good set of exemplars when k > 40. Table I -III report the results of SAP with four different classifiers using AR, YaleB, and USPS data set, from which we make the following observations:
• The SAP algorithm outperforms the other methods in the tests, whereas AP achieves the worst results. For example, SAP is at least 30.57%, 48.09%, 54.96%
higher than AP using AR, YaleB, and USPS, respectively.
• For facial database (AR and YaleB), SAP identifies less exemplars to represent the whole data set, comparing with kmedoids and random sampling. For example, SAP finds about 280 and 350 exemplars for the AR and the YaleB, and the corresponding numbers for kmedoids or random sampling are 300 and 380.
• SAP demonstrates an elegant balance between running time and classification quality. Although SAP requires more time to find the representative data points, it achieves an obvious improvement in recognition rates. For example, SAP is at least 8.28% higher than the second best method using USPS.
D. Classification on Corrupted Images
It is inevitable in real applications that the data are contaminated by various corruptions. In this subsection, we investigate the robustness of SAP to two kinds of corruption using the AR data set. For each subject, we randomly choose half of the images (7 samples per subject) and corrupt them using white Gaussian noise or random pixel corruption as [31] did. Then, we divide the 14 images into two groups of equal size, one for training and the other for testing. Thus, both the training data and the testing data may be contaminated by noise. Fig. 5 shows some samples with different levels of corruption. • The tested models perform worse as increasing corruption ratio. Moreover, random pixel corruption is more challenging than white Gaussian noise, where the former is a kind of non-additive noise and the latter is additive.
E. Recognition with Real Occlusions
To investigate the robustness of the algorithms to real occlusions, we carry out the experiments using two subsets of the AR database. The first subset consists of 600 clean images and 600 faces with sunglasses over 100 individuals, and the second subset consists of 600 clean images and 600 faces with scarves. Fig. 6 shows some sample images. Table VIII through Table IX are the recognition rates and time costs of the tested methods with four classifiers. Clearly, SAP again outperforms the other approaches in the experiments. When the faces are occluded by sunglasses or scarves, the accuracy of SAP with LRC is 11.17% and 12.50% at least higher than the second best method (kmedoids with LRC). For the used classifiers, LRC is superior to 1NN, SVM, and SRC. Moreover, the methods achieves similar recognition rate even though the occlusion ratio is largely different in two disguises.
V. CONCLUSIONS
In this paper, we proposed using sparse representation to construct a similarity graph for the AP algorithm, The proposed algorithm, which is named as Sparse Affinity Propagation (SAP), eliminates the redundancy of sparse representation caused by transmissibility of linear encoding such that a small set of data points could be identified to reconstruct the whole data set. In other words, SAP achieves the two-dimensional sparsity by introducing the competition in all data points for the ownership of a data point. From the other hand, SAP takes the sparse representation as input to calculate the belief messages such that the algorithm is more competitive in highdimensional data analysis. Extensive experimental studies shows SAP outperforms AP, kmedoids, and random sampling in the context of image classification.
Each approach has its own advantages and disadvantages. The improvement in accuracy of SAP is at cost of computation time. SAP requires to solve a ℓ 1 -minimization problem whose time complexity is proportion to the cube of data size, i.e., O(n 3 ) versus O(n 2 ) of the standard AP algorithm. Therefore, it is interesting to explore the way to reduce the time cost.
