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Abstract-A simple direct. proof is given of a result. due to L. Shepp that a certain function of 
two independent normal random variables with zero means and possibly unequal variances is itself 
normal. 
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RESULT AND PROOF 
This note is concerned with the following theorem. 
THEOREM 1. If X and Y are independent normal random variables (W’S) with zero means and 
variances af and (~22, then Z = XY/dm is normal with zero mean and variance r2, where 
l/T = l/a1 + l/02. 
This interesting result was first proved by Shepp [l] using the fact that 1/X2 and l/Y2 have 
one-sided stable distributions of index l/2 (see also [2, p. 641). A direct, but complicated proof 
was subsequently given by Cohen [3]. In this note, we show how the result can be derived simply, 
using a standard change-of-variable formula (see, for instance, [4, p. lo]). 
PROOF OF THEOREM. Without loss of generality, we can assume 0: = 1, and we set ui = 02. Let 
U = (X2Y2)/(X2 + Y2) and V = (X2 + Y2)/(Y2), so that X2 = UV and Y2 = (UV)/(V - 1). 
The absolute value of the Jacobian of the transformation is 
a (x2, Y") I I 
2 
VJ, V) 
=*y 
u > 0, v > 1. 
Since X2 and Y2/02 are independent x2 rv’s each with one degree of freedom, the joint density 
of X2 and Y2 is 
f(+t) = s 
-l/2e-9/2 t-1/2e-tl(20a) 
6 . 
ofi ’ 
and using the change-of-variable formula, the joint density of U and V is 
s(u,v> = 
V 
27ra(v - 1)3/Z exp ( -uv (u2v - u2 + 1) 2a2(v - 1) ) ’ u > 0, v > 1. 
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Integrating with respect to t = v - 1 gives the marginal density of U as 
h(u) = +& Srn $ exp 
0 ( 
-U(l + t) (a% + 1) 
2cl2t 
) 
dt 
e-(+)(l+l/o)2 ca 
= 
ITCT 
1 (l+$)exp(q(s-&)2)ds 
on setting s2 = t. Now writing z = l/(gs), we get 
h(u) = 
(1) 
(2) 
Taking the average of (1) and (2) and putting w = &(z - l/az) gives 
h(u) = e- (Gw+l/~)a l+a 
s 2ln7 0 
M (1 + 1/ (4) exp(y(z-A)2)dr 
=e 
-(U/2)(1+1/L7)2 l+a 
s 
O” e-wz/2F 
2lru -_oo u 
u-We-ulL3 
= pW-71/2> ’ 
where p = 2/(1+ u-I)~. Thus, U = Z2 is a gamma variable with parameters l/2 and /3, so that 
(1 + ~/u)~U is a x2 rv with one degree of freedom. Since the density of 2 is clearly symmetric 
about 0, it follows that (1 + l/u)2 is a standard normal rv, so that 2 is N(0, (u/(1 + u))~). 
REMARK. The extension of the theorem to an n-fold product can be nicely stated as follows. 
If Xl,..., X, are independent normal rv’s with zero means and variances al,. . . , ai, then 
(X1.. .Xn)/ (,,/m) is N(0, (uq.. .u~)/(~u~~u~~. .cs~,,__~)~), where both sums 
are over all integers 1 5 il < e** < i,-1 _< 12. 
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