In this paper, we investigate n-exponential convexity and log-convexity using the positive functional defined as the difference of the left-hand side and right-hand side of the inequality from (Pečarić and Janić in Facta Univ., Ser. Math. Inform. 3:39-42, 1988). We also give mean value theorems of Lagrange and Cauchy types. Finally, we construct means with Stolarsky property.
Introduction and preliminaries
A real-valued function f on a convex set I is called convex if epigraph of f is a convex set. Another definition of a convex function is that a function f is convex if f μx + ( -μ)y ≤ μf (x) + ( -μ)f (y) for all x, y ∈ I and μ ∈ [, ].
Geometrically, if we have three points P, Q, and R on the graph of convex function such that Q lies between P and R, then slope PQ ≤ slope PR ≤ slope QR.
A generalization of this inequality is well-known Jensen's inequality (see, e.g., [] ). The king of inequalities, the Jensen inequality, states that if a function f : I → R is convex, then for all x  , x  , . . . , x n ∈ I and nonnegative real μ  , μ  , . . . , μ n such that The following theorem is a consequence of the Jensen inequality proved by Pečarić and Janić [] .
Theorem . Let f : [, ∞) → R be a nondecreasing convex function, and let (V , · ) be a normed space. Then for all x i ∈ V and p
In , the notion of exponential convexity was introduced by Bernstein In the next section, we discuss the n-exponential convexity of the functional defined as the difference of the left-hand and right-hand sides of inequality (). We deduce results about exponential convexity and log-convexity. In Section  we give mean value theorems of Lagrange and Cauchy types. Finally, we construct means with Stolarsky property.
Exponential convexity
Let us recall some definitions and notions about n-exponentially convex functions (see [] ). A real-valued function h : I → R is n-exponentially convex on I if it is n-exponentially convex in the Jensen sense and continuous on I.
Remark .
(i) From the definition it is obvious that the set of all n-exponentially convex functions on I is a convex cone. (ii) It is less obvious that a product of any two n-exponentially convex functions on I is again of the same type (see [] ). (iii) n-exponentially convex functions are invariant under admissible shifts and translations of the argument, that is, if x → f (x) is n-exponentially convex, then x → f (x -c) and x → f (x/λ) are also n-exponentially convex functions.
Definition  A real-valued function h : I → R is exponentially convex in the Jensen sense if it is n-exponentially convex in the Jensen sense for all n ∈ N.
A real-valued function h : I → R is exponentially convex if it is exponentially convex in the Jensen sense and continuous.
Remark . Note that a positive real-valued function h : I → R is log-convex in the Jensen sense if and only if it is -exponentially convex in the Jensen sense, that is,
If h is -exponentially convex, then it is log-convex. The converse is true if h also is continuous. n-exponentially convex functions are not exponentially convex in general. For example, see [] .
We will use the following basic inequality of log-convex functions.
Let us give a few basic examples of exponentially convex functions; for details, see [] .
Proof (i) follows from parts (ii) and (iii) of Example . and Remark ..
(ii) follows by similar arguments as in part (i) noting that x p = e p ln x .
The next simple lemma will be useful in our applications.
Lemma . Let f : [, ∞) → R be a convex function with f () = . Then f is an increasing convex function.
Proof If f is a convex function, then f is nondecreasing. Since f () = , we have f (x) ≥ , that is, f is an increasing convex function.
We opt an elegant method (see [] ) of constructing n-exponentially convex functions and exponentially convex functions.
Consider the following functional acting on nondecreasing convex functions:
From Theorem . it follows that (f ) ≥ . respectively. 
is a positive semidefinite matrix.
(iii) and (iv) are simple consequences of (i), (ii), and Lemma ..
The following application in the probability is a consequence of the above theorem and gives an interesting connection between moments of discrete random variables.
Corollary . Let (V , · ) be a normed space, and let X be a discrete random variable defined by P(X
Theorem . also sets the following model.
Theorem . Let I ⊂ R be an open interval, and = {η t |t ∈ I} be a family of continuous functions defined on J
is n-exponentially convex I for any x ∈ J. Consider the functional f → (f ) given in (). Then t → (η t ) is an n-exponentially convex function on I.
Remark . Other features of Theorem . can be easily added in the previous theorem.
Mean value theorems
The following lemma will be very useful.
are convex and nondecreasing.
Proof The functions f  , f  satisfy the conditions of Lemma ., and the result follows. 
Now by () the Bolzano intermediate theorem ensures that ξ ∈ [, a].
, where
and
It is obvious (k) = . Further, since k () = , from Theorem . it follows that there exists
The left-hand side of this equation equals zero, whereas the term on the right-hand side is nonzero, so that k (ξ ) = .
Remark . If the inverse of f /g exists, then various kinds of means can be defined by (). That is,
Particularly, if we substitute f (x) = φ p (x) and g(x) = φ q (x) into () (the functions φ p are defined in Lemma .), then we obtain the following expressions: 
Concluding remarks
There are several levels of construction in this paper. Starting from Theorem . we constructed families of desired convexity (Lemma .). Over ranging parameters, we have exponential convexity, and new exponentially convex functions are produced. Particularly, the constructed mean value theorems enabled us to define means that substantially contain the constructed exponentially convex functions.
