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Resumo
Motivada pelas aplicac¸o˜es em Informa´tica, nomeadamente na teoria dos au-
to´matos e linguagens racionais, a teoria dos semigrupos finitos tem obtido,
desde os anos 70, cada vez mais atenc¸a˜o por parte dos investigadores. O seu
tema central de estudo sa˜o as pseudovariedades, classes de semigrupos finitos
fechadas para subsemigrupos, produtos directos finitos e imagens homomorfas.
Neste trabalho de s´ıntese apresentamos um pequeno estudo do operador
supremo, um dos operadores mais u´teis no reticulado das pseudovariedades
de semigrupos. O supremo V ∨W de duas pseudovariedades V e W e´ a
menor pseudovariedade que conte´m ambas as pseudovariedades V e W. Na˜o
se pretende com este trabalho calcular exaustivamente todos os supremos ja´
conhecidos, mas antes apresentar algumas das estrate´gias de ca´lculo de supre-
mos mais utilizadas.
Este trabalho termina com uma tabela onde se sintetizam alguns dos resul-




Motivated by several algorithmic problems related with computer sciences,
researchers have devoted attention to the study of the theory of finite semi-
groups, particularly since late 70’s. Therefore, pseudovarieties (classes of finite
semigroups closed under finite direct product, subsemigroup and homomorphic
image) became objects of special consideration. The present dissertation is a
small study of the join of two peudovarieties, one of the most important oper-
ators acting on pseudovarieties. The join of two pseudovarieties V ∨W is the
smallest pseudovariety containing both V and W.
In this study, we will not, obviously, compute every join of pseudovari-
ety known at the present. We will, instead, present some of the most usual
thecniques for doing join computations.
At the end of this dissertation we will present a table to sumarize some of
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Introduc¸a˜o
A motivac¸a˜o principal para o estudo da teoria dos semigrupos finitos vem das
cieˆncias da computac¸a˜o. Nos anos 50, as linguagens racionais foram caracte-
rizadas como sendo as que possuem semigrupos sinta´cticos finitos, possibili-
tando estudar as classes de linguagens racionais atrave´s dos seus semigrupos
sinta´cticos.
Em meados dos anos 70, Eilenberg introduziu o conceito de pseudova-
riedade, classe de semigrupos finitos fechada para subsemigrupos, produtos
directos finita´rios e imagens homomorfas. Esta noc¸a˜o permitiu-lhe formalizar
a correspondeˆncia entre classes de semigrupos finitos e classes de linguagens
racionais, ou seja, a uma pseudovariedade V associa a classe das linguagens
racionais cujos semigrupos sinta´cticos esta˜o em V e, reciprocamente, a uma
variedade de linguagens V a pseudovariedade gerada por todos os semigrupos
sinta´cticos de linguagens de V .
A classe de todas as pseudovariedades forma um reticulado completo para
a relac¸a˜o de inclusa˜o. O nosso estudo incidira´ sobre o operador supremo.
O supremo de duas pseudovariedades e´ a mais pequena pseudovariedade que
conte´m ambas. Apesar da sua definic¸a˜o simples este e´ um dos operadores que
mais tem intrigado os investigadores. Diz-se que uma pseudovariedade V e´
decid´ıvel se existe um algoritmo que indique se determinado semigrupo finito
pertence ou na˜o a V. Albert, Baldinger e Rhodes [1] mostraram recentemente
que o problema do ca´lculo do supremo pode ser indecid´ıvel. Dadas duas pseu-
dovariedades decid´ıveis V e W o seu supremo pode na˜o ser decid´ıvel.
Na˜o se pretende que este trabalho se resuma ao ca´lculo exaustivo de supre-
mos de pseudovariedades. Vamos antes expoˆr algumas das principais es-
trate´gias que podem ser utilizadas no ca´lculo de supremos.
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2O trabalho esta´ organizado do seguinte modo:
O primeiro cap´ıtulo e´ destinado a introduzir notac¸o˜es, definic¸o˜es e resulta-
dos ba´sicos da teoria de semigrupos, que sera˜o apresentados sem demonstra-
c¸o˜es. Para obter mais detalhes sugerem-se, por exemplo, os livros de Howie
[25], Pin [26] e Almeida [5].
No cap´ıtulo 2 comec¸amos por definir pseudovariedades de semigrupos. A
segunda secc¸a˜o e´ dedicada a`s variedades de linguagens. Enuncia-se o Teorema
de Eilenberg que define uma bijecc¸a˜o entre as variedades de linguagens e as
pseudovariedades de semigrupos. Por u´ltimo, estudam-se variedades de lin-
guagens associadas a algumas pseudovariedades importantes que sera˜o u´teis
no desenvolvimento deste trabalho. Como refereˆncia pode ser usado o livro de
Pin [26].
No terceiro cap´ıtulo, depois de introduzirmos o conceito de operac¸a˜o impl´ı-
cita, enunciamos um teorema fundamental: o Teorema de Reiterman. Uma vez
que uma das estrate´gias principais de ca´lculo de supremos envolve o conheci-
mento das operac¸o˜es impl´ıcitas sobre as pseudovariedades, dedicamos a u´ltima
parte ao estudo das operac¸o˜es impl´ıcitas sobre algumas pseudovariedades, que
utilizaremos nos cap´ıtulos seguintes.
No quarto cap´ıtulo comec¸amos por definir supremo de pseudovariedades e
apresentamos algumas estrate´gias utilizadas para efectuar os ca´lculos de supre-
mos. O resto do cap´ıtulo e´ dedicado ao ca´lculo de pseudovariedades do tipo
G ∨V, onde G e´ a pseudovariedade dos grupos e do tipo LI ∨V onde LI e´ a
pseudovariedade dos semigrupos localmente triviais e V e´ uma subpseudovar-
iedade de T = [[abωc = (abωc)ω+1]].
No cap´ıtulo 5, apresentamos mais alguns resultados sobre supremos de
pseudovariedades e o rumo que a investigac¸a˜o nesta a´rea vem desenvolvendo.
Por u´ltimo, apresentamos dois apeˆndices. O apeˆndice A consiste de uma
lista das principais pseudovariedades utilizadas ao longo deste trabalho, e res-
pectivas pseudoidentidades. No apeˆndice B, apresentamos uma tabela cons-




1.1 Conjuntos Parcialmente Ordenados
SejaX um conjunto na˜o vazio. Uma ordem parcial em X e´ uma relac¸a˜o bina´ria
≤ em X, tal que para todos os x, y, z ∈ X,
• x ≤ x;
• x ≤ y e y ≤ x⇒ x = y;
• x ≤ y e y ≤ z ⇒ x ≤ z.
Estas condic¸o˜es sa˜o conhecidas, respectivamente, como reflexividade, anti-
simetria e transitividade. Quando um conjunto X e´ munido de uma ordem
parcial ≤ dizemos que (X,≤) e´ um conjunto parcialmente ordenado (c.p.o.),
ou, quando tal na˜o der origem a ambiguidade, simplesmente que X e´ um
conjunto parcialmente ordenado.
Exemplo 1.1 Seja X um conjunto qualquer.
O conjunto das partes de X, P (X), constitu´ıdo por todos os subconjuntos
de X, e´ um conjunto parcialmente ordenado: para A,B ∈ P (X) definimos
A ≤ B se e so´ se A ⊆ B.
Sejam X um c.p.o. e x, y ∈ X tais que x < y. Dizemos que y cobre x, e
denotamos x y, se
x ≤ z ≤ y ⇒ x = z ou z = y.
3
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Por exemplo, em P (X), B cobre A se e so´ se B = A ∪ {b}, para algum
b ∈ X \ A.
Uma das caracter´ısticas mais atractivas dos conjuntos parcialmente orde-
nados, pelo menos no caso finito, e´ a possibilidade de ser representado por um
Diagrama de Hasse:
• cada elemento de X e´ representado por um ponto no plano;
• se x, y ∈ X sa˜o tais que x  y, enta˜o o ponto que representa y e´
colocado acima do ponto que representa x e ligam-se estes dois pontos
por um segmento de recta.
Exemplo 1.2 O c.p.o. (P ({1, 2, 3}) ,⊆) (conhecido como o cubo) pode ser
















Um c.p.o. (X,≤) diz-se um conjunto totalmente ordenado ou cadeia se
todos os seus elementos sa˜o compara´veis, i.e., x ≤ y ou y ≤ x para todos os
x, y ∈ X.
Reticulados
Muitas propriedades importantes de um conjunto parcialmente ordenado X
expressam-se em termos da existeˆncia de limites superiores ou inferiores de
subconjuntos de X. Duas das mais importantes classes de conjuntos parcial-
mente ordenados sa˜o as dos reticulados e dos reticulados completos.
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Sejam (X,≤) um c.p.o. e Y ⊆ X. Um elemento m ∈ X diz-se um
• majorante de Y se, ∀x ∈ Y , x ≤ m;
• minorante de Y se, ∀x ∈ Y , m ≤ x;
• supremo de Y se e´ o menor dos majorantes de Y ;
• ı´nfimo de Y se e´ o maior dos minorantes de Y ;
• ma´ximo de Y se m ∈ Y e m e´ um majorante de Y ;
• mı´nimo de Y se m ∈ Y e m e´ um minorante de Y .
Note-se que caso exista, o supremo (respectivamente ı´nfimo, ma´ximo e
mı´nimo) de Y e´ u´nico, e representa-se enta˜o por ∨Y (respectivamente ∧Y ,
maxY e minY ). Por outro lado, caso exista, o elemento ma´ximo (respectiva-
mente mı´nimo de X) representa-se por 1 (respectivamente 0).
Seja X um conjunto parcialmente ordenado.
• Se ∨{x, y} e ∧{x, y} existem, para todos os x, y ∈ X, dizemos que X
e´ um reticulado.
• Se para todo o Y ⊆ X existem ∨Y e ∧Y chamamos a X um reticulado
completo.
Exemplo 1.3 Para qualquer conjunto A, o conjunto parcialmente ordenado
(P(A),⊆) e´ um reticulado completo no qual
∨{Ai | i ∈ I} =
⋃
i∈I




Num reticulado X representamos x∧y e x∨y em vez de ∧{x, y} e ∨{x, y},
respectivamente, para quaisquer x, y ∈ X.
Seja X um reticulado e S um subconjunto na˜o vazio de X. Diz-se que S e´
um subreticulado de X se S e´ fechado para as operac¸o˜es ∨ e ∧, ou seja,
∀x, y ∈ S, x ∨ y ∈ S e x ∧ y ∈ S.
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Definic¸a˜o 1.4 Um reticulado (alge´brico) e´ um triplo (X,∧,∨) onde X e´
um conjunto na˜o vazio e ∧ e ∨ sa˜o duas operac¸o˜es bina´rias, chamadas respec-
tivamente ı´nfimo e supremo (abreviadamente inf e sup), que satisfazem os
seguintes axiomas, para quaisquer a, b, c ∈ X:
i. (a ∧ b) ∧ c = a ∧ (b ∧ c), (a ∨ b) ∨ c = a ∨ (b ∨ c); (leis associativas)
ii. a ∧ b = b ∧ a, a ∨ b = b ∨ a; (leis comutativas)
iii. a ∧ a = a, a ∨ a = a; (leis de idempoteˆncia)
iv. a ∧ (a ∨ b) = a, a ∨ (a ∧ b) = a. (leis da absorc¸a˜o)
A relac¸a˜o entre reticulados (de ordem) e reticulados (alge´bricos) e´ a seguinte.
Teorema 1.5
1. Seja (X,≤) um reticulado de ordem. Se definirmos, para quaisquer
a, b ∈ X,
a ∧ b = inf{a, b}, a ∨ b = sup{a, b},
enta˜o (X,∧,∨) e´ um reticulado alge´brico.
2. Seja (X,∧,∨) um reticulado alge´brico. Se definirmos, para quaisquer
a, b ∈ X,
a ≤ b⇔ a ∧ b = a,
enta˜o (X,≤) e´ um reticulado de ordem.
A´lgebras de Boole
A noc¸a˜o de a´lgebra de Boole foi desenvolvida por George Boole em meados
do sec. XIX. Apesar do estudo de Boole ter sido uma tentativa de formalizar
o pensamento lo´gico, a sua teoria tornou-se, recentemente, uma componente
essencial da A´lgebra.
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Definic¸a˜o 1.6 Chamamos a´lgebra de Boole a uma estrutura alge´brica
(B,∧,∨,′ , 0, 1) onde:
(i) ∨ e ∧ sa˜o operac¸o˜es bina´rias definidas num conjunto B, tais que (B,∧,∨)
e´ um reticulado que satisfaz
∀a, b, c ∈ B a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c).
(ii) (B,∧,∨) tem um elemento mı´nimo 0;
(iii) (B,∧,∨) tem um elemento ma´ximo 1;
(iv) ′ e´ uma operac¸a˜o una´ria sobre B tal que para cada a ∈ B,
a ∧ a′ = 0 e a ∨ a′ = 1.
Exemplo 1.7 Sejam A um conjunto e B ⊆ P(A). Se ∅, A ∈ B e, para
quaisquer X, Y ∈ B,
X ∪ Y, X ∩ Y, X ′ ∈ B,
onde X ′ = A\X representa o complementar de X em A, enta˜o (B,∩,∪,′ , ∅, A)
e´ uma a´lgebra de Boole.
1.2 Semigrupos
Um grupo´ide e´ definido como sendo um conjunto na˜o vazio S no qual se define
uma operac¸a˜o bina´ria · .
Se a operac¸a˜o · e´ associativa, ou seja, para todos os x, y, z pertencentes a
S,
(x · y) · z = x · (y · z)
dizemos que (S, ·) e´ um semigrupo .
Num semigrupo, expresso˜es como x · y · z podem ser interpretadas sem
ambiguidade, uma vez que · e´ associativa, e podemos usar a notac¸a˜o xn(n ∈ N)
para indicar o produto de n elementos todos iguais a x. Quando da´ı na˜o
resultar confusa˜o escreveremos ainda xy em vez de x · y e S para designar o
semigrupo (S, ·). O nu´mero cardinal |S| sera´ designado a ordem de S.
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Exemplo 1.8
1. Os conjuntos Zn = {0, 1, ..., n − 1} (n ∈ N), munidos da relac¸a˜o de
adic¸a˜o mo´dulo n, sa˜o semigrupos finitos e |Zn| = n.
2. Dada uma famı´lia na˜o vazia de semigrupos (Si, ·i)i∈I , o seu produto




cujo conjunto suporte e´ o produto
cartesiano dos Si com i ∈ I e o produto e´ definido por
(si)i∈I · (ti)i∈I = (si ·i ti)i∈I .
Em geral, denotaremos S1 × S2 × · · · × Sn em vez de
∏
i∈{1,...,n} Si.
3. Sejam A,B subconjuntos de um semigrupo S. Enta˜o, define-se
AB = {ab : a ∈ A, b ∈ B}.
O conjunto P(S) das partes de S munido da multiplicac¸a˜o definida
acima e´ um semigrupo, chamado semigrupo das partes ou semi-
grupo poteˆncia de S.
Repare-se que as notac¸o˜es como A ·B ·C na˜o causam ambiguidade. A
confusa˜o surge habitualmente com a notac¸a˜o A2 = {a1a2 : a1, a2 ∈ A}
que na˜o deve ser confundida com o conjunto {a2 : a ∈ A} nem com
A× A.
4. Seja BX o conjunto de todas as relac¸o˜es bina´rias num conjunto X.
Define-se a operac¸a˜o bina´ria ◦ em BX de modo que para quaisquer
ρ, θ ∈ BX ,
ρ ◦ θ = {(x, y) ∈ X ×X : ∃z ∈ X, (x, z) ∈ θ e (z, y) ∈ ρ}.
Tem-se que (BX , ◦) e´ um semigrupo.
A um semigrupo (M, ·) que conte´m um elemento e tal que, para todo o
x ∈M ,
e · x = x · e = x
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chamamos mono´ide . Existe, no ma´ximo um elemento e com esta propriedade
que chamaremos (elemento) identidade e denotaremos por 1 ou 1M .
Se S e´ um semigrupo sem elemento identidade, se acrescentarmos ao con-
junto S um elemento 1 e definirmos, para cada s ∈ S, 1s = s1 = s e 11 = 1




S se S tem elemento identidade
S ∪ {1} caso contra´rio.
Chamamos a S1 o mono´ide obtido de S acrescentando a identidade se necessa´-
rio.
A um elemento z de um semigrupo S chamamos (elemento) zero a` esquerda
se, para todo o x ∈ S, zx = z. Dualmente, definimos (elemento) zero a` direita.
O (elemento) zero, que denotaremos por 0 ou 0S, caso exista, e´ o u´nico elemento
que e´ simultaneamente zero a` esquerda e a` direita.
Um elemento e de um semigrupo S diz-se idempotente se e = e2. Note-
mos que os elementos identidade e zero de um semigrupo, se existirem, sa˜o
idempotentes. Denotaremos por E(S) = {e ∈ S : e2 = e} o conjunto dos
idempotentes de S.
Um semigrupo S que verifique a condic¸a˜o
∀a, b ∈ S ∃x, y ∈ S, ax = b e ya = b
diz-se um grupo. Ou, de forma equivalente, um grupo e´ um mono´ide G em que
todos os elementos admitem inverso , i.e.,
∀x ∈ G ∃x−1 ∈ G, x−1x = xx−1 = 1G.
Apresentamos agora a noc¸a˜o de grupo das permutac¸o˜es de um conjunto que
nos sera´ u´til mais tarde.
Definic¸a˜o 1.9 Seja A = {1, 2, ..., n} um conjunto. Representaremos por Sn o
conjunto de todas as permutac¸o˜es, ou seja, todas as aplicac¸o˜es bijectivas, de A
em A. O par (Sn, ◦) e´ um grupo, chamado grupo das permutac¸o˜es de A.
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Se f ∈ Sn, enta˜o f pode ser representado por
f =
(
i1 i2 ... in
f(i1) f(i2) ... f(in)
)
onde {i1, i2, ..., in} = {1, 2, ..., n}.
Se f, g ∈ Sn representaremos f ◦ g por fg. Se
f =
(
1 2 ... n




1 2 ... n





1 2 ... n
ij1 ij2 ... ijn
)
.
Definic¸a˜o 1.10 Sejam k, n ∈ N tais que 2 ≤ k ≤ n e seja σ ∈ Sn.
Diz-se que σ e´ um ciclo de comprimento k se existem inteiros distintos
i1, ..., ik ∈ {1, ..., n} tais que
σ(i1) = i2, σ(i2) = i3, ..., σ(ik−1) = ik, σ(ik) = i1 e σ(j) = j
para todo o j ∈ {1, ..., n} \ {i1, ..., ik}.
Escreve-se, neste caso, σ = (i1 i2 ... ik).
1.3 Subsemigrupos
Um subconjunto na˜o vazio T de um semigrupo S diz-se um subsemigrupo de
S, e denota-se T ≤ S, se e´ fechado para a multiplicac¸a˜o, ou seja,
∀x, y ∈ T, xy ∈ T.
De modo equivalente T diz-se um subsemigrupo se T 2 ⊆ T .
No caso de S ser mono´ide dizemos que R e´ um submono´ide de S se R e´
um subsemigrupo de S que conte´m o elemento identidade de S.
Um subsemigrupo V de S tal que V e´ um grupo diz-se um subgrupo.
Verifica-se facilmente que um subconjunto na˜o vazio V de S e´ um subgrupo se
e so´ se, para todo o a ∈ V ,
aV = V a = V.
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Particular interesse surge no caso de subsemigrupos gerados por uma parte
de um semigrupo. Quando A e´ um subconjunto na˜o vazio de um semigrupo
S, podemos pensar no menor (no sentido da inclusa˜o) subsemigrupo de S que
conte´m A. Este subsemigrupo existe sempre e pode ser obtido pela intersecc¸a˜o
de todos os subsemigrupos de S que conteˆm A. Designamos este subsemigrupo
por subsemigrupo gerado por A e notamo-lo por 〈A〉.
O subsemigrupo 〈A〉 consiste em todos os elementos de S que se podem
escrever como produtos finitos de elementos de A. Se 〈A〉 = S dizemos que A
e´ um conjunto de geradores de S.
Quando A e´ um conjunto singular A = {a}, escrevemos simplesmente 〈a〉
em vez de 〈{a}〉. Referimo-nos a 〈a〉 = {a, a2, a3, ...} como o subsemigrupo
monoge´nico gerado pelo elemento a. Se 〈a〉 e´ um conjunto finito com n ele-
mentos, diz-se que o elemento a tem ordem finita n. Note-se que a ordem de
a e´ definida como a ordem do subsemigrupo 〈a〉.
Caso na˜o haja repetic¸o˜es na lista a, a2, a3, ..., isto e´, se na˜o existem naturais
distintos k e l tais que ak = al, enta˜o prova-se facilmente que (〈a〉, ·) e´ isomorfo
ao semigrupo (N,+). Neste caso, dizemos que a tem ordem infinita em S.
Proposic¸a˜o 1.11 Seja S um semigrupo e seja a ∈ S. Se a tem ordem finita
n, enta˜o existem inteiros positivos u´nicos i (o ı´ndice de a) e p (o per´ıodo de
a) tais que:
1. 〈a〉 = {a, a2, ..., ai, ai+1, ..., ai+p−1};
2. ai = ai+p;
3. Os elementos a, a2, ..., ai+p−1 sa˜o todos distintos, ou seja, n = i+p−1;
4. Ka = {ai, ..., ai+p−1} e´ um grupo c´ıclico cuja identidade, denotada por
aω, e´ o u´nico idempotente de 〈a〉.
1.4 Homomorfismos
Sejam S e T dois semigrupos. Uma aplicac¸a˜o φ de S em T diz-se um homo-
morfismo ou morfismo (de semigrupos) se
∀x, y ∈ S, φ(xy) = φ(x)φ(y).
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Se S e T sa˜o mono´ides, com elementos identidade 1S e 1T , respectivamente,
pode definir-se momorfismo de mono´ides como um morfismo de semigrupos
φ : S −→ T tal que φ(1S) = 1T .
Sejam S e T dois semigrupos. Um homomorfismo φ de S em T diz-se um:
• monomorfismo se φ e´ uma aplicac¸a˜o injectiva.
• epimorfismo se φ e´ uma aplicac¸a˜o sobrejectiva. Neste caso, dizemos
que T e´ imagem homomorfa de S.
• isomorfismo se φ e´ uma aplicac¸a˜o bijectiva. Dizemos enta˜o que S e´
isomorfo a T e denotamos S ' T .
Em geral, identificaremos dois semigrupos isomorfos.
Se T e´ imagem homomorfa de algum subsemigrupo de S dizemos que T
divide S, e denotamos T ≺ S.
Proposic¸a˜o 1.12 Seja φ : S −→ T um homomorfismo de semigrupos.
1. Se S ′ ≤ S, enta˜o φ(S ′) ≤ T .
2. Se T ′ ≤ T e φ−1(T ′) 6= ∅, enta˜o φ−1(T ′) ≤ S.
Devido a este resultado faz sentido usar, por vezes, a seguinte definic¸a˜o de
subsemigrupo: S e´ subsemigrupo de T se existe um monomorfismo de S em T .
1.5 Ideais e Congrueˆncias
Um subconjunto I na˜o vazio de um semigrupo S diz-se um ideal de S se para
quaisquer s ∈ S e i ∈ I se tem is, si ∈ I, ou seja, S1IS1 ⊆ I. Notamos I E S.
Um ideal esquerdo (respectivamente direito) e´ um subconjunto I na˜o vazio
de S em que, para quaisquer s ∈ S e i ∈ I se tem si ∈ I (respectivamente
is ∈ I).
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Exemplo 1.13 Se a e´ um elemento de um semigrupo S, o mais pequeno ideal
a` esquerda de S que conte´m a e´ Sa ∪ {a} que e´ igual a S1a. De forma semel-
hante, definimos aS1.
Um ideal I diz-se um ideal minimal de S se sempre que J e´ um ideal de S
e J ⊆ I se tem J = I. Um ideal minimal, se existir, e´ u´nico, e dizemos que
e´ o ideal mı´nimo de S, tambe´m chamado o nu´cleo de S. Note-se que o grupo
Ka referido na Proposic¸a˜o 1.11 e´ o nu´cleo de 〈a〉.
A existeˆncia deste esta´ assegurada em dois casos importantes.
Exemplo 1.14
1. Se S e´ um semigrupo finito, enta˜o facilmente se prova que o produto
de todos os ideais de S e´ o ideal mı´nimo de S.
2. Se S e´ um semigrupo com elemento zero, enta˜o {0} e´ o ideal mı´nimo
de S.
Uma relac¸a˜o de equivaleˆncia ρ sobre um semigrupo S diz-se uma con-
grueˆncia a` esquerda se
∀s, t, a ∈ S, s ρ t⇒ as ρ at.
Uma relac¸a˜o de equivaleˆncia ρ sobre um semigrupo S diz-se uma con-
grueˆncia a` direita se
∀s, t, a ∈ S, s ρ t⇒ sa ρ ta.
Uma relac¸a˜o de equivaleˆncia ρ sobre um semigrupo S diz-se uma con-
grueˆncia se
∀s, t, s′, t′ ∈ S, s ρ t e s′ ρ t′ ⇒ ss′ ρ tt′.
Proposic¸a˜o 1.15 Uma relac¸a˜o de equivaleˆncia sobre um semigrupo S e´ uma
congrueˆncia se e so´ se e´ simultaneamente uma congrueˆncia a` esquerda e a`
direita.
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Seja S um semigrupo e ρ uma congrueˆncia em S. O conjunto quociente
S/ρ pode ser munido da operac¸a˜o bina´ria associativa definida, para quaisquer
a, b ∈ S, por
(a/ρ) (b/ρ) = (ab)/ρ
A este semigrupo chamamos o semigrupo quociente de S em relac¸a˜o a ρ,
ou simplesmente o semigrupo quociente quando tal na˜o origine ambiguidade.
A aplicac¸a˜o pi : S −→ S/ρ, definida por pi(a) = a/ρ para cada a ∈ S, e´ um
epimorfismo, chamado o epimorfismo cano´nico de S para S/ρ.
Exemplo 1.16
1. Para um semigrupo S e um ideal I de S, definimos a congrueˆncia de
Rees sobre S de nu´cleo I pondo, para quaisquer a, b ∈ S,
a ∼I b ⇔ a = b ou a, b ∈ I.
O semigrupo quociente S/ ∼I denota-se usualmente por S/I.
2. Seja ϕ : S −→ T um homomorfismo. Enta˜o a relac¸a˜o ∼ϕ definida,
para quaisquer x, y ∈ S por:
x ∼ϕ y ⇔ ϕ(x) = ϕ(y)
e´ uma congrueˆncia sobre S e diz-se a congrueˆncia nuclear de ϕ.
Prova-se facilmente que a intersecc¸a˜o de uma famı´lia de equivaleˆncias sobre
um conjunto X, e´ ainda uma equivaleˆncia sobre X. Seja ρ uma relac¸a˜o bina´ria
sobre X. A famı´lia de equivaleˆncias sobre X que conteˆm ρ e´ na˜o vazia. Assim,
a intersecc¸a˜o de todas as equivaleˆncias sobre X que conteˆm ρ e´ ainda uma
equivaleˆncia, a mais pequena equivaleˆncia sobre X que conte´m ρ. Chamamos-
lhe a equivaleˆncia gerada por ρ e denotamo-la por ρe.
Consideremos agora duas equivaleˆncias θ e ρ sobre X. A equivaleˆncia
gerada por ρ ∪ θ denota-se por ρ ∨ θ, isto e´,
ρ ∨ θ = (ρ ∪ θ)e.
Na pro´xima secc¸a˜o vamos necessitar de efectuar ca´lculos do tipo ρ ∨ θ. A
proposic¸a˜o seguinte facilita significativamente este ca´lculo.
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Proposic¸a˜o 1.17 Se ρ e θ sa˜o duas relac¸o˜es de equivaleˆncia num conjunto X
que comutam relativamente a` composic¸a˜o, enta˜o ρ ∨ θ = ρ ◦ θ.
1.6 Relac¸o˜es de Green
Em 1951, J. A. Green introduziu as relac¸o˜es (posteriormente designadas) de
Green, que desempenham um papel fundamental no desenvolvimento da teoria
de semigrupos. Em particular, elas podem ser utilizadas para definir certas
classes importantes de semigrupos.
Num semigrupo S, as relac¸o˜es de Green, denotadas por R,L,J ,H e D,
sa˜o cinco relac¸o˜es de equivaleˆncia sobre S.
Comecemos por definir treˆs delas: para a, b ∈ S,
• aRb⇔ aS1 = bS1;
• aLb⇔ S1a = S1b;
• aJ b⇔ S1aS1 = S1bS1.
As duas restantes relac¸o˜es de Green (H e D), sa˜o definidas atrave´s das
relac¸o˜es R e L:
H = R∩ L e D = R∨ L
Como e´ evidente sa˜o va´lidas as seguintes incluso˜es entre as relac¸o˜es de
Green
H ⊆ R,L ⊆ D ⊆ J .
Uma caracterizac¸a˜o alternativa muito u´til das relac¸o˜es L e R e´ dada no lema
seguinte.
Lema 1.18 Sejam a, b elementos de um semigrupo S. Enta˜o:
1. aLb se e so´ se existem x, y ∈ S1 tais que xa = b, yb = a;
2. aRb se e so´ se existem u, v ∈ S1 tais que au = b, bv = a.
Outro resultado bastante u´til e´ o seguinte.
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Proposic¸a˜o 1.19 Para qualquer semigrupo S as relac¸o˜es L e R comutam.
Ou seja, L ◦ R = R ◦ L.
Temos pois duas relac¸o˜es de equivaleˆncia que comutam relativamente a`
composic¸a˜o. Portanto podemos utilizar a Proposic¸a˜o 1.17 para obter uma
caracterizac¸a˜o mais simples da relac¸a˜o D:
D = R∨ L = R ◦ L.
Apresentamos agora mais um resultado que assume um papel relevante no
estudo dos semigrupos finitos.
Proposic¸a˜o 1.20 Num semigrupo finito, D = J .
Importa fixar notac¸o˜es que, no que se refere a`s relac¸o˜es de Green, sera˜o
ligeiramente diferentes das usuais. Se K e´ uma das relac¸o˜es de Green, denota-
mos a K-classe de a por Ka.
Diz-se que um semigrupo S e´:
• K-trivial se K e´ a relac¸a˜o de igualdade em S, isto e´, Ka = {a} para
todo o elemento a ∈ S;
• K-universal se K e´ a relac¸a˜o universal em S, isto e´, Ka = S para todo
o elemento a ∈ S.
Uma vez que as relac¸o˜es de Green sa˜o definidas a` custa de ideais, a in-
clusa˜o entre aqueles induz uma ordem parcial sobre o conjunto das classes de
equivaleˆncia:
• La ≤ Lb se S1a ⊆ S1b;
• Ra ≤ Rb se aS1 ⊆ bS1;
• Ja ≤ Jb se S1aS1 ⊆ S1bS1.
Note-se que, para todo o a ∈ S e para todos os x, y ∈ S1,
Lxa ≤ La, Rax ≤ Ra, Jxay ≤ Ja.
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A Estrutura das D-classes
Para melhor compreender as relac¸o˜es de Green podemos visualiza´-las como o
que Clifford e Preston [18] chamaram de caixa de ovos. Esta imagem e´ poss´ıvel
uma vez que cada D-classe num semigrupo S e´, simultaneamente, uma unia˜o
de L-classes e uma unia˜o de R-classes. E ainda, a intersecc¸a˜o de uma L-classe
e de uma R-classe ou e´ vazia ou e´ uma H-classe.
Assim, numa “caixa de ovos”, que representa uma D-classe, cada linha
simboliza uma R-classe, cada coluna uma L-classe e cada ce´lula uma H-classe.
Para indicar que uma dada H-classe conte´m um idempotente, e´ costume
representar um asterisco na ce´lula correspondente a essa H-classe.
Note-se que uma “caixa de ovos” pode, obviamente, ter apenas uma linha
ou apenas uma coluna ou ate´ uma u´nica ce´lula. Pode ainda ser uma “caixa de
ovos” infinita.
Exemplo 1.21 Seja A = 〈a〉 um semigrupo monoge´nico gerado por a. Con-
sideremos que a tem ordem finita com ı´ndice 3 e per´ıodo 4. A estrutura das






Lema 1.22 (Green) Sejam a, b elementos R-equivalentes de um semigrupo
S e sejam r, s ∈ S1 tais que ar = b e bs = a. Enta˜o as correspondeˆncias
ρr : La −→ Lb
x 7−→ xr e
ρs : Lb −→ La
x 7−→ xs
sa˜o aplicac¸o˜es bijectivas mutuamente inversas que preservam as H-classes, isto
e´, para todos os x, y ∈ La (resp. x, y ∈ Lb),
xHy se e so´ se ρr(x)Hρr(y) (resp. ρs(x)Hρs(y)).
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Prova: Vamos comec¸ar por provar que ρr e´, de facto, uma aplicac¸a˜o de La
em Lb. Seja x ∈ La. Sa˜o va´lidas as implicac¸o˜es:
x ∈ La ⇒ xLa⇒ S1x = S1a⇒ S1xr = S1ar ⇒ xrLar ⇒ ρr(x) ∈ Lb.
Portanto ρr esta´ bem definida. Ale´m disso, existe t ∈ S1 tal que x = ta, pelo
que
ρs ◦ ρr(x) = ρs(xr) = xrs = tars = tbs = ta = x,
donde se tira que ρs ◦ρr e´ a aplicac¸a˜o identidade sobre La. Atrave´s de ideˆntico
racioc´ınio facilmente se prova tambe´m que ρs e´ uma aplicac¸a˜o de Lb em La e
que ρr ◦ ρs e´ a aplicac¸a˜o identidade sobre Lb.
Vamos agora mostrar que ρr preserva as H-classes. Sejam x, y ∈ La tais
que xHy. Enta˜o xLy, donde xrLyr. Por outro lado, como x = xrs e y = yrs,
donde xRxr e yRyr. Como xRy conclui-se que xrRyr. Reciprocamente, ad-
mitindo que xrHyr, deduz-se que x = xrsHyrs = y. 
Este resultado tem claramente um dual que enunciamos em seguida.
Lema 1.23 (Green(dual)) Sejam a, b elementos L-equivalentes de um semi-
grupo S e sejam r, s ∈ S1 tais que ra = b e sb = a. Enta˜o as correspondeˆncias
λr : Ra −→ Rb
x 7−→ rx e
λs : Rb −→ Ra
x 7−→ sx
sa˜o aplicac¸o˜es bijectivas mutuamente inversas que preservam as H-classes.
Dos lemas anteriores retiram-se algumas consequeˆncias importantes que se
prendem com a multiplicac¸a˜o numa H-classe.
Teorema 1.24 (Green) Se H e´ uma H-classe num semigrupo S, enta˜o ou
H2 ∩H = ∅ ou H2 = H e, neste caso, H e´ subgrupo de S.
Corola´rio 1.25 Se e e´ um idempotente de um semigrupo S, enta˜o He e´ um
grupo. Nenhuma H-classe de S pode conter mais do que um idempotente.
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Note-se que todo o semigrupo finito S tem uma J -classe mı´nima (em
relac¸a˜o a` ordem parcial definida sobre J -classes). Esta J -classe mı´nima J
e´ o ideal mı´nimo de S, como se pode provar. Apoiados no teorema anterior,
podemos afirmar que J e´ constitu´ıda por H-classes que sa˜o grupos. De facto,
suponhamos que H e´ uma H-classe e que H ⊆ J . Enta˜o se H2 = H, H e´
grupo. Se existem a, b ∈ H tais que ab /∈ H enta˜o prova-se que Jab < Ja o que
e´ absurdo porque J e´ mı´nima.
Para terminar a secc¸a˜o indicamos certas classes de semigrupos que, como
hav´ıamos dito no in´ıcio, podem ser definidas ou caracterizadas atrave´s das
relac¸o˜es de Green. Por exemplo, mostra-se que um semigrupo S e´ um grupo
se e so´ se H e´ a relac¸a˜o universal sobre S.
Definic¸a˜o 1.26 Um semigrupo S diz-se:
1. aperio´dico se H e´ a relac¸a˜o trivial sobre S;
2. simples se J e´ a relac¸a˜o universal sobre S;
3. completamente regular se toda a H-classe e´ um grupo.
1.7 Alguns Semigrupos Importantes
Nesta secc¸a˜o estudaremos algumas classes bem conhecidas e importantes de
semigrupos.
Semigrupos Nilpotentes
Ja´ t´ınhamos visto que, dado um semigrupo S, um idempotente e´ um elemento
e ∈ S tal que e2 = e.
Para cada elemento s ∈ S define-se ns como sendo (caso exista) o menor
nu´mero natural n tal que sn e´ um idempotente. No caso dos semigrupos finitos,
que estudaremos no pro´ximo cap´ıtulo, a existeˆncia de ns esta´ assegurada.
Proposic¸a˜o 1.27 Se S e´ um semigrupo finito e a ∈ S, enta˜o existe k ∈ N tal
que ak e´ idempotente.
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Prova: Basta notar que, pela Proposic¸a˜o 1.11, Ka e´ um grupo e, por isso, tem
identidade. Ora a identidade e´ um idempotente. 
Corola´rio 1.28 Se S e´ um semigrupo finito, enta˜o S tem pelo menos um
idempotente.
Se, para um semigrupo finito S, tomarmos n = m.m.c.{ns : s ∈ S}, enta˜o
n e´ o menor inteiro positivo tal que para qualquer s ∈ S, sn e´ um idempotente.
A n chamamos o expoente de S.
O resultado seguinte mostra que, num semigrupo finito, os idempotentes
interveˆm necessariamente em produtos com“muitos” factores.
Proposic¸a˜o 1.29 Sejam S um semigrupo finito e |S| o seu cardinal. Enta˜o
∀n ≥ |S|, Sn = SE(S)S.
Estamos agora em condic¸o˜es de definir a classe de semigrupos que estu-
daremos adiante, bem como enunciar um resultado que sera´ u´til na sua car-
acterizac¸a˜o. Este u´ltimo prova-se facilmente recorrendo ao que foi exposto
anteriormente.
Definic¸a˜o 1.30 Um semigrupo S diz-se nilpotente se
∀e ∈ E(S) ∀s ∈ S, es = se = e.
Isto e´, S e´ nilpotente se tem um u´nico idempotente e esse idempotente e´ ele-
mento zero.
Proposic¸a˜o 1.31 Para um semigrupo finito S as seguintes condic¸o˜es sa˜o
equivalentes:
1. S e´ nilpotente;
2. S possui elemento zero e existe n ∈ N tal que Sn = 0;
3. ∃n ∈ N ∀x1, ..., xn, y1, ..., yn ∈ S, x1x2 ... xn = y1y2 ... yn.
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A caracterizac¸a˜o dos semigrupos nilpotentes em termos das relac¸o˜es de
Green vai permitir demonstrar alguns resultados mais a` frente.
Seja S um semigrupo nilpotente. Provemos que as J -classes de S sa˜o
singulares. De facto, suponhamos, por reduc¸a˜o ao absurdo, que existem dois
elementos distintos a e b de S tais que b ∈ Ja. Tem-se que
∃x, y, u, v ∈ S1, a = xby e b = uav
em que x 6= 1 ou y 6= 1 (respectivamente u 6= 1 ou v 6= 1).
Enta˜o b = uxbyv e, iterando a substituic¸a˜o, b = (ux)ωb(yv)ω. Se u 6= 1,
enta˜o (ux)ω = 0 e b = 0. Sena˜o v 6= 1 e portanto (yv)ω = 0 e b = 0. Da mesma
forma se prova que a = 0 donde a = b, o que e´ absurdo. Logo cada J -classe
de S tem apenas um elemento.
Em particular, a J -classe minimal J de S tem apenas um elemento e. E´
consequeˆncia imediata do Exemplo 1.14 que e e´ o (elemento) zero.
Semigrupos Localmente Triviais
Um semigrupo S diz-se localmente trivial se,
∀e ∈ E(S) ∀s ∈ S, ese = e.
A proposic¸a˜o seguinte permite caracterizar os semigrupos localmente trivi-
ais finitos.
Proposic¸a˜o 1.32 Seja S um semigrupo finito. As condic¸o˜es seguintes sa˜o
equivalentes:
1. S e´ localmente trivial;
2. E(S) e´ o ideal mı´nimo de S;
3. para cada e, f ∈ E(S) e para cada s ∈ S, temos que esf = ef .
No que concerne as relac¸o˜es de Green, as J -classes na˜o minimais dos semi-
grupos localmente triviais sa˜o singulares bastando, para o demonstrar, adaptar
a prova efectuada para os semigrupos nilpotentes. Pela proposic¸a˜o anterior,
a J -classe minimal e´ constitu´ıda pelos idempotentes do semigrupo, pelo que
todas as suas H-classes sa˜o grupos triviais.
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Bandas
Um semigrupo formado apenas por elementos idempotentes diz-se uma banda.
Os exemplos mais simples de bandas na˜o triviais sa˜o as bandas comutativas
conhecidas como semi-reticulados.
Por banda rectangular entende-se um semigrupo, cujo conjunto suporte e´
da forma I × J , onde I e J sa˜o conjuntos na˜o vazios, munido da operac¸a˜o
definida, para todos os i, i′ ∈ I e j, j′ ∈ J , por
(i, j)(i′, j′) = (i, j′).
Para entendermos o termo rectangular basta imaginar (i, j) e (i′, j′) como
pontos do plano cartesiano. Os produtos (i, j′) e (i′, j) seriam colocados nos
ve´rtices do rectaˆngulo cujos outros ve´rtices seriam (i, j) e (i′, j′).
Estes semigrupos sa˜o obviamente bandas.
Semigrupos Regulares
Um elemento a de um semigrupo S diz-se regular se existe x ∈ S tal que
axa = a. Quando todos os elementos de um semigrupo sa˜o regulares dizemos
que se trata de um semigrupo regular. E´ o caso dos grupos que sa˜o claramente
semigrupos regulares e ainda das bandas rectangulares.
Sejam S um semigrupo e a ∈ S. Dizemos que a′ e´ um inverso de a se
aa′a = a e a′aa′ = a′.
Note-se que esta noc¸a˜o de inverso e´ mais geral do que a de inverso na teoria de
grupos. De facto, neste caso, um elemento pode ter mais do que um inverso,
como acontece, por exemplo, nas bandas rectangulares.
As D-classes regulares de um semigrupo podem ser caracterizadas atrave´s
da seguinte proposic¸a˜o.
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Proposic¸a˜o 1.33 Seja D uma D-classe de um semigrupo S. Enta˜o as seguintes
condic¸o˜es sa˜o equivalentes:
• D e´ regular;
• D conte´m algum elemento regular;
• cada R-classe de D conte´m algum idempotente;
• cada L-classe de D conte´m algum idempotente;
• D conte´m algum idempotente;
• existem a, b ∈ D tais que ab ∈ D.
1.8 Linguagens
Dado um conjunto finito na˜o vazio A, dizemos que A e´ um alfabeto e aos seus
elementos chamamos letras. A`s sucesso˜es finitas de letras a1a2...an chamamos
palavras.
Consideremos
A+ = {a1a2...an : n ∈ N, ai ∈ A para i = 1, ..., n}.
Este conjunto munido da operac¸a˜o bina´ria concatenac¸a˜o de palavras definida
por
(a1a2...an)(b1b2...bm) = a1a2...anb1b2...bm
para todos n,m ∈ N, a1, a2, ..., an, b1, b2, ..., bm ∈ A e´ um semigrupo chamado
semigrupo livre gerado por A. A justificac¸a˜o desta designac¸a˜o encontra-se na
seguinte proposic¸a˜o:
Proposic¸a˜o 1.34 Seja S um semigrupo e ι : A −→ A+ a aplicac¸a˜o inclusa˜o.
Para qualquer aplicac¸a˜o ϕ : A −→ S existe um u´nico morfismo de semigrupos
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Repare-se que, podemos construir ϕ¯ tomando para cada u = a1a2...an,
palavra de A+,
ϕ¯(u) = ϕ(a1)ϕ(a2)...ϕ(an).
A ϕ¯ chamamos prolongamento natural de ϕ a A+.
Se a A+ acrescentarmos um elemento 1 (a palavra vazia), obtemos o
mono´ide livre sobre A o qual denotamos por A∗.
Se u e´ uma palavra, |u| representa o comprimento de u, ou seja,
|u| =
{
0 se u = 1
k se u = a1 ... ak, ai ∈ A, k ∈ N
O conteu´do de u, isto e´, o conjunto de todas as letras que ocorrem em u
representa-se por c(u). Dada uma letra a, representamos por |u|a o nu´mero de
ocorreˆncias de a em u.
Sejam u e v duas palavras de A∗. Diz-se que
• u e´ um factor de v se existem a, b ∈ A∗ tais que v = aub ;
• u e´ um prefixo de v se existe b ∈ A∗ tal que v = ub ;
• u e´ um sufixo de v se existe a ∈ A∗ tal que v = au.
Uma palavra infinita a` direita sobre um alfabeto A e´ uma sucessa˜o de letras
de A indexadas por N, ou seja, e´ uma aplicac¸a˜o de N sobre A. Notamos AN o
conjunto de todas as palavras infinitas a` direita sobre A. Dualmente definimos
palavra infinita a` esquerda sobre A como uma sucessa˜o de letras de A indexadas
por −N. O conjunto de todas as palavras infinitas a` esquerda sobre A, sera´
notado por A−N.
Chamamos linguagens sobre A aos subconjuntos de A∗. Assim P(A∗) e´ o
conjunto de todas as linguagens sobre A.
Definic¸a˜o 1.35 Dados um alfabeto A e as linguagens L,K de A∗, definimos:
(i) o produto de concatenac¸a˜o de L por K:
LK = {uv ∈ A∗|u ∈ Le v ∈ K}
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(ii) o subsemigrupo de A∗ gerado por L:
L+ = {u1u2...un |n ∈ N, ui ∈ L, i = 1, 2, ..., n}
(iii) o submono´ide de A∗ gerado por L:
L∗ = L+ ∪ {1}
(iv) o quociente a` esquerda de L por K:
K−1L = {v ∈ A∗|∃u ∈ K : uv ∈ L}
(v) o quociente a` direita de L por K:
LK−1 = {v ∈ A∗|∃u ∈ K : vu ∈ L}
Na˜o distinguiremos, quando tal na˜o der origem a ambiguidades, a palavra
u da linguagem {u}. Consequentemente, escreveremos u−1L e Lu−1 em vez de
{u}−1L e L{u}−1, respectivamente.
Definic¸a˜o 1.36 Seja L uma linguagem sobre A.
(i) A congrueˆncia sinta´ctica de L sobre A+ e´ definida por,
u ∼L v ⇐⇒ (∀x, y ∈ A∗, xuy ∈ L⇔ xvy ∈ L).
Note-se que ∼L e´, de facto, uma congrueˆncia.
(ii) O semigrupo sinta´ctico de L e´ o semigrupo quociente S(L) =
A+/ ∼L.
(iii) O epimorfismo cano´nico ηL : A
+ → S(L) e´ chamado o morfismo
sinta´ctico de L.
Definic¸a˜o 1.37 Seja A um alfabeto e L ⊆ A+. Se existem um morfismo de
semigrupos η : A+ → S e P ⊆ S tais que
η−1(P ) = L,
dizemos que L e´ reconhecida pelo morfismo η, ou ainda, que L e´ reconhecida
pelo semigrupo S.
Se uma linguagem L e´ reconhecida por um semigrupo finito enta˜o diz-se
reconhec´ıvel por semigrupos.
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A seguinte proposic¸a˜o mostra que o semigrupo sinta´ctico de uma linguagem
L e´ o mais pequeno semigrupo que reconhece L.
Proposic¸a˜o 1.38 Seja L uma linguagem de A+. Um semigrupo T reconhece
L se e so´ se S(L) divide T .
Acabamos esta secc¸a˜o com uma proposic¸a˜o que se demonstra facilmente e
sera´ u´til mais a` frente.
Proposic¸a˜o 1.39 Sejam L,L1, L2 linguagens reconhec´ıveis de A
+. Enta˜o:
1. S(A+ \ L) = S(L);
2. S(L1 ∩ L2) ≺ S(L1)× S(L2);




Deve-se a Birkhoff o conceito de variedade. Uma variedade de semigrupos e´
uma classe de semigrupos fechada para a divisa˜o e para produtos directos, que
assume um papel de destaque no estudo dos semigrupos.
Em 1976, Eilenberg introduziu um conceito ana´logo ao de variedade: pseu-
dovariedade de semigrupos (tambe´m chamada variedade de semigrupos finitos)
que sera´ objecto de estudo deste trabalho.
Definic¸a˜o 2.1 Uma pseudovariedade (de semigrupos) e´ uma classe na˜o
vazia de semigrupos finitos, V, tal que:
• se S ∈ V e T ≤ S, enta˜o T ∈ V;
• se S ∈ V e ϕ : S → T e´ um epimorfismo de semigrupos, enta˜o T ∈ V;
• se (Si)i∈I e´ uma famı´lia finita na˜o vazia de elementos de V, enta˜o∏
i∈I Si ∈ V.
Mais sucintamente, V e´ uma pseudovariedade se e´ fechada para divisa˜o
e para produtos directos finitos. Note-se que esta definic¸a˜o, ao contra´rio da
definic¸a˜o de variedade de semigrupos, so´ autoriza produtos finitos.
Damos de seguida alguns exemplos de pseudovariedades, algumas das quais
utilizaremos nos cap´ıtulos subsequentes.
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1. S, a classe de todos os semigrupos finitos;
2. I, a classe constitu´ıda pelos semigrupos com um u´nico elemento;
3. G, a classe de todos os grupos finitos;
4. Sl, a classe de todos os semi-reticulados finitos;
5. Com, a classe de todos os semigrupos comutativos finitos;
6. N, a classe de todos os semigrupos nilpotentes finitos;
7. LI, a classe de todos os semigrupos localmente triviais finitos;
8. K, a classe dos semigrupos finitos S tais que es = e para todos os
e ∈ E(S) e s ∈ S;
9. D, a classe dos semigrupos finitos S tais que se = e para todos os
e ∈ E(S) e s ∈ S.
Como e´ evidente nem todas as classes de semigrupos finitos respeitam as
condic¸o˜es estabelecidas acima. E´ o caso da classe de todos os semigrupos
regulares finitos que na˜o e´ uma pseudovariedade.
A intersecc¸a˜o de uma famı´lia qualquer de pseudovariedades e´ ainda uma
pseudovariedade. Em particular, se considerarmos C uma classe de semigrupos
finitos, a intersecc¸a˜o de todas as pseudovariedades que conteˆm C e´ ainda uma
pseudovariedade chamada a pseudovariedade gerada por C e denotada por 〈C〉.
Prova-se o seguinte:
〈C〉 = {S ∈ S : ∃n > 0∃S1, . . . , Sn ∈ C, S ≺ S1 × · · · × Sn}.
Seja V uma pseudovariedade. O conjunto das pseudovariedades contidas
em V, ditas subpseudovariedades de V, denota-se por PSV. Sejam V e W
duas pseudovariedades de PSS. Definimos:
• o supremo V ∨W e´ a menor pseudovariedade contendo V e W;
• o ı´nfimo V ∧W e´ a intersecc¸a˜o de V e W.
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• LV = {S ∈ S : ∀e ∈ E(S), eSe ∈ V};
• DV = {S ∈ S : as D-classes regulares de S sa˜o semigrupos de V}.
Qualquer que seja V, (PSV,∩,∨) e´ um reticulado.
2.2 Variedades de Linguagens
Ja´ nos referimos a`s variedades e a`s variedades de semigrupos finitos. Por
u´ltimo, vamos estudar as variedades de linguagens, cuja ligac¸a˜o com as pseu-
dovariedades e´ estabelecida pelo Teorema de Eilenberg. Concluiremos o cap´ı-
tulo com alguns exemplos pertinentes de variedades de linguagens associadas
a pseudovariedades conhecidas.
Chamamos classe de linguagens reconhec´ıveis a uma correspondeˆncia C que
associa a cada alfabeto A um conjunto C(A+) de linguagens reconhec´ıveis de
A+.
Definic¸a˜o 2.2 Uma variedade de linguagens e´ uma classe V de linguagens
reconhec´ıveis tal que, para todos os alfabetos A e B,
• V(A+) e´ uma a´lgebra de Boole;
• para todo o morfismo ϕ : A+ → B+, se L ∈ V(B+) enta˜o ϕ−1(L) ∈
V(A+);
• se L ∈ V(A+) e a ∈ A, enta˜o a−1L,La−1 ∈ V(A+).
Seja V uma pseudovariedade e V a classe de linguagens reconhec´ıveis que
associa a cada alfabeto A o conjunto V(A+) das linguagens L de A+ que sa˜o
reconhecidas por um semigrupo de V (o que, pela Proposic¸a˜o 1.38, equivale
a ter-se S(L) ∈ V). Prova-se que esta classe V e´, de facto, uma variedade de
linguagens.
Teorema 2.3 Sejam V e W duas pseudovariedades de semigrupos. Tem-se
que V ⊆W se e so´ se V(A+) ⊆ W(A+), para todo o alfabeto A.
Em particular, V =W se e so´ se V =W.
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Apresentamos agora um teorema fundamental que estabelece que a corres-
pondeˆncia descrita acima e´ uma bijecc¸a˜o entre as variedades de linguagens e
as pseudovariedades de semigrupos.
Teorema 2.4 (Eilenberg, 1976) A correspondeˆncia V 7→ V define uma bi-
jecc¸a˜o entre as pseudovariedades de semigrupos e as variedades de linguagens.
Em seguida, estudaremos as variedades de linguagens N (A+), K(A+),
D(A+) e LI(A+) associadas a`s pseudovariedades N, K, D e LI, respecti-
vamente, que utilizaremos adiante. Note-se que N esta´ contida em K e D e
que LI as conte´m.
Entende-se que uma linguagem L de A+ e´ cofinita se A+ \ L e´ finita.
Teorema 2.5 Seja A um alfabeto. Enta˜o N (A+) e´ o conjunto das linguagens
finitas ou cofinitas de A+.
Prova: Seja L uma linguagem finita e seja n ∈ N tal que L ⊆ A≤n = ⋃nk=1Ak.
Seja ainda η : A+ −→ S(L) o epimorfismo cano´nico. Se u ∈ A+ e |u| > n,
enta˜o para todos os x, y ∈ A∗, xuy /∈ L. Por conseguinte, todas as palavras de
A+ de comprimento superior a n sa˜o sintacticamente equivalentes, logo S(L)
e´ finito. Notemos por 0 a sua imagem sinta´ctica comum. Verifica-se que 0 e´,
de facto, um zero de S(L).
Consideremos agora u1, . . . , um ∈ A+ com m > n. Como |u1 · · ·um| > n
tem-se que
η(u1) · · · η(um) = η(u1 · · ·um) = 0.
Como η e´ sobrejectiva vem que (S(L))m = 0 e, pela Proposic¸a˜o 1.31, S(L) ∈
N pelo que L ∈ N (A+).
Suponhamos agora que L e´ uma linguagem cofinita. Enta˜o A+\L e´ finita e,
pelo que acaba´mos de provar, A+\L ∈ N (A+). Consequentemente S(A+\L) ∈
N. Pela Proposic¸a˜o 1.39, S(A+ \ L) = S(L) pelo que S(L) ∈ N e portanto
L ∈ N (A+).
Reciprocamente suponhamos que L ∈ N (A+). Enta˜o existe um semigrupo
S ∈ N tal que S reconhece L. Seja ϕ : A+ −→ S um morfismo e P ⊆ S tais
que ϕ−1(P ) = L. Como S e´ um semigrupo nilpotente existe n tal que Sn = 0.
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Suponhamos que 0 /∈ P . Consideremos u ∈ A+ tal que |u| ≥ n. Podemos
escrever u como u1 . . . un com ui ∈ A+. A imagem de u por ϕ e´ 0 uma vez que
ϕ(u1 · · ·un) = ϕ(u1) · · ·ϕ(un) ∈ Sn.
Como ϕ(u) = 0 /∈ P tem-se que u /∈ L e, por conseguinte, L e´ finita.
No caso de 0 ∈ P , utilizando o mesmo racioc´ınio prova-se facilmente que
A+ \ L e´ finita.
Mostrou-se assim que se L ∈ N (A+) enta˜o L e´ finita ou cofinita. 
Teorema 2.6 Para todo o alfabeto A, K(A+) (respectivamente D(A+)) e´
o conjunto das linguagens da forma XA∗ ∪ Y (respectivamente A∗X ∪ Y )
onde X e Y sa˜o linguagens finitas de A+.
Prova: Vamos demonstrar o resultado apenas para K(A+) uma vez que para
D(A+) se procede de forma ana´loga.
Seja L = XA∗ ∪ Y onde X e Y sa˜o linguagens finitas de A+. Pelo teorema
anterior, S(Y ) ∈ N uma vez que Y e´ finito e por conseguinte, S(Y ) ∈ K.
Falta provar que S = S(XA∗) ∈ K.
Seja n tal que X ⊆ A≤n e u ∈ A+ tal que |u| ≥ n. Sejam x, y ∈ A∗. Para
toda a palavra v ∈ A+,
xuvy ∈ XA∗ ⇔ xu ∈ XA∗ ⇔ xuy ∈ XA∗.
Conclui-se que uv ∼XA∗ u. Assim, ts = t para todos os t ∈ Sn e s ∈ S. Em
particular, tomando e ∈ E(S), tem-se e ∈ Sn, e portanto vem que
es = e, para todo o s ∈ S.
Conclui-se assim que S(XA∗) ∈ K. Como, pela Proposic¸a˜o 1.39, S(L) ≺
S(XA∗) × S(Y ) e as pseudovariedades sa˜o fechadas para diviso˜es e produtos
finitos, S(L) ∈ K e portanto L ∈ K(A+).
Reciprocamente suponhamos que L ∈ K(A+). Enta˜o L e´ reconhecida por
um semigrupo S de K. Existem portanto um morfismo ϕ : A+ −→ S e P ⊆ S
tais que ϕ−1(P ) = L. Suponhamos que |S| = n. Como S ∈ K tem-se, pela
Proposic¸a˜o 1.29, que Sn = SE(S)S = SE(S).
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Seja L = Y ∪ Y ′ onde Y e´ o conjunto das palavras de L de comprimento
menor que n e Y
′
e´ o conjunto das palavras de L de comprimento superior
ou igual a n. Seja X = {u ∈ An : ∃v ∈ A∗, uv ∈ L}. Vamos provar que
Y
′
= XA∗. Comecemos por provar a inclusa˜o Y
′ ⊆ XA∗. Para tal basta notar
que sa˜o va´lidas as seguintes implicac¸o˜es:
w ∈ Y ′ ⇒ w = uv para alguns u ∈ An e v ∈ A∗
⇒ u ∈ X e v ∈ A∗
⇒ w ∈ XA∗.
Falta agora mostrar que XA∗ ⊆ Y ′ . As seguintes implicac¸o˜es sa˜o va´lidas:
w ∈ XA∗ ⇒ w = uv para alguns u ∈ X e v ∈ A∗
⇒ ϕ(w) = ϕ(u)ϕ(v)
⇒ ϕ(w) = seϕ(v) para alguns e ∈ E(S) e s ∈ S
⇒ ϕ(w) = se
⇒ ϕ(w) = ϕ(u).
Note-se que
u ∈ X ⇒ uv ∈ L para algum v ∈ A∗
⇒ ϕ(uv) = ϕ(u)
⇒ u ∈ L
donde se conclui que se w ∈ XA∗ enta˜o w ∈ L. Dado que |w| ≥ n, deduz-se
que w ∈ Y ′ , o que termina a prova de que XA∗ ⊆ Y ′ .
Mostrou-se assim que L = XA∗ ∪ Y . 
Teorema 2.7 Para todo o alfabeto A, LI(A+) e´ o conjunto das unio˜es das
linguagens da forma XA∗Y ∪ Z onde X, Y e Z sa˜o linguagens finitas de A+.
Alternativamente, LI(A+) e´ tambe´m a a´lgebra de Boole gerada pelas lingua-
gens da forma uA∗ e A∗u onde u ∈ A+.
Prova: Seja V(A+) a a´lgebra de Boole gerada pelas linguagens da forma uA∗
e A∗u, onde u ∈ A+. Esta prova sera´ efectuada em 3 passos:
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(1) Vamos estabelecer que toda a linguagem da forma XA∗Y ∪ Z onde
X, Y e Z sa˜o linguagens finitas de A+, esta´ em V(A+).
Sejam u, v palavras de A+.
(i) {u} = uA∗ \
⋃
a∈A
uaA∗ donde todas as linguagens finitas esta˜o em
V(A+),
(ii) uA∗v = (uA∗ ∩ A∗v) \ F onde F = {f ∈ A∗ : |f | < |u| + |v|}
donde todas as linguagens da forma XA∗Y , com X, Y linguagens
finitas de A+, esta˜o em V(A+).
Logo, conclui-se que, para quaisquer linguagens finitas X, Y, Z ⊆ A+,
se tem XA∗Y ∪ Z ∈ V(A+).
(2) Ja´ prova´mos que K(A+) e´ o conjunto de linguagens da forma XA∗ ∪Y
e D(A+) e´ o conjunto de linguagens da forma A∗X ∪ Y onde X e Y
sa˜o linguagens finitas de A+. Portanto, uA∗ ∈ K(A+) e A∗u ∈ D(A+),
donde uA∗, A∗u ∈ LI(A+). Assim V(A+) ⊆ LI(A+).
(3) Reciprocamente seja L ∈ LI(A+). Seja S = S(L) e seja n = |S|. Como
S ∈ LI tem-se que Sn = SE(S)S = E(S) (note-se que E(S) e´ o ideal
minimal de S). Seja η : A+ → S o morfismo sinta´ctico de L.
Consideremos uma palavra u ∈ L tal que |u| ≥ 2n. Enta˜o podemos
escrever u da seguinte forma:
u = xyz com x, y, z ∈ A∗ e |x| = |z| = n.
Como S ∈ LI vem que esf = ef para todos os e, f ∈ E(S) e para
todo o s ∈ S. Uma vez que η(x), η(z) ∈ Sn = E(S), sa˜o va´lidas as
igualdades:
η(u) = η(x) η(y) η(z)
= η(x) η(z)
= η(x) η(w) η(z) para qualquer w ∈ A∗.
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Assim xA∗z ⊆ η−1(η(u)) ⊆ L. Por conseguinte, L e´ uma unia˜o finita
de linguagens da forma xA∗z e de um conjunto finito de palavras de
comprimento inferior a 2n.
Estabeleceu-se assim que todas as linguagens L ∈ LI(A+) sa˜o unio˜es
de linguagens da forma XA∗Y ∪Z onde X, Y e Z sa˜o linguagens finitas
de A+.
O resultado e´ agora uma consequeˆncia imediata de (1), (2) e (3). 
2.3 Pseudovariedades Equacionais
Seja A um alfabeto. Chama-se identidade a um par de palavras u, v ∈ A+,
que representamos habitualmente por u = v. Uma identidade da forma u = u
diz-se trivial.
Diz-se que um semigrupo finito S verifica ou satisfaz uma identidade u = v,
com u, v ∈ A+, e escreve-se S |= u = v, se ϕ(u) = ϕ(v), para todo o homo-
morfismo ϕ : A+ −→ S.
Uma classe C de semigrupos finitos satisfaz um conjunto de identidades Σ,
e notamos C |= Σ, se
∀S ∈ C ∀u = v ∈ Σ, S |= u = v.
Seja Σ um conjunto de identidades. Denotamos por [[Σ]] a classe de todos
os semigrupos finitos que verificam as identidades de Σ. Prova-se que [[Σ]] e´
uma pseudovariedade e dizemos que e´ definida por Σ.
Definic¸a˜o 2.8 Uma pseudovariedade V diz-se equacional se existir um con-
junto de identidades Σ tal que V = [[Σ]].
Por exemplo,
• sa˜o equacionais as seguintes pseudovariedades:
S = [[x = x]], B = [[x2 = x]], Com = [[xy = yx]], Sl = [[x2 = x, xy = yx]].
• G e N na˜o sa˜o equacionais.
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Ja´ referimos que nem todas as pseudovariedades sa˜o equacionais. No en-
tanto, todas podem ser definidas ultimamente atrave´s de identidades.
Teorema 2.9 (Eilenberg e Schu¨tzenberger [24]) Uma classe na˜o vazia U
de semigrupos e´ uma pseudovariedade se e so´ se existe uma sucessa˜o (un = vn)n∈N
de identidades tal que
U = {S ∈ S : ∃p ∈ N ∀n ≥ p, S |= un = vn}
Dizemos, nesse caso, que U e´ definida ultimamente por (un = vn)n∈N.
Considerem-se por exemplo as pseudovariedades G e N que na˜o sa˜o equa-
cionais. Sabe-se que:
G = {S ∈ S : ∃p ∈ N ∀n ≥ p, S |= xn!y = yxn! = y}
N = {S ∈ S : ∃p ∈ N ∀n ≥ p, S |= xny = yxn = xn}.
Um exemplo de uma sucessa˜o que define G ultimamente e´ a seguinte
xy = yx, yx = y, x2! = yx2!, yx2! = y, . . . , xk!y = yxk!, yxk! = y, . . . (k ∈ N)
ou seja (uk = vk)k∈N em que
u2k−1 = xk!y, v2k−1 = yxk!, u2k = yxk!, v2k = y.
O caso de N pode ser tratado ana´logamente.
Cap´ıtulo 3
Operac¸o˜es Impl´ıcitas
A noc¸a˜o de operac¸a˜o impl´ıcita assume um papel preponderante no ca´lculo de
supremos de pseudovariedades que constitui o objectivo deste trabalho.
3.1 Teorema de Reiterman
Comecemos por definir operac¸a˜o impl´ıcita.
Definic¸a˜o 3.1 Seja V uma pseudovariedade e seja A = {a1, ..., an} um al-
fabeto finito. Uma operac¸a˜o impl´ıcita A-a´ria (por vezes tambe´m chamada
n-a´ria) sobre V e´ uma famı´lia pi = (piS)S∈V tal que:
i) para todo o S ∈ V, piS : Sn → S e´ uma func¸a˜o;











O conjunto de todas as operac¸o˜es impl´ıcitas A-a´rias sobre V, que notamos
FˆA(V) munido da operac¸a˜o bina´ria definida por (piρ)S = piSρS para todo o S ∈
V, e´ um semigrupo. Quando estivermos interessados na cardinalidade de A,
designa´-lo-emos por An e designaremos por FˆAn(V) o conjunto das operac¸o˜es
impl´ıcitas An-a´rias sobre V.
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Os exemplos mais simples, apesar de fundamentais, de operac¸o˜es impl´ıcitas
sa˜o as operac¸o˜es expl´ıcitas que passamos a definir.
Seja V uma pseudovariedade e seja A = {a1, ..., an} um alfabeto finito.
Para cada i ∈ {1, ..., n}, ai define uma operac¸a˜o impl´ıcita A-a´ria sobre V,
chamada a projecc¸a˜o sobre a componente i em que, para cada S ∈ V, a func¸a˜o
(ai)S : S
n −→ S e´ definida por:
(ai)S(s1, ..., sn) = si.
O subsemigrupo de FˆA(V) gerado pelas projecc¸o˜es denota-se por FA(V) e os
seus elementos sa˜o chamados operac¸o˜es expl´ıcitas sobre V.
Exemplo 3.2 Seja V uma pseudovariedade de semigrupos. Se considerarmos
o alfabeto A = {a, b} e a palavra u = aba, enta˜o para S ∈ V e s1, s2 ∈ S,
podemos definir a func¸a˜o uS : S
2 −→ S por
uS(s1, s2) = aS(s1, s2)bS(s1, s2)aS(s1, s2) = s1s2s1.
Assim, u define uma operac¸a˜o impl´ıcita sobre V que e´ tambe´m expl´ıcita.
Podemos generalizar o exemplo anterior. Dado um alfabeto A = {a1, ..., an}
qualquer e dada uma palavra u = ai1ai2 · · · aim ∈ A+, com ai1 , ai2 , . . . , aim ∈
A, enta˜o u define a operac¸a˜o expl´ıcita A-a´ria tal que, para cada S ∈ V e
s1, . . . , sn ∈ S,
uS(s1, . . . , sn) = si1si2 · · · sim .
Ale´m das operac¸o˜es expl´ıcitas, a operac¸a˜o impl´ıcita que aparece com mais
frequeˆncia e´ a que se define de seguida, chamada poteˆncia-ω.
Seja S um semigrupo finito e seja s ∈ S. O subsemigrupo 〈s〉 de S gerado
por s e´ evidentemente finito. Pela Proposic¸a˜o 1.11, existe um u´nico idempo-
tente em 〈s〉, representado por sω, que e´ precisamente o elemento neutro do
nu´cleo de 〈s〉.
A poteˆncia-ω e´ a operac¸a˜o impl´ıcita aω sobre V definida para cada S ∈ V
e s ∈ S por
(aω)S(s) = s
ω.
Apesar de usualmente ser uma operac¸a˜o na˜o expl´ıcita, aω (bem como outras
operac¸o˜es impl´ıcitas) pode, no caso de algumas pseudovariedades, coincidir
com operac¸o˜es expl´ıcitas sobre V.
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Exemplo 3.3 Repare-se que na pseudovariedade Sl = [[x2 = x, xy = yx]], a
operac¸a˜o impl´ıcita aω e´ expl´ıcita:
∀S ∈ Sl ∀s ∈ S (aω)S(s) = sω = s.
Portanto aω = a em Sl.
Note-se que, sepi = (piS)S∈V e´ uma operac¸a˜o impl´ıcita sobre V e W e´
uma pseudovariedade contida em V, enta˜o (piS)S∈W e´ uma operac¸a˜o impl´ıcita
sobre W que denotaremos por pW(pi).
Estamos agora em condic¸o˜es de estender a noc¸a˜o de identidade a` noc¸a˜o de
pseudoidentidade.
Chama-se pseudoidentidade a um par (pi, ρ), com pi, ρ ∈ FˆA(V), que repre-
sentamos habitualmente por pi = ρ.
Dizemos que um semigrupo S ∈ V verifica ou satisfaz uma pseudoidenti-
dade pi = ρ, com pi, ρ ∈ FˆA(V), e escrevemos S |= pi = ρ, se piS = ρS.
Uma classe C de semigrupos finitos satisfaz um conjunto de pseudoidenti-
dades Σ, e notamos C |= Σ, se
∀S ∈ C ∀pi = ρ ∈ Σ, S |= pi = ρ.
Da mesma forma que para as identidades, se Σ e´ um conjunto de pseudo-
identidades sobre V, [[Σ]] denota a classe de todos os semigrupos finitos de V
que verificam as pseudoidentidades de Σ. Prova-se que [[Σ]] e´ uma pseudova-
riedade e dizemos que e´ definida por Σ.
Exemplo 3.4 Algumas das pseudovariedades referidas anteriormente podem
agora ser apresentadas de forma mais simples:
G = [[xωy = yxω = y]]
N = [[xωy = yxω = xω]]
LI = [[xωyxω = xω]]
K = [[xωy = xω]]
D = [[yxω = xω]]
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Nota: As pseudoidentidades acima podem ser consideradas sobre a pseudo-
variedade S de todos os semigrupos finitos, como e´ mais habitual.
Como caso particular do estudo das variedades por Birkhoff , sabemos que
uma classe de semigrupos e´ uma variedade se e so´ se e´ equacional. Reiterman,
em 1982, provou um teorema ana´logo que enunciamos de seguida no caso dos
semigrupos finitos.
Teorema 3.5 (Reiterman) Seja U uma classe na˜o vazia de semigrupos fini-
tos. Enta˜o U e´ uma pseudovariedade se e so´ se existe um conjunto Σ de
pseudoidentidades sobre uma pseudovariedade W contendo U tal que
U = [[Σ]] = {S ∈W : ∀pi = ρ ∈ Σ, S |= pi = ρ}.
Em FˆA(V) pode ser definida uma estrutura topolo´gica, conforme o breve
resumo que se segue. Para mais detalhes consultar [5].
Para cada semigrupo S ∈ V, existe uma aplicac¸a˜o natural
αS : FˆA(V) −→ SSn
pi 7−→ piS
que induz uma aplicac¸a˜o injectiva






ondeV0 e´ um conjunto numera´vel que conte´m um representante de cada classe









Sn munido da topologia produto. Consideremos ainda
FˆA(V) como um subespac¸o topolo´gico de
∏
S∈V0 S
Sn atrave´s da aplicac¸a˜o αV.
Proposic¸a˜o 3.6 Com as definic¸o˜es acima, FˆA(V) e´ um semigrupo topolo´gico
compacto no qual FA(V) e´ denso.
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Seja r : FˆA(V)× FˆA(V) −→ N0 ∪ {+∞} uma aplicac¸a˜o definida por
r(pi, ρ) = min{|S| : S ∈ V, piS 6= ρS}.
Convenciona-se que min ∅ = +∞.
Defina-se ainda uma aplicac¸a˜o d : FˆA(V)× FˆA(V) −→ R+0 tal que
d(pi, ρ) =
{
2−r(pi,ρ) se r(pi, ρ) e´ finito
0 se r(pi, ρ) = +∞
Prova-se facilmente que sa˜o va´lidas as propriedades:
i. d(pi, ρ) = 0 se e so´ se pi = ρ;
ii. d(pi, ρ) = d(ρ, pi);
iii. d(pi, ρ) ≤ max{d(pi, θ), d(θ, ρ)};
iv. d(piθ, ρτ) ≤ max{d(pi, ρ), d(θ, τ)};
o que mostra em particular que d e´ uma ultrame´trica.
Proposic¸a˜o 3.7 ([5]) A topologia anteriormente definida sobre FˆA(V) e´ in-
duzida por d.
Proposic¸a˜o 3.8 ([5]) O espac¸o me´trico (FˆA(V), d) e´ o completado do sub-
espac¸o (FA(V), d).
Pelo que foi exposto, note-se que uma sucessa˜o (pin)n∈N de operac¸o˜es impl´ı-
citas A-a´rias sobre V converge para pi ∈ FˆA(V) se e so´ se, para todo o S ∈ V,
piS = (pin)S a partir de uma certa ordem, ou seja, se e so´ se a sucessa˜o (pin)n
coincide ultimamente com pi em cada S ∈ V.
Exemplo 3.9 Para cada pi ∈ FˆA(V), a sucessa˜o (pin!)n∈N converge para piω, o
u´nico idempotente do subsemigrupo de FˆA(V) gerado por pi.
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3.2 Operac¸o˜es Impl´ıcitas Sobre Algumas Pseu-
dovariedades
O resultado seguinte, que e´ uma consequeˆncia imediata do Teorema de Reiter-
man, e´ muito u´til no ca´lculo do supremo de pseudovariedades.
Proposic¸a˜o 3.10 Dadas duas pseudovariedades V e W e dadas operac¸o˜es
impl´ıcitas pi, ρ ∈ FˆA(S), tem-se que
V ∨W |= pi = ρ se e so´ se V |= pi = ρ e W |= pi = ρ.
Prova: Se V ∨W satisfaz a pseudoidentidade pi = ρ, enta˜o e´ trivial que V e
W tambe´m a satisfazem.
Reciprocamente, suponhamos que V ∨W = [[Σ]]. Se V,W |= pi = ρ mas
V ∨W 6|= pi = ρ, enta˜o existe uma pseudovariedade U tal que
U = [[Σ ∪ {pi = ρ}]] ⊂ V ∨W
e V,W ⊆ U o que e´ absurdo uma vez que, por definic¸a˜o, o supremo de V e
W e´ a menor pseudovariedade que conte´m ambas. 
Sendo as pseudoidentidades satisfeitas por V ∨W exactamente aquelas
verificadas por V e W simultaneamente, enta˜o e´ evidente que uma das es-
trate´gias do ca´lculo de supremos consiste em estudar as operac¸o˜es impl´ıcitas
sobre as pseudovariedades envolvidas. Com este propo´sito, estudaremos, em
seguida, as operac¸o˜es impl´ıcitas sobre algumas pseudovariedades que sera˜o de
grande utilidade mais tarde.
Operac¸o˜es Impl´ıcitas sobre N
Consideremos a pseudovariedade dos semigrupos nilpotentes, N = [[xω = 0]].




Nk onde Nk = [[a1...ak = 0]].
Seja A um alfabeto. Consideremos N2 = [[a1a2 = 0]]. Prova-se que o
conjunto das operac¸o˜es expl´ıcitas sobre A pode ser identificado com o conjunto
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de todas as palavras sobre o alfabeto A de comprimento inferior ou igual a 1
junto com um elemento 0.
Se considerarmos N3 = [[a1a2a3 = 0]] e´ tambe´m fa´cil constatar que FA(N3)
pode ser visto como o conjunto das palavras sobre A de comprimento inferior
ou igual a 2 e ainda do elemento 0. Iterando este racioc´ınio conclui-se que
FA(Nk) e´ o conjunto das palavras de comprimento inferior ou igual a k − 1 e
de um elemento 0.
Os semigrupos FA(Nk) sa˜o elementos de N e constituem um conjunto de
geradores de N. Portanto, deduz-se que N na˜o satisfaz nenhuma igualdade
na˜o trivial, ou seja, FA(N) = A
+.
Seja (un)n uma sucessa˜o de FA(N) = A
+. Se (un)n converge em FˆA(N)
enta˜o converge em cada FˆA(Nk). Temos uma das seguintes situac¸o˜es:
• Existe um k ∈ N tal que (un)n e´ ultimamente constante e igual a
v = a1a2...al com l < k e ai ∈ A.
Neste caso,
∃p ∈ N ∀n ≥ p, un = v
e, portanto, (un)n → v.
• Para todo o k ∈ N, |un| ≥ k a partir de uma certa ordem, que depende
de k. Duas sucesso˜es deste tipo sa˜o iguais em FˆA(Nk) para qualquer
k a partir de uma certa ordem e portanto convergem para o mesmo
elemento de FˆA(N), que denotamos por 0, uma vez que se trata, de
facto, de um elemento zero.
Conclui-se que FˆA(N) = A
+∪{0}, ou seja, FˆA(N) e´ o semigrupo topolo´gico
obtido de A+ por adic¸a˜o de um ponto “no infinito” que, em particular, e´ um
zero.
A seguinte proposic¸a˜o sera´ u´til na caracterizac¸a˜o das operac¸o˜es impl´ıcitas
de pseudovariedades que conteˆm N.
Proposic¸a˜o 3.11 Para uma pseudovariedade V de semigrupos, FA(V) e´ um
semigrupo livre sobre A e um espac¸o topolo´gico discreto se e so´ se N ⊆ V.
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Operac¸o˜es Impl´ıcitas sobre K
Ja´ vimos que a pseudovariedade K dos semigrupos cujos idempotentes sa˜o
zeros a` esquerda e´ definida pela pseudoidentidade xωy = xω. A fim de estu-




Kk onde Kk = [[a1...akb = a1...ak]].
Para cada k ∈ N, consideremos FA(Kk), o semigrupo formado pelas palavras
sobre A de comprimento inferior ou igual a k, onde o produto de duas palavras
e´ o mais longo prefixo de comprimento menor ou igual a k do seu produto usual.
Dado que N ⊆ K, deduz-se da Proposic¸a˜o 3.11, que FA(K) = A+.
Os semigrupos FA(Kk) geram K e verifica-se que uma sucessa˜o (un)n∈N de
A+ converge em FˆA(K) se converge em cada FA(Kk). Neste caso, temos uma
das seguintes situac¸o˜es:
• un = u, para alguma palavra u e para todo o n suficientemente grande;
• para todo o k ∈ N existe uma palavra u com |u| = k tal que u e´ prefixo
de un para todo o n suficientemente grande.
Podemos portanto identificar os elementos na˜o expl´ıcitos de FˆA(K) com
as palavras infinitas a` direita sobre A. Enta˜o FˆA(K) = A
+ ∪ AN, ou seja, o
semigrupo das operac¸o˜es impl´ıcitas sobre K e´ formado por palavras de A+ e
por palavras infinitas a` direita sobre A. Este semigrupo e´ munido do produto
induzido do produto sobre A+ e uv = u se u ∈ AN.
Operac¸o˜es Impl´ıcitas sobre D
Como D e´ a pseudovariedade dos semigrupos cujos idempotentes sa˜o zeros a`
direita, o estudo do conjunto das operac¸o˜es impl´ıcitas sobre D efectua-se de
forma ana´loga ao anterior. Neste caso, concluir-se-ia que o semigrupo FˆA(D) e´
formado por palavras de A+ e palavras infinitas a` esquerda sobre A. O produto
tambe´m e´ induzido do produto sobre A+ e uv = v se v ∈ A−N.
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Operac¸o˜es Impl´ıcitas sobre LI
Analisemos agora a pseudovariedade dos semigrupos localmente triviais. Ja´





LIk onde LIk = [[a1...akbc1...ck = a1...akc1...ck]].
Prova-se que uma sucessa˜o (un)n de A
+ converge em FˆA(LIk) se e so´ se e´
ultimamente constante, ou se todas as palavras de (un)n teˆm ultimamente o
mesmo prefixo e o mesmo sufixo de comprimento k, para todo o k. Enta˜o
{(w,w′) : w ∈ AN, w′ ∈ A−N} pode ser identificado com o conjunto das
operac¸o˜es impl´ıcitas na˜o expl´ıcitas, ou seja, FˆA(LI) = A+ ∪ (AN × A−N). O
produto, para todos os u, u
′ ∈ A+ e todos os (v, w), (v′ , w′) ∈ AN × A−N, e´
dado por:
u · u′ = uu′
u · (v, w) = (uv, w)





) = (v, w
′
).
Operac¸o˜es Impl´ıcitas sobre ZE
Consideremos a pseudovariedade ZE dos semigrupos finitos cujos idempotentes
sa˜o centrais, ou seja, ZE = [[xωy = yxω]]. Note-se que o ideal mı´nimo de
qualquer semigrupo de ZE e´ um grupo.
Definic¸a˜o 3.12 Seja pi ∈ FˆA(ZE) e seja n = |A|. Diz-se que pi tem a pro-
priedade do nu´cleo se para todo o S ∈ ZE e s1, ..., sn ∈ S, piS(s1, ..., sn)
pertence ao nu´cleo (ou seja, ao ideal mı´nimo) do subsemigrupo < s1, ..., sn >
de S.
Lema 3.13 ([6]) ZE |= (xy)ω = xωyω
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Proposic¸a˜o 3.14 Seja pi ∈ FˆA(ZE). Enta˜o pi tem a propriedade do nu´cleo se
e so´ se
pi(a1, ..., an) = ρ(ea1, ..., ean)
onde e = (a1 · · · an)ω para algum ρ ∈ FˆA(G).
Prova: Se pi(a1, ..., an) = ρ(ea1, ..., ean) e´ evidente que pi tem a propriedade
do nu´cleo.
Reciprocamente, seja pi = (piS)S∈ZE e suponhamos que pi tem a propriedade
do nu´cleo. Seja ρ = pG(pi) = (piS)S∈G.
Para cada S ∈ ZE e cada s1, ..., sn ∈ S, pelo Lema 3.13, f = (s1 · · · sn)ω e´ o
elemento neutro do nu´cleo de < s1, ..., sn > donde pi(a1, ..., an) = pi(a1, ..., an)e.
Consideremos a aplicac¸a˜o ϕ : S −→ S, definida por ϕ(s) = sf . E´ trivial
que ϕ e´ um homomorfismo, isto e´, que (s ·t)f = sf ·tf , para quaisquer s, t ∈ S,
uma vez que os idempotentes sa˜o centrais. Como, por hipo´tese, pi(s1, ..., sn)
pertence ao nu´cleo de < s1, ..., sn >, para todos os s1, ..., sn ∈ S, deduz-se que
pi(a1, ..., an)e = pi(ea1, ..., ean) = ρ(ea1, ..., ean).

Lema 3.15 Seja S ∈ ZE e |S| = n. Seja v ∈ A+ uma palavra e seja a ∈ A
tal que |v|a ≥ n. Tem-se que
S |= v = aωv.
Prova: Sejam s ∈ S e t0, t1, ..., tn ∈ S1. Consideremos ainda rk = t0st1s...tk
onde k = 0, 1, ..., n. Podem ocorrer duas situac¸o˜es:
(I) os rk sa˜o todos distintos. Neste caso, como |S| = n e rk ∈ S1 enta˜o
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(II) existem l, k ∈ {0, 1, ..., n} com k < l tais que rk = rl. Enta˜o















ω porque ZE = [[xωy = yxω]]
= sωrk
Em ambos os casos, conclui-se que rn = s
ωrn, o que prova o resultado. 
Estamos agora em condic¸o˜es de apresentar a descric¸a˜o das operac¸o˜es impl´ıcitas
sobre a pseudovariedade ZE.
Teorema 3.16 Seja pi ∈ FˆAm(ZE). Enta˜o pi e´ da forma
pi = w0ρ1(ea1, ..., ean)w1...ρk(ea1, ..., ean)wk
onde n ≤ m, cada wi e´ uma palavra sobre Am\An, w0, wk podem ser vazias,
e = (a1...an)
ω e cada ρi ∈ FˆAn(G).
Prova: Seja pi ∈ FˆAm(ZE). Como FAm(ZE) e´ denso em FˆAm(ZE), existe uma






Consideremos, para cada k e cada i, o nu´mero |vk|ai de ocorreˆncias de
ai ∈ Am em cada palavra vk. Para cada i, podem ocorrer duas situac¸o˜es:
(I) existe um r ∈ N tal que |vk|ai ≤ r, para todo o k. Ou seja, ai pode,
por exemplo, ocorrer um nu´mero sk (com sk ≤ r) de vezes para todos
os vk.
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(II) {|vk|ai : k = 1, 2, ...} e´ ilimitado, ou seja, na˜o existe um limite superior
para |vk|ai , pelo que podemos assumir que |vk|ai ≥ k.
Seja J o conjunto de ı´ndices j com aj nas condic¸o˜es de (II). Retirando de
vk todos os aj com j ∈ J , podemos assumir (considerando uma subsucessa˜o
de (vk)k, se necessa´rio) que obtemos, para todos os k, a mesma palavra u,
digamos u = w0w1...wr. Enta˜o,
vk = w0vk1w1...vkrwr.
Pela definic¸a˜o de convergeˆncia de (vk)k, dado l ∈ N, existe um inteiro kl
tal que S |= pi = vk para todo o k ≥ kl e todo S ∈ ZE com |S| ≤ l. Pelo lema
anterior, S |= vk = aωj vk (j ∈ J) para k ≥ l donde
S |= pi = vk = aωj vk, para k ≥ max{l, kl}.




Seja σk = w0σk1w1...σkrwr. Enta˜o, nas condic¸o˜es anteriores











Tem-se assim que lim
k→+∞
σk = pi e, como FˆAm(ZE) e´ compacto, podemos
assumir que cada sucessa˜o (σki)k converge para, digamos, pii. Como cada σki
tem a propriedade do nu´cleo (repare-se que na˜o t´ınhamos tal garantia para vki),
enta˜o tambe´m podemos garantir que cada pii tem a propriedade do nu´cleo.
Pela proposic¸a˜o anterior vem que
pii(a1, ..., an) = ρi(ea1, ..., ean)
onde e = (a1...an)
ω para algum ρi ∈ FˆAn(G). Pelo que cada operac¸a˜o impl´ıcita




Chegamos enfim, ao tema a que nos propusemos dedicar este trabalho: o
estudo do operador supremo, um dos operadores mais u´teis, no reticulado das
pseudovariedades de semigrupos.
Recorde-se que, dadas duas pseudovariedades V e W, o supremo V ∨W
e´ a menor pseudovariedade que conte´m ambas as pseudovariedades V e W.
Dadas duas pseudovariedades V e W, definidas por conjuntos de pseudo-
identidades Σ1 e Σ2, isto e´, V = [[Σ1]] e W = [[Σ2]], facilmente se verifica que
V ∩W = [[Σ1 ∪ Σ2]]. O ca´lculo do supremo, pore´m, e´ bem mais complexo.
Repare-se que V ∩W e´ uma pseudovariedade para todos os V e W en-
quanto que V ∪W e´ uma pseudovariedade se e so´ se V ⊆ W ou W ⊆ V.
Apesar da sua definic¸a˜o aparentemente simples, o ca´lculo de supremos e´ pois
um problema bastante dif´ıcil e parco de resultados generaliza´veis. Os casos
espec´ıficos em que se consegue calcular o supremo de duas pseudovariedades
prendem-se sempre com propriedades espec´ıficas de cada uma das pseudovar-
iedades envolvidas.
Antes do desenvolvimento da teoria das operac¸o˜es impl´ıcitas por Almeida
poucos resultados se conheciam. No entanto, apesar de hoje a situac¸a˜o se ter
modificado, muitos supremos continuam por calcular.
Nos exemplos de ca´lculo de supremos que apresentamos em seguida, uti-
48
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lizaremos essencialmente treˆs estrate´gias:
• abordagem estrutural: dadas duas pseudovariedades V e W e U um
candidato a supremo de V e W, se cada semigrupo de U divide um
produto S × T com S ∈ V e T ∈W, enta˜o V ∨W = U.
• abordagem sinta´ctica: dadas duas pseudovariedades V eW, estudamos
todas as operac¸o˜es impl´ıcitas sobre uma pseudovariedade U que con-
tenha V e W. A ideia e´ mostrar que se uma pseudoidentidade sobre
U e´ satisfeita por V e W enta˜o ela e´ trivial.
• podemos ainda utilizar o conhecimento das variedades de linguagens
associadas a`s pseudovariedades cujo supremo queremos calcular.
Exemplo 4.1 Consideremos as seguintes pseudovariedades dos semigrupos
zero a` esquerda, dos semigrupos zero a` direita e das bandas rectangulares:
K1 = [[xy = x]], D1 = [[xy = y]] e RB = [[xyx = x]] = [[xyz = xz, x
2 = x]].
Seja RB o candidato a supremo de K1 e D1.
Uma vez que K1 e D1 verificam a pseudoidentidade que define RB, vem
que K1∨D1 ⊆ RB. Para provar a inclusa˜o contra´ria, precisamos de um lema
que se prova facilmente:
Lema 4.2 Sejam u, v ∈ FˆA(RB). Enta˜o:
(i) K1 |= u = v se e so´ se a primeira letra de u e´ igual a` primeira letra de
v.
(ii) D1 |= u = v se e so´ se a u´ltima letra de u e´ igual a` u´ltima letra de v.
Suponhamos enta˜o que K1,D1 |= u = v. Pelo lema anterior, vem que u e
v teˆm a primeira e a u´ltima letras iguais. Consideremos u = au′b e v = av′b.
Por definic¸a˜o em RB
u = au′b = ab = av′b = v.
Se u = a (ou v = a) enta˜o facilmente se verifica que, em RB, u = v. Por
conseguinte, RB |= u = v e enta˜o K1 ∨D1 = RB.
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Notemos que os supremos de pseudovariedades podem, muitas vezes, calcular-
se usando qualquer uma das estrate´gias referidas anteriormente. Em seguida,
calcularemos o supremo K ∨D seguindo as duas u´ltimas abordagens. Come-
cemos por calcular este supremo utilizando os conhecimentos das operac¸o˜es
impl´ıcitas sobre as pseudovariedadesK, D e LI, ou seja, a abordagem sinta´ctica.
Seja LI o candidato a supremo de K e D. Como K, D ⊆ LI enta˜o e´
evidente que K ∨D ⊆ LI.
Sejam pi, ρ ∈ FˆA(LI) e suponhamos que K,D |= pi = ρ. Temos uma das
seguintes alternativas:
(I) pi = ρ ∈ A+ e, neste caso, e´ claro que LI |= pi = ρ.
(II) pi = (v, w) ∈ AN × A−N e ρ = (v′, w′) ∈ AN × A−N sa˜o ambas na˜o
expl´ıcitas. Por um lado, pK(pi) = v e pK(ρ) = v
′ e, como K |= pi = ρ,
tem-se v = v′. Por outro lado, D |= pi = ρ pelo que w = w′ uma vez
que w e w′ sa˜o as restric¸o˜es de pi e ρ, respectivamente, a D. De v = v′
e w = w′ conclui-se que LI |= pi = ρ e portanto K ∨D = LI.
O ca´lculo deste supremo pode ainda efectuar-se utilizando os conhecimentos
acerca das variedades de linguagens associadas a K, D e LI.
Seja U = K∨D. Vamos provar que U = LI. Ja´ verifica´mos que a inclusa˜o
U ⊆ LI e´ imediata.
Para mostrar que LI ⊆ U, basta recordar que, para um alfabeto A qual-
quer, uA∗, A∗u ∈ U(A+), pelo que a a´lgebra de Boole gerada por aquelas
linguagens esta´ tambe´m contida em U(A+). Por conseguinte, pelo Teorema
2.3, LI ⊆ U. Conclui-se portanto que LI = K ∨D.
Prova´mos queK ∨D = LI e tambe´m se mostra facilmente queK ∩D = N.
Tem-se, portanto, o seguinte subreticulado de PSS.













4.2 Alguns Supremos da forma G ∨V
Comec¸amos nesta secc¸a˜o por encontrar pseudovariedades da forma G ∨ V,
onde V e´ uma das pseudovariedades N, LI, K ou D, utilizando a estrate´gia
estrutural. Note-se que todas as pseudovariedades referidas esta˜o contidas em
LG = [[(xωyωxω)ω = xω]]. Prova-se que um semigrupo finito S ∈ LG se e so´
se todos os idempotentes de S pertencem ao ideal mı´nimo de S, uma prova
pode ser encontrada por exemplo em [20].
Terminaremos encontrando o que foi talvez o primeiro supremo obtido us-
ando o Teorema de Reiterman: G∨Com = ZE. Este supremo foi determinado
em 1988 por Almeida [2].
Supremo G ∨N
Vamos pois utilizar a abordagem estrutural para mostrar que o supremoG∨N
e´ a pseudovariedade IE = [[xω = yω]]. E´ imediato queG∨N ⊆ IE. Para provar
a outra inclusa˜o, consideremos um semigrupo S ∈ IE e o seu ideal mı´nimo J .
Dado que IE ⊆ ZE, como ja´ t´ınhamos referido antes, J e´ um grupo. Por outro
lado, recorde-se que S/J e´ o semigrupo quociente S/θJ , definido a partir da
congrueˆncia de Rees sobre S de nu´cleo J :
aθJb se a = b ou a, b ∈ J.
Como S ∈ LG tem-se ainda que S/J tem J -classes triviais. Em particular a
sua J -classe minimal e´ igual a {0} sendo 0 o zero de S/J . Esta descric¸a˜o cor-
responde a`quela efectuada anteriormente, dos semigrupos nilpotentes, donde
S/J ∈ N.
Considere-se a aplicac¸a˜o
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ϕ : S −→ J × S/J
x 7−→ (xω+1, x/J) .
Vamos provar que ϕ e´ um homomorfismo injectivo.
Sejam x, y ∈ S e suponhamos que ϕ(x) = ϕ(y). Enta˜o x/J = y/J e, por
definic¸a˜o de θJ , x = y ou x, y ∈ J . Consideremos o segundo caso. Como x ∈ J ,
xω+1 = xωx = x pois xω e´ a identidade do grupo J . De igual modo, yω+1 = y.
Como, por hipo´tese, xω+1 = yω+1 tem-se que x = y. Provou-se assim que ϕ e´
injectiva.
Resta mostrar que ϕ e´ homomorfismo. Tem-se que
ϕ(xy) = ((xy)ω+1, xy/J) e
ϕ(x)ϕ(y) = (xω+1, x/J)(yω+1, y/J) = (xω+1yω+1, xy/J).
Logo,ϕ(xy) = ϕ(x)ϕ(y) se e so´ se (xy)ω+1 = xω+1yω+1. Ora como x ∈ S e
S ∈ IE tem-se que
(xy)ω+1 = (xy)ωxy = xωxy e
xω+1yω+1 = xωxyωy = xωxxωy = xωxω+1y = xωxωxy = xωxy.
Provou-se, assim, que ϕ e´ um homomorfismo injectivo de S num produto
directo de elementos de G e N, ou seja provamos que S pertence a G ∨N.
Supremo G ∨ LI
Para provar que G ∨ LI = [[xωyωxω = xω]] necessitamos do seguinte lema.
Lema 4.3 Se S e´ um semigrupo de LG, a equivaleˆncia H sobre S e´ uma
congrueˆncia.
Prova: Seja S um semigrupo de LG. Vamos provar que H e´ uma congrueˆncia
esquerda, ou seja, para todos os s, t, a ∈ S, se sH t enta˜o asH at. Comecemos
enta˜o por supor que sH t. Podemos assumir ainda que s 6= t. ComoH = L∩R
vem que sL t. Pela Proposic¸a˜o 1.18, existem x, y ∈ S tais que
xs = t e yt = s.
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Sa˜o va´lidas as igualdades
s = yt = y(xs) = (yx)s = (yx)2s = (yx)ωs.
Conclui-se que Js ≤ J(yx)ω e, como todos os idempotentes de S esta˜o no seu
ideal mı´nimo J , tem-se que s ∈ J . De igual modo se mostra que t ∈ J .
Na observac¸a˜o que segue o Teorema de Green ja´ t´ınhamos afirmado que
todas as H-classes de uma J -classe mı´nima sa˜o grupos. Por conseguinte,
s = sωs = sω+1 e, de igual modo, t = tω+1. Por outro lado, vem que asω ∈ J
e sω = tω ja´ que sHt.
Finalmente, prova-se [25] que se r, p ∈ J enta˜o rpR r e rpL p. Logo as =
asω+1 = (asω)s ∈ Rasω e at ∈ Ratω = Rasω e ainda as, at ∈ Ls = Lt = L.
Conclui-se que
as, at ∈ Rasω ∩ L,
donde asH at, o que prova que H e´ uma congrueˆncia esquerda. De igual modo
se mostra que H e´ uma congrueˆncia direita, o que conclui a demonstrac¸a˜o do
lema. 
Estamos agora em condic¸o˜es de provar que G ∨ LI = [[xωyωxω = xω]].
E´ imediato que G ∨ LI ⊆ [[xωyωxω = xω]]. Vamos provar a outra inclusa˜o.
Seja S ∈ [[xωyωxω = xω]] e seja e um idempotente de S. Sabe-se que He e´
um grupo. Repare-se que [[xωyωxω = xω]] ⊆ LG e prova-se facilmente que
LI = LG ∩ A onde A e´ a pseudovariedade de todos os semigrupos finitos
aperio´dicos.
Como, pelo lema anterior, H e´ uma congrueˆncia, podemos construir o
semigrupo quociente S/H. Assim, as H-classes de S/H sa˜o triviais e portanto
S/H ∈ LI, uma vez que S ∈ LG.
Consideremos a aplicac¸a˜o
φ : S −→ He × S/H
x 7−→ (exe, x/H) .
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Vamos mostrar que S divide He × S/H. E´ imediato que φ e´ injectiva.
Vamos provar que e´ um homomorfismo. Para quaisquer x, y ∈ S, tem-se
φ(xy) = (exye, xy/H) e
φ(x)φ(y) = (exe, x/H)(eye, y/H) = ((exe)(eye), xy/H).
Logo ϕ(xy) = ϕ(x)ϕ(y) se e so´ se exye = (exe)(eye). A estrutura da
J -classe minimal de S e´ a seguinte:




ye ; g · · · · · ·
onde f e g sa˜o os elementos neutros dos grupos Hex e Hye. Vem que
exf = ex e gye = ye.
Como x ∈ S e S ∈ [[xωyωxω = xω]] sabemos ainda que (fg)2 = fgfg =
(fgf)g = fg, donde fg e´ idempotente. Enta˜o, dado que fg ∈ He, tem-se
fg = e e
exye = (exf)(gye) = ex(fg)ye = exeye = (exe)(eye).
Donde se conclui que φ e´ um homomorfismo. Provou-se assim que S divide
He × S/H e portanto que S pertence a G ∨ LI.
De igual forma se prova que
G ∨K = [[xωyω = xω]] e G ∨D = [[xωyω = yω]].
Supremo G ∨Com
Tanto os grupos como os semigrupos comutativos teˆm idempotentes centrais
pelo que a pseudovariedade ZE se apresenta como um bom candidato para
supremo de G e Com.
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Uma vez que ZE satisfaz a pseudoidentidade xωy = yxω, a descric¸a˜o das
operac¸o˜es impl´ıcitas de FˆAm(ZE) que efectuamos no cap´ıtulo anterior e´ equiv-
alente a` que se segue:
Teorema 4.4 Seja pi ∈ FˆAm(ZE). Enta˜o pi e´ da forma
pi = w0ρ1(ea1, ..., ean)w1...wk−1ρk(ea1, ..., ean)
onde k > 0, n ≤ m, cada wi e´ uma palavra sobre Am\An, w0 pode ser a
palavra vazia, e = (a1...an)
ω, cada ρi ∈ FˆAn(G) e somente para i = k se pode
ter ρi(ea1, ..., ean) = e.
Consideremos agora o seguinte resultado acerca de grupos finitos.
Lema 4.5 Sejam
pi1 = w0ρ1(ea1, ..., ean)w1...wk−1ρk(ea1, ..., ean)
pi2 = σ1(ea1, ..., ean)v1...vl−1σl(ea1, ..., ean)
duas operac¸o˜es impl´ıcitas sobre ZE da forma descrita no teorema anterior. Se
G |= pi1 = pi2 e G 6|= σ1 = 1 enta˜o w0 = 1.
Prova: Suponhamos que G |= pi1 = pi2 e G 6|= σ1 = 1. Vamos substituir
todas as varia´veis a1, ..., an de pi1 e pi2 por a
ω
1 . Enta˜o dado que G |= aω1 = 1,
de G |= pi1 = pi2 deduz-se que G |= w0...wk−1 = v1...vl−1. Uma vez que G
na˜o satisfaz nenhuma identidade na˜o trivial, e´ va´lida a igualdade w0...wk−1 =
v1...vl−1, donde e´ imediato que |w0...wk−1| = |v1...vl−1|.
Suponhamos, por reduc¸a˜o ao absurdo, que w0 6= 1. Por hipo´tese, G
na˜o satisfaz σ1 = 1. Logo existe um grupo de permutac¸o˜es, digamos Sr, o
grupo de todas as permutac¸o˜es de {1, ..., r} e existem b1, ..., bn ∈ Sr, tais que
(σ1)Sr(b1, ..., bn) 6= id.
Sem perda de generalidade podemos supoˆr que
(σ1)Sr(b1, ..., bn) =
(
1 2 ... r
α ∗ ... ∗
)
onde α ∈ {2, ..., r}.
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Consideremos agora o grupo de permutac¸o˜es St onde t = r + |v1...vl−1| e o
ciclo c = (α r + 1 r + 2 ... t) de St.
Substituindo em pi1 e pi2 todos os a1, ..., an por b1, ..., bn, respectivamente e
todas as letras de w0...wk−1 e v1...vl−1 por c obteˆm-se permutac¸o˜es p1 e p2 de St.
Como |w0w1...wk−1| = |v1...vl−1| temos que p1 e p2 sa˜o composic¸o˜es que incluem
o mesmo nu´mero de ciclos c. No entanto, enquanto que em p1 o primeiro ciclo
c da composic¸a˜o faz corresponder 1 a 1, em p2 a primeira permutac¸a˜o da
composic¸a˜o e´ σ1 que faz corresponder a 1 o elemento α. Continuando este
racioc´ınio facilmente se conclui que p2(1) = s enquanto que p1(1) < s portanto
pi1 6= pi2 em St o que e´ absurdo. Este resultou de supormos que w0 6= 1.
Portanto se G |= pi1 = pi2 e G 6|= σ1 = 1, enta˜o w0 = 1, como quer´ıamos
demonstrar. 
Vamos agora provar que G∨Com = ZE bem como a unicidade da factor-
izac¸a˜o que foi enunciada no Teorema 4.4.
Teorema 4.6 Sejam
pi1 = w0ρ1(ea1, ..., ean)w1...wk−1ρk(ea1, ..., ean)
pi2 = v0σ1(fb1, ..., fbq)v1...vl−1σl(fb1, ..., fbq)
duas factorizac¸o˜es de operac¸o˜es impl´ıcitas sobre ZE da forma descrita an-
teriormente. Se G ∨ Com |= pi1 = pi2, enta˜o k = l, wi = vi, n = q e
ρi+1 = σi+1 (i = 0, ..., k − 1).
Em particular, G ∨Com = ZE e a factorizac¸a˜o dada pelo Teorema 4.4 e´
u´nica.
Prova: E´ evidente que G ∨Com ⊆ ZE.
Suponhamos agora que G ∨Com |= pi1 = pi2 e, por conseguinte, G e Com
satisfazem pi1 = pi2.
Suponhamos que a1 /∈ {b1, ..., bq} e consideremos um mono´ide monoge´nico
aperio´dico M = 〈s〉, gerado por s ∈M , de ı´ndice i = |v0...vl−1|+ 1.
Vamos substituir em pi1 e pi2 todas as letras por 1 excepto a1 que substitu-




ωs, ..., sω) = 1aω1...1aω = aω = 0
No que concerne (pi2)M surgem duas situac¸o˜es:
CAPI´TULO 4. SUPREMO DE PSEUDOVARIEDADES 57
(I) a1 na˜o ocorre em v0...vl−1. Neste caso o valor de (pi2)M e´ 1.
(II) a1 ocorre r vezes em v0...vl−1. Neste caso o valor de (pi2)M e´ ar. Note-se
que r e´ inferior a i, donde ar 6= 0.
Em qualquer das situac¸o˜es (pi1)M 6= (pi2)M o que e´ absurdo pois M ∈ Com
e Com |=pi1 = pi2. O absurdo resultou de supormos que a1 /∈ {b1, ..., bq}.
Com um racioc´ınio ana´logo prova-se que a2, ..., an ∈ {b1, ..., bq}. Donde, por
simetria, {a1, ..., an} = {b1, ..., bq} e, consequentemente (a1...an)ω = (b1...bq)ω,
isto e´, e = f .
Dado que G |= pi1 = pi2, a prova pode ser conclu´ıda por induc¸a˜o usando o
lema anterior. 
4.3 Alguns Supremos da forma LI ∨V
Consideremos a pseudovariedade T = [[abωc = (abω c)ω+1]]. Como se pode
verificar G, B, LI, K, D, N e CR, a classe de todos os semigrupos finitos
completamente regulares, sa˜o subpseudovariedades de T, enquanto que Com
e J, a classe de todos os semigrupos finitos em que J e´ trivial, na˜o o sa˜o.
Neste cap´ıtulo efectuaremos o ca´lculo dos supremos da forma LI∨V, onde
V e´ uma subpseudovariedade de T.
Apresentamos, em seguida, alguns operadores no reticulado das pseudova-
riedades relevantes nesta secc¸a˜o.
Seja V uma pseudovariedade e seja Σ um conjunto de pseudoidentidades
que define V. Prova-se [19] que os seguintes operadores esta˜o bem definidos
(ou seja, na˜o dependem do conjunto Σ considerado):
• UV = [[aω bpicdω = aω bρcdω |pi = ρ ∈ Σ]];
• UlV = [[aω bpi = aω bρ|pi = ρ ∈ Σ]];
• UrV = [[pibaω = ρbaω |pi = ρ ∈ Σ]].
Considerem-se ainda os operadores LV, respectivamente LlV, LrV, defi-
nidos pelo conjunto de todas as pseudoidentidades que se obteˆm de Σ subs-
tituindo cada varia´vel b por aω baω , respectivamente aω b, baω . Por exemplo,
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LlCR = [[aω b = (aω b)ω+1]] e LrCR = [[baω = (baω )ω+1]]. Este operador
permite-nos caracterizar a pseudovariedade T de forma alternativa:
T = LlCR ∩ LrCR.
A inclusa˜o de T em LlCR ∩ LrCR e´ evidente. Reciprocamente LlCR ∩
LrCR satisfaz
abω c = (abω )ω+1c = (abω )ω abω c = ((abω )ω abω c)ω+1 = (abω c)ω+1,
o que prova a inclusa˜o contra´ria.
Antes de apresentarmos o teorema principal desta secc¸a˜o sa˜o necessa´rios
os seguintes resultados.
Lema 4.7 ([19]) Sejam pi, ρ ∈ FˆA(S)\A+. Se LI (respectivamente K, D)
satisfaz a pseudoidentidade pi = ρ, enta˜o existem σ, θ, x, y ∈ FˆA(S), com σ, θ /∈
A+ tais que pi = σxθ e ρ = σyθ (respectivamente pi = σx e ρ = σy, pi = xθ e
ρ = yθ).
Lema 4.8 ([5]) SejaV uma pseudovariedade de semigrupos e seja pi ∈ FˆA(V)\A+.
Enta˜o existem pi1, pi2, pi3 ∈ FˆA(V) tais que pi = pi1piω2 pi3.
Como nos propusemos no in´ıcio desta secc¸a˜o, apresentamos em seguida o
resultado que nos da´ os supremos da forma LI ∨V, onde V e´ uma subpseu-
dovariedade de T.
Teorema 4.9 ([19]) Seja V uma subpseudovariedade de, respectivamente,
LlCR ∩ LrCR, LrCR ou LlCR. Enta˜o, tem-se respectivamente,
LI ∨V = UV ∩ LlCR ∩ LrCR
K ∨V = UlV ∩ LrCR
D ∨V = UrV ∩ LlCR.
Prova: Efectuaremos a prova apenas para a pseudovariedade D uma vez que
as outras sa˜o ana´logas. E´ trivial que D ∨ V ⊆ UrV ∩ LlCR. Reciproca-
mente, suponhamos que D ∨V |= pi = ρ. Enta˜o verifica-se uma das seguintes
alternativas:
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(I) pi = ρ ∈ A+ e, neste caso, e´ claro que UrV ∩ LlCR |= pi = ρ.
(II) pi e ρ sa˜o ambas na˜o expl´ıcitas.
No u´ltimo caso, como D |= pi = ρ, pelo Lema 4.7, existem θ, x, y ∈ FˆA(S),
com θ /∈ A+ tais que pi = xθ e ρ = yθ. Por outro lado, θ /∈ A+ esta´ nas
condic¸o˜es do Lema 4.8, donde θ = θ1θ
ω
2 θ3 para alguns θ1, θ2, θ3 ∈ FˆA(S).


















De igual modo se mostra que ρ = ρ(θω2 θ3)
ω.
Por u´ltimo, comoV |= pi = ρ, resulta da definic¸a˜o de UrV, que UrV satisfaz
pi(θω2 θ3)
ω = ρ(θω2 θ3)
ω.
Conclui-se que
UrV ∩ LlCR |= pi = pi(θω2 θ3)ω = ρ(θω2 θ3)ω = ρ.

O seguinte corola´rio permite simplificar o resultado anterior.
Corola´rio 4.10 ([19]) Seja V = [[Σ]] uma pseudovariedade tal que V ⊆
LlCR ∩ LrCR. Enta˜o
LI ∨V = [[aωpidω = aωρdω|pi = ρ ∈ Σ]] ∩ LlCR ∩ LrCR
K ∨V = [[aωpi = aωρ|pi = ρ ∈ Σ]] ∩ LlCR ∩ LrCR
D ∨V = [[pidω = ρdω|pi = ρ ∈ Σ]] ∩ LlCR ∩ LrCR.
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Prova: Vamos demostrar o resultado apenas para D.
SejaW = [[pidω = ρdω|pi = ρ ∈ Σ]]. E´ trivial que D∨V ⊆W∩LlCR∩LrCR.
Uma vez que ja´ prova´mos que D∨V = UrV ∩LlCR, so´ falta estabelecer que
W ∩ LrCR ⊆ UrV.
Seja pi = ρ uma pseudoidentidade de Σ. Temos que LrCR satisfaz
pibaω = pi(baω)ω+1 = pi(baω)ωbaω.
De igual modo, LrCR |= ρbaω = ρ(baω)ωbaω. Como W |= pi(baω)ωbaω =
ρ(baω)ωbaω, tem-se que W ∩ LrCR |= pibaω = ρbaω. Deduz-se assim que
W ∩ LrCR ⊆ UrV, como quer´ıamos demonstrar. 
Ja´ referimos que B = [[a = a2]] e´ subpseudovariedade de T. Enta˜o, pelo
resultado anterior, temos os seguintes supremos:
LI ∨B = [[aωbcω = aωb2cω , aωb = (aωb)2, baω = (baω)2]]
K ∨B = [[aωb = aωb2, aωb = (aωb)2, baω = (baω)2]]
D ∨B = [[baω = b2aω, aωb = (aωb)2, baω = (baω)2]].
Repare-se no caso do supremo K∨B. Esta pseudovariedade satisfaz aωb =
aωb2. Substituindo b por aωb vem que aω(aωb) = aω(aωb)2, ou seja, aωb =
(aωb)2. A segunda pseudoidentidade torna-se pois redundante. Dualmente,
baω = (baω)2 e´ consequeˆncia de baω = b2aω.
Obtemos simplesmente
K ∨B = [[aωb = aωb2, baω = (baω)2]]
D ∨B = [[baω = b2aω, aωb = (aωb)2]].
Uma vez que CR tambe´m e´ subpseudovariedade de T, podemos deduzir
ainda os seguintes supremos
LI ∨CR = [[aωbcω = aωbω+1cω, aωb = (aωb)ω+1, baω = (baω)ω+1]]
K ∨CR = [[aωb = aωbω+1, aωb = (aωb)ω+1, baω = (baω)ω+1]]
D ∨CR = [[baω = bω+1aω, aωb = (aωb)ω+1, baω = (baω)ω+1]].
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Tambe´m estes supremos podem ser apresentados de forma mais simples.
Basta notar que
(I) prova´mos, no in´ıcio da secc¸a˜o que as pseudoidentidades aωb = (aωb)ω+1
e baω = (baω)ω+1 podem ser substitu´ıdas pela pseudoidentidade abωc =
(abωc)ω+1;
(II) Como K ∨ CR |= aωb = aωbω+1 enta˜o, substituindo b por aωb, vem
que aω(aωb) = aω(aωb)ω+1, isto e´, aωb = (aωb)ω+1. Dualmente para
D ∨CR.
Obtemos assim
LI ∨CR = [[aωbcω = aωbω+1cω, abωc = (abωc)ω+1]]
K ∨CR = [[aωb = aωbω+1, baω = (baω)ω+1]]
D ∨CR = [[baω = bω+1aω, aωb = (aωb)ω+1]].
Cap´ıtulo 5
Desenvolvimentos
Ja´ tive´mos oportunidade de referir que, apesar da sua definic¸a˜o simples e
natural, pouco se sabe do supremo de pseudovariedades em geral, mesmo em
certos casos em que estas sa˜o bem conhecidas.
Alguns supremos podem ser encontrados explicitamente. Apesar de se
conhecerem poucos me´todos, a teoria das operac¸o˜es impl´ıcitas, desenvolvida
por Almeida, contribuiu para alguns avanc¸os nos ca´lculos onde as estrate´gias
alge´bricas falhavam. E´ o caso do supremo G ∨ Com, que descrevemos no
cap´ıtulo anterior. Outro exemplo cla´ssico e´ o ca´lculo de R∨L, o supremo das
pseudovariedades dos semigrupos R-triviais e L-triviais. Almeida e Azevedo
[7] mostraram que
R ∨ L = [[(xy)ωx(zx)ω = (xy)ω(zx)ω]].
Muitos mais resultados acerca de supremos de pseudovariedades foram
provados depois destes.
Para a pseudovariedade Com dos semigrupos comutativos, Almeida [2, 5]
provou as seguintes igualdades
LI ∨Com = Perm = [[xωyztω = xωzytω]]
K ∨Com = LCom = [[xωyz = xωzy]]
D ∨Com = RCom = [[yzxω = zyxω]]
N ∨Com = [[xωy = yxω, xωyz = xωzy]] = ZE ∩ LCom.
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Se V e´ uma das pseudovariedades LI, K, D ou N temos ainda o seguinte
resultado cla´ssico:
V ∨Ab = V ∨ (G ∩Com) = (V ∨G) ∩ (V ∨Com).
onde Ab e´ a pseudovariedade dos grupos abelianos.
Seja MN, a pseudovariedade gerada pelos mono´ides M nos quais cada
idempotente de M \ {1} e´ um zero. Almeida[5] e Azevedo[15, 16] efectuaram
ainda os seguintes ca´lculos.
K ∨MN = [[xωyωz = xωzyω, xω = xω+1]]
K ∨ J = [[aωx(yz)ω = aωx(zy)ω, xω = xω+1]]
LI ∨ J = [[aωb(cd)ωefω = aωb(dc)ωefω, aω = aω+1]].
Azevedo e Zeitoun [17] usando me´todos combinato´rios, alge´bricos e topolo´gi-
cos, calcularam supremos envolvendo as pseudovariedadesG eD e aindaMK,
a pseudovariedade gerada pelos mono´ides M nos quais cada idempotente de
M \ {1} e´ um zero a` esquerda.
MK ∨G = [[xωyxω = xωy]]
MK ∨D = [[xωyxωztω = xωyztω, xω = xω+1]]
MK ∨D ∨G = [[xωyxωztω = xωyztω]].
Muitas vezes, apenas se consegue provar que o supremo de duas pseudo-
variedades e´ finitamente baseado, isto e´, que e´ definido por um nu´mero finito
de pseudoidentidades. Almeida [3], por exemplo, provou que todas as pseudo-
variedades comutativas sa˜o finitamente baseadas. Por outro lado, Volkov [31]
e Trotter e Volkov [29] deram exemplos de supremos que na˜o sa˜o finitamente
baseados:
Teorema 5.1 Seja A2 o semigrupo sinta´ctico de (a + b)
∗a2(a + b)∗. Seja V
uma pseudovariedade que conte´m A2 e seja H uma pseudovariedade na˜o trivial
de grupos. Enta˜o H ∨V na˜o e´ finitamente baseado.
Em particular, A ∨G na˜o e´ finitamente baseado.
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Teorema 5.2 Para qualquer pseudovariedade V entre J e A e qualquer pseu-
dovariedade de grupos na˜o abelianos H, o supremo V ∨H na˜o e´ finitamente
baseado.
Na maioria dos casos na˜o conhecemos nada acerca da base de pseudoidenti-
dades que descreve determinado supremo e este e´ um dos principais problemas
no que diz respeito a`s pseudovariedades. O outro problema que ocupa os
investigadores e´ a decidibilidade.
Definic¸a˜o 5.3 Seja V uma pseudovariedade. A pseudovariedade V diz-se
decid´ıvel se existir um algoritmo que, dado um semigrupo S qualquer, permita
decidir se S pertence a V.
Se uma pseudovariedade V e´ finitamente baseada e as pseudoidentidades
que definem V podem ser testadas em todos os semigrupos finitos, enta˜o V
e´ decid´ıvel. Pode ainda dar-se o caso de uma pseudovariedade finitamente
baseada na˜o ser decid´ıvel. Veja-se em [6] o caso de AbQ, a classe dos semigru-
pos finitos que sa˜o grupos abelianos cuja ordem e´ produto de elementos de Q,
um conjunto na˜o recursivo de primos.
No entanto, ha´ pseudovariedades que na˜o sa˜o finitamente baseadas e sa˜o
decid´ıveis. Zeitoun [34] provou que o supremo J ∨ B e´ um exemplo de tal
pseudovariedade. Trotter e Volkov[29] mostraram que o supremo J ∨G na˜o
e´ finitamente baseado mas Almeida, Azevedo e Zeitoun [8] provaram a sua
decidibilidade.
Azevedo [15] calculou o supremo de subpseudovariedades de B com sub-
pseudovariedades de G. O reticulado PS(V ∨W) pode, por vezes, ser decom-
posto no produto directo PS(V) × PS(W). O autor deu um exemplo desta
decomposic¸a˜o:
Teorema 5.4 Seja U = [[(xy)ω = xωyω, xω+1 = x]] e sejam φ e ψ definidas
por
φ : PS(U) −→ PS(G)× PS(B)
V 7−→ (V ∩G,V ∩B)
ψ : PS(G)× PS(B) −→ PS(U)
(H,P) 7−→ H ∨P
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Enta˜o, φ e ψ sa˜o isomorfismos mutuamente inversos.
Em particular, G ∨ B = U e se V ⊆ U, enta˜o V e´ decid´ıvel se e so´ se
V ∩G e´ decid´ıvel.
A intersecc¸a˜o finita de duas pseudovariedades decid´ıveis e´, obviamente de-
cid´ıvel. Pore´m, com o supremo o mesmo na˜o ocorre. Surpreendentemente,
Albert, Baldinger e Rhodes [1] mostraram que o supremo de duas pseudova-
riedades decid´ıveis pode na˜o ser decid´ıvel.
Teorema 5.5 E´ poss´ıvel encontrar um conjunto de pseudoidentidades Σ tais
que o supremo [[Σ]] ∨Com na˜o e´ decid´ıvel.
Os investigadores tentaram enta˜o definir propriedades mais fortes do que a
decidibilidade. Em 1997, Steinberg e Almeida introduziram a noc¸a˜o de man-
sida˜o com o objectivo de provar a decidibilidade de produtos semidirectos de
pseudovariedades. De facto, em [13], pensaram mesmo ter conseguido provar
que o produto semidirecto iterado de pseudovariedades mansas seria decid´ıvel.
Infelizmente a prova de tal resultado baseava-se num resultado de 1995 cuja
validade foi posta em causa e ainda na˜o foi demonstrada.
Hoje conhecem-se muitas pseudovariedades que se sabe serem mansas, no
entanto, muitas outras bem conhecidas continuam a ocupar os investigadores.
• G e´ mansa [14];
• K e D sa˜o mansas [11];
• Ab e´ mansa [9];
• LSl e´ mansa [22];
• A e´ mansa (resultado apenas anunciado por Rhodes);
No que diz respeito ao operador supremo do reticulado das pseudovarie-
dades, provou-se, para alguns casos particulares, por exemplo J∨G [28], que o
supremo de pseudovariedades mansas e´ ainda manso. No entanto, um resultado
gene´rico que permita afirmar que se duas pseudovariedades forem mansas enta˜o
o supremo delas ainda e´ manso e, por conseguinte, decid´ıvel ainda na˜o foi
anunciado. Muito recentemente, Almeida, Costa e Zeitoun [10] estabeleceram
a mansida˜o de supremos da forma V ∨W onde V e´ uma subpseudovariedade
de J ou a pseudovariedade R. Em particular, demonstraram que os supremos




A = [[xω+1 = xω]]
Ab = [[xω = 1, xy = yx]]
B = [[x2 = x]]
Com = [[xy = yx]]
CR = [[xω+1 = x]]
CS = [[(xωyxω)ω = xω, xω+1 = x]]
D = [[yxω = xω]]
D1 = [[xy = y]]
G = [[xωy = yxω = y]] = [[xω = 1]]
I = [[x = y]]
IE = [[xω = yω]]
Inv = [[xωyω = yωxω]]
J = [[xω+1 = xω, (xy)ω = (yx)ω]]
K = [[xωy = xω]]
K1 = [[xy = x]]




LG = [[(xωyωxω)ω = xω]]
LI = [[xωyxω = xω]]
MK = [[xωyx = xωy]]
MN = [[xωy = yxω, xω+1 = xω]]
N = [[xωy = yxω = xω]] = [[xω = 0]]
Perm = [[xωyztω = xωzytω]]
R = [[(xy)ωx = (xy)ω]]
RB = [[xyx = x]]
RCom = [[yzx
ω = zyxω]]
S = [[x = x]]
Sl = [[x2 = x, xy = yx]]
T = [[abωc = (abωc)ω+1]]
ZE = [[xωy = yxω]]
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Apeˆndice B
Tabela para o ca´lculo de V ∨ W
∨ G A R L J J ∩ Inv N K D LI
G G (∗∗) (∗) [10] (∗) [8][28] DG ∩ Inv [12] V1 V2 V3 V4
A A A A A A A A A A
R R V5 R R R R
L L L L L L
J J J J V6 V7 V8
J ∩ Inv J ∩ Inv J ∩ Inv
N N K D LI

















∨ Sl B K1 D1 LI1 Ab Com RCom LCom Perm
G V16 V17 V18 V19 V20 G ZE
A A A A A A
R R R a) a)
L L a) L a)
J J (∗), (∗∗)[31] V21 V22 V23 b) b) b) b)
J ∩ Inv J ∩ Inv
N V24 V25 V26 V27 RCom LCom Perm
K V28 V29 K b) b) V30 LCom Perm LCom Perm
D V31 V32 b) D b) V33 RCom RCom Perm Perm
LI V34 V35 LI LI LI V36 Perm Perm Perm Perm
Sl Sl B V37 V38 V39 V40 Com RCom LCom Perm
B B B B B
K1 K1 LI1 LI1 c) Perm
D1 D1 LI1 c) Perm
LI1 LI1 c) Perm
Ab Ab Com RCom LCom Perm
Com Com RCom LCom Perm







V1 = [[xω = yω]] ver sec 4.2
V2 = [[xωyω = xω]] ver sec 4.2
V3 = [[yωxω = xω]] ver sec 4.2
V4 = [[xωyωxω = xω]] ver sec 4.2
V5 = [[(xy)ωx(zx)ω = (xy)ω(zx)ω]] [15]
V6 = [[aωx(yz)ω = aωx(zy)ω, xω = xω+1]] [5]
V7 = [[(yz)ωxaω = (zy)ωxaω, xω = xω+1]] [5]
V8 = [[aωb(cd)ωefω = aωb(dc)ωefω, aω = aω+1]] [16]
V9 = [[(ab)ω+1 = aω+1bω+1]] [5]
V10 = [[aωb = aωbω+1, baω = (baω)ω+1]] ver sec 4.3
V11 = [[baω = bω+1aω, aωb = (aωb)ω+1]] ver sec 4.3
V12 = [[aωbcω = aωbω+1cω, abωc = (abωc)ω+1]] ver sec 4.3
V13 = [[xωyxω = xωy]] [17]
V14 = [[aωbaωcdω = aωbcdω, aω = aω+1]] [17]
V15 = [[aωbωc = aωcbω, aω = aω+1]] [5]
V16 = [[(xy)ω = xωyω = (yx)ω, xω = xω+1]] [5]
V17 = [[(xy)ω = xωyω, xω = xω+1]] [5]
V18 = [[xyω = x]] [32]
V19 = [[yωx = x]] [32]
V20 = [[xyωxω = x = xωyωx]] [32]
V21 = [[x(yz)ω = x(zy)ω, xω+1 = xω]] [32]
V22 = [[(yz)ωx = (zy)ωx, xω+1 = xω]] [32]
V23 = [[x(yz)ωt = x(zy)ωt, xω+1 = xω]] [32]
V24 = (N ∨B) ∩ ZE [31]
V25 = [[xωy = (xy)ω = xyω]] [33]
V26 = [[xω = yω, xωy = yxω, xωyz = xωzy]] [5]
V27 = [[xωy = yxω, xω+1 = xω]] [12]
V28 = (K ∨B) ∩ LCom [31]
V29 = [[xωy = xωy2, xyωz = (xyωz)2]] ver sec 4.3
V30 = [[xωyω = xω, xωyz = xωzy]] [15]
V31 = (D ∨B) ∩RCom [31]
V32 = [[yxωy = y2xω, xyωz = (xyωz)2]] ver sec 4.3
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V33 = [[xωyω = yω, yzxω = zyxωzy]] [15]
V34 = (LI ∨B) ∩Perm [31]
V35 = [[xyωz = (xyωz)2]] ver sec 4.3
V36 = [[xωyω = xω, xωyztω = xωzytω]] [15]
V37 = [[xyz = xzy, x2 = x]] [32]
V38 = [[yzx = zyx, x2 = x]] [32]
V39 = [[xyzx = xzyx, x2 = x]] [32]
V40 = [[xy = yx, xω = x]] [32]
(*) Estas pseudovariedades sa˜o decid´ıveis.
(**) Estas pseudovariedades na˜o sa˜o finitamente baseadas.
a) Estas pseudovariedades sa˜o apenas conjecturas [32]:
R ∨D1 = R ∨ LI1 = [[(xy)ωxz = (xy)ωz]]
L ∨K1 = L ∨ LI1 = [[zx(yx)ω = z(yx)ω]]
K ∨D1 = K ∨ LI1 = [[xωyz = xωz]]
D ∨K1 = D ∨ LI1 = [[zyxω = zxω]]
b) ver Azevedo [16].
c) Seja Ab a pseudovariedade de todos os mono´ides cujos subgrupos pertencem
a Ab.
Ab ∨D1 = (G ∨D1) ∩Ab
Ab ∨K1 = (G ∨K1) ∩Ab
Ab ∨ LI1 = (G ∨ LI1) ∩Ab
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infinita a` direita, 24
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