We use a redshift sample of Abell-ACO R ≥ 0 clusters with 401 measured and 16 estimated redshifts to derive the 2-point correlation function and the power spectrum of their redshift-space distribution. We find that the average value of the 2-point function within a sphere of radius R = 30 h −1 Mpc is ξ(R) = 0.85 ± 0.15. Over the scale range 10 < ∼ R < ∼ 40 h −1 Mpc, the power law ξ(R) ∝ R −1.8 is a good approximation. The power spectrum is reliably estimated for 0.03
INTRODUCTION
One of the major aims of current cosmological studies is to improve our knowledge about the structure of the Universe on very large scales ( > ∼ 100 h −1 Mpc; h is the Hubble constant in units of 100 km s −1 Mpc −1 ) and about the nature of the initial conditions which generated cosmic structures. It is widely believed that large-scale structures have been formed by gravitational instability from initially tiny Gaussian density perturbations, which result from quantum fluctuations at very early stages of cosmic evolution.
Galaxy clusters are the largest gravitationally bound systems which we observe. They have decoupled from the universal expansion quite recently. Therefore, their properties and their spatial distribution are rather sensitive to the initial conditions for the developement of gravitational instability. Clusters can be observed up to a depth of a few hundred Mpc and, to date, cluster samples cover much wider volumes than any available galaxy redshift survey. For this reason much efforts have been devoted to compile large cluster samples, starting from the work by Abell (1958;  see also Abell, Corwin & Olowin 1989) , and leading up to extended redshift surveys both in the optical (e.g., Postman, Huchra & Geller 1992; Dalton et al. 1994; Collins et al. 1995) and in the X-ray (e.g., Nichol, Briel & Henry 1994; Romer et al. 1994; Ebeling et al. 1997 ).
According to the standard picture, the dark matter power spectrum is expected to bend from its postinflationary profile, and reaches a maximum at a k value which depends on the parameters defining the P (k) shape (namely, h, Ω0 and npr). Varying such parameters within acceptable intervals moves this maximum within the scalerange probed by the cluster distribution. For this reason, the power spectrum of galaxy clusters provides a useful test for cosmological models.
Historically, correlation analysis played the important role in analysing large-scale structure. After having recognized the advantages of direct power spectrum estimation (see, e.g., Peacock & Nicholson 1991) this method has developed into a standard tool in cosmology. Nowadays, much valuable information about structure formation is gained from power spectra of galaxies in redshift surveys (e.g., Feldman, Kaiser & Peacock 1994; Park et al. 1994; Lin et al. 1996; Schuecker, Ott & Seitter 1996; Tadros & Efstathiou 1996 ; cf. also Strauss & Willick 1995, and references therein) .
Starting from the pioneering papers of Bahcall & Soneira (1983) and Klypin & Kopylov (1983) who estimated the 2-point cluster correlation function, galaxy clusters have been widely used for the determination of parameters of large-scale structure. The power spectrum of Abell clusters was calculated firstly by Peacock & West (1992) , and, independently, by Einasto et al. (1993) and Jing & Valdarnini (1993) . Recently, Einasto et al. (1997a) have determined the cluster power spectrum inverting the 2-point correlation function of the cluster compilation from Andernach et al. (1995) .
In this paper we compare the clustering of a redshift catalogue of Abell-ACO clusters with that of mock cluster samples extracted from a set of N -body simulations of four cosmological models. To this purpose we resort to the estimate of both the correlation function and the power spectrum. In principle, such two quantities should provide equivalent statistical descriptions, being one the Fourier transform of the other. However, they are in some sense complementary, in that correlation analysis is more reliable on scales of few tens of Mpc, while spectral analysis is sensitive to the clustering on scales ∼ 100 h −1 Mpc. The reliability of the Abell-ACO cluster correlation function has been questioned by several authors (e.g., Sutherland 1988; Dekel et al. 1989; Efstathiou et al. 1992) . They argued that part of the strong clustering exhibited by Abell-ACO clusters is due to spurious projection contamination. Although such an effect is undoubtely present in the Abell-ACO sample, the amount of contamination it introduces in clustering measurements is matter of debate. For instance, pointed out that the resulting contamination should be at a rather low significance level. Furthermore, Olivier et al. (1993) claimed that such a contamination should in any case be negligible on a scale larger than that of superclusters, 20-25h −1 Mpc. For this reason, we believe that projection contamination effect should have a negligible effect on the large scales probed by our power spectrum analysis, while we will not attempt to put constraints on simulated models from results about the cluster clustering on scales < 20h −1 Mpc. As for the simulations, we consider as a reference model the standard CDM (SCDM) scenario, with HarrisonZeldovich primordial spectrum, Ω0 = 1 and h = 0.5. This model is generally accepted to be ruled out, since it has a too shallow power spectrum shape on intermediate scales (10 − 50 h −1 Mpc), and too much power on small scales (< 10 h −1 Mpc) once normalized to the detected level of CMB anisotropy (e.g., Górski et al. 1996) . Lowering the matter content (Ω0 < 1) shifts the bend in the fluctuation spectrum to larger scales and steepens the spectrum itself on scales < ∼ 50 h −1 Mpc. In the ΛCDM model a cosmological constant ΩΛ ≡ Λ/(3H 2 0 ) = 1 − Ω0 makes the spatial curvature of the Universe negligible, as expected from standard inflationary models. An improvement in the power spectrum shape can be also achieved resorting to a tilted spectrum (TCDM) with power index less than unity as predicted by power law inflation (e.g., Lucchin & Matarrese 1985) . Finally, the broken scale invariance model (BSI) has a Harrison-Zeldovich spectrum in the limit of large and small scales with variable power index in between (Gottlöber, Müller & Starobinsky 1991) . This can be reached in models with more than one scalar field driving inflation. This paper is organised as follows. In Sect. 2 we briefly describe the observational data used here. In Sect. 3 we describe the N -body simulations realized for the different cosmological models and the construction of mock samples. In Sect. 4 we present the analysis of the cluster correlation function. In Sect. 5 we discuss the power spectrum analysis. We summarize our results and draw the main conclusions in Sect. 6.
OBSERVATIONAL DATA
The sample that we will consider includes Abell and ACO clusters with richness R ≥ 0 (Abell 1958; Abell, Corwin & Olowin 1989) . Here we will provide a brief description of this sample which was first defined in Plionis & Valdarnini (1991) and updated in Plionis & Valdarnini (1995) and . The northern (Abell) part of the sample, with declination δ ≥ −17
• , is defined by those clusters that have measured redshift z ≤ 0.1, while the southern ACO part, with δ < −17
• , is defined by those clusters with m10 < 17, where m10 is the magnitude of the tenth brightest cluster galaxy.
We checked that only 15 clusters, which have m10 ≥ 17, also have z ≤ 0.1, so that they would have been included according to the redshift limit adopted for the Abell part. If we require the redshift of such clusters to be smaller than 0.085 (the limit adopted to define the almost volume-limited sample; see below) their number drops to only 6. Therefore, this shows that the redshift limit adopted for the Abell part and the m10 limit applied to the ACO part are essentially equivalent.
The galactic absorption is modelled according to the standard cosecant dependence on the galactic latitude b,
with α = 0.3 and 0.2 for Abell and ACO parts of the sample, respectively. In order to limit the effects of galactic absorption we only use clusters with |b| ≥ 30
• . The cluster-redshift selection function ψ(z) is determined by fitting the cluster density as a function of z:
where A = exp (zc/zo), and zc is the redshift below which the spatial density of clusters remains constant (volumelimited sample). As parameters we use zc = 0.078, zo = 0.012 and zc = 0.068, zo = 0.014 for Abell and ACO samples, respectively. We convert redshift into distance using the Mattig formula with q0 = 0.5 for the deceleration parameter. We also checked that final results about correlation function and power spectrum analyses remain unchanged taking instead q0 = 0.2. Since the exponential decrease of ψ(z) can introduce considerable shot noise errors at large redshifts, we prefer to limit our analysis to z = 0.085, which corresponds to rmax = 240 h −1 Mpc for q0 = 0.5. Fig. 1 illustrates the fit of the exponential tail to the redshift distribution for Abell and ACO samples. The dotted vertial lines indicate the adopted volume limit.
There are in total 417 Abell-ACO clusters fulfilling the above criteria: 262 Abell clusters with measured redshifts, and 155 ACO clusters, 16 of which have redshifts z estimated from the m10-z relation, defined in Plionis & Valdarnini (1991) . This corresponds to n Abell ≃ 1.8 × 10
and n ACO ≃ 2.5 × 10 −5 h 3 Mpc −3 , for the Abell and ACO cluster number densities, respectively, once corrected for galactic absorption and radial selection according to Eqs.
(1) and (2). The above density values correspond to average cluster separations of d Abell ≃ 38 h −1 Mpc and d ACO ≃ 34 h −1 Mpc. This density difference has been shown to be mostly spurious, due to the higher sensitivity of the IIIa-J emulsion plates on which the ACO sample is based (see, e.g., Batuski et al. 1989; Scaramella et al. 1991; Plionis & Valdarnini 1991) . It is important to account properly for the difference in density in order to avoid spurious largescale power in the analysis. We use the ratio of densities (D ≡ n Abell / n ACO ≃ 0.7) as an overall weighting factor for the Abell part.
MOCK SAMPLES FROM N -BODY SIMULATIONS

Cosmological models
In the Introduction we have argued that the SCDM model fails to describe the structure formation on all scales. Here the SCDM model is our reference model, and we consider further the ΛCDM, TCDM, and BSI models. We normalized the power spectra according to the two year COBE measurement following Górski et al. (1994) and Stompor, Górski & Banday (1995) . We checked that the slighly lower four year normalization does not change the results. This agrees with the expectation that the cluster clustering does not depend on the DM power spectrum amplitude (e.g., Borgani et al. 1995) . Accordingly, we also did not take into account any possible gravitational wave contributions, which would slightly reduce the BSI and TCDM normalizations.
The parameters of the models have been chosen as follows. The SCDM, TCDM and BSI models assume Ω0 = 1 and h = 0.5. The COBE normalization of the SCDM model is σ8 = 1.37. The tilted TCDM model has a primordial power index npr = 0.9 and, therefore, a lower normalization, σ8 = 1.25. The BSI is specified by two parameters, the step location at k −1 break = 1.5 h −1 Mpc and its relative height ∆ = 3; the normalization is σ8 = 0.60. These parameters, which are related to the underlying inflationary model, were originally chosen in linear theory to obtain an optimal fit to the observational data (Gottlöber, Mücket & Starobinsky 1994) and later tested against various N -body simulations (Amendola et al. 1995; Kates et al. 1995; Ghigna et al. 1996) . Finally, the ΛCDM model assumes h = 0.7, Ω0 = 0.35 and, therefore, ΩΛ = 0.65, and a normalization σ8 = 1.30. For the CDM transfer function, we take the expression by Bardeen et al. (1986) . This transfer function assumes a vanishing baryon contribution, whose effect is anyway negligible on the large-scale clustering ( > ∼ 10 h −1 Mpc) which we want to investigate here.
We evolve the initial density field starting from redshift z = 25 until the present epoch employing a standard PM N -body scheme with Np = 300 3 particles (of mass mp = 1.3 × 10 12 h −1 Ω0M ⊙ ) and Ng = 600 3 grid cells in a simulation box of L = 500 h −1 Mpc comoving length a side. This provides a spatial resolution of about 1.7 h −1 Mpc (two cells). We suppose that the simulation box is large enough to contain all fluctuation modes which contribute to the largescale cluster distribution. In order to account for the effect of cosmic variance, we carried out simulations for four random realizations for SCDM and three for ΛCDM, respectively, while one realization was done for TCDM and BSI.
Mock cluster samples
We have used the same procedure for extracting cluster mock samples as in Kerscher et al. (1996) . We refer to this paper for a more detailed description. We identify clusters from the final particle distribution by applying an iterative procedure to the high peaks of the density field reconstructed on the 600 3 mesh points (see also Klypin & Rhee 1994) . After finding local density maxima, we center a sphere of radius 1.5 h −1 Mpc, corresponding to the Abell radius, on each of these local maxima and compute the center of mass position for all the particles falling within that sphere. This position is used as the new cluster center and the proce-dure is repeated until convergence. We have compared this scheme with a different approach, where a friend-of-friend algorithm defines the starting point for the above mentioned iterative procedure, and found no differences.
From the resulting list of candidate clusters, we select the Nc most massive objects as candidate Abell-ACO clusters. By definition, Nc = (L/ d ) 3 is the expected number of clusters within the simulation box, where d = 34 h −1 Mpc is the average separation appropriate for Abell-ACO clusters.
After generating the cluster distribution in the simulation box, we extract mock samples with the same geometrical boundaries and selection function as the given above. In each box we locate 8 observers along the main diagonal axes, each having a distance of L/4 = 125 h −1 Mpc from the three closest faces. First we include all clusters up to a maximum redshift z = 0.085 in each mock sample, which corresponds to a distance of 240 h −1 Mpc from the Mattig formula for q0 = 0.5. We then randomly sample them to get a density distribution reproducing the observational selection functions for galactic absorption and redshift extinction. Finally, we randomly remove 30% of the cluster in the Abell part to get the observed relative density with respect to the ACO part as in the real sample. This procedure of random dilution in the Abell portion of the samples is consistent with the expectation that real clusters are missed in the observational sample, due to the lower sensitivity of the Abell plates with respect to the ACO ones. In any case, even if all the difference in cluster densities were real, the resulting difference in the average cluster number density would be of about 10%, with a resulting small impact on the clustering properties.
In order to minimize the overlap between mock samples, the coordinate systems for two adjacent observers are chosen so that the corresponding galactic planes are orthogonal to each other. Even with this choice, it turns out that different mock samples involve overlapping volumes and, therefore, they cannot be considered as completely independent.
CORRELATION ANALYSIS
As a first characterization of the statistics of the cluster distribution, we compute the quantity
which represents the average value of the 2-point correlation function, ξ(r), within the sphere of radius R. The advantage of using an integral quantity with respect to the differential information carried by ξ(r) resides in the improved stability of the resulting clustering signal. A similar approach has been also pursued by Borgani et al. (1997) that, in their analysis of the Abell-ACO sample, considered the closely related quantity J3(R) = R 3 ξ(R) /3. In the present analysis, we resort to the estimator
Here DD and RR are the number of data-data and randomrandom pairs at separation ≤ R, while NR and ND are the number of points in the real and in the reference random sample, respectively. In order to obtain a stable result, we estimated RR by averaging over 200 random samples, each containing NR = 3000 points, which are laid down so as to reproduce the sample boundaries and the selection functions of the Abell-ACO sample. We plot in Fig. 2 the result of this analysis for both the observational (filled circles) and the simulated (open circles) samples. For each model the error bars are the 1σ scatter over the available mock samples. The dashed line corresponds to the power law model
with γ = 1.8 and R0 = 27 h −1 Mpc. At R = 30 h −1 Mpc the error interval estimated over 200 bootstrap resamplings is ξ(R) = 0.85±0.15. We note that for 10 < ∼ R < ∼ 40 h −1 Mpc, ξ(R) for the Abell-ACO clusters closely follows the power law shape, while it becomes significantly steeper on larger scales. If we also model the 2-point correlation function as a power law, ξ(r) = (r0/r) γ , the above value for the characteristic scale R0 corresponds to r0 = (
Mpc for the cluster correlation length. From the analysis of the APM cluster sample, Gaztañaga et al. (1995) found R0 = 19h −1 Mpc, somewhat smaller than the value we found. The reason for this difference may be partly due to a residual projection contamination present in the Abell-ACO sample at such scales, but also to the intrinsically higher richness of Abell-ACO clusters, as well as to sample-to-sample differences due to cosmic scatter.
As for the model reliability, it turns out that BSI provides an adequate level of clustering, ΛCDM gives a slightly too small correlation signal, while a much stronger disagree-ment is found for SCDM and TCDM. This result confirms the analysis by Kerscher et al. (1996) , based on estimating the Minkowski functionals for the same observational and mock cluster samples. In order to connect the clustering amplitude of the cluster distribution to the shape of the underlying DM power spectrum, Borgani et al. (1997) estimated the quantity Γ = 0.5(0.27σ8/σ25) 1/0.3 (σR is the rms fluctuation amplitude within a top-hat sphere of radius R), which generalizes the CDM shape parameter Γ = Ω0h to more general models. For our four simulated models, it is Γ = 0.50, 0.45, 0.25, 0.18 for SCDM, TCDM, ΛCDM and BSI, respectively. Therefore, our results are consistent with the constraint 0.18 < ∼ Γ < 0.25, provided by Borgani et al. (1997) , also based on the analysis of the cluster correlation function.
POWER SPECTRUM ANALYSIS
Clustering of clusters of galaxies is understood as a random point process with the power spectrum being the first nontrivial quantitative description in a hierarchy of statistical measures. We use an estimate of the power spectrum which is appropriate to the available finite sample of clusters. The same procedure is applied to Abell-ACO clusters (observational sample) as well as to the simulated clusters (mock samples).
A description of the method for the power spectrum estimate is given in Appendix A. The final estimator for the power at the mode k reads
Here,Ŵ (k) is the Fourier representation of the window function, φ(r) is the selection function which incorporates galactic extinction, redshift selection and the density difference between Abell and ACO parts of the sample. The sum j extends over M random directions for the wavevector kj, while i extends over the sample points. The power spectrum is evaluated for each sample (observational and mock). Then, we calculate the mean value and standard deviation of the power spectra within the set of mock samples available for each cosmological model.
As explained in Appendix A the power spectrum estimate from a finite sample having non-cubical geometry is given by the convolution of the true power spectrum of the underlying process with the window function. We do not attempt any deconvolution procedure for the following two reasons. Firstly, our main aim is the comparison of observational results with numerical simulation outcomes. We generate mock samples from the simulations so as to have the same properties (in terms of geometry and selection functions) as the observational data. This procedure ensures that we have the same effect due to window convolution in the mock samples analysis. Secondly, we take advantage of the availability of the parent cluster distributions within the periodic simulation box, from which the mock samples are ex- tracted, to specify the k range where the finite window does not affect the P (k) estimate.
In Table 1 we summarize the main global properties of the observational cluster sample (Abell-ACO). We also consider three subsamples (Abell and ACO, and the southerngalactic portion of the ACO sample, ACO-SG) in order to check the results of the analysis for consistency (see Sect. 5.2). We give the actual number of objects in the sample N , a completeness factor C, defined as the ratio between the actual number of objects and the expected number density if no selection effects were present, the volume V , the fractional coverage of the sky Ω/(4π), and the expected shot noise power, Pnoise, due to discreteness.
The window function
The Fourier transform of the window geometry is computed by means of Monte Carlo integration. A total of N = 10 5 random points with position vectors ri ∈ V is generated to evaluate the Fourier representation of the window function 
The large number of points guarantees the noise level introduced into the power spectrum to be more than two decades below the noise level due to the finite number of galaxy clusters. Therefore, no correction for the shot noise contribution of the window function is applied. The double-cone geometry in real space with rotational symmetry about the z-axis (pointing towards the galactic pole) gives rise to the symmetric Fourier transform which is shown in Fig. 3 . The squared modulus |Ŵ (k)| 2 is plotted in the plane ky = 0. Due to reciprocity the function is most localized in kz-direction while in the orthogonal plane (kz = 0, the galactic plane) a pair of sidelobes strikes as a consequence of the galactic cut below latitude |b| = 30
• . Another view of the window function in k-space is given in Fig. 4 . The directional average |Ŵ (k)| 2 |k|=k is plotted for the combined Abell-ACO sample (solid line) and for the subsamples Abell (dashed), ACO (dotted) and ACO-SG (dash-dotted) separately. The maximum wavelength, whose power can be explored reliably, grows with the sample's extention. Note that the depth of the three samples is all the same but the coverage of the celestial sphere is different. As a rule of thumb the minimum wavenumber kmin is given by |Ŵ (k)| 2 |k|=k min ≡ 0.1 (Peacock & West 1992) . This corresponds to wavenumbers kmin of 0.014, 0.017, 0.022 and 0.024 h Mpc −1 for the samples Abell-ACO, Abell, ACO and ACO-SG, respectively.
In order to assess the reliability of our method to estimate the power spectrum, we compare in Fig. 5 the power spectrum of simulated clusters in the computational box (solid line) with the power spectrum obtained by reconstruc- tion from the mock catalogues (squares with error bars). First of all, this is a test for the correct implementation of the method; moreover we gain insight into the limitation of the method on largest scales due to window convolution effects. We conclude that the influences of the window on the reconstruction method is negligible for k > 0.03 h Mpc −1 .
Systematic and statistical uncertainties
Various effects may give rise to systematic errors in the measurement of the power spectrum. In order to quantify these effects we employed Monte Carlo techniques. Nearby clusters of galaxies are hard to detect on the sky because of the large angular spread of their galaxy members. As a consequence, these objects do not meet the selection criteria imposed by Abell and they are simply missed from the sample. In order to account for this, we excluded from the analysis of mock samples those clusters which are closer than 40 h −1 Mpc and verified that no change in the power spectrum estimation occurs. This is not a surprising result because the volume fraction with respect to the whole sample (of depth 240 h −1 Mpc) is less than one per cent and also the expected number of objects within a sphere of 40 h −1 Mpc radius is just about one. We have also checked that a change in the galactic extinction selection function from α = 0.2 to 0.3 does not alter the power spectrum results.
From the N -body simulations that we analysed we found that the variance between power spectra of different realizations is almost identical for SCDM and ΛCDM models. Therefore, we assume the resulting amount of cosmic scatter to be representative also for the observational results. Though this method closely resembles a Monte Carlo error estimation technique, we are restricted here to a much smaller number of random realizations than usually em- ployed. In the following we will take the 1σ scatter between the set of SCDM mock samples as the error to be assigned to the Abell-ACO power spectrum since this model has the largest number of available realizations.
Results
We show in Fig. 6 the results of the power spectrum reconstruction for the observational data. Open symbols refer to the different subsamples having the same depth but covering different regions on the sky. Filled circles are for the combined Abell-ACO sample. For reasons of clarity, we plot error bars only for the latter. We find a general good agreement between the Abell and ACO parts (open circles and diamonds, respectively), and the combined sample, although ACO clusters shows a slightly higher P (k) on all scales. This result, which is consistent with the larger correlation length found for ACO clusters in previous analyses (e.g., Cappi & Maurogordato 1992; , can be attributed to a particular structure, the Shapley supercluster, which is located in the northern galactic part of the ACO sample. Excluding this region from the analysis (triangles) brings the power spectrum (ACO-SG) into a better agreement with that of the Abell part. Since the subsamples cover a smaller volume than the combined sample the impact from its window functions starts at smaller scales (see Fig. 4 ). Especially for ACO-SG the amplitude at small wavenumbers is blown up.
In the following we will consider the power spectrum of the combined Abell-ACO sample as the appropriate quantity to be compared with simulation results. On scales k > 0.05 h Mpc −1 the spectrum may be approximated by a power law, P (k) ∝ k n with negative index n. Going to larger scales, there is a clear evidence for a breaking of the power beyond which a power law with positive index could fit the data. Due to the large error bars, the scale of transition can not be pinned down very accurately.
In Fig. 7 the results from the mock samples (open squares) are compared with the observational results (filled circles). Simulation results are the average over the available mock samples and error bars are the corresponding 1σ scatter between them. Only for SCDM and ΛCDM error bars can be considered as a fair representation of cosmic variance, since four and three independent numerical realizations were carried out for such models, respectively. The predicted power spectrum of SCDM is too small on all scales. This confirms that the model definitely underproduces cluster clustering (cf. also Fig. 1 ). Even by allowing for an overall vertical shift, the slope of the predicted spectrum is too shallow on intermediate scales k = 0.06 − 0.2 h Mpc −1 . As for the TCDM model, it provides a nearly as worse fit as SCDM does. For this model, the peak at k ≃ 0.3 h Mpc −1 should be considered as a statistical fluctuation, since it is not reproduced in the power spectrum for the cluster distribution in the whole simulation box (Fig. 5 ). The ΛCDM model is able to reproduce the power on large scales (k ≃ 0.035 h Mpc −1 ) and small scales (k ≃ 0.15 h Mpc −1 ) quite well, but it fails on intermediate scales having a too shallow slope. As for BSI, since error bars are likely to be slightly underestimated (just a single numerical realization is available), it provides the best fit to the data among the models we considered. However, even in this case, the overall shape of the observational P (k) for 0.035 < ∼ k < ∼ 0.15 h Mpc −1 is steeper than for BSI clusters.
In order to quantify such a systematic discrepancy between the P (k) shape for data and simulations, we performed a least-square fitting to the power law P (k) ∝ k n Figure 8 . Compilation of power spectra from observations. Abell-ACO clusters are plotted with filled circles (this work), open circles (from Einasto et al. 1997) , and with pentagons (Peacock & West 1992). For comparison two power spectra of galaxies are shown: Stromlo-APM redshift survey (Tadros & Efstathiou 1996) with squares and MRSP (Schuecker, Ott & Seitter 1996) with triangles.
in the above k range. As a result, we find n = −1.9 ± 0.4 for the Abell-ACO sample, while n = −1.3 ± 0.4, −1.2 ± 0.3, −1.2 ± 0.3, −1.1 ± 0.2 for SCDM, TCDM, ΛCDM and BSI, respectively. At this level, we consider as premature to decide whether such a ∼ 2σ discrepancy between real data and mock samples is just due to a statistical fluctuation or is indicating an intrinsic problem for standard DM power spectra.
DISCUSSION
A compilation of power spectra obtained from other redshift surveys is shown in Fig. 8 . This comparison with cluster and galaxy power spectra does not aim for completeness at all. The catalogues underlying these surveys contain (Abell) clusters of galaxies and optically selected galaxies. Error bars, which are of various types and of varying trustworthiness, are given for the purpose of visualization only. As in previous plots, filled circles denote our results for the Abell-ACO R ≥ 0 cluster sample. An analysis of rich (R ≥ 1) Abell clusters of galaxies by Peacock & West (1992) , which is comparable in methodology to ours, is shown by pentagons, while open circles are for the analysis by Einasto et al. (1997a) , who computed the power spectrum of Abell-ACO clusters via Fourier transformation of the 2-point cluster correlation function (Einasto et al. 1997b ). On scales k > 0.05 h Mpc −1 , Peacock & West found a higher spectral amplitude, by a factor of at least 1.5. This finding of enhanced clustering for richer clusters agrees with the expectation based on the clustering-richness correlation (see, e.g., Bahcall 1988 ). On very large scales (k < ∼ 0.06 h Mpc −1 ) our result exhibits the bend of the power spectrum toward positive spectral index more clearly. A large part of our work is spent on the improved estimate and careful analysis of statistical errors using numerical simulations. Comparing with Einasto et al., the similarity in shape, especially the reproduction of the peak between k = 0.05 − 0.06 h Mpc −1 and the identical spectral slope for k > 0.06 h Mpc −1 , is striking. The parent catalogue is Abell-ACO for both, but the method of power spectrum analysis is rather different. Thus, the robustness of the results for different methods of analysis is demonstrated. The higher spectral amplitude found by Einasto et al. should be attributed to the different sample of 1304 clusters out to 340 h −1 Mpc and to uncertainties in the normalization of the 2-point correlation function, that was used as the starting point of their analysis. The apparent sharp transition with peak mode at k = 0.054 h Mpc −1 described by Einasto et al. (1997a; cf. also Fig. 8 ), is not in contradiction with our analysis. We actually found from the analysis of individual mock samples that a P (k) as peaked as the observational one does not represent a very unusual finding. Therefore, the data may well be compatible with a smooth transition, as expected on the ground of models for structure formation like those considered here. On the other hand it is remarkable that Landy et al. (1996) also found a characteristic scale of the same order.
A potential problem in the analysis of the distribution of Abell-ACO clusters is associated with the presence of obscuration due to galactic HI clouds. The patchy distribution of this obscuration could introduce a spurious modulation in the cluster distribution, which can not be corrected by resorting to the simple csc |b| relation of Eq. (1). Nichol & Connolly (1996) presented a correlation analysis for the angular distribution of Abell clusters and galactic HI measurements. From their analysis they concluded that: (a) There is a statistically significant anticorrelation between the distributions of HI regions and Abell clusters only for R ≥ 1 richness classes; (b) The coherence length of the patchy extinction is of about 5-10 degrees. At an average cluster distance of 150 h −1 Mpc, 10 degrees correspond to about 26 h −1 Mpc. Therefore, since our sample is dominated by R = 0 clusters, we expect the patchy galactic extinction not to play a significant role. Furthermore, any effect should be relevant only at relatively small scales. This may also be the reason why the analysis of R ≥ 1 clusters by Peacock & West (1992) gives essentially the same P (k) shape as our R ≥ 0 cluster analysis, despite the fact that the two cluster distributions should have been polluted by a different amount.
As galaxy power spectra two typical examples are presented in Fig. 8 . Tadros & Efstathiou (1996) have computed the power spectrum from the Stromlo-APM redshift survey (squares) with an effective depth corresponding to redshift z = 0.05. They consider the flattening of the power-law behaviour towards smaller wavenumbers (k ≃ 0.05h Mpc −1 ) not as a real feature in the galaxy distribution. The power spectrum of clustering derived from up to 87,558 galaxies of the Muenster Redshift Project data (MRSP) by Schuecker, Ott & Seitter (1996) is plotted with triangles. Two or more data points lying at the same mode indicate results of samples of various depths. The ratio of cluster power spectrum to galaxy power spectrum is about a factor of 5. The indication for a maximum in the power spectrum at large scales is somewhat less strong for galaxies than for clusters. Though MRSP data clearly exhibits a break in the small scale power law behaviour, its location remains less well determined.
The slope of the power spectrum for galaxies appears to be smoother than that for clusters. However, it is remarkable that for all the considered cluster and galaxy samples the rising trend of P (k) toward small wavenumbers breaks at about the same scale, k ≃ 0.05 h Mpc −1 , quite independently of the sample depth and geometry. This indicates that the measured power spectrum of galaxies and clusters consistently feel the turnover of the underlying dark matter power spectrum.
As for the cluster simulations, we find that a larger P (k) for the DM distribution does not correspond in general to a larger P (k) for the resulting cluster distribution. Indeed, we find a remarkable amplification for the cluster power spectrum in the case of BSI, with a cluster biasing factor b 2 c ≃ 15, while a much smaller enhancement occurs for SCDM, TCDM and ΛCDM, with b 2 c ≃ 1.4, 2.3 and 3.5, respectively. This is consistent with the result that the cluster clustering does not depend on the amplitude of the underlying DM spectrum, but only on its shape, once the average number density of clusters is kept fixed (Croft & Eftsthiou 1994; Borgani et al. 1997) ; the bigger the large-to-smallscale power ratio, the bigger the clustering amplification due to long wavelength modes. This is the reason why a model like BSI, which has a large relative amount of power on large scales and a low normalization, turns out to generate a highly biased cluster population.
CONCLUSION
In this paper we presented a clustering analysis for a combined sample of Abell-ACO clusters, which is almost complete up to a depth of 240 h −1 Mpc. To this purpose we resorted to the computation of the average 2-point correlation function within a sphere of radius R, ξ(R) , and of the power spectrum P (k). Results for the real data set are compared with those coming from mock cluster samples, which are extracted from large PM N -body simulations of four different models, so as to reproduce the selection effects of the Abell-ACO data set.
The main results of our analysis can be summarized as follows.
(a) The quantity ξ(R) is well approximated by a power law, with ξ(R) = (R0/R) 1.8 over the scale range 10 < ∼ R < ∼ 40 h −1 Mpc, with R0 ≃ 27 h −1 Mpc, while it becomes steeper on larger scales. We find that only BSI provides a good fit to data, while SCDM, TCDM and, to a lesser extent, ΛCDM underestimate cluster correlations.
(b) The cluster power spectrum is reliably detected over the scale range 0.03 < ∼ k < ∼ 0.2 h Mpc −1 , over which the analysis of cluster simulations demonstrate that the window function associated to the sample geometry has a negligible effect on P (k). For k > ∼ 0.05 h Mpc −1 the cluster power spectrum is well approximated by a power law, P (k) ∝ k n with n ≃ −1.9, while it changes sharply to a positive slope at smaller wavenumbers.
(c) As for the cluster power spectrum amplitude, the BSI model provides again the best fit among the models that we considered. However, all the models fail at about 2σ level at reproducing a P (k) shape for k > ∼ 0.05 h Mpc −1 as steep as that of the Abell-ACO sample. New observational data is required in order to decide whether we must revise our understanding of the physics of the primordial power spectra or the mechanism of structure formation.
where the sum j runs over M = 1000 random directions, with |kj | = k. Therefore, the convolved power spectrum reads
Inserting Eqs. (A10)-(A12) yields the final estimator Eq. (6) which is evaluated for each sample.
