Abstract-An approach to lesion recognition is described that for lesion localization uses an ensemble of segmentation techniques and for lesion classification an exhaustive structural analysis. For localization, candidate regions are obtained from global thresholding of the chromatic maps and from applying the K-Means algorithm to the RGB image; the candidate regions are then integrated. For classification, a relatively exhaustive structural analysis of contours and regions is carried out.
I. INTRODUCTION
There are two short-comings with lesion recognition systems using conventional techniques (conventional = not Deep Neural Networks): one is that they often attempt to carry out a task with a single technique, in particular for segmentation; another one is, that the structural analysis is often hesitant. For segmentation we show that the combination of multiple techniques produces results much better than any of the individual techniques. For classification we show that the use of a large number of structural parameters has an enormous potential. Both is demonstrated in the melanoma competition, ISIC 2018: Skin Lesion Analysis Towards Melanoma Detection using the data as described in [1] , [2] . a) Lesion Segmentation: Segmentation using conventional techniques used to be carried out with a variety of general segmentation techniques, sometimes using sophisticated methods such as active contours or normalized cuts [3] , [4] , [5] . Recently there has been a shift to combining multiple techniques, because a single technique often fails in certain circumstances, for which another technique can perform well. For instance, Celebi et al. use multiple single (global) threshold methods [6] ; Neghina et al. combine the method of region growing with a method of pixel clustering [7] . In this study, we combine multi-level (global) thresholding with a pixel-clustering method (Section II).
b) Classification using a Structural Analysis: Previous conventional approaches to classification had focused on some color and texture features [5] , [8] but did not make an effort to extract a wider range of structural descriptors. Here we employ our methodology, that we recently have succesfully applied to satellite images, with accuracies in the range of Deep Neural Networks [9] .
II. SEGMENTATION

A. Method
Potential lesion regions are detected with two principal methods: with global thresholding of chromatic maps and with clustering of pixels in the three-dimensional RGB space. Fig. 1 gives an overview. Several tens of regions are collected per image and to sub-select regions corresponding to actual lesion candidates, we sub-select the regions based on a confidence measure L. The confidence measure is composed of several parameters. Different confidence measures with varying parameters are used but they essentially all share the parameter centrality c (inverse of the eccentricity from image center) and the parameter area a of the region. Typically the parameters are normalized and multiplied: L= c a. The lesion candidates of all segmentation techniques are then summed to a single confidence map (lower right in Fig. 1 ), which then is thresholded using a fixed value, returning a final lesion candidate region (final region not shown in Figure) . 1) Regions from Thresholding: Multi-level (global) thresholds are applied to the gray-level intensity image and to the individual chromatic-level intensity images. For each such image, the intensity histogram is determined and the major peaks located with their corresponding width. At each peak a band map is generated by thresholding at the two values half the width from the peak value. For each such binary map its regions are determined. To sub-select potential lesion candidates, the confidence measure L is applied. Fig. 1 shows that the process for gray-level segmentation sometimes produces several candidates, see 2nd graph from top in left column. For the output of the chromatic-level segmentations we show only the summed map of all candidates of all three channels, see 2nd graph from top in right column; several smaller regions are detected inside the larger region. Eliminating peripheral or smaller candidates runs the risk of loosing candidates in fragmented lesions, i.e. fragmented by the presence of hair. In the case shown, the presence of the peripheral and smaller candidates had no influence on the final lesion candidate, as the total map shows substantial overlap to segment the actual lesion outline properly. 2) Regions from Pixel-Clustering: The K-Means algorithm is employed to cluster pixels in RGB space. The algorithm is applied with a limited range of ks, i.e. [2, 3, 4, 5, 6, 7, 8] . For each clustering outcome, its regions are determined; a region consists of a set of contiguous pixels. Regions obtained from pixel-clustering are more diverse in structure than the regions obtained from thresholding: regions from clustering are sometimes fragmented, for instance when the lesion consists of an agglomeration of blobs; or they represent only the lesion silhouette by a ring. For that reason, several types of lesion confidence measures are applied. Those regions are also used to determine the RGB values for regions that lie completely inside the provided, manually annotated region. Those melanoma-RGB values are then matched to region RGB values in other images to obtain a degree of 'RGBmelanomaty' for a region, s RGB . In the top left graph of Fig.  2 , those regions with a high s RGB are shown. Three types of lesion confidence measures are developed: 1. L CRA : the measure selects candidates based on the basic lesion confidence multiplied by the degree of RGB-melanomity, L CRA = c a s RGB . In the top right graph of Fig. 2 some candidates with high L CRA are shown, the red one is the one with maximal L CRA . 2. L Ity : the measure aims at finding the interior of the lesion. This confidence measure was developed to avoid the selection of ring regions, that represent the lesion silhoutte, because those ring regions often contain a substantial part of the skin and we suspected that the interior would be a better lesion representation. The confidence measure L Ity is based on a number of parameters such as solidity of the region, compactness in the center, etc., all of which are multiplied into the basic lesion confidence L. Fig 2 lower 3) Ensemble: For each of the 7 types (gray, 3 chromatic, 3 cluster regions), a binary map is generated with its most suitable candidates. An individual map often contains one to two candidates, rarely none, sometimes more. Those maps are summed to form the confindence map, see lower right in Figs. 1 and 3. That map is then thresholded at some value to arrive at the final candidate region representing the best guess for the lesion location. If there are several candiate regions present in the thresholded map, then the convex hull of all those regions is taken.
B. Results
To adjust the parameters, we optimized for accuracy (sensitivity × specificity) on the set of training images using the provided manual annotation. Adjustment concerned in particular how to deal with candiate regions touching the image borders. The adjustment occured largely heuristically.
The (final) average accuracy per type is displayed in Fig.  4 . Gray dominates in average, followed by the region types selected by L CRA and L Ity . The ensemble for all types (see label 'Ens') -the thresholded, integrated map -is at an accuracy of 0.79, thus 0.12 better than its best performing type (gray). If we take the maximum type value per image, the accuracy arrives at 0.86 (right most bar, labeled 'Max').
The bottom graph of Fig. 4 shows a count of the dominating type per image. Gray now dominates even more, however the cluster types fall behing the chromatic types. 
III. CLASSIFICATION
Descriptors from two sources are generated. One source are the regions as obtained with pixel-clustering used for segmentation (introduced above): those regions are described by their interior and their exterior (boundary) separately, each one by several attributes (Section III-A). Another source is the topology analysis of the intensity image, which corresponds to the convential contour and region description in a scale space (Section III-B).
A. Descriptors from Cluster Regions
Three types of descriptors are generated. One describes the region boundary. The other two describe the region interior, of which one regards the region pixels as a distribution and is therefore rather statistical in nature; the other describes the interior by a structural analysis with the symmetric-axis tansform.
1) Boundary: For each region (obtained from KMeans clustering), its (closed) boundary is taken. The boundary is then transformed into a radial signature of which two groups of features are extracted. One group is derived from an analysis of the extrema in the signature, describing so the corners of the boundary. Another group are Fourier descriptors of the radial signature. Together ca. 8 parameters are generated.
2) Pixel-Distribution: Some regions of the lesion interior appear quasi-fragmented with large indentations and many holes, even when contiguous (see again Fig. 3 ). We assumed that those could be characteristics too for some cases. Attributes developed are the degree of solidity, compactness, 'silhouetteness', centrality, peripherality, coverage, hollowness and 'ringness'.
3) Structure of Interior: The symmetric-axis transform is applied as described in [10] . The sym-axes are then partitioned at their branch-points and four types of descriptors are developed: short, long, forks and peaks. Short descriptors are a parameterization of short sym-axes segments and represent therefore bulky regions. Long descriptors represent long symaxes segments and therefore represent elongated structures. Fork descriptors represent intersections of sym-axes segments. Peaks represent the immediate surround at local maxima in the distance map.
B. Descriptors from Topology
Due to the relatively large image size, only two scales are generated, namely for σ = 1 and 2. Contours are extracted from both scales; regions only from the difference of the two. 1) Contours: Three types of contours are extracted, ridge, river and edge contours [11] . They are then partitioned and described using a local-to-global amplitude space [12] . Each partitioned segment is described by attributes such as geometric parameters, e.g. arc length, curvature, jaggedness, etc. as well as appearance parameters taken from the pixel values along the segment, e.g. mean intensity level, mean range value (contrast), the standard deviation (≈ fuzziness), etc. Color information is included as well. In total, 15 attributes are used to describe a contour segment: 9 geometric parameters and 6 appearance parameters. Every contour type (ridge, river, edge) is described by the same set of parameters, arriving at 45 parameters for all contour types.
2) Contour Groups: Two types of contour groups are formed, clots and bundles. Clots are groups of short segments, whose endpoints lie near and therefore represent star-like groups. Bundles are groups of longer segments, whose midpoints lie near. The alignment analysis focuses in particular on radial and orientation statistics. For both clots and bundles, 12 geometric attributes and 7 appearance attributes are generated.
3) Regions from Scale Space: Regions are obtained from two sources: from the DOG map itself, as well as the region between edge contours from both scales. Region description is based on the interior as mentioned above (Section III-A3).
For more details of this descriptor extraction process, we refer to [9] .
C. Results
The descriptor extraction output returns ca. 280 attributes in total, organized in lists of ca. 22 descriptor types. Approximately two third are geometric parameters, the remaining are appearance parameters. The simplest type of classification is histogramming of all attributes, thus ignoring the multidimensional representation of the descriptor; it can be taken as a lower performance bound. For a list of descriptors for an image, a 12-bin histogram H d is generated for each attribute d. Those attribute histograms (for all different descriptor types) are then concatenated to form a high-dimensional vector H I , whose size can more than three thousand dimensions (280 attributes × 12 bins). The combination of the principal component analysis (PCA) with a linear discriminant analysis (LDA) performed very well to separate those attribute histograms.
On the training set, the histogramming approach achieved a prediction accuracy of 72.1 percent with a 5-fold crossvaldiation. Fig. 5 shows the confusion map. An analysis of the accuracies for individual descriptor types did produce very similar accuracies in the range between 67 and 69 percent. IV. DISCUSSION The segmentation results suggest (Fig. 4) , that the graylevel is potentially one of the prevailing cues for doctors when observing the lesion boundaries; or perhaps the different analysis strategies bear the gray-scale level as the largest denominator.
We considered our method of thresholding the integration map only as a first step to combine the individiual segmentation types. In principal it has more potential, as the maximum value of the individual types per image is at an accuracy of 0.86 and thus 0.07 larger than the present strategy of thresholding the integrated maps (Fig. 4, upper graph) . To our disappointment it was difficult to automatically predict the best performing types per image. It would however not be difficult to present to a doctor all different types and he would select which one appears to be the optimal one.
The segmentation approach involves minimal learning, namely storing only the RGB values for extracted regions that appear in the manually annotated regions. Apart from that, it is only a number of parameters that had to be adjusted. As such, the approach may therefore be suitable for fast localization of lesions.
That the classification results for individual descriptors show minor differences in accuracies hints that our approach has capture predominantly appearance aspects between classes and not structural differences. We still work on exploiting the multi-dimensional descriptor spaces.
