ABSTRACT The interactions between membrane proteins and their lipid bilayer environment play important roles in the stability and function of such proteins. Extended (15-20 ns) molecular dynamics simulations have been used to explore the interactions of two membrane proteins with phosphatidylcholine bilayers. One protein (KcsA) is an a-helix bundle and embedded in a palmitoyl oleoyl phosphatidylcholine bilayer; the other (OmpA) is a b-barrel outer-membrane protein and is in a dimyristoyl phosphatidylcholine bilayer. The simulations enable analysis in detail of a number of aspects of lipid-protein interactions. In particular, the interactions of aromatic amphipathic side chains (i.e., Trp, Tyr) with lipid headgroups, and ''snorkeling'' interactions of basic side chains (i.e., Lys, Arg) with phosphate groups are explored. Analysis of the number of contacts and of H-bonds reveal fluctuations on an ;1-to 5-ns timescale. There are two clear bands of interacting residues on the surface of KcsA, whereas there are three such bands on OmpA. A large number of Arg-phosphate interactions are seen for KcsA; for OmpA, the number of basic-phosphate interactions is smaller and shows more marked fluctuations with respect to time. Both classes of interaction occur in clearly defined interfacial regions of width ;1 nm. Analysis of lateral diffusion of lipid molecules reveals that ''boundary'' lipid molecules diffuse at about half the rate of bulk lipid. Overall, these simulations present a dynamic picture of lipid-protein interactions: there are a number of more specific interactions but even these fluctuate on an ;1-to 5-ns timescale.
INTRODUCTION
Membrane proteins play key roles in a wide range of processes in cells, including transport and signaling. It has been estimated (Wallin and von Heijne, 1998; Jones, 1998) that ;25% of genes code for membrane proteins, reflecting their biological significance. From a biomedical perspective one may note that ;50% of drug targets correspond to membrane proteins (Terstappen and Reggiani, 2001) . Despite their functional significance, ongoing difficulties in expression and crystallization mean that only a few (;50, see http://blanco.biomol.uci.edu/Membrane_Proteins_xtal. html) membrane protein structures have been determined at high resolution. It is therefore of crucial importance that we extract the maximum information possible from those structures that have been determined. Membrane proteins fall into two broad families. The a-helix bundle family is by far the larger of the two and includes nearly all of the membrane proteins of higher organisms, and the membrane proteins of the inner membrane of (Gram negative) prokaryotes. The outer membranes of Gram negative bacteria host a second class of membrane protein, namely the b-barrel outer membrane proteins (OMPs).
It is important to recall that membrane proteins exist in a more complex environment than the approximately isotropic environment provided by the cytoplasm for water-soluble proteins. Thus, membrane proteins generally span a lipid bilayer, and so must contain regions on their surfaces that interact with water (on either side of the membrane), with polar lipid headgroups, and with the hydrophobic core of the lipid bilayer (see Wiener and White, 1992; and White, 1994 , for a discussion of the environment presented by a phospholipid bilayer). There have been a number of studies of the importance of protein-lipid interactions in the context of structure and stability of membrane proteins. For example, Killian and colleagues have used simple model peptides and biophysical methods to probe in some detail the nature of such interactions (Killian and von Heijne, 2000; Killian, 2003; Strandberg and Killian, 2003) . Analysis of those crystal structures of membrane proteins that contain lipids provides a detailed structural perspective on lipid-protein interactions (Fyfe et al., 2001; Lee, 2003) . However, it should be remembered that structural biology provides a biased sample of lipid-protein interactions, focusing in on those interactions that are sufficiently strong to be retained after cooling of the protein crystal to a temperature of ;100 K (Halle, 2004) . These studies have revealed, e.g., the importance of amphipathic aromatic residues (Trp and Tyr) at membrane/ water interfaces (Yau et al., 1998a,b) . A number of experimental studies have also revealed the importance of bound lipid molecules for the stability and function of some membrane proteins (O'Keeffe et al., 2000; Lange et al., 2001; Fernandez et al., 2002; daCosta et al., 2002; Costa-Filho et al., 2003; Bulieris et al., 2003) . For example, in the case of the K channel KcsA, acidic phospholipids appear to bind to specific (nonannular) sites at which they play a role in refolding and possibly in function (Valiyaveetil et al., 2002; Demmers et al., 2003; Alvis et al., 2003) . Lipid bound to this nonannular site can be observed within the crystal. Similarly, some crystal forms of the outer membrane transport protein FhuA have revealed the presence of a tightly bound lipid A molecule (Ferguson et al., 1998 (Ferguson et al., , 2000 , indicating a specific interaction between an outer membrane protein and an outer membrane lipid. Interestingly, bound lipid A has been suggested to be required for activation of the outer membrane protease OmpT (Kramer et al., 2002) .
Molecular dynamics (MD) simulations (Karplus and McCammon, 2002) provide an opportunity to study the conformational dynamics and interactions of membrane proteins under approximately physiological conditions. Building on earlier simulation studies of pure lipid bilayers (reviewed in, e.g., Tieleman et al. 1997; Tobias et al., 1997) , MD simulations have been extended to increasingly complex membrane proteins Woolf and Roux, 1996; Belohorcova et al., 1997; Tieleman and Berendsen, 1998 ; also see reviews by, e.g., Forrest and Sansom, 2000; Domene et al., 2003a) . These simulations are able to provide insights into the nature of the interactions between membrane proteins and their lipid environment Woolf, 1997 Woolf, , 1998 Tieleman et al., 1999; Petrache et al., 2000 Petrache et al., , 2002 . Furthermore, MD simulations can enable us to compare the behavior of a membrane protein in a lipid bilayer and a detergent micelle environment (Bond and Sansom, 2003) . Current MD simulations of membrane proteins are able to address timescales of .10 ns. This provides improved sampling of details of protein-lipid interactions (Saiz and Klein, 2002; Tang and Xu, 2002; Feller et al., 2003; Crozier et al., 2003; Allen et al., 2003; Huber et al., 2004; Saiz et al., 2004 ) on a timescale comparable to that observed in NMR studies (Fernandez et al., 2002; Tamm et al., 2003) . Recent simulations of lipid bilayers (Mukhopadhyay et al., 2004) and of peptide/bilayer systems (Jensen et al., 2004) suggest that even longer timescales are becoming addressable via simulation.
Recent preliminary studies (Domene et al., 2003b ) suggest that ;10-ns duration simulations can reveal details of the interactions of membrane lipids with inner and outer membrane proteins Here, we present the results of a detailed comparative analysis of the lipid-protein interactions of an a-helical membrane protein (KcsA) versus an OMP (OmpA). The results suggest that such simulations can indeed provide molecular details of lipid-protein interactions and dynamics. We attempt to relate these simulation results to experimental studies of how membrane proteins interact with their lipid bilayer environment.
METHODS
Two simulations are analyzed and compared in this study (Table 1) : 1), an ;15-ns simulation of the potassium channel KcsA (pdb code 1K4C; Zhou et al., 2001 ) in a palmitoyl oleoyl phosphatidylcholine (POPC) bilayer; and 2), an ;20-ns simulation of OmpA (pdb code 1BXW; Pautsch and Schulz, 1998) in a dimyristoyl phosphatidylcholine (DMPC) bilayer. In each case the protein was inserted in a preformed cavity in an equilibrated lipid bilayer, using the methods described in detail in Faraldo-Gómez et al. (2002) . The proteins were oriented interactively, such that the long axis of the protein was parallel to the bilayer normal and the bands of aromatic/amphipathic (i.e., Trp and Tyr) side chains were located in the lipid headgroup regions (Fig. 1) . Note that these are continuations of simulations described, from a functional perspective, in other articles (Domene and Sansom, 2003; Bond and Sansom, 2003) . Here the focus is upon what these simulations reveal concerning lipid-protein interactions.
Simulation details: OmpA
Simulations were performed as described in Bond and Sansom (2003) . Briefly, the 2.5-Å OmpA structure (1BXW) was used as a starting model, and pK A calculations, performed using the University of Houston Brownian Dynamics program (Davis et al., 1991) , were used to aid assignment of sidechain ionization states. The resulting model was neutral overall. Thirty-nine crystal waters were localized in the asymmetric unit. Of the 39 waters in the crystallographic asymmetric unit, 27 were retained in the starting model because they were approximately within the bounds of the protein surface. OmpA and the 27 crystal waters were embedded in a preequilibrated DMPC bilayer. Further details of the protein set-up can be found in Bond et al. (2002) .
The simulation was conducted using the GROMACS v2.0 (Berendsen et al., 1995) MD simulation package (www.gromacs.org). An extended united atom version of the GROMOS96 force field was used (Hermans et al., 1984) . The protein-lipid system was energy-minimized before MD, using ;100 steps of the steepest descent method, to relax any steric conflicts generated during setup. The system was solvated with SPC (simple point charge) waters (Berendsen et al., 1981) and system-neutralizing sodium and chloride ions (corresponding to ;1 M NaCl) were added. During restrained runs, the protein was harmonically restrained with a force constant of 1000 kJ mol ÿ1 nm ÿ2 . Electrostatic interactions were calculated using particle mesh Ewald (PME; Darden et al., 1993 ) with a 0.9-nm cutoff for the realspace calculation. A cutoff of 1.0 nm was used for van der Waals interactions. The simulation was performed at constant temperature, pressure, and number of particles. The temperatures of the protein, DMPC, and solvent (including both crystal and bulk water molecules, along with ions) were each coupled separately, using the Berendsen *Ca RMSDs are versus the starting structure for the simulation, averaged over the final 5 ns of each simulation. y For OmpA, the core TM residues were defined as those in the b-barrel. z For KcsA, the core TM residues were defined as those in the two TM helices plus the selectivity filter.
thermostat , at 310 K for the DMPC simulation, with coupling constant t T ¼ 0.1 ps. The pressure was coupled using the Berendsen algorithm at 1 bar with coupling constant t P ¼ 1 ps. The compressibility was set to 4.5 3 10 5 bar ÿ1 in all box dimensions. The time step for integration was 2 fs, and coordinates and velocities were saved every 5 ps. The LINCS algorithm was used to restrain bond lengths (Hess et al., 1997) . Simulations were performed on a Linux workstation, an eight-node Beowulf cluster, or an SGI Origin 2000 (Mountain View, CA) using either four or eight parallel 195-MHz R10000 processors.
Simulation details: KcsA
The KcsA simulation was performed as described previously (Domene and Sansom, 2003) . Briefly, the simulation system consisted of the 2-Å resolution high [K 1 ] structure (1K4C) of KcsA, embedded in a POPC bilayer consisting of 116 lipid molecules of POPC in the periplasmic leaflet, and 127 in the intracellular leaflet. An acetyl group was attached to the N-terminus of KcsA (residue 22) and the C-terminal carboxylate was protonated. The side chain of Glu71 was protonated, so as to form a diacid hydrogen bond with the carboxylate group of Asp80, in agreement with the earlier simulation studies (Ranatunga et al., 2001; Bernèche and Roux, 2002) and with structural data (Zhou et al., 2001) . The rest of the ionizable residues were in their default ionization state.
The simulation used GROMACS v3 (Lindahl et al., 2001 ). An initial energy minimization was followed by a 0.2-ns equilibration period during which the protein and the cation positions were restrained. After this, unrestrained molecular dynamics simulation was performed of duration 15 ns in the NPT ensemble. Long-range electrostatic interactions were calculated using PME. The time step was 2 fs with the LINCS algorithm to constrain bond lengths. A constant pressure of 1 bar independently in all three directions was used with a coupling constant of t P ¼ 1.0 ps. Water, protein, and lipid were coupled separately to a temperature bath at 300 K using a coupling constant t T ¼ 1.0 ps. Coordinate sets were saved every 0.1 ps for analysis. Lipid parameters were based on those used previously (Berger et al., 1997; Marrink et al., 1998) . Structural diagrams were prepared using VMD (Humphrey et al., 1996) and RasMol (Sayle and Milner-White, 1995) .
RESULTS

KcsA versus OmpA
The two proteins selected for this analysis represent the two major classes of membrane protein: KcsA is an a-helix bundle, a fold found in the great majority of membrane proteins; OmpA is a b-barrel, and is a simple representative of the outer membrane proteins of Gram negative bacteria. In both cases the simulations employed only the transmembrane (TM) domains of the proteins ( Fig. 1) , corresponding to the available crystal structures. Thus, the KcsA TM domain is missing an N-terminal helix (residues 1-22) and a 37-residue C-terminal domain, whereas OmpA is missing an ;150-residue C-terminal domain (the structure of which is homologous to that of RmpM; Grizot and Buchanan, 2004) .
For both KcsA and OmpA, the TM structure represents the majority of those residues interacting with the membrane. It is useful to compare the cross-sectional areas of OmpA and of KcsA for the interfacial regions of the inner and outer leaflets. For OmpA the cross-sectional area at both aromatic belts is ;4.5 nm 2 . For KcsA the cross-sectional at the upper (i.e., periplasmic) aromatic belt is ;15.2 nm 2 , whereas at the lower (i.e., cytoplasmic) belt it is ;4.8 nm 2 . Thus, the OmpA structure may be approximated as a regular cylinder, whereas the KcsA structure is more akin to a truncated cone.
In terms of potential interaction sites with lipid headgroups (see below) we can consider the surface distributions of the side chains of two classes of amino acid, namely amphipathic aromatic (Trp and Tyr), and basic residues (Arg and Lys). Considering first the aromatics, in OmpA the region of the protein surface corresponding to the extracellular interface has five (Trp 1 Tyr) residues, whereas the inner (periplasmic) interface has six (Trp 1 Tyr) residues. There are also four (Trp 1 Tyr) residues on the surface of the region defined by the extracellular loops. Turning to the KcsA tetramer, the outer (periplasmic) interface contains 12 (Trp 1 Tyr) residues, whereas the inner (cytoplasmic) interface has eight (Trp 1 Tyr) residues. Thus the larger protein, KcsA, presents twice as many amphipathic aromatics on its surface. If one considers the basic side chains, for OmpA there are three (Arg 1 Lys) at the outer interface, with an additional two Lys in the extracellular loops, whereas the inner interface has just one Lys residue. For KcsA, the outer interface contains 12 Arg residues, and the inner interface 16 Arg residues. Thus KcsA has nearly five FIGURE 1 In A and B, the simulation systems are shown, namely (A) KcsA/POPC, which consisted of the KcsA transmembrane tetramer embedded in a bilayer of 243 POPC molecules, solvated with 7938 waters; and (B) OmpA/DMPC, which consisted of the OmpA N-terminal domain embedded in a bilayer of 111 DMPC molecules, solvated with 5055 waters. In C and D, surface representations of (C) KcsA and (D) OmpA are shown, both seen from ''below'' (i.e., from the cytoplasmic surface for KcsA, from the periplasmic surface for OmpA). The color code for amino acids is green for Trp and Tyr, and red for Arg and Lys.
times as many surface-exposed basic side chains as does OmpA.
In both cases it was necessary to simplify the in vivo membrane environment by embedding the protein in a simple phosphatidylcholine membrane. DMPC was used for OmpA as it has a thinner transmembrane zone (;2.1 nm in OmpA versus ;2.7 nm in KcsA, as indicated by the spacing between the aromatic belts). For DMPC the average distance between the two lipid/water interfacial regions (measured as the glycerol to glycerol distance) is ;2.7 nm whereas for POPC it is ;3.3 nm.
The conformational stability of the proteins during these extended simulations may be assessed, albeit crudely, by measurement of the conformational drift from the initial crystal structures as given by the Ca atom root mean-square deviation (RMSD; see Table 1 ). In both cases there is an initial rise in RMSD over the first 5 ns. For the last 5 ns of each simulation the RMSD for all Ca atoms (i.e., both the transmembrane core and the extramembraneous loops) is ;0.2 nm. This provides evidence of relatively small overall conformational drift, i.e., a ''stable'' simulation, for both proteins, giving us confidence in the use of these simulations to further analyze the interactions of the proteins with their bilayer environment. Indeed, for the Ca atoms of the core TM residues, the RMSDs are ,0.2 nm (0.17 nm for KcsA and 0.10 for OmpA). Of course, even on a .10-ns timescale we realize that sampling of protein motions is incomplete. The degree of convergence of the simulations can be estimated from block analysis of the Ca mean-square fluctuations (as described in more detail in, e.g., Bond and Sansom, 2003; and Faraldo-Gómez et al., 2004) . For OmpA this analysis suggests better sampling of the motions of the core TM domain residues than for the extracellular loops. In particular, the extracellular loops are 2.5-5 times more mobile (on a 0.5-to 20-ns timescale, respectively) than the TM b-barrel. For KcsA the difference in loop and core TM mobility is less pronounced.
Contacts and interactions
Having established the stability of the proteins within the simulations, we may examine their interactions with the surrounding phospholipid molecules. A simple measure of such interactions can be obtained by estimating the number of interactions as a function of time (Fig. 2) . We have defined an interaction as occurring when a lipid-protein interatomic distance is #0.35 nm. We have divided interactions into those of the protein with the hydrophobic alkyl tails and those with the polar lipid headgroups (which include the glycerol and the acyl oxygens) as we anticipate that these may behave differently. It is also informative to look at both the number of lipid molecules making these two classes of contact (Fig. 2, A and B) and the number of interatomic contacts falling into the two classes (Fig. 2, C and D) .
If we look first at the number of lipid molecules forming interactions with the two proteins, the first thing we notice is that, after the first ;2 ns, the number of interacting lipid molecules is about constant for both simulations, implying successful equilibration of the lipid-protein interactions in the simulation. The number of interacting molecules for KcsA is ;30 (for headgroup interactions) and ;40 for acyl tail interactions (Fig. 2 A) . For OmpA the corresponding figures are somewhat lower (;20 and ;25, respectively) reflecting the smaller cross-sectional size of OmpA relative to KcsA (see Fig. 1, C and D) .
If we focus on the number of interacting atoms (Fig. 2 , C and D) then some complexities emerge. For KcsA, the total number of atomic interactions gradually increases over the course of the simulation. More detailed analysis reveals that most of this increase is due to a steady increase in proteinheadgroup interatomic interactions over the first ;5 ns of the simulation, from a total of ;350-600 within ;5 ns. For OmpA the number of interatomic contacts increases significantly over the first ;12 ns of the simulations. In contrast to KcsA, for OmpA this increase is due to both headgroup and tail atoms. Furthermore, whereas for KcsA the increase is approximately monotonic, for OmpA there are significant fluctuations in the number of interatomic contacts as a function of time, on a timescale of ;5 ns. Interestingly, these fluctuations originate both from residues of the TM b-barrel and of the extracellular loops. This may represent breathinglike fluctuations of the lipid annulus of this simple membrane protein. Correlated lipid motions within the bilayer on such timescales have been described (Lindahl and Edholm, 2000) ; our results may represent related fluctuations of protein-lipid interactions. 
Hydrogen bonds
A more detailed picture of the interactions of lipid headgroups with the proteins can be obtained by analysis of H-bonds. A priori one would expect substantial H-bonding between the lipid headgroups (which contain several possible H-bond acceptors but no potential donors) and protein side-chain and backbone donors. Analysis of the total numbers of H-bonds versus time (with the cutoffs used to define H-bonds being 0.25 nm for the hydrogen-acceptor distance, and 60°for the donor-hydrogen-acceptor angle) for both simulations shows a rise during the simulations over the first ;10 ns to an approximate plateau ( Fig. 3) of ;45 H-bonds for KcsA and ;15 for OmpA. If we break the H-bonds down into those formed by different regions of the headgroup (data not shown) we find for KcsA that H-bonds formed by the acyl carbonyl groups (;15 in total toward the end of the simulation) and those formed by the phosphate oxygens (;20 in total) are the largest classes. In contrast, for OmpA, on average there are ;8 H-bonds formed by the acyl group carbonyls, compared with only ;3.5 H-bonds with phosphate oxygens, and ;2 H-bonds with the glycerol backbone. The smaller number of apparent ''anchoring'' interactions for OmpA may reflect the absence, in the current simulations, of interactions with the more complex lipid A headgroup present in the in vivo outer membrane.
Analysis of the lifetimes of each individual H-bond made during each simulation (data not shown) reveals that there are two main kinds of interaction. At any time, most H-bonds made between protein and lipid are very stable ones that have lifetimes on the order of ;2-5 ns or longer. Additionally, more transient H-bonds (with lifetimes of ;0.1 ns or less) occur between different donors and acceptors, presumably due to the thermal ''breathing motions'' of lipids and polar side chains. Exponential fits to average autocorrelation functions derived from H-bond existence functions yielded relaxation times of ;10 ns in both simulations, reflecting the longevity of most lipid-protein H-bond partners. Of course, it should be remembered that two H-bond populations, shortand long-timescale, are contributing to the estimated relaxation behavior. Nevertheless, the long relaxation times found indicate that protein and lipid in its immediate vicinity are tightly bound, consistent with the stability of the annular shell revealed by our analysis of lipid lateral diffusion (see below).
Interactions versus position and time
The location of the headgroup interactions with the protein, and the changes in these interactions with respect to time, can be seen by generating a contour plot of the number of interactions as a function of position along the bilayer normal and of time. The contour plot for KcsA (Fig. 4 A) shows two broad (;1 nm-cf. Wiener and White, 1992; and White, 1994) bands corresponding to the two interfaces. For both interfaces there is an increase in the density of interactions over the first ;2 ns, consistent with the observations above. For OmpA (data not shown) the interactions with lipid headgroups also show two bands. That for the extracellular surface is broader, reflecting interactions with the long extracellular loops of the protein (see below).
Comparable contour plots of the interactions with the lipid tails reveal a broader range of lower-number interactions FIGURE 3 Number of H-bonds between protein and lipid. The cutoffs used to define H-bonds are 0.25 nm for the hydrogen-acceptor distance, and 60°for the donor-hydrogen-acceptor angle. than with the headgroups. Toward the center of the bilayer, the number of interactions drops, reflecting the fluidity gradient of the lipid tails. Comparing KcsA and OmpA, the latter shows a greater number of lipid tail contacts along the entire length of the protein, in contrast with a smaller number of localized interactions with KcsA. This reflects the differences in shape between the two proteins-an approximately regular cylinder (OmpA) versus a truncated cone (KcsA). The more symmetric shape of the b-barrel domain may enable establishment of a more tightly bound lipid annulus without requiring changes in global lipid conformation or bilayer packing.
Aromatic side chains
Amphipathic aromatic amino acids (i.e., Trp and Tyr) have been shown to form bands at either end of the transmembrane domains of membrane proteins, corresponding to the location of the lipid/water interface (Schiffer et al., 1992; Ulmschneider and Sansom, 2001) . It has been suggested that Trp and Tyr residues ''lock'' the protein into its correct orientation within the membrane by forming interactions with the lipid headgroups and water molecules in the interfacial region (Yau et al., 1998b; . The current simulations provide an opportunity to extend previous analysis of such aromatic-interface interactions (Tieleman et al., 1999; Grossfield and Woolf, 2002) .
We first analyzed the orientations of the aromatic side chains at the interfaces. In particular, we have calculated the time-dependent angles with respect to bilayer normal of the aromatic belt residue rings and their normals. For both OmpA and KcsA, the aromatic ring planes are aligned roughly parallel to the bilayer normal, oscillating on a picosecond timescale around their mean values. Occasional (once every few nanoseconds) aromatic ring flips of 180°o ccur, the actual transition from one orientation to another being relatively rapid, i.e., over in a few tens of picoseconds. Similar behavior has been observed in, e.g., simulations of single TM helices in a membrane (Ulmschneider et al., 2004) . In all cases, the aromatic rings are oriented so that the polar moieties of the Trp (i.e., ring nitrogen) and Tyr (i.e., hydroxyl group) side chains are nearest to the interfacial region (see, e.g., Fig. 9 A) . This is consistent with the proposed roles of these aromatic belt residues as membrane protein ''anchors,'' with their hydrophobic regions interacting with the lipid acyl chain region of the bilayer and their polar regions interacting with lipid headgroup and solvent. Interestingly, there are Tyr residues that lie in the extracellular loop regions of OmpA, above the upper aromatic belt and lying over the membrane surface. Consistent with the aqueous location, their behavior is far less predictable than for the Tyr residues in the aromatic belts, with the angles of both the ring plane and orientation with respect to the bilayer normal varying between 0°and 180°over the simulation. The variation is characterized by approximately constant angles being maintained on the nanosecond timescale, followed by sudden flips in orientation to a new angle and/or direction, which again lasts for another few nanoseconds. This is consistent with transient interactions between these residues and polar headgroups on the bilayer surface, but indicates no one set of interactions is more favorable than the other.
We have used contour plot analysis of the frequency of headgroup interactions of aromatics versus (z,t) similar to that described above to explore the spatial and temporal variation in such interactions. For KcsA, as anticipated, the interactions between the two aromatic belts and lipid headgroups result in two clear zones of interaction (data not shown), each of ;1-nm width. The outer (periplasmic) belt is involved in more interactions than the inner (cytoplasmic) one, reflecting the greater number of solventexposed Trp and Tyr residues in the outer belt (see above).
For OmpA (Fig. 4 B) the patterns of interaction between aromatic side chains and lipid headgroups are more complex. In particular, there is an additional aromatic belt formed by the extracellular loops of OmpA. Thus there are three bands of interaction between the aromatic side chains and the headgroups. The lower band, centered at ;ÿ1.5 nm, is similar to the equivalent band in the KcsA simulation, although the higher solvent accessibility of the OmpA aromatic belt means that more long-lasting, tighter interactions can be established during the course of the simulation, occasionally forming ;50 contacts during the latter half of the simulation. At the outer surface, two zones of contact (i.e., the outer-barrel aromatic belt and the extracellular loop belt) are seen. Although the number of interactions in these zones is less than for the inner belt, it is clear that the location of the aromatic belts in OmpA result in a broad range of contacts with headgroups. The broad upper zone of interactions due to the aromatic side chains of the extracellular loops may be biologically significant, in that it may help to relieve a bilayer/protein mismatch, thereby enabling the narrow hydrophobic transmembrane region of OmpA to stably exist in a lipid bilayer. Additionally, extensive fluctuations in contacts between the extracellular aromatic belt and polar headgroups are apparent over the course of the simulation, leading to a reduction in the width of this zone but a concomitant increase in interaction number. This flexibility is afforded by the highly mobile extracellular loops, resulting in a narrower, more uniform aromatic belt, matching the bilayer interface. This may be important for adjusting to the heterogeneous lipopolysaccharide (LPS) environment.
Basic side chains
The other side chains that are thought to play a key role in interactions with lipid headgroups are the basic side chains, especially Lys, which are proposed to ''snorkel'' to the membrane surface where they can interact with the phosphate groups of phospholipid headgroups (Mishra et al., 1994; Strandberg and Killian, 2003) . Such interactions have been observed in, e.g., simulations of models of membrane proteins made up of parallel a-helix bundles (Saiz et al., 2004) .
As noted above, KcsA has nearly five times as many surface exposed basic side chains as does OmpA. Furthermore, whereas in OmpA both Lys and Arg residues are present, in KcsA only Arg residues are present. These differences are reflected in the frequency of basic side chainheadgroup interactions for the two proteins (Fig. 5) .
For KcsA, there is a steady rise in the number of Argheadgroup interactions over the first half of the simulation. As was noted above, H-bonds to the oxygens of the phosphates are the major class of H-bonds for this protein in a POPC bilayer. More detailed examination suggests that the increase in such interactions is largely due to those Arg residues located at the lower (intracellular) surface of the KcsA molecule. This increase seems to be due to relatively small changes in Arg side-chain conformation so as to maximize the number of H-bonds to lipid headgroups.
In contrast, OmpA forms fewer interactions of basic side chains (both Lys and Arg) with headgroups, and these interactions fluctuate on a timescale of ;0.5 ns. These fluctuations may reflect the location of the basic side chains predominantly in the mobile extracellular loops rather than in the TM barrel domain, thus leading to more transient interactions. It is interesting that basic side chains on the surfaces of OMPs have been implicated in specific binding of LPS via its constituent phosphates, both from crystallographic analysis of lipid A bound to FhuA (Ferguson et al., 2000) and from simulation studies of the outer membrane protease OmpT .
The location of the Lys and Arg side chains along the bilayer normal may be compared with the location of the phosphate groups (Fig. 6) . For both proteins it can be seen that the basic side chains are approximately coincident with the interfaces defined by the phosphate groups. Thus, these simulations extend the earlier studies of model TM helices (Saiz et al., 2004) to reveal the importance of FIGURE 5 Total number of atomic contacts (#0.35 nm) between lipid headgroups and snorkeling lysine and arginine side chains (sampled every 0.1 ns), for (A) KcsA (Arg only), and (B) OmpA (black line, Arg; shaded line, Lys). FIGURE 6 Simulation-averaged atomic densities versus bilayer normal axis for (A) OmpA and (B) KcsA. In A, densities are shown for the Lys sidechain amine group (shaded, solid), for the guanidinium group of Arg (black solid line), and for lipid headgroup phosphorus atoms (black broken line). In B, densities are shown for the Arg guanidinium (black solid line) and for lipid headgroup phosphorus atoms (black broken line).
basic-phosphate interactions for both of the major classes (a-helix bundle and b-barrel) of integral membrane protein.
Analyzing in more detail the interactions between Lys and Arg side chains and the lipids reveals that such interactions predominantly (90% for KcsA; from 70% to 90% over time for OmpA) involved the charged groups at the end of the side chains. If one examines the orientations of the lipidinteracting basic side chains, a complex picture emerges. For OmpA most of these side chains are located in the long, mobile extracellular loops region of the protein, above the membrane surface. Of these, one Arg and one Lys lie with their side chains approximately perpendicular to the bilayer normal during the simulation (see Fig. 9 B) . The Arg side chain lies very close to the headgroup region, at the bottom of a loop, whereas the Lys side chain is in the middle of a very mobile loop, which is therefore able to move toward the membrane surface to allow tight interactions with headgroups. Additionally, a Lys and Arg residue located at the tops of the loops both make interactions with headgroups by pointing downward toward the membrane surface. Finally, one Lys side chain is located in the short periplasmic turn region, and points downward/outward so as to interact with phosphate groups of lipid headgroups. This, therefore, is the only side chain that shows classical ''snorkeling'' characteristics in OmpA. A similar situation is seen in simulations of OmpT . Thus, snorkeling may be less important for outer membrane proteins where, instead, anchoring interactions between charged and aromatic groups of the mobile loops and lipopolysaccharide may occur.
For KcsA, the orientations of lipid-interacting Arg residues may be grouped according to the location of the Arg residues. First, for those Arg residues that lie in the ''turret'' loops at the extracellular surface of the protein, the side chains are approximately perpendicular to the bilayer normal, pointing downward/inward so that their charged groups interact with lipid headgroups. Second, transmembrane helix M2 extends beyond the membrane on the intracellular side. This results in a range of orientations of Arg residues at the end of M2, which change on a nanosecond timescale and allow interaction with lipid headgroups in a similar manner to the Arg and Lys residues in the extracellular loops of OmpA. Third, Arg residues at the intracellular end of helix M1, on the intracellular side, are embedded in the membrane region and exhibit classical snorkeling, with their side chains pointing downward/outward so that their charged groups can interact with lipid headgroups. There is a final class of Arg residues that are more deeply buried, but still able to interact with lipid headgroups. These residues are located at the extracellular end of the protein. The orientations of these Arg side chains are quite constant during the simulation, all lying at ;20-30°w ith respect to the bilayer normal. Further simulations, in the presence of anionic lipids (Deol and Sansom, unpublished data) suggest that these Arg residues may be responsible for the role of anionic lipids in stabilizing the structure of KcsA (Valiyaveetil et al., 2002; Demmers et al., 2003; Alvis et al., 2003) .
Lateral motions of lipids
Having demonstrated interactions between both integral membrane proteins and the surrounding lipids, it is of interest to determine to what extent the mobility of the lipids is perturbed by the inserted proteins. For example, Saiz et al. have shown that the presence of an inserted TM helix bundle increases the orientational order of the adjacent lipids (Saiz et al., 2004) . The extended nature of our simulations enables us to address a somewhat different question, namely whether the presence of an integral membrane protein reduces the lateral mobility of those lipids ''bound'' to the surface of the protein.
At a qualitative level, we can distinguish between the lateral mobility of two extreme classes of bound and free lipid molecules, where bound lipids are defined as those which have atoms within 0.35 nm of the protein in every 5-ns snapshot from a simulation, and free lipids are defined as those which are never within 0.35 nm of protein in any 5-ns trajectory snapshot. We can then plot sample trajectories for the two classes of lipid in the bilayer plane relative to the membrane protein (Fig. 7) . For OmpA a clear difference in lateral mobility can be seen between the examples of the bound and free classes of lipid. For KcsA, the distinction is similar, if a little less clear cut. Thus, the bound lipids seem to have a restricted mobility.
At a more quantitative level, we may examine meansquare displacements (MSDs) in the bilayer plane for the examples of the two classes of lipid (Fig. 8) and so calculate lateral diffusion coefficients (see Table 2 ). For the plots of MSDs versus time we have divided each simulation into 5-ns sections. For the OmpA simulation (Fig. 8 A) for all four sections the MSDs are higher for the free than the bound lipids. For OmpA the situation is a little more complex, in that the first 5-ns section shows a raised MSD for both the bound and free lipids. This may reflect the changes in lipidprotein interactions seen during the first part of the OmpA simulation (see above). However, for all three 5-ns sections, the MSDs are higher for the free than for the bound lipids, as was the case for OmpA as well. From these MSD curves it is possible to derive lateral diffusion coefficients and to compare these for control simulations where a pure lipid bilayer has been simulated (Table 2) . For OmpA the bound lipids have a diffusion coefficient about half that of the free lipids, which in turn are the same as for the pure lipid controls. For KcsA the situation is a little less clear cut, but the overall trend is the same.
In the OmpA simulation there are ;14 bound DMPC molecules. This correlates well with recent studies of the association of spin-labeled lipids with b-barrel proteins (Ramakrishnan et al., 2004) which suggested there were 11 motionally restricted dimyristoyl phosphatidylglycerols per OmpA molecule. Thus, the simulation results correlate with the available experimental data on bound lipids.
DISCUSSION
The results of these simulations provide molecular level details of the nature of interaction of two integral membrane proteins, representing the two main classes of such protein, with their lipid bilayer environment. These results facilitate the interpretation of recent experimental data. For example, the simulations reveal that both OmpA and KcsA form significant interactions between their belts of aromatic side chains and the lipid headgroups (Fig. 9 A) . This is in agreement with recent experimental literature on the interactions of Trp-containing TM peptides with lipid bilayers (de Planque et al., 1999; Killian and von Heijne, 2000; Killian, 2003) , on the basis of which it was concluded that ''the tryptophan indole ring was consistently found to be positioned near the lipid carbonyl moieties' . Our studies extend previous simulation studies of tryptophan-bilayer interactions that focused on model systems (Grossfield and Woolf, 2002) or idealized TM helix peptides (Petrache et al., 2002) . In KcsA and other ion channels (e.g., MscL, MscS, and KvAP), the aromatic side chains must ''lock'' the protein in the membrane while at the same time enabling the dynamic changes in ipid-protein interactions that will occur during channel-gating conformational transitions. For OmpA, and other outer membrane proteins, aromatic interactions with lipid bilayers may be anticipated to be somewhat more complex, as the native LPS membrane presents an asymmetric transmembrane environmental profile.
Our studies have also revealed the importance of snorkeling interactions of basic side chains with the phosphate groups of lipids (Fig. 9 B) . Again, this has been studied in some detail experimentally (Mishra et al., 1994; Liu et al., 2002; Strandberg and Killian, 2003) and has been observed in simulations of model TM peptide systems (Saiz et al., 2004) . Our results indicate that this mechanism is likely to be important for a range of membrane proteins and can involve both lysine and arginine side chains.
Because of the extended nature of our simulations we are able to distinguish between bound and free lipid molecules in terms of their lateral mobility. These two categories have been the subject of recent experimental (spectroscopic) studies (Costa-Filho et al., 2003) . The simulation data on the number of lipid molecules bound to OmpA correlates well with experimental estimates of the number of motionally restricted lipids (Ramakrishnan et al., 2004) , and so this aspect of the simulation data may merit further investigations for other membrane proteins. Recent crystallographic and biochemical data have suggested a role for tightly bound lipids in the stability of some membrane proteins (Fyfe et al., 2004; Valiyaveetil et al., 2002; Demmers et al., 2003; Alvis et al., 2003) . Furthermore, extended simulation studies of rhodopsin indicate that some selectivity may be present in terms of lipid-fatty acyl chain interactions (Feller et al., 2003) .
The simulation approaches we have used are standard for current membrane protein simulations, and the proteins appeared to be stable. However, it is important to be aware of the possible limitations of such methods. Long-range electrostatics have been treated using PME (Darden et al., 1993; Essmann et al., 1995; Sagui and Darden, 1999) . There is something of a consensus that this is the best available method for membrane simulations (Tobias et al., 1997; Tobias, 2001 ). However, one should be aware that it is not without potential artifacts, both for peptides (Hunenberger and McCammon, 1999; Weber et al., 2000; Kastenholz and Hünenberger, 2004) and for membrane systems (Bostick and Berkowitz, 2003) . Further studies are needed to explore the sensitivity of lipid-protein interactions to the exact simulation condition employed.
A second limitation is that simulations of the order of ;20 ns are still relatively short, and provide incomplete sampling of protein motions (Faraldo-Gómez et al., 2004) . However, our simulations do suggest that lipid-protein interactions are able to relax to a stable state on this timescale. As substantially longer simulations (e.g., .100 ns) become available it will be of interest to see whether/how our picture of lipid-protein interactions changes.
From a biological perspective, a limitation in the current study is the use of simple (phosphatidylcholine) lipid bilayers. Although this may provide an adequate representation of lipid bilayers used in vitro it is a considerable simplification to the in vivo membrane environment. Recent development of more complex lipid models (Lins and Straatsma, 2001 ) lends hope that future simulation studies will be able to address this limitation. There are therefore a number of challenges for future simulation studies of membrane-protein interactions to address. In particular, it will be important to extend such studies to a wider range of membrane proteins. Such studies will benefit from more automated methodologies (Wu et al., 2003) for comparative analysis of multiple simulations.
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