This paper studies an extension of the basic inventory control and cash management models so as to capture the availability of one-period storage and borrowing. For models with zero setup costs and possible negative demand, we show that if the inventory position is too high, the optimal decision is to reduce the inventory, but only to a certain point after which one should store some of the commodity to meet future demand. Analogously, if the inventory position is too low, the decision-maker should order up to a certain level and then borrow from the secondary source to meet potential demand. This leads to four thresholds as opposed to the two threshold result that has been established in the cash management literature. Moreover, the options to store or borrow are only used a secondary options, so that the thresholds are ordered. These facts hold under the finite and infinite horizon discounted expected cost and the average cost criteria. We also describe sufficient conditions when the borrowing and storage options should not be used and provide numerical examples.
Introduction
Efficient production planning decisions are critical as companies operating on tight margins are reluctant to hold costly inventory for long periods of time. This, in fact, is the goal of any justin-time production model and is what makes some make-to-order systems so attractive. In some scenarios, global partnerships have allowed companies to use external production facilities to meet customer demand. For example, a high profile computer sales firm requires that one of its suppliers hold enough inventory to not only meet what is seen as nominal demand, but also to cover a random "spike". Under normal circumstances a spike in demand would leave the company without enough inventory, causing stockouts and a loss of customer good will. The agreement allows them the luxury of borrowing extra inventory without having to accrue high holding costs.
Analogously, by modeling customer returns as negative demand, the cash management problem considers the dilemma faced by companies when they must decide about the appropriate level of cash (inventory) to keep on hand. Since demands fluctuate, a manager can decide to raise cash via sales or reduce cash by investments in hopes of matching the on hand cash with demand. In this case, holding large amounts of cash on hand results in lost opportunity, while backlogging relates to delays in meeting demand. Relating back to the inventory control question, since the on hand cash relates to inventory, the reduction of cash is referred to as scrapping. By allowing the manager to borrow from or store to an external source temporarily so as to reduce overage and shortage costs we generalize this classic problem.
In standard inventory control problems with nonnegative demand, one order up to level (per period) defines an optimal policy for problems with zero setup costs. In the cash management problem, when the demand may be negative as well as positive, two thresholds, an order up to and scrap down to level, define an optimal policy for problems with zero setup costs; see Section 8.4 in Heyman and Sobel [20] . The key managerial insight we note in this paper is that when the option to borrow or store is added, natural four-threshold policies are optimal. Moreover, the borrowing and storage options are only used as secondary sources to reduce holding costs.
The study of inventory control dates back at least to the work of Arrow, Harris and Marshcak [2] and some would say (in the deterministic case) to the work of Harris [17] . With this in mind, we will not attempt a complete review here except to point the reader to the excellent survey article of Porteus [25] that touches many of the high points in the area until 1990.
Cash management (the demand may be negative) has also received a considerable amount of attention although much less in the operations research literature than the inventory models with nonnegative demand. Eppen and Fama [13] considered a model with i.i.d. discrete demands with finite support and showed the existence of order-up-to and down-to levels in the finite horizon case for models without setup costs. Girgis [16] and Neave [23] considered both fixed and variable costs for each transaction. The former shows that when there are fixed costs for increasing or decreasing demand (but not both) an optimal policy analogous to (s, S)-policies in inventory control results.
One important difference is that between the order-up-to level (S) and the lower limit (s) where no action is usually taken, the optimal policy in the cash management model may order. Furthermore, it is not immediately obvious what the ordering decision in this case might be. The latter paper shows that when both transactions have fixed costs, this analogy need not hold in both directions and provide conditions under which it does hold. All of these results are collected and simplified in [12] . Other generalizations of the cash management problem appear in [10, 21] . The idea of using negative demands to model customer returns has also been generalized to include other types of return processes. This problem was originally considered by Heyman [19] and generalized in [30, 15] .
Early models that allow for demand to be met by emergency orders, possibly at the expense of higher costs, include those of Daniel [11] , Neuts [24] and Barankin [4] . Aneji and Noori [1] discuss a problem in which unmet demand may be met by a secondary source and show that the ordering policy is an (s, S)-policy. Tagaras and Vlachos [29] discuss a periodic review system with the possibility of emergency replenishments with various lead times. Recently, Huggins and Olsen [22] show that when overtime production is available, an (s, S)-policy is still optimal for regular production and various policies are optimal for overtime. Other related models include those of Chiang and Gutierrez [8, 9] and Arslan, Ayhan and Olsen [3] .
In almost all of the cases listed above the decision to order from the secondary source is made after demand is seen so that the secondary source is used to avoid lost sales or having to backlog orders. In our case, the decision is made before demand is seen with the primary goal of avoiding excessive holding costs. Furthermore, since we allow for customer returns, the options to store and scrap inventory to reduce holding costs is also available. In essence, the model we consider takes the generality that the cash management problem adds to the inventory control problem and shows that we can further generalize to borrowing and storing. This is all completed under the finite and infinite horizon discounted cost and the average cost criteria.
We show in this paper that an optimal policy is defined by four thresholds. If the inventory position is too high, the optimal decision is to reduce the inventory via scrapping, but only to a certain point, after which one should also store some of the commodity to meet future demand.
Analogously, if the inventory position is too low, the decision-maker should order up to a certain level and then borrow from the secondary source to meet potential demand. We also provide sufficient conditions when optimal policies do not use the borrowing and storage options. That is, the production threshold is equal to the borrowing threshold and the similar equality holds for scrapping and storage.
Section 2 provides a formal description of the problem and the optimality criteria considered. Section 3 discusses optimal order-up-to and down-to policies in the finite horizon case and provides conditions under which we need not consider the borrowing or storage options. This is continued in Sections 4 and 5 for the infinite horizon discounted and average cost cases, respectively. We conclude by discussing avenues of future research in Section 6.
Problem Description
Consider a single commodity inventory system where in each period there is the possibility of demand for inventory on hand or that inventory will be increased by product returns. We assume that items that are returned are immediately available for resale. A decision-maker must decide how much of the product to order or to scrap (at a loss) to meet demand. In addition, a decision can be made to borrow from or store in an infinite capacity supplier for one period. The production/scrapping and borrowing/storage costs, are assumed to be linear. The unmet demand is backlogged. The cost of inventory held or backlogged (negative inventory) is modeled as a convex function. The objective is to minimize the total expected discounted cost over a finite horizon or the discounted or average cost over an infinite horizon. As the focus of this work is on the inventory control system, we do not model profits for the firm that are reduced by returns. Let
• β ∈ (0, 1] be the discount factor,
• c + (c − ) > 0 be the per unit ordering (scrapping) cost,
• e + (e − ) > 0 be the per unit borrowing (storage) cost,
• h(·) denote the holding/backordering cost per period; convex, nonnegative, takes finite values, and h(x) → ∞ as |x| → ∞,
• {D n , n ≥ 0} be a sequence of i.i.d. random variables where D n represents demand in the n th period. Note that in order to model customer returns, D n is allowed to be negative.
We assume that E h(y − D) < ∞ for all y ∈ R, where D is a random variable with the same distribution as D n . We notice, that this assumption and the assumed properties of the function h imply that E |D| < ∞.
For a ∈ R let a + and a − be the positive negative parts of a; a + = max{a, 0} and a − = max{−a, 0}. Let X n be the inventory position at period n and let the ordered pair (Y n , Z n ) be the amount ordered/scrapped and the amount borrowed/lent in this period. Denote the one-step cost function by C(x, (a, b)),
We model the decision scenario as a Markov decision process (cf. Puterman [26] is chosen in state x, the cost C(x, (a, b)) is accrued, the system moves to state x − a + D and this process continues. Note that since the amount that is borrowed or stored is returned the next period, it has no effect on the subsequent inventory position. For a policy π = {d 1 , d 2 , . . .} and for an initial inventory level x, we define
3)
The equations (2.1), (2.2), (2.3) define the N −stage expected discounted cost, the infinite horizon expected discounted cost, and the long-run average expected cost, respectively. In the finite horizon problem only the portion of the policy required for the time horizon is used. In each case we define the optimal values
where Π is the set of all policies. A policy φ is called optimal for the criterion g
We remark that our assumptions imply that v β (x) < ∞ for all x ∈ (−∞, ∞). Indeed, the assumptions on the holding cost h imply that there is a point
Without loss of generality, we assume that x * = 0 and h(0) = 0. Consider a policy φ that never borrows/stores and always orders/scraps in a way that the inventory level before the demand is known is 0. Then
Finite Horizon Discounted Cost Optimal Policies
In this section we study the finite horizon problem. Since it is fixed throughout the section, we suppress β whenever is possible in this section. It is well-known that if a solution to the following finite horizon optimality equations (FHOE) exists, that solution is equal to v n (componentwise) as defined in (2.4). Let v 0 ≡ 0 and for n = 1, 2, . . .
where
We observe that an equivalent system is
This observation leads to an algorithm for solving the proposed problem. First, solve (3.4) for g * .
Using this function, find the optimal ordering/scrapping policy by solving (3.3). Finally, using g * evaluated at y + a find the optimal borrowing/storage decision b.The following lemma provides preliminary results on v n and g * . Proof. For any convex function k(y) and random variable X such that E |k(y − X)| < ∞,
Since h is convex, the function inside the infimum in (3.4) is convex in both y and b. Thus, applying Proposition B-4 of Heyman and Sobel [20] we have that g * (y) is convex in y. The fact that g * (y) → ∞ as |y| → ∞ follows from the assumption that h(y) → ∞ as |y| → ∞.
We prove the remaining parts of (i) and (ii) by induction. By assumption v 0 is convex. Assume that convexity holds for n − 1. Since we have just shown that g * is convex, the function inside the infimum in (3.3) is convex in y and a. Again applying Proposition B-4 of Heyman and Sobel [20] yields that v n (y) is convex in y. Moreover, note that v n (y) → ∞ as |y| → ∞ is implied by the fact that g * (y) → ∞ as |y| → ∞ and the result is proven.
To verify (iii), we observe that for each a the functions of a in the right-hand sides of (3.3) and (3.4) are convex in a ∈ (−∞, ∞) and therefore continuous. In addition, these functions tend to ∞ as |a| → ∞.
For a function f (y), let d − f (y)/dy denote the left hand derivative of f . This derivative exists if f is convex. In light of the results of Lemma 3.1, the infimums in (3.3) and (3.4) may be replaced by minimums. The minimum may be computed by finding the place at which the left hand derivative changes sign. We, thus, may define the following quantities
where the supremum (infimum) of the empty set is taken to be −∞ (∞). All of these values depend on β but, to keep the notation simple, we suppress this dependence in the current section.
and U b is an upper total inventory threshold if
The following lemma clarifies these definitions.
Lemma 3.2 For any
n = 1, 2, . . . consider four threshold levels L p n ,, U p n , L b , and U b satisfying (3.13) -(3.
16). Define the following decisions: order up/scrap down to the level
where y is the current inventory level, and borrow up/store down to the level
Then the actions a n (y) = t n − y and b n (y) = u n − a n (y) minimize the right-hand sides of the optimality equations (3.3) and (3.4), respectively. Therefore, for any N = 1, 2, . . . , the policy
Proof. In light of Lemma 3.1, the problem of finding optimal policies via (3.3) and (3.4) is simply the single period cash balance models discussed in [12] is not to use the ordering/scrapping option. Similarly, the optimal decision obtained from (3.4) is to increase
We remark that equations (8-58a) and (8-58b) of Heyman and Sobel [20] are similar to our (3.5)-(3.11) but only one point where the appropriate convex functions achieve their minimums was considered in [20] . Here we consider the intervals of all possible solutions. The following lemma simplifies the structure of the optimal policy.
Proof.
We prove the first inequality. The proof of the second inequality is similar. Suppose
where the last expression corresponds to the policy that orders (ā + −b − ) units and borrows nothing.
This violation of the optimality equation implies the contradiction. Thus, the case n = 1 is proven.
For n ≥ 2 the inequality L At the following steps, the policies coincide so that the inventory position seen by ψ coincides with φ; the processes couple.
Denote by c(y, d 1 (y)) the ordering/scrapping costs for policy φ at the second step. The total ordering costs at the first two steps plus the borrowing/storage cost at stage 2 for policy φ are
Similarly for the policy ψ, we have
All other costs for these two policies coincide. Since C ψ (y) < C φ (y) (almost surely), we have v ψ n (y) < v ψ n (y). Thus, φ is not an optimal policy. This contradiction completes the proof.
and
Combining Lemmas 3.2, 3.3, and (3.24) we arrive at the major result of this section. Then (3.24) holds and the actions a n (y) = t n − y and b n (y) = u n − a n (y) minimize the right-hand sides of the optimality equations (3.3) and (3.4), respectively. Therefore, for any N = 1, 2, . . . , the policy φ = {d N , d N −1 , . . . , d 1 } is optimal for the N -step problem, where d n (x) = (a n (x), b n (x)), n = 1, . . . , N, and −∞ < x < ∞.
Theorem 3.4 Consider four threshold levels
These ideas are illustrated in the following example. After a finite state approximation, the optimal policy may be defined by t n in (3.17), where
Optimal Production/Scrapping Levels
Aside from the observation that there exists several order-up-to or down-to levels, one should also note that the borrowing and storage options are used as secondary options to meet demand. Thus, the borrow-up-to level is higher than the order-up-to level and the store-down-to level is lower than the scrap-down-to level.
Example 3.5 indicates that it is possible that an optimal policy uses all four options: producing, scrapping, borrowing, and storing. The following two propositions give sufficient conditions when only ordering/scrapping options should be used and managers should not borrow or store. Proposition 3.6 states that borrowing and storage should not be used when they are relatively expensive.
Proposition 3.7 indicates that borrowing and storage should not be used when the demand is either nonnegative or nonpositive. 
Proposition 3.6 Suppose the holding and backordering costs are linear,
h(x) =    h + x for x ≥ 0, h − x for x < 0.
Proof. Note that
Thus, (3.9) implies that L b = −∞ and yields the first result. Now note that β
≤ βh + so that the second result follows by assumption since βh + < e − implies U b = ∞. The cases e + = βh − and βh + = e − follow from similar considerations.
Theorem 3.4 implies that
Similarly, for n ≥ 1
For standard inventory problems with nonnegative demands and zero set-up costs, the so-called S-policies are optimal: always order up to the level S when the inventory level is smaller than S.
For finite-horizon problems these order up to levels may depend on the stage number. The following statement demonstrates that for inventory problems with nonnegative demands, borrowing
should not be used unless borrowing costs per unit are less expensive than ordering costs. Unlike Proposition 3.6, we do not assume that the holding costs are linear.
Proposition 3.7 Suppose c + ≤ e + and P (D
in Theorem 3.4 we have that the optimal policy defined by (3.17) and (3.25) never borrows. 
and (3.30) holds for n = 0. Assume that (3.30) holds and for n − 1 and fix y < L b . Differentiat-
Adding c + − e + to both sides of (3.31) and applying the inductive hypothesis (since D ≥ 0 almost surely) yields that (3.30) holds and the result is proven.
Since the cases when the demand is nonnegative and nonpositive are symmetric, Proposition 3.7 implies the following corollary. Finally, we remark that the assumption that v 0 = 0 is simply for convenience; the results of this section hold when v 0 is an arbitrary nonnegative convex function.
Infinite Horizon Discounted Cost Optimal Policies
In order to obtain results analogous to Theorem 3.4 for the infinite horizon discounted problem, it is sufficient to justify taking limits as n approaches infinity on each side of the finite horizon optimality equations (3.3) . This result is alluded to for the cash balance problem in [16] and [20] , but apparently not shown. 
where g β (y, b) is defined in (3.2). The system (4.1) is equivalent to
where g * β = g * is as defined in (3.4).
The model satisfies the following two conditions: all costs are non-negative and for all y, λ ∈ R and all n = 1, 2 . . . the sets 
We define the numbers L 
The following lemma is similar to Lemma 3.2 and has a virtually identical proof with the only difference being that (4.2) should be considered instead of (3.3). 
where y is the current inventory level, and borrows up/lends down to the level
Similar to Lemma 3.3 we have that
The proofs of these inequalities coincide with the proof of Lemma 3.3 for n ≥ 2. We also definẽ 
This is simply the four-threshold policy from Example 3.5 for n ≥ 5. We remark that in addition to the convergence of the values v n,β ↑ v β , the convergence of the optimal policies takes place. Indeed, ifL 
Average Cost per Unit Time Optimal Policies
One justification for not including fixed costs in the model is that in the cash balance problem, transactions occur quite often and almost instantaneously. Thus, aside from the negligible cost of making the transaction, the cost of performing a cash transfer is almost all do to variable transaction costs. The fact that these transactions can occur so frequently also implies that discounting may not always be the most appropriate optimality criterion. In this section we extend the previous results for the average cost case.
As is shown in [14] , there exists a constant ρ and a function w(x) such that ρ + w(y) = min
In addition, there exists a sequence β n ↑ 1 such that w(x) = lim n→∞ {v βn (x) − βn } ≥ 0 for all x ∈ X, where β = min −∞<x<∞ v β (x) and this minimum is achieved for each β ∈ [0, 1). Thus, the function w is nonnegative, convex and w(x) → ∞ as |x| → ∞.
Analogous to the discounted case, an equivalent system is ρ + w(y) = min
where m * (y) = min 
where y is the current inventory level, and to borrow up/store down to the level
is optimal.
Proof. Similar to Lemma 3.2, the convexity of w and h implies that the policy described minimizes the right-hand sides of (5.3) and (5.4). For a proof that this implies optimality in the average cost case see either Theorems 5.2.2. and 5.2.4(a) in Hernández-Lerma and Lasserre [18] or Proposition 1.3 in Schäl [27] .
Proof. Let φ be the (stationary) policy defined by (5.13) and (5.14). Since φ defines actions that minimize the right-hand sides of (5.3) and (5.4), the policy φ is canonical; see Section 5.2 in [18] .
That is, for any n ≥ 1, φ minimizes the criterion v π n,1 (x) + E π x w(X n ). The rest of the proof follows from the coupling arguments in the proof of Lemma 3.3 for n ≥ 2.
Corresponding to (3.22) and (3.23), definẽ criterion. An optimal policy is defined by
The following proposition is similar to Proposition 3.6. Its proof is identical to that of Proposition 3.6 with the major difference being that (5.3) and (5.4) should be considered instead of (3.3) and (3.4), respectively. In the end of Section 4 we established that discounted finite-horizon optimal thresholds converge to discounted infinite-horizon optimal threshold. Similarly, discounted infinite-horizon optimal thresholds converge in some sense to optimal thresholds for the average cost criterion. Indeed, we observe that (3.9) implies that L andL b is, therefore, an optimal borrowing threshold. Similarly, ifÛ b is a limit point of storing thresholds for the discount factors β ↑ 1 thenÛ b is an optimal storing threshold. For ordering and scrapping decisions, letL p andÛ p be limit points of a sequence of optimal ordering/scrapping thresholds L p βn and U p βn as n → ∞, where the sequence {β n , n ≥ 0} is chosen as discussed in the text following (5.2). Again appealing to the results of [14] implies thatL p andÛ p are respectively optimal ordering and scrapping thresholds for average costs per unit time. Thus, if we consider the sequence β n ↑ 1 then the limiting points of the corresponding ordering, scrapping, borrowing, and storing thresholds for optimal discounted thresholds are optimal thresholds for the average cost criterion.
Conclusions
We have studied an extension of the classic inventory control/cash management models to include one period borrowing and storage. Instead of an optimal policy requiring two thresholds as has been shown for the cash management problem, we have four thresholds. We expect that in the discounted models (both finite and infinite horizon), a fixed cost could be added for either ordering or scrapping (but not both) and our results could be extended without difficulties to analogous results to those shown in [13, 16] . This follows from the fact that the (convex) holding cost in each model would be replaced with the function g * . On the other hand, we do not believe that allowing for fixed costs to be associated with borrowing/storage and ordering/scrapping would lead to such simple policies. While the borrowing and storage policy would most likely be analogous to (s, S)-policies, it is not immediately clear that the K−convexity would carry through. This is left as a potential future research direction. Other potential research directions are to study the problems with lost sales and problems with the borrowing/storage time intervals longer than one period.
