Abstract. In this paper, we apply the quadratic penalization technique to derive strong Lagrangian duality property for an inequality constrained invex program. Our results extend and improve the corresponding results in the literature.
Introduction
It is known that Lagrangian duality theory is an important issue in optimization theory and methodology. What is of special interest in Lagrangian duality theory is the so-called strong duality property, i.e., there exists no duality gap between the primal problem and its Lagrangian dual problem. More specifically, the optimal value of the primal problem is equal to that of its Lagrangian dual problem. For a constrained convex program, a number of conditions have been obtained for its strong duality property, see, e.g., [5, 1, 6] and the references therein. It is also well-known that penalty method is a very popular method in constrained nonlinear programming [3] . In [4] , a quadratic penalization technique was applied to establish strong Lagrangian duality property for an invex program under the assumption that the objective function is coercive. In this paper, we will derive the same results under weaker conditions. So our results improve those of [4] .
Consider the following inequality constrained optimization prolem:
The Lagrangian dual function for (P) is
Denote by M P and M D the optimal values of (P) and (D), respectively. It is known that weak duality: M P ≥ M D holhs. However, there is usually a duality gap, i.e.
we say that strong Lagrangian duality property holds (or zero duality gap property holds).
Recall that a differentiable function u :
Clearly, a differentiable convex function u is invex with η(x, y) = x − y. It is known from [2] that a differentiable convex function u is invex if and only if each stationary point of u is a global optimal solution of u on R
is said to be level-bounded on X if for any real number t, the set {x ∈ X : f (x) ≤ t} is bounded.
It is easily checked that u is level-bounded on X if and only if X is bounded or u is coercive on X if X is unbounded (i.e., lim x∈X, x →+∞ u(x) = +∞).
Main Results
In this section, we present the main results of this paper.
Consider the following quadratic penalty function and the corresponding penalty problem for (P):
where the integer k > 0 is the penalty parameter.
For any t ∈ R , denote
It is obvious that X(0) is the feasible set of (P)., In the sequel, we always assume that
We need the following lemma.
Lemma 2.1. Suppose that there exists t 0 > 0 such that f is level bounded on X(t 0 ) and there exists k * > 0 and m 0 ∈ R 1 such that
Then (i) the optimal set of (P) is nonempty and compact; (ii) there exists k * > 0 such that for each k ≥ k * , the penalty problem (P k ) has an optimal solution x k ; the sequence {x k } is bounded and all of its limiting points are optimal solutions of (P).
Proof. (i) Since X(0) ⊂ X(t 0 ) is nonempty and f is level-bounded on X(t 0 ), we see that f is level-bounded on X(0). By the standard existence theory in optimization, we conclude that the solution set of (P) is nonempty and compact.
(ii) Let x 0 ∈ X(0) and k * ≥ k * + 1 satisfy
Consequently, P k (x) is bounded below by m 0 on R n . For any fixed k ≥ k * + 1, suppose that {y l } satisfies P k (y l ) → inf x∈R n P k (x). Then, when l is sufficiently large,
Thus,
It follows that
That is, y l ∈ X(t 0 ) when l is sufficiently large. From (1), we have
when l is sufficiently large. By the level-boundedness of f on X(t 0 ), we see that {y l } is bounded. We assume without loss of generality that y l → x k as l → +∞. Then
Moreover, x k ∈ X(t 0 ). Thus, {x k } is bounded. Let {x k i } be a subsequence which converges to x * . Then, for any feasible solution x of (P),
That is,
Passing to the limit as i → +∞, we have
Consequently, x * ∈ X(0). Moreover, from (2), we have f (x k i ) ≤ f (x). Passing to the limit as i → +∞, we obtain f (x * ) ≤ f (x). By the arbitrariness of x ∈ X(0), we conclude that x * is an optimal solution of (P).
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The next proposition presents sufficient conditions that guarantee all the conditions of Lemma 2.1. 
Proof. We need only to show that if (ii) holds, then the conditions of Lemma 2.1 hold since condition (i) is stronger than condition (ii). Let t 0 > 0. We need only to show that f is coercive on X(t 0 ). Otherwise, there exists σ > 0 and {y k } ⊂ X(t 0 ) with
From {y k } ⊂ X(t 0 ), we deduce
It follows from (3) and (4) that
contradicting the coercivity of max{f (x), g
The next proposition follows immediately from Lemma 2.1 and Proposition 2.1. 
