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1 INTRODUCTION
Many if not most estimators commonly employed in empirical economic research may be
motivated and formulated as the solution to a suitably dened set of moment restrictions.
Indeed, the least squares estimator in the standard linear regression model is expressed
in terms of the requirement that the sample covariance or correlation between regres-
sion residuals and the regressors is zero. Under correct specication, the parameters of
the linear regression model are dened by the population counterpart of this condition.
Hence, these moment estimators may be regarded as analogue estimators being based on
the sample counterparts of population moment conditions; see Manski (1988). The maxi-
mum likelihood (ML) estimator is a further example that solves the likelihood equations,
i.e., sets the rst order conditions or score vector to zero, with its population version
being the zero expectation of the score; see, e.g., chapter 12 in Goldberger (1991). A
particular feature of these examples is that the number of parameters is identical to the
number of moment restrictions, i.e., the model is just-identied.
The models economists are often concerned with typically include explanatory vari-
ables that are themselves endogenous, e.g., in the regression context when the dependent
and one or more of the regressor variables or covariates are jointly determined. This may
arise because of omission of relevant variables, measurement error or the economic model
under investigation stipulating simultaneous determination. In such circumstances, in
the regression context, the standard approach is to seek instruments or instrumental
variables that are correlated with regressor variables but are uncorrelated with the re-
gression error. The moment condition for estimation is then described by the covariance
or correlation between regression error and instruments being zero. The number of in-
struments and, thus, moment conditions, may exceed the number of parameters to be
estimated yielding an over-identied model. Consequently the sample analogue of the
moment restrictions cannot no longer be used directly for parameter estimation.
The standard approach to deal with an over-identied model minimises a distance
measure expressed in terms of the sample covariance between the regression errors and
[1]
instruments. Of course, the resultant estimator will depend on the denition of distance
adopted. For computational purposes a weighted Euclidean distance is often convenient.
A particular choice for the weight matrix results in the instrumental variable estimator
introduced in Wright (1925), Wright (1928) and Reiersol (1941, 1945); see also Sargan
(1958, 1959). This approach was extended to endogenous non-linear regression models
in Amemyia (1974). Hansen (1982) considers a general set-up with non-linear moment
restrictions and introduces the generalised method of moments (GMM) estimation proce-
dure. GMM is asymptotically ecient if the weight matrix is chosen as the inverse of the
variance matrix of the sample moments. Given an initial consistent parameter estimator
this variance matrix may be straightforwardly estimated with the resultant two-step (2S)
GMM estimator being asymptotically ecient.
There is now extensive simulation evidence that the statistical properties of 2SGMM
for the sample sizes typically available to the empirical investigator can be quite unsatis-
factory which has stimulated intensive interest in other methods of estimation for moment
condition models. Empirical likelihood (EL) was originally proposed in Owen (1988) for
the estimation of a population mean and was introduced independently by Qin and Law-
less (1994) and Imbens (1997) for models specied by the type of moment conditions
considered in Hansen (1982). EL diers from GMM in that it is a non-parametric likeli-
hood method of estimation based on a multinomial density formulation that incorporates
the moment conditions as restrictions. Consequently EL displays obvious similarities to
classical maximum likelihood (ML) for fully parametric models.1
As is well-known classical ML possesses a number of optimality and other useful
1Evidence presented in the Special Section, July 1996, of J. Bus. Econ. Stat. indicates that 2SGMM
may be severely biased and initiated interest in alternative estimation methods. Most papers concerned
with moment condition models such as those considered in this review investigate via Monte Carlo
studies nite sample mean and median estimator biases. Ramalho (2005) considers covariance structure
models and although estimators cannot be ranked in terms of mean bias median bias is lower for EL and
related estimators than for 2SGMM. Guggenberger (2008) corroborates these results but observes that
the standard deviation of EL and other estimators appear very large suggesting that these estimators
may not possess nite sample moments. Kitamura (2007) also studies mean and median bias of several
estimators in a dynamic panel data model, a similar design to that analysed in Imbens (2002); the
conclusions are rather similar to those of Ramalho (2005) and Guggenberger (2008). See also the studies
in Imbens and Spady (2005), Mittlehammer et al. (2005) and Newey et al. (2005).
[2]
properties. First, ML is asymptotically ecient, i.e., the asymptotic variance of the ML
estimator coincides with the Cramer-Rao lower bound for regular estimators. Secondly,
bias-corrected ML is higher order ecient; see Ghosh (1994). Thirdly, the likelihood ratio
(LR) test based on ML is optimal with respect to a large deviation optimality criterion;
see Hoeding (1965). Finally, Bartlett (1937) showed that the LR statistic for a test of
a simple hypothesis may be scale-corrected by what is now commonly referred to as a
Bartlett correction thereby ensuring a more rapid rate of convergence in distribution to
the chi-square distribution than the original LR statistic. This result has subsequently
been extended to more general forms of parametric hypotheses; see, e.g., Cribari-Neto
and Cordeiro (1996) and the references therein.
Given its similarity to classical ML perhaps it is unsurprising that EL also possesses
some desirable and similar properties. Qin and Lawless (1994) and Imbens (1997) show
that EL shares the asymptotically eciency property of 2SGMM. Newey and Smith
(2004), henceforth NS, prove that bias corrected EL is higher order ecient. Kita-
mura (2001) and Kitamura et al. (2012) demonstrate that the EL criterion function
test statistic for over-identifying moment conditions is optimal with respect to a large
deviation optimality criterion. Chen and Cui (2006, 2007) and Matsushita and Otsu
(2013) show that the EL criterion function test statistic for parametric restrictions and
over-identifying moment conditions is Bartlett correctable.
A number of alternatives to EL have also been proposed that share its rst order e-
ciency properties including exponential tilting (ET), see Kitamura and Stutzer (1997) and
Imbens et al. (1998), and the continuous updating estimator (CUE), see Hansen, Heaton,
and Yaron (1996). Corcoran (1998) introduced a class of estimators that minimises a
discrepancy measure between the empirical distribution function and the empirical distri-
bution function constrained to satisfy the moment restrictions in the sample, the latter
thereby constituting a saddle point problem. Several estimators belong to this class,
including EL, ET, CUE and those based on members of the Cressie-Read (1984) (CR)
class of divergence measures proposed by Baggerly (1998). Kitamura (2007) considers a
general class of f -divergence measures as dened in Csiszar (1963) and Ali and Silvey
[3]
(1966) and denes the generalised minimum contrast (GMC) class of estimators.
A dierent class of estimators is proposed in Smith (1997, 2011) motivated as a
non-parametric adaptation to the moment condition setting of the approach taken in
Chesher and Smith (1997) which develops LR tests for parametric moment conditions
in the likelihood framework. Although it diers from GMC the generalised empirical
likelihood (GEL) class of estimators also requires the solution of a saddle point problem
and includes EL, ET, CUE and the CR class as special cases; see Smith (1997) and NS.
NS proves that GEL contains a subclass of estimators that shares the same asymptotic
bias as EL and, if this GEL subclass is restricted further, bias corrected GEL, like bias
corrected EL, is higher order ecient.
The review is organised as follows. Section 2 describes the moment condition frame-
work. Estimation methods for parameters dened through moment restrictions are given
in section 3. Tests of over-identifying moment restrictions and parametric hypotheses
are presented in section 4. In practice although the large sample properties of (G)EL are
attractive computation may prove to be dicult in comparison to GMM since (G)EL
solves a saddle point problem. Section 5 discusses this issue and some proposals for their
amelioration. Higher order and other properties of GEL are addressed in some detail in
section 6. Section 7 deals with conditional moment restriction models whereas section 8
considers how (G)EL, originally designed for the cross-section context, may be suitably
adapted for weakly dependent data. Section 9 concludes with a brief outline of some
open research areas together with a short discussion of other topics that could not be
addressed in this review because of space constraints. Useful additional references on
(G)EL are Anatolyev and Gospodinov (2011), Imbens (2002) and Kitamura (2007).
2 MOMENT CONDITIONS
This section outlines the general framework used in this review. A number of empirically
relevant examples are provided as illustrations.
Let z denote a vector of dz observable random variables. To describe the moment
[4]
condition framework requires let g(z; ) = (g1(z; ); :::; gm(z; ))0 denote the moment
indicator vector, a m-vector of known functions of the data vector z and the p-vector of
parameters  which is of particular inferential interest to the investigator. The dimension
m of the moment indicator vector is at least as great as p that of the parameter vector
, i.e., the model is either just-identied m = p or over-identied m > p. It is assumed
that the moment conditions
E[g(z; )] = 0 (2.1)
are uniquely satised when  takes the unknown true value 0. Here E[] denotes expec-
tation taken with respect to the distribution of z.
A number of well-known estimation problems fall within this setting.
Example 2.1 (Maximum Likelihood.) Suppose that z is distributed with probability
density function f(z; ) twice dierentiable in . It is assumed that although the function
form of f(z; ) is known the parameter vector 0 is not. The score vector s(z; ) is the rst
order derivative of the logarithm of the density f(z; ), i.e., s(z; ) = @ log f(z; )=@,
where log() is the natural logarithm. It may be shown straightforwardly that
E[s(z; 0)] = 0
where in this example E[] denotes expectation taken with respect to f(z; 0); see, e.g.,
Goldberger (1991, p.128).
Example 2.2 (Quantile Regression.) Let z = (y; x0)0 where x is a random vector of
dimension dx = dz   1. The -quantile regression model is dened by the probability
statement Pfy  x00g = . The moment condition (2.1) dening the standard quantile
regression estimator is given by
E [x(   I(y  x00))] = 0;
where the indicator function I(A) = 1 if A is true and 0 otherwise. Here p = dx.
[5]
Examples 2.1 and 2.2 correspond to just-identied moment condition models since
m = p in both cases. The next example allows for under- m < p, just- m = p and
over-identication m > p as possibilities.
Example 2.3 (Instrumental Variables.) In this example the observation vector z is
redened as z = (y; x0; w0)0 where w is a random dw-vector of instruments or instrumental
variables that satises the moment condition
E[w(y   x00)] = 0;
i.e., the standard instrument validity condition E[wu] = 0 in which the regression error
u = y   x00 is uncorrelated with the vector of instruments w; cf. (2.1). Here, as in
Example 2.2, p = dx but now m = dw.
3 ESTIMATION METHODS
In this section, zi, (i = 1; :::; n), denotes a random sample of data observations drawn
from the distribution of z. Then, for given , the sample analog of the population
expectation E[g(z; )] is given by the sample mean g^() =
Pn
i=1 gi()=n, where gi() =
g(zi; ), (i = 1; :::; n). Additionally, let 
() = E[g(z; )g(z; )0] and 
 = 
(0) the
positive denite variance matrix of g(z; 0); the sample counterpart of 
() is denoted
by 
^() =
Pn
i=1 gi()gi()
0=n. It is assumed in the following that the moment indicator
vector g(z; ) is rst order dierentiable with respect to  with the consequent denitions
of the full rank population Jacobian matrix G = G(0), where G() = E[@g(z; )=0],
and the sample Jacobian G^() =
Pn
i=1Gi()=n where Gi() = @gi()=@
0, (i = 1; :::; n).
We use the common notation ^ for all ecient estimators of 0 described below since,
under suitable conditions, they share the same rst order large sample properties, i.e.,
consistency, ^
p! 0, root-n asymptotic normality and rst order asymptotic eciency
n1=2(^   0) d! N(0;), where  = (G0
 1G) 1 is the semiparametric eciency lower
bound [Chamberlain (1987)].
[6]
3.1 Ecient GMM
That the moment condition E[g(z; )] = 0 (2.1) is satised uniquely at  = 0 and
that the sample mean g^() should closely approximate the population mean E[g(z; )]
uniformly in  for all n suciently large suggest that an appropriate estimator of 0
should minimise some measure of distance between g^() and 0. These arguments motivate
the GMM estimator originally proposed in Hansen (1982)
~ = argmin
2B
g^()0W^ 1g^() (3.1)
where B denotes the parameter space and W^ is a positive semi-denite matrix such that
W^ converges in probability to the positive denite matrix W .
Hansen (1982) showed that, under certain regularity conditions, the GMM estimator
~ is consistent for 0 and asymptotically normally distributed with asymptotic variance
matrix given by avar[ ~] = (G0W 1G) 1G0W 1
W 1G(G0W 1G) 1, i.e., n1=2( ~   0)
converges in distribution to a N(0; (G0W 1G) 1G0W 1
W 1G(G0W 1G) 1) distributed
random vector. Additionally, among the class of GMM estimators dened by (3.1), the
ecient GMM estimator sets W = 
. Given an initial consistent GMM estimate ~ for
0, e.g., obtained by setting W^ = Im, then, an ecient 2SGMM estimator results from
replacing W^ by 
^( ~) in (3.1), i.e.,
^ = argmin
2B
g^()0
^( ~) 1g^(); (3.2)
with asymptotic variance matrix  = (G0
 1G) 1. The matrices G and 
 may be
consistently estimated by G^(^) and 
^(^).
3.2 Empirical Likelihood
Owen (1988) originally proposed EL to dene condence regions for the population mean
and dierentiable functionals of the mean; see also Owen (1990) and the monograph Owen
(2001). A generalisation of EL to models specied by moment conditions of the form
(2.1) was provided in Qin and Lawless (1994) and Imbens (1997).
[7]
Essentially EL is a non-parametric generalisation of parametric ML to the moment
condition setting; indeed if z is a vector of discrete distributed random variables EL
is ML. EL treats the data as if it were discrete with probabilities i, (i = 1; :::; n),
assigned to each sample point and like ML EL estimates these probabilities so as to
maximise the probability of observing the sample but subject to the imposition of the
additional condition that the moment conditions are satised. To describe EL consider
the multinomial log-likelihood
nX
i=1
log i: (3.3)
The EL estimator of 0 maximises the criterion (3.3) subject to the unit simplex de-
nitional constraint on the probabilities i, (i = 1; :::; n), i.e., nonnegativity i  0,
(i = 1; :::; n), and unit summability
Pn
i=1 i = 1, together with the moment restrictionPn
i=1 igi() = 0, cf. (2.1). After proling out the probabilities i, (i = 1; :::; n), and the
Lagrange multiplier associated with the unit summability constraint, the EL criterion is
ELn(; ) =
nX
i=1
log(1 + 0gi())=n; (3.4)
where  is the Lagrange multiplier associated with the sample moment constraint
Pn
i=1 igi() =
0. The EL estimator satises
^ = argmin
2B
sup
2^n()
ELn(; ); (3.5)
where ^n() = f : 0gi() >  1, i = 1; :::; ng ensuring the log function is well de-
ned. The non-negativity restriction is thus automatically satised since the estimated,
typically referred to as implied or empirical, probabilities are given by
^i =
1
n(1 + ^0gi(^))
; (i = 1; :::; n);
the Lagrange multiplier estimator is ^ = argmax2^n(^)
Pn
i=1 log(1 + 
0gi(^)).
[8]
3.3 Minimum Discrepancy
Corcoran (1998) introduced a class of estimators based on the minimization of a discrep-
ancy measure dened by
I(n; n); (3.6)
where n = (1; :::; n)
0 and n is an n-vector with all elements equal to the unrestricted
empirical probabilities 1=n. Minimum discrepancy (MD) estimators minimise (3.6) with
respect to n and subject to i  0, (i = 1; :::; n),
Pn
i=1 i = 1 and
Pn
i=1 igi() = 0,
cf., section 3.2. Several estimators belong to this class, in particular, EL, continuous
updating (CUE) [Hansen et al. (1996)], exponential tilting (ET) [Kitamura and Stutzer
(1997) and Imbens et al. (1998)] and the Cressie-Read (CR) class of estimators [Cressie
and Read (1984)].
Kitamura (2007) recently suggested the use of f -divergence, see Csiszar (1963) and
Ali and Silvey (1966), to dene the Generalised Minimum Contrast (GMC) class of
estimators.2 Here the discrepancy measure in (3.6) is redened as
I(n; n) =
nX
i=1
i(i=i)
=
1
n
nX
i=1
(ni);
where i = 1=n, (i = 1; :::; n), and () is a convex function dened on the half-line [0;1)
and continuous at zero such that (1) = 0. For EL (v) =   log v, ET (v) = v log v,
CUE (v) = (v   1)2=2 and for CR (v) = [v+1   v   (v   1)]=[(1 + )]. The non-
negativity condition i  0, (i = 1; :::; n), essential for their interpretation as empirical
probabilities, is often ignored in practice for CUE and CR although it must be imposed
for EL, see section 3.2, and is automatically satised for ET. Kitamura (2007) shows that
the dual of (3.6) is given by
^ = argmin
2B
sup
;
Xn
i=1
(   1
n
( + 0gi()));
2The f -divergence between two discrete probability distributions p = fp1; p2; :::g and q = fq1; q2; :::g
is dened by D(p; q) =
P1
i=1 pi(qi=pi) where the function () is dened below.
[9]
where (v) = supx[xv   (x)] is the Legendre transform of (): It follows that for
EL (v) =  1   log( v), ET (v) = exp(v   1), CUE (v) = v2=2 + v and CR
(v) = (v + 1)1=+1=( + 1)  1=( + 1).
3.4 GEL
GEL, introduced in Smith (1997), also see Smith (2011), diers in general from MD and
GMC.3 Although it is not explicitly dened in terms of a program based on empirical
probabilities, GEL like them also includes EL, ET, CUE and the CR class of estimators
as special cases.
The GEL class of estimators is dened as follows. Let
P^ n(; ) =
Xn
i=1
[(0gi())  0]=n;
where the function () is concave on its domain V , an open interval containing zero,
with derivatives j(v) = @
j(v)=@j, j(0) = j, (j = 0; 1; :::), normalised without loss of
generality as 1 = 2 =  1. The GEL estimator of 0 is given by
^ = argmin
2B
sup
2^n()
P^ n(; ); (3.7)
where ^n() = f : 0gi() 2 V , i = 1; :::; ng with the Lagrange multiplier-like estima-
tor ^ = argmax2^n(^) P^

n(^; ) the rst order condition for which imposes the sample
moment constraint
Pn
i=1 ^igi(^) = 0; cf. section 3.2. The implied GEL empirical proba-
bilities ^i, (i = 1; :::; n), are
^i =
1(^
0g^i)Pn
j=1 1(^
0g^j)
; (i = 1; :::; n); (3.8)
summing to one by construction, but are typically not all non-negative in nite sam-
ples, where g^i = gi(^), (i = 1; :::; n).
4 For any function a(z; ) a semiparametrically
3Smith (1997, 2011) motivate GEL as a nonparametric generalisation to the moment condition context
of the approach taken in Chesher and Smith (1997) in a fully parametric likelihood setting. Chesher and
Smith (1997) proposes likelihood ratio test statistics for implied moment conditions where the likelihood
augments the null hypothesis parametric density multiplicatively by a function of a weighted version of
the moment indicators underpinning the implied moment conditions.
4The shrinkage estimators ~i = (^i + n
 1"n)=(1 + "n), (i = 1; :::; n), where "n =
[10]
ecient estimator of the moment E[a(z; 0)] is formed from the empirical probabilities
as
Pn
i=1 ^ia(zi; ^); see Brown and Newey (1998).
As noted above GEL does not coincide with MD or GMC. Since GEL is the dual
of the f -divergence program for the CR class that includes EL, ET and CUE [Smith
(1997) and NS], GEL therefore yields the same estimators for this class, see Kitamura
(2007). NS, Kitamura (2007) and Smith (2007c) note that this result holds if the inverse
of () dening the GMC class (3.7) is homogeneous. GEL includes EL: (v) = log(1+v)
and V = ( 1;+1), ET: (v) =   exp(v), CUE: (v) =  (v + 1)2=2 and CR: (v) =
 (1 + v)(1+)==(1 + ).
NS obtained the joint limit distribution of ^ and ^ as
n1=2

^   0
^

d! N(0; diag(; P )):
where P = 
 1 
 1GG0
 1. Indeed, a rst order asymptotically equivalent Lagrange
multiplier-like estimator is obtained from the program ^ = argmax2^n(^) P^

n(^; ) for
any estimator ^ rst order asymptotically equivalent estimator to GEL, e.g., ecient
2SGMM, MD or GMC, with associated empirical probalities consequently dened as in
(3.8); see Brown and Newey (2002).
4 TESTS
4.1 Over-Identifying Moment Conditions
An important hypothesis of interest to empirical researchers is whether or not the moment
conditions (2.1) hold. Consider the null hypothesis
H0 : E[g(z; )] = 0 for some  2 B
and the associated alternative hypothesis
H1 : E[g(z; )] 6= 0 for all  2 B:
 nmin[min1in ^i; 0], deal with this problem without aecting the large sample analysis; see An-
toine et al. (2007, (2.8), (2.9), p.466). Empirical probabilities were given for EL in Owen (1988), for ET
by Kitamura and Stutzer (1997), for quadratic () by Back and Brown (1993) and for the general case
by Brown and Newey (2002).
[11]
Hansen (1982) considers an over-identied setting where the number of moment re-
strictions m exceeds the number of parameters p and proposes what is now commonly
known as the J -statistic to testH0 againstH1, i.e., the optimised ecient GMM criterion
Jn = ng^(^)0
^( ~) 1g^(^);
cf. (3.2). Hansen (1982) demonstrates that if the moment restrictions (2.1) hold (and
thus H0 is true) then Jn has a limiting chi-square distribution with m   p degrees of
freedom with consequent asymptotic -level critical or rejection region fJn > cm pg
where Pf2m p > cm pg = .
Although the J -statistic is straightforward to compute, a number of simulation stud-
ies have cast doubt on whether its asymptotic properties are a useful guide to its per-
formance in nite samples. A number of alternative test statistics based on GEL and
associated criteria have also been proposed; see Imbens et al. (1998), Kitamura and
Stutzer (1997), NS and Smith (1997, 2000, 2011). These statistics parallel the classical
trinity of likelihood ratio, Lagrange multiplier and score statistics; namely, a likelihood
ratio (LR) form of statistic
LRn = 2nP^ n(^; ^); (4.1)
a Lagrange multiplier (LM) statistic
LMn = n^0
^(^)^;
and a score (S) statistic
Sn = ng^(^)0
^(^) 1g^(^);
where ^ and ^ denote GEL or rst order equivalent estimators; see section 3. All three
forms of test statistic are asymptotically equivalent to the J -statistic with a chi-square
limiting distribution with m  p degrees of freedom if the moment restrictions (2.1) (and
H0) hold.
[12]
4.2 Parametric Restrictions
Owen (1990) suggested an EL-based LR-type statistic to test the simple null hypothesis
H0 : 0 = 
0 against the alternative H0 : 0 6= 0, where 0 is a known p-vector of
constants, when g(z; ) = z    and 0 denotes the population mean, i.e., m = p,
LRrn = 2nP^ n(0; ^(0)); (4.2)
where P^ n(; ) is the EL criterion ELn(; ) (3.4), ^() = argmax2^n() P^ n(; ) and
^n() = f : 0gi() >  1, i = 1; :::; ng. If H0 : 0 = 0 is true LRrn converges in
distribution to a chi-square random variable with p degrees of freedom; see Owen (1990,
Theorem 1, p.91).5
This framework may be straightforwardly generalised to enable tests of functions of
0 to be constructed, i.e.,
H0 : r(0) = 0 against H1 : r(0) 6= 0
where r() is a known dierentiable s-vector of functions with dimension s  p; the
moment restrictions (2.1) E[g(z; 0)] = 0 are maintained throughout.
A number of classical-like GEL statistics have been proposed for testingH0 : r(0) = 0
againstH1 : r(0) 6= 0 which are GEL counterparts of those suggested for GMM in Newey
and West (1987). Let R() = @r()=@0 with R = R (0) of full rank s and dene the
restricted parameter space Br = f 2 B : r() = 0g. The restricted GEL estimator is
given by
^r = arg min
2Br
sup
2^n()
P^ n(; );
and ^r = argmax2^n(^r) P^

n(^
r; ). Let R^, G^ and 
^ be H0-consistent estimates of G and

 respectively, e.g., R^ = R(^), G^ = G^(^) and 
^ = 
^(^). Dene ^ = (G^0
^ 1G^) 1 and
H^ = ^G^0
^ 1.
5Hjort et al. (2009) allow the number of parameters p to diverge and approach innity with the
sample size n. If the moment indicator vector g(z; ) is uniformly bounded, then the critical region
f2nP^ n(0; ^(0)) > cp g is still valid for an asymptotic -level test provided that p3=n! 0; see Hjort et
al. (2009, Theorem 4.1, p.1098).
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GEL statistics for testing H0 : r(0) = 0 against H1 : r(0) 6= 0 are: LR statistic:
LRrn = 2n(P^ n(^r; ^r)  P^ n(^; ^)); (4.3)
W statistic:
Wrn = nr(^)0(R^^R^0) 1r(^);
LM statistic:
LMrn = n(^r   ^)0
^(^r   ^)
S statistic:
Srn = ng^(^r)0H^ 0R^0(R^^R^0) 1R^H^g^(^r);
see Smith (1997, 2000, 2011). Under standard conditions, if H0 : r(0) = 0 holds,
all of the above statistics are asymptotically equivalent and have a limiting chi-square
distribution with s degrees of freedom with, e.g., for LRrn (4.3), asymptotic -level critical
or rejection region fLRrn > cs g.
4.3 Nuisance Parameters
In some cases the moment restrictions (2.1) may depend on nuisance parameters, such
as unknown functions or parameters that are not dened explicitly by the moment re-
strictions but can be estimated using extraneous information. To describe this setting,
the moment restrictions (2.1) are redened as
E[g(z; 0; h0)] = 0:
where as before the vector of moment indicators is known up to 0 but now includes the
unknown vector of functions or parameters h0.
The following examples are taken from Hjort et al. (2009) which adopts a plug-in
approach with an estimator h^ (say) substituted for the unknown h0 in the moment indi-
cator vector.
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Example 4.1 (Symmetry.) The interest is in testing for the symmetry of the distri-
bution of a random variable z around its median h0. Consider a particular point z0 in
the range of z. Then symmetry at z0 is expressed by the restriction
Fz(z0) = 1  Fz(2h0   z0);
where Fz() is the distribution function of z. Dene 0 = Fz(z0). Then the moment
restrictions
E[I(z  z0)  0] = 0;
E[I(z > 2h0   z0)  0] = 0
are equivalent to symmetry at z0 as dened above. The unknown population parameter
h0 is estimated by the sample median of z.
Example 4.2 (Non-Parametric Regression Error Distribution.) Let z = (y; x)0 where
y and x are scalar random variables. Consider the non-parametric regression model
y = h0(x) + u
where h0() is the unknown conditional mean function E[yjx] of y given x; the covariate x
and the regression error u are assumed to be independent. Let Fu() denote the unknown
distribution function of the regression error u. Given a xed z0 interest concerns the
distribution function of u at z0, i.e., 0 = Fu(z0). The associated moment condition is
then given by
E[I(y   h0(x)  z0)  0] = 0:
A standard estimator for the unknown conditional mean function h0() is the Nadaraya-
Watson non-parametric estimator
h^(x) =
Xn
i=1
wiyi;
where wi = Ki=
Pn
j=1Kj, where Ki = K(x xibn ), (i = 1; :::; n), k() is a symmetric positive
kernel function and bn a bandwidth parameter.
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Hjort et al. (2009) study the EL-based criterion function statistic 2nP^ n(
0; ^(0))
(4.2) for the hypothesis H0 : 0 = 
0 based on the moment indicator vector g(z; ; h^).
The limiting distribution of the EL-based statistic is non-standard for the above and
other problems but can be approximated using bootstrap methods.
5 COMPUTATION
Because of the GEL objective function may be highly nonlinear after proling out the
auxiliary parameter vector  there may be severe diculties associated with the compu-
tation of the GEL estimator of 0.
Imbens and Spady (2002), Mittelhammer et al. (2005) and Kitamura (2007) advocate
the following computational method. The prole GEL criterion function is dened by
P^ n() = P^

n(; ^())
= max
2^n()
P^ n(; ):
Minimisation of P^ n() over  2 B constitutes the outer-loop problem which may be com-
plex because of nonlinearity. The Davidon-Fletcher-Powell [Imbens and Spady (2002)]
or the Nelder-Mead simplex [Mittelhammer et al. (2005)] methods may be ecacious
for the minimisation of P^ n(). The latter method is possibly more preferable because
neither the computation of the gradient nor the Hessian of P^ n() nor numerical approxi-
mations to them are required which may sometimes be problematic in practice given the
dependence of P^ n() on the inner loop problem.
The inner-loop problem concerns the determination of ^() for given  2 B, i.e.,
^() = argmax
2^n()
P^ n(; ): (5.1)
Computation of ^() is relatively simple since P^ n(; ) is strictly concave on V and can
easily be achieved by Newton or related methods since the rst order derivative and
Hessian of P^ n(; ) are straightforwardly obtained as
@P^ n(; )
@
=
Xn
i=1
1(
0gi())gi()=n;
[16]
and
@2P^ n(; )
@@0
=
Xn
i=1
2(
0gi())gi()gi()0=n:
Since v >  1 is required for EL where (v) = log(1 + v), Kitamura (2007) suggests
solving (5.1) subject to the restriction 0gi()   1+ for some small  > 0, (i = 1; :::; n).
An alternative, see eq. (12.3), p.235, in Owen (2001), replaces the logarithmic function
by 
log(x) if x  
log()  1:5 + 2(x=)  0:5(x=)2 if x <  ; (5.2)
which has support given by the real line for any small number  > 0. For ET where
(v) =   exp(v), Imbens et al. (1998) use a penalty function approach that consists in
solving the following problem
max
2B;
K(; )  1
2
AK(; )
0W 1K(; )
where K(; ) = log(
Pn
i=1 exp(
0gi())=n), K(; ) = @K(; )=@, W is a positive
denite matrix and A a positive scalar that can take large values. Imbens et al. (1998)
choose W as W = K( ~; ~) + K( ~; ~)K( ~; ~)
0 where K(; ) = @2K(; )=@@0
and (~; ~) are initial estimates, e.g., the initial root-n consistent estimator ~ used in
2SGMM and ~ = ^( ~) obtained from (5.1).6
An additional computational issue is that GEL requires the associated empirical
probabilities to be chosen so that, not only i  0, (i = 1; :::; n), and
Pn
i=1 i = 1
hold but the rst order condition
Pn
i=1 igi() = 0 is automatically satised, i.e., 0 2
fPni=1 igi()ji  0, (i = 1; :::; n), Pni=1 i = 1g the convex hull of fgi()gni=1. In -
nite samples, this may not be possible for particular data congurations fgi()gni=1. An
attractive solution, adjusted EL, proposed recently in Chen et al. (2008) and Liu and
Chen (2010) is to add a new data point to fgi()gni=1 dened by gn+1() =  ang^(),
where fang denotes a positive sequence, that thereby guarantees that 0 is in the convex
hull of gi(), (i = 1; :::; n + 1), since g^() and gn+1() lie in this set and have oppo-
site sign. In addition, the non-negativity of the empirical probabilities ^i, (i = 1; :::; n),
6Chausse (2010) discusses computation of GMM and GEL using R. Stata code for EL is provided by
Y. Kitamura at http://kitamura.sites.yale.edu/.
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(3.8) may not hold without explicitly imposing this condition although for large samples
^i  0, (i = 1; :::; n), with probability close to 1 if the moment restrictions (2.1) are valid;
footnote 4 above suggests another approach.
6 HIGHER ORDER PROPERTIES
6.1 Asymptotic Bias
NS investigated the asymptotic bias of ecient 2SGMM and GEL using the stochastic
expansion
p
n(^   0) =  n +Q1;n=
p
n+Q2;n=n+Q3;n=n
3=2;
where the quantities Qj;n, (j = 1; :::; 3), are random vectors that are all bounded in
probability and  n has zero mean converging in distribution to a N(0;) distributed
random vector.
The asymptotic bias of 2SGMM and GEL to order O(n 1) only requires the analysis
of the behaviour of the order 1=
p
n term, i.e., Q1;n, since E[ n] = 0 and to this order
Q2;n also has mean zero. More precisely, the asymptotic bias of 2SGMM and GEL is
dened as abias[^] = E[Q1;n]=n. In general, the O(n 1) bias of 2SGMM and GEL may
be decomposed into four terms; for ecient 2SGMM,
abias[^] = BI +BG +B
 +BW ; (6.1)
for GEL,
abias[^] = BI + (1 + 3=2)B
: (6.2)
Each term in (6.1) and (6.2) has an interpretation. The rst term BI is the asymptotic
bias of an ecient GMM estimator based on the infeasible optimal combination of mo-
ment condition indicators G0
 1g(z; ) with rst order conditions G0
 1g^() = 0. The
second term BG arises due to the (implicit) estimation of the population Jacobian matrix
G whereas the estimation of the moment variance matrix 
 produces B
. The nal term
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BW appears because of the use of the preliminary consistent estimator ~ for 0 in ecient
2SGMM and is, thus, absent for GEL.7
NS shows that not only is the term BW absent for GEL but the Jacobian contribution
BG also vanishes. Clearly, if the third order derivative 3 =  2, the moment variance
term B
 disappears from (6.2). Indeed, EL satises this condition.
8 To illustrate these
results NS, section 4.1, pp.229-230, consider a model dened through the conditional
moment restriction E[u(z; 0)jx] = 0 where u(z; 0) is a scalar function; estimation of 0
uses the unconditional moment indicators g(z; 0) = q(x)  u(z; 0) with the uncondi-
tional moment restrictions E[g(z; 0)] = 0 of (2.1) where q() is a m-vector of functions.
Interestingly, in contradistinction to 2SGMM, EL asymptotic bias does not increase with
the number of moment conditions m.
Schennach (2007) reconsiders exponentially tilted EL EL(ET) which incorporates the
ET empirical probabilities into the EL objective function and was originally proposed
in Jing and Wood (1996) and Corcoran (1998) for the population mean case. EL(ET)
has the same asymptotic bias as EL, is also higher order ecient and possesses de-
sirable properties when the moment conditions (2.1) are misspecied. An alternative
approach is to embed the GEL rather than ET empirical probabilities, viz. ^i() =
1(^()
0gi())=
Pn
j=1 1(^()
0gj()), (i = 1; :::; n), where ^() = argmax2^n() P^

n(; ),
into the EL objective function yielding the EL(GEL) estimator
^ = argmax
2B
nX
i=1
log ^i()=n;
see Smith (2007c). Note that the empirical probabilities ^i(), (i = 1; :::; n), must be
positive, a property satised by, e.g., members of the Cressie-Read family with   0.
EL(GEL) has the same asymptotic bias as EL(ET) and, thus, EL, but whether bias-
corrected EL(GEL) is also higher order ecient remains to be proven..
7Let a be the m  1 vector such that aj = tr(E[@2gij(0)=@@0])=2, (j = 1; :::;m), where gij()
denotes the jth element of gi(), gi = gi(0) andGi = Gi(0). Also letHW = (G
0W 1G) 1G0W 1, H =
G0
 1, 
j = E[@(gi(0)gi(0)0)=@j ] and ej the jth unit vector. Then BI = H( a + E[GiHgi])=n,
BG =  E[G0iPgi]=n, B
 = HE[gig0iPgi]=n and BW =  H
Pp
j=1

j (HW  H)0ej=n.
8Bias-corrected EL is higher-order ecient in the sense that it has least higher order asymptotic
variance; see Theorem 6.1, p.234, in NS. Moreover, any bias-corrected GEL estimator with the same
derivatives j up to order 4 as EL, in particular, 3 =  2 and 4 =  6, shares this property.
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To alleviate the potential computational diculties associated with the GEL class
of estimators, see section 5, Fan et al. (2011) introduced an iterative scheme that
yields estimators with the same asymptotic bias as GEL, which may be regarded as
a development for the moment condition context of the classical likelihood approach
in Robinson (1988a). Dene the scalar function k(v) = (1(v) + 1)=v, where v 6= 0,
and k(0) =  1; cf. Theorem 2.3, p.224, in NS. Let ^0 denote any root-n consistent
initial estimator of 0, e.g., GMM with W^ = Im, with, for j > 0, ^
(j) the jth iter-
ate. Also let ^(j) = argmax2^n(^(j)) P^

n(^
(j); ). Dene ^
(j)
i = ^i(^
(j)), g^
(j)
i = gi(^
(j)),
(i = 1; :::; n), g^(j) = g^(^(j)), G^(j) = G^(^(j)), ~G(j) =
Pn
i=1 ^
(j)
i Gi(^
(j)), 
^(j) = 
^(^(j)) and
~
(j) =
Pn
i=1 k^
(j)
i gi(^
(j))gi(^
(j))0 where k^(j)i = k(^
(j)0g^(j)i )=
Pn
i=1 k(^
(j)0g^(j)i ), (i = 1; :::; n).
Then the jth iterate ^(j) is dened as the solution to
G^(j)0[
^(j 1)] 1g^(j) = (G^(j 1)0[
^(j 1)] 1   ~G(j 1)0[~
(j 1)] 1)g^(j 1);
which may be interpreted as the recentred 2SGMM rst order conditions with weight
matrix 
^(j 1). Fan et al. (2011, Theorems 4.1 and 4.2, p.272) shows that, for j >
0, ^(j) is asymptotically equivalent to the corresponding GEL estimator and thereby
asymptotically ecient. If ^(0) is itself asymptotically ecient, then ^(j) has the same
asymptotic bias as GEL for j > 0.
6.2 Bartlett Correction
The asymptotic distributions of the test statistics described in section 4 are approximately
chi-square for suciently large sample sizes. As is widely recognised, the distribution of
a statistic for the sample sizes typically available in practice may dier substantially from
that predicted by large sample theory.
For fully parametric problems addressed by classical likelihood theory, a simple scale
transformation of the (log) likelihood ratio statistic, known as a Bartlett correction, re-
sults in an improved accuracy of the asymptotic chi-square distribution theory for the
nite sample behaviour of the transformed statistic; see, inter alia, Bartlett (1937) and
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Cribari-Neto and Cordeiro (1996).9 Similar results for the moment condition context are
scarce; see, e.g., Owen (2001, pp. 249-251).
DiCiccio et al. (1991) discusses the smooth function model where the moment in-
dicator vector takes the form g(z; ) = z    where 0 is the population mean and
considers the null hypothesis H0 : (0) = 
0 against the alternative H1 : (0) 6= 0
where 0 is a known s-vector of constants and () is a s-vector of smooth functions
of the population mean 0 such that s  p = m; i.e., r(0) = (0)   0, see section
4.2. DiCiccio et al. (1991) shows that the EL version of the criterion-based statistic
LRrn = 2n(P^ n(^r; ^r)   P^ n(^; ^)) (4.3) is Bartlett correctable.10 For the same set-up
Baggerly (1998) proves that EL only is Bartlett correctable in the CR class of criteria.
Chen and Cui (2007) provides the generalisation to the over-identied moment condition
setting E[g(z; )] = 0 (2.1) where m  p dealing with the respective null and alternative
hypotheses H0 : 0 = 
0 and H1 : 0 6= 0 demonstrating that the EL criterion sta-
tistic (4.3) is also Bartlett correctable in this case.11 If interest solely concerns the null
hypothesis H0 : 10 = 
0
1 expressed in terms of a sub-vector of  = (
0
1; 
0
2)
0, Chen and
Cui (2006) shows that, if the nuisance parameter vector 2 is rst proled out from the
EL criterion, then the resultant EL statistic for H0 : 10 = 
0
1 against H1 : 10 6= 01 is
Bartlett correctable.
Matsushita and Otsu (2013) prove that the EL criterion function statistic (4.1) for
over-identifying moment conditions is Bartlett correctable, see section 4.1. Moreover,
the adjusted EL criterion statistic [Chen et al. (2008) and Liu and Chen (2010)], see
section 5, for testing over-identifying moments achieves the same accuracy as the Bartlett
corrected EL criterion statistic if the adjustment factor an is chosen such that an = Bc=2
where Bc is the Bartlett correction.
9Briey the Bartlett correction of the classical likelihood ratio statistic LR takes the form LRc =
LR=(1+Bc=n) where the factor Bc is a function of moments of derivatives of the log-likelihood function
that typically can be consistently estimated.
10Jing and Wood (1996) demonstrates that the EL(ET) criterion test statistic is not Bartlett
correctable.
11Liu and Chen (2010) shows that the test based on the adjusted EL criterion, see section 5, achieves
the same accuracy as the Bartlett corrected EL statistic if the adjustment factor is set as an = Bc=2,
where Bc denotes the Bartlett correction.
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6.3 Large Deviations
Consider two distinct simple hypotheses H0 : 0 = 
0 and H1 : 0 = 
1 where 0 and
1 are known p-vectors of constants and 0 6= 1. Let 0 and 1 denote the respective
probabilities of Type I and Type II errors. Ideally these probabilities should be set as
low as possible. Since these probabilities are inversely related Neyman-Pearson theory
advises minimising 1 (or equivalently maximising power 1  1) for xed 0. As is well-
known by the Neyman-Pearson Lemma for given size 0 the LR test of H0 : 0 = 
0
against H1 : 0 = 
1 is the most powerful.
Hoeding (1965) considered a similar setting but where the probabilities of both Type
I and Type II error probabilities, 0n and 1n respectively, depend on the sample size n
and approach zero exponentially as n increases. Thus the Type I and II errors correspond
to extreme tail events for suciently large n. Hoeding (1965) showed the large deviation
result that among those tests of H0 : 0 = 
0 against H1 : 0 = 
1 that satisfy
lim sup
n!1
n 1 log 0n    (6.3)
for  xed, the LR test minimises
lim sup
n!1
n 1 log 1n; (6.4)
i.e., the LR test minimizes the probability of a Type II error.
Kitamura et al. (2012) applied the large deviation theory of Hoeding (1965) to
tests of over-identifying moment restrictions, see section 4.1. In general there is no
test that satises (6.3). However, if certain probability distributions that satisfy the
moment restrictions (2.1) are eliminated then the following results hold: (a) the test of
over-identifying moment restrictions H0 : E[g(z; )] = 0 for some  2 B formed from
the EL-based criterion LRn = 2nP^ n(^; ^) (4.1) satises (6.3); (b) among all tests that
satisfy (6.3), the EL-based criterion test minimises (6.4) if the alternative hypothesis
H1 : E[g(z; )] 6= 0 for all  2 B deviates suciently from H0.
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6.4 Robustness
The robustness properties of the ML estimator are examined in Beran (1977). Small
deviations from the assumed parametric density function can lead to large variations in
the log likelihood function demonstrating a lack of robustness of ML in this sense. Beran
(1977) shows that an alternative parametric estimator based on the minimisation of a
discrepancy measure formulated in terms of Hellinger distance is robust but also shares
the asymptotic eciency property of ML.
Let f0() denote the density function of the data observation z commensurate with the
moment condition E[g(z; )] = 0 (2.1) satised at the unique value 0 of  2 B. Based on
random samples drawn from density functions in a neighbourhood of f0() Kitamura et al.
(2013) analyses the robustness properties of estimators of a known scalar function m()
of 0 in terms of their asymptotic maximum bias and mean squared error. In the class of
Fisher consistent and regular estimators, which includes GMM and GEL, maximum bias
is minimised by the minimum Hellinger distance estimator (MHDE) computed using the
trimmed moment indicators g(z; )I(sup2B kg(z; )k  mn) where fmng is a positive
valued sequence that approaches innity with sample size n. Additionally, mean squared
error is also minimized by MHDE based on the moment indicator vector g(z; ). MHDE
corresponds to the CR discrepancy measure with parameter  =  1=2; thus MHDE is
also GEL and is thereby asymptotically ecient, see section 3.
7 CONDITIONAL MOMENTS
Many empirical problems concern models dened through conditional rather than uncon-
ditional moment restrictions. Let u(z; ) be a known J-vector of functions of the random
vector of observables z and the unknown p-vector of parameters  which as before con-
stitute the object of inferential interest. We consider models dened by the following
conditional moments
E[u(z; 0)jx] = 0 (7.1)
where x is a dx-dimensional subvector of z.
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The following examples illustrate this framework.
Example 2.2 (Quantile Regression cont.) The quantile regression model is redened
by the conditional probability statement Pfy  x00jxg = . The conditional moment
condition (7.1) dening -conditional quantile regression is E[   I(y  x00)jx] = 0 or
E[   I(u  0)jx] = 0
where u = y x00. Here 0 is the unique value of  that satises E[ I(y  x0)jx] = 0.
Similarly to section 2, the unconditional moment restriction E[x( I(u  0))] = 0 holds
as does E[q(x)(   I(u  0))] = 0 for suitably dened vectors of functions q() of x.
Example 2.3 (Instrumental Variables cont.) The conditional mean restriction E[y 
x00jw] = 0 or E[ujw] = 0, cf. (7.1), where u = y   x00, is often assumed in a linear
regression setting; see inter alia Greene (2008) and Davidson and MacKinnon (2004).
Here 0 is the unique value of  that satises E[y   x0jw] = 0. Similarly to Example
2.2 above, the unconditional moment restriction E[q(w)u] = 0 is implied, where q() is a
vector of functions of the instruments w; in particular, E[wu] = 0 holds. For standard
linear regression, the conditional mean restriction E[yjx] = x00 or E[ujx] = 0 would
be the standard assumption. It is well-known, see Cragg (1983), that unless the linear
regression model is conditionally homoskedastic, i.e., var[ujx] is constant or invariant to
x, instrumental variable estimation of 0 based on the unconditional moment restriction
E[q(x)u] = 0 when q(x) includes x is more ecient that least squares.
GMM- and EL-type estimators of 0 that achieve the semiparametric eciency lower
bound [Chamberlain (1987)] have been proposed in Donald, Imbens and Newey (2004)
[DIN], Kitamura, Tripathi and Ahn (2004) [KTA] and Zhang and Gijbels (2003). The
DIN approach uses unconditional moment restrictions based on particular classes of ap-
proximating functions such as splines and power series whereas that of KTA and Zhang
and Gijbels (2003) employs kernel smoothed moment indicator functions. Otsu (2007)
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extends the conditional EL approach of KTA and Zhang and Gijbels (2003) to conditional
moment restriction models that incorporate unknown innite dimensional functions re-
quiring nonparametric estimation, models that were studied previously in Ai and Chen
(2003) using the method of sieves applied to GMM.
7.1 Approximating Functions
DIN note that any function can be approximated arbitrarily well by linear combinations
of certain basis or approximating functions when the number of functions is allowed
to approach innity with sample size n. Particular examples of admissible classes of
approximating functions are splines, power series and Fourier series; see, e.g., Powell
(1981).
To be more specic, let K be the number of approximating functions and dene
qK(x) = (q1K(x); :::; qKK(x))
0 as the K-vector of approximating functions. The conse-
quent vector of unconditional moment indicators is given by
gK(z; ) = u(z; )
 qK(x); (7.2)
cf. (2.1). Lemma 2.1, p.58, in DIN demonstrates a formal equivalence between the
sequence of unconditional moment constraints E[gK(z; 0)] = 0 (7.2), K ! 1, and
the conditional moment restriction E[u(z; 0)jx] = 0 (7.1). More precisely, by the law
of iterated expectations E[gK(z; 0)] = 0 for all K if E [u(z; 0)jx] = 0 and, moreover,
E[gK(z; 0)] 6= 0 for all K large enough if E [u(z; 0)jx] 6= 0.
Consequently EL, GMM and GEL may be applied using the unconditional moment
indicator vector gK(z; ) (7.2). DIN shows that if K approaches innity at an ap-
propriate rate dependent on the approximating functions and the estimator employed
the resultant estimators are consistent and achieve the semiparametric eciency lower
bound E[D(x)0(x) 1D(x)] 1 [Chamberlain (1987)], where D(x) = E[@u(z; 0)=@0jx]
and (x) = E[u(z; 0)u(z; 0)0jx].
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7.2 Conditional (G)EL
Let ui() = u(zi; ), (i = 1; :::; n). The KTA approach, see also Zhang and Gijbels
(2003), modies EL by scaling the standard EL criterion (3.4) using the positive weights
wij, (i; j = 1; :::; n), i.e.,
CELn(; ) =
nX
i=1
Ti;n
nX
j=1
wij log(1 + 
0
iuj())=n; (7.3)
where  = (01; :::; 
0
n)
0, wij = Kij=
Pn
k=1Kik, Kij = K(xi xjbn ), K() is a symmetric positive
kernel and bn a bandwidth parameter. The trimming function Ti;n is required to ensure
the denominator of the weights wij is bounded away from zero, i.e., Ti;n = I(h^(xi)  bn)
for some  2 (0; 1) where h^(x) = Pnj=1K(x xjbn )=nbdxn is the standard kernel estima-
tor for the density h() of x and I() is an indicator function.12 Note that CELn(; )
employs the Nadaraya-Watson estimator
Pn
j=1wij log(1 + 
0
iuj()) of the conditional
expectation of log(1 + 0iuj()) given xi, i.e. E[log(1 + 0iuj())jxi], (i = 1; :::; n),
and, thus, may be regarded as an estimator of the average conditional expectationPn
i=1 E[log(1 + 0iui())jxi]=n.
Let n = f 2 RJ : kk  Cn 1=mg for some nite constant C > 0.13 The conditional
EL estimator is the solution to a saddle point problem
^ = arg inf
2B
nX
i=1
Ti;n sup
i2n
nX
j=1
wij log(1 + 
0
iuj())=n (7.4)
with the Lagrange multiplier estimator ^i() dened by ^i() = argmaxi2n
Pn
j=1wij ln(1+
0iu(zj; )). The conditional EL estimator ^ (7.4) is consistent and achieves the semi-
parametric eciency lower bound E[D(x)0(x) 1D(x)] 1; see KTA.14
Conditional EL was subsequently generalised in Smith (2007a, b) for GEL and the
Cressie-Read power divergence family with criterion
Pn
i=1 Ti;n
Pn
j=1wij[(
0
iuj())  
12The criterion CELn(; ) (7.3) is obtained from the programme
max;fijgni;j=1
Pn
i=1 Ti;n
Pn
j=1 wij log ij subject to ij  0,
Pn
j=1 ij = 1 and
Pn
j=1 ijuj() = 1,
(i; j = 1; :::; n). Note that ij has the interpretation as the probability Pfz = zj jx = xig, (i; j = 1; :::; n),
and i is the Lagrange multiplier associated with the sample moment constraint
Pn
j=1 ijuj() = 1,
(i = 1; :::; n).
13For technical reasons m is a positive integer such that m  8.
14Tripathi and Kitamura (2003) propose a test statistic based on conditional EL. See also Smith
(2007a, b) for conditional GEL-based test statistics.
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(0)]=n where () is dened in section 3.4. See also Antoine et al. (2007) which proposes
a similar conditional estimator based on CUE.
7.3 Unknown Functions
Consider the generalised form of the vector of conditional moment restrictions E[u(z; )jx] =
0 (7.1) given by
E[u(z; 0; h0(xz))jx] = 0: (7.5)
Here, as above, u(z; 0; h0(xz)) is a J-vector of known functions but now includes the
unknown vector h0() of smooth functions of the subvector xz of the conditioning variables
x as an argument. Although 0 remains of central inferential interest, the unknown
function h0() is of interest too. Examples of this general framework include partially
linear regression u(z; 0; h0(xz)) = y   x010   h0(xz) where x = (x01; x0z)0 [Robinson
(1988b)] and single index regression u(z; 0; h0(xz)) = y h0(x0z0) where x = xz [Powell
et al. (1989) and Ichimura (1993)].
Let the true parameter vector 0 = (
0
0; h
0
0)
0 with parameter space A = B H. Con-
sequently the conditional moment restriction (7.5) may be rewritten as E[u(z; 0)jx] = 0.
Although with this redenition the conditional moment restriction (7.5) now supercially
resembles (7.1) clearly the KTA conditional EL estimator cannot be applied without
modication since 0 contains the innite dimensional parameter h0().
Let ui() = u(zi; ), (i = 1; :::; n). The penalized EL criterion proposed in Otsu
(2007) adopts the approach of Shen (1997) modifying the conditional EL criterion CELn(; )
(7.3) as
PELn(; ) =
nX
i=1
Ti;n
nX
j=1
wij log(1 + 
0uj())=n  nJ (h)
with the incorporation of the penalty function J () in order to impose some restrictions
on the parameter space A; the positive valued sequence fng of penalisation constants
is chosen so as to converge to zero with sample size n at rate o(n 1=2). Examples of
penalty functions J () may be found in section 3 of Shen (1997), e.g., to impose twice
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dierentiability on the resultant estimator of h0. The penalised EL estimator ^ is the
solution to a saddle point problem
^ = arg inf
2A
nX
i=1
Ti;n sup
i2RJ
nX
j=1
wij log(1 + 
0
iuj())=n (7.6)
with the Lagrange multiplier estimator ^i() dened by ^i() = argmaxi2RJ
Pn
j=1wij log(1+
0iu(zj; )). Otsu (2007) proves the consistency of the penalised EL estimator ^ = (^
0; h^0)0
for 0 = (
0
0; h
0
0)
0 together with the respective convergence rates of ^ and h^. More-
over, the penalised EL estimator ^ (7.6) of 0 is asymptotically normal and achieves
the semi-parametric eciency lower bound E[D(x)0(x) 1D(x)] 1, where now D(x) =
E[@u(z; 0)=@0jx] and (x) = E[u(z; 0)u(z; 0)0jx]..
In an earlier paper Ai and Chen (2003) suggest a sieve minimum distance approach
similar to GMM in which the conditional moment indicator vector ui() is estimated using
sieves rather than kernel functions and the unknown functions comprising h0 are also like-
wise approximated. Unlike Otsu (2007), Ai and Chen (2003) assume A is compact which
has the advantage of allowing the unknown vector of functions h0 to depend on z rather
than solely a subvector of x thus permitting the inclusion of endogenous variables. More
recently, for a similar set-up permitting endogenous components of the unknown function
vector h0, Otsu (2011) applies the KTA conditional EL method with h0 approximated by
sieves as in Ai and Chen (2003). Chen and Pouzo (2009) generalises the sieve minimum
distance method of Ai and Chen (2003) to allow for non-smooth functions to comprise
h0 together with a bootstrap procedure for improved inference.
15 All of these methods
result in consistent and asymptotically equivalent normally distributed estimators of 0
that achieve the semiparametric eciency lower bound E[D(x)0(x) 1D(x)] 1.
15For stationary and ergodic data Chen and Pouzo (2012) establishes convergence rates for a penalised
sieve minimum distance estimator of h0 in circumstances that likewise permit non-smooth unknown
functions and the possible inclusion of endogenous variables. The penalisation, cf. Otsu (2007), avoids
the necessity of restricting the parameter space A to be compact and may ease computational diculties
associated with the sieve minimum distance methods of Ai and Chen (2003) and Chen and Pouzo (2009).
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8 WEAKLY DEPENDENT DATA
In this section, zt, (t = 1; :::; T ), denotes T observations on a nite dimensional stationary
and strongly mixing process fztg1t=1. The moment indicator vector g(zt; ) is dened as
previously as an m-vector of known functions of the data observation zt and the p-vector
 of unknown parameters which are the object of inferential interest, where m  p. It is
assumed that the true parameter vector 0 uniquely satises the moment condition
E[g(zt; )] = 0; (8.1)
where E[] denotes expectation taken with respect to the unknown distribution of zt.
Since (8.1) may arise in many cases from conditional moment restrictions, zt may also
include lagged endogenous and current and lagged values of exogenous variables.
Dene gt() = g(zt; ), (t = 1; :::; T ), and g^() = T
 1PT
t=1 gt(). Let k() denote a
kernel function that satises the mild regularity conditions stated in Smith (2011) and
dene kj =
R1
 1 k(a)
jda, j = 1; 2; 3, with k = k1=k2. The bandwidth parameter ST
diverges to innity at an appropriate rate dependent on the kernel function k() and
sample size T .
8.1 Ecient (G)EL
Kitamura and Stutzer (1997) [KS] observed that applying standard ET to the moment
indicators fgt()gTt=1 results in a consistent but asymptotically inecient estimator of 0
if there is dependence. To deal with this problem KS modies the ET criterion by basing
it on a smoothed version of the moment indicators fgt()gTt=1 obtained using the trun-
cated or uniform kernel function. Smith (1997, 2011) discusses GEL employing general
kernel functions. For suitable choices of the kernel function k() GEL is asymptotically
ecient.16 An alternative approach is suggested in Kitamura (1997) using blockwise EL.
The exposition that follows is based on the approach in Smith (2011).
16In general, the rst order condition for the GEL estimator ~ using the unsmoothed moment
indicators fgt()gTt=1 may be expressed as [
PT
t=1 ~tGt(
~)]0[
PT
t=1 ~ptgt(
~)gt( ~)
0] 1g^( ~) = 0 where
Gt() = @gt()=@
0, ~t = 1(~0gt( ~))=
PT
s=1 1(^
0gs( ~)), ~pt = p(~0gt( ~))=
PT
s=1 p(
~0gs( ~)), (t =
1; :::; T ), with the function p() dened as p(v) = [1(v) + 1]=v, v 6= 0 and p(0) =  1, and
~ = sup2T
PT
t=1[(
0gt( ~))   (0)]=T , cf. (3.7, with T dened below. Although
PT
t=1 ~tGt(
~)
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Dene the smoothed moment indicators
gtT () =
1
ST
t 1X
s=t T
k(
s
ST
)gt s(); (t = 1; :::; T ); (8.2)
Examples of admissible kernel functions k() are the truncated or uniform kernel kTR(x) =
I(jxj  1) and the Bartlett kernel kBT (x) = (1  jxj)I(jxj  1).
GEL criteria appropriate for weakly dependent data are dened by
P^ T (; ) =
XT
t=1
[(k0gtT ())  (0)]=T;
cf. section 3.4, with the GEL estimator then given by
^ = argmin
2B
sup
2T
P^ T (; );
where T = f : kk  CTg where CT is a positive sequence that depends on T and
converges to zero at an appropriate rate, see Assumption 2.4(b), p.1200, in Smith (2011).
Let ^() = arg sup2T P^

T (; ) with ^ = ^(^).
Dene  = (G0
 1G) 1 and P = 
 1   
 1GG0
 1. Then, under standard regu-
larity conditions,
T 1=2(^   0) d! N(0;); (T=S2T )1=2^ d! N(0; P );
and the GEL estimator ^ and the auxiliary parameter estimator ^ are asymptotically
uncorrelated. Consequently GEL is asymptotically equivalent to asymptotically ecient
GMM.
8.2 Higher Order Properties
The literature on the higher order properties of (G)EL for time series data is relatively
limited. Kitamura (1997) shows the Bartlett correctability of the blockwise EL criterion
statistic in the time series context for smooth functions of the mean; cf. section 6.2.
Anatolyev (2005) investigates the asymptotic bias of 2SGMM and GEL estimators based
on the smoothed moment indicators (8.2).
is a consistent estimator for G,
PT
t=1 ~ptgt(
~)gt( ~)
0 consistently estimates the short run variance matrix
E[gt(0)gt(0)0] rather than the long run variance matrix 
 required for asymptotic eciency.
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Anatolyev (2005) considers the 2SGMM estimator with weighting matrix the inverse
of the HAC consistent estimator ST
PT
t=1 gtT (
~)gtT ( ~)
0=T [Smith (2005)] of the moment
indicator vector long-run variance matrix 
, where ~ is a preliminary root-T consistent es-
timator of 0; CUE with the same form of weighting matrix [ST
PT
t=1 gtT ()gtT ()
0=T ] 1;
GEL as in section 8.1 above.
Anatolyev (2005) connes consideration to kernels k() with bounded support, i.e.,
non-zero on an open interval including 0 and zero elsewhere. Similarly to the discussion
in section 6.1 above the asymptotic bias of GMM and GEL may be decomposed into a
number of factors, each of which has the same interpretation as in section 6.1, i.e., for
GMM,17
abias[^] = BI +BG +B
 +BW :
and, for GEL,
abias[^] = BI + (1 + 3k1k3=2k
2
2)B
:
Note that, since 3 = 0, the CUE asymptotic bias is BI +B
; cf. section 6.1. For further
details, see Anatolyev (2005, Theorem 1, p.988).
The interpretation of these asymptotic bias terms is similar to those given earlier for
the cross-section setting although their mathematical expressions dier. In particular, as
there, BI coincides with the asymptotic bias for an infeasible GMM estimator obtained
from the rst order conditions G0
 1g^() = 0, BG is due to the estimation of G and is
absent for GEL, B
 for (implicit) estimation of 
 and BW from the preliminary consistent
estimation of 0 in 2SGMM.
Unlike cross-section data, the B
 term does not vanish for EL unless k
2
2 = k1k3 which
occurs for the truncated or uniform kernel considered in KS. More generally, this term is
not present for GEL criteria () and kernel functions k() such that 3 =  2(k22)=(k1k3).
For the GEL class (v) =  (1+v)(1+)==(1+) equivalent to the CR power divergence
17Let a be the m  1 vector such that aj = tr(E[@2gjt (0)=@@0])=2, (j = 1; :::;m), where
gjt () denotes the jth element of gt(), gt = gt(0), Gt() = @gt()=@
0 and Gt = Gt(0). Also
let HW = (G
0W 1G) 1G0W 1, H = G0
 1, 
j (u) = E[@(gt(0)gt u(0)0)=@j ] and ej the
jth unit vector. Then BI = H( a +
P1
u= 1 E[GtHgt u])=T , BG =  
P1
u= 1 E[G0tPgt u]=T ,
B
 = H
P1
u;v= 1 E[gtg0t uPgt v]=T and BW =  H
Pp
j=1
P1
u= 1 
j (u)(HW  H)0ej=T .
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family the choice  = (k1k3   2(k22))=(k1k3) is required.
9 CONCLUSIONS
A number of open research areas remain. For example, as noted in section 5, although
(G)EL methods have attractive theoretical large sample properties their computation
raises serious practical diculties because of the induced nonlinearity arising from the
necessity to solve a saddle point problem. Fast and reliable algorithms for (G)EL when
the number of moment restrictions and parameters to be estimated are large would enable
(G)EL to be applied to a wider variety of empirical problems than is currently the case
and allow more substantial and detailed simulation studies of these techniques to be
undertaken. Bootstrap methods specically designed for the application of (G)EL are
scarce, although a notable exception is Canay (2010). As noted in section 3, (G)EL
imposes the moment restrictions in the sample. Brown and Newey (2002) exploit this
feature for the cross-section setting by reweighting moment indicator observations using
the empirical probabilities. Therefore, unlike that of Hall and Horowitz (1996), their
bootstrap method based on the resampling of the reweighted moment indicators does
not require moments to be explicitly centred. In general the higher order properties of
this and other related procedures remain to be investigated.
The literature on estimation and inference for models specied by moment condition
constraints is vast. Hence, because of space limitations, this review can only be partial
in terms of its coverage. A number of other important areas are also currently exciting
considerable research eort.
This review has concentrated on models in which parameters are point identied.
Moment condition models in which parameters are only set or partially identied have
received a great deal of attention in the recent literature; see, e.g., Andrews and Shi
(2013), which considers moment inequality restrictions, and the references therein.
The extensive literature on weak identication, in particular, weak instruments in the
regression context, was initiated by the study in Angrist and Krueger (1991) of the returns
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to education. Weak identication essentially concerns the lack of correlation between the
moment indicator vector and the (implicit) score vector associated with the true model.
Standard inferential tools such as LR and Wald test statistics no longer have the standard
limiting normal or chi-square distributions. A number of methods have been proposed
to ameliorate this problem, primarily related to score or Lagrange multiplier statistics
as discussed in section 4; see, e.g., Kleibergen (2005), Guggenberger et al. (2012) and
Otsu (2006). Newey and Windmeijer (2009) obtains the limiting properties of GMM and
(G)EL when there are many weak moments and, in particular, shows that the respective
variance matrices are inated in comparison to the standard variance matrix expression
given in section 3 for ecient 2SGMM and GEL.
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