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SPECIALIZATION OF MODULES OVER A LOCAL RING
DAM VAN NHI AND NGOˆ VIEˆT TRUNG
Dedicated to David Buchsbaum
Introduction
Given an object defined for a family of parameters u = (u1, . . . , um) we can often
substitute u by a family α = (α1, . . . , αm) of elements of an infinite field K to obtain a
similar object which is called a specialization. The new object usually behaves like the
given object for almost all α, that is, for all α except perhaps those lying on a proper
algebraic subvariety of Km. Though specialization is a classical method in Algebraic
Geometry, there is no systematic theory for what can be “specialized”.
The first step toward an algebraic theory of specialization was the introduction of the
specialization of an ideal by W. Krull [K1], [K2]. Given an ideal I in a polynomial ring
R = k(u)[X ], where k is a subfield of K, he defined the specialization of I as the ideal
Iα = {f(α,X)| f(u,X) ∈ I ∩ k[u,X ]}
of the polynomial ring Rα = k(α)[X ]. For almost all α ∈ Km, Iα inherits most of
the basic properties of I. A. Seidenberg [S] and W.-E. Kuan [Ku1], [Ku2], [Ku3] used
specializations of ideals to prove that hyperplane sections of normal varieties are normal
again under certain conditions. Inspired by their works, the second author studied the
preservation of properties from the factor ring R/I to Rα/Iα with regard to hypersurface
sections [T2]. However, since there was no appropriate theory for the specialization of
modules, many ring-theoretic properties that are characterized by homological means
could not be investigated.
The task of finding a suitable definition for specializations of modules is not so easy
since we can not specialize elements of an arbitrary R-modules. Recently, using finite
free presentations the authors introduced the specialization of an R-module which covers
Krull’s specialization of an ideal and for which a systematic theory can be developed
[NT]. The aim of this paper is to define and to study specializations of modules over a
local ring (R/I)P , where P is an arbitrary prime ideal of R. For this we only need to
consider RP -modules, and we will follow the approach of the previous paper. There are
two obstacles for the task. Firstly, the specialization Pα of P needs not to be a prime
ideal so that we may have different specializations for a single local ring RP . Secondly,
unlike the case of R-modules, there is no existing theory on specializations of ideals of
RP . Despite these obstacles we can develop a systematic theory of specializations of
RP -modules and we can show that almost all properties of RP -modules specialize.
The paper is divided in four sections. In Section 1 we introduce specializations of
finitely generated RP -modules and specializations of homomorphisms between them.
The authors are partially supported by the National Basic Research Program.
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We shall see that these notions are unique up to (canonical) isomorphisms. Moreover,
we also show that the new notions are compatible with the specializations of R-modules
introduced in the previous paper. In Section 2 we study basic properties of specializa-
tions of modules. The key result is the preservation of exact sequences. This result
allows us to show that specializations preserve submodules and ideals and basic oper-
ations between them. In particular, specializations do not change the dimension, the
height and, if k is a perfect field, also the length. In Section 3 we prove that specializa-
tions commute with the Tor and Ext functors. Using Grothendieck’s local duality we
can show that the annihilators of local cohomology modules specialize. As consequences,
specializations preserve the Cohen-Macaulayness, the generalized Cohen-Macaulayness,
and, if k is a perfect field, also the Buchsbaumness. Section 4 is devoted to specializa-
tions of factor rings of RP . We will study when such a specialization is a domain and
we shall see that it preserves the Gorensteiness and the normality.
We will keep the notations of this introduction throughout this paper and refer to
[BH] and [E] for unexplained terminology. For convenience we will often skip the phrase
“for almost all α” when we are working with specializations.
1. Definition of specializations of RP -modules
Let P be an arbitrary prime ideal of R. The first obstacle in defining the specialization
of RP is that the specialization Pα of P need not to be a prime ideal.
Example. Let P = (uX2 − 1) ⊆ C(u)[X ]. Then P is a prime ideal, whereas
Pα = (αX
2 − 1) = (√αX − 1) ∩ (√αX + 1)
is not a prime ideal for all α ∈ C.
The natural candidate for the specialization of RP is the local ring (Rα)℘, where ℘ is
an arbitrary associated prime ideal of Pα. Such a local ring was already considered with
regard to specializations of points in [T2].
Definition. We call (Rα)℘ a specialization of RP with respect to α.
For short we will put S = RP and Sα = (Rα)℘. The notion Sα is not unique. However,
all local rings Sα have the same dimension as S. This follows from the case I = P of the
following more general fact.
Lemma 1.1. [T2, Lemma 1.5] Let I be an ideal in R. For almost all α,
(i) Iα is unmixed if I is unmixed,
(ii) ht IαSα = ht IS.
Let f be an arbitrary element of R. We may write f = p(u, x)/q(u), p(u, x) ∈
k[u, x], q(u) ∈ k[u] \ {0}. For any α such that q(α) 6= 0 we define fα := p(α, x)/q(α). It
is easy to check that this element does not depend on the choice of p(u, x) and q(u) for
almost all α. Now, for every fraction a = f/g, f, g ∈ R, g 6= 0, we define aα := fα/gα if
gα 6= 0. Then aα is uniquely determined for almost all α.
The following lemma shows that the above definition of Sα reflects the intrinsic sub-
stitution u→ α of elements of R.
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Lemma 1.2. Let a be an arbitrary element of S. Then aα ∈ Sα for almost all α.
Proof. Let a = f/g with f, g ∈ R, g /∈ P . We have to show that gα /∈ ℘. Since P is
prime, P : g = P. By [Kr1, Satz 3], Pα = (P : g)α = Pα : gα. Hence gα /∈ ℘. 
To define the specialization of a finitely generated S-module we need to define the
specialization of a homomorphism of free S-modules of finite ranks.
Let F,G be finitely generated free S-modules. Let φ : F −→ G be an arbitrary
homomorphism of free S-modules of finite ranks. With fixed bases of F and G, φ is
given by a matrix A = (aij), aij ∈ S. By Lemma 1.2, the matrix Aα := ((aij)α) has all
its entries in Sα for almost all α. Let Fα and Gα be free Sα-modules of the same rank
as F and G, respectively.
Definition. For fixed bases of Fα and Gα, the homomorphism φα : Fα −→ Gα given by
the matrix Aα is called the specialization of φ with respect to α.
The definition of φα does not depend on the choice of the bases of F,G in the sense
that if B is the matrix of φ with respect to other bases of F,G, then there are bases of
Fα, Gα such that Bα is the matrix of φα with respect to these bases.
Lemma 1.3. Let φ, ψ : F −→ G and δ : G −→ H be homomorphisms of finitely
generated free S-modules. Then, for almost all α,
(φ+ ψ)α = φα + ψα,
(δφ)α = δαφα.
Proof. This follows from the matrix presentations of the homomorphisms. 
Now we define the specialization of an arbitrary finitely generated S-module as follows.
Definition. Let L be a finitely generated S-module and F1
φ−→ F0 −→ L −→ 0 a finite
free presentation of L. The Sα-module Lα := Coker φα is called a specialization of L
(with respect to φ).
Remark. If L is a free S-module of finite rank, then 0 −→ L −→ L −→ 0 is a
finite free presentation of L. Therefore Lα as defined above is a free Sα-module with
rankLα = rankL. This shows that the earlier introduction of Fα and Gα is compatible
with the above definition.
The definition of Lα depends on the chosen presentation of L. To show that Lα
is uniquely determined up to isomorphisms we need to define the specialization of a
homomorphism of finitely generated S-modules.
Let v : L −→ M be a homomorphism of finitely generated S-modules. Consider a
commutative diagram
F1
φ−−−→ F0 −−−→ L −−−→ 0yv1
yv0
yv
G1
ψ−−−→ G0 −−−→ M −−−→ 0,
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where the rows are finite free presentations of L,M. By Lemma 1.3, ψα(v1)α = (v0)αφα.
Hence there is an induced homomorphism vα : Lα −→ Mα, which makes the diagram
(F1)α
φα−−−→ (F0)α −−−→ Lα −−−→ 0y(v1)α
y(v0)α
yvα
(G1)α
ψα−−−→ (G0)α −−−→ Mα −−−→ 0
commutative for almost all α.
Definition. We call the induced homomorphism vα a specialization of v : L −→ M
with respect to (φ, ψ).
The above definition does not depend on the choice of v0, v1. Indeed, if we are given
two other maps wi : Fi −→ Gi, i = 0, 1, which lift the same homomorphism v : L −→
M, then the maps (wi)α induce the same map vα : Lα −→ Mα. In particular, the
specialization of idL with respect to (φ, φ) is the identity map idLα .
Lemma 1.4. Let v, w : L −→ M and u : M −→ N be homomorphisms of finitely
generated S-modules. Then, for almost all α,
(v + w)α = vα + wα,
(uv)α = uαvα.
Proof. This is an easy consequence of Lemma 1.2 and the above definition. 
Now we will see that Lα is uniquely determined up to canonical isomorphisms. Let
F1
φ−→ F0 −→ L −→ 0 and G1 ψ−→ G0 −→ L −→ 0 be two different presentations of L.
Let ε1 : Lα −→ L′α and ε2 : L′α −→ Lα denote the specialization of idL with respect to
(φ, ψ) and to (ψ, φ), respectively. By Lemma 1.4, ε2ε1 and ε1ε2 are the specializations
of idL with respect to (φ, φ) and (ψ, ψ). Hence ε2ε1 = idLα and ε1ε2 = idL′α . Therefore
ε1 = (idL)α is an isomorphim.
We end this section by showing that our definition of specializations of S-modules is
consistent with that of R-modules introduced in [NT].
Proposition 1.5. Let D be a finitely generated R-module. For almost all α,
(D ⊗R S)α ∼= Dα ⊗Rα Sα.
Proof. Let E1
ϕ−→ E0 −→ D −→ 0 be a finite free presentation of D. Let A = (aij) be
a representing matrix for ϕ. Tensoring with S we get a finite free presentation:
E1 ⊗R S ϕ⊗S−→ E0 ⊗R S −→ D ⊗R S −→ 0,
where ϕ ⊗ S is represented by the matrix A. By the definition of specialization of S-
module, (D ⊗ S)α is the cokernel of the map (ϕ ⊗ S)α : (E1 ⊗R S)α −→ (E0 ⊗R S)α,
where (ϕ ⊗ S)α is represented by the matrix Aα. On the other hand, from the exact
sequence (E1)α
ϕα−→ (E0)α −→ Dα −→ 0 we get the exact sequence
(E1)α ⊗Rα Sα ϕα⊗Sα−→ (E0)α ⊗Rα Sα −→ Dα ⊗Rα Sα −→ 0,
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where (E1)α⊗RαSα and (E0)α⊗RαSα are free Sα-modules of the same ranks as (E1⊗RS)α
and (E0 ⊗R S)α, respectively, and ϕα ⊗ Sα is represented by the matrix Aα. Thus, we
can conclude that (D ⊗R S)α ∼= Dα ⊗Rα Sα. 
Corollary 1.6. Let I be an ideal of R. Then (IS)α ∼= IαSα for almost all α.
Proof. Note that Iα is also the specialization of I as an R-module [NT]. Since IS = I⊗RS
and IαSα = Iα ⊗Rα Sα, the conclusion follows from Proposition 1.5. 
2. Basic properties of specializations of RP -modules
We will first show that specializations of S-modules (S = RP ) preserve the exactness
of finite complexes of free modules.
Let φ : F −→ G is a homomorphism of free S-modules of finite ranks and let A be
the matrix of φ with respect to fixed bases of F,G. Denote by It(φ) the ideal generated
by the t × t-minors of A. Define rankφ = max{t| It(φ) 6= 0} and put I(φ) := Id(φ) if
d = rankφ.
Let F• : 0 −→ Fℓ φℓ−→ Fℓ−1 −→ · · · −→ F1 φ1−→ F0 be a complex of free S-modules of
finite ranks. By a criterion of Buchsbaum and Eisenbud, F• is exact if and only if
rankφj + rankφj+1 = rankFj ,
depth I(φj) ≥ j
for j = 1, . . . , ℓ (see [BE, Corollary 1]). By Lemma 1.3 the sequence
(F•)α : 0 −→ (Fℓ)α (φℓ)α−→ (Fℓ−1)α −→ · · · −→ (F1)α (φ1)α−→ (F0)α
is a complex of free Sα-modules. Hence we can also apply the above criterion to (F•)α.
Lemma 2.1. Let F• be an exact complex of free S-modules of finite ranks. Then (F•)α
is an exact complex for almost all α.
Proof. By definition, rank(Fj)α = rankFj for j = 0, . . . , ℓ. It is easy to check that
rank(φj)α = rankφj (see [NT, Lemma 1.4 (i)]). Hence
rank(φj)α + rank(φj+1)α = rankφj + rankφj+1 = rankFj = rank(Fj)α.
It remains to show that depth I((φj)α) ≥ j. Let φj be given by a matrixAj . Let a1, . . . , as
be the d×d-minors of Aj , d = rankφj. We may write aj = fj/gj with fj , gj ∈ R, gj 6∈ P.
Then I((φj)α) = ((a1)α, . . . , (as)α) = ((f1)α, . . . , (fs)α)Sα. Let I be the ideal of R
generated by the elements f1, . . . , fs. Then Iα = ((f1)α, . . . , (fs)α) by [NT, Corollary
3.3]. Therefore, I((φj)α) = IαSα. By Lemma 1.1, ht IαSα = ht IS. Note that IS = I(φj).
Then, since S and Sα are Cohen-Macaulay rings,
depth I((φj)α) = ht I((φj)α) = ht IαSα = ht I(φj) = depth I(φj) ≥ j. 
Now we can proceed as in [NT] to establish basic properties of specializations of
S-modules.
Theorem 2.2. Let 0 −→ L −→ M −→ N −→ 0 be an exact sequence of finitely
generated S-modules. Then 0 −→ Lα −→Mα −→ Nα −→ 0 is exact for almost all α.
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Proof. See the proof of [NT, Theorem 2.4]. 
Let L be a finitely generated S-module and M an arbitrary submodule of L. We can
consider Mα as a submodule of Lα. Indeed, the map Mα −→ Lα is injective by Theorem
2.2. This map is canonical because different specializations Mα, M
′
α of M have the
same image in Lα. That follows from the commutative diagram
Mα
ց
(idM)α ≀‖ Lα.
ր
M ′α
Unless otherwise specified, we will always identify Mα with a submodule of Lα. In
particular, the specialization aα of any ideal a of S can be identified with an ideal of Sα.
Lemma 2.3. Let M,N be submodules of a finitely generated S-module L. For almost
all α, there are canonical isomorphisms:
(L/M)α ∼= Lα/Mα,
(M ∩N)α ∼= Mα ∩Nα,
(M +N)α ∼= Mα +Nα.
Proof. See the proof of [NT, Theorem 3.2]. 
Lemma 2.4. Let L = Se1 + · · · + Ses be an S-module. For almost all α, there exist
elements (e1)α, · · · , (es)α ∈ Lα such that (Sej)α = Sα(ej)α, j = 1, · · · , s, and
Lα = Sα(e1)α + · · ·+ Sα(es)α.
In particular, if a1, . . . , as are elements of S and a = (a1, . . . , as), then
aα = ((a1)α, . . . , (as)α).
Proof. For the first statement see the proof of [NT, Corollary 3.3]. For the second
statement we only need to consider the case a = a1S is a principal ideal. Write a1 = f/g
with f, g ∈ R. Then a = fS. Note that (fR)α = fαRα. Then, using Corollary 1.6 we
obtain aα = (fS)α = fαSα = (a1)αSα. 
Lemma 2.5. Let L be a finitely generated S-module and a an ideal of S. For almost
all α we have
(0 :L a)α ∼= 0 :Lα aα,
(aL)α ∼= aαLα.
Proof. See the proof [NT, Proposition 3.6]. 
Theorem 2.6. Let L be a finitely generated S-module. Then, for almost all α,
(i) AnnLα = (AnnL)α,
(ii) dimLα = dimL.
Proof. See the proof [NT, Theorem 3.4]. 
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Corollary 2.7. Let a ⊇ b be arbitrary ideals of S. For almost all α,
ht aα/bα = ht a/b.
Proof. Let a = q1 ∩ . . . ∩ qs be a primary decomposition of a. By Lemma 2.3, aα =
(q1)α ∩ . . . ∩ (qs)α. Hence we only need to consider the case a is a primary ideal. Let
p denote the associated prime ideal of a. Then aα and pα share the same radical.
Hence ht aα/bα = ht pα/bα. Now we will show that ht pα/bα = ht a/b. Let ℘
′ be an
arbitrary associated prime of pα. By Proposition 1.6 we may consider S℘′ and bαS℘′ as
specialisations of Sp and bSp with repspect to α. By Lemma 2.3, (Sp/bSp)α = S℘′/bαS℘′ .
Thus, using Theorem 2.6 (ii) we get
ht℘′α/bα = dimS℘′/bαS℘′ = dimSp/bSp = ht p/b = ht a/b.
Hence ht pα/bα = ht a/b. 
Proposition 2.8. Let L be a S-module of finite length. Then Lα is a Sα-module of
finite length for almost all α. Moreover, ℓ(Lα) = ℓ(L) if k is a perfect field.
Proof. The first statement follows from the fact that dimLα = dimL = 0. To prove
the second statement we apply Theorem 2.2 to a composition series of L in order to
restrict to the case ℓ(L) = 1. Then L ∼= S/PS. By Corollary 1.6 and Lemma 2.3, Lα ∼=
(S/PS)α = Sα/PαSα. If k is a perfect field, every extension of k is separable. Thus, Pα
is a radical ideal by [Kr2, Satz 14]. So PαSα = ℘Sα. Hence ℓ(Lα) = ℓ(Sα/℘Sα) = 1. 
3. Preservations of homological properties
This section concerns homological properties which are preserved by specializations.
Theorem 3.1. Let L be a finitely generated S-module. For almost all α,
(i) proj. dimLα = proj. dimL,
(ii) depthLα = depthL.
Proof. Let F• : 0 −→ Fℓ φℓ−→ Fℓ−1 −→ · · · −→ F1 φ1−→ F0 −→ L be a minimal free
resolution of L. Let φt be given by the matrix At = (atij) with respect to fixed bases of
F0, . . . , Fℓ, t = 1, . . . , ℓ. Since F• is minimal, atij ∈ PS. By Lemma 2.1, the complex
(F•)α : 0 −→ (Fℓ)α (φℓ)α−→ (Fℓ−1)α −→ · · · −→ (F1)α (φ1)α−→ (F0)α −→ Lα
is a free resolution of Lα. Since (At)α = ((atij)α) is the representing matrix of (φt)α
and since (atij)α ∈ PαSα = ℘Sα, the free resolution (F•)α of Lα is minimal. Hence
proj. dimLα = proj. dimL.
Since S and Sα are Cohen-Macaulay rings, depthSα = ht℘ = htP = depthS by
Lemma 1.1. By Auslander-Buchsbaum formula [E, Theorem 19.9] we have
depthLα = depthSα − proj. dimLα = depthS − proj. dimL = depthL. 
Corollary 3.2. Let L be a finitely generated S-module. If L is a Cohen-Macaulay
S-module, then Lα is also a Cohen-Macaulay Sα-module for almost all α.
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Proof. By Theorem 2.6 (ii) and Theorem 3.1 (ii) we have
depthLα = depthL = dimL = dimLα. 
Similarly as in [NT] we can use Theorem 2.2 to show that specializations commute
with the Tor and the Ext functors.
Proposition 3.3. Let L and M be finitely generated S-modules. For almost all α,
ExtiSα(Lα,Mα)
∼= ExtiS(L,M)α, i ≥ 0,
TorSαi (Lα,Mα)
∼= TorSi (L,M)α, i ≥ 0.
Proof. See the proofs of [NT, Theorem 4.2 and Theorem 4.3]. 
Corollary 3.4. Let L be a finitely generated S-module and a an ideal of S. For almost
all α,
(i) grade(aα, Lα) = grade(a, L),
(ii) gradeLα = gradeL.
Proof. See the proof of [NT, Corollary 4.4]. 
Let m and n denote the maximal ideals PS of S and ℘Sα of Sα. Let H
i
m
(L) and
H i
n
(Lα) denote the ith local cohomology module of L and Lα with respect to m and n.
Put t = dimS. By the local duality theorem of Grothendieck we have
H i
m
(L) ∼= Extt−iS (L, S)∗,
ExtiS(L, S)
∼= H t−im (L)∗,
where ∗ denotes the Matlis duality (see e.g. [BH, Section 3.2]). Thus, in order to study
H i
m
(L) we may pass to Extt−iS (L, S).
First we will study the specializations of annihilators ofH i
m
(L), which carry important
information on the struture of L [Fa], [Sc].
Lemma 3.5. Let L be a finitely generated S-module. For almost all α,
AnnH i
n
(Lα) = (AnnH
i
m
(L))α, i ≥ 0.
Proof. By local duality we have
AnnH i
m
(L) = AnnExtt−iS (L, S)
AnnH i
n
(Lα) = AnnExt
t−i
Sα
(Lα, Sα).
Applying Proposition 3.3 and Theorem 2.6 (i) we obtain
AnnExtt−iSα (Lα, Sα) = AnnExt
t−i
S (L, S)α = (AnnExt
t−i
S (L, S))α.
Hence AnnH in(Lα) = (AnnH
i
m(L))α, i ≥ 0. 
Recall that a finitely generated module L is said to be a generalized Cohen-Macaulay
module if ℓ(H i
m
(L)) <∞ for all i = 0, . . . , dimL− 1 (see e.g. [T3]).
Theorem 3.6. Let L be a generalized Cohen-Macaulay S-module. Then Lα is also a
generalized Cohen-Macaulay Sα-module for almost all α. Moreover, if k is a perfect field,
ℓ(H i
n
(Lα)) = ℓ(H
i
m
(L)), i = 0, . . . , dimL− 1.
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Proof. Let d = dimL. By Theorem 2.6 (ii), dimLα = d. For i = 0, . . . , d − 1, H im(L)
is annihilated by some power of m. Hence H i
n
(Lα) is annihilated by some power of
n by Lemma 3.5. By local duality, Extt−iSα (Lα, Sα) is annihilated by some power of
n, too. Since Extt−iSα (Lα, Sα) is a finitely generated Sα-module, Ext
t−i
Sα
(Lα, Sα) has fi-
nite length. By [BH, Proposition 3.2.12], ℓ(H i
n
(Lα)) = ℓ(Ext
t−i
Sα
(Lα, Sα)) < ∞ for
i = 0, . . . , d−1. Hence Lα is a generalized Cohen-Macaulay Sα-module. By Proposition
3.3, Extt−iSα (Lα, Sα)
∼= Extt−iS (L, S)α. If k is a perfect field, we may apply Proposition 2.8
to obtain
ℓ(H i
n
(Lα)) = ℓ(Ext
t−i
S (L, S)α) = ℓ(Ext
t−i
S (L, S)) = ℓ(H
i
m
(L)). 
The structure of a generalized Cohen-Macaulay module is best described by standard
systems of parameters [T3]. Recall that a system of parameters a1, . . . , ad of L is
standard if (a1, . . . , ad)H
i
m
(L/(a1, . . . , aj)L) = 0 for all non-negative integers i, j with
i+ j < d. It may be also characterized by the property that an11 , . . . , a
nd
d is a d-sequence
for all positive numbers n1, . . . , nd and for any permutation of a1, . . . , ad. An m-primary
ideal a of S is called a standard ideal for L if every system of parameters of L contained
in a is standard. In particular, L is a Buchsbaum module if and only if the maximal
ideal m is a standard ideal for L.
Theorem 3.7. Let L be a finitely generated S-module and a a standard ideal for L.
Then aα is a standard ideal for Lα for almost all α.
Proof. Let B be an L-base for a, that is a generating set for a such that every family
of d elements of B is a system of parameters of L, where d = dimL. It is known that
a is a standard ideal for L if and only if every family a1, . . . , ad of elements of B is a
standard system of parameters of L [T3, Proposition 3.2]. Let Bα denote the set of the
specialized elements of B in Sα. By Lemma 2.4, Bα is a generating set for aα. By Lemma
2.4 and Lemma 2.5 we have
Lα/((a1)α, . . . , (aj)α)Lα = Lα/((a1, . . . , aj)L)α = (L/(a1, . . . , aj)L)α
for j = 1, . . . , d. By Theorem 2.6 (ii), dimLα = d and dimLα/((a1)α, . . . , (ad)α)Lα =
dimL/(a1, . . . , ad)L = 0. Hence (a1)α, . . . , (ad)α is also a system of parameters of Lα.
Thus, Bα is an Lα-base for aα. By Lemma 3.5,
AnnH i
n
(Lα/((a1)α, . . . , (aj)α)Lα) = (AnnH
i
m
(L/(a1, . . . , aj)L))α
for i ≥ 0. If i+ j < d, we have (a1, . . . , ad) ⊆ AnnH im(L/(a1, . . . , aj)L). Hence
((a1)α, . . . , (ad)α)H
i
n
(Lα/((a1)α, . . . , (aj)α)Lα) = 0.
Thus, every family of d elements in Bα is a standard system of parameters of Lα. By
[T3, Proposition 3.2] we can conclude that aα is a standard ideal for Lα. 
Corollary 3.8. Let L be a Buchsbaum S-module. Then Lα is a Buchsbaum Sα-module
for almost all α if k is a perfect field.
Proof. Using Proposition 2.8 we can see that mα = n is the maximal ideal of Sα. Since
m is a standard ideal for L, mα is a standard ideal for Lα by Theorem 3.7. Hence Lα is
a Buchsbaum module. 
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4. Specialization of factor rings of RP
The aim of this section is to study properties of the factor ring Sα/aα, where a is an
arbitrary ideal of S = RP . For those properties which can be defined for modules we
refer to Section 2 and Section 3. Note that Sα/aα = (S/a)α by Lemma 2.3.
Following [Kr2] we call an ideal a of S an absolutely prime ideal if the extension of a
in S ⊗k(u) k(u) is a prime ideal, where k(u) denote the algebraic closure of k(u).
Proposition 4.1. Let a be an absolutely prime ideal of S. Then aα is a prime ideal for
almost all α.
Proof. Let I be the prime ideal of R such that a = IS. Then the extension of I in
k(u)[X ] is also a prime ideal. By [Kr2, Satz 16], Iα is a prime ideal. But aα = IαSα by
Corollary 1.6. Hence aα is a prime ideal of Sα. 
Proposition 4.2. Let a be an ideal of S such that S/a is a Gorenstein ring. Then
Sα/aα is a Gorenstein ring for almost all α.
Proof. Let r = ht a. By [BH, Theorem 3.3.7], S/a is a Gorenstein ring if and only if S/a
is a Cohen-Macaulay ring and ExtrS(S/a, S)
∼= S/a. By Corollary 2.7, ht aα = r. By
Corollary 3.2, Sα/aα is a Cohen-Macaulay ring. By Proposition 3.3,
ExtrSα(Sα/aα, Sα)
∼= ExtrS(S/a, S)α ∼= (S/a)α ∼= Sα/aα.
Hence Sα/aα is a Gorenstein ring. 
Now we will show that specializations preserve the non-Cohen-Macaulay locus and
the singular locus. For convenience we denote these locus by NCM and Sing, respectively.
Moreover, for any ideal I, we denote by V (I) the set of prime ideals which contain I.
Lemma 4.3. Let a be an arbitrary ideal of S. There is an ideal b ⊇ a with NCM(S/a) =
V (b) such that for almost all α,
NCM(Sα/aα) = V (bα).
Proof. Let d = dimS/a and ai = AnnH
i
m
(S/a). Then dimSα/aα = dimS/a = d and
(ai)α = (AnnH
i
m
(S/a))α = AnnH
i
n
((S/a)α) = AnnH
i
n
(Sα/aα)
by Lemma 3.5. Put b =
∏d
i=1
∏
j>i(ai+ aj). Then NCM(S/a) = V (b) by [Sc, Korollar 6].
By Lemma 2.3 and Lemma 2.5 we have
bα =
d∏
i=1
∏
j>i
(ai + aj)α =
d∏
i=1
∏
j>i
(
(ai)α + (aj)α
)
.
Hence NCM(Sα/aα) = V (bα). 
Lemma 4.4. Let k be a field of characteristic zero. Let I be an ideal of R. There is an
ideal J ⊇ I with Sing(R/I) = V (J) such that for almost all α,
Sing(Rα/Iα) = V (Jα).
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Proof. We begin with some observation on the singular locus of R/I. Let r = ht I and A
a Jacobian matrix of I. Let J1 denote the ideal generated by the r× r minors of A. Let
Q ⊇ I be a prime ideal such that (R/I)Q is not regular. If ht IRQ = r, Q ∈ V (J1). If
ht IRQ > r, Q does not contain any associated prime ideal of I of height r. Let Ir denote
the intersection of the associated prime ideals of I of height r. Let I ′ = ∪t≥1I : I tr. Then
I ′RQ = IRQ. Hence Q ∈ Sing(R/I ′). So we obtain
Sing(R/I) = V (J1) ∪ Sing(R/I ′).
Note that ht I ′ > r because I ′ is the intersection of all primaty components of I whose
associated primes do not contain Ir.
By [T2, Lemma 1.1], ht Iα = r. By Lemma 2.4, every generating set of an ideal of R
specialize to a set of generators of the specialized ideal. Hence Aα is a Jacobian matrix
of Iα and (J1)α is the ideal generated by the r × r minors of Aα. Let P1, . . . , Ps be the
associated prime ideals of I of height r. We have (Ir)α = (P1)α ∩ . . .∩ (Ps)α by Lemma
2.3. By [Kr2, Satz 14] and [Se, Appendix, Theorem 7], each (Pj)α is the intersection
of prime ideals of height r. Hence these prime ideals are associated prime ideals of Iα.
On the other hand, since I ′ = I : I tr for t large enough, we have I
′
α = ∪t≥1(I : I tr)α =
∪t≥1Iα : (Ir)tα by Lemma 2.5. Therefore, I ′α is the intersection of all primary components
of Iα which do not contain (Ir)α. But ht I
′
α = ht I
′ > r by [T2, Lemma 1.1]. Thus, every
associated prime ideal of Iα of height r must contain (Ir)α. So (Ir)α is the intersection
of the associated prime ideals of Iα of height r. Similarly as above, we can show that
Sing(Rα/Iα) = V ((J1)α) ∪ Sing(Rα/I ′α).
Now, using backward induction on r we may assume that there is an ideal J2 ⊇ I ′
such that Sing(R/I ′) = V (J2) and Sing(Rα/I
′
α) = V ((J2)α). Summing up we obtain
Sing(R/I) = V (J1) ∩ V (J2) = V (J1 + J2),
Sing(Rα/Iα) = V ((J1)α) ∩ V ((J2)α) = V ((J1 + J2)α). 
Let t ≥ 0 be a fixed integer. A ring A is said to satisfy the Serre’s condition (St) if
depthAp ≥ min{dimAp, t} for any prime ideal p or the Serre’s condition (Rt) if Ap is
regular for any prime ideal p with ht p ≤ t.
Theorem 4.5. Let k be a field of characteristic zero. Let a be an ideal of S. Assume
that S/a satifies one of the following properties:
(i) (St),
(ii) (Rt),
(iii) S/a is reduced,
(iv) S/a is normal,
(v) S/a is regular.
Then Sα/aα has the same property for almost all α.
Proof. Let b be an ideal of S such that NCM(S/a) = V (b) and NCM(Sα/aα) = V (bα)
as in Lemma 4.3. Let p ⊇ b be an arbitrary primde ideal of S. Then depth(S/a)p <
dim(S/a)p. If S/a satisfies (St), then depth(S/a)p ≥ t. Hence grade(b/a) ≥ t [BH,
Proposition 1.2.10]. By Corollary 3.4, grade(bα/aα) ≥ t. Hence Sα/aα satisfies (St).
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Similarly, using Lemma 4.4 we can find an ideal c in S such that Sing(S/a) = V (c)
and Sing(Sα/aα) = V (cα). If S/a satisfies (Rt), then ht c/a > t. By Corollary 2.7,
ht cα/aα > t. Hence Sα/aα satisfies (Rt).
The statement on the reduced property (normality) follows from the fact that a ring
is reduced (normal) if and only if it satisfies (S1) and (R0) ((S2) and (R1)). Finally, if
S/a is regular, then S/a satisfies (Rd), d = dimS/a. Hence Sα/aα also satisfies (Rd).
Since dimSα/aα = d by Theorem 2.6 (ii), this implies that Sα/aα is regular. 
Remark. One can apply the above results to study hypersurface sections. Indeed,
that amounts to study rings of the form k[X ]/(I, fα), where I is an ideal of k[X ] and
fα = α1f1 + · · · + αmfm with given α1, . . . , αm ∈ k and f1, . . . , fm ∈ k[X ]. These
rings are specializations of the ring k(u)[X ]/(I, f), where u = (u1, . . . , um) is a family
of indeterminates and f = u1f1 + · · ·+ unfn. Now we only need to find conditions on I
which allows a given property to be transferred from I to (I, f) (see [H], [T1]) and to
check whether this property is preserved by specializations. By this way we can reprove
Bertini theorems from [Fl].
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