The operator splitting method in combination with finite differences has been shown to be an efficient approach for pricing American options numerically. Here, the operator splitting formulation is extended to the radial basis function partition of unity method. An approach that has previously often been used together with radial basis function methods to deal with the free boundary arising in American option pricing is to solve a penalised version of the Black-Scholes equation. It is shown that the operator splitting technique outperforms the penalty approach when used with the radial basis function partition of unity method. Numerical experiments are performed for one, two and three underlying assets. The advantage of the operator splitting technique grows with the number of dimensions.
Introduction
The Benchmark Project in Option Pricing (BENCHOP) [20] was recently launched. In this project established methods for option pricing were tested and compared on different benchmark problems. The metric of the comparison was the time to achieve a relative error tolerance of 10 −4 .
This work is inspired by the BENCHOP project, where among other methods, the radial basis function partition of unity method (RBF-PUM) was tested. For many of the benchmark problems RBF-PUM was competitive with finite difference (FD) methods, but for the American option problems it performed significantly worse. In the project RBF-PUM employed the penalty method [13] for handling the free exercise boundary, while the FD methods used the operator splitting (OS) formulation [9] .
The penalty approach allows one to remove the early exercise boundary and solve the problem on a fixed domain by adding a (usually non-linear) penalty function, whose size is adjusted by a penalty parameter e. A property of this approach is that the error introduced by the penalty is proportional to the penalty parameter size. In order to avoid solving a non-linear problem in the BENCHOP we used an implicit-explicit numerical scheme, where the penalty function was explicitly treated. This type of scheme was proposed in [13] stating that the condition imposed by the explicit treatment of the penalty would be rather mild. Nevertheless, the time step is strongly dependent on and proportional to the penalty parameter size. Thus, to reach the given tolerance (10 −4 ) we had to use a very small penalty parameter, which imposed a severe condition on the time step size to maintain stability. This resulted in long execution times.
The operator splitting approach works on the linear complementarity problem (LCP), where a fully implicit scheme can be easily applied. Consequently, it does not enforce any constraint on the time step size. We believe that the use of the OS technique made all FD methods noticeably faster than RBF-PUM for the American option pricing problem.
Thus, the primary goal of this work is to extend the operator splitting approach to RBF-PUM, which to the author's knowledge has not yet been done. Then, we compare the results of the new method to those obtained by the penalty approach in the BENCHOP project. Furthermore, for the penalty approach we also implement a fully implicit scheme as well as a fully explicit scheme to compare against the previously implemented implicit-explicit scheme. In the fully implicit case, we employ Newton's method to handle the non-linearity. It turns out that Newton's method on average requires only a few iterations to converge, regardless of the problem's dimension. This provides an overall efficient scheme.
The layout of this paper is structured as follows. In Sect. 2, we introduce the BlackScholes equation for the American multi-asset put option. In Sect. 3, we discuss the operator splitting method and the penalty method for American options. In Sect. 4 , we give an overview of RBF-PUM, set up the discrete formulation and briefly discuss implementation details. In Sect. 5, we test the three penalty schemes and the operator splitting scheme for the one-dimensional case, and then we proceed to higher dimensional cases with the best candidates. In Sect. 6, we give some conclusions.
The Black-Scholes equation
Under the Black-Scholes market assumptions [1] we consider the d-dimensional Black-Scholes equation, whose solution defines the price of an American put option written on d assets
where V is the value of the option, x = (x 1 , . . . , x d ) defines the spot prices of the d underlying assets, d is the number of assets in the portfolio, σ i is the volatility of asset i, ρ i j is the correlation between assets i and j, r is the risk-free interest rate, t is the backward time, i.e., time to maturity, and T is the maturity time of the option. Dividends could also be taken into account, but since we consider only American put options, the dividends are not necessary to allow for the possibility of early exercise, as for example in the case of call options (for more details see [8] ). The domain Ω is a subdomain of R d + , which falls inside the early exercise boundary Γ (x, t). The payoff function for the put option is given by:
where K is the strike price and θ i is the weight of the i-th asset in the portfolio. The payoff used defines the option value at the time of maturity. Since the problem is stated in backward time, the payoff provides the initial condition for Eq. (2.1)
In addition, Eq. (2.1) is subject to the following boundary condition at the near-field boundary 5) and at the free boundary
Outside the free boundary the solution is given by V (x, t) = Φ(x).
Remark 2.1
The near-field boundary can be represented by the point x = 0. At the boundaries ν i = {x | x ∈ Ω, x = 0, x i = 0}, the spatial operator (2.2) is degenerate and reduces to a (d − 1)-dimensional operator. Fichera [4] derived general conditions for when to impose boundary conditions for parabolic PDEs with degenerate diffusion operators. In the case of the Black-Scholes operator, boundary conditions should not be imposed at ν i unless required for numerical purposes.
The problem (2.1)-(2.7) can also be reformulated as a linear complementarity problem
The formulations (2.1)-(2.7) and (2.8)-(2.10) are equivalent and have the same solution.
Methodology
In this section we introduce two approaches for solving the Black-Scholes equation for multi-asset American put options.
The penalty method
We use the type of penalty function for American put options that was introduced by Nielsen et al. [13] and has been used later by several authors together with finite differences [14] as well as radial basis functions [3, 17, 18] . The penalty function is given by
where e is a penalty parameter, which has to be chosen sufficiently small, and q(x) is a barrier function equal to the non-zero part of the payoff,
The form of the penalty term has also been generalised for application to American call options in [18] . Adding the penalty term to the Black-Scholes equation allows us to convert the free boundary problem to a fixed domain problem. The error introduced by the penalty is expected to be O(e). This was discussed in [13] for finite difference methods, and also experimentally shown for RBF methods in [18] , although the analytically derived bound in the same work was O(e 1/2 ). The modified equation takes the form
Equation (3.3) is defined over the entire R d + , but to enable numerical simulations we use a truncated domainΩ, which is truncated at x i = x ∞ in each direction. We impose the following boundary conditions
where
. . , d} is called the far-field boundary. The initial condition becomes
A typical choice for x ∞ falls between 2d K and 4d K , depending on the problem parameters, where d is the problem dimension and K is the strike price.
The operator splitting method
In contrast to the penalty approach, the operator splitting method [9] deals with the Black-Scholes equation in the linear complementarity form (2.8)-(2.10). The main idea of this method is to split the time integration step into two fractional steps, where the partial differential equation is integrated together with an auxiliary variable λ in the first step, and then the solution and λ are updated to fulfill the American option constraint in the second step. Such a splitting scheme introduces an error, which turns out to be sufficiently small to not influence the order of the time integration scheme [10] . It is also possible in each time step to ignore the free boundary and then apply the American constraint explicitly [7] , but this approach reduces the order of the time integration, while the splitting method uses the auxiliary variable λ to improve the accuracy. More details about the operator splitting method for pricing American options can be found in [10] and references therein.
In the splitting based approach the original linear complementarity problem (2.8)-(2.10) is reformulated to account for the auxiliary variable λ as
11) 
Time discretisation and space approximation
The space approximation is performed by the radial basis function partition of unity method. This is a localised modification of the global RBF method, where local approximants are constructed in overlapping subdomains
, which form an open cover of the entire computational domainΩ. The local approximants are combined by the partition of unity functions
into a global approximation function. The locality of the partition of unity technique allows for a significant reduction of the computational effort compared with the global method. We divide our computational domain into M overlapping spherical patches
with radii R i and N i computational nodes in each. Thus, in every patch we can construct a local time-dependent RBF approximation over the nodes
where φ j (x) is a radial basis function centered at node x j , α i j (t) are coefficients to be determined and ε is the shape parameter, which defines the width of the basis functions. Common choices of basis functions can be found in Table 1 .
The local approximants are combined into the global approximant by
where w i is a partition of unity function compactly supported on Ω i and satisfying the property
The partition of unity can be constructed by Shepard's method [19] 
For a more detailed discussion on radial basis function partition of unity methods see [18] .
The penalty method
The total number of node points in the entireΩ is 
By evaluating (4.2) at the node points, we get
where the global coefficient matrix A consists of elements a jk
and has a nearly block-diagonal structure, where the i-th block corresponds to the i-th patch. The blocks overlap due to the overlapping structure of the open cover
where the matrix L consists of elements
Note that A −1 exists, because for standard choices of basis functions A is non-singular. For time marching we select the unconditionally stable second order backward differentiation formula (BDF-2) [6, p. 401]. The BDF-2 scheme involves three time levels. To initiate the method, often the BDF-1 scheme (Euler backward) is used for the first time step. Therefore two different matrices need to be factorised. In order to avoid this we use the BDF-2 scheme as described in [11] .
We split the time interval
where E is an identity matrix of the proper size and
and ω n = k n /k n−1 , n = 2, . . . , N t . In [11] it is shown how the time steps can be chosen in such a way that β n 0 ≡ β 0 . Then the coefficient matrix is the same in all time steps and only one matrix factorisation is needed.
For the boundary node points we enforce the following condition
and
This leads to a linear system, which needs to be solved at each time step
In short notations we write it as
Note that to avoid solving a non-linear system the penalty term is treated explicitly here. It imposes some condition on the time step size. Nielsen shows [13] that in case of finite differences for put options the condition is 18) where e is the penalty parameter, r is the risk-free interest rate, K is the strike price and in our case Δt = max{k n } N t n=1 . Experiments for RBFs seem to give nearly the same bound [18] .
We also implement an entirely implicit BDF-2 scheme, where the penalty is defined at the new time level. In this case instead of the linear system (4.15) we obtain the following non-linear system
where 20) and f n B remains as in (4.13). In order to solve the arising non-linear system we employ the Newton method.
To complete the picture we also consider a second-order explicit scheme. For this purpose we select Heun's scheme. This results in the following linear system
where w n is an auxiliary variable, f n B as in (4.13), and
Apart from the constraint on the time step size enforced by the penalty, there will be an additional constraint that comes from the explicit time discretisation. A test of the above three schemes will tell us which method is better suited for the penalised Black-Scholes equation. The point of view, which has been common in the literature, is that the semi-implicit scheme is an optimal choice, because it exempts us from solving a non-linear system, while the enforced condition on the time step is not as severe as it could be if one used an entirely explicit discretisation scheme.
We will see that it turns out that the implicit penalty method is the most efficient out of the three modifications. Therefore we decide to present an algorithm only for the implicit version of the penalty method (see Algorithm 1).
Algorithm 1 Evaluate an American option by the implicit penalty method
1: Initialise v = Φ and y = Φ 2: Set tolerance τ 3: for each time step from 2 to N t do 4:
while err ≥ τ do Newton iterations on the non-linear system (4.19) 5:
Evaluate the penalty function at y P = er K /(y + e − q) 6:
Define the Jacobian
Update y = v 9: end while 10: end for
The operator splitting method
As in the previous section we use collocation to determine the coefficients α i j (t) and the BDF-2 scheme for time evolution. The main steps of the discretisation for the operator splitting method can be repeated in the same manner as for the penalty method.
The operator splitting method has to be performed in two fractional steps at each time step. At the first fractional step the linear system is solved and then, at the second fractional step, the solution is corrected to satisfy the American option constraint V ≥ Φ and the auxiliary variable λ n is updated. As it was shown in [10] the order of the splitting is the same as the order of the time integration scheme, i.e., second order. The splitting does not reduce the order of accuracy since the American option constraint is treated in a separate fractional time step. Thus, the splitting scheme allows for performing the time integration without any essential loss of accuracy. Thereby, problem (3.7)-(3.12) in the discrete case the takes form
where n = 1, . . . , N t , B is the same matrix as in Eq. (4.17),
and g n B = f n B . The initial value for the auxiliary variable is λ 0 = 0. Below we present Algorithm 2 for the OS method for the American option problem, which highlights the main implementation steps. Solve forṽ from (4.27) using L and
Where the solution falls below the payoff, project it to the payoff v = Φ 8:
Update λ = λ 1 + (v −ṽ)/β 0 9: end for
Numerical experiments
In this section we compute American put option values V , and their first and second spatial derivatives, in financial terms known as the Greeks Δ and Γ , with the above mentioned methods. We evaluate option values and Greeks at three predefined asset values, which correspond to "in-the-money", "at-the-money" and "out-of-the-money" cases. All solutions for option prices are benchmarked against accurate reference solutions V r , which are obtained by Fourier methods. The relative deviation of the approximated values V from the reference values V r is restricted to be less than 10 −4 .
By practitioners, this precision is considered sufficient for financial purposes. Therefore, if the methods succeed in meeting this restriction, then the main criteria, which determines the advantage of one method over another, would be the shorter computational time.
In other words, all numerical experiments are performed with the aim to get the relative error δ below the tolerance 10 −4 in the shortest time, [12] in the single-asset case, and the COS method [16] in the double-asset case. For the RBF-PUM experiments we select the multiquadric basis function φ = √ 1 + ε 2 r 2 . The experiments are carried out on a machine with an Intel Core i7 processor, 2.3 GHz and 16 GB RAM. All codes are implemented serially in MATLAB R2014b.
To facilitate an easy reproduction of our results, we publish parameter values, that were used in the experiments, in Table 2 . Parameters for different methods within the same experiment may differ, because they are fine-tuned to give an accurate solution within "optimal" time.
Remark 5.1 We do not guarantee that the chosen parameters and domain sizes are the true optimal ones and nothing more optimal can be found. We use quotation marks to denote "minimal", "optimal", "shortest" in terms of what we could find within a reasonable amount of fine-tuning.
The non-uniform grid
In all our experiments we exploit the flexibility of RBF-PUM to easily handle nonuniform grids. The non-uniform grid that we used has grid points clustered around the strike price K . The node coordinates in each direction i are defined by
where ξ j ∈ [ξ * , ξ * ] are equidistant points, and l is the parameter that defines the amount of clustering. Requiring that the nodes x i, j should fall into the interval [0, x ∞ ] we can find ξ * and ξ * ξ * = sinh
3) Num parts
Pen param e = 10 −5 e = 10 −6
Num parts
PEX explicit penalty method, PIMEX implicit explicit (IMEX) penalty method, PIM implicit penalty method, OS operator splitting method
The amount of clustering l = 0.4 for all the experiments. We choose equal size partitions to enable the construction of a higher order approximant in the strike region, which is critical from the financial point of view.
In Fig. 1 we can see the non-uniform grid and partitioning that were used in the twodimensional experiments for the OS method. The use of the partition of unity technique allows for a significant sparsification of the linear system. For example, with 144 partitions only 5.6 % of the elements remain. For the numerical experiments we permute the matrix elements according to the sparse reverse Cuthill-McKee ordering [2] .
Remark 5.2
If a global RBF method were to be used then the system would be dense with all 100 % of the elements non-zero.
The single-asset case
We evaluate the solution at three points x = [90; 100; 110], which correspond to "inthe-money", "at-the-money" and "out-of-the-money" cases. The strike price K = 100, Fig. 1 Left The non-uniform grid with 5776 computational nodes (76 per dimension) that was used in the two-dimensional OS experiments. The partition of unity is performed using 144 circular patches of equal size. Right The RBF-PUM coefficient matrix that was obtained on this grid. It contains only 5.6 % non-zero elements The grid sizes and the execution times for the operator splitting method and for the three versions of the penalty method are also presented a Reference solution the volatility σ = 0.15, the risk-free interest rate r = 0.03, and the time of maturity T = 1 year. The first column of Table 3 contains names of the methods that were used. The FGL (Fourier-Gauss-Laguerre) method [12] is the reference solution. The second column displays the "minimal" grid size that allows to get the relative error down to 10 −4 . The third column displays the execution times of the four methods in seconds, and the last three columns show the reference option values for the indicated spot prices, and the relative differences (V − V r )/V r of the numerical solutions from the reference.
We can see that among the penalty methods the implicit version is preferable. Its run time is at least 13 times shorter than any of the other versions. A key factor that makes PIM faster than PEX and PIMEX is that it requires fewer grid points and time steps to achieve the given tolerance. This is a consequence of the implicit interpretation of the penalty function, which allows one to remove any dependence of the time step on the penalty parameter. Furthermore, for PIM only a few Newton iterations per time step are needed and the overall computational time is not severely affected.
Remark 5.3
It is worthwhile to notice that the number of grid points is different for the three penalty implementations. This is mostly due to the size of the penalty parameter combined with the focus on the time efficiency of each implementation. Let us consider PIM. This method has no constraint on the time step implied by the penalty size. Therefore we can select e = 10 −5 , that is, the error introduced by the penalty approach will be an order of magnitude lower than the required tolerance. It simply means that we need 74 space nodes and 75 time step to have an accurate approximation. On the other hand, the efficiency of the PIMEX implementation suffers from the penalty parameter size. The smaller the parameter the smaller time steps we have to take. In the experiment for PIMEX we used e = 10 −4 and it led to 6500 time steps and 604 space points to suppress the error introduced by the penalty, which roughly of the same size as the tolerance. If in this case we chose e = 10 −5 we would need around 74 space points (as in the PIM case), but then the constraint on the time step size would become even more severe and we would require around 150,000 steps. This would negatively affect the overall computational time. A similar argument applies to the PEX case.
However, the operator splitting method performs 1.5 times faster than the fastest of the penalty modifications. If RBF-PUM had employed the operator splitting method, instead of the IMEX penalty method, in the BENCHOP project, it would have been significantly more competitive to finite difference methods.
The RBF-PUM IMEX penalty implementation is the same one as was used for the American put option in the BENCHOP project [20] , where it was compared with the FD operator splitting method within the same scope on the same machine (let us call it "the cluster"). The run time on "the cluster" for the RBF-PUM IMEX penalty method was 3.6 s and for the FD OS method it was on average (out of three different modifications) 0.059 s. On the machine which is used for the current experiments (let us call it "the laptop") the run time for the RBF-PUM IMEX penalty method is 0.4977 s. That is, "the laptop" is about seven times faster than "the cluster". The number seven was also verified by running other codes, which are available on the BENCHOP project website, on "the laptop" and comparing the obtained run times with the values presented in the BENCHOP paper. Thus, using the transitive relation we can conclude that the RBF-PUM OS implementation, which takes 0.0249 s on "the laptop", would be seven times slower on "the cluster" and, therefore, take 0.1743 s. If we compare this number with the FD OS method, it will be just three times slower, instead of 60 times slower as with the RBF-PUM IMEX method. But even this three times difference will be diminished in higher dimensions, because already for two-dimensional problems RBF-PUM performed better than any of the FD methods [20] . Figure 2 displays the error profiles for the given four methods. We can see that towards the boundaries the errors are increasing. This is caused by the use of the adapted grid in combination with equal size partitions. The outer partitions contain fewer computational nodes, consequently the local approximants are less accurate.
Remark 5.4
Note that the OS error vanishes to the left of the free boundary, since the solution in that part of the domain is set to be equal to the payoff. The same behaviour The grid sizes and the execution times for the operator splitting method and for the implicit penalty method are also presented a Reference solution can be observed in the other error plots for the OS method. In the case of the penalty methods, the penalised Black-Scholes equation has to be solved in the entire domain leading to a nonzero error to the left of the free boundary.
The double-asset case
Similarly, we evaluate the solution at three points x = [90, 100; 100, 100; 100, 110], which correspond to "in-the-money", "at-the-money" and "out-of-the-money" cases.
The notation x = [90, 100] denotes that the value of the first asset x 1 = 90 and the value of the second asset x 2 = 100. The strike price K = 100, the volatility σ 1 = σ 2 = 0.15, the correlation between the assets ρ = 0.5, the risk-free interest rate r = 0.03, and the time of maturity T = 1 year. For the two-dimensional experiments we keep only one version of the penalty method-the implicit version-because it performed better for the one-dimensional problem. In Table 4 , we can see the reference option values obtained by the COS method [16] (based on a cosine expansion) and the relative difference (V − V r )/V r between the approximated values and the reference values, together with the "minimal" grid sizes, which allow for getting the error down to 10 −4 at the three specified points, and the execution times in seconds. In this test, the advantage of the operator splitting method over the penalty method becomes even more evident. The OS method is four times more efficient than PIM.
In Fig. 3 we plot contours of the error in the option values in logarithmic scale. We see that the error is larger in the lower left and in the upper right corners. This depends on the lower accuracy of the local approximants in the partitions covering those areas, because they contain fewer computational node points. The OS error vanishes to the left of the free boundary.
The multi-asset case
We do not possess a reference solution for the three-dimensional problem, therefore we just display the price surface of an American option written on three assets (see Fig. 4 ), and option values at three points x = [90, 100, 90; 100, 100, 100; 110, 100, 110], that correspond to 'in-the-money", "at-the-money" and "out-of-the-money" cases (see Table 5 ). The strike price K = 100, the volatility σ 1 = σ 2 = σ 3 = 0.15, the correlation between the assets ρ 12 = ρ 13 = ρ 23 = 0.5, the risk-free interest rate r = 0.03, and the time of maturity T = 1 year.
The calculations are only performed for the operator splitting method, because the execution time of the implicit penalty method becomes unreasonably long even with only a few grid nodes per dimension. Hence, it makes the use of the implicit penalty method computationally unfeasible, while the operator splitting method allows computations on moderately large numbers of grid nodes per dimension (≈40) within reasonable time. Based on the experience from the one-and two-dimensional problems, this number of nodes would allow for calculating the price up to the third decimal digit, i.e., sufficiently accurately.
Convergence
To validate that the methods are numerically well-behaved we study the error convergence of the OS and PIM methods in the one-and two-dimensional cases with respect to the number of grid points. In one case the error is taken as the maximum of the relative errors at the three points indicated above (see Fig. 5 centre) , in the other case the error is taken as the root mean square error over the cube [80, 120] d , which in our tests includes both the strike and the free boundary (see Fig. 5 left) . We also consider the execution time with respect to the number of computational nodes per dimension (see Fig. 5 right) . The shape parameter and the number of partitions are kept fixed (see Table 2 for the values) while the convergence is being tested. All the methods locally exhibit high algebraic convergence rates, when the error is measured at the three selected points, which is expected for RBF based methods [17] . However, a measurement at three points does not generate a norm, therefore we also look at the root mean square error over the region [80, 120] d . Since the solution of the American option pricing problem has a discontinuity of the second derivative at the free boundary position, optimal convergence rates of high order methods cannot be expected. If the problem was smooth, we could expect exponential convergence globally, but in our case V is only two times weakly differentiable, i.e., V ∈ W 2 p (Ω). Embedding theorems proven in [15] state
where h is a measure of the node distance, C is some constant, 1 ≤ p < ∞, 1 ≤ q ≤ ∞, and d is the dimension. Globally we measure the error in the L 2 -norm, therefore, the convergence can be at most of the order 2.5 for one-dimensional problems and at most of the order 3 for two-dimensional problems. However, for the one-dimensional case we observe a superconvergence for both solver strategies. In fact, if we recall Fig. 2 , we can notice that the errors at the "tail" [110, 120] are larger than in the rest of the domain due to the non-uniform grid. It turns out that the error at the "tail" dominates the error in the rest of the domain and, when refined, converges faster.
Since the "tail" belongs to the part of the domain where the Black-Scholes equation is solved and the solution does not experience discontinuities of the derivatives, a high convergence rate is possible. Figure 6 displays the convergence rates for the PIM and OS methods at the free boundary (although it is just one point in one-dimensional case) and over the "tail". We can see that at the free boundary the convergence, as expected, In blue the error measured at the free boundary point. In black the error measured over the "tail", region [110, 120] . Right The root mean square error convergence with respect to the number of points per dimension in logarithmic scale for PIM. In red the error measured at the free boundary point. In black the error measured over the "tail", region [110, 120] is about the order 2.5, while over the "tail" the convergence rate is significantly higher, and the "tail error" dominates the "free boundary error" for all grid sizes. For the twodimensional case the high local convergence rates drop down to expected values, when measured over the selected region. However, we observe some saturation at the error level about 7 · 10 −3 , which is caused by inaccurate local approximations in the farthest from the strike partitions. This error does not get properly resolved when refined. The implicit penalty method turns out to converge a little faster than the operator splitting method, although it is slower in terms of run time. The reason is that PIM performs Newton iterations to deal with the non-linearity in each time step. The execution time for both methods is almost independent of the number of points in the single-asset case, because the time spent on solving the system is negligible compared with the time for construction of local RBF matrices. In the double-asset case, solving the system of equations becomes the most time consuming operation, and we observe a nearly quadratic growth of the run time with the total number of grid points (4th order growth corresponding to √ N ) for both methods, which goes in line with the theory for sparse banded matrices. The total theoretical number of operations to solve the system in both cases would be O (N p 2 ) , where p is the band width of the matrix [5] . In our case the band width is roughly proportional to the square root of the total size, i.e., p 2 ∼ N . That is, the total cost would be proportional to O(N 2 ).
Greeks
The Greeks represent the sensitivities of the solution to the option pricing problem with respect to different variables and parameters. They are used in particular for hedging portfolios. In this section we examine the sensitivities Δ and Γ , which are defined as follows
In the case of RBF based methods, the Greeks can be evaluated directly from the solution to the Black-Scholes equation at a very small computational cost. However, we know that the American option price has a discontinuity in the second derivative at the free boundary. Hence, obtaining accurate results for the Greeks can be a challenge, especially calculations of the Γ . In Fig. 7 we plot the absolute errors in the Δ and Γ sensitivities for the singleasset American options obtained by the OS and PIM implementations. The reference solution is obtained by the FGL method. Both methods give quite accurate solutions, although, as expected, there is some increase in the error towards the free boundary location due to the discontinuity of the second derivative of the option price. Values of the Greeks at the three selected points can be found in Table 6 . In Fig. 8 we plot the absolute errors in the Δ and Γ sensitivities for the doubleasset problem. The Greeks get reasonably resolved over the whole domain of interest, especially near the strike region for both evaluation methods. However, the precision near the optimal exercise boundary is poor due to the discontinuity in the second derivative. This part of the domain can be better resolved if required, but it will lead to an extra computational effort. Values of the Greeks at the three selected points can be found in Table 7 .
In summary, both solver strategies turn out to be equally good alternatives for computation of the primary sensitivities Δ and Γ . Since the Greeks are obtained at a low additional computational cost, the run times for obtaining the solution plus the Greeks will be similar to the values presented in Tables 3 and 4 . That is, the OS method will be significantly faster than PIM and should be preferred.
Conclusion
The operator splitting approach for pricing American options has been extended to the radial basis function partition of unity method. It has been shown suitable for multi-asset options. The penalty approach has been implemented in three versions: implicit, implicit-explicit and explicit. Previously the implicit-explicit formulation has been commonly used with radial basis functions [3, 17, 18] , because it allowed to avoid solving a non-linear problem, while enforcing a "rather mild" constraint on the time step size, which still led to unnecessary extra calculations in the time integration. This work shows that, if the partition of unity technique is employed, the implicit version should be preferred. The Newton method requires only a few iterations to converge regardless of the problem dimension. Thus, it allows to avoid restriction of the time step by the penalty size and preclude unnecessary calculations. The operator splitting method has been compared with its penalty counterparts, where we could observe a significant advantage of the OS method in terms of computational time. In three dimensions and higher, only the OS method is practically useful, because the execution times for the penalty methods become unreasonably long.
We have also studied the convergence of the OS and the PIM methods in one and two dimensions. The methods are consistent with the change of grid sizes and locally exhibit high algebraic convergence rates, that is characteristic for localised RBF methods. However, if the errors are measured over a region, which includes the optimal exercise boundary, then the convergence rates decrease due to an insufficient smoothness of the solution.
We can say that if RBF-PUM had been used in combination with the operator splitting approach in the BENCHOP project, the results of RBF-PUM would have been comparable to the FD methods. We also assume that it will be more beneficial to use the operator splitting method with RBF-PUM rather than with FD methods for pricing options written on several assets, because radial basis function methods are better suited for higher-dimensional problems, due to higher order accuracy and ease of implementation. It also has to be taken into account that the high order accuracy of RBF-PUM reduces the memory requirements in multiple dimensions, which is problematic for FD methods due to the curse of dimensionality.
Finally, we should mention that the Δ and Γ Greeks can be obtained by both PIM and OS implementations at an insignificant additional computational effort. Both solver strategies are equally successful in computing the Greeks. However, the OS method is faster and should be preferred over PIM. 
