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Abstract
We develop a model, in which Internet backbone providers decide on private
peering agreements, comparing the beneﬁts of private peering relative to being
connected only through National Access Points. Backbone providers compete
by setting capacities for their networks, capacities on the private peering links,
if they choose to peer privately, and access prices. The model is formulated
as a multistage game. We examine the model from two alternative modelling
perspectives - a purely non-cooperative game, where we solve for Subgame
Perfect Nash Equilibria through backward induction, and a network theoretic
perspective, where we examine pairwise stable and eﬃcient networks. While
there are a large number of Subgame Perfect Nash Equilibria, both the pairwise
stable and the eﬃc i e n tn e t w o r ka r eu n i q u ea n dt h es t a b l en e t w o r ki sn o te ﬃcient
and vice versa. The stable network is the complete network, where all the
backbone providers choose to peer with each other, while the eﬃcient network
is the one, where the backbone providers are connected to each other only
through the National Access Points.
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11 Introduction
The Internet started largely as a public sector endeavour, but subsequently became
increasingly commercialized. In 1995, the privatization of the Internet was complete
when the NSFNET was replaced by National Access Points (hereafter NAPs) and
four commercial backbones. Given the nature of very strong positive network exter-
nalities and the need for consumers to have access to all possible websites, sharing
of network infrastructure has become something of a necessity. Two main forms of
interconnection emerged - peering under which backbones carry each other’s traﬃc
without charging each other and transit under which the downstream provider pays
the upstream provider a certain settlement payment for carrying its traﬃc.
A large part of the recent literature on the economic aspects of the Internet has
been devoted to these arrangements. It is, for instance, well known that the Internet
usage is subject to the problem of the commons, making peering between providers
inviable (Little and Wright, 2000). Besides, when the Internet backbone providers
engage in private peering they have to make large investments in the ﬁber optic
capacity. In spite of that, large backbone providers, or so called Internet Access
Providers (hereafter IAPs) do engage in private peering with one another.
In this paper we will try to examine the incentives behind the backbone providers’
decisions to engage in private peering. First a four stage game is considered in this
paper. In the ﬁrst stage IAPs decide how they want to be connected to the other IAPs,
i.e., the IAPs decide whether to connect to other IAPs through private connections
and NAPs or only through NAPs. Once an IAP has made a decision on the types of
connection with other IAPs, then it chooses a capacity for its network, determining
how many customers it can handle at a certain point in time. The diﬀerence between
the IAP’s network capacity and its demand determines connection failure rates. In the
third stage, if an IAP’s decision was to engage in private peering, then the IAP chooses
capacities for the links to connect to other IAPs, which determines usage congestion
on the private link. This along with the congestion at the NAPs determines the overall
congestion. In the last stage the IAPs compete a’ la Bertrand. If the IAPs choose not
to engage in private peering in the ﬁrst stage, then they compete by determining their
network capacities and prices only. We focus on a market with three IAPs only. We
consider a decentralized decision making model, where the choices made by each IAP
2aﬀect the outcomes and choices made by the other IAPs and equilibrium is reached
without any central control.
Subsequently, we look at the model from a network perspective by redeﬁning the
ﬁrst stage as a link formation stage. We examine the properties of pairwise stable
and eﬃcient networks.
Again we analyze networks with three IAPs, where the possibility of peering
between two providers makes a third non-peering provider vulnerable to the loss of
demand and, hence, proﬁtability. Such a possibility is nonexistent in two-provider
networks making peering unlikely. In other words, our results captures the diﬀerence
of the dynamics in a three provider network relative to a two-provide network which
other papers do not address. Our main results are that while there is a multitude of
subgame perfect Nash equilibria resulting in a multitude of network conﬁgurations,
t h es t a b l ea n de ﬃcient networks are unique. Furthermore, the stable network, while
not eﬃcient, is the one where all IAPs make private peering agreements with the rest
of the IAPs. On the other hand the eﬃcient network, while not stable, is the one
where none of the IAPs peer privately, i.e., they exchange traﬃcw i t he a c ho t h e ro n l y
through NAPs.
The paper is organized as follows. Section 2 examines the history of the Internet,
the Internet architecture and infrastructure, and interconnection arrangements of the
Internet service provision. Section 3 discusses economic literature on the Internet
service provision. In Section 4 we present our model. The conclusion follows in
Section 5.
2 Background
I nt h i ss t a g ew eb r i e ﬂy outline the evolution of the Internet and the features that
make it unique relative to other markets.
2.1 Internet Architecture and Infrastructure
The Internet is a worldwide system of interconnected computer networks, in which
users at any computer can (if they have permission) communicate with any other
computer in the Internet (Hall, 2000, http://whatis.techtarget.com).
3First we will brieﬂy talk about the evolution of the Internet. In early 1960s, as the
computers became crucial to the national defense, the U.S. Department of Defense
began to search ways to share computing resources of major research centers and
institutions. The purpose was to create a worldwide network that would not require
a centralized control, so that the network would operate, even if some parts of it fail.
On the other hand it was important to exchange resources despite having diﬀerent
systems, diﬀerent languages, hardware and network devices.
In 1969 the Advanced Research Projects Agency (ARPA) of the Department of
Defense developed ARPANET, the ﬁrst wide area packet switching network, which
allowed individual units of data to be transmitted from one computer to another
as independent entities. Messages could be routed and rerouted in more than one
directions, so the network could operate even if some parts of it fail.
At ﬁrst four computers were connected through this network, University of Cali-
fornia at Los Angeles, SRI International, the University of California at Santa Bar-
bara, and the University of Utah. Then over the following years many researchers and
academic institutions were connected to the network. The researchers at other univer-
sities were developing their own networks. The networking software has become more
widely used by academic and research institutions, as the use of personal computers
increased in 1980s. In late 1980s the independent networks merged into one. The
Department of Defense and most of the academic networks comprising the Internet
were receiving funds from National Science Foundation, which restricted commercial
traﬃc on its networks. In 1991 restrictions on the Internet commercial traﬃcw e r e
lessened and by 1995 NSF completed the privatization of the Internet. After the
privatization four companies: Paciﬁc Bell, Sprint, Ameritech and MFS Corporation,
became owners of four Network Access Points (NAP), located in San Francisco, New
York, Chicago and Washington D.C.. The companies, so called backbone providers,
exchanged traﬃc with each other at NAPs. The backbone providers were selling
Internet access rights to other large companies, so called Internet service providers,
which in turn were providing services to smaller ﬁrms and individuals (Schneider and
Perry, 2001).
The networks that comprise the Internet are self deterministic and autonomous,
and communicate with each other without being controlled by a central authority.
4The role of each network cannot be easily predicted in advance, as the Internet is
based on connectionless transmission technology. No dedicated connection is required
and no dedicated route has to be set up between the sender and the receiver, because
the Internet uses packet switching technology1 to transfer data across the network.
The outgoing data is converted to a format, usable by the local network medium, then
data ﬁles are broken down into so called packets or datagrams, labeled with codes,
which have information on their origin and destination. Each packet is transmitted
over the Internet and reassembled at the destination. A datagram formatting and
addressing mechanism is independent of any speciﬁc characteristics of the individual
networks comprising the Internet (Hall, 2000).
The operation of the Internet is supported mainly by two basic protocols: Trans-
mission Control Protocol (TCP) and the Internet Protocol (IP) (Schneider and Perry,
2001), a software based set of networking protocols that allow any system to connect
to any other system using any network topology (Hall, 2000). IP protocol is re-
sponsible for routing individual packets from their origin to their destination. Each
computer has at least one globally unique address, called its IP address, that identi-
ﬁes it from all other computers in the Internet. The IP address has information on
both the network, the computer it belongs to, as well as its location in that network.
Currently used IPv4 uses a 32 bit number for an IP address. The next generation
Internet, IPv6, will use a 128 bit number for an IP address. Each packet transmit-
ted over the Internet contains both the sender’s IP address and the receiver’s IP
address. The datagrams are transmitted from one host to another, one network at a
time (Hall, 2000). Each packet of a data ﬁle might take a diﬀerent path, but it will
end up at the destination ready to be reassembled. The best route for transmitting
a packet from the origin to its destination is determined at each router-computer
that the packet passes on its trip. The router’s decision about where to send the
packet depends on its current understanding of the state of the networks it is con-
nected to. This includes information on available routes, their conditions, distance
and cost. The packets, having the same origin and destination, travel across any
network path that the routers or the sending system consider most suitable for that
1An alternative of packet switched networks is a circuit-switched networks. In circuit switched
networks (like the telephone network) each connection between the sender and the reciever requires
a dedicated path for the duration of the connection.
5packet at each point of time. If at some point in time some parts of the network do
not function, the sending system or a router between the origin and destination will
detect the failure and would forward the packet via a diﬀerent route (Telegeography,
2000).TCP controls the assembly of data into packets before the transmission, keeps
track of the individual packets of the data and controls reassembly of the packets at
the destination.
The networks in the Internet interconnect and exchange data based on several
settlements (Telegeography, 2000):
• Sender Keeps All (SKA), neither network counts or charges for traﬃc exchange;
• Unilateral settlement or transit, the downstream customer pays the upstream
provider to carry its traﬃc;
• Bilateral settlement, two providers agree on price, taking into account the im-
balance in exchanged traﬃc;
• Multilateral settlement, several providers construct shared facilities and share
the costs.
The type of settlement chosen depends on the Internet Service Providers’ (here-
after ISPs’) size, domestic and international capacity, network quality, content and
customer proﬁle, and routing and interconnection topology. (Telegeography, 2000).
At the early stages of the Internet development the networks comprising the Internet
were closer in size and had comparable traﬃc ﬂows. So they used to exchange traﬃc
as “peers”, i.e. not paying each other for the exchange of traﬃc (SKA settlement).
A st h eI n t e r n e tb e c a m em o r ec o m m e r c i a l ,t h es i z eo fn e t w o r k sh a v ec h a n g e d .T h e n
larger networks started to change peering agreements. Now smaller networks pay
larger networks for connectivity (transit), but larger networks still exchange traﬃc
under peering.
Cukier (1998a) proposes a functional classiﬁcation of ISPs based on four classes,
which shows the asymmetry in traﬃc interchange that occurs between ISP’s and, it
determines pretty much the bases for the types of settlements among ISPs:
• backbone ISPs,
6• downstream ISPs,
• online service providers,
• ISPs specializing in web hosting.
Backbone ISPs provide connectivity and manage network infrastructure. The four
largest backbone ISPs are UUNET, AT&T, SPRINT and GENUITY (Pappalardo,
2001). Since late 90s the large backbone ISPs began changing their interconnection
terms. These providers or otherwise called “Tier-1” ISPs have several connections
dedicated to inter-connecting their backbones without going through the NAPs. They
have increased the amount of “private peering” (SKA settlement) they do between
themselves and a few of the other ISPs. The large backbone ISPs agreed to peer (ex-
change traﬃcw i t ho n ea n o t h e ra tn oc o s t )o n l yw i t ht h eo t h e rl a r g eI S P sa n daf e w
other ISPs and have “transit” (exchange traﬃc for a fee) services with smaller ISPs
(Haynal, 2001). The Internet backbone market remains free of Telecommunications
Regulation (Kende, 2000), which allows backbone ISPs to make peering decisions
freely, without even specifying criteria for peering. Hence the backbone ISPs can
choose not to peer or even discriminate between other ISPs in making their peering
decisions. This contrasts with other telecommunication industries, where such dis-
crimination is prohibited by regulations. The Backbone ISPs do not form an exclusive
category. The backbone ISPs can have also web hosting services or online services
(like AT&T and FrenchTelecom). These are referred to as integrated ISPs.
Downstream ISPs serve individuals, businesses and even smaller providers. They
pay upstream backbone ISPs for connectivity, the price of which depends on the
location and amount of data (Telegeography 2000). Downstream ISPs pay for leasing
certain amount of circuits per month as well as a connection fee (unilateral settlement
or transit), which lets the downstream ISPs’ customers to reach other destinations
in the Internet. Most downstream ISPs do not pay based on their actual usage. The
payment is based on a usage proﬁl e ,t h eo v e r a l lt r a ﬃc pattern.
Online service providers, like AOL, earn revenues by providing Internet access, fo-
cusing on the content and easiness of use. Online service providers lease connectivity
from backbones or other upstream ISPs and manage the network points of presence
(POPs) that connect dial-up customers to the Internet. The online service providers
7are either paid a ﬂat monthly fee by customers for unlimited service or charge addi-
tional fees after a certain limit of usage is exceeded. However, much of their revenue
comes from selling content and advertising space.
Web hosting companies, like Exodus, host websites that are accessed by the In-
ternet public. It is important to note that the web hosting ISPs create unidirectional
traﬃc, as websites originate a lot of traﬃc, while not requesting much. As a result,
backbone ISPs demand that web hosting providers, which typically do not main-
tain a national network, purchase connectivity form a backbone or downstream ISPs
(Cukier, 1998a).
2.2 Interconnection Arrangements Among Backbone ISPs
In this section we discuss the interconnection arrangements of backbone providers or
as we refer them in our paper - Internet Access Providers (IAPs). At the early stages
of the Internet the IAPs exchanged traﬃc mostly at the National Access Points,
where each backbone provider had to provide connection only to the NAPs, instead
of having individual connections to every other backbone provider. They exchanged
traﬃc under peering arrangements. Such traﬃc exchange arrangements at the NAPs
are called public peering (Kende, 2000). In Figure 1, for instance, backbones 1 and 3
are connected to NAPs in both Washington D.C. and San Francisco, where they can
exchange traﬃc with each other as well as with backbones 2 and 4. On the other hand
2 and 4 are connected to each other and the rest of the backbones only at the NAP in
Washington D.C.. It was cost-eﬃcient to provide connections only to NAPs instead
of having private connections with each other, due to the cost of large investments in
the ﬁber optic capacity.
As the number of users increased rapidly over the last few years, the NAPs become
congested, so users experienced a lot of delays. As a result many large backbones
started to interconnect with each other directly through private peering arrangements.
For example, backbones 2 and 4 have entered into private peering agreements with
each other and can exchange traﬃc for each other through their private connection
in Figure 2, while still using NAP in D.C. to exchange traﬃcw i t h1a n d3 .
Under the peering agreements backbones 2 and 4 cannot route traﬃcf r o mt h e i r
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Figure 1:
i.e., 2 will not accept traﬃc from 4 which is destined to 3 on their private link.
H o w e v e r2a n d4c a ne x c h a n g et r a ﬃc of their transit customers on their private link.
Some smaller backbone providers might peer with some backbones while pay
transit to other backbones. A few large backbones’ interconnections are based entirely
on peering arrangements. They do not need to purchase transit.
Currently there is no regulation on interconnection arrangements among backbone
providers. Hence the criteria for the peering decisions are not very speciﬁca n da r e
made subjectively on case by case. However, several important criteria for peering
decisions include geographic spread, capacity, traﬃc volume and customer proﬁle.
3 Economic Literature on Internet
Most of the economic research on the Internet has focused on pricing and sharing
the infrastructure. Mackie-Mason and Varian (1995) propose a smart market mech-
anism to deal with congestion. They propose to replace current FIFO design with
prioritization and to use auctions for congested resources. Odlyzko (1997) suggests
multiservice mechanism, where users can choose between the ﬁrst and second class
services and pay accordingly, even though the quality is not necessarily diﬀerent.
Mason (2000) argues that in a duopoly model with overall positive eﬀects ﬂat rate
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Figure 2:
On the other hand Gibbens et al (2000) discusses the competition between two
Internet service providers, when either or both of them choose to oﬀer multiple ser-
vice classes. Assuming a uniform distribution of user preferences towards congestion,
a linear function of congestion and ﬁnite number of networks, they prove that, even
when Internet service providers are free to set capacities as well as prices, multi-
product competition is not sustainable in a proﬁt maximizing equilibrium. Mason
(2001) develops a model where ﬁrms are vertically and horizontally diﬀerentiated and
consumers have diﬀerent preferences for the ﬁrm size and location. He considers a
two stage game, where two ﬁrms ﬁrst decide whether to make their goods compatible
or not, then they choose prices, given their rival’s price. The author concludes that
the ﬁrms make their goods compatible, the competition increases due to a decrease
in vertical diﬀerentiation, but at the same time the importance of market share in-
creases, so the competition decreases. The dominance of each eﬀect depends on the
relative importance of horizontal and vertical aspects in consumers’ utilities.
De Palma and Leruth (1989) discuss a duopoly model, where ﬁrms compete on
capacities and prices. They consider cases with homogeneous and heterogeneous
consumers. They show that competition among ﬁrms decreases in the presence of
congestion and ﬁrms gain monopoly power by selling congested goods. As a result
congested goods might be oﬀered at a high price and at a lower quality to consumers.
Cremer et al (2000) describe a model, which analyzes the competition among
10backbones. The backbones have some installed base of customers, and they compete
for new customers. The model incorporates positive externality eﬀects of increasing
number of customers. The more customers are attached to the backbone the better is
the quality of service. On the other hand the quality of service improves with better
interconnection quality of backbones. The demands are based on prices and qualities
of service. In the paper, the authors conclude that in the case with backbones of
diﬀerent sizes, the larger backbone prefers a lower quality of interconnection than
the smaller backbone. Moreover they show that if the quality of interconnection is
costly, perfect connectivity is not eﬃcient socially or privately. In the absence of
the cost for the interconnection, the dominant backbone’s best strategy is to refuse
interconnection with the smaller one. The authors also discuss the case with equal-
size backbones. In this case the backbones prefer high quality of interconnection
and obtain identical proﬁts at the equilibrium. The results of the case with equal-
size backbones are somewhat similar to what we get in our paper, particularly the
backbones do prefer higher quality of interconnection, when they serve homogeneous
customers, and there are no exogenous assumptions about their sizes.
DangNguyen and Penard (1999) consider a model of vertical diﬀerentiation with
two asymmetric backbones and identical retail ISPs connected to those backbones.
The retail ISPs peer with other ISPs connected to the same backbone (intra-backbone
peering) and also with ISPs connected to the other backbone (inter-backbone peer-
ing). Intra-backbone peering reduces congestion in that backbone only and raises
the quality of all ISPs connected to that backbone. Inter-backbone peering reduces
congestion in both backbones and raises quality of both backbones. The authors
show that ISPs connected to the high quality backbone will always peer with each
o t h e r .B u tt h e ym a yo rm a yn o tp e e rw i t hI S Ps connected to the low quality back-
bone. Also, in the latter case, the ISPs of the low quality backbone will peer with
each other. The results are illustrated with some evidence from the French Internet
market.
Little and Wright (1999) make a strong case against regulator enforced peering,
where regulation forbids payments between access providers as well as their right to
refuse to peer. There are two providers whose demands are determined by a model
of horizontal product diﬀerentiation with a built in asymmetry. Costs include a cost
11for providing capacity, a ﬁxed cost per customer and a marginal cost of usage. Usage
exceeding the capacity is assumed to render zero utility. The authors compare the
solution under regulator enforced peering in which ﬁrms choose their investments in
capacity in the ﬁrst stage and prices in the second stage, with the welfare maximizing
solution in which welfare is measured by the sum of producer and consumer surplus.
The former leads to congestion owing to under investment in capacity. If, however,
ﬁrms peer with settlement payments, namely, net users pay net providers at a rate
equal to the marginal cost of providing capacity, the solution obtained is precisely the
welfare maximizing one. The same is the case when ﬁrms refuse to peer with anyone
who is a net user of infrastructure.
Gorman and Malecki (2000) examined the network structure and the performance
of ten backbone provider networks in the USA, based on the basic graph theoretic
measures together with the median downloading time of those backbone providers.
They concluded that even though the basic graph theoretic measures are useful tools,
when analyzing the eﬃciency of the networks, however, they might not be good
tools in comparing diﬀerent networks in one infrastructure. Their analysis show
that for an Internet provider network having high graph theoretic measures does
not necessarily mean high technical performance. Thus even the complete network,
having the highest and most eﬃcient graph-theoretic measures, is not necessarily very
eﬃcient Internet network in terms of median downloading time, which is the measure
of performance in their paper. To connect its customers to the whole Internet the
Internet backbone provider depends on other backbones’ networks through public
or private peering. The characteristics of certain network and its performance in
relation to other networks in the Internet determine the demand for the services of
that network.
4G a m e T h e o r e t i c A n a l y s i s
In this section we develop our basic model in the form of a multi-stage game with
complete information and solve for the subgame perfect Nash equilibria. There are
three separate pieces of analysis. First we discuss a model with no discrimination in
the form of a non-cooperative game and ﬁnd subgame perfect Nash equilibria through
12backward induction. Then we introduce the possibility of discrimination in the model.
Finally we do network analysis and determine pairwise stable and eﬃcient net-
works.
Let N = {1,2,...,n} be a ﬁnite set of Internet backbone providers or Internet
Access Providers (IAPs) with n ≥ 3. The network connections among IAPs are rep-
resented by undirected links in a graph. The nodes (vertices) of the graphs represent
the location of IAPs. All IAPs are connected to National Access Points (NAPs)
through which they are connected to other IAPs in the Internet. For simplicity we
assume there is only one NAP. We suppose that each IAP is connected to the NAP
with a given uniform capacity k, which is the maximum amount of data that can be
handled over that link between IAP and NAP at a certain point in time. Thus k is
the link capacity of the publicly provided network. IAPs may also decide to enter
into private peering agreements with one another.
A link ij is a subset of N that contains i and j. For any two providers, i ∈ N
and j ∈ N, ij refers to the private peering agreement between i and j. The collection
of all links on N, gn = {ij | i,j ∈ N, i 6= j}, is called the complete network on N,
where |gn| =
n(n−1)
2 . In the complete network each IAP has formed private peering
agreements with all the other IAPs. Any arbitrary collection of links g ⊂ gn is called a
network on N. The set of all possible networks on N is denoted by G = {g | g ⊂ gn}.
g0 = ∅ is an empty network, i.e., IAPs connect to each other only through the NAP.
The network g+ij where i,j / ∈ g denotes the new network formed by addition of the
link ij to the network g.T h en e t w o r kg −ij where i,j ∈ g denotes the new network
formed by removal of the link ij from the network g. Figure 3(a) and 3(b) illustrate
the empty network and the complete network, respectively, with three IAPs.
4.1 The Model without Discrimination
We consider a four stage non-cooperative game where at the ﬁrst stage the IAPs
decide whether to have a private peering agreements or not, then decide how much to
invest in their own network capacities. If they decide to peer at the ﬁrst stage, then
subsequently they choose investments in link capacities connecting to each other. In











In this stage each IAP decides to signal its willingness to engage in private peering.
Let γi = 1 if i signals to the other IAPs that it is willing to peer with any of the other
IAPs and gives permission to other IAPs to build a private link to itself if they want
to. γi is 0, if it does not want to have any private peerings with other IAPs. Peering
agreements materialize between any pair of IAPs, who are willing to peer and give
permission to connect to themselves. The peering agreements result in creation of a
network g ∈ G.
Stage 2
In this stage IAPs decide how much to invest in the capacities of their own “in-
ternal” networks. Each IAP i chooses a capacity level for its network, denoted by si.
si shows how many customers IAP i can serve at a certain point in time. (As we will
see later we assume that every customer demands one unit of service).
Stage 3
IAPs choose investments in the links that connect their network to other IAPs’
networks with whom peering agreements can be materialized. Let s
j
i denote the
investment of IAP i in the link capacity of ij ∈ g and si
j denote the investment of
IAP j in the link capacity of ij. Then the capacity of the link ij, kij, is determined









We assume that, to connect its customers to IAP j,I A Pi uses either the private
direct link it has with the server j and/or the NAP. Based on peering arrangements
of backbone providers, no backbone provider can transfer traﬃc from one of its peering
partner to another peering partner, i.e., if i has a peering agreement with j and h,
then i cannot transfer traﬃci n t e n d e df o rh which is coming from j (Kende, 2000).
Note that even if an IAP is willing to peer and gives permission to connect to itself
in the ﬁrst stage, it still has an option of not making any investments in the private
link ij,i . e . ,si
j ≥ 0 for all ij ∈ g.
Stage 4
In this last stage IAPs compete in prices.
Before we continue with the model we need to deﬁne few concepts, which we call
connection failure and congestion.
4.1.1 Connection Failure
In our paper we deﬁne the connection failure of the IAP i as follows:
Fi =m a x {0,d i − si}
where di is the demand for IAP i’s services. Hence the connection failure of the IAP





if si >d i
if si 6 di
The rationale is straight forward. If si >d i, then all the customers intending to
connect to IAP i can connect. If, however, si 6 di, then si provides an upper limit
t ot h ea m o u n to ft r a ﬃc that can be handled by IAP i and, some customers face
connection failures.
Thus there is no connection failure, if the demand does not exceed IAP i’s network
capacity, i.e., all the customers of IAP i will be connected to IAP i.O n t h e o t h e r
hand, if the IAP i’s demand exceeds its network capacity, then some consumers will
not be able to connect to IAP i at all. However, we can rule out the possibility that
15si >d i. We are assuming that it is costly for IAP i to invest in si.S o t h e p r o ﬁt
maximizing IAP will not invest in si which exceeds its demand. Hence Fi will be
reduced to
Fi = di − si
Obviously, lower connection failure indicates higher chance of connection and so better
service.
4.1.2 Congestion
Even if the customers do not have diﬃculties connecting to IAPs, they might experi-
ence service problems if they want to connect to customers outside IAP i’s network.
In this paper we introduce a measure of congestion on the link ij.
Assuming the number of customers of IAP i, who want to connect to IAP j’s
customers is the same as those, who want to connect to any other IAP’s customers
as well as the customers of IAP i,t h et o t a lt r a ﬃc intended for j through i would be
si
n.
On the other hand assume that each IAP uses 1
n−1 of the publicly provided ca-




























if i and j enter into private peering agreements
otherwise
It is not unrealistic to assume that the number of i’s customers who want to connect
to any IAP is the same across IAPs. We assume that customers are homogeneous, so














2As we assume that consumers are homogeneous, then at certain point in time each consumer or
consumer’s website is equally desirable by all the rest of the consumers in the Internet.
16then IAPs invest more than they need to handle the traﬃc. Consequently we rule














Thus there is no congestion on the link ij until the capacity of ij is reached. So the





The lower the congestion is, the better connected is the IAP.
4.1.3 Consumer Preferences
In our analysis we assume that consumers are homogeneous. Consumers select an
IAP through which they want to connect to others on the Internet. When making
decisions, consumers consider the prices, connection failure and overall quality of
connectivity, i.e., congestion, of IAPs. Each consumer consumes either 0 or 1 unit
of service. Let µ and λ represent the weights consumers put on connection failure
and congestion, when connecting to the Internet through IAP i.D e n o t eUi to be the
utility of a consumer, who connects to the Internet through IAP i:
Ui = V − µFi − λLi − pi; i =1 ,2,...,n
where V,3 which is assumed constant for all consumers, represents the reservation
value of the consumer for connecting to the Internet and pi is the per unit price
charged by IAP i for its services, and 0 <λ<µ≤ 1, i.e., we assume that customers
would prefer to connect even to a congested network than not to connect at all.
4.1.4 Parameter Constraints
In our model we assume













which holds for values of λ,µ and k given by the shaded area in Figure 4.4
3We assume V is large enough compared to µFi+λLi+ pi, so that each consumer buys one unit.
In this case U’
is are strictly positive.
4Figure 4 is derived by solving for the equlibrium and imposing the aforesaid conditions on the



















Equilibrium analysis is based on backward induction. Throughout the analysis we
assume that the potential market size is normalized to one, i.e.,
P
i∈N di =1 .
We have three cases to consider.
• CASE 1: All IAPs decide to enter into private peering agreements with the rest
of IAPs, γi =1 ,f o ra l li ∈ N, so we have the complete network, gn.
• CASE 2: None of the IAPs enter into private peering agreements with the rest
of IAPs γi =0 , so we have the empty network, g0.
• CASE 3: Some of the IAPs enter into private peering agreements, while other
do not.
Investments in both server and link capacities are costly for IAPs. We denote










18Then the proﬁts of IAP i are determined by
πi = pidi − ci
Without loss of generality we consider a case with three IAPs, as we can capture
essence of all three cases, thus N = {1,2,3}.5
Let b π
l
i be the reduced proﬁto fI A Pi, where i =1 ,2,3 in Case l, l =1 ,2,3 in the
ﬁrst stage.
4.1.6 Case 1
In this case all three IAPs decide to enter into private peering agreements with the
rest of IAPs, so we have a four stage game. Solving the model by backward induction







and charge the same price, which depends only on how much consumers value the
capacity of the IAP i’s own network. The prices do not depend on the value consumers







IAPs’ optimal investments in link capacities are same for all IAPs and depend on the
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5µ − 12λ











5Note that with less than three IAPs, we cannot consider all three cases.
194.1.7 Case 2
In this case when all three IAPs decide not to enter into private peering agreements
with the rest of IAPs, we have a three stage game. Solving the model by backward
induction we again get a symmetric solution. At the equilibrium all IAPs charge the





























As we can see the prices and demands are the same in both Cases 1 and 2, i.e., b p2
i = b p1
i
and b d2
i = b d1
i. When we compare the investments in network capacities, we can see
that the investments are higher in the case with no private peering than that in the










as 0 <λ<µ≤ 1.
On the other hand in the case with no private peering the IAPs do not have to
invest in link capacities at all. So the proﬁts in the case with no private peerings is
unambiguously higher than that in the case with private peerings, i.e., for all values
of λ and µ satisfying 0 <λ<µ≤ 1,
b π
2 > b π
1
Consequently we get the following proposition.
20Proposition 1 If 0 <λ<µ≤ 1,p r o ﬁts are higher in the network g0, where none
of the IAPs enter into private peering agreements (Case 2), than in the network gn,
where all of them do (Case 1).
The intuition is straightforward. Given the symmetry of the model, no additional
demand can be obtained with the same prices by competing for customers through
engaging in private peering. Hence private peering basically results in additional costs
through additional investments in both network and link capacities.
4.1.8 Case 3
In Case 3 two of the IAPs enter into private peering agreement, while the third one
does not. Then the prices, market shares and both network and link investments of
t h o s eI A P st h a tp e e ra r et h es a m e .T h e i rp r o ﬁts are also identical and given by b π
30
(say). Let the proﬁts of the non-peering IAP be given by b π
3. All the equilibrium
v a l u e sf o rt h i sc a s ea r eg i v e ni nA p p e n d i xB .
4.1.9 Subgame Perfect Nash Equilibrium
We can represent the ﬁrst stage in the following normal form.
2p e e r s(γ2 =1 )
1\3 peer (γ3 =1 ) not peer (γ3 =0 )
peer (γ1 =1 ) b π
1, b π
1, b π















2d o e sn o tp e e r(γ2 =0 )
1\3 peer (γ3 =1 ) not peer (γ3 =0 )























2 > b π
1 > b π
3 (1)
T h u s ,i nC a s e3t h eI A P st h a tp e e re a r nh i g h e rp r o ﬁts compared to the Case 2, the
empty network. On the other hand the IAP that does not allow peering in Case 3
21earns lower proﬁt compared to the proﬁts it can get in both the empty network and
the complete network. The IAPs engaging in private peering oﬀer lower connection
failures and less congestion in Case 3, as they invest in link capacities compared to
the empty network, and capture a larger share of the market at the expense of the
IAP, which is not peering.6 Consequently the complete network is consistent with
a Nash equilibrium. Needless to say, the empty network is also a Nash equilibrium.
The subgame perfect Nash equilibria are indicated by an asterisk This is summarized
in the following proposition.
Proposition 2 If 0 <λ<µ≤ 1 and k ≤ 0.15, then there are two subgame perfect
Nash equilibria: the complete network, gn, which results in private peering agreements
among all the IAPs, and the empty network g0 The empty network is Pareto superior
to the complete network.
In the case with only two players, one can easily show that the subgame perfect
Nash equilibrium would not involve any peering.7 However, in the three player case,
one can ﬁnd an equilibrium with peering.










4.2 The Role of Public Infrastructure
In this section we will examine the role of public infrastructure, denoted by k in





2. Given that at the equilibrium si +sj ≤ 1
3, if k>4
9, there is no congestion
on the National Access grid, even without peering. The obvious impact of this is that
6Computations are available at the following link: www.ﬁlebox.vt.edu/users/schakrab/computations.htm
7In fact if forced to peer, they will not invest anything in link capacities because of the classic
“tragedy of the commons” argument. Little and Wright (2000) show this using an elaborate model
of horizontal product diﬀerentiation.
22all incentives for private peering are eliminated and IAPs compete only in network
capacities and prices. Consequently, the model is reduced to a two stage game in
which IAPs ﬁrst choose their networks capacities and then choose prices. We will call
this Case 5.
We have solved for the subgame perfect Nash equilibrium using backward induc-





















It is important to note that for all values of 0 <λ<µ≤ 1,p r o ﬁtability is unambigu-
ously lower in Case 5 compared to Case 1 (and Case 2). Hence we get the following
proposition.
Proposition 4 I ft h ei n v e s t m e n ti np u b l i ci n f r a s t r u c t u r ei ss u ﬃciently large, i.e.,
k>4
9, then in the unique SPNE IAPs do not peer and proﬁts are unambiguously
lower compared to those in the complete and empty networks with congestion at the
NAP.
The reason is that even though ﬁrms do not invest in link capacities, investment
in network capacity is much higher. It shows why increases in publicly provided
infrastructure may not be in the best interests of ﬁrms and IAPs may lobby against
such increases.
4.3 Consumer Welfare Analysis
We ﬁnally compare consumer utilities across the diﬀerent cases. First note that utility
is higher in Case 1 compared to Case 2. This is because while demands and prices
are the same, investments in the network capacities are higher in Case 1 compared
to Case 2. Also, investments in the link capacities are positive in Case 1 and zero in


















2. So we can say that the subgame perfect Nash equilibrium results in an eﬃcient
outcome from the consumers’ point of view.
Next we compare Case 1 and Case 5. Investments in network capacities are higher
in Case 5 compared to Case 1. Also, while there is some congestion in Case 1, there
is zero congestion in Case 5. Given that demands and prices are the same, utility of
t h ec o n s u m e ri sh i g h e ri nC a s e5r e l a t i v et oC a s e1 .
Large publicly provided infrastructure beneﬁts consumers and hurts providers.
Hence whether such infrastructure would be provided depends on the relative lobbying
power of the IAPs vs. consumer groups.
244.4 The Model with Discrimination
Currently, unlike some other areas of telecommunications, there are no regulations
prohibiting discrimination between IAPs with regard to peering. In the basic model,
any IAP who wants to enter into peering agreements must do so with all other IAPs
who are willing to peer as well. In this section we modify the model, where we take
into account the possibility that an IAP may choose to peer with one but not the
other IAP. Stages 2, 3 and 4 remain completely unchanged. However we redeﬁne the
strategies in the ﬁrst stage as follows.
Let γij be 1 if i signals its willingness to peer with j and 0, if it does not. Peering
agreements materialize between any pair of IAPs, who are willing to give permission
to connect to each other. The peering agreements result in a creation of a network
g ∈ G. Then four possible network conﬁgurations are possible. These are represented
in Figure 5. We have already analyzed cases 1, 2 and 3. Hence we have to analyze
one additional case namely Case 4.
4.4.1 Case 4
In Case 4 two of the IAPs do not enter into mutual private peering agreement, but
they both peer with the third IAP. Then the prices, market shares and both network
and link investments and proﬁts of those IAPs that do not peer with each other are
the same. All the equilibrium values for this case are given in the appendix. If i and
j don’t peer with each other but both peer with h, then let the reduced proﬁts of i
and j be denoted by are b π
4 respectively, while the proﬁto fh is b π
40
.
4.4.2 Subgame Perfect Nash Equilibrium







2 > b π
1 > b π
4 > b π
3 (2)
8Computations are available at the following link: www.ﬁlebox.vt.edu/users/schakrab/computations.htm
25We can represent the ﬁrst stage in the following normal form.
2
γ21= γ23=1
1/3 γ31= γ32=1 γ31=1 ,γ32=0 γ31=0 ,γ32=1 γ31= γ32=0
γ12= γ13=1 b π
1, b π
1, b π






































































1/3 γ31= γ32=1 γ31=1 ,γ32=0 γ31=0 ,γ32=1 γ31= γ32=0








































































1/3 γ31= γ32=1 γ31=1 ,γ32=0 γ31=0 ,γ32=1 γ31= γ32=0






































































1/3 γ31= γ32=1 γ31=1 ,γ32=0 γ31=0 ,γ32=1 γ31= γ32=0










































































Then one can easily verify from the above matrices that there are eight subgame per-
fect Nash equilibria. In fact, all cases, Case 1, Case 2, Case3 and Case 4 are consistent
with a subgame perfect Nash equilibrium. We have indicated all the equilibria by an
asterisk
Proposition 5 Under conditions 0 <λ<µ≤ 1 if we allow the possibility of discrim-
ination with regard to peering, besides the complete network and the empty network,
any incomplete network is also consistent with a subgame perfect Nash equilibrium.
Unlike certain other telecommunication industries, large backbones are not reg-
ulated by any sort of regulatory framework. Hence discrimination is a realistic as-
sumption. The surfeit of subgame perfect Nash equilibria make it imperative to use
other equilibrium concepts to ﬁgure out plausible equilibrium conﬁgurations.
5N e t w o r k A n a l y s i s
Finally, we perform a formal network analysis. Peering is a collaborative eﬀort.
Hence, noncooperative games cannot fully analyze such a setting in its full complexity.
27A network is useful tool to analyze such an eﬀo r t ,b e c a u s ei tc o m b i n e se l e m e n t so f
both cooperative and non-cooperative game theory.
The ﬁrst stage is redeﬁned as a link formation stage. A link ij ∈ g indicates
collaboration on form of a peering agreement. The emphasis is on stability. A stable
network is one in which IAPs want to maintain existing links but do not want to form
new ones. This is captured by the concept of pairwise stability.
The concept of pairwise stability was introduced by Jackson and Wolinsky (1996)
in the context of normal form network formation. We modify this deﬁnition in the
set up of an extensive form network formation.
Deﬁnition 6 Let ϑi(g) denote the reduced proﬁts in Stage 1 for a network g ∈ G.
Then the network g is pairwise stable if
(a) for all ij ∈ g, ϑi(g) > ϑi(g − ij) and ϑj(g) > ϑj(g − ij)
(b) for all ij / ∈ g, if ϑi(g) <ϑ i(g + ij),t h e nϑj(g) >ϑ j(g + ij)
The next deﬁnition is one of eﬃciency. In our model, an eﬃcient network is one
which maximizes joint proﬁts. Hence, formally,




ϑi(g). An e t w o r kg is eﬃcient if W(g) > W(g0) for all g0 ∈ G.
Stages 2, 3 and 4 essentially remain unchanged. Next we come to the main result
of our paper.
Theorem 8 (a) The unique pairwise stable network is the complete network gn.( b )
The unique eﬃcient network is the empty network g0.
Proof. (a) We will consider each case with three IAPs.
Case 1: Consider the complete network g3.E a c hI A Pi earns a proﬁto fϑi(g3)=
b π
1. Each IAP has private peering agreements with all the rest of IAPs. So there
are no links to form. On the other hand if i and j delete their mutual link, they
earn ϑi(g3 − ij)=ϑj(g3 − ij)=b π
4. Since, b π
1 > b π
4, ϑi(g3 − ij) <ϑ i(g3) and
ϑj(g3 − ij) <ϑ j(g3). Hence, the complete network is pairwise stable.
28The rest of the proof consists of showing that no other network architecture is
pairwise stable.
Case 2: Consider an empty network g0.E a c hI A Pe a r n sap r o ﬁtg i v e nb yϑi(g0)=
b π
2. There are no links to delete. On the other hand if i and j form a link, they
earn ϑi(g0 + ij)=ϑj(g0 + ij)=b π
30
. Since b π
30
> b π
2,ϑ i(g0 + ij) <ϑ i(g0), and
ϑj(g0 + ij) <ϑ j(g0). Hence the empty network is not pairwise stable.
Case 3: Consider the network represented by Case 3, say, g = {12}.T h e n t h e
payoﬀso ft h eI A P sa r eϑ1(g)=ϑ2(g)=b π
30
,ϑ 3(g)=b π
3. If 1 and 3 form a link, then
1 earns ϑ1(g +1 3 )=b π
40
and 3 earns ϑ3(g +1 3 )=b π





4 > b π
3.
Hence, ϑ1(g+13)>ϑ 1(g) and ϑ3(g+13)>ϑ 3(g). Hence, the network is not pairwise
stable.
Case 4: Consider the network represented by Case 4, say, g = {13,12}. Then the
payoﬀso ft h eI A P sa r eϑ3(g)=ϑ2(g)=b π
4,ϑ 1(g)=b π
40
. If 2 and 3 form a link, then
2 earns ϑ2(g+23)= b π
1 and 3 earns ϑ3(g+23)= b π
1.A sb π
1 > b π
4 , ϑ2(g+23)>ϑ 2(g)
and ϑ3(g +2 3 )>ϑ 3(g). Hence, the network is not pairwise stable.
That completes the proof.
(b) First we can show that for all values of λ and µ satisfying 0 <λ<µ≤ 1,
3 b π
2 > 2b π
30
+ b π
3 > b π
40
+2b π
4 > 3 b π
1 (3)
Hence joint proﬁts are strictly decreasing in the number of links. Consequently the
result follows.9
H e n c ew ea r r i v ea tt h er e s u l tt h a ts t a b l en e t w o r k sa r en o te ﬃcient and vice versa.
The intuition is straight forward. Each link beneﬁts the IAPs forming the link at the
expense of the third IAP. But the gain through the link formation is more than oﬀset
by the loss to the third party. The large number of equilibria in a noncooperative game
setting is drastically reduced in a network setting. This is because Nash equilibria
focus on individual deviations. On the contrary, pairwise stability focusses on pairwise
deviations. Needless, to say the latter result is a stronger condition than the former.
9Computations are available at the following link: www.ﬁlebox.vt.edu/users/schakrab/computations.htm
296C o n c l u s i o n
We ﬁnd that in this relatively simple model, where demand is ﬁxed, and consumers
do not drop out with the declining quality of service, there is still a case for peer-
ing. When we incorporate network externalities, and the consumer participation
constraint, the case for peering will be even stronger for congested NAPs. We fur-
ther show that a congested NAP is not necessarily a bad thing as far as IAPs are
concerned, because it increases their proﬁts by opening up the possibility of peering.
The paper enables comparison of pure non-cooperative game theoretic set-up with
an e t w o r k ss e t - u p ,w h i c hc o m b i n e se l e m e n t so fb o t hc o o p e r a t i v ea n dn o n - c o o p e r a t i v e
game theory. Given that, in fact, there is extensive private peering among large
backbones, it follows that the network approach results in both stronger and more
realistic conclusions.10 Hence this paper illustrates the advantages of using a mixed
approach over a purely non-cooperative approach.
10From a purely theoretical perspective, in general, Nash equilibria are not comparable to pairwise
stable network conﬁgurations. There can be Nash equilibria resulting in networks that are not
pairwise stable and pairwise stable networks that are not consistent with Nash equilibria.
30Appendix A
Given a network g,w eﬁrst illustrate how we have solved stages 2,3 and 4 using
backward induction. Assume that values of the primitives of the model λ,µ and k lie
in the area shown by Figure 4.
Determining demand
Denote the demand for IAP i by di. Then in equilibrium, a consumer is indiﬀerent
between the three IAPs if
µF1 + λL1 + p1 = µF2 + λL2 + p2 = µF3 + λL3 + p3
where Fi = di − si
This gives us equilibrium values of di in terms of Li,p i and si say d∗
i
Solving for prices
Proﬁts for IAP i are given by
πi = pi · d
∗
i − ci
Hence, our ﬁrst order conditions are given by
∂ (pi · d∗
i − ci)
∂pi
=0 , i =1 ,2,3
which gives us a linear system of three simultaneous linear equations with three
unknowns, which can be solved to obtain the equilibrium prices.
Next we plug in the equilibrium prices, p∗
i, and the values of List oo b t a i nt h e
reduced form of proﬁts in terms of network capacities and link capacities. Note that
the value of Li will vary from one network to another. Deﬁne a variable qij,j6= i to




























where h 6= i,j 6= i.
31Solving for link capacities
This stage is relevant if and only if there is some peering i.e. qij =1for some









qij simultaneous linear equations in an equal number of unknowns
which can be solved to obtain optimal link capacities. We plug in the optimal link
capacities in the reduced proﬁts for the third stage to obtain reduced proﬁts for the
second stage in terms of the network capacity only.
Solving for network capacities




This gives us three linear equations in three unknowns which can be solved to obtain
the equilibrium network capacities. We plug in the optimal network capacity in the
reduced proﬁts for the second stage to obtain reduced proﬁts for the ﬁrst stage which
we denote by b π
l
i for IAP i, i =1 ,2,3 for case l, l =1 ,2,3,4,5.
Next we show the results for Cases 3 and 4. We show them separately in the
appendix because the expressions are too cumbersome to be included in the main
body of the article.
Appendix B
Case 3
Assume i and j peer with each other while h does not peer with anyone. Then






































































































Assume i and j peer with each other, so do i and h.B u t j and h do not peer.

















































































































We require three restrictions on the equilibrium values.
(a) All the values of the variables at the equilibrium must be positive.
(b) There must be some connection failure for each IAP.
(c) There must be some congestion on each link as well as the NAP.
We have already imposed the constraints, 0 <λ<µ≤ 1 and k ≥ 0. However
for (a), (b) and (c) to hold, the aforesaid constraints are not suﬃcient. In fact, a
suﬃcient condition is that the values of λ,µ, k must lie in the area deﬁned by Figure
4.
35References
[1] Cremer, J.; Rey, P., and Tirole, J. (2000)“Connectivity in the Commercial In-
ternet”, The Journal of Industrial Economics, vol. XLVIII, no. 4, pp.433-472.
[2] Cukier, K. (1998a) The Global Internet: a primer. Telegeography 1999. Wash-
ington D.C. pp.112-145
[3] Cukier, K. (1998b) “Peering and Fearing: ISP Interconnection and Regulatory
Issues”, http://ksgwww.harvard.edu/iip/iicompol/Papers/Cukier.html.
[4] DangNguyen, G., and Penard, T. (1999), “Interconnection between ISP, Capac-
ity Constraints and Vertical Diﬀerentiation” ; mimeo
[5] De Palma, A., and Leruth, L. (1989), “Congestion and Game in Capacity: A
Duopoly Analysis in the Presence of Network Externalities”, Annales d’Economie
et de Statistique, no.15/16, pp.389-407.
[6] Economides, N. (1996) “The Economics of Networks,” International Journal of
Industrial Organization, vol. 14, no. 6, pp. 673-699 (October 1996).
[7] Gibbens, R., Mason, R., and Steinberg, R. (2000) “Internet Service Classes under
Competition”, IEEE Journal on Selected Areas in Communication, v18, no.12,
pp.2490-2498.
[8] Gorman, S. P., and Malecki, E. J.(2000), “The networks on the Internet: an
analysis of provider networks in the USA,” Telecommunication Policy 24, pp.
113-134.
[9] Hall, E. A. (2000) Internet Core Protocols: A Deﬁnite Guide,O ’ R E I L L Y
[10] Haynal, R. “Russ Haynal’s ISP Page”, http://navigators.com/sessphys.html
[11] http://whatis.techtarget.com, Ed. Thing, L.
[12] Jackson, M., and Wolinsky A. (1996), “A Strategic Model of Social and Economic
Networks”, Journal of Economic Theory, vol. 71, no. 1, 44-74.
36[13] Kende, M. (2000) “The Digital Handshake: Connecting Internet Backbones”,
Federal Communications Commission,O P Pw o r k i n gP a p e rN o .3 2
[14] Laﬀont, J.J., Marcus, S., Rey, P., and Tirole, J. (2001)“Internet Interconnection
and the Oﬀ-Net-Cost Pricing Principle”, mimeo
[15] Little, I., and Wright, J. (2000)“Peering and Settlement in the Internet: An
Economic Analysis”, Journal of Regulatory Economics, v. 18, no. 2: pp.151-173.
[16] Mackie-Mason, J. K., and Varian, H. R. (1995) “Pricing the Internet”, Public
Access to the Internet, Brian Kahin and James Keller, eds. Cambridge, MA: MIT
Press, pp. 269-314.
[17] Mackie-Mason, J. K., and Varian, H. R. (1995) “Pricing Congestable Network
Resources”, IEEE journal on Selected Areas in Communications, v13, no.7,
pp.1141-1149.
[18] Mason, R. (2001) “Compatibility Between Diﬀerentiated Firms With Network
Eﬀects”, University of Southampton, Discussion Paper in Economics and Econo-
metrics, No. 9909.
[19] Mason, R. (2000) “Simple Competitive Internet Pricing”, European Economic
Review, v44, no.4-6, pp.1045-1056.
[20] Odlyzko, A. (1999) “Paris Metro Pricing for the Internet”, Proc. ACM Confer-
ence on Electronic Commerce, ACM, pp.140-147
[21] Pappalardo, D. (2001) “The ISP top dogs”,
http://www.nwfusion.com/newsletters/isp/2001/00846039.html, Network
World Internet Services Newsletter.
[22] Shneider G. P., and Perry, J. T. (2001) Electronic Commerce, Course Technology.
[23] TeleGeography. (2000) Hubs and Spokes: A TeleGeography Internet Reader.
Washington, DC: TeleGeography, Inc.
[24] Tirole, J. (1988) The Theory of Industrial Organization, Cambridge, MA and
London, England: MIT Press
37