Nomenclature

M ∞
= freestream Mach number ρ ∞ = freestream density T o = total temperature T wall = temperature at the wall γ = ratio of specific heat Pr = Prantl number R = gas constant µ r = reference viscosity coefficient T r = reference temperature T s = Sutherland's temperature T  = freestream temperature e = total energy per unit volume q j = heat flux due to thermal conduction τ ij = shear stress tensor Re L  = freestream Reynolds number per unit length
I. Introduction
In the development of future hypersonic aerospace vehicles, being able to predict the boundary layer laminarturbulence transition location on the body surface plays an extremely important role on aerodynamic heating analysis. When the vehicle is travelling in atmosphere at a hypersonic speed, there exist weak disturbances in the freestream and they interact with the boundary layer. The process for the freestream disturbances to cause laminarturbulence transition can be divided into three stages: (i) boundary layer receptivity, (ii) linear eigenmode growth or transient growth, and (iii) nonlinear breakdown to turbulence [16] . Boundary layer receptivity is the process for the freestream disturbances to enter the boundary layer and generate instability waves. In addition, boundary layer receptivity is a preliminary stage for laminar-turbulence transition to occur [2, 8] .
Linear disturbance waves in hypersonic boundary layer contain normal modes. The unstable modes were found by Mack, and he pointed out that the second mode is the dominant instability which leads to transition when Mach number is approximately higher than 4 [7, 19] . During the flight of a hypersonic vehicle, the disturbances in the freestream is weak, thus the boundary layer transition follows the path of normal mode growth of the boundary layer 
The equation of the state and the transport equations are:
where R is the gas constant, C v is the specific heats that are assumed to be constant with a given specific heat ratio γ. κ is the heat conductivity coefficient, which can be determined with a constant Prantl number. The viscosity coefficient μ is defined by the Sutherland's law: Throughout the numerical methods implementation in the simualation of hypersonic flow around the blunt compression cone, the Cartesian Navier-Stoke's equations have been transformed into body-fitted curvilinear computational domain coordinates (ξ, η, ζ) via Jacobian matrix [6] . The computational domain is bounded by the bow-shock and the wall of the cone, which is called 'shock-fitting' domain. Using shock-fitting method can accurately resolve the position of the bow-shock, which is necessary to obtain the high accuracy of the flow solutions for receptivity and stability analyses. The shock-fitting grids are moving-grids in time, and the motion is depended on the shock position and the shock velocity. See Figure 3 for a partial view of grid configuration. In each time-step, shock position and shock velocity are the unknowns, and would be solved by the freestream conditions and behind-shock solutions. Spatial discretization of inviscid flux derivatives in stream-wise (ξ) and wall-normal (η) directions are done by using fifth-order finite-difference upwind schemes with local Lax-Friedrichs flux-splitting scheme, and sixth-order central finite-difference scheme is used for viscous flux spatial derivatives. For spatial derivatives in periodic azimuthal direction (ζ), Fourier collocation method has been used. Runge-Kutta method is used for time-marching. The details of shock-fitting method, finite difference schemes and other numerical method implementations of the numerical simulation are explained in Zhong's paper [6] .
III. Modeling Equations of Freestream Hotspot Perturbation
Physically a hotspot is an entropy perturbation sphere with acoustic perturbation (weak shock) surrounds it. The entropy core has Gaussian temperature or density distribution [3, 4] . As discussed in Huang & Zhong [13] , if the hotspot is relatively large compare to the cone nose, the influence from the acoustic weak shock is very small and negligible. In this case, the hotspot is modeled as a pure entropy perturbation without the acoustic waves. Since the initial position of the hotspot is not far from the shock on centerline in Dunn's paper [1] , the time scale for the hotspot to diffuse and propagate in freestream is very small when comparing to the length scale of the initial distance between center of hotspot and shock-front on centerline. Hence, it is reasonable to assume the hotspot profile remains unchanged when convecting with freestream.
For a hotspot model, the perturbed freestream temperature is given by a Gaussian distribution as follows:
thus, by ideal gas law, the perturbed freestream density is:
In a shock-fitting algorithm, it is necessary to determine the time derivative of perturbed freestream density at shock location:
where σ is Gaussian shaping factor, τ is time in computational domain. X spot is the initial x-coordinate of spot center.
The initial x-coordinate difference between the shock location and the spot center is:
x shk , y shk , z shk are shock-front coordinates. By using the transport equation in mathematics, the distance between hotspot center and any point on the shock front at any time is:
Please note that the time in computational domain is the same as the time in physical domain [6] .
IV. Boundary Layer Receptivity Analysis
The hotspot simulation is performed based on the converged mean flow. The temporally varying boundary layer flow variables while the hotspot is passing by the mean flow are recorded at a sufficient temporal well-resolved rate.
However, the recorded boundary layer flow perturbation is a combination of infinite frequency components. In this study, the main interest is to see which frequency would excite instability in boundary layer and how fast is the instability growing spatially. Therefore, it is necessary to have the time-history of the boundary layer perturbation transform into frequency domain, in order to see the behavior of different frequency components. The mathematical method that is used in the instability analysis is Fourier transformation. By definition, continuous Fourier transformation of a flow variable h(t) is defined as [20] :
where h(t) is the flow variable time function, H(f) is its spectral value in frequency domain. Numerically, the continuous Fourier transformed spectral value can be approximated by:
where H(f n ) is the spectral value at nth discretized frequency, N is the total number of Fourier collocation points used to discretize the time function, h(t). The discretized time function is h k . The spectral value, H(f), has real and imaginary components in frequency domain. The |H(f)| is the magnitude of the real part and the imaginary part of H(f). In this paper, h(t) is the time-history of boundary layer perturbation, and the H(f) is the spectral value of the boundary layer perturbation in frequency domain.
After obtaining the frequency component of the boundary layer, it is necessary to validate the results of the simulation. Here, the comparison with LST is chosen as a method to prove the validity of the simulation. In other papers, such as Zhong [7] and Sivasubramanian [21] , the common practice is to compare the local spatial growth rate, local wave number, and the wall-normal boundary layer mode shape with LST.
Local growth rate in linear stability theory (LST) is defined as [19] :
where s is the natural coordinate along the body surface. Local wave number in LST is defined as [19] :
where φ n is the phase angle of H(f) at nth discretized frequency. The wall-normal mode shape is the spatial distribution of the Fourier transformed spectral value, H(f), along the normal of cone surface.
V. Freestream Conditions and Compression Cone Geometries
In order to investigate the effects of nose bluntness and freestream Mach number, there are totally five cases to study. For the nose bluntness effect study, we set up two cases with different nose-radii in addition to the standard case which is simulated by Huang & Zhong [39] . The freestream conditions used in the numerical simulations in this paper is based on Purdue's Mach-6 Quiet Tunnel (BAM6QT) [5] : 
The compression cone geometry is based on Schneider's design [5] : The standard case is Case 0 that is the same as the standard case for studying the effect of nose bluntness.
VI. Freestream Hotspot Parameters
The peak radius is controlled by the Gaussian factor, σ. The hotspot size is referred to the actual hotspot size in Purdue's experiments [3, 4] , which is case A in Huang & Zhong [13] . The initial location of the hotspot is chosen to be 2 cm upstream to the origin of the coordinates along the x-coordinate. 
VII. Results
All flow variables shown in the figures are dimensionless, which are normalized by the corresponding freestream values. For all contour plots, the upper boundary is the location of the shock, the lower boundary is the cone-wall, the left boundary is the flow inlet, and the right boundary is the flow exit. Since the cone is at zero degree angle of attack, only the upper half of the cone is demonstrated, and the lower half is the mirror image of the upper half due to axis-symmetry of the flow. Figure 3 shows the partial view of the computational grid structure around the cone. Due to the limiting computer power for computing almost a million grid points at once, the simulation is divided into 18 zones. Zone 1 is the computation domain that wraps around the hemispherical cone nose, zone 2 to zone 18 wrap around the compression wall of the cone.
There are five parametric cases to be investigated, which are summarized in the following There are two directions for the current parametric study. One of them is the nose bluntness effects, and the other one is the freestream Mach number effects.
Nose Bluntness Effects A. Evolution of the Boundary-Layer Disturbances
The spatial developments of pressure perturbations at wall for of Case 0, A1 and A2 are demonstrated in Figure 6 to Figure 11 . The magnitudes of the perturbations are normalized by the freestream pressure. The time-history profile of the perturbations for Case 0 begins from a location, x=0.0135 m, not far behind the nose region. The shape at this location is relatively monotonic. While the perturbations moving downstream in the upstream region, the amplitude decays and the profile gradually become more complicated and spread-out. At the beginning location in the downstream region, the profile split into two waveforms in time: one is more oscillatory followed by a smoother profile. Both parts become further apart from each other, since the more oscillatory waves travel faster than the smoother waves. Their amplitudes decay while the perturbations travel downstream before reaching x=0.25 m. At x=0.25m, there is a new waveform appears behind the smoother waves. The amplitude of this new waveform grows rapidly. The amplitude of the new waveform soon surpasses the amplitudes of the decaying waves and dominates the entire perturbations.
The time-history profiles of the perturbations for Case A1 and A2 are plotted at various streamwise locations from the nose region to the downstream region of the cone in Figure 8 to Figure 11 . For Case A1 that is shown in Figure  8 , the profile begins with a Gaussian shape in the nose region. This Gaussian shaped profile is directly related to the Gaussian freestream perturbations that enter the shock layer in the nose region. Two different waveforms, an oscillatory one followed by a single peaked one, appear in the profile behind x=0.08 m in the upstream region. The amplitude decays in the upstream region. In the downstream region shown in Figure 9 , the single peaked waves become oscillatory, and their amplitude grows. The shapes throughout the evolution of the perturbations for Case A1 are similar to Case 0.
For Case A2, the profile initially has a Gaussian shape in the nose region. While the perturbations moving downstream in the upstream region, their profile gradually becomes multi-peaked, and their overall amplitude decays. Such trend is revealed in Figure 10 . After the perturbations entering the downstream region at x=0.054 m, which is shown in Figure 11 , the shape becomes more oscillatory, and the overall amplitude increases. The evolution of the profile is caused by the evolution of eigenmodes in the boundary layer disturbances, which is presented in the latter section.
From the above observations, the overall patterns of disturbances evolution in boundary layer are consistent for all three cases of bluntness effects. They all begins from a monotonic profile, and gradually become multi-peaked. The amplitudes decay while moving downstream in upstream region. After their entrance to downstream region, an oscillatory and dominant growing waveform appears behind the original decaying waves.
One can calculate the average speeds of the disturbances by dividing the travelled distance of the disturbances with the time elapsed from Figure 6 to Figure 11 . The average speed of the wave front of Case A1 behind the nose region is around 1006 m/s. The average speed of the wave front behind the nose region is around 1009 m/s for Case A2. The average speed of the wave front in Case 0 behind the nose region is around 1008 m/s. Therefore, we can see that the average speeds of the wave front for the cases of bluntness effects are approximately the same.
In Figure 11 , the amplitude growth of the perturbations appears from 0.054 m to 0.102 m for Case A2. The amplitudes of perturbations within this spatial range are still decaying before reaching the unstable region in Case 0 and A1. Similarly, the amplitude growth of the perturbations appears from 0.17 m to 0.215 m in Case A1. The amplitudes of perturbations within this spatial range are still decaying before reaching the unstable region in Case 0. Therefore, the amplitude comparisons cannot be conducted at the current stage. Both Case A1 and A2 need to be simulated further downstream in order to compare the amplitude growth with Case 0.
However, at the current stage, the approximate location of growth can be obtained and compared. For Case 0, the growth begins around x=0.25 m. For Case A1, the growth begins around x=0.17 m, and the location for Case A2 is x=0.054 m. By comparing these results, we can see that the smaller nose radius cone has the earlier growing location of boundary layer disturbances.
B. Spectra of the Boundary-Layer Disturbances
In order to investigate the spectral characterization of the boundary layer disturbances, we transform the timehistory traces into frequency domain, and the spectra of the wall pressure perturbations are obtained. The spectra of the normalized wall pressure perturbation at various locations throughout the cone for Case 0, A1 and A2 are shown in Figure 12 to Figure 14 .
In Case 0, Figure 12 , there is a growing peak appears between 260 kHz to 320 kHz, which is the unstable frequency range, from x=0.21 m to 0.394 m. The bandwidth of the unstable frequency is 60 kHz. The frequency shift of the growing peak is very minimal. The peak frequency is consistently around 290 kHz due to the flaring of the cone is designed to create a constant boundary layer thickness downstream along the cone with 1 mm nose radius under the Mach 6 flow conditions. The oscillation in the spectra is caused by the modulation of multi-mode waves, when there is no dominant wave.
In Case A1, Figure 13 , the growing peak shifts from 343 kHz to 319 kHz between x=0.125 m to 0.232 m. The compression cone design can no longer create a boundary layer with the constant thickness. The unstable frequency range at the last plotted location is from 260 kHz to 362 kHz, hence the bandwidth of the unstable range is 102 kHz.
In Case A2, Figure 14 , the growing peak shifts from 518 kHz to 402 kHz between x=0.054 m to 0.115 m. The compression cone design can no longer create a boundary layer with the constant thickness. The unstable frequency range at the last location plotted is from 240 kHz to 440 kHz, hence the bandwidth of the unstable range is 200 kHz.
The peak frequency down-shifts of the 0.1 mm and 0.5 mm radii cases are caused by increase of boundary layer thickness in streamwise direction. Therefore, the smaller nose radius would lead to increase in the boundary layer thickness downstream. Also by comparing the bandwidths of Case 0, A1 and A2, one can see that the smaller radius cone has the wider unstable frequency bandwidth. The peak frequency between Case A1 and A2 is not valid for comparison, since the amplification locations of Case A1 do not overlap the one of Case A2. However, it is obvious that the peak frequency of Case 0 is lower than Case A1 at x=0.232 m. Therefore, it is likely that the cone with the smaller radius has the higher peak frequency.
The amplification of the disturbances is different for each case, since it is depended on the specific geometry and flow conditions. At x=0.13 m of Case 0, the maximum normalized amplitude within the unstable range is 0.0117. At x=0.125 m of Case A1, the maximum normalized amplitude within the unstable range is 0.0279. At x=0.115 m of Case A2, the maximum normalized amplitude within the unstable range is 1.52. This shows the smaller the nose radius is, the more amplification of the boundary layer disturbances is.
C. Boundary Layer Receptivity Analysis
LST analyses based on the steady base flow are conducted in order to identify the modal behavior in the linear regime. We choose a sampling frequency that is very close to the peak frequency at the most downstream location in the simulated disturbance spectra, to perform the spatial comparisons between the numerical simulated results and those from LST. In Case 0, the peak frequency of 293 kHz is selected. In Case A1, the peak frequency of 337 kHz at x=0.364 m is chosen. In Case A2, the peak frequency of 557 kHz is selected. However, 557 kHz in Case A2 is the one that is very close to the peak frequency at x=0.054 m. This was the most downstream location at the time of initial stage of the study. Therefore, we will conduct further analyses with the updated sampling frequencies.
In order to identify the modal evolution during the receptivity process, the simulated phase speeds are compared with the LST ones. In Figure 15 to Figure 17 , the comparisons of non-dimensional streamwise phase speeds between the simulations and LST of Case 0, A1 and A2 are shown. In Case 0, Figure 15 , before reaching s=0.04 m, the simulated disturbance phase speeds is very close to the phase speed of the mode F which is initially excited by the fast acoustic waves in the nose region. Then the simulated phase speed become very oscillatory between s=0.04 m to s=0.2 m. The oscillation is caused by the multi-mode wave modulation where there is no dominant mode in the boundary layer. Behind the phase speeds synchronization location of the mode S and F at s=0.16 m, the simulated phase speeds converge to the one of mode S. The oscillation also attenuates rapidly. These observations show that the boundary layer disturbances are most likely to be excited by the fast acoustic waves that are generated by the shock/entropy spot interaction in the nose region. The boundary layer disturbances contain relatively strong mode F before they reach the modulation region. Then the boundary layer disturbances become dominated by the mode S behind the synchronization region.
The evolution of phase speeds for both Case A1 and A2 are similar. The simulated phase speeds are close to the mode F in the upstream region. Then the simulated phase speeds switch to match the mode S behind the synchronization region. From Figure 16 and Figure 17 , one can see the mode S/F synchronization region of Case A1 and A2 are around 0.118 m and s=0.04 m respectively. Hence, the smaller nose radius would likely leads to an earlier synchronization region. The discontinuity of the mode F curve indicates that there are multiple modes exist very close to the mode F when crossing the continuous spectrum. The oscillatory curves indicate that the multimode modulations appear in the boundary layer disturbances. The oscillation in the simulated phase speeds attenuate and converge to mode S behind the synchronization region indicates that the boundary layer disturbances become dominated by mode S. Therefore, the receptivity mechanism of Case A1 and A2 are the same to Case 0. They are initially excited by the fast acoustic waves in the nose region, and then they have relatively strong mode F in the upstream region. The synchronization of mode S/F causes the disturbances to be dominated by the mode S.
The comparison of the negative growth rates between the simulated disturbances and LST for Case 0, A1 and A2 are shown in Figure 18 to Figure 20 . The Branch-I neutral point of boundary layer instabilities for Case A1 and A2 are s= 0.0715 m and 0.0284 m. The one for Case 0 is s=0.11 m. By comparing both phase speed and growth rate results, the Branch-I neutral point appears in the earlier part of the synchronization region for the Mach 6 cases with variations in nose radius. The simulated growth rates converge to the mode S downstream, and it becomes unstable which is indicated by having the negative growth rates less than zero. The simulated growth rates appear to be less than the mode F ones. It is possibly due to the surface curvature and non-parallel effects are not considered in the current LST model. In Case A1, the negative growth rate of mode S at s=0.127 m is -41.7 m -1 . The negative growth rate of mode S at s=0.0372 m is -27.2 m -1 for Case A2. In Case 0, the negative growth rate of mode S at s=0.127 is -13.6 m -1 . From the above growth rate study, the smaller nose radius would likely lead to an earlier Branch-I neutral point location, and higher growth rates.
Freestream Mach Number Effects A. Evolution of the Boundary-Layer Disturbances
The spatial developments of pressure perturbations at wall for Case B1 and B2 are demonstrated in Figure 21 and Figure 22 . The magnitudes of the perturbations are normalized by the freestream pressure. The time-history profiles of the perturbations are plotted at various streamwise locations from the nose to the downstream region of the cone. Case B1 and B2 are plotted at the same streamwise locations.
The perturbations of both Case B1and B2 have a Gaussian profile in the nose region at x=-0.001 m. This Gaussian shaped profile is directly related to the Gaussian freestream perturbations that enter the shock layer in the nose region. The shape becomes multi-peaked while moving downstream in the upstream region between x=0.011 m to 0.07 m. The growth begins at the first location of x=0.07 m in the downstream region. Behind x=0.16 m, the rear part of the profile becomes very oscillatory and its amplitude grows rapidly and dominantly. By comparing both Case B1 and B2, the overall amplitude of Case B1 is less than the one of Case B2. Eventually, they become the same order of magnitude at the location, x=0.34 m, near the end of the cone.
The average decay rate can be calculated by dividing the difference in the maximum normalized magnitude by the distance travelled. The average decay rate of the amplitude for Case B1 is approximately 0.197 m -1 in the upstream region. The average decay rate for Case B2 is approximately 0.422 m -1 in the upstream region. The average rate of growth in the downstream region for Case B1 is around 0.00217 m -1 . The one for Case B2 is 0.00208 m -1 . Hence, the amplitude of Case B2 decays faster than Case B1 in the upstream region. The amplitude of Case B2 grows slightly slower than Case B1.
One can calculate the average speeds of the disturbances by dividing the travelled distance of the disturbances with the time elapsed from Figure 21 and Figure 22 
B. Spectra of the Boundary-Layer Disturbances
In order to investigate the spectral characterization of the boundary layer disturbances, we transform the timehistory traces into frequency domain, and the spectra of the wall pressure perturbations are obtained. The spectra of the wall pressure perturbation at various spatial locations from nose to downstream regions for Case B1 and B2 are shown in Figure 23 and Figure 24 . In Case B1, the growing peak shifts from 108 kHz to 124 kHz between x=0.16 m to 0.364 m. The unstable frequency range at the last plotted location is from 20 kHz to 196 kHz, thus the bandwidth of the unstable range is 176 kHz. In Case B2, the growing peak shifts from 83 kHz to 126 kHz between x=0.1 m to 0.364 m. The unstable frequency range at the last plotted location is from 19 kHz to 548 kHz, thus, the bandwidth is 529 kHz. In Case 0, Figure 12 , the peak frequency shift is very minimal, and the bandwidth is 60 kHz.
The up-shifts of peak frequencies for Case B1 and B2 are due to the thinning of the boundary layer downstream. Therefore, having a higher freestream Mach number would lead to decrease in the boundary layer thickness downstream. From the bandwidth comparison, one that concludes that having a higher freestream Mach number would results a wider unstable frequency bandwidth. However, there is no clear trend to show the higher freestream Mach number would results in a lower peak frequency downstream, which is due to the stronger compression effects.
In Case 0, Figure 12 , the maximum normalized amplitude at x=0.354 m and 0.374 m are 15.6 and 52.3 respectively. The maximum normalized amplitude at x=0.364 m is 104 for Case B1, and the one for Case B2 is 45.7. The results of different Mach number cases do not show a trend between the amplitude and the freestream Mach number.
C. Boundary Layer Receptivity Analysis
LST analyses based on the steady base flow are conducted in order to identify the modal behavior in the linear regime. We choose a sampling frequency that is very close to the peak frequency at the most downstream location in the simulated disturbance spectra, to perform the spatial comparisons between the numerical simulated results and those from LST. For both Case B1 and B2, we have chosen the frequency of 130 kHz. For Case 0, the frequency of 293 kHz is selected.
The comparisons of non-dimensional streamwise phase speeds between the simulations and LST for Case B1 and B2 are shown in Figure 25 and Figure 26 . Similar to the receptivity mechanism of Case 0, which is revealed in the phase speed plot of Case 0 in Figure 15 , the boundary layer disturbances in Case B1 and B2 are most likely to be excited by the fast acoustic waves, which are generated by the shock/entropy spot interaction in the nose region. The boundary layer disturbances contain relatively strong mode F before they reach the mode S/F synchronization region. The mode S/F synchronization region of Case B1 is around s=0.08 m. The synchronization region for Case B2 is approximately around s= 0.073 m. The one from Case 0 is s=0.16 m. Hence, the higher freestream Mach number would likely leads to the earlier synchronization region.
The discontinuity of the mode F curve indicates that there are multiple modes exist very close to the mode F when crossing the continuous spectrum. The oscillatory curves indicate the multi-mode modulations appear in the boundary layer disturbances. The oscillation in the simulated phase speeds attenuate and converge to mode S behind the synchronization region indicates that the boundary layer disturbances become dominated by mode S.
The comparison of the negative growth rates between the simulated disturbances and LST in Case B1 and B2 are shown in Figure 27 and Figure 28 . The Branch-I neutral point of boundary layer instabilities for Case B1 and B2 are s=0.09 m and 0.145 m. In Figure 18 , the Branch-I neutral point for Case 0 is s=0.11 m. By comparing both phase speed and growth rate results, the Branch-I neutral point appears in the later part of the synchronization region for the higher Mach number cases. The simulated growth rates converges to the mode S downstream, and it becomes unstable which is indicated by having the negative growth rates less than zero. The simulated growth rates appear to be less than the mode F ones. It is possibly due to the surface curvature and non-parallel effects are not considered in the current LST model. In Case B1 and B2, the negative growth rates of mode S at s=0.283 m are -23.6 m -1 and -8.86 m -1 respectively. In Case 0, Figure 18 , the negative growth rate of mode S at s=0.283 m is -47.1 m -1 . From the above growth rate study, the higher freestream Mach number case would tend to have lower growth rates, but there is no trend shown to relate the Branch I neutral point with the freestream Mach number.
VIII. Conclusions
In the current, we have simulated the freestream hotspot perturbed transient flow under two types of effects: the effects of nose bluntness and the effects of freestream Mach number. The simulations are well agreed with the LST analyses. The receptivity mechanisms are identified by comparing the simulated results with the LST analyses. After comparing all the results from the cases within each effect, and comparing the results with the previously obtained standard case, the parametric study is eventually carried out.
By comparing the results in this paper to those of previously completed standard Mach 6 freestream case with the nose radius of 1 mm case, one can see the following trends for the compression cone:
The smaller nose radius would lead to increasing the boundary layer thickness downstream.
The smaller nose radius would lead to a wider unstable second mode frequency bandwidth. (iii)
Having a higher freestream Mach number would lead to decrease in the boundary layer thickness downstream. (iv)
The higher freestream Mach number would also lead to a wider unstable second mode frequency bandwidth.
The cone with the smaller radius is likely to have the higher peak frequency.
The smaller nose radius cone has higher second mode amplitudes of the boundary layer disturbances.
The receptivity mechanisms of all four cases are similar to the standard case; the boundary layer disturbances are most likely to be excited by the fast acoustic waves that are generated by the shock/entropy spot interaction in the nose region. In the upstream region, the boundary layer disturbances have relatively strong mode F before they reach the mode S/F synchronization region. Behind the synchronization region, the disturbances become unstable and dominated by mode S, which is the unstable second mode.
The cone with a smaller nose radius is likely to have an earlier synchronization region.
Having a higher freestream Mach number would also leads to an earlier synchronization region.
The cone with a smaller nose radius is likely to have the Branch-I neutral point appears earlier.
The sharper cone is likely to have higher second mode growth rates. (xii)
Having a higher freestream Mach number, the second mode growth rates become lower.
Therefore, in a hypersonic freestream, a sharper cone nose destabilizes the boundary layer under the effect of freestream entropy perturbations, and the higher freestream Mach number stabilizes the boundary layer. In order to provide a clearer picture of the parametric study, the case of 0.1 mm needs to be updated with the latest peak frequency. Both 0.1 mm and 0.5 mm case need to compute further downstream and to be compared with the standard case. 
