We develop a theory of regularity for continuum Schrödinger operators based on the Martin compactification of the complement of the essential spectrum. This theory is inspired by Stahl-Totik regularity for orthogonal polynomials, but requires a different approach, since Stahl-Totik regularity is formulated in terms of the potential theoretic Green function with a pole at ∞, logarithmic capacity, and the equilibrium measure for the support of the measure, notions which do not extend to the case of unbounded spectra. For any half-line Schrödinger operator with a bounded potential (in a locally L 1 sense), we prove that its essential spectrum obeys the Akhiezer-Levin condition, and moreover, that the Martin function at ∞ obeys the two-term asymptotic expansion
Introduction
The goal of this paper is to develop a theory of Stahl-Totik regularity suitable for continuum Schrödinger operators; it is natural for this topic to work in the half-line setting, so our Schrödinger operators are unbounded self-adjoint operators on L 2 ((0, ∞)), corresponding formally to
The potential V will always be real-valued and assumed to be uniformly locally integrable, i.e. sup x≥0 x+1 x |V (t)|dt < ∞ (1.1) (in particular, 0 is a regular endpoint and +∞ is a limit point endpoint in the sense of Weyl). We set the Dirichlet boundary condition at 0, so the domain of the operator is D(L V ) = {f ∈ L 2 ((0, ∞)) | f ∈ W 2,1 loc ([0, ∞)), −f ′′ + V f ∈ L 2 ((0, ∞)), f (0) = 0} where W 2,1 loc ([0, ∞)) denotes the set of functions such that f ∈ W 2,1 ([0, x]) for all x < ∞, i.e., f ′′ ∈ L 1 ([0, x]) for all x < ∞.
The connection of orthogonal polynomials and potential theory goes back at least to the work of Faber and Szegő [19, 47] . For further references on the subject we refer to the paper of Simon [43] and the monograph of Stahl and Totik [46] . Building on important work of Ullman [48] , Stahl and Totik developed a comprehensive theory for orthogonal polynomials for arbitrary measures with compact support in C. It is shown that the asymptotic behavior of the orthogonal polynomials is intimately related with so-called Stahl-Totik regularity of the measure. For orthogonal polynomials on the real line, the theory provides a universal inequality between the Jacobi coefficients of a compactly supported measure and the logarithmic capacity of its topological support E, and the measure is defined to be Stahl-Totik regular if equality holds. This theory is built on potential theoretic notions, such as Green functions on the domain Ω =Ĉ \ E with the pole at ∞, logarithmic capacity, and equilibrium measures -objects which are undefined for unbounded sets E, and therefore not applicable to continuum Schrödinger operators.
In this paper, we develop the corresponding theory for Schrödinger operators. Martin functions [3, 36] serve as the counterpart of Green functions, corresponding to boundary points z 0 ∈ ∂Ω instead of internal points z 0 ∈ Ω; but whereas the Green function is defined with an explicit logarithmic singularity at z 0 , the existence and behavior of Martin functions is more varied. If E ⊂ R is a closed unbounded set, ∞ is a boundary point of the Denjoy domain Ω = C \ E. If this domain is Greenian, associated to the boundary point ∞ is a cone of dimension 1 or 2 of positive harmonic functions in Ω which are bounded on bounded sets and vanish at every Dirichlet-regular point of E. The cone is spanned by the minimal Martin functions at ∞ [1, 2, 6, 20] . In particular, if min E > −∞, the cone is of dimension 1, and the Martin function at ∞ is determined uniquely up to normalization; we denote it by M E and simply call it the Martin function from now on.
For sets with min E > −∞, the Akhiezer-Levin condition is
(by general principles, the limit exists with a value in [0, ∞)). For Akhiezer-Levin sets, we will normalize the Martin function so that the limit in (1.2) is equal to 1. For a potential bounded in the sense (1.1), the spectrum σ(L V ) is a closed subset of R bounded below but not above, so the above definitions are applicable. It will be noted that isolated points of the set don't affect the Martin function, so we can equally well use E = σ ess (L V ) in what follows (more generally, M E1 = M E2 if the symmetric difference of E 1 and E 2 is a polar set).
In spectral theory, Martin functions first appear implicitly, in the classical work of Marchenko-Ostrovski [37] classifying the spectra of periodic Schrödinger operators. In this work, the discriminant of a 1-periodic operator is expressed in the form ∆(z) = 2 cos(Θ(z)), and it can be recognized that Im Θ(z) is the Martin function at ∞ for the periodic spectrum. The explicit use of Martin functions in spectral theory starts with works of Yuditskii and coauthors [16, 17, 45] , through inverse spectral theoretic studies associated to Dirichlet-regular spectra obeying a Widom condition and finite gap length conditions.
In contrast to the previous works, our first theorem is a set of universal properties of the spectra of Schrödinger operators obeying (1.1); note that a boundedness condition such as (1.1) is essential for the following theory, since potentials going to −∞ or +∞ can give spectrum equal to R or spectrum which is a polar set. Theorem 1.1. For any potential V obeying (1.1) and E = σ ess (L V ), the domain Ω = C \ E is Greenian, ∞ is a Dirichlet-regular point for Ω, Ω obeys the Akhiezer-Levin condition, and there exists a E ∈ R such that the Martin function has the asymptotic behavior
as z → ∞, arg z ∈ [δ, 2π − δ], for any δ > 0.
Each of the conclusions of this theorem is strictly stronger than the previous; we will point out examples in Section 2. In particular, the second term of the expansion (1.3) is not an automatic property of Akhiezer-Levin sets, but rather an added feature corresponding to spectra of Schrödinger operators. It should be emphasized that spectra of Schrödinger operators with bounded potentials can be very thin in the sense that they can even have zero Hausdorff dimension [10] and zero lower box counting dimension [11] , while our result is a universal "thickness" result in the perspective of Martin function.
In the references given above, the Martin function was used in spectral theory as a positive harmonic function in Ω that vanishes on the boundary. In fact, Martin theory provides a whole kernel M (z, x) on Ω × (Ω \ {z * }), whereΩ denotes the Martin compactification of Ω and z * ∈ Ω is a normalization point. If ∂ M 1 Ω denotes the so-called minimal Martin boundary of Ω, then for every positive harmonic function h on Ω there exisists a unique finite measure ν such that
We will provide more details and precise definitions in Section 2. It is new to combine this theory with the spectral theory of unbounded self-adjoint operators and it was crucial for the proof of Theorem 1.1.
Under strong a priori assumptions on the spectrum, expansions of the form (1.3) have previously appeared in the spectral theory literature [37] . Namely, the set E is closed so it can be written in the form
where j indexes the "gaps", i.e., connected components of [b 0 , ∞) \ E, and N is finite or ∞. If j (b j − a j ) < ∞, the Martin function has an expansion (1.3) with a E = b 0 + j (a j + b j − 2c j ) (Lemma 6.2) by harmonic/complex theoretic arguments. In contrast, our Theorem 1.1 is not a purely complex theoretic result; its proof is a combination of spectral theoretic arguments and the theory of the Martin boundary of Denjoy domains.
In particular, Theorem 1.1 associates to the set E the real-valued constant a E , which will serve as a substitute for the Robin constant and enter the following universal inequality:
(1.5)
For any z ∈ C, the Dirichlet eigensolution is the solution of the initial value problem
Our next result is that the Martin function provides a universal lower bound on the growth rate of the Dirichlet solution.
Exclusion of [min E, ∞) in Theorem 1.3 is necessary because for z ∈ (min E, ∞), by Sturm oscillation theory [42] , the Dirichlet solution has infinitely many zeros.
Of course, due to (1.5), this is equivalent to requiring that a E ≥ lim sup x→∞ 1 x
x 0 V (t)dt. In our next theorem, we will characterize regularity in terms of root asymptotics for the Dirichlet eigensolutions. We say that a property holds a.e. on E with respect to harmonic measure if it holds away from a set A ⊂ E such that ω E (A, z 0 ) = 0, where ω E (·, z 0 ) denotes the harmonic measure of Ω evaluated at some z 0 ∈ Ω. This condition is independent of the choice of z 0 ∈ Ω since the harmonic measures are mutually absolutely continuous. Theorem 1.5. If V is a potential obeying (1.1) and E = σ ess (L V ), the following are equivalent:
Since (v) or (vi) trivially imply (iv), (iv) is of interest as a criterion for establishing regularity of V , whereas (v), (vi) are of interest as consequences of regularity. Similarly, (ii) implies (iii), so (ii) is of interest as a consequence of regularity and (iii) as a condition for regularity. Instead of conditions (ii) and (iii), it would be customary to state the single condition that the inequality holds quasi-everywhere; this is between our conditions since the set of Dirichlet-irregular points is polar and polar sets have harmonic measure 0. The benefit of (ii) is that it can be used pointwise (in particular, for a Dirichlet-regular set E, the inequality holds everywhere on E). More importantly, the benefit of (iii) is that the characterization in terms of harmonic measure will be essential for our proof of Theorem 1.8 below.
An analog of Stahl-Totik regularity for Schrödinger operators was previously conjectured by Simon [43, Section 9] . It was conjectured that there should be a function Φ E associated to the essential spectrum E, which would serve as a bound for the exponential growth rate of u(x, z), and it was suggested that regularity for continuum Schrödinger operators can be defined by the condition lim sup x→∞ 1 x log|u(x, z)| = Φ E (z). It was expected that this theory would require a condition on E such as finite gap length. Our results need no such assumptions, so they solve these conjectures in a far greater generality than they were even previously conjectured. Among the properties expected in [43] for the function Φ E (now understood as the Martin function M E ) is an
and it is conjectured that this should improve to the asymptotic behavior Re √ −z + o(1); this is motivated by the asymptotic behavior √ −z + o(1) of m-functions, proved by Atkinson [4] . While that asymptotic statement for individual m-functions cannot be improved for locally integrable potentials, we discover that due to averaging effects, the asymptotic behavior of our quantities improves to the form (1.3). This discovery of (1.3) has enabled us to introduce the constant a E , which was not previously conjectured, and to use it for the robust general definition of regularity given above. Simon also conjectured the existence of an "equilibrium measure" for E which would be related to a deterministic density of states; we give the definition of this measure and solve the corresponding conjectures below.
The Martin function can be extended to a subharmonic function on C, so it has a Riesz measure, given by
which we will call the Martin measure of the set E. Conversely, the Martin function has a Hadamard representation of the form
where z * < min E is an arbitrary normalization point. The Martin measure will serve the same role in this theory that the logarithmic equilibrium measure serves for orthogonal polynomials. However, ρ E is not defined with respect to any extremal property (and it is not even a finite measure), so different proofs will be needed in the current setting.
For any x > 0, let ρ x denote the zero counting measure for u(x, z) divided by x,
Note that ρ x is the Riesz measure of 1 x log|u(x, z)|. The limit of ρ x as x → ∞, when it exists, is interpreted as a deterministic density of states associated to V . The Martin measure and the zero counting measures are related by the following pair of results:
The following is a continuum analog of a result of Stahl-Totik [46] : Theorem 1.7. Assume that V obeys (1.1) and let µ be a maximal spectral measure for L V . Suppose that ρ x converges to ρ E as x → ∞ in the weak- * sense. Then, either V is regular, or there exists a polar Borel set X such that µ(R \ X) = 0.
Of course, the statement µ(R \ X) = 0 can be restated in the language of the Borel functional calculus as χ R\X (L V ) = 0.
So far, we have seen that regularity of V can be established from the root asymptotics of Dirichlet solutions. The next theorem shows that it can be established from spectral properties of the operator. It is the continuum counterpart of a theorem of Widom [52] . Theorem 1.8. Let µ be a maximal spectral measure for L V . If ω E (·, z 0 ) for some z 0 ∈ C \ E is absolutely continuous with respect to µ, then V is regular.
This theory leads to several new results even for the special case of half-line essential spectrum [0, ∞); we present those as our first applications. If V is a decaying potential in the sense [7, 51] . It follows that M E (z) = Re √ −z. In particular, a E = 0, so immediately from the definition:
Since harmonic measure for E = [0, ∞) is mutually absolutely continuous with χ (0,∞) (x)dx, the following is an immediate consequence of Theorem 1.8: Corollary 1.10. Assume that V obeys (1.1) and denote by µ a maximal spectral measure for L V . Denote by dµ = f dx+dµ s the Radon-Nikodym decomposition of µ with respect to Lebesgue measure. If σ ess (L V ) = [0, ∞) and f (x) > 0 for Lebesgue-a.e. x > 0, then V is regular.
More generally, a version of Corollary 1.10 holds, whenever the harmonic measure for the domain C \ E is absolutely continuous with respect to the Lebesgue measure χ E (x)dx. In particular, it holds for finite gap sets (i.e., when N is finite in (1.4)) and regular Parreau-Widom sets. If E is Dirichletregular, the Green function G E (z, z 0 ), for z 0 < min E, has exactly one critical point c j ∈ (a j , b j ) in each gap. If, in addition, the critical values of G E (z, z 0 ) are summable, i.e.,
we call E a regular Parreau-Widom set. In fact, the harmonic measure for the domain C \ E is absolutely continuous with respect to the Lebesgue measure if and only if E satisfies a certain sector condition [18, Theorem 4] . We will describe this generalization in Section 6.
Sparse potentials are not covered by Corollary 1.9 or Corollary 1.10, but nonetheless provide additional examples of regular potentials:
The sparse potentials from Example 1.11 are not decaying in the sense (1.8), so Corollary 1.9 does not have a converse; sparse potentials have purely singular spectrum by [30, 38] , so Corollary 1.10 does not have a converse.
However, we prove that Corollary 1.9 has the following partial converse; we have already described Theorem 1.1 as a universal thickness result about the spectrum, and the following result similarly guarantees presence of essential spectrum. Theorem 1.12. Assume that V obeys (1.1) and that σ ess (L V ) ⊂ [0, ∞). Then:
Part (a) can also be established by other means, but we include it for completeness. Parts (b) and (c) generalize known results giving sufficient conditions for σ ess (L V ) = [0, ∞). In particular, Damanik-Remling [14, Theorem 1.2] showed that σ ess (L ±V ) ⊂ [0, ∞) implies σ ess (L V ) = [0, ∞). Part (b) of our theorem is a strict generalization of that result; strict because it applies, e.g., to the sparse potentials of Example 1.11 where [14] does not (for a positive sparse potential V , min σ ess (L −V ) < 0), and a generalization because
, so our parts (b), (c) also apply to the potentials in [14] . In particular,
In the theory of Jacobi matrices, a result of Simon [44] shows that a regular Jacobi matrix with essential spectrum [−2, 2] obeys a Cesàro-Nevai condition. The analog for Schrödinger operators is false -the continuum setting allows rapid oscillations which can break any Cesàro-type decay in an L 1 sense:
All objects considered above are deterministic (defined only in terms of a single half-line potential V ), but for ergodic families of Schrödinger operators, they can be recognized almost surely as ergodic notions such as the Lyapunov exponent and the ergodic density of states, so our results can be interpreted in the ergodic setting. In the ergodic setting, it is natural to work with whole line potentials: let us consider a family (V η ) η∈S of real-valued potentials on R on a probability space S which is metrically transitive with respect to a group of measure preserving transformations τ y such that V τyη (x) = V η (x − y) and such that any measurable subset A of S which is invariant under all τ y has probability 0 or 1. The group of transformations can be continuous (indexed by y ∈ R) or discrete (indexed by y ∈ ℓZ for some ℓ > 0); the former case includes almost periodic Schrödinger operators and the latter case includes many Anderson-type models studied in the literature [15, 26] , including those with a periodic background. We also assume that V η almost surely obeys
(1.9)
in fact, much of the literature on ergodic Schrödinger operators assumes bounded potentials. Let us denote by H Vη the self-adjoint operators on L 2 (R) given by
In this ergodic setting, there is an almost sure spectrum,
for a.e. η ∈ S, and the potentials V η have an almost sure Birkhoff average E(V ),
If L Vη denotes the half-line operator corresponding to the restriction of V η to [0, ∞), then E = σ ess (L Vη ) almost surely, so as a direct consequence of our deterministic results, E corresponds to a Martin function with an expansion (1.3), and
This inequality is new; several cases of the equality a E = E(V ) are well known and among the most studied classes of ergodic Schrödinger operators (periodic, reflectionless almost periodic with finite gap length), and we can now interpret this through the fact that the corresponding potentials are regular.
In the ergodic setting, two central objects is the Lyapunov exponent γ(z) and the density of states dρ; both are almost sure ergodic averages of important spectral quantities. The transfer matrix T η (x, z) is the 2 × 2-matrix valued solution of the initial value problem
and dρ = w-lim x→+∞ dρ η,x , for a.e. η ∈ S.
Thus Theorem 1.5, specialized to the ergodic setting, immediately gives the following:
For any ergodic family of Schrödinger operators obeying (1.9), the following are equivalent:
We say that a family of ergodic Schrödinger operators is regular if one (and therefore all) of the statements of Corollary 1.14 holds. Although this notion is new, let us point out that it contains several of the most well studied families of almost periodic Schrödinger operators.
For a 1-periodic potential V , it is well known that the discriminant has an asymptotic expansion at ∞ whose coefficients are equal to averages of differential polynomials in V (under the appropriate regularity assumptions on V ). The first of those equalities, rewritten for the Martin function, give the equality a E = 1 0 V (x)dx. This can now be interpreted through the fact that periodic potentials are regular.
For an almost periodic potential V , Johnson-Moser [25] introduced the spatial average of mfunctions, whose real part is the Lyapunov exponent γ. Their construction relies heavily on almost periodicity through compactness of the hull, so their methods would not extend to our setting; [25] noted as a consequence of their results, the spectrum of any almost periodic Schrödinger operator is not a polar set (i.e. Ω is Greenian), but further consequences of Theorem 1.1 were not previously known even in the almost periodic case.
The next theorem is a specialization of Theorems 1.6, 1.7 to the ergodic setting: Theorem 1.15. Let (V η ) η∈S be an ergodic family of Schrödinger operators obeying (1.9). If this ergodic family is regular, then its density of states ρ is equal to the Martin measure ρ E . Conversely, if ρ = ρ E , then either the ergodic family is regular, or for a.e. η, the maximal spectral measure µ η is supported on a polar set.
Although positive Lyapunov exponents don't always correspond to localization, we can now prove that they always correspond to very thin spectral type. This is the analog of a Jacobi matrix result which has been described as the ultimate Pastur-Ishii theorem. Theorem 1.16. Let γ denote the Lyapunov exponent associated to the ergodic family (V η ) η∈S and let µ η denote a maximal spectral measure for
It is known in great generality [15] that one-dimensional random Schrödinger operators give rise to positive Lyapunov exponent throughout the spectrum. In particular, random Schrödinger operators provide examples of non-regular operators.
Throughout this paper, we follow the dominant literature by working with locally integrable potentials; we expect that the theory presented here can be extended to potentials which are in the negative Sobolev space H −1 ([0, x]) for x < ∞, with an appropriate uniform bound replacing (1.1).
The Martin function and Akhiezer-Levin sets
In this section we consider in more detail the general Martin theory for Denjoy domains Ω = C\E with min E = b 0 > −∞. Clearly, we have in mind the application that E is the essential spectrum of some continuum Schrödinger operator, L V , where V satisfies (1.1).
Recall that the capacity of a Borel set A is defined by Cap(A) = sup{Cap(K) : K compact, K ⊂ A} and we call a Borel set, A, polar, if Cap(A) = 0. Moreover, a property holds quasi-everywhere on a set B, if there exists a polar set A such that the property holds on B \ A. We start with a discussion of the Green function G E (z, z 0 ), z 0 ∈ Ω. For standard references on potential theory see [3, 21, 40] .
Then there exists a comb domain
where s is a positive upper semicontinuous function, bounded from above, and vanishes Lebesguea.e., and a conformal mapping θ z0 :
(such a representation was proved in [18] in the case that E is compact and z 0 = ∞; by a simple transformation λ = 1 z0−z this yields a corresponding representation for the current setting). Note that θ z0 (b 0 ) = lim sup u→0 s(u) and θ z0 (∞) = lim sup u→π s(u). Moreover, the Lebesgue measure on the base of the comb corresponds to the harmonic measure ω E (·, z 0 ). The mapping can be extended by symmetry to C \ [b 0 , ∞) such that (2.2) still holds there. In fact, any such function s leads to a Green function of a certain domain.
The Martin compactification Ω is the smallest metric compactification of Ω such that M E (z, ·) can be continuously extended to the boundary ∂ M Ω = Ω \Ω for each z. We will also write M E (z, z 0 ) for the extended function. Note that by the Harnack principle the family {M E (z, z 0 )} is precompact in the space of positive harmonic functions equipped with uniform convergence on compacts. We call a positive harmonic function, M , minimal if any harmonic function, h, which satisfies 0 ≤ h ≤ M , is a multiple of M , i.e., h = cM , c ≥ 0. Finally, let ∂ M 1 Ω ⊂ ∂ M Ω denote the subset of the Martin boundary, which consists of minimal harmonic functions. In this case, for every positive harmonic function h, there exists a unique finite measure ν such that
In general ∂ M 1 Ω can be quite abstract, but the situation is rather intuitive for Denjoy domains. In [20, Theorem 6] it is shown that there exists a map π :
is either one or two, depending on how "thin" R ∩ Ω is at x. To state this precisely we need some definitions. If A is a subset of the Martin boundary ∂ M Ω =Ω \ Ω, then we say a property, P , holds near A if there is a Martin-neighborhood A ⊂ W such that P holds on W ∩ Ω. Then, for A ⊂Ω and a superharmonic function h on Ω we define the reduced function
Informally, if E is sufficiently "dense" at x, then Ω locally splits into the two half spaces C + and C − and we obtain a Martin function for each of them.
A reformulation of the above statement can be given in the following way. For x ∈ E, let P E (x) denote the set of positive harmonic functions that are bounded outside every neighborhood of x and vanish quasi-everywhere on E. As in the proof of [23, Lemma 2.9] one can see, that P E (x) is spanned by the Martin functions related to x. Hence, the above question is whether P E (x) is oneor two-dimensional. We will provide a simplified proof for the case that there is only one Martin function associated to x below. This question has attracted much interest and several conditions have been obtained, [2, 6, 27, 34] . To note two extreme cases, if [20] after Theorem 6.
We are particularly interested in the Martin kernel related to ∞. Since E is semibounded,
Note that M ∞ is not exactly M E from the introduction, because in the general situation we cannot use the normalization (1.2). For this reason, we keep the normalization at z * , but once we have specified to sets where the limit in (1.2) is positive, we can pass to this normalization. Since M ∞ (z) is positive and harmonic in Ω, setting λ 2 = z − b 0 it defines a positive harmonic function for λ ∈ C + by f (λ) = M ∞ (z). Since f can be represented as
we see that M ∞ (z) can grow at most as √ −z as z → −∞. In case of two-sided unbounded sets, where the Martin function can grow at most linearly, Akhiezer and Levin showed that P E is twodimensional whenever the Martin function admits the maximal possible growth. This explains why
Note that by (2.7) this limit indeed exists in [0, ∞). Since in (2.6), y (x−t) 2 +y 2 dν(t) defines again a positive harmonic function it follows that
in Ω. The following theorem presents a list of equivalent characterizations of M ∞ . We say that h vanishes continuously at a point x ∈ E if limz→x z∈Ω h(z) = 0. We call a subset of Ω bounded if it is bounded as a subset of C. 
. By the definition of the reduction operator, we have R
That is, in the language of potential theory, ∞ is a pole of h and by [3, Theorem 8 
In his series of papers [32, 33, 34], Levin first systematically established the relation between extremal problems and comb mappings imposing Dirichlet-regularity on the set E. Eremenko and Yuditskii [18] provided a modern approach to it, giving a detailed proof for comb mappings for Green functions as discussed above. It relies on the representation of Green functions for a compact set E, as
where Cap(E) = e −γE and ρ E (X) = 0 for sets of zero capacity. It is also discussed that the proof carry over for Martin functions and the corresponding description is given. Since we were not able to find in our generality a reference for a representation of the type (2.10), which is certainly known to experts, for the readers convenience we survey the corresponding theory in the following.
Since M ∞ vanishes quasi-everywhere, we can extend M ∞ to a subharmonic function to all of C by Let v be a subharmonic, symmetric function in C, which is positive and harmonic in
12)
and for y > 0 
They can be analytically extended to C \ [b 0 , ∞) and Θ ′ = 0 there.
Proof. Applying Lemma 2.2 to M ∞ gives a representation of the form (2.12) in terms of the Riesz measure ρ supported on E and, in particular, E
for some c 0 ∈ R, since the imaginary parts of the two sides are equal by (2.13) . Since Θ is also a Herglotz function, for some measure µ supported on E,
(2.15)
Using monotone convergence and taking the limit as z → −∞ in (2.14) and (2.15) yields lim z→−∞ iΘ ′ (z) = 0 = ic 0 . Since iΘ ′ is Herglotz, Θ ′ = 0 in C + and C − . Moreover, since it is increasing on (−∞, b 0 ) and vanishes at −∞ we obtain the final claim.
The following lemma shows that, like the harmonic measure, ρ gives zero measure to polar sets. Of course, once we introduce the Martin measure ρ E , it will be a scalar multiple of ρ, so the following claim will also hold for ρ E . 
Since I 2 ≤ 0, it follows that −∞ < −d ≤ I 1 , i.e., we have (2.16).
It was already encountered in [33, Lemma 2.4 ] that there is an explicit connection between ρ and the conformal map Θ defined in Lemma 2.3, see also [18] . Note that although in [33] Dirichletregularity is assumed for the set E the proof of the following lemma holds also in our setting. Namely, the Lebesgue measure on the base of the comb corresponds to the measure ρ on E. To be more precise, Re Θ extends continuously to R and we have πρ((a, b) ).
(2.17)
These are all the ingredients needed to describe the comb domains related to the conformal mapping Θ. There exists a positive upper semicontinuous function s on (0, b), where b ∈ (0, ∞] such that Θ maps C + conformally onto
If b < ∞ then lim sup x→b s(x) = ∞. We will show in Corollary 2.8 that b being finite corresponds to ∞ being not Dirichlet-regular.
Example 2.5.
In their classical work [37] Marchenko-Ostrovskii studied the relation between spectra of 1-periodic L 2 potentials on the real line and corresponding data of the mapping Θ E . They showed that E is the spectrum of a Schrödinger operator of this type if and only if the corresponding comb domain is of the form Example 2.6. We will construct an explicit expression for the conformal map, Θ : C + → Π = C + \ {n + iy : n ∈ Z, 0 < y < y 0 }, where y 0 > 0 is an arbitrary but fixed parameter. We will show that along the imaginary axis we have
where, c(y 0 ) is a real constant that depends monotonically on y 0 and can attain in fact any real value. Note that Θ can be continuously extended to R and that E := Θ −1 (R) is symmetric,
Hence, again byΘ(z) = Θ(λ 2 ), M (z) = ImΘ(z) provides an example for a Martin function of an Akhiezer-Levin set, which has a constant term in its asymptotic expansion. The Christoffel-Darboux transformation
. In particular f 1 (−1) = 0 and f 1 (1) = 1. We choose ℓ > 1 so that iy 0 = f 1 (−ℓ) and consider
Then
defines a conformal map Θ : Π 1 → Π 1 such that Θ(0) = iy 0 . By symmetry, we can extend Θ to a conformal map from Θ : C + → Π. Calculations of f 1 , f 2 along the imaginary axis give Θ(iy) = i cosh −1 (ℓ cosh(y)), so
We emphasize that in order to show that the limit in (2.8) is always finite for the Martin function, it was only used that M ∞ represents a positive harmonic function in Ω. This shows that the same conclusion holds for any such function. In view of (2.4) this growth should also be reflected in the corresponding asymptotic behavior of M ∞ , leading to the following criterion for E to be an Akhiezer-Levin set. Lemma 2.7. Assume that there exists a positive harmonic function in Ω such that
Then Ω is Greenian and E is an Akhiezer-Levin set. Moreover, in this case we have Hence,
Hence, E is an Akhiezer-Levin set. Due to [3, Theorem 9.3.3] we have Carleson and Totik [8] showed that P E (x 0 ) being two-dimensional is equivalent to the fact that G(z, z 0 ) is Lipschitz continuous at x 0 , where z 0 is some arbitrary interior point. As a corollary of the comb mapping representation for Θ, we show that E being an Akhiezer-Levin set implies continuity at infinity. Note that by the aforementioned equivalence, one cannot hope for Lipschitz continuity for semibounded sets, since in this case P E (∞) is always one-dimensional. Alternatively, this could be seen from the fact that often, at a gap edge a, the Green function has behaviour G(z, z 0 ) ∼ √ z − a and thus is not Lipschitz continuous. Moreover, as discussed in [49] the set E = R + \ ∪ n∈Z r n (a 1 , b 1 ), where 0 < a 1 < b 1 and r > 1 provides an example of a set for which ∞ is Dirichlet-regular, but which is not an Akhiezer-Levin set. In this sense the following result is optimal. Proof. We will assume that lim sup z0→−∞ G(z 0 , z * ) = ε > 0 in order to obtain a contradiction. Note that sup{Re θ z0 (z) : z ∈ C + } = π, so for any z ∈ C + ,
G(z * ,z0) , taking the supremum over z ∈ C + gives sup{Re Θ(z) : z ∈ C + } ≤ ε −1 π < ∞. Now, as already mentioned in [18] , using upper semicontinuity of h it follows that vanishing of the radial limit of G(z 0 , z * ) implies Dirichlet-regularity. Let Im θ z * = G(z, z * ) and it will be more convenient to shift the mapping by −π. Then, lim z0→−∞ G(z 0 , z * ) = 0 implies that lim sup u→0 h(u) = 0. Therefore, (−∞, z * ) is mapped by θ z * onto iR + and we can extend θ z * by symmetry to C \ (R \ (−∞, z * )). In particular iR + is an interior ray of the image, Π e = Π z * ∪ iR + ∪ {−x + iy : x + iy ∈ Π z * }, of this extended map. lim sup u→0 h(u) = 0 now implies that Π e is locally connected at 0 and hence, θ z * can be continuously extended to 0 which implies that ∞ is a Dirichlet-regular point. This finishes the proof of the first claim.
In view of (2.17), sup{Re Θ(z) : z ∈ C + } < ∞ means that ρ is finite. We show that this implies that M ∞ can grow at most like ρ(R) log |z| and therefore E is not an Akhiezer-Levin set. Let's assume that |z * − b 0 | > 1 and z * < 0. Then, using (2.12) we see that for z < z * we have
For Akhiezer-Levin sets one could also use the result of Carleson and Totik and the substitution λ 2 = z − b 0 to see that G is Hölder continuous with exponent 1/2 at ∞.
Asymptotic behavior of eigensolutions
We now turn our attention to the Schrödinger operator L V and associated objects. Fundamental solutions at z ∈ C are defined as solutions u(x, z), v(x, z) of the initial value problems
The natural regularity class for the solutions are functions which are in W 2,1 ([0, x]) for every x < ∞, and the differential equations are interpreted as equality of L 1 functions, i.e., equality Lebesgue-a.e..
It is useful to substitute k = √ −z and view the initial value problems as perturbations by V of −∂ 2 x + k 2 . We will always assume that Re k ≥ 0; this can be done pointwise throughout C, and later we will view k as a branch of the square root such that Re k > 0 if z ∈ C \ [0, ∞). Note also that this makes Im k < 0 if z ∈ C + . By choosing the branch √ z = ik, we see that
In particular, Im √ z = Re k. The fundamental solutions for V = 0 are the functions
By standard arguments, for general V ∈ L 1 ([0, 1]), the initial value problems (3.1), (3.2) are rewritten as integral equations, and by Volterra-type arguments, convergent series representations are then found for the fundamental solutions. With the notation ∆ n (x) = {t ∈ R n | x ≥ t 1 ≥ t 2 ≥ · · · ≥ t n ≥ 0}, the series representations for fundamental solutions and their first derivatives are
These expansions are derived, e.g., in [39] for V ∈ L 2 ([0, x]), but they hold for V ∈ L 1 ([0, x]) as well, due to the estimate The same estimates which guarantee convergence, provide exponential upper bounds on eigensolutions; these are often stated over a fixed interval, but we will need a kind of uniformity in x: V obeys (1.1) , for each R > 0 there exists C R such that for all |z| ≤ R and x ≥ 1 we have 1 x log|u(x, z)| ≤ C R . Proof. This is an immediate consequence of the previous lemma together with
We will need asymptotic statements about m-functions. Such statements are ubiquitous, especially for smooth potentials; we need an asymptotic expansion which doesn't assume any smoothness.
Proof. Assume that
From (3.8) and (3.7) it follows that |A n |, |B n | ≤ 2C n n! . In the nontangential limit z → ∞, arg z ∈ 
with the error O(|k| −3 ) depending only on C and δ. Dividing,
Moreover,
Multiplying by A 1 = 1 2
x 0 (1 − e −2k(x−s) )V (s)(1 − e −2ks ) ds gives a formula for A 1 (B 1 − A 1 ) as a double integral over [0, x] 2 , and using the substitution t 1 = max{s, t}, t 2 = min{s, t} gives
(some terms are grouped into the error O(e −2 Re kx ) since, e.g.,
Substituting these formulas into (3.10) concludes the proof.
Returning to the half-line setting from the introduction, we recall that half-line potentials obeying the boundedness assumption (1.1) are in the limit point case at +∞, i.e., for every z ∈ C \ E, the set of solutions of
is one-dimensional. Any such nontrivial solution is called the Weyl solution; it is uniquely determined up to normalization and we will not fix any particular normalization. We will use 
|Im k| e −2 Re k (1 + O(|k| −1 )).
In the nontangential limit as arg z ∈ [δ, π − δ], this error is O(|k| −2 ), so the previous lemma implies
Applying this for an arbitrary s ≥ 0 to the translated half-line potential V s (x) = V (x + s) on [0, ∞) concludes the proof.
For the half-line operator L V , the Dirichlet solution can be interpreted as the Weyl solution corresponding to the endpoint 0. Therefore, the Atkinson argument can be applied also "in reverse", to produce uniform asymptotics on the logarithmic derivative of u(x, z). To produce uniform asymptotics, we fix the interval length 1, as in the previous proof:
and the error is uniform in
To make some uniform statements for a family of Herglotz functions, we will use the Carathéodory inequality for the half-plane [31, Proof of Theorem I.8]: for any Herglotz function f ,
Proof. The ratio −(∂ x u)(x, z)/u(x, z) is a Herglotz function and obeys the nontangential asymptotics in Corollary 3.5. The error is uniform in x ≥ 1 since V obeys (1.1). In particular, for z = iy 0 with some fixed y 0 > 0 large enough, Corollary 3.5 implies an upper bound independent of x and therefore (3.14) . By rescaling by y 0 and using (3.13), the upper bound at iy 0 implies uniform upper bounds for z in compact subsets of C + .
For z / ∈ σ(L V ), ψ decays exponentially as x → ∞. The Weyl solution ψ and the Dirichlet solution u are related by the Wronskian
which is independent of x and nonzero, since u, ψ are linearly independent (otherwise they would give an eigenvalue of L V ). This strongly suggests that u should grow at the same rate at which ψ decays, but a proof based only on the Wronskian is difficult due to the derivative, especially if a pointwise statement is desired. We therefore use a different argument: Lemma 3.7. Fix a potential V which obeys (1.1). For each z ∈ C + , there exists C such that for all x ∈ [1, ∞),
Proof. We use the diagonal (spectral theoretic) Green's function for L V ,
which can be written as
Using the above asymptotics for m-functions gives a well known asymptotic statement,
and the proof given here shows that this asymptotic behavior is uniform in x ∈ [1, ∞), since V obeys (1.1). In particular, for some fixed z = iy with y large enough, this implies sup x∈ [1,∞) |g(x, x; iy)| < ∞ and inf x∈ [1,∞) |g(x, x; iy)| > 0. Rescaling z by a factor y and applying (3.13) to the Herglotz functions g(x, x; z) and −1/g(x, x; z) implies uniform upper and lower bounds on compact subsets of C + . For any z ∈ C + , the Wronskian is nonzero and independent of x, so by (3.15) , uniform bounds in x for g(x, x; z) imply uniform bounds in x (for each z ∈ C + ) for u( x, z)ψ(x, z) .
The growth rate of u(x, z) can now be expressed in terms of averages of the m-functions: Expansions for m(s, z) are often stated in terms of values of V and its derivatives at s, but such expansions assume some regularity of V , and the error terms in such expansions are usually not uniform in the appropriate local norm for V . By working directly with the expansion in Prop. 3.4, we can obtain uniform expansions for the averages without imposing any regularity on V . with the error term independent of x. For the term linear in V , we use p = s + t to rewrite the iterated integral as 1 0 x+t t V (p)e −2kt dpdt. Then we wish to note that 1
for any k. This is because the two iterated integrals describe similar regions in R 2 : the symmetric difference of the regions
, and the double integral over that region is bounded uniformly in x due to (1.1). Now the integral in (3.19) separates and simplifies using 1 0 e −2kt dt = 1 2k + O(e −2 Re k ). By analogous arguments, using q = s + t 2 to rewrite the quadratic term and comparing the regions
as x → ∞, for any k. For the last step we introduced u = t 1 −t 2 ∈ [0, 1] and h(u) = 1−u 0 e −2k(u+t2) (1− e −2kt2 )dt 2 . For the remaining double integral, it is elementary to estimate that h(u) = O(|k| −1 ) uniformly in u ∈ [0, 1] and that 1
where C denotes the sup in (1.1), so (3.18) follows.
Regular measures for half-line Schrödinger operators
The main part of this section is devoted to the study of limits of the function
as x → ∞. Our first goal is to show that for z ∈ C + we have that lim inf x→∞ h(x, z) ≥ 0. Moreover, let n j (ε) denote the finite number of eigenvalues in (a j + ε, b j − ε). Then, for any x > 0, u(x, z) has at most n j (ε) + 1 zeros in (a j + ε, b j − ε).
Proof. Since L V is semibounded there are at most finitely many eigenvalues below b 0 − ε. Hence, the first statement follows by Sturm oscillation theory. As in the proof of Lemma 3.7, we use the spectral theoretic Green's function g(x, x; z). By the Weyl M -matrix representation for L V centered at x, g(x, x; ·) is analytic on C \ σ(L V ) and, since it is Herglotz, it is strictly increasing on intervals in R \ σ(L V ). In particular, every pole of g(x, x; ·) is an eigenvalue of L V , so it has at most n j (ε) poles in (a j +ε, b j −ε). By (3.16), every zero of u(x, z) is a pole of −(∂ x u)(x, z)/u(x, z) and a zero of g(x, x; ·). Since zeros and poles of the Herglotz function g(x, x; ·) strictly interlace on intervals in the domain of meromorphicity, it follows that u(x, z) has at most n j (ε) + 1 zeros in (a j + ε, b j − ε).
We are now ready to study the existence of limit points for the family of functions F = {h(x, z)} x∈ [1,∞) . Since u(x, ·) are entire functions, the functions h(x, ·) are subharmonic in C, and they can be viewed as elements of the space of distributions D ′ (C) with nonnegative distributional Laplacian. ·) is also a subharmonic function on C, harmonic on C \ E, and h(x j , ·) also converge to h uniformly on compact subsets of C \ E.
Proof. (a) By Corollary 3.2, h(x, z) is uniformly bounded from above on compact subsets of C. Moreover, Lemma 4.1 implies a pointwise lower bound at some arbitrary point z 0 ∈ C + . Hence, [24, Theorem 4.1.9] shows that F is precompact in the topology of D ′ (C).
(b) On C + and on C − , the functions h(x, z) are harmonic and uniformly bounded above. Since they are also pointwise bounded below, they are uniformly bounded and uniformly equicontinuous on each compact subset of C ± . Therefore, they are precompact in the topology of uniform convergence on compact subsets of C ± . Since this convergence implies convergence in L 1 loc (C ± ), it follows that if the sequence h(x j , ·) converges in D ′ (C) to h, then it also converges to h uniformly on compact subsets of C ± .
Next, we show that h has a harmonic extension through an arbitrary gap (a m , b m ) of E. Fix ε > 0. By Lemma 4.2, there are at most n m (ε) + 1 zeros of u(x j , z) in (a m + ε, b m − ε). Let p j be the monic polynomial of degree at most n m (ε) + 1 which vanishes exactly at these zeros. Now consider is harmonic in U . The functions h j are uniformly bounded above and pointwise bounded below at z 0 ∈ K ∩ (C + ∪ C − ), so they form a precompact sequence with respect to uniform convergence on K. As before, every limit is equal to h, so h j converge to h uniformly on compacts.
Collecting our results now yields that the limits define a positive harmonic function in Ω = C \ E. exists, and h has the nontangential asymptotic behavior nontangentially as z → ∞, with arg z ∈ [δ, π − δ]. This asymptotic behavior can only hold for one value of a, so it follows that the limit (4.2) exists. or, by symmetry, arg z ∈ [π + δ, 2π − δ]. We know that (4.5) holds as z → ∞ with arg z ∈ [δ, π − δ] and, by symmetry, for arg z ∈ [π + δ, 2π − δ]. It remains to extend this asymptotic behavior to a sector of the form arg z ∈ [π − δ, π + δ]. Without loss of generality assume c = 0. Since Re w = −h ≤ 0, the function f (λ) = −iw(λ 2 ) is Herglotz, and obeys
along the rays arg λ = π/2 − δ/2 and arg λ = π/2 + δ/2. In the sector T = {λ : π/2 − δ/2 ≤ arg λ ≤ π/2 + δ/2}, the function g(λ) = λ 2 f (λ) − λ + a 2λ is analytic. It has a continuous extension to T with g(0) = 0, because f (λ) = O(1/λ) as λ → 0 nontangentially. By (4.6), g is bounded on the boundary of T . Finally, since f is Herglotz, f, g grow at most polynomially as λ → ∞, λ ∈ T , so by Phragmén-Lindelöf, g is bounded in T . This implies that f has the asymptotic behavior (4.6) also in the sector T . Rewriting the conclusion for w and h = − Re w completes the proof.
We need the following variant of the Herglotz representation: By our assumption, this shows that µ(R) < ∞. We have λ R
We are now ready to prove an asymptotic expansion (1.3) of higher order for M E .
Proof of Theorem 1.1. By translation, we may assume that 0 = min E. By precompactness of the family {h(x, z)} x≥1 , there is a sequence x n → ∞ for which the limit h = lim n→∞ as λ → ∞ nontangentially in C + . Recalling that λ = ik, this shows that
This completes the proof.
Proof of Theorem 1.2. Consider a sequence x n → ∞ such that
Due to Theorem 4.3, this sequence has a subsequence for which the limit h = lim j→∞ Hence, by assumption, (4.9) holds ω Ω (·, z 0 )-a.e.. Therefore, V is regular by Theorem 1.5. x 0 V (t)dt ≤ 0 implies that V is regular. We now turn to the construction of a potential which is regular for E = [0, ∞) but not decaying, even in the Cesàro sense. The potential will be constructed piecewise, so we begin by considering a 2δ-periodic potential defined by
Applications
Let us compute the discriminant ∆ δ (z) and the smallest eigenvalue for the periodic problem, Proof. Since |W δ | ≤ 1 and λ δ is the minimum of the periodic spectrum, by standard variational principles, λ δ ∈ [−1, 1] for all δ > 0. The transfer matrix corresponding to W δ at energy λ ∈ (−1, 1) is
From this it is elementary to obtain the asymptotic behavior for the discriminant, ∆ δ (λ) = tr T δ (λ), in the form ∆ δ (λ) = 2 − 4λδ 2 + O(δ 3 ), δ ↓ 0, (5.1) uniformly in λ ∈ (−1, 0) (and then, by continuity, for λ ∈ [−1, 0]). From this, it follows that for any t < 0, there exists δ 0 > 0 such that δ ∈ (0, δ 0 ) and λ ∈ [−1, t) implies ∆ δ (λ) > 2 and therefore λ δ ≥ t. It follows that lim inf δ↓0 λ δ ≥ 0.
Meanwhile, ∆ δ (0) = 2 cosh δ cos δ = 2 − δ 4 /3 + o(δ 4 ) as δ → 0 implies that lim sup δ↓0 λ δ ≤ 0.
Proof of Example 1.13. Consider the Dirichlet solution u(x, t) corresponding to the given potential at some t < 0. There exists n 0 such that for all n ≥ n 0 , λ 1/(2n) > t. At energies below the periodic spectrum, transfer matrices have strictly positive entries; applying this on intervals [n, n + 1] and since products of matrices with positive entries have positive entries, we conclude that u(x, t) has at most one zero with x > n 0 − 1. Since zeros of an eigensolution are isolated, it follows that u(·, t) has finitely many zeros, so by Sturm oscillation theory, min σ ess (L V ) ≥ t. Since this holds for arbitrary t < 0, we conclude min σ ess (L V ) ≥ 0. Conversely, since V obeys lim x→∞ 1 x
x 0 V (t)dt = 0, the statement is completed by Theorem 1.12.
Proof of Example 1.11 .
Since the condition on x n implies that xn n → ∞ we see that lim x→∞ On Q, γ > 0. Hence, since (5.2) holds for µ η -a.e. z, we have µ η (Q \ X η ) = 0.
Conformal maps
In view of Corollary 1.10 and the subsequent discussion, it is of great interest if the harmonic measure of the domain C\E is absolutely continuous with respect to the Lebesgue measure χ E (x)dx. Let z 0 < min E and G E (z, z 0 ) be the Green function of C \ E with pole at z 0 and Π z0 the associated comb domain, defined by the upper semicontinuous function s. We say that Π z0 satisfies the sector condition if S z0 (x) = sup y∈(0,π) s z0 (y) |x − y| is finite for Lebesgue-a.e. x ∈ (0, π). Then, ω E (·, z 0 ) is absolutely continuous with respect to the Lebesgue measure if and only if Π z0 satisfies the sector condition.
The proceeding discussion holds for general semibounded sets E and does not assume that E is an Akhiezer-Levin set. Let M be the Martin function with pole at ∞, normalized at some internal point z * , ρ its Riesz measure and Π and Θ the corresponding comb and comb mapping. There is a similar characterization for absolute continuity of ρ. Let s be the upper semicontinuous function defining Π. Then ρ is absolutely continuous with respect to χ E (x)dx if and only if the domain contains a Stolz angle at a.e. point at the base of the comb, i.e.
S(x) = lim sup y→x s(y) |x − y| (6.1)
is finite for Lebesgue-a.e. x ∈ (0, b) . Under various conditions on the set E, it is known that the conformal map iΘ ′ has a product representation. We now provide a general proof which does not assume Dirichlet-regularity or any other additional assumptions. Lemma 6.1. Let E be a closed non-polar set of the form (1.4) . For each j there exists c j ∈ [a j , b j ] such that M is strictly increasing on (a j , c j ) and strictly decreasing on (c j , b j ), and Θ ′ (z) is given
where ξ(x) = 1/2 for x ∈ (a j , c j ), ξ(x) = −1/2 for x ∈ (c j , b j ), ξ(x) = 0 for x / ∈ [b 0 , ∞) \ E, and C > 0 is a normalization constant.
Proof. For finite-gap sets, this is a reformulation of the Schwarz-Christoffel mapping. If E has infinitely many gaps, we consider them labelled by j ∈ N in an arbitrary way and denote E n = [b 0 , ∞) \ ∪ n j=1 (a j , b j ). Denote by M n the Martin functions at ∞ corresponding to the sets E n , normalized by M n (z * ) = 1 for some fixed z * < b 0 . Since the functions M n are all positive harmonic on C \ [b 0 , ∞), for any R > |b 0 |, by Harnack's principle they are uniformly bounded on the line segments parametrized by −R + it, t + iR, t − iR, with t ∈ [−R, R]. Since M n (x + iy) are increasing in y > 0 and symmetric, it follows that M n are uniformly bounded above on the boundary of (−R, R) × (−R, R) for any R large enough. Since they are also nonnegative, they are a precompact sequence of subharmonic functions on C. By the upper envelope theorem, for any subsequential limit h = lim k→∞ M n k , quasi-everywhere on E, h(z) = lim k→∞ M n k (z) = 0, so by Theorem 2.1, h is Martin function for the domain C \ E with h(z * ) = 1. It follows that M n converge to h in D ′ (C).
It follows that Θ n converge to Θ since their real parts converge and their imaginary parts are zero on (−∞, b 0 ). In particular, the Herglotz functions iΘ ′ n converge to ciΘ ′ uniformly on compact subsets of C + , so by interpreting this convergence in terms of their exponential Herglotz representations,
where ξ is determined by lim y↓0 arg Θ ′ (x+ iy) = πξ(x) Lebesgue-a.e. x ∈ R. By using test functions g supported in (a j , b j ), it follows that for each j, the critical points c j,n must converge to a point c j ∈ [a j , b j ]. Then ξ n converge pointwise to the functionξ which is 1 on intervals (a j , c j ), −1 on (c j , b j ), and 0 on [b 0 , ∞), so by dominated convergence with dominating function g ∞ Of course, this implies ξ =ξ which implies (6.2). Finally, by separating the contribution from the gap (a j , b j ) from the remainder of the integral, (6.2) can be extended into the gap (a j , b j ) to show that iΘ ′ > 0 on (a j , c j ) and iΘ ′ < 0 on (c j , b j ). It follows that M ′ > 0 on (a j , c j ) and M ′ < 0 on (c j , b j ), so our construction of c j as limits of c j,n satisfies the property in the lemma.
As the final topic of this section, we describe a class of Akhiezer-Levin sets for which it can be seen by purely complex theoretic arguments that the Martin function has the two-term expansion (1.3) . While this is not as general as Theorem 1.1, within its scope of applicability, it provides a formula for a E in terms of critical points of the Martin function. Lemma 6.2. Let E ⊂ R be of the form (1.4) . If N j=1 (b j − a j ) < ∞, then E is an Akhiezer-Levin set, the Martin function obeys the two-term expansion (1.3) , and
Proof. Finite gap length can be restated as χ [b0,∞)\E (x)dx < ∞ and it implies that the exponent in (6.2) can be split into two separately integrable integrands, of which one is z-independent, to give
For any δ > 0, using finite gap length and dominated convergence, Taking imaginary parts gives a two-term expansion of M E , which matches (1.3) with C E = 1 2 . Reading off the second term gives (6.3).
