1. Introduction. The advent of high speed digital computers and the consequent intensification of interest in the study of numerical analysis has caused considerable attention to be paid to the problem of obtaining approximation formulas for functions which occur in the theory of mathematical physics. It is the purpose of this note to describe the theory underlying various methods of obtaining rational approximations to functions which are formally defined by a power series expansion ; it is assumed that the power series concerned are quite general in character, and that the functions with which they are associated do not satisfy a particular functional equation which would permit the use of any special method. The theory is then subjected to a detailed analysis in terms of the computational steps involved, and a comparison, with regard to computational efficiency, of the various methods which may be devised for obtaining rational approximations is given.
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The Padé
Since these series may be transformed into each other by means of the simple relationships (2.15) ß(x) = x~lF(x~l) (2.16) F(z) = z-'ß(z-1), it seems to be most economical to refer all the working to one of the series and further, it would seem to be a cause for surprise that this should be a matter for discussion. However, if the series (2.14) is rewritten as a power series in x = z~l it will be observed that the constant term is missing, i.e., that the condition that all the Hankel determinants (2.4) should be non-zero is violated. If on the other hand the series (2.13) is treated with methods to be described, there results such a wilful perversion of certain classical results, such as occur, for example, in the theory of orthogonal polynomials, as would encourage some other course of action to be adopted. A yet more decisive reason for difficulty is contained in the observation that the Padé table is essentially a symmetric structure in the sense that the power series expansion of \ß(x)\~1 has the same form as that of ß(x), whereas the power series expansion of \F(z)}~1 has not the same form as that of F(z). and the series expansion of Enlm)(z) in inverse powers of z agree with that of F(z) as far as the term containing z~r" "2", will be arranged in the following array:
Eo(,)(z) Elw(z) Eoi2)(z) Ei<°(t) E2w(z) Eom(z) E¿2)(z) E2w(z) Ezw(z) Eoim)(z) Elim-1\z) E2'm~2)(z) E>im-*\z) ■■■ Emw (z) in which the quantity En m)(z) occurs at the intersection of the (n 4-l)th column and the (m 4-l)th diagonal. This array will be referred to throughout this paper as the ¿-array. Clearly the constituents pnlm)(z), rn(m)(z) of the function En{m)(z) and
it is seen that the whole A'-array may be obtained from the Padé table by transposing the Padé table, deleting these terms lying above the diagonal beginning with the second term of the first row, and placing the quantity E0m(z) = 0 at the peak of the array; conversely, part of the Padé table may be obtained from the ¿-array by removing the entry E0w(z) and transposing the ¿-array about the diagonal ¿,,(1>(z), n = 0, 1, ■ • • . Approximations relating to both series (2.13) and (2.14) will be derived, the series chosen for treatment in a particular case being selected according to the dictates of convenience. The variable used will indicate the series under consideration. Methods for deriving rational approximation formulas will now be discussed.
3. The ¿-Array.
Orthogonal Polynomials
The various questions associated with the central problem of obtaining rational functions from power series expansions are unified and greatly clarified by an appeal 
Since, however, the moments c, are the central feature of the problem in hand, and the introduction of the integral and weight function <p(t) ( in view of the difficulty of envisaging an appropriate form for (p(t)) may even serve as an impediment to understanding, the present treatment will slightly be varied.
Accordingly, define a process I by 
Thus it can be seen that the construction of the ¿-array may be greatly facilitated if the functions o"('")(z), p"(m)(z) and rjm>(z) may be constructed with moderate ease. Results which enable this to l>e done, and others which will be of later interest, are now given. Eliminating the coefficients ¿1™,' s = 0, 1, ■ • • , n, between n equations of the form (3.1.5) with s = 0, 1, • • • , n -1, (3.1.6) amd (3.1.7) there follows the determinantal formula [4, p. 158] for the polynomial pn{m)(z)
Further it may be shown [4, p. 158 ] that the polynomials satisfy a recursion of the form (3.1.16)
and, from the definitions (3.1.9) and (3.1.13)
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These recursions, in conjunction with equations (3.1.11) and (3.1.14) serve to identify the quotient on(m)(z)/p"<'m>(z) as the nth convergent of the continued
where formally An algorithm for obtaining the quantities a/'"', ß(rl\ and hence, by virtue of equations (3.1.16) and (3.1.18), the quotients rnim\z)/pnim)(z), is implicit in the followng theorem due to Stieltjes: If the bilinear form £p.«_0 cm+p+qxpyq is decom- 
. It follows trivially from the definitions (3.1.9) and (3.1.13) that
and after some manipulation, that
The transcribed recursions (3.1.16) and (3.1.18), namely (2) are recursions involving quantities lying upon diagonals of the ¿-array, (3.4.7) and (3.4.9) and (3.4.10) involve quantities lying upon rows and columns of the ¿-array respectively. Both pairs of recursions (3.4.7) and (3.4.9), and (3.4.8) and (3.4.10) could be used to construct continued fraction expansions whose convergents he upon a row or a column of the ¿-array, and indeed, by suitable use of the recursions (3.4.1), (3.4.2), (3.4.5) and (3.4.6), continued fractions may be constructed whose convergents lie upon arbitrary paths in the ¿-array, but numerical evidence shows that practical interest attaches only to the continued fractions of the form (3.3.2).
The Euler-Minding Relations
Eliminating the quantity z -ar(m) between the recursions
or, dividing equation ( 
A Non-linear Recursion
The rational function E"{m'(z) may also be computed by using a further result the theory of continued fractions, namely that nth convergent in 
are constructed by means of the recursion
(In the original exposition of this algorithm, [15] , the right side of (3.7.3) was regarded as the result of a non-linear transformation of the quantities «S,, and the notation ¿"+'1/2(2) = e2n+i(Sm), E^m\z) = £2n(Sm), was used.)
Since all the quantities ¿, m)(z) are rational functions of 2, and equation (3.8.1) may be manipulated into such a form as would require only the multiplication.
P. WYNN addition, and subtraction of polynomial expressions, the 6 -algorithm provides a method for computing the constituents of the ¿-array.
A certain measure of economy in the use of the 6 -algorithm for this purpose may however be effected by writing down explicit formulas for some of the quantities occurring in equation (3.8.1). Accordingly, as may easily be verified
Cm+i 11 e" q"
CmUerqi'""
Cm+2" I I Cm+n Cm+n+l pim)(z)pn"+l\z)
En"+i/i(z) = - It is immediately seen that the quantities ¿"+)1/2(2) are, apart from a factor of zm+1, polynomials of the 2nth degree in z, and may be written (3.8.5) ¿,"rVz) = zm+1 2" ¿"V.
In this instance a large part of the computational effort which, upon the assumption that ¿,(m>(2) s = i, 1, • • • is a general rational function of z, would go into the computation of coefficients which are known to be zero, may be avoided.
Example: The Incomplete Gamma Function of Large Argument
Certain aspects of the preceding theory are illustrated by the integral
and as is easily verified, the quantities q[m), erm) of the q-d algorithm, are given in where Llra)(z), the Laguerre polynomial of order a and degree n satisfies the recursion (3.9.5) (n 4-DLn+Vz) -
Replacing z by -z, (3.9.1) gives the expansion, suitable for large values of the argument, for the incomplete gamma function r(i-*.)~!-5 + 5Í2Íi*-... (3.9.6) _J_la t(a 4-r -1)
The initial members of the ¿-array for this function are given in Table 1 .
When a = 1, (3.9.6) becomes
24-1-24-3-2-r-2r4-lNumerical values of the entries in Table I when a = z = 1 are displayed in Table 2 .
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It would appear, since the system of orthogonal polynomials pTm)(z) does not exist for negative values of m, that the use of the results in the theory of orthogonal polynomials as described, for the purpose of constructing the lower half of the Padé table, is not possible. Nevertheless, if the first three polynomials can be determined in some other way, the sequence may be continued by use of the results as described, since the unknown quantities 0Óm), 0Í"°,
«J« where m is negative, disappear from the resulting computations.
In terms of q-d scheme, as defined by equations (3.3.7), (3.3.8), the rational expressions
are the successive convergents of the continued fraction
are the successive convergents of the even part of expansion (4.1), namely, 1 -1 -the functions computed from (4.27) being the sequence
The €-algorithm may also be used to construct the Padé table: the The initial members of the Padé table for this function are given in Table 3 . Table 3 1 As is easily verified, the q-d tableau relating to the series (4.1.1) is given in Table 4 . Table 5 . Table 6 . Table 6 1 + ?+- Table 6 is replaced by (numerical values for x = 1 being appended) Table 6a . Table 6a 1 -x 1-x + l The remarks contained in sections 2 and 3 indicate that in general any conclusions arrived at relating to methods for the construction of the ¿-array apply with equal force to the construction of the Padé table.
In this comparison, which is about to be made, a further distinction will be drawn between the processes of deriving explicit formulas for the rational functions, and that of computing the values of these functions for some prescribed values of the argument, as would be required, for example, in an initial exploratory study. It is quite clear that in many cases the techniques employed in these two processes will differ, and that considerable saving of computational effort may follow from the foreknowledge that numerical values of the various expressions for a single value of the argument are to be required. For example, assuming«/"0, (3,™i to be given, the computation of the coefficients in the polynomial pT+\(z) from the recursion For numerical values of z, the second is to be preferred to the first for the computation of the polynomials pr{m)(z) since only one multiplication is required (the polynomials Pr(0)(z) r = 1, 2, • • • , n must, of course, be computed previously to the computation of prn\z), either by use of (6.1) with to = 0, or by judiciously timed application of (6.2) with to = 0). With regard to the computation of the coefficients in the polynomial however, the first is to be preferred, since multiplication by z corresponds only to the shift of the coefficients vector /Z.<»»+1> l.<»H-l) 7.<™+l>\ ( Är-l.r-1 , Kr-l.r-2 , ' -* , At-1.0 ) and the recursion itself is applicable throughout the whole range of to and r under consideration.
Any feasible method for constructing the rational functions Er(m)(z) directly from the coefficients c, s = 0, 1, • • ■ may be regarded as proceeding in a number of stages, each of which incorporates a result described earlier in this paper. A systematic study of feasible methods for deriving rational approximations may thus be conducted by describing each of these stages in terms of the numbers and types of arithmetic operations involved and, subsequently, designing the methods by combining suitable steps. The arithmetic operations involved in each method may be assessed by adding together those involved in the composite stages, and a comparison of the methods thus be made.
The following notations will be used:
for the vectors: Pr""(z) ' f=i P?2X(ZW»(Z) T 1''"'n XXIV. Computation of the convergents The types and numbers of arithmetic operations required in the performance of each of the stages described are given in Table 7 . Since addition and subtraction may be performed with quantities of either sign, the distinction between these two operations is somewhat artificial, and in this instance a column denoting the joint number of additions and subtractions has been added to Table 7 . It is assumed that multiplications by zero or unity do not occur, and that divisions in which the quotient or divisor is unity also do not occur. The sign reversal of a number is also not taken into account. It is further assumed that (Tables 8-13 ). Table 8 Single 4b' -6b 4-2
-13n 4-6) Table 13 Complete Many electronic digital computers are equipped with highly flexible interpretive codes which are designed for carrying out standard matrix operations upon arrays of numbers. Many of the methods described may be susceptible to the use of such a code, and this consideration may cause the preceding judgements to be modified. The most suitable method is then largely determined by the exigencies of the particular code used. (This explains the presence, in the inquiry, of such methods as E, H, and L which would otherwise be rejected outright.) The time taken for the operation of such a program may be estimated from the data given in the table, and a knowledge of the threshold time of each instruction. Table 7 gonalization algorithm for determining the characteristic polynomial of a matrix will readily perceive that the use of equations (7.1) and (7.2) is a straightforward adaptation of a similar technique which relates to the use of this algorithm. Details of connections between this algorithm, the q-d algorithm and certain others, which are significant in a theoretical context, are to be found in [10].
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