This paper gives a solution to the problem of estimating coefficients of index models, through the estimation of the density-weighted average derivative of a general regression function. We show how a normalized version of the density-weighted average derivatives can be estimated by certain linear instrumental variables coefficients. Both of the estimators are computationally simple, root-N-consistent and asymptotically normal; their statistical properties do not rely on functional form assumptions on the regression function or the distribution of the data. The estimators, based on sample analogues of the product moment representation of the average derivative, are constructed using nonparametric kernel estimators of the density of the regressors. Asymptotic normality is established using extensions of classical U-statistic theorems, and asymptotic bias is reduced through use of a higher-order kernel. Consistent estimators of the asymptotic variance-covariance matrices of the estimators are given, and a limited Monte Carlo simulation is used to study the practical performance of the procedures.
INTRODUCTION A PROBLEM OF SUBSTANTIAL PRACTICAL INTEREST concerns the estimation of
coefficients in index models. In this paper we give a solution to this problem through the estimation of the density-weighted average derivative of a general regression function. To fix ideas, let y denote a dependent variable and x a vector of independent variables, where the true regression function is E(y Ix) = g(x), and x is distributed with density f(x). The density-weighted average derivative vector is defined as2 (1.1)
S=E f(x) ax
Our approach is nonparametric: we propose an estimator of 8 whose properties can be derived under weak restrictions on the joint distribution of (y, x). In particular, no functional form assumptions are applied to g(x) or f(x).
Weighted average derivatives are of practical interest because they are proportional to coefficients in index models. Suppose that the model explaining y implies that g(x) can be written in the "single index" form so that dg/dx is proportional to /3 for each value of x. Thus any weighted average of the derivatives dg/dx will also be proportional to /3. Let W(x) be a weighting function; then
3wE [co(x) dg/dx] =E[co(x) dG/d(x'/3)]/3--yw
is proportional to /3, provided y,, * 0. Given this flexibility, we are free to set to(x) = f(x) (the density of x) and focus on estimating the density-weighted average derivative 8 of (1.1), where for the index model (1.2) we have (
1.4) S=E f(x) ax =E f(x) d(x') B yp
As seen later, the choice of density-weighting is made because it permits an estimator to be proposed whose properties can be analyzed and understood in a straightforward fashion. While any scaling normalization permits identification of the index coefficients, a natural choice would be to impose the condition E[w(x)] = 1 on the weighting function w(x). For the density weighted coefficients 8, this yields the rescaled coefficients 8* = I/E[f(x)]. For example, if g(x) = a + x'/3, then 8 = E[f(x)]JP, but 8* = ,/. Since the components of 8* are comparable to linear model coefficients, their values may be more easily interpreted than those of the components of 3. In this paper we propose an estimator SN of the density-weighted average derivative 8, where N is the sample size. We show that 3N is a VNK-consistent, asymptotically normal estimator of 8, and give a consistent estimator of its asymptotic variance-covariance matrix. We also propose an estimator dN of 3*, by a straightforward modification of 3N' and show that dN has analogous distributional properties.
The estimators are based on sample analogues of a product-moment representation of density-weighted average derivatives. The representation involves derivatives of the density of x, which are estimated nonparametrically using the kernel density estimation technique of Parzen (1962) and others (see Prakasa-Rao (1983) for a survey). The estimator 8N is based on an appropriate average of the estimated density derivatives. The estimator dN is the slope coefficient vector of y regressed on x, where the estimated density derivatives are used as instrumen-tal variables. Each of these estimators is computed directly from the observed data, requiring no computational techniques for maximization or other types of equation solving.
The verification of the statistical properties of the estimators is of theoretical interest, because it involves reconciling the relatively slow convergence properties of nonparametric density estimators with the classical properties of sample averages. The key to establishing vNK-consistency and asymptotic normality of SN is noting that SN can be written as a U-statistic: this structure permits proper accounting of the "overlaps" in the density derivative estimators that comprise SN' The U-statistic structure also motivates a natural estimator of the asymptotic variance of SN' The statistical properties of dN follow in a straightforward fashion from those of SN' We study the practical performance of the estimators via a limited Monte Carlo analysis. The instrumental variables estimator dN performs well in small samples, and displays better operating performance than SN for the modelling situations studied.
Sections 2, 3, and 4 give the formal analysis of the estimators and related results, with all proofs not developed in the text removed to Appendix 1. Specifically, Section 2 presents our assumptions and briefly reviews some properties of kernel estimators. Section 3 proposes the estimator SN of density-weighted average derivatives, establishes vN-consistency and asymptotic normality, and gives the consistent estimator of its asymptotic variance-covariance matrix. Section 4 introduces the instrumental variables estimator dN and discusses its properties. Following the theoretical discussion, Section 5 presents some Monte Carlo evidence on the performance of the estimators, and Section 6 gives some concluding remarks.
NOTATION, ASSUMPTIONS, AND TECHNICAL BACKGROUND

The Basic Framework and Approach to Estimation
We consider an empirical problem where y denotes a dependent variable and x a k-vector of independent variables. The data consists of N observations (Yi, x'), i= 1,..., N, which is assumed to be an i.i.d. random sample from a distribution that is absolutely continuous with respect to a a-finite measure v, with (Radon-Nikodym) density F(y, x). The marginal density of x is denoted as f(x), and the regression function of y given x is denoted as g(x) E(yIx). The main structural assumptions can now be stated as follows: Assumption 1 restricts x to be a continuously distributed random variable, where no component of x is functionally determined by other components of x. Continuity of x is useful in this context because of the generality of the dependent variables considered (for example, Manski (1988) points out how continuity of the regressors is useful for identification of binary response models with index restrictions). Assumption 2 is a boundary condition, that allows for unbounded x's (where -=Rk and d Q= 0) and gives the smoothness conditions on f and g. Assumption 3 imposes standard bounded moment and dominance conditions. Our approach to the estimation of 8 of (1.1) is based on a product-moment representation of the density-weighted average derivative (alternative approaches are discussed in Section 6). This representation is based on the following multivariate application of integration by parts:
where the boundary terms in the integration by parts formula vanish by Assumption 2. We formalize the result as Lemma 2.1: LEMMA 2.1: Given Assumptions 1-3,
We propose to estimate 8 by the sample analogue of (2.2), where df/dx is replaced by a consistent nonparametric estimate. Specifically, let f(x) be an estimator of f(x), and let df(x)/dx denote the associated estimator of its derivative. Then an estimator of 8 can be formed as the sample product-moment of (2.2), namely (-2/N)Y2[yi af(xi)/dx]. Our specific estimator 8N of 8 uses a kernel estimator of the marginal density f(x). We now review kernel density estimators and some of their properties.
Kernel Estimators: Notation and Pointwise Convergence Properties
There are a number of methods for estimating an unknown function nonparametrically; in this paper, we use kernel estimators, which arise from a particular method of local averaging.3 A kernel estimator of the density f(x) can be written in the form Such slow rates of convergence imply that precise pointwise nonparametric characterizations of density functions, regression functions, and derivatives of such functions will be feasible only for extremely large data sets. These problems are particularly severe for higher dimensional applications (larger k), reflecting a particular embodiment of the "curse of dimensionality" cited by Huber (1985) , McFadden (1985) and others.
We have raised these issues to place our results in a particular context. In the next section, we produce a 1K-consistent and asymptotically normal estimator of the weighted average derivative 8, that is based on averages of kernel density derivative estimators. Consequently, our results give an example of how the slow convergence rates of pointwise estimators can be speeded up when they are averaged to estimate a finite parameter vector, thereby avoiding the curse of dimensionality. 
Asymptotic Normality
In this section we establish that NK[8N -E(8N)] has a hmiting normal distribution with mean 0 and variance-covariance matrix 2:, and obtain an explicit formula for 2:. As indicated above, the limiting distribution of 8N involves a faster rate of convergence than the separate density derivative estimators. This follows from the fact that each data point is used in the estimation of several density derivative values. These overlaps in the local averaging of the density derivative estimates are reflected directly in the U-statistic representation (3.4), and correspondingly the results of this section follow from a general result on the asymptotic behavior of U-statistics. We first prove the general result as Lemma 3.1, which extends the classical theorems of Hoeffding (1948) Note that the condition Nhk?2 -* 0 places an upper bound on the rate that the bandwidth h converges to 0. Moreover, note that the asymptotic variancecovariance matrix 2, does not depend on the kernel K(.), and thus does not depend on the weighting used in the local averaging. This is in contrast to the (pointwise) asymptotic variances of the kernel density and density derivative estimators, which do depend on the kernel K(.) (see Silverman (1986) and Prakasa-Rao (1983) among others).
Asymptotic Bias
Unlike the asymptotic variance, the asymptotic bias of aN does depend on the kernel function K(.). In this section we analyze the asymptotic bias, showing how it will vanish at rate VK when a certain type of kernel function is used.
We begin by introducing conditions under which the bias can be expanded as a Taylor series in the bandwidth h as When P > 2 (or k > 1), the kernel K(.) must take on positive and negative values, because its second moments must be zero. Thus bias is controlled by using positive and negative weights in the local averaging.
We summarize the above discussion on asymptotic bias as follows: Unlike in the demonstration of asymptotic normality, the lack of asymptotic bias of AN is directly associated with the pointwise bias properties of its nonparametric components. In particular, under our assumptions, the pointwise bias of the density derivative estimates, E[ df1(x)/dx] -df(x)/dx, can be shown to be 0(h1) (c.f. Silverman (1986), among others). Correspondingly, the average bias E(SN) -8 is 0(hp), so that the asymptotic bias VN[E(SN) -8] is 0(VNh P), vanishing as Nh2P -*0.
Higher order kernels can be constructed in a number of ways; for instance, see Gasser, Mueller, and Mammitzsch (1985) or Robinson (1986) . For our Monte Carlo analysis, we construct such kernels by taking weighted differences of density functions with varying spreads. This choice has an alternative interpretation in terms of a "generalized jackknife" method of bias control, as outlined in Appendix 2.
A practical concern with the use of higher order kernels may exist when the sample size N is small (relative to the dimension k). In particular, the estimates of the density function from (3.2) can be quite variable, when they are based on averaging a very small number of observations with positive and negative weights. In such cases, it may be practically advantageous to stabilize the density estimates somewhat by using a positive kernel: K(.) such that K(u) > 0 for u E QK9 J K(u) du = 1, and J UK(u) du = 0. We examine this issue as part of the Monte Carlo analysis in Section 5.
Measurement of Precision
In addition to giving the basis for asymptotic normality, the U-statistic structure of AN 
FINITE SAMPLE BEHAVIOR
In order to evaluate the practical performance of the approach discussed in the previous sections, in this section we present the results of a small-scale simulation study of the proposed estimators. While it is not possible to completely characterize the sampling behavior of the weighted average derivative or instrumental variables estimator under the general conditions imposed in Section 2, the results presented below are quite suggestive of the applicability of the large-sample theory to finite samples.
Four models consistent with the "single index" specification (1.2) were used in the study; the dependent variable y1 in each case was generated from an underlying linear model with two covariates, with true values a =0 and , = I?2 = 1 held constant across designs. In the "linear" specifications, it is assumed that y1 = yi*, i.e., the true latent variable is observed; in the "binary response" models, only an indicator variable denoting positivity of yi* is observed, so that y, = 1(yi* > 0), where "1(A)" denotes the indicator function of the event "A". For each of these two model specifications, two conditional distributions of the error terms ei were used. In the "homoskedastic" designs, ei was assumed to be independent of {xi } and i.i.d., with a standard Gaussian distribution. The "heteroskedastic" designs assumed the error distribution was multiplicatively heteroskedastic, that is, ei = vi-vi, where Pi is an i.i.d. standard Gaussian sequence and cr2 = exp { xif + k }, where k is a constant chosen so that, given the distribution of the regressors, E[q2] is equal to one. For each of these model/distribution pairs, it is easy to verify the relationship (1.2); in all but the " heteroskedastic binary" case, the corresponding function G(-) is nondecreasing in the argument x'/.
Given the imposed symmetry in the way the covariates enter the model (with equal coefficients), it is important that the covariates not be identically distributed. Otherwise, when a scale normalization is imposed, any estimation method which is symmetric in the two covariates will tend to be median unbiased. For the results reported below, the first covariate xi, was assumed to have a x2 distribution, standardized to have zero mean and unit variance; the second covariate was independently distributed and standard normal.
The weighted average derivative estimators and corresponding instrumental variables estimators for all designs are calculated using two kernel functions. The "4not bias-corrected" kernel is a standard multivariate normal density function, with zero mean and identity covariance matrix. This kernel does not satisfy Assumption 6 for these models, so the asymptotic bias will not be o (1/ 1N) ; still, the magnitude of this bias for finite samples is an open question. The "bias-corrected" kernel is constructed using the "generalized jackknife" approach described in Appendix 2: that is, it is a linear combination of P = 4 multivariate normal density functions, with weights and bandwidths chosen to ensure the conditions of Assumption 6. In the notation of Appendix 2, (p1, 42' 43) = (2,3,4) and X = 0, so that CN -C = (1.5, -1.0,0.25)'. Fixing these kernel functions, the only remaining free parameter in the estimators SN of (3.1) and dN of (4.7) is the bandwidth, h.
Tables I through IV report summary statistics for various estimators under the four model/error distribution combinations-homoskedastic linear, homoskedastic binary response, heteroskedastic linear, and heteroskedastic binary response, respectively. The simulations reported here took the sample size N = 50, the number of covariates k =2, and the bandwidth parameter h = 1.0. All designs were replicated 400 times; summary statistics reported for these replications include the sample mean (MEAN), standard deviation (SD), and rootmean-squared-error (RMSE), as well as the lower quartile (LQ), median (MEDIAN), upper quartile (UQ), and median absolute error (MAE). All simulations and calculations were performed using the GAUSS programming language on microcomputers.
In order to ensure comparability of the estimated coefficients across estimators and designs, all estimated slope coefficients were rescaled to have the sum of their absolute values equal to 2, which is the sum of magnitudes of the true coefficients /3o. For this normalization, if both estimated coefficients are positive (as is typically the case), the deviations of the two coefficient estimates from their true values will be of equal magnitude and opposite sign; that is, I1 -I1 = ,B2-/2 when /3l, 32 > 0. This normalization was preferred to examination of ratios of estimated slope coefficients, which have ill-behaved sample moments; it was also preferred to normalization of the Eucidian length of the coefficients, which induces more asymmetry in the sampling distribution of the coefficient estimators about the true values. Except for comparison of magnitudes of sample moments, though, the qualitative conclusions below do not depend on the particular normalization chosen.
For all designs, the (rescaled) classical least squares estimator was calculated and summarized, to provide a standard for comparison; in Tables II and IV, the behavior of the probit maximum likelihood estimator (under the assumption of homoskedastic Gaussian errors) is also summarized. While the least squares estimator is not consistent for the "binary response" models, it is often justified as a computationally-convenient estimator for the homoskedastic binary response model when the expectation function G(x'/3) is not frequently close to zero or one (see, e.g., Amemiya (1981) ). In Tables I and II , then, the semiparametric estimators can be compared to properly-specified maximum likelihood estimators, while in Tables III and IV The first two entries of Table I summarize the behavior of the weighted average derivative estimators for the base design. As a glance down the "MEAN" column indicates, these estimators are not very well-behaved for any of the models in the "base design." The estimates are significantly biased away from their true values, and this bias causes a noticeable increase in the RMSE over the standard deviation of the estimator. Moreover, the bias is not due to asymmetry of the sampling distribution of the estimator; the "MEDIAN" column follows the same pattern as the sample means. Finally, looking across the tables, there seems to be no systematic improvement in either bias or mean-squared error between the "bias-corrected" and "not bias-corrected" versions of the estimator.
In contrast, the instrumental variables estimators dN calculated for the same data are quite well behaved in terms of bias, as the next two entries of Table I illustrate. The (mean or median) bias of the finite-sample distribution of the instrumental variables estimators is not significantly different from zero (at a 5 percent level), even for the "not bias-corrected" kernel. This suggests that the instrumental variables "correction" to the weighted average derivative estimator SN is a much more important means of bias-correction than the generalized jackknife in practice. Heuristically, the behavior of the instrumental variables estimator dN relative to SN is analogous to the behavior of the least squares estimator relative to the "product moment" estimator N-Fxiyi: for the hnear models studied here, both are consistent up to scale (since E[xix!] = I), but least squares is also conditionally (on {xi}) unbiased for the unscaled regression coefficients. As for the "generalized jackknife" correction for bias, it yields no systematic reduction in bias in the results of Table I through IV, but is systematically more variable.
Comparing instrumental variables and least squares directly, the results of Tables I and II indicate a higher precision of the least squares estimators for both homoskedastic models, with the behavior of probit maximum likelihood being quite similar to least squares (in Table II ). For the heteroskedastic linear model of Table III , though, the least squares coefficients are very poorly behaved relative to the instrumental variables estimators. While the unnormalized least squares and instrumental variables coefficients would be unbiased for ,B (conditionally on the regressors) in this model, the former would also be very dispersed, with a substantial proportion of negative values; imposition of the normalization in this case yields a sampling distribution of the coefficients with large negative biases in both coefficients. The instrumental variables estimators in the design of Table IV have a comparable precision (in terms of RMSE or MAE) to either least squares or the probit maximum likelihood estimator. However, for the heteroskedastic binary response model, the least squares and probit estimators are significantly biased, while the instrumental variables estimator is substantially less biased (albeit with a larger dispersion). Since the bias of least squares need not decline as the sample size increases, this suggests that, in larger samples, the instrumental variables estimator will dominate least squares or probit, provided the bandwidth is chosen to shrink with the sample size at the appropriate rate. Table I were used to investigate the effects of the sample size, bandwidth parameter, and number of covariates on the sampling behavior of the estimators; while the results of these simulations are not summarized here, they are fairly unsurprising in view of the foregoing theoretical and simulation results. Doubling the sample size (with a commensurate reduction in the bandwidth parameter) does not lead to a substantial improvement of the precision of the semiparametric relative to the parametric estimators. This indicates that the variance reduction due to a larger sample size is partially offset by the reduction in the bandwidth parameter of the instrumental variables estimator, at least for these designs and sample sizes. As the bandwidth parameter is doubled, the standard deviations of its sampling distributions decline, though for the binary response model this is accompanied by an increase in the magnitude of the bias. Still, the RMSE and the MAE of the least squares and instrumental variables estimators are quite close, and the change in precision of the latter is not dramatic. Finally, inclusion of an additional covariate (with true coefficient equal to zero) causes a general increase in the sampling variability of all the estimators; this effect is more pronounced for the binary response models. Also, the magnitude of the bias of the instrumental variables estimators increases, since the bandwidth is held fixed as the dimensionality of the estimated joint density function of the regressors increases. Again, the changes in the summary measures of dispersion are not dramatic.
Several variations on the design of
While it is difficult to arrive at general conclusions about finite-sample performance on the basis of the small number of models investigated here, the results do suggest a number of working hypotheses which may be useful as a guide to practical application of the proposed procedures:
(i) the instrumental variables "rescaling" of the weighted average derivative estimator is an important bias-reduction adjustment to the approach, even if a further scaling restriction is imposed;
(ii) the estimators using the "bias-corrected" kernels are not systematically less biased than the estimators based upon standard positive kernels, and have higher dispersion; and (iii) the measures of dispersion of the (not bias-corrected) instrumental variables estimator are of comparable magnitude to the least squares estimator, but in some cases the latter estimator is substantially biased, while the magnitude of the bias of the instrumental variables estimator is small across all designs considered. In this appendix, we outline a different method of bias control than that used in the exposition, -namely a generalized jackknife. Following the description of this approach, we point out how certain higher dimensional kernels can be constructed using the jackknife formulae.
Standard jackknifing procedures, as introduced by Quenouille (1949) , are based on the fact that the bias in many estimators depends on sample size, and that the bias can be estimated by taking differences in estimators computed from samples of varying sizes (see Efron (1982) The generalized jackknife technique differs theoretically from the use of a higher order kernel in that the configuration of local weights can be varied as the sample size increases. When -q = 0 is set in the above formulae, the local weights do not vary and the "jackknifed" estimator just utilizes a higher order kernel as in the text. In particular, in this case the weights CpN 
