Introduction
Given a positive discriminant δ, we define Q δ to be the set of integral binary quadratic forms of discriminant δ. Given an integer k, the paper [Za] introduced the function f k,δ (z) = Q∈Q δ 1 Q(z, 1) k , and proves it to be a cusp form of weight 2k. Consquently, the paper [KZ] shows that this modular form is the image, under the Shimura lift, of the δth Poincaré series of weight k + 1 2 for Γ 0 (4) (this is equivalent to the assertion, appearing in that reference, that f k,δ (z) is the δth "Fourier coefficient" in the expansion of the holomorphic kernel for the Shimura-Shintani lift with respect to the "weight k + 1 2 variable" τ ). This determines their pairing with any cusp form of weight 2k via the Petersson inner product.
On the other side, [BK] considers similar functions arising from quadratic forms with negative discriminant D. These are meromorphic modular forms, again of weight 2k, which decrease like cusp forms towards infinity. They also define a regularized Petersson inner product for meromorphic modular forms, and evaluate the pairing of these functions f k,D with other meromorphic modular forms of weight 2k. Note that in both references only modular forms with respect to SL 2 (Z) (or congruence subgroups of low index) are considered.
The purpose of this paper is threefold. First, we show that the meromorphic modular forms arising from negative discriminants are also lifts of certain Poincaré series. Indeed, given a positive integer m, [Ze3] combines a theta lift (which is essentially a generalized Shimura lift) with weight raising operators on both sides, to obtain a lift from weakly holomorphic modular forms (or harmonic weak Maaß forms) of weight 1 2 − m to meromorphic modular forms of weight 2k = 2m + 2. We then prove that Theorem. Given r < 0 and β ∈ L * /L, let F L m,r,β τ, Here L is a specific lattice which is related to integral binary quadratic forms. Now, by changing the lattice L, we can generalize the definition of f m+1,D to modular forms with respect to various other Fuchsian groups, and show that they have similar properties. Interesting such groups arise from embeddings of indefinite rational quaternion algebras into M 2 (R) (see Section 3 of [Ze3] for more on these groups).
The second goal of this paper is use this presentation as the (δ 2m -image of a) theta lift in order to simplify the evaluation of the pairing appearing in [BK] . Moreover, this method immediately generalizes the assertions from [BK] to meromorphic modular forms with respect to more general Fuchsian groups. In fact, as the theta lift from [Ze3] admits generalizations to modular forms on higher-dimensional Shimura varieties, this opens a way to investigate whether appropriate meromorphic Hilbert or Siegel modular forms have similar properties. However, most parts of this paper restrict themselves to the 1-dimensional case.
Finally, we recall that [Me] obtains meromorphic modular forms as images of his higher Green's functions under powers of weight raising operators. The last goal of this paper is to relate the two approaches. The relation is given by Theorem. Applying the mth power of the weight lowering operator to the theta lift from [Ze3] gives, up to a multiplicative constant, the value of the higher Green's function G XΓ m+1 when the second variable is a fixed CM point. Indeed, both [Me] and this paper consider certain real-analytic, vector-valued modular forms in the course of obtaining the meromorphic modular forms under investigation. It turns out that up to multiplicative constants, our theta lifts is the "highest weight" component of the vector-valued modular form, while the higher Green's function of [Me] is the middle, weight 0 component of the same function.
The paper is divided into 13 Sections. Section 1 presents the Poincaré series of [Bru] , with some of their useful properties. Section 2 introduces the theta lifts of [B] , [Bru] , and [Ze3] . Section 3 evaluates the theta lift of Poincaré series explicitly (in any dimension), while Section 4 gives the details of the special case of dimension 1. Section 5 introduces the vector-valued modular forms which we use. Section 6 presents the natural coordinate for expanding modular forms around points in the upper half-plane, while Section 7 uses this coordinate to give the details of the regularized pairing of [BK] . Section 8 then writes the pairing with (our equivalent of) f m+1,D in a form which is convenient for its evaluation. The additional formulae required in the case where Γ has cusps are given in Section 9 and evaluated in Section 10. Section 11 then produces the final expression for the pairing. Section 12 links our functions, in a special case, to those from [BK] , and the connection to the higher Green's functions of [Me] is established in Section 13.
I would like to express my gratitude to K. Bringmann for sharing the details of [BK] with me. I am also thankful to J. Bruinier for his suggestion to consider the lifts of the Poincaré series from [Bru] , as well as for many intriguing discussions.
Weight Raising Operators and Poincaré Series
Given complex numbers ν and µ with ℜµ > 0, one defines the Whittaker function M ν,µ to be the solution of the Whittaker differential equation
which satisfies M ν,µ (t) ∼ t µ+1/2 as t → 0 + . For k ∈ 1 2 Z and s ∈ C with ℜs > 1 we define, following Section 1.3 of [Bru] , the function M k,s (t) = t −k/2 M −k/2,s−1/2 (t).
Let H be the upper half-plane {τ = x + iy ∈ C|y > 0}. For any variable ξ we shorthand ∂ ∂ξ to ∂ ξ . Hence
(∂ x + i∂ y ) and ∂ τ = 1 2 (∂ x + i∂ y ), and we define the weight raising operator, the weight lowering operator, and the weight k Laplacian to be
, y 2 ∂ τ , and ∆ k = 4y 2 δ k ∂ τ respectively. Note that eigenvalues of eigenfunctions are conventionally taken with respect to −∆ k . We introduce the useful shorthand e(z) = e 2πiz for any complex number z. Given 0 > r ∈ Q, one proves Proposition 1.1. The function taking τ ∈ H to e(rx)M k,s (4π|r|y) is a weight k eigenfunction of eigenvalue
The function M k,s (4π|r|y) grows like (4π|r|y) s−k/2 as y → 0. The other eigenfunction having the same eigenvalue as in Proposition 1.1, which is based on the Whittaker W -function, grows like y 1−s−k/2 , i.e., faster, since we assume ℜs > 1. Therefore an eigenfunction of eigenvalue
+ s(1 − s) growing as o(y 1−s−k/2 ) as y → 0 is a multiple of the function from Proposition 1.1. Now, the commutation relation between the weight changing operators and the corresponding Laplacians show that given an weight k eigenfunction F on H of eigenvalue
+ s(1 − s), the weight k + 2 function δ k F has eigenvalue These elements satisfy the relation S 2 = (ST ) 3 = Z = (−I, i), and Z generates the center of M p 2 (Z), which is cyclic of order 4. Let ρ : M p 2 (Z) → U(V ) be a finite-dimensional unitary representation of M p 2 (Z) factoring through a finite quotient, let k ∈ 1 2 Z be a weight. and let r ∈ Q be a negative number. Choose an element ω ∈ V which is an eigenvector of both ρ(Z) and ρ(T ), with eigenvalues i −2k and e(r) respectively. Then any function of the sort τ → e(rx)M (y)ω is invariant under the slash operators
for A = T and A = Z (using the metaplectic data for half-integral weights). Now, for any A ∈ M p 2 (Z) and τ ∈ H we have |e(rℜAτ )| = 1 and
As ρ factors through a finite quotient, Proposition 1.1 and the behavior of M −k/2,s−1/2 for small positive values of the argument imply, for ℜs > 1 (as in the remark following Definition 1.8 of [Bru] ), the following Proposition 1.3. The poincaré series
converges locally uniformly on H to a modular form of weight k and representation ρ with respect to M p 2 (Z) which is an eigenfunction with eigenvalue
Here and throughout, Γ(ξ) stands for the value at ξ of the classical gamma function.
This convergence in Proposition 1.3 and the fact that the parameter s is not changed in Proposition 1.2 combine to give Corollary 1.4. The equality
holds for any τ ∈ H and s ∈ C with ℜs > 1.
Note that if k is negative then the value s = 1 − k 2 > 1 yields the eigenvalue 0 in Proposition 1.3. The resulting modular form is thus a harmonic weak Maaß form. Moreover, Proposition 1.10 of [Bru] shows that F ρ,ω k,r τ, 1− k 2 = q r ω+O(1) as y → ∞ (this reference considers only the Weil representation arising from an even lattice, but the argument works equally well in our more general setting), so that in particular the image of F ρ,ω k,r τ, 1 − k 2 under the operator ξ k = y k ∂ τ of [BF] lies in the space S 2−k,ρ of cusp forms of weight 2 − k and representation ρ. Here and throughout we use the classical notation q = e(τ ). Any principal part of a harmonic weak Maaß form with ξ k -image in S 2−k,ρ is a finite sum of such principal parts q r u with u such that ρ(T )u = e(r)u and ρ(Z)u = i −2k u, and for a representation factoring through a finite quotient a harmonic weak Maaß form of negative weight is determined by its principal part (this is not necessarily true for representations not factoring through a finite quotient-see, e.g., [Ze2] ). This proves, as in Proposition 1.12 of [Bru] , the following Proposition 1.5. The space ξ −1 k (S 2−k,ρ ) is spanned, for any k < 0 and a representation ρ factoring through a finite quotient, by the Poincaré series from Proposition 1.3 with s = 1 − k 2 . We remark that all the statements of this section hold if we replace M p 2 (Z) by any of its subgroups of finite index, a fact which can easily be seen either by averaging or by using induced representations.
Theta Lifts
Let L be an even lattice of signature (b + , b − ), i.e., a free Abelian group of finite rank with a non-degenerate bilinear form L × L → Z, whose extension to the real vector space L R = L ⊗ R has signature (b + , b − ), and such that
2 . If we assume that b + = 2 then the Grassmannian G(L R ), which is the set of decompositions of L R into the orthogonal direct sum of a positive definite space v + and a negative definite space v − , carries the structure of a complex manifold. Indeed, fixing an isotropic vector z ∈ L R yields the Lorentzian space K R = z ⊥ /Rz, in which the choice of z and of a continuous orientation on the positive definite part v + determines one cone C of positive norm vectors in K R to be the positive cone. Choosing ζ ∈ L R with (z, ζ) = 1 identifies K R with the subspace {z, ζ} ⊥ of L R , and maps G(L R ) homeomorphically onto the tube domain K R + iC. The inverse map takes Z ∈ K R + iC to the element of G(L R ) in which v + is spanned by the real and imaginary parts of the norm 0 vector
For more details on this construction see Section 13 of [B] , Section 3.2 of [Bru] , or Section 1.2 of [Ze3] .
, and therefore also on K R + iC. The action of an element M of the latter group sends, for any Z ∈ K R + iC, the norm 0 vector Z V,Z to some multiple of Z V,MZ , and the multiplier J(M, Z) defines a factor of automorphy for this action. We call a function Φ : K R + iC → C an automorphic form of weight m with respect to a discrete subgroup Γ of SO + (L R ) if it satisfies the usual functional equations
for any M ∈ Γ and Z ∈ K R + iC. The natural group to take for Γ is the intersection Aut(L) ∩ SO + (L R ), or the kernel of the canonical map from the
, and ρ L (S) operates, up to a constant, as the Fourier transform:
The action of ρ L (Z) sends e γ to i b−−b+ e −γ . Hence the vectors on which ρ L (Z) operates as i −2k are spanned by the combinations e β + e −β (including just 2e β in case 2β = 0 in D L ) in case 2k ≡ b + − b − (mod 4). They are generated by the differences e β − e −β for β ∈ D L of order not dividing 2 if 2k − 2 ≡ b + − b − (mod 4), and there are no such vectors if 2k − 1 ≡ b + − b − (mod 2). Note that all these generators are eigenvectors of T , allowing us to use any of them in order to define Poincaré series as in Proposition 1.3. In case b + = 2, k = 1 − b− 2 + m for some m ∈ Z, and ω = e β + (−1) m e −β , we denote the function F ρ,ω k,r by F L m,r,β . For more on the representation ρ L see [Ze1] , as well as the references cited there.
Back in the case b + = 2, given λ ∈ L * and Z = X + iY ∈ K R + iC, we denote λ ± the projection of λ onto the v ± -part according to the element of G(L R ) corresponding to Z. Then [Ze3] considers, for some 0 < m ∈ N, the theta function
Here
The properties of this theta function are given in
If τ is fixed then considering the complex conjugate of θ L,m,m,0 as a function of Z, it is an automorphic form of weight m with respect to the discriminant kernel of L.
Proof. Part (i) is just a special case of Theorem 4.1 of [B] . Part (ii) follows, for example, from Proposition 2.3 of [Ze3] and the behavior of these theta functions under complex conjugation. This proves the theorem.
The main technical object of interest in [Ze3] is the theta lift of the image F of a weakly holomorphic modular form (or a harmonic weak Maaß form with ξ-image a cusp form) f of weight 1 − The theta lift of F is essentially the Petersson inner product of F with y b−/2 Θ L,m,m,0 as a function of Z. However, the resulting integral does not converge because of the exponential growth of F as y → ∞, and has to be regularized. [B] and [Bru] suggest two ways to do this, both of them are based on carrying out the integration over the fundamental domain
first over x and then over y. More precisely, one defines the truncated fundamental domain
for H ≥ 1, which is compact and on which the integral of a smooth function converges, and considers the limit
However, this limit does not always exist. Given λ ∈ L * with λ 2 = 0, the sub-Grassmannian
is a complex sub-manifold of G(L R ) of codimension 1. Then [Bru] considers, for a Poincaré series, the limit from Equation (1) as a function of s (this exists for s in some right half plane, provided that Z does not belong to a specific λ ⊥ ), meromorphically continues it, and takes the constant term at the required value of s. In fact, in [Bru] only the case k = 1 − b− 2 (with a vector ω = e β + e −β ) is considered, but the theory works for more general weights. On the other hand, [B] multiplies the integrand in Equation (1) by y −s for another variablẽ s, obtains a holomorphic function ofs in some right half plane, and again uses a meromorphic continuation and takes the constant term ats = 0. Since m > 0 and the term from λ = 0 does not contribute to the theta function, an argument similar to the proof of Theorem 2.9 of [Ze3] or to the proof of Proposition 2.8 of [Bru] (modified to suit our theta function) shows Proposition 2.3. The limit in Equation (1) exists wherever F is defined as
. It also exists wherever F = F L m,r,β (τ, s) with ℜs > 1 and Z does not belong to any λ ⊥ for
, and Z does not lie in any such λ ⊥ , then the regularizations of [B] and [Bru] coincide.
Indeed, the pole appearing in Proposition 2.8 of [Bru] arises from the contribution of the term with λ = 0, which vanishes in the case we consider. Note that by Corollary 1.4, the modular form F in the latter assertion of Proposition [Bru] . In any case, part (ii) of Theorem 2.1 implies that as a functions of Z, the function Φ L,m,m,0 (Z, F ) is, under any regularization, an automorphic form of weight m with respect to the discriminant kernel of L. Moreover, Theorem 2.9 of [Ze3] shows that it is an eigenfunction, with eigenvalue −2mb − , with respect to (minus) the Laplacian of G(L R ) given explicitly in that reference.
Unfolding
Let us now evaluate the theta lift
which we denote Φ L m,r,β (Z). Theorem 2.9 of [Ze3] describes this function in terms of a Fourier expansion at a cusp (if cusps exist), and gives its singularities. However, for our applications it will be more convenient to have an alternative description, for which we use the unfolding method from Section 2.3 of [Bru] .
be the Gauß hypergeometric series, assuming that neither −a, nor −b, nor −c are natural numbers. Our theta lift is given in
Proof. The proof follows Theorem 2.14 of [Bru] . The expression from Equation (1) becomes 1 4Γ(2s) times the limit of
2 + m and ω = e β + (−1) m e −β . Part (i) of Theorem 2.1 now shows that for every A the latter integrand can be written as
As the side of Θ is conjugated, the value of k shows that the power of y and the j(A, τ ) factors become just (ℑAτ ) m+1 . The fact that ρ L is unitary allows us to make the change of variables to Aτ (which we choose such that |ℜAτ | ≤ Now, the argument proving Lemma 2.13 of [Bru] shows that for fixed Z, the theta function θ L,m,m,0 is bounded by a constant times y then the limit R → ∞ of the sum of terms A ∈ T becomes just the integral over τ ∈ H |x| ≤ 1 2 , τ ∈ D}. We therefore evaluate 2 Γ(2s) times the limit of . Hence we may just take the upper limit to be ∞, and after plugging in the definition of M k,s we get 2(4π|r|)
But putting α = 4π|r|, p = 2π|λ
in Equation (11) on page 215 of [EMOT2] shows that the latter integral equals
After one puts the external coefficient back in, cancels the powers of 2π, and substitutes the value of k, this completes the proof of the theorem.
be the incomplete beta function. Theorem 3.1 now has the following
in the function from Theorem 3.1, and multiplying the result by the constant
. This value of s does not lie in the domain considered in Theorem 3.1, but substitution is possible due to analytic continuation. It follows that Φ L m,r,β (Z) equals 
The Case b − = 1
We now consider the case of signature (2, 1). We may then assume that L is a lattice in the real quadratic space M 2 (R) 0 of traceless 2 × 2 matrices, in which the norm of a matrix U is −2 det U and the pairing of U and V is T r(U V ). The action of SL 2 (R) by conjugation yields an isomorphism between P SL 2 (R) and the connected component of the identity of O(L R ) ∼ = O(2, 1). If we choose z to be the isotropic vector (with norm  2u 2 ), C consists of such matrices with u > 0, and G(L R ) is isomorphic to H.
1 −z , and the corresponding negative definite space (the orthogonal complement of the real and imaginary parts of M z ) is spanned by the norm −2 vector
The following expressions and evaluations will turn out useful for examining this case as well as relating it to other references (in particular [BK] ):
(ii) The weight raising operators act via
(iii) The action of the weight lowering operator is by
and λ
Proof. These are all simple, straightforward calculations, where part (iv) uses also the fact that J
A vector λ of negative norm 2r must be of the form ± |r|J w for a unique w = σ+it ∈ H. In this case we have additional presentations for those appearing in part (i) of Lemma 4.1:
where d(z, w) is the hyperbolic distance between z and w.
We recall that the hyperbolic cosine of the hyperbolic distance between two points z and w in H is given by
Proof. This follows directly from part (i) of Lemma 4.1, since the entries of λ
Considering elements of negative norm 2r in L, we define S β,r to be the set of w ∈ H such that − |r|J w ∈ L + β. Those with the opposite sign belong to S −β,r . We thus obtain the following expression for the theta lift from Corollary 3.2 for the case b − = 1:
Here the union with (−1) m S −β,r means that the terms arising from elements of S −β,r must be multiplied by (−1) m .
Proof. This follows directly from Lemma 4.2 and part (iv) of Lemma 4.1.
In this case we have, for even m, just twice the sum over S β,r , while for odd m the two sums cancel. This is in correspondence with the fact that the lifted Poincaré series F 
of the asserted function. As both functions tend to 0 as T → ∞ (since the incomplete beta function vanishes at 0 by definition), this proves part (i). For part (ii) we write the integrand
Integration term by term now yields the desired assertion. This proves the lemma.
As the factor of automorphy on G(L
2 , an automorphic form of weight m is a modular form of weight 2m. In addition, the weight m Laplacian on G(L R ) ∼ = H is just the usual weight 2m Laplacian on H. As in Theorem 2.10 of [Ze3] , the fact that our theta lift has eigenvalue −2m means that its δ 2m -image must be meromorphic. A formula for this δ 2m -image is now given in Theorem 4.5. In the case b − = 1 we have
Proof. We apply δ 2m to the expression given in Corollary 4.3. Recall the Leibnitz rule δ k+l (f g) = δ k f · g + f δ l g for weight raising operators, and observe that the expression multiplying the incomplete beta function is some constant times the mth power of 
where in the latter equality we decomposed cosh 2 d(z, w) − 1 as the product of cosh d(z, w) − 1 and cosh d(z, w) + 1 and used Equation (2) for each of the multipliers. Dividing by 2πi, plugging in the remaining parts of the expression from Corollary 4.3, and canceling the powers of z − w,z − w, t, v, 2, and i now yields the desired expression. This proves the theorem.
Note that the expression from Theorem 4.5 yields precisely the pole predicted by Theorem 2.10 of [Ze3] in such a point w: The parameter β from that reference is chosen here to be 1, and the only non-zero coefficients of the principal part of f are c − √ |r|Jw,r = 1 and c √ |r|Jw,r = (−1) m . We thus indeed have the equality
Differential Forms with Local Coefficients
Let V 2m be the 2m-th symmetric power of the natural representation of SL 2 (R) on C 2 . It corresponds, under the isomorphism between P SL 2 (R) and SO + (2, 1), to the action of the latter group on homogenous polynomials of degree m in 3 variables which are harmonic with respect to the Laplacian of signature (2, 1). The 2m-th symmetric power of the determinant is a symmetric pairing on V 2m , which identifies V 2m with its dual representation. It is well-known (see, e.g., [Ze2] or Section 3 of [Ze3] ) that the V 2m -valued function
is modular of weight 2p−2m for every 0 ≤ p ≤ 2m and every Fuchsian subgroup Γ ⊆ SL 2 (R) of the first kind. Hence a (real-analytic) modular form of weight 0 and representation V 2m (with respect to such a group Γ) takes the form
with f p a modular form of weight 2m − 2p with respect to Γ for every p. The (sesqui-linear) pairing of a modular form F as in Equation (3) with another such modular form G (with coefficients g p ) yields
so that integrating it over a fundamental domain for Γ yields a combination of the Petersson inner products of the f p and the g p . As dz has weight −2, the (meromorphic) vector-valued differential form
dz has weight 0 with respect to the discriminant kernel Γ L of L, hence it is welldefined on Y ΓL = Γ L \H. Moreover, Theorem 2.10 of [Ze3] shows that if Γ L has cusps then δ 2m Φ L m,r,β decreases exponentially at the cusps. This differential form is therefore well-defined on the compact Riemann surface X ΓL obtained by adding the cusps of Γ L (if there are any) to Y ΓL , and its poles lie in Y ΓL . The goal of this section is to show that this differential form is ∂-exact. For this we shall use Lemma 5.1. Applying δ 0 = ∂ z to the weight 0 modular form from Equation (3) yields the weight 2 vector-valued modular form
where f −1 = 0.
Proof. As δ 1 annihilates z 1 /(2iv) and δ −1
, the assertion follows from the Leibnitz rule for weight raising operators, after the appropriate change of summation index. This proves the lemma.
In fact, a V 2m -valued modular form of any weight k has an expansion as in Equation (3). The assertion of Lemma 5.1 extends to this case, with k added to the indices of δ 0 as well as of all the operators δ 2m−2p . In addition, Lemma 5.1 has the following immediate
We can now prove
Proof. As ∂F (z) = ∂ z F (z)dz it suffices, by Corollary 5.2, to show that the equality
holds for every 1 ≤ p ≤ 2m. Now, Φ L m,r,β has eigenvalue −2m by Theorem 2.9 of [Ze3] , and the behavior of eigenfunctions under the weight lowering operators easily shows (by a simple induction) that (4v
! has the eigenvalue p(p − 1 − 2m) for every p. Now, the operator δ 2m−2p and one power of 4v 2 ∂ z appearing in the left hand side of Equation (4) combine to give the Laplace operator on the function from the right hand side of that equation, which was seen (recall the sign conventions for the eigenvalues) to multiply it by p(2m − p + 1). As this number cancels the denominator to (p − 1)!, this completes the proof of the proposition.
The function
, corresponding to the index p = 2m in Proposition 5.3, has weight −2m, and is harmonic outside its singularities (indeed, p(p−1−2m) vanishes if p−1 = 2m). Hence it makes sense to consider its images under both the operator ξ −2m and the holomorphic operator δ has real Fourier coefficients. This can be seen either as in [Bru] , or by the fact that the function f (−τ ) (in which the Fourier coefficients are conjugated) has the same (negative) weight, the same representation ρ L , and the same principal part. To see that the representation remains ρ L , observe that conjugating T and S by 
Hence the weight −2m modular form in question may be written simply as (2v 2 ) m Φ L m,r,β . The first assertion now follows from the fact that
For the second assertion we recall that an application of δ k to a function of the form (4v 2 ∂ z )G for G a modular form of weight k + 2 and eigenvalue λ gives just ∆ k G = −λG. We apply this 2m times, and divide by (2m)!. This shows that
gives us Φ L m,r,β again, but multiplied by the constant
This completes the proof of the proposition.
Expansion of Modular Forms
Given ε > 0, we define B ε to be the disc ζ ∈ C |ζ| < ε of radius ε around 0. In particular, B 1 is the unit disc. Fourier expansions of modular forms use the coordinate q = e(τ ) to map H onto B 1 \ {0}. One may consider them as the "Taylor expansion" at the cusp ∞. We shall now introduce a useful coordinate for expanding a modular form at a point in H.
Given w = σ + it ∈ H, we consider the matrix
). Its useful properties are given in the following 
Proof. All of these assertions follow from direct and simple calculations.
The relations between the expressions from Lemma 6.1 and the action of SL 2 (R) on H are given in Lemma 6.2. Let γ ∈ SL 2 (R) and points z and w in H be given, and let j = j(γ, w). Then the following equalities hold:
Proof. These can also be easily verified directly.
Part (ii) of Lemma 6.2 immediately yields the following simple Corollary 6.3. The equality |A γw (γz)| = |A w (z)| holds for any γ ∈ SL 2 (R) and z and w from H.
Corollary 6.3 is useful for proving that certain regularized integrals are welldefined-see Proposition 7.1 below.
When we wish to expand a meromorphic modular form of weight 2m + 2 with respect to some group Γ around a point w ∈ H, we let ζ = A w (z) and z = A −1 w (ζ) and write
or, in terms of z,
(6) For the coefficients a n (w) we can now prove, as in Lemma 8.1 of [BK] , the following Proposition 6.4. The function taking w ∈ H to an(w) t m+1+n satisfies the functional equations of a modular form of weight 2m + 2 + 2n with respect to Γ.
Proof. Fix γ ∈ Γ and z ∈ H, and consider the equality g(γz) = j(γ, z) 2m+2 g(z). We expand the right hand side around w as in Equation (6), while for the left hand side we take the expansion around γw as in the same equation. Using part (i) of Lemma 6.2 for j(A γw , γz) and part (ii) of that Lemma for A γw (γz), we obtain, after eliminating the common leading coefficient, the equality
As the latter equality is an equality of Laurent series in A w (z), we can compare the coefficients, from which the assertion now easily follows by the modularity property of w → t. This proves the proposition.
In spite of Proposition 6.4, we do not call the coefficients a n modular forms, since they are not, in general, continuous. For example, if g has a pole of order −n for some negative integer n, then a n attains a non-zero value at the pole of g, but not around it. Proposition 6.4 also has the following Corollary 6.5. The function w → a −m−1 (w) is well-defined on Y Γ .
Proof. One way to see this is as a special case of Proposition 6.4. Alternatively, and more conceptually, the differential form
is a well-defined meromorphic differential on a neighborhood of Γw ∈ Y Γ (assuming both z and w lie in the same pre-image of this neighborhood in H). If we expand g as in Equation (5) and apply part (iv) of Lemma 6.1, then we find that in terms of ζ = A w (z) this differential form becomes just n a n (w)ζ m+n dζ. Hence a −m−1 (w) is well-defined on Y Γ as the residue of this differential form at Γw ∈ Y Γ . This proves the corollary.
7 The Regularized Pairing of Bringmann-Kane [BK] introduces a regularization which gives meaning to integrals pairing modular forms with singularities in H. This regularization makes use of the coordinate A w (z) around singular points w. Explicitly, let two modular forms f and g of the same weight k with respect to a Fuchsian group Γ of the first kind be given. We allow both f and g to have (isolated) singularities in H. Fix a (nice enough) fundamental domain F for Γ, and let w j , 1 ≤ j ≤ l be the singular points of f and of g in F . We assume that each w j is an inner point of the union of the images of F under the stabilizer Γ wj of w j in Γ, and that f (z)g(z) A wj (z) sj v k is a continuous function of z in a neighborhood of w j for s j in some right halfplane in C. One then defines the (regularized) pairing f, g reg of f and g by considering the integral
(where dµ(z) = dudv v 2 is the invariant measure on H), extending it to a meromorphic function of s = {s j } l j=1 ∈ C l (if such a meromorphic continuation exists), and taking the constant term of the resulting Laurent expansion at s = 0. This is well-defined by the following Proposition 7.1. The pairing of f and g is independent of the choice of the fundamental domain F .
Proof. If we change F in a manner which leaves all the singular points invariant (i.e., does not take any of the them to a non-trivial image under Γ) then this follows as for the independence of the Petersson inner product of the fundamental domain (since we take the value at s = 0). Corollary 6.3 allows us to move the singular points as well, which completes the proof of the proposition.
We now present a tool which will make our evaluation of this pairing much simpler. For any w ∈ H and ε > 0 define
The fact that F contains only finitely many singular points implies that for small enough ε the sets D ε,wj , 1 ≤ j ≤ l are pairwise disjoint. Note that our assumption on the relation between the w j s and F implies that
if ε is small enough, so that the image of F ∩ D ε,wj in X Γ is a full neighborhood (which we denote D ε,Γwj ) of the image Γw j of w j in X Γ . It is clear that the set F ε = F \ l j=1 D ε,wj projects onto the complement X Γ,ε of l j=1 D ε,Γwj in X Γ . We now establish the following Lemma 7.2. The pairing f, g reg decomposes as
where CT s=0 means the constant term of the meromorphic continuation in s at s = 0.
Proof. We decompose the integral over F appearing in Equation (7) as the sum of the integral over F ε and the integrals over F ∩ D ε,wj . Now, the integral over F ε yields a entire function of s ∈ C l (in which substituting s = 0 yields the first term), and the integral over F ∩ D ε,wj is entire, for every value of s j , in the other coordinates of s. We make the index change s = s j , identify the integral over F ε with the one over X Γ,ε (trivial). Moreover, the argument which used Corollary 6.3 to prove Proposition 7.1 shows that the integral over F ∩ D ε,wj coincides with that over D ε,Γwj . This proves the lemma.
We will be interested in the case where k = 2m+ 2, Γ = Γ L of an even lattice L of signature (2, 1), g is meromorphic, and f is the function 
Proof. We write v 2m+2 dµ(z) as from Proposition 5.3 (times dz), and dz already appears in the second differential form, we may write this combination as
Moreover, as g(z)
z 1 2m is anti-meromorphic and d involves only differentiation with respect to z (because of the existence of dz inside), the latter expression becomes
Hence this is the integrand in the first term in Lemma 7.2, while the integrand appearing in the jth summand in the second term is the same expression but multiplied by A wj (z) s . We decompose the latter product according to the rule
and now apply Stokes' Theorem for the integrals involving exact differential forms. The first term from Lemma 7.2 thus yields
while Equation (9) shows that the integral in the jth summand becomes
For the constant term at s = 0 we may just substitute s = 0 at the integral over ∂D ε,ΓLwj . This yields the same integrand as in the integral over ∂X Γ,ε , where the latter boundary is the sum of the former boundaries but with the opposite orientation. Hence all these terms cancel. Applying part (ii) of Lemma 6.1 for the derivative of A wj (z)
by the definition of A wj (z). This completes the proof of the proposition.
Unfolding Again
The sets S β,r and S −β,r appearing in the expression for Φ L m,r,β (z) given in Corollary 4.3 consist of finitely many orbits of Γ L . For simplicity of the following presentation, we shall assume, for the moment, that S −β,r is empty and S β,r consists of a single orbit Γ L w 0 of Γ L (the general case will be obtain via a simple summation). It thus makes sense to choose a representative (w 0 , say), and unfold the integral from Proposition 7.3. This is also done in [BK] , where expressions based on the function f D,k, [Q] are given in terms of a representing quadratic form Q of the class [Q] . The result here becomes 
Proof. We plug the formula from Corollary 4.3 into the expression from Proposition 7.3, and take the complex conjugate since we have interchanged g and 1 2πi δ 2m Φ L m,r,β in the pairing (note that this leaves the measure idzdz = 2dudv invariant). After replacing the integration domain by F ∩ D ε,wj and replacing the sum over the orbit by the sum over Γ L , we get for each 0 ≤ j ≤ l the coefficient
where w = γ −1 w 0 (hence we divided by the size of Γ w0 ). Now, Proposition 2.3 of [Ze3] and Lemma 4.2 allow us to replace 
respectively, and we may replace g(z) by
j(γ,z) 2m+2 by the modularity of g. We apply also Corollary 6.3 for |A wj (z)| and use the invariance of the hyperbolic distance, and the integral in the summand corresponding to γ then takes (after all the cancelations) the form
We apply the usual change of variable and to get an integral over γ F ∩ D ε,wj , and using Equation (8) we find that the total domain of integration arising from all γ ∈ Γ L for which γw j =w for somew ∈ Γ L w j is precisely D ε,w . Summing over γ ∈ Γ L and 0 ≤ j ≤ l now completes the proof of the proposition.
Recall that we consider Γ L as a subgroup of SO + (L R ), i.e., of P SL 2 (R). Hence the size of a generic stabilizer is 1, rather than 2 as in subgroups of SL 2 (R).
Proposition 8.1 presents the pairing as the sum of the contributions from (neighborhoods around) the poles of g and of 1 2πi δ 2m Φ L m,r,β . We shall evaluate the two contributions separately, as they present a slightly different behavior. In fact, the presentation given in Proposition 8.1 reduces the examination of the poles of the latter function to a single one w 0 . For analyzing it, as well as for the comparison with higher Green's functions below, we shall need an explicit formula for our function B m (T ). This is given in Lemma 8.2. The function B m (T ) can be written explicitly as
We remark that for Theorem 11.3 below it will be convenient to extend B m to a holomorphic function of T ∈ C with ℜT > 1. This is possible either using the expression from Lemma 8.2 or already from the integral defining B m in part (i) of Lemma 4.4.
Proof. Examining the derivative of the function T (T 2 −1) m gives us the equality
(this can also be easily seen if one applies integration by parts to the integral defining B m (T ) as an incomplete beta function). Apply this equality m times, and use the fact that
This completes the proof of the lemma.
The contribution from the pole at w 0 is now given in Proposition 8.3. The summand arising fromw = w 0 in Proposition 8.1 gives a holomorphic function of s ∈ C with ℜs > 2m, whose meromorphic continuation has a vanishing constant term at s = 0.
Proof. We expand g(z) as in Equation (5) with ζ = A w0 (z), and apply part (iv) of Lemma 6.1 to the expressions appearing in the integral from Proposition 8.1 (including cosh d(z, w 0 ) from Equation (2)). After all the cancelations, the integral becomes
We write ζ = ρe iϕ , hence dζdζ = −2iρdρdϕ, so that the latter expression equals , and the argument of the logarithm is just 1 ρ 2 . All these expressions vanish at ρ = 1, and their product with ρ s for s ∈ C with ℜs > 2m tend to 0 as ρ → 0
Plugging in the coefficient
+ . For such s we may apply integration by parts and use Lemma 4.4 to get
1−ρ 2 ρ s was seen to vanish at the two limits of the integral. Substituting, and using the Binomial Theorem, the integrand becomes
Integrating (which we can do for ℜs > 2m), we find that for any 0 < l < m the terms arising from l and 2m − l yield the functions 
Poles at the Cusps
In this section we assume that Γ has cusps. Then a meromorphic modular form f of weight k with respect to Γ might have poles at the cusps, so that regularizing the integral there may also be required. For each cusp κ, we choose a matrix A κ ∈ P SL 2 (R) with
κ ] k is h-periodic for some positive number h, hence admits a Fourier expansion in e(z/h). The sesquilinear product of two such modular forms (times v k ) grows exponentially at the cusp, but following Section 9 of [BK] are the cusps in the fundamental domain F we chose for Γ, then we multiply the integrand from Equation (7) also by l j=1 e −sj ℑAκ j z . The integral thus gives a holomorphic function also of thes j s in some right half-plane, and we extend the definition of the regularized pairing to this case by taking the constant term at the point where all thes j s also vanish. We now have Proposition 9.1. The regularized integral is independent of the choice of the matrices A κj , as well as of the fundamental domain.
Proof. The only possible change to A κj is to multiply it from the left by a matrix of the form a b 0 a −1 for some a > 0 and b ∈ R. This replaces A κj z by a 2 A κj z + ab, hence multiplies ℑA κj z by a 2 . The resulting function ofs j is hence the same function, but evaluated at a 2s j . As the constant term ats j = 0 remains invariant under this operation, this proves the first assertion. Proposition 7.1 shows the invariance of the pairing under replacing the fundamental domain by another fundamental domain having the same cusps. Now, if κ = γλ with λ being another cusp and γ ∈ Γ then the matrix A κ γ may be used as A λ . Combining this fact with the argument proving the Proposition 7.1 establishes the desired invariance also in the case where we do move the cusps in the choice of the fundamental domain. This proves the proposition.
We assume that for any cusp κ of the fundamental domain F , the union of the translates of F by the elements of the stabilizer Γ κ of κ in Γ contains the inverse image under A k of a set of the form z ∈ H v > M for some (large) M > 0. Given ε > 0 and a choice of a matrix A κ for some cusp κ, we define
For small enough ε, the equivalent of Equation (8) CT
Proof. We use the same argument from the proof of Proposition 7.3. Note that ∂X ΓL,ε contains the boundaries of both the neighborhoods D ε,ΓLwj of the poles and the neighborhoods D ε,ΓLκj of the cusps. We thus apply Equation (9) also for the integral over D ε,ΓLκj , and after applying Stokes' Theorem, all the integrals over the boundaries vanish. The remaining integrals over the neighborhoods D ε,ΓLwj are evaluated as in Proposition 7.3, while for the integral over D ε,ΓLκj we evaluate ∂ z e −sℑAκz as
where j ′ (A κ , z) is just a scalar (the c-entry of A κ ). Recalling the external coefficient 1 4π , this completes the proof of the proposition.
The unfolding process which we carry out for the cusps is a bit different. For any 1 ≤ j ≤l we define S j to be the A κj -image of a set of representatives for S β,r ∪ (−1) m S −β,r modulo the action of the infinite cyclic group Γ L,κj . We then prove 
to the expression from Proposition 8.1.
Note that multiplying A κj by a b 0 a −1 from the left just replaces the variable s by a 2 s (hence leaves the constant term in question invariant), as one easily sees by a simple change of variables.
Proof. The same argument as in the proof of Proposition 8.1 (but with leaving the summation on w rather than on γ) shows that the jth term from Proposition 9.2 can be written as
where w is taken from S β,r ∪(−1) m S −β,r as above. As in the proof of Proposition 8.1, we apply again a change of variable, but this time with respect to A κj . We write g(z) as
and using the invariance of the hyperbolic distance and the formula for the derivatives in order to write the latter sum as
Herew =σ + it = A κj w runs over the set A κj S β,r ∪ (−1) m S −β,r . Now,
, and the set of pointsw consists of orbits of the group A κ Γ L A −1 κ . The latter group contains, in particular, the A κ -conjugate T h = 1 h 0 1 of the generator of Γ L,κ . We thus sum only over representatives for the action of Γ L,κ (note thatt is independent of the choice of the representative), and using the powers of T h we integrate over the full half-plane of z ∈ H with v > M . We now replace dzdz by −2idudv, write w instead ofw, and put the external coefficient back again. This completes the proof of the proposition.
Contributions from the Cusps
We wish to evaluate the contribution of each summand in Proposition 9.3 explicitly. In order to do this, we shall need the following formulae:
Lemma 10.1. (i) Let a polynomial Q, a non-negative real number η, four distinct complex, non-real numbers κ, λ, µ, and ν, and four non-negative integers a, b, c, and d be given. Assuming that the degree of Q does not exceed
equals −2πi times the sum of the residues of the integrand at the elements of {κ, λ, µ, ν} whose imaginary part is negative. (ii) In the notation of part (i) we have that
Proof. We take the integral from part (i) on the interval [−R, R] for a very large R, and complete it to an integral over a closed path by adding the integral over the lower part of a circle of radius R centered at 0. As this closed path is negatively oriented, the closed integral gives the asserted value (independently of R for R large enough). By taking the limit R → ∞, we get the integral in question, so that it remains to show that the integral over the half-circle tends to 0 when R → ∞. But as η ≥ 0 we have |e −iηu | ≤ 1 there, where for large enough R the denominator is at least CR a+b+c+d+4 for some constant C. In addition, we have |Q(u)| < DR a+b+c+d+2 with another constant D by our assumption on the degree of Q, and the length of the path is πR. Hence the absolute value of the half-circular integral is bounded by πD CR , which tends to 0 as R → ∞, as desired. This proves part (i). We now note that the function whose residue we are looking for in part (ii) is of the form h(u) (u−κ) a+1 where h is holomorphic at κ. Hence this residue is the ath derivative of h, divided by a!. Using the Multinomial Theorem for derivatives (Leibnitz rule for higher order derivatives) and evaluating the derivatives of
−iηu , and Q(u) yields the desired result. This proves the proposition.
The function g[A −1 κj ] 2m+2 is h-periodic and has at most a pole at the cusp A κj κ j = ∞. Its Fourier expansion is thus of the form n>>−∞ a n (κ j )e(nz/h). Plugging this expansion into the expression from Proposition 9.3 shows that we have to examine integrals of the form
For these integrals we shall use Proposition 10.2. For every non-negative integer n, the expression
can be written, for fixed large v, as Proof. The function (z − w) m (z − w) m e −2πinz/h is the derivative of a function of the sort Q n (z)e −2πinz/h , where Q n is a polynomial whose degree is 2m + 1 if n = 0 and 2m otherwise. As this function is holomorphic, its derivative with respect to u coincides with its derivative with respect to z. We thus integrate by parts to get that our integral equals
Now, part (ii) of Lemma 4.4 and Equation (2) show that
As the degree of Q n is smaller than 2m + 2 and |e −2πinz/h | = e 2πnv/h is independent of u, the first term in the latter equation vanishes. Using part (i) of Lemma 4.4 and Equation (2) for evaluating the expression involving ∂ u B m we find that the expression which we must evaluate is
We decompose 2u−2σ as z−w+z−w and write, for fixed v, Q n (u) = Q n (u+iv). By taking out e 2πnv/h from the exponent as well, we then get the constant 2 2m+2 v 2m+1 t m+1 e 2πnv/h times the sum of two integrals of the form
once with ε = 1 and δ = 0, and once the other way around. This is an integral of the form appearing in part (i) of Lemma 10.1, with the relevant points in the lower half plane being w − iv and w − iv. Applying part (ii) of that lemma with κ = w − iv, λ = w − iv, µ = w + iv, ν = w + iv, η = 2πn h , and the integers a = m + ε − 1, b = m + δ − 1, and c = d = m, we find that the term corresponding to p, q, r, and k is some combinatorial coefficient times
Interchanging the roles of κ and λ, of µ and ν, and of a and b yields the same expression, but with the derivatives of Q n evaluated at w + iv, with 2it replaced by −2it, and with v − t replaced by v + t.
We investigate the dependence of the resulting expression, multiplied by the coefficient 2 2m+2 v 2m+1 t m+1 e 2πnv/h , on v. First, the exponent e 2πnv/h cancels with e −2πin·−iv/h from the residues. Second, as Q n (ξ) is Q n (ξ + iv), the numerators involve just the values of Q n and its derivatives at w and at w, which are are independent of v. All the terms in which q + r > 0 have, when multiplied by v 2m+1 , growth order of at most O 1 v 2 . Moreover, the terms with q + r = 0 yield some constant C n (depending on w, but not on v) times
Combining this information completes the proof of the proposition.
We can now prove the main result concerning cusps. It is given in Proof. We have to prove that the expression from Proposition 9.3 vanishes. It suffices to show that each summand vanishes. Fixing a cusp κ and an element w ∈ H, we expand g[A −1 κ ] 2m+2 (z) as n>>−∞ a n (κ)e(nz/h) as above. The analysis of B m cosh d(z, w) appearing in the proof of Proposition 10.2 shows that the integral over u converges absolutely for every v, and as the non-principal part of g decays exponentially with v, we find that the integral involving just the part ∞ n=1 a n (κ)e(nz/h) of g[A −1 κ ] 2m+2 (z) converges absolutely for s = 0. As we multiply by s and take the constant term at s = 0, this part contributes nothing to the expression in question. As for the (finitely many) other terms, a similar argument shows that for large enough ℜs the total integral converges absolutely, hence we may evaluate it in any order we find convenient. We carry out the integral with respect to u first. By Proposition 10.2 we get an expression of the sort 
Contributions of Poles
It remains to evaluate the contribution of each polew = w 0 of g, which we write again as w = σ+it, to the pairing g, 
and using this we obtain a Taylor expansion of the sort
This expansion converges on some ball B δ of positive radius δ (in fact, we can take δ = |A w (w 0 )|). However, in order to avoid convergence issues below we shall fix some d ≥ 0 and take the sum only on p + q ≤ d, knowing that the remainder, which we denote B d m (w, w 0 , ζ), is of growth order O |ζ| d+1 as ζ → 0. In addition, we expand g(z) as in Equation (5) once again. Multiplying the expression (1 − ζ) 2m appearing there by (z − w 0 ) m (z − w 0 ) m yields the mth power of
We define, for n ∈ Z, the function c (m) n (w, w 0 ) according to the Laurent expansion
The examination of the contribution of the pole of g at w = w 0 now begins with Proposition 11.1. Ifw = w = w 0 is a pole of g of order d then the integral over D ε,w appearing in Proposition 8.1 defines a holomorphic function of s with ℜs > d − 1. Multiplying by the coefficient from that proposition, we obtain a function admitting an analytic continuation to the point s = 0, where it attains the value
p,0 (w, w 0 ).
Proof. As in the proof of Proposition 8.3, we expand g(z) as in Equation (5), change the variable to ζ = Aw(z), and apply Equation (2) and part (iv) of Lemma 6.1. The resulting integral becomes, after cancelations,
We multiply by the coefficient m (w, w 0 , ζ) as ζ → 0 shows that the term of the integrand involving this remainder is bounded on B ε also for s = 0. As we have s in the external coefficient and we are interested in the constant term at s = 0, this part of the integrand does not contribute to the final result. For the same reason we may also take the sum over n to include just negative n.
It therefore remains to determine the constant term at s = 0 of the analytic continuation of
Writing ζ = ρe iϕ and dζdζ = −2iρdρdϕ once again, this integral takes the form
The integration with respect to ϕ leaves only the terms with q = n + 1 + p, and after carrying out the integration with respect to ρ as well (this is allowed if
Substituting s = 0 annihilates all the terms in which n + p + 1 = 0, as well as determines the power of ε to be 1 in the remaining terms. As s is canceled in the fraction in the latter terms, this completes the proof of the proposition.
A deeper analysis of the coefficients α p,0 (w, w 0 ) yields a more succinct formula for the contribution of the pole at w. For this we prove
m is the pth derivative of B m .
Proof. The usual Taylor expansion gives us
We have seen in the proof of Proposition 11.1 that
in terms of ζ, and cosh d(w, w 0 ) is the same expression but with ζ = 0. We write 
(recall that we have extended B m to a holomorphic function of T ∈ C with ℜT > 1, and δ is the radius making sure that the argument of B m remains in this domain). Our final formula is now given in Theorem 11.3. Let g be a meromorphic cusp form of weight 2m+2 with respect to Γ, and let w
be representatives for the Γ-orbits forming the set S ±β,r . Then the regularized pairing g,
Here the inner sum is over the poles w of g (apart from w ± j in case it is also a pole), and the residue at ζ = 0 can also be written as the residue at z = w of
Proof. We consider the contribution obtained from each representative w 
Lattices for Integral Quadratic Forms
Let N be a positive integer, and let β be an element of Z/2N Z. Consider the set of integral binary quadratic forms 2 being the image of
The action of γ ∈ Γ 0 (N ) on Q described above corresponds to its action on λ by conjugation. This identifies the quotient Γ 0 (N )/{±I} with a the discriminant kernel of L.
Proof. The only part here which is not straightforward is the assertion that Γ 0 (N )/{±I} surjects onto the discriminant kernel of L. But this statement appears in Proposition 2.2 of [BO] . This proves the lemma.
Since the lattice L from Lemma 12.1 is isotropic, it is conventional to take the isotropic vector z ∈ L R which is used for the definition of K R to be a primitive element of L. Hence we replace the previous vector z by its multiple
, so that the complementary vector ζ is taken to be the isotropic vector
, and dividing this generator by 2N yields a generator for
, and the associated negative definite part is still spanned by J z . Combining these results with Lemma 4.1 now proves Lemma 12.2. The pairing of the vector λ associated with Q with Z V,Z gives Az 2 + Bz + C = Q(z, 1) in the notation of [BK] . Pairing the former vector with √ N J z (of vector norm −2N ) gives
, which is denoted Q z in that reference.
Given N and β as above as well as a negative discriminant D, we define Q N β,D to be the set of integral binary quadratic forms as above, whose discriminant equals D. They are all positive definite. By part (iii) of Lemma 12.1 these quadratic forms form an orbit of Γ 0 (N ) (or perhaps the union of finitely many orbits), and part (i) of that Lemma shows that the parameter r we used above equals
, a condition which we assume from now on. The quadratic forms these conditions but in which A is negative (i.e., those which are negative definite) are the additive inverses of the quadratic forms from Q N −β,D . Generalizing the meromorphic modular forms defined in [BK] to level N , we define the weight 2m + 2 meromorphic modular form in Lemma 4.2, so that we obtain from the value of r and from Equation (2) the equalities
Now, the coefficient c −1−n,Q (z) = c 0,Q (z) appearing in Equation (8.3) of [BK] is just the constant term in the expansion of We are now able to establish the relation between our theta lifts and the modular forms from [BK] : 
which is easily seen to be f m+1,β,D times the asserted constant. This completes the proof of the proposition.
The same argument as in the proof of Proposition 12.4 shows that for this lattice, the expression given in Theorem 11.3 for the pairing g,
where the Q ± j are representatives for the sets Q N ±β,D modulo the action of Γ 0 (N ). Note that by taking only p = 0 in Proposition 11.1 (namely replacing the function B m with its value at z = w) we obtain the required constant from Proposition 12.4 (with N = 1) times the value of the pairing given in Theorem 1.1 of [BK] . Indeed, our incomplete beta function is twice the integral over θ appearing in that reference, and w 0 = z Q (or Q) is counted there twice, one as an element of Q 13 Relations to Higher Green's Functions [Me] defines certain functions on H × H, called higher Green's functions, with interesting properties. Given m (which equals k − 1 if we compare our formulae with this reference), one defines G H m+1 to be the unique function on H×H which is invariant under the diagonal action of SL 2 (R), is a smooth eigenfunction (of weight 0) with eigenvalue −m(m + 1) with respect to both variables outside the diagonal, decays when one of the variables goes to ∞, and has a logarithmic singularity of the sort ln |z − w| 2 along the diagonal. This function may be expressed in terms of the Legendre function of the second kind (operating on cosh d(z, w) seen above). [Me] investigates its globalization to a modular function, as well as its derivatives, yielding functions which resemble ours. The goal of this section is show that our mechanism of the theta lift indeed gives, up to a scalar factor, this higher Green's function as the weight 0 component of its vector-valued extension. We begin with some notation. Recall the associated Legendre polynomials, defined for −1 < ξ < 1 by
provided that l and m are integers with |m| ≤ l. They satisfy the (easily proven) recurrence relation
We define the functions
These functions are polynomials (hence are well-defined also for |ξ| > 1), for which the recurrence relation
holds (this follows directly from the one for the associated Legendre polynomials). They are normalized such that P l,−l is the constant polynomial 1.
We are interested in evaluating the coefficients (which clearly satisfies the degree bound), translating all the expressions using Lemma 4.2 back again yields the second asserted term for p + 1. This completes the proof of the lemma.
In fact, since Pp m (ξ) is divisible by (1 − ξ 2 )p forp ≥ 0, Equation (12) shows that the coefficient of the incomplete beta function from Lemma 13.1 contains no true quotients also for m ≤ p ≤ 2m, and its validity extends to such p as well. Moreover, Lemma 13.1 may be further extended to p > 2m, and the case p = 2m + 1 can be used to deduce Theorem 4.5 very quickly. However, our main value of interest here will be p = m.
The expressions from Lemma 13.1 are decreasing as z → ∞, as one sees in the following Corollary 13.2. For each 0 ≤ p ≤ m we have, as z → ∞, the growth estimate Proof. Equation (2) shows that the powers (both positive and negative) of cosh d(z, w) grow like the corresponding power of Differentiating, we first observe that the term arising from differentiating the logarithm coincides with the derivative of the second summand. In addition, the polynomial P 0 m is just 2 m m! times the usual Legendre polynomial P 0 m , which is known to be annihilated by L m . Subtracting m(m+1)H m (ξ) from the derivative we obtain the value
for L m H m (ξ). Now, if h > 0 then assumption on S m shows that the term 4h 2 Sm(ξ) (ξ 2 −1) h+1 cannot not cancel with the other terms, so that that H m cannot be a solution to the differential equation in question. This contradiction shows that h = 0, which completes the proof of the lemma.
We now come to prove Theorem 13.4. In case Γ is a congruence subgroup of P SL 2 (Z), the function [Me] in which one variable is taken from the (finite) image of S β,r ∪ (−1) m S −β,r (interpreted as usual) in X Γ .
Proof. It will be a bit more intuitive to work with weight raising operators rather than the lowering operator. For this purpose we recall the proof of Proposition 5.4, which shows that the function (−4π) m from above, we obtain the desired behavior along the diagonal. This completes the proof of the theorem.
We remark that as is real-valed, we could have used complex conjugation and work directly with weight raising operators again, without the need to refer to Theorem 2.8 of [Ze4] in the proof of Proposition 5.4. In fact, one may deduce Theorem 2.8 of [Ze4] for b − = 1 using an argument very similar to our Theorem 13.4. In any case, Theorem 13.4 shows that our construction of the vector-valued functions and the meromorphic images coincide (up to a constant factor) with the ones appearing in [Me] . However, we emphasize again that the basis of our construction is the theta lift Φ, rather than the "middle" modular form of weight 0. Moreover, our method generalizes the results of [Me] and [BK] to many other Fuchsian subgroups of SL 2 (R), like those arising from Shimura curves as in Section 3 of [Ze3] .
