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MORPHISMS BETWEEN CATEGORIFIED SPIN NETWORKS
MATT HOGANCAMP
Abstract. We introduce a graphical calculus for computing morphism spaces be-
tween the categorified spin networks of Cooper and Krushkal. The calculus, phrased
in terms of planar compositions of categorified Jones-Wenzl projectors and their du-
als, is then used to study the module structure of spin networks over the colored
unknots.
1. Introduction
In the late 1990’s Khovanov introduced [14] a homology theory for knots which cate-
gorifies the Jones polynomial. Even though Khovanov’s invariant is strictly stronger
than the Jones polynomial, perhaps the single most important feature of Khovanov
homology is the notion of morphisms between knot invariants. Indeed, this new
feature—more precisely functoriality up to sign under oriented link cobordisms—was
exploited by Jacob Rasmussen in [20] to give a combinatorial proof of the Milnor
conjecture, which had only previously been proven using gauge theory. That the
categorified knot invariant should detect subtle 4-dimensional information is exciting
and points to the very reason that the idea of categorification was introduced to low-
dimensional topology in [4]. Motivated by the desire to understand the additional
structure present upon categorification, we are here concerned with computing spaces
of morphisms between categorified spin networks. On the pre-categorified level, spin
networks are certain combinatorial objects which appear naturally in the study of
the colored Jones polynomials—i.e. sl2 quantum invariants, of which the Jones poly-
nomial is a special case—and in the Turaev-Viro construction of quantum 3-manifold
invariants [13].
Specifically, a spin network N is a trivalent graph with boundary, embedded in
the disk, with edges labelled by nonnegative integers satisfying some admissibility
conditions. The evaluation of N is a certain C(q)-linear combination of tangles
T ⊂ D2 obtained by replacing an edge labelled by n with a particular idempotent
element pn ∈ TLn (called a Jones-Wenzl projector) of the Temperley-Lieb algebra
and connecting up in the disk in a standard way:
A spin network:
a
b c Its evaluation:
a
b cx
yz .
Bar-Natan [2] defines graded cobordism categories TLn which categorify the algebras
TLn , and Cooper-Krushkal [5] define chain complexes Pn over TLn which categorify
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the Jones-Wenzl projectors. The definition of (the evaluation of) spin networks ex-
tends immediately to the categorification.
We remark that the Temperley-Lieb algebras have many categorifications [3, 9, 23,
15, 2], as do the Jones-Wenzl projectors [10, 5, 21]. By the uniqueness arguments in
[5] and the conjectural relationship [22] between the Lie-theoretic [10] and topological
[5, 21] categorifications of the Jones-Wenzl projectors, our choice to follow the Cooper-
Krushkal construction is not very restrictive. Also, we could work over categories of
modules over Khovanov’s rings Hn [15] with only a slight change in notation.
The first step in computing spaces of morphisms between chain complexes over TLn
is provided by the following theorem:
Theorem 4.12. There is a natural isomorphism
(1.1) Hom•TLn(A,B) ∼= qn Hom•TLΠ0
(
∅, A
B )
.
Here, Hom• denotes the chain complex spanned by homogeneous maps and differ-
ential given by the supercommutator [d,−] , and ( )∨ is the contravariant duality
functor which reflects diagrams in the plane and reverses all degrees. Isomorphisms
of this kind are common, in particular appearing in categories of sln foams [19, 16, 18]
and matrix factorizations [17]. The new feature here is the consideration of poten-
tially unbounded chain complexes, hence the necessity to embed TLn into a category
TLΠn which contains countable direct products (see section 3.3).
Diagrammatically, we let n := Pn denote the categorified Jones-Wenzl projector
which is supported in non-positive homological degrees and n := P∨n . If M and N
are planar compositions of projectors Pn (for example, if M and N are categorified
spin networks), Theorem 4.12 implies that Hom•(M,N) can be computed as follows:
(1) Reflect M and replace all the white boxes with black boxes to obtain M∨ .
(2) Glue up all of the loose ends of N with the corresponding loose ends of M∨ .
(3) Take Hom•(∅,−) of the result. For example
Hom•
( a
b cx
yz ,
a
b cx
yz
) ∼= q(a+b+c)/2 Hom• (∅, a
b
cx
yz
x
y z
)
.
We then prove that the resulting planar composition of n ’s and n ’s can be sim-
plified using the following relations
(4) Diagrams which are isotopic rel boundary give canonically homotopy equiva-
lent chain complexes (corollary 5.6).
(5) Absorption rule:
a
x y z
' a '
a
x y z
(proposition 5.10).
(6) Commuting rule: A ' A for every chain complex A over TLΠn (proposition
5.11).
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(7) Semi-orthogonality rule: if i < j then Aj
i
' 0 for every chain complex A
over TLijΠ (proposition 5.12).
The apparent asymmetry in the above rules lies in the fact that here we are implicitly
defining, for example,
n
to be the total complex TotΠ(A••) of a bicomplex in which
we take direct product along the diagonals; there are dual statements in terms of
direct sum. This graphical calculus enables us to simplify many Hom• spaces of
interest. In particular, we immediately obtain
Proposition 5.14. Let | 〉 denote Hom•TL0(∅, ). We have
(1) End•( a ) ' qa| a 〉.
(2) End•(
a
b c ) ' q(a+b+c)/2|
a
b
c
〉.
(3) End•( a
b c
di ) ' q(a+b+c+d)/2|
a
b
c
di i 〉.
It follows in particular that the colored unknots give algebras which act on the edges of
a categorified spin network. In section 6 we show that these algebras are commutative,
and the actions of these algebras on spin networks coincide with the topological
actions, defined in terms of saddle cobordisms.
In a follow-up paper [12] we will use the Hom• -space calculations to study func-
toriality properties of the categorification of spin networks and the associated link
invariants. Also, the calculus is used in the work [8] of the author and Benjamin
Cooper in which we categorify all of the minimal idempotents in TLn .
Organization of the paper. In section 2 we review the pre-categorified story,
i.e. Temperley-Lieb algebras and spin networks. Section 3 recalls Bar-Natan’s tangle
categories and introduces their completions with respect to countable direct sums or
products. Section 4 is dedicated to the statement and proof of the isomorphism in
equation 1.1. In section 5 we develop the calculus which is used to simplify composi-
tions of projectors and their duals, and section 6 contains the application to the action
of colored unknots on spin networks. Finally, the appendix (section 7) contains the
necessary results in elementary homotopy theory, particularly on the contractibility
of bicomplexes with contractible columns.
Acknowledgements. The author would like to thank his advisor, Slava Krushkal,
and Ben Cooper for many useful discussions and a lot of patience, particularly during
early attempts to compute the homology of the sheet algebra End•( ) .
2. Pre-Categorification
2.1. Temperley-Lieb algebras. Let TLmn be the C(q)-vector space generated by
properly embedded 1-submanifolds of the rectangle [0, 1]2 with boundary equal to a
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standard set of m points {i/(m+ 1) |1 ≤ i ≤ m} on the “top” of the rectangle and n
points {i/(n+ 1) | 1 ≤ i ≤ n} on the “bottom” of the rectangle. We regard diagrams
modulo planar isotopy and the relation D unionsq U = (q + q−1)D , where U is a circle
component.
We have a pairing TLmk ⊗TLkn → TLmn given by vertical stacking, which we denote
by a · b , or simply ab . The pairing makes TLn := TLnn into an algebra, called the
Temperley-Lieb algebra on n strands, and TLmn into a (TLm,TLn)-bimodule. For
a diagram a ∈ TLmn , define the through degree τ(a) to be the minimal k such that
a = b · c with b ∈ TLmk , c ∈ TLkn . For a linear combinations b =
∑
a faa of diagrams,
let τ(b) := max{τ(a) | fa 6= 0}
The Temperley-Lieb algebras are very closely linked with the representation theory
of quantum sl2 ; generally TLmn is the vector space in which the Jones invariant (i.e.
sl2 quantum invariant) of tangles lives.
2.2. The Jones-Wenzl projectors. The connection of the algebra TLn to repre-
sentation theory of quantum sl2 comes from the fact that
TLn ∼= EndUq(sl2)(V ⊗n)
where Uq(sl2) is a q -deformed version of the enveloping algebra of sl2 , and V is the
q -deformed version of the standard 2-dimensional representation. The idempotent
pn ∈ TLn corresponding to projection onto the n-th symmetric power is called the
Jones-Wenzl projector, and is essential in defining the sl2 quantum invariants for links
and 3-manifolds. This idempotent can be defined axiomatically as in the following
theorem.
Theorem 2.1. There are elements pn ∈ TLn uniquely characterized by (1) a · pn =
pn · b = 0 whenever τ(a), τ(b) < n and (2) τ(pn − 1n) < n.
We refer to property (1) of the theorem by saying that pn kills turnbacks. Indeed,
using the graphical notation in which we denote a parallel strands by a and pn :=n , property (1) becomes equivalent to
n
i n-i-2
=
n
i n-i-2
= 0
for 0 ≤ i ≤ n− 2 .
3. The categorification
In this section we describe the categorification of the spaces TLmn due to Bar-Natan
[2] and the categorification of the idempotent pn ∈ TLn due to Cooper-Krushkal. The
definition of the evaluation of spin networks lifts immediately to the categorification,
and so we can speak of categorified (evaluations of) spin networks.
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3.1. Some basic categorical notions. A category A is said to be Z-linear if
the morphism spaces are abelian groups, and composition induces a linear map
HomA (b, c) ⊗ HomA (a, b) → HomA (a, c) . If, in addition, A contains finite direct
sums, then we say that A is additive. A functor F : A → B between Z-linear
categories is said to be Z-linear if it induces a linear map F : HomA (A,A′) →
HomB(F (A), F (A
′)) . A functor F : A1 × · · · ×Ar → B is said to be multilinear if
it induces a map
F : HomA1(A1, B1)⊗ · · · ⊗ HomAr(Ar, Br)→ HomB(F (A1, . . . , Ar), F (B1, . . . , Br)).
Let A Z denote the graded category over A , i.e. objects are sequences A• = (Ak)k∈Z
with Ak ∈ A , and morphisms are degree preserving multimaps.
Definition 3.1. For graded objects A,B ∈ A Z , let Hom•A (A,B) be the graded
abelian group spanned by homogeneous maps A → B . If A and B are chain com-
plexes, then so is Hom•A (A,B) , with differential given by the super-commutator: for
f ∈ HomkA (A,B) , define D(f) to be
[d, f ] := dB ◦ f − (−1)kf ◦ dA
The degree zero cycles are precisely the chain maps in the usual sense, and the homol-
ogy group Hk(Hom•A (A,B)) is equal to the space of degree zero chain maps t−kA→
B modulo chain homotopy. Here tA• denotes the chain complex (tA)k = Ak−1
with differential −dA . We typically denote the homological degree of a morphism by
|f | = k if f ∈ HomkA (A,B) .
Let Ch(A ) be the category of chain complexes over A with differentials of de-
gree +1 and morphism spaces Hom•A ( , ) . We also have the full subcategories
Ch≤0(A ) , Ch≥0(A ) , Chb(A ) , consisting of chain complexes which are concentrated
in non-negative homological degrees, concentrated in non-positive degrees, respec-
tively bounded.
3.2. Categorification of Temperley-Lieb. In [2] Bar-Natan regards generators
of the space TLmn as objects of a (graded, additive) category TLmn in which the
morphisms ensure that the defining relations for TLmn lift to isomorphisms. Gluing
of diagrams in the plane gives maps TLn1 ⊗ · · · ⊗ TLnr → TLn0 , and this lifts to
mulilinear functors TLn1 × · · · × TLnr → TLn0 . In [6] Cooper and Krushkal prove
that the split Grothendieck group K0(TLn) (actually a Z[q, q−1]-algebra) satisfies
C(q)⊗Z[q,q−1] K0(TLn) ∼= TLn,
so we say that TLn is categorified by TLn .
Definition 3.2. Fix an identification D2 ∼= [0, 1]2 , and let Cobmn be the category
with
• Objects of Cobmn : properly embedded 1-submanifolds T ⊂ D2 with ∂T =
{ i
m+1
| 1 ≤ i ≤ m} × {1} ∪ { j
n+1
| 1 ≤ j ≤ n} × {0} .
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• Morphisms: Z[α] linear combinations of (nicely embedded) cobordisms in
D2 × [0, 1] decorated with dots, modulo isotopy which fixes the boundary,
and the following local relations:
(1) = 0 , = 1 , = 0 , and = α
(2) = +
(3) = 2 .
Composition of morphisms in Cobmn is induced by stacking.
Here α is a formal parameter; specializing to α = 0 gives the usual setting for Kho-
vanov homology while specializing to α = 1 (and inverting 2) gives Lee’s degeneration
of Khovanov homology. We make Cobmn into a graded category by introducing formal
degree shifts qka of objects, and defining the degree of a morphism f : qka→ qlb by
setting degα = 4 and defining the degree of a cobordism S by
deg(S) = l − k − χ(S) + (m+ n)/2
Additivity of Euler characteristic under composition of cobordisms ensures that Cobmn
becomes a graded category.
Notation. In what follows we work with differential graded categories of chain com-
plexes over the graded categories Cobmn , and so our moprhism spaces are actually
bigraded. We will refer to the homological degree degh(f) , the quantum degree or
q -degree degq(f) and the bidegree deg(f) = (degh(f), degq(f)) .
3.3. Formally adjoining direct sums and products. The categories Cobnm are
not additive, meaning they do not contain all finite direct sums. This makes it
impossible to use many standard constructions in homological algebra, for example
taking total complexes of a bicomplex. We rectify the situation by formally adjoining
sums (or products) to the categories Cobmn .
Definition 3.3. Let TLmn , (TLmn )⊕ , (TLmn )Π be the closures of Cobmn under finite
direct sums (equivalently products), countable direct sums, respectively countable
direct products. That is to say,
(1) Let TLmn be the category with objects symbols
⊕k
i=1 ai with ai ∈ Cobmn
for i ∈ {1, . . . , k} , and morphisms ⊕ki=1 ai → ⊕lj=1 bj given by matrices
(jfi : ai → bj)i,j .
(2) Let (TLmn )⊕ be the category with objects the symbols
⊕
i≥1 ai with ai ∈
Cobmn , i ∈ {1, 2, . . .} , and morphisms
⊕
i≥1 ai →
⊕
j≥1 bj given by matrices
(jfi) ∈
∏
i,j≥1 HomA (ai, bj) with finite columns, i.e. for fixed i , jfi = 0 for all
but finitely many j .
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(3) Let (TLmn )Π be the category with objects the symbols
∏
i≥1 ai with ai ∈
Cobmn , i ∈ {1, 2, . . .} , and morphisms
∏
i≥1 ai →
∏
j≥1 bj given by matrices
(jfi)∈
∏
i,j≥1 HomA (ai, bj) with finite rows, i.e. for fixed j , jfi = 0 for all but
finitely many i .
In any case composition of morphisms is given by matrix multiplication: k(f ◦ g)i =∑
j kfj ◦ jgi which is always a finite sum, in light of the finiteness conditions on
morphisms. In order for the categories TLmn ⊕ and TLmn Π to be graded, it is necessary
to assume additionally that any morphism is a finite sum of homogeneous morphisms,
i.e. morphisms (jfi) with degq(jfi) = degq(j′fi′) for all i, i′, j, j′ .
Proposition 3.4. TLmn contains finite direct sums, and contains Cobmn as a full sub-
category. (TLmn )⊕ and (TLmn )Π contain countable direct sums, respectively countable
direct products, and each contains TLmn as a full subcategory.
Proof. Straightforward. 
3.4. Interpreting pictures as chain complexes. Objects of TLmn can be glued
together in the plane in precisely the same way as elements of TLmn (extending
by multilinearity to direct sums of diagrams). But more is true, we can also glue
morphisms (linear combinations of surfaces in [0, 1]3 ) in the same way. Collections
of categories with this sort of algebraic structure are called canopolies in [2] and
canopolises in [19].
We can also compose chain complexes together in the plane. For an excellent in-
troduction, see [2]. The only differences here are that (1) we consider potentially
unbounded chain complexes, hence the necessity for our categories to contain infinite
direct sums or products, and (2) we keep track of partition of the boundary into “top”
and “bottom.” We will describe the basic idea with an example. Fix A ∈ Ch((TL42)⊕) ,
B ∈ Ch((TL22)⊕) , and let T (A,B) be the picture
T (A,B) = A
B
We will describe in steps how to interpret T (A,B) as a chain complex over (TL64)⊕
in a functorial way.
(1) If A = a and B = b are objects of the appropriate Cobmn , then because
of the topological nature of the categories Cobmn , we may define T (a, b) to
be the object given by gluing diagrams together. Similarly, if f : a → a′ ,
g : b → b′ are morphisms of q -degree zero, then we can define a morphism
T (f, g) : T (a, b) → T (a′, b′) by gluing cobordisms f , g , together with the
identity cobordism away from a, b .
(2) We can extend T ( , ) linearly in each argument, obtaining a bilinear functor
T ( , ) : (TL42)⊕ × (TL22)⊕ → (TL64)⊕ .
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(3) Suppose (A•, dA) ∈ Ch(TL42⊕) , (B•, dB) ∈ Ch(TL22⊕) are arbitrary. Define
T (A,B)• to be the chain complex T (A,B)k =
⊕
i+j=k T (A
i, Bj) with differ-
ential dT (A,B) = T (dA,1B) + T (1A, dB) , where the action on morphisms is
given by the Koszul sign rule: T (f, g)|T (Ai,Bj) = (−1)i|g|T (f |Ai , g|Bj) .
More generally, if T (A1, . . . , Ar) is a similar looking picture with r “inputs,” and Ai
are chain complexes over the appropriate categories (TLmn )⊕ , then T (A1, . . . , Ar) can
be interpreted as the total complex of a multicomplex, which we refer to as a planar
composition of the Ai . Reordering of the arguments gives a different total differential,
but the resulting chain complexes are isomorphic. In fact this isomorphism is natural
in the A•j . This proof is familiar to anyone who has shown that Khovanov homology
does not depend on the ordering of crossings in a knot diagram.
Remark. We can compose chain complexes over the categories (TLmn )Π together in
the plane in precisely the same way, replacing ⊕ everywhere with Π . There is
some ambiguity, however in defining the chain complex T (A1, . . . , Ar) when Ai are
potentially unbounded chain complexes over TLmini : we can take total complex using
direct sum and regard the result in Ch(TLmn ⊕) , or we can take total complex using
direct product and regard the result in Ch(TLmn Π) . We resolve the ambiguity by
including the symbol ⊕ or Π somewhere in our pictures. When there is no ambiguity,
for example if Ai ∈ Ch≤0(TLmini ) , then will often omit the symbol and regard the result
as a chain complex over the appropriate Ch≤0(TLmn ) . Also, if r = 1 then there is no
ambiguity in defining T (A) for A ∈ Ch(TLmn ) .
We give special notation to certain planar compositions.
Definition 3.5. Define the following covariant functors:
• Let ⊗ : Cobmk ×Cobkn → Cobmn be a⊗ b := ab .
• Let Tr : Cobn → Cob0 be Tr(a) = a .
• Let r : Cobmn → Cobnm be r(a) := a .
Denote similarly the extensions to categories of chain complexes over the appropriate
TLmn and (TLmn )⊕ . Denote by the ⊗¯ the extension of ⊗ to the categories of chain
complexes over the appropriate (TLmn )Π .
4. Duality
This section is dedicated to the proof that
(4.1) Hom•TLnm(A,B)
∼= q(m+n)/2|Tr(B ⊗¯ A∨)〉
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naturally. Here ( )∨ is the contravariant functor which reflects all diagrams across
the x-axis and reverses all degrees, |C〉 := Hom•TLΠ0 (∅, C) , and Tr is the markov
trace.
That equation 4.1 holds on the level of bigraded abelian groups follows from simple
facts about the cobordism categories Cobnm . That the isomorphism respects the
differentials will follow from naturality, which requires a little book-keeping. To even
have a well defined notion of naturality, we must first describe how ( )∨ and Hom• are
functorial in a differential graded sense. The extension of (multi-) linear functors to
differential graded functors on categories of chain complexes is fairly straightforward,
but rather than appeal to general theory we describe the action of ( )∨ and Hom•
on morphisms explicitly.
4.1. The functor ( )∨ .
Definition 4.1. Let ( )∨ : TLnm ↔ TLmn be the contravariant duality functor which
acts on objects by reflecting all diagrams about the x-axis and reversing q -degree,
and which acts on morphisms (matrices of cobordisms in [0, 1] × [0, 1] × [0, 1]) by
applying (x, y, z) 7→ (x, 1− y, 1− z) to each entry and taking transpose of the result.
We have an extension of ( )∨ to mutually inverse contravariant functors TLnm⊕ ↔
TLmn Π defined on objects by (
⊕
i ai)
∨ =
∏
i a
∨
i and (
∏
i ai)
∨ =
⊕
i a
∨
i .
We would like to extend the functor ( )∨ to chain complexes. I.e. we want a chain
complex A∨ for each A ∈ Ch(TLnm) and a chain map Hom•(A,B)→ Hom•(B∨, A∨)
which is compatible with composition of morphisms in the (contravariant) differential
graded sense.
Definition 4.2. For A ∈ Ch(TLnm⊕) , define A∨ ∈ Ch(TLmn Π) to be the chain com-
plex (A∨)k = (A−k)∨ with differential −d(A)∨ , where dA is the differential on A .
On morphisms, for f ∈ HomkTLnm⊕(A,B) we define f∨ ∈ Hom
k
TLmn Π(B
∨, A∨) by com-
mutativity of the following square
(B∨)i
(f∨)i - (A∨)i+k
(B−i)∨
=
? (−1)ikf∨−i−k- A−i−k.
=
?
We have similar definitions with the roles of Π and ⊕ reversed.
Proposition 4.3. We have
(1) ( )∨ induces a degree zero chain map Hom•TLnm⊕(A,B)→ Hom
•
TLmn Π(B
∨, A∨).
(2) (f ◦ g)∨ = (−1)|f ||g|g∨ ◦ f∨ . 
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The duality functor interacts nicely with the planar compositions of chain complexes:
Proposition 4.4. If T⊕(A1, . . . , Ar) is a planar composition of complexes Ai ∈
Ch((TLmini )⊕), then T⊕(A1, . . . , Ar)∨ ∼= T¯Π(A∨1 , . . . , A∨r ) naturally, where T¯ is the
picture obtained from T by vertical reflection. In particular (A ⊗ B)∨ is naturally
isomorphic to B∨ ⊗¯ A∨ . 
4.2. The functor Hom•A .
Definition 4.5. Let A be a Z-linear category, and let A,B,C be graded objects
over A . Define degree preserving linear maps
• For f ∈ HomkA (A,B) , define Rf : Hom•A (B,C)→ Hom•A (A,C) by Rf (α) =
(−1)|α||f |α ◦ f .
• For g ∈ HomlA (B,C) , define Lg : Hom•A (A,B) → Hom•A (A,C) by Lg(β) =
g ◦ b .
Put Hom•A (f ⊗ g) := Rf ◦ Lg .
The proof of the following is straightforward.
Proposition 4.6. We have
(1) Lf ◦ Lf ′ = Lf◦f ′ , Rg ◦Rg′ = (−1)|g||g′|Rg′◦g , and Rf ◦ Lg = (−1)|f ||g|Lg ◦Rf .
(2) Hom•A gives a degree zero chain map
Hom•A (A
′, A)⊗ Hom•A (B,B′)→ Hom•Z(Hom•A (A,B),Hom•A (A′, B′))
(3) The differential on Hom•A (A,B) is LdB −RdA . 
.
4.3. Ordinary duality.
Definition 4.7. Let | 〉 : TL0 → Z−mod be the functor |c〉 = Hom(∅, c) .
When A• = A0 =: a ∈ TL02n and B• = B0 =: b ∈ TL02n , equation 4.1 becomes
Proposition 4.8. HomTL02n(a, b)
∼= qn|b⊗ a∨〉 naturally.
Before proving this, we introduce some notation.
Definition 4.9. Let a ∈ TL02n be indecomposable. That is to say, a is a diagram
with no circle components.
• Let ηa : ∅ → a ⊗ a∨ be the map of q -degree −n given by the minimal
cobordism. More precisely, a ⊗ a∨ consists of n disjoint circles, and ηa is n
disjoint disks which cap off each of these components.
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• Let sa : a∨⊗a→ 1 be the map of q -degree n given by the minimal cobordism.
More precisely, a∨ ⊗ a is the disjoint union of a and its reflection, and sa is
the cobordism given by attaching 1-handles on matching pairs of components
(n in total).
Remark. The idea of the proof of proposition 4.8 can be represented schematically
as follows. Indicate objects of TL02n by arcs, and denote f ∈ HomTL02n(a, b) , ζ ∈
HomTL0(∅, b⊗ a∨) , ηa , and sa as in (here cobordisms are read top-to-bottom):
f = f ζ = ζ ηa = sa =
In proposition 4.10 we will prove that
= ,
f
= f , and f = f .
We then define maps φ : Hom(a, b) → Hom(∅, b ⊗ a∨) and ψ : Hom(∅, b ⊗ a∨) →
Hom(a, b) by
φ(f) = f ψ(ζ) =
ζ
.
That φ and ψ are inverse isomorphism can be seen schematically:
ζ
=
ζ
= ζ , f =
f
= f .
Proposition 4.10. Fix indecomposable diagrams a, b ∈ TL02n and f : a → b. We
have
(1) (1a ⊗ sa) ◦ (ηa ⊗ 1a) = 1a and (sa ⊗ 1a∨) ◦ (1a∨ ⊗ ηa) = 1a∨
(2) sb ◦ (1b∨ ⊗ f) = sa ◦ (f∨ ⊗ 1a)
(3) (f ⊗ 1a∨) ◦ ηa = (1a ⊗ f∨) ◦ ηb
Before proving we remark that, morally speaking, the saddle maps sa make a into a
left |a⊗ a∨〉-module (and a∨ into a right |a⊗ a∨〉-module). Part (1) of the proposi-
tion is the statement that ηa ∈ |a⊗ a∨〉 acts as the identity.
We may also think of the saddle maps as giving a family of bilinear forms a∨⊗a→ 1n .
Part (2) of the proposition could be interpreted as saying that f and f∨ are adjoint
with respect to this form. Part (3) is a formal consequence of (1) and (2).
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Proof. (1) It is clear from the definitions that the 0-handles in ηa cancel the 1-handles
in sa , so that (1a⊗s)◦ (ηa⊗1a) ∼= 1a as abstract cobordisms. With a little thought,
it can be seen that they are isotopic in the cylinder, hence equal in EndTL02n(a) . The
second statement is proven similarly.
(2) By linearity, it suffices to assume that f is a cobordism decorated with dots. If
(2) holds for f and g , it clearly holds for f ◦g . So by decomposing f into elementary
pieces, it suffices to assume that f is a saddle or a dot. If f is a dot then (2) holds by
sliding dots. If f is a saddle—i.e. a cobordism given by attaching a single 1-handle
to a× I—then (2) holds by isotopy invariance.
(3) Tensor (2) on the left with b and on the right with a∨ and precompose with
ηb ⊗ ηa to obtain
(1b⊗sb⊗1a∨)◦(1b⊗1b∨⊗f⊗1a∨)◦(ηb⊗ηa) = (1b⊗sa⊗1a∨)◦(1b⊗f∨⊗1a⊗1a∨)◦(ηb⊗ηa)
On the left-hand side, the ηb⊗1a⊗1a∨ commutes past the middle term and cancels
the first term (using (1)). On the right-hand side, the 1b ⊗ 1b∨ ⊗ ηa commutes past
the middle term and cancels the first term (again using (1)). After this simplification
we obtain (f ⊗ 1a∨) ◦ ηa = (1b ⊗ f∨) ◦ ηb , which is (3). 
Proof. (of proposition 4.8). Assume first that a, b ∈ TL02n are diagrams with no
circle components. The case where a, b ∈ TL02n are arbitrary follows at once from
this case, since any object of TL02n is a direct sum of such diagrams with shifts.
Define degree zero maps φ : HomTL02n(a, b)↔ qn|b⊗ a∨〉 : ψ by φ(f) = (f ⊗1a∨) ◦ ηa
and ψ(ζ) = (1b ⊗ sa) ◦ (ζ ⊗ 1a) . Then φ and ψ are inverses:
φ(ψ(ζ)) = (ψ(ζ)⊗ 1a∨) ◦ ηa
= (1b ⊗ sa ⊗ 1a∨) ◦ (ζ ⊗ 1a ⊗ 1a∨) ◦ ηa
= (1b ⊗ sa ⊗ 1a∨) ◦ (1b ⊗ 1a∨ ⊗ ηa) ◦ ζ
= (1b ⊗ 1a∨) ◦ ζ
= ζ
and
ψ(φ(f)) = (1b ⊗ sa) ◦ (φ(f)⊗ 1a)
= (1b ⊗ sa) ◦ (f ⊗ 1a∨ ⊗ 1a) ◦ (ηa ⊗ 1a)
= f ◦ (1a ⊗ s) ◦ (ηa ⊗ 1a)
= f
Now, suppose we have maps a f→b g→ c . Then φ(g ◦ f) = ((g ◦ f) ⊗ 1a∨) ◦ ηa =
(g ⊗ 1a∨) ◦ (f ⊗ 1a∨) ◦ ηa . On one hand, this gives φ(g ◦ f) = (g ⊗ 1a∨) ◦ φ(f) . On
the other hand, using part (3) of proposition, this is also equal to
φ(g ◦ f) = (g ⊗ 1a∨) ◦ (1b ⊗ f∨) ◦ ηb = (1c ⊗ f∨) ◦ (g ⊗ 1b∨) ◦ ηb = (1c ⊗ f∨) ◦ φ(g)
This implies naturality and completes the proof of the proposition. 
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4.4. Differential graded duality.
Definition 4.11 (The tautological TQFT). Abusing notation slightly, let | 〉 :
Ch(TL0) → Ch(Z − mod) denote the functor |C〉 = Hom•TL0(∅, C) , as well as
obvious extensions to complexes over TLΠ0 and TL⊕0 .
Theorem 4.12. We have isomorphisms φA,B : Hom•TLmn (A,B)
∼= q(n+m)/2|B ⊗¯ A∨〉
which are natural in the sense that φA′,B′ ◦ (Lg ◦Rf ) = φA,B ◦ |g ⊗¯ f∨〉.
Proof. First let us assume m = 0 . Let A,B ∈ Ch(TL02n) be arbitrary. Note that
HomkTLn(A,B)
∼=
∏
j+i=k
HomTL02n(A
−i, Bj)
∼=
∏
j+i=k
qn HomTL0(∅, Bj ⊗ A−i)
∼= qn HomTL0(∅,
∏
j+i=k
Bj ⊗ A−i)
∼= qn HomTL0(∅, (B ⊗¯ A∨)k)
This last group is precisely the k -th homogeneous piece of |B ⊗¯ A∨〉 , so the theorem
holds at least on the level of bigraded abelian groups. The first isomorphism holds by
definition of Hom• , in the second we appealed to proposition 4.8, in the third we used
the universal property of direct products, and the last follows from the definitions of
the differential graded versions of ( )∨ and ⊗ .
By proposition 4.5 differential on Hom•TL02n(A,B) is LdB −RdA . Examining the defi-
nitions, we see that the differential on |B ⊗¯ A∨〉 is |dB ⊗¯ 1〉− |1 ⊗¯ d∨A〉 . So the natu-
rality statement will imply that Hom•TL02n(A,B)
∼= qn|B ⊗¯ A∨〉 as a chain complexes.
It therefore remains only to check g ⊗¯ 1 corresponds to Rg and 1 ⊗¯ f corresponds
to Lf under the isomorphism of abelian groups Hom•(A,B) ∼= qn|B ⊗¯ A∨〉 .
Fix g ∈ HomkTL02n(B,C) , and let gj denote the restriction of g to B
j . The following
square commutes, for all i, j ∈ Z by the naturality statement in proposition 4.8:
HomTL02n(A
i, Bj)
∼=- qn|Bj ⊗ (Ai)∨〉
HomTL02n(A
i, Cj+k)
Lgj
? ∼=- qn|Cj+k ⊗ (Ai)∨〉
|gj ⊗ 1〉
?
.
The left downward arrow is the restriction of Lg to Hom(Ai, Bj) , and the right
downward arrow is the restriction of |g ⊗¯ 1〉 to |Bj ⊗ (Ai)∨〉 . This shows that Lg
and |g ⊗¯ 1〉 correspond to one-another.
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Fix f ∈ HomkTL02n(A,B) , and let fi denote the restriction of f to A
i . Again, the
following square commutes for all i, j ∈ Z by the naturality statement in proposition
4.8:
HomTL02n(B
i, Cj)
∼=- qn|Cj ⊗ (Bi)∨〉
HomTL02n(A
i−k, Cj)
Rfi−k
? ∼=- qn|Cj ⊗ (Ai−k)∨〉
|1⊗ (fi−k)∨〉
?
.
The leftmost arrow agrees with the restriction of Rf to HomTL02n(B
i, Cj) up to a
sign. Examining the definitions, we see that the sign is (−1)k(j−i) since the degree of
f is k and the degree of an element of HomTL02n(A
i, Bj) ⊂ Hom•TL02n(A,B) is j − i .
The rightmost arrow agrees with the restriction of |1 ⊗¯ f∨〉 to Cj ⊗ (Bi)∨ up to a
sign. The sign is (−1)jk(−1)ik (the first factor comes from the Koszul sign rule for
(1⊗¯f∨) , and the second comes from the definition of f∨ ). Since this sign is the same
as the one in the previous paragraph, it follows that Rf corresponds to |1 ⊗¯ f∨〉 .
This completes the proof in case n = 0 .
Finally, the result for general n follows from the result for n = 0 :
Hom•(A,B) ∼= Hom•
(
A , B
) ∼= q(n+m)/2 Hom• (∅, AB Π
)
,
naturally. This completes the proof. 
4.5. Some restatements of the duality isomorphism. The categories Ch(TLn)
form a rigid monoidal category [1]:
Corollary 4.13. Hom•TLmn (A,B) is naturally isomorphic to any of the following chain
complexes:
(1) q(m−n)/2 Hom•TLΠm(1m, B ⊗¯ A∨)
(2) q(n−m)/2 Hom•TLΠn (1n, A
∨ ⊗¯B)
(3) q(m−n)/2 Hom•TL⊕m(B ⊗ A∨, 1m)
(4) q(n−m)/2 Hom•TL⊕n (A
∨ ⊗B, 1n) 
In particular, setting B = A in this corollary, we obtain maps in each of these four
Hom• spaces corresponding to the identity A → A . As special cases we obtain
maps ηA and sA which generalize the maps ηa and sa of section 4.3. Inspired by
the original definition of the duality isomorphism in that section, we can phrase the
duality isomorphism in general in terms of ηA and sA . We choose a slightly different
version, since this will be used directly later.
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Lemma 4.14. Let A ∈ Ch(TLmn ) be arbitrary, let φ : End(A)→ q(m−n)/2 Hom(Tr(A⊗
A∨),∅) be the isomorphism implied by corollary 4.13 (replacing A by A ), and put
ε := φ(1A). Then
φ(f) = ε ◦ Tr(f ⊗ 1) = ε ◦ Tr(1⊗ f∨).
Proof. This follows immediately from naturality of the isomorphism φ . That is to say,
letting 〈 | denote the functor C 7→ Hom•TL0(C,∅) , f 7→ Rf (definition 4.5), we have
φ ◦Lf = 〈1⊗ f∨| ◦φ and φ ◦Rf = 〈f ⊗ 1| ◦φ , where 〈 | = Hom•( ,∅) . Evaluating
on 1A gives φ(f) = ε ◦ Tr(1⊗ f∨) and φ(f) = ε ◦ Tr(f ⊗ 1) , respectively. 
5. Spin networks and morphisms
5.1. Categorification of pn ∈ TLn . In [5] Cooper and Krushkal define a chain
complex Pn ∈ Ch≤0(TLn) which categorifies the idempotent pn ∈ TLn . We recall
the relevant definitions and results in that paper, taking liberties to suit our needs
here.
Definition 5.1. Put
ai :=
i︷︸︸︷ n−i−2︷︸︸︷
bj :=
j︷︸︸︷ m−j−2︷︸︸︷
.
Say Q ∈ Ch(TLnm) kills turnbacks from above if ai ⊗ Q ' 0 for 0 ≤ i ≤ n − 2 ,
similarly Q kills turnbacks from below if Q ⊗ bj ' 0 for 0 ≤ j ≤ m . Say Q kills
turnbacks if it kills turnbacks from above and below.
The following differs from Definition 3.1 in [5] in that a universal projector here is
concentrated in non-positive homological degrees, rather than non-negative. Also,
we omit the condition on quantum grading here (which is only necessary to have a
well-defined notion of Euler characteristic).
Definition 5.2. A universal projector is a chain complex Pn ∈ Ch≤0(TLn) such that
(1) The degree zero chain group is (Pn)0 = 1n , the monoidal identity. Moreover,
1n does not appear as a summand of any other chain group.
(2) Pn kills turnbacks.
The following appears as Theorem 3.2, Corollary 3.4, and Corollary 3.5 in [5].
Theorem 5.3 (Cooper-Krushkal). Universal projectors exist and are unique up to
homotopy equivalence. Such a complex is also idempotent up to homotopy: Pn⊗Pn '
Pn .
We will fix once and for all universal projectors Pn for all n = 0, 1, . . . .
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Example 1. For P2 we may choose the chain complex
P2 :=
(
· · · − - q5 + - q3 − - q -
)
.
It is a fun and useful exercise to show that P2 is indeed killed by turnbacks.
The definition of spin networks [13] extends immediately to the categorification.
Notation. For an integer n ≥ 0 , denote n parallel strands by n . Likewise, denote
Pn =:
n and P∨n =:
n . If a, b, c are nonnegative integers satisfying
(i) a+ b+ c ∈ 2Z and
(ii) the sum of any two is larger than the third,
then let
a
b c denote
a
b cx
yz ∈ Ch≤0(TLab+c) . The conditions on a, b, c ensure there
is a unique way to connect the projectors in the plane.
Definition 5.4. A categorified spin network is any chain complex over TLnm cor-
responding to a union of labelled graphs
a
b c along similarly colored boundary
vertices.
5.2. Graphical calculus. Theorem 4.12 says that we can compute the space of
morphisms between categorified spin networks in terms of certain planar compositions
of Pn =
n and P∨n =
n . We give some rules which can be used to simplify many
such compositions, as well as examples illustrating the danger of mistreating them.
Proposition 5.5. Pn has the symmetries of a rectangle. I.e. sx(Pn) ' sy(Pn) ' Pn ,
where sx and sy are the covariant functors induced by reflection of diagrams about
the x-axis and y -axis respectively.
Proof. It is easy to see that sx(Pn) and sy(Pn) satisfy the axioms for universal pro-
jectors (kill turnbacks and the identity diagram appears exactly once and in bidegree
(0, 0)). The proposition now follows from uniqueness of universal projectors (Theo-
rem 5.3). 
Corollary 5.6. Let M and N be planar compositions of Pn ’s for various n. If the
underlying diagrams (a union of arcs and rectangles in the disk) for M and N are
isotopic rel boundary, then M and N are canonically homotopy equivalent.
Proof. From proposition 5.5, we have r(Pn) = sx(sy(Pn)) ' Pn . Graphically, this
is
n ' n . Now, proposition 6.4 implies that there is in fact a canonical equiva-
lence, up to homotopy. This fact together with isotopy invariance of the underlying
categories TLmn , gives the result. 
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Definition 5.7. Let c ∈ Cobmn ⊂ TLmn be any object. Define the through-degree of
c , denoted τ(c) , to be the minimal k such that c = a⊗ b , with a ∈ TLmk , b ∈ TLkn .
Define the through-degree of a chain complex C ∈ Ch(TLmn Π) or Ch(TLmn ⊕) to be
τ(C) = max{τ(c)} , where c ranges over all direct summands (or factors) of all chain
groups of C .
It is clear that τ(A∨) = τ(A) and τ(A ⊗ B), τ(A ⊗¯ B) ≤ min{τ(A), τ(B)} . All of
the results in the remainder of this section are consequences of
(1) The projectors Pn kill turnbacks.
(2) Pn can be written as a mapping cone Pn = Cone(N
f→ 1n) with τ(N) < n .
(3) The following lemma:
Lemma 5.8 (Turnback killing lemma). Suppose Q ∈ Ch(TLnm) kills turnbacks from
above and N ∈ Ch(TLkn) has through degree τ(N) < n. If Q is bounded below or N
is bounded above, then N ⊗Q ' 0. The same is true is we allow N ∈ Ch(TLkn⊕).
Proof. Refer to the definitions and results of section 7.2. Up to a shift, we may assume
that Q is non-negatively graded or N is non-positively graded in homological degree.
The chain complex N⊗Q is the total complex (of type I, i.e. Tot⊕ ) of the bicomplex
N• ⊗ Q• := ((N i ⊗ Qj)i,j∈Z, dN ⊗ 1,1 ⊗ dQ) . By assumption each N i is a direct
sum
⊕
x ax where ax is a diagram with τ(ax) < n . The columns of N
• ⊗ Q• are
the complexes N i ⊗Q ∼= ⊕x ax ⊗Q , which are contractible since Q kills turnbacks.
If either Q is non-negatively graded or N is non-positively graded (in homological
degree), then the bicomplex N• ⊗ Q• is concentrated in quadrants I, II, III, and
proposition 7.5 implies that N ⊗Q ' 0 . 
The boundedness conditions on Q or N in the above proposition cannot be relaxed,
as the following example indicates.
Example 2. Let Q = P2 , N = q−1
φ−→q−3 φ+→ . . . , where the differential alter-
nates between a difference and a sum of dots, and the underlined term lies in homolog-
ical degree zero. In other words N is the tail of , so that = tCone( → N).
Then Q kills turnbacks and τ(N) = 0. However, Q⊗N is not contractible. Indeed,
= tCone( → N) implies that N ' Cone( → ), and so
N ⊗Q ' Cone( ⊕ → ) ' Cone( φ→ ).
Here we are already using the result of proposition 5.9. This chain complex cannot
possibly be contractible, since the map φ is supported in a single homological degree.
It turns out that this map is the identity on the degree zero chain groups. Contracting
this isomorphism, we obtain a 2-periodic chain complex:
Q⊗N '
(
· · · − - q + - q−1 − - · · ·
)
This chain complex is very far from being contractible. On the contrary, it “measures
the difference” between and , and is interesting in its own right.
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Proposition 5.9. If Q ∈ Ch(TLnm⊕) kills turnbacks from above, then Pn ⊗Q ' Q.
In fact, ι ⊗ 1Q : Q = 1n ⊗ Q → Pn ⊗ Q is a homotopy equivalence, and there is an
inverse equivalence ψ : Pn⊗Q→ Q such that ψ ◦ (ι⊗ 1Q) = 1Q . We have a similar
fact if Q kills turnbacks from below.
Proof. Suppose Q ∈ Ch(TLnm) kills turnbacks from above, and write Pn = (N → 1n) ,
where N ∈ Ch≤0(TLn) has through degree τ(N) < n . Then N ⊗Q ' 0 by Lemma
5.8. Proposition 7.2 now implies Pn ⊗Q ∼= (N ⊗Q→ Q) ' Q . In fact, the proof of
proposition 7.2 actually implies that ι⊗1Q : Q→ Pn⊗Q is the inclusion of a strong
deformation retract. In particular there is an inverse φ such that φ ◦ (ι⊗ 1Q) = 1Q .
This proves the proposition. 
The next three results constitute the most important relations in our graphical cal-
culus.
Proposition 5.10 (Absorption rule). Fix non-negative integers x, y, z , and put a :=
x+ y + z . Then we have
a
x y z
' a '
a
x y z
Π and
a
x y z
' a '
a
x y z
⊕,
and vertical reflections of these.
Proof. Regard Pa as an object Q ∈ Ch(TLyx+a+z) by bending the x top left-most
strands to the left and down and the z top right-most strands to the right and down.
Then Q kills turnbacks from above. By proposition 5.9 we have Py⊗Q ' Q , which is
the first equivalence in the statement above. The remaining equivalences are proven
similarly. 
Proposition 5.11 (Commuting rule). Let A ∈ Ch(TL⊕n ) (respectively A ∈ Ch(TLΠn ))
be arbitrary. We have
A
⊕ ' A ⊕, respectively A
Π ' A Π.
Proof. Fix A ∈ Ch(TLn) , and let a ∈ TLn−2n be a turnback diagram. Then a ⊗ A
has through degree < n . We have a⊗ (A⊗ P∨n ) ∼= (a⊗A)⊗ P∨n ' 0 by proposition
5.9. So A ⊗ P∨n kills turnbacks from above. A ⊗ P∨n clearly kills turnbacks from
below (since P∨n does) so A⊗P∨n kills turnbacks. Similarly, P∨n ⊗A kills turnbacks.
Two applications of proposition 5.9 give
A⊗ P∨n ' P∨n ⊗ (A⊗ P∨n ) ∼= (P∨n ⊗ A)⊗ P∨n ' P∨n ⊗ A.
This proves the first statement. The second follows by an application of ( )∨ . 
Proposition 5.12 (Semi-orthogonality rule). Suppose i < j and let A ∈ Ch(TLij⊕)
(respectively A ∈ Ch(TLji
Π
)) be arbitrary. We have
Aj
i ⊕ ' 0 respectively Aj
i
Π
' 0.
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Proof. Let i, j, A be as in the hypotheses. Note that A ⊗ Pi has through degree
τ(A ⊗ Pi) ≤ i < j . Since P∨j is bounded below, lemma 5.8 applies, and we have
P∨j ⊗A⊗ Pi ' 0 . This is the first statement. The second statement follows from an
application of ( )∨ . 
One must be careful not to mistreat the diagrammatic simplifications of this section.
The following example is useful to keep in mind:
Example 3. For this example specialize to α = 0. That is to say, two dots on the
same component of a surface gives the zero map. Let A ∈ Ch(TL2) be the chain
complex (· · · → t−1q3 → q → tq−1 → . . . ) in which each map is a dot on the
bottom strand. It is not too hard to show that this chain complex kills turnbacks from
below but not from above. Therefore
A⊗ P2 ' A 6' P2 ⊗ A,
since the latter chain complex kills turnbacks from above as well as below, and the
former does not. This gives a counter-example to the statements “Pn ⊗ A ' A⊗ Pn
for A ∈ Ch(TLn)” and “Pn ⊗A ' 0 for τ(A) < n.” In particular, the hypotheses of
the commuting and semi-orthogonality rules (propositions 5.11 and 5.12, respectively)
are necessary.
We conclude this section with an observation:
Corollary 5.13. Suppose Q ∈ Ch(TLn) is semi-infinite in homological degree. If Q
kills turnbacks from above then Q kills turnbacks from below, and vice versa.
Proof. Up to a shift, we may assume Q ∈ Ch≤0(TLn) or Q ∈ Ch≥0(TLn) . So,
suppose Q ∈ Ch≤0(TLn) kills turnbacks from above. Then
(5.1) Q ' Pn ⊗Q ∼= Pn ⊗¯Q ' Q ⊗¯ Pn.
The first equivalence follows from proposition 5.9, the middle isomorphism follows
since ⊗ and ⊗¯ agree on the category of non-positively graded chain complexes,
and the third equivalence follows from proposition 5.11. The complex on the RHS
of equation 5.1 obviously kills turnbacks from below as well as from above. Similar
arguments take care of the remaining cases. 
Remark. This result allows us to simplify the expression for the universal projector
constructed in [5]. The result of the Cooper-Krushkal [5] construction (up to the
penultimate step) is a chain complex of the form
P ′n =
(
· · · →
n-1 1
n-2 1
→
n-1 1
n-2 1
→ · · · →
n-1
n-2
→
n-1
n-2
→ · · · →
n-1 1
n-2 1
→ n-1 1
)
.
The differential should be regarded as a sum of arrows pointing strictly to the right;
we did not draw the arrows of length > 1 , nor the degree shifts. Cooper and Krushkal
prove that this chain complex kills turnbacks from below, hence Pn := sx(P ′n) ⊗ P ′n
is a universal projector, where sx( ) is the vertical reflection. Once we know that a
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universal projector exists, proposition 5.11 implies that we already had one at the
previous step: P ′n is bounded above in homological degree and kills turnbacks from
below, so it kills turnbacks from above. This fact would be hard to prove without a
priori knowledge that Pn exists.
5.3. Some computations. In this section we will implicitly be working with cate-
gories TLmn Π , and so we will omit the symbol Π from our planar compositions. Our
work up to this point says that we can compute the chain complex Hom•TLmn (M,N)
of morphisms between planar compositions of Pn in the following way:
(1) Reflect M and replace all the white boxes with black boxes to obtain M∨
(2) Glue up all of the loose ends of N with the corresponding loose ends of M∨
(3) Simplify using the following relations:
(a) Diagrams which are isotopic rel boundary give canonically homotopy
equivalent chain complexes (corollary 5.6).
(b) Absorption rules:
a
x y z
' a '
a
x y z
(proposition 5.10).
(c) Commuting rule: A ' A for every chain complex A over TLn (propo-
sition 5.11).
(d) Semi-orthogonality rule: if i < j then Aj
i
' 0 for every chain complex
A over TLij (proposition 5.12).
(4) Take Hom•(∅,−) of the result.
The planar composition of complexes over TLmn Π is spherical, in the sense that it
doesn’t matter up natural how we connect up the loose ends in (2) above, as long as
the strands are paired correctly.
Proposition 5.14. We have
(1) End•( a ) ' qa| a 〉.
(2) End•(
a
b c ) ' q(a+b+c)/2|
a
b
c
〉.
(3) End•( a
b c
di ) ' q(a+b+c+d)/2|
a
b
c
di i 〉.
Proof. Let us prove (3) only. The other parts are special cases of this one. Observe
that in the category TLΠ0 we have
a d
cb
x y z
u v
z y x
v uw w '
x
y
z
u
v
w '
x
y
z
u
v
w '
x
y
z
u
v
w '
x
y
z
u
v
w
,
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In the first equivalence we repeatedly used that
a Π ' a (proposition 5.10), and in
the third we the commuting rule (proposition 5.11). An application of | 〉 , together
with the duality isomorphism, now gives the result. 
Note that the duality functor automatically gives an isomorphism End•TLn(A) ∼=
End•TLn(A
∨) for any A ∈ Ch(TLn) . For example End•( a ) ' qa| a 〉 . This illus-
trates a preference for chain complexes which are bounded above, and is our reason
for choosing our conventions the way we have: we want the colored unknots give the
endomorphism rings of the colored arcs.
Proposition 5.15. If j < i then Hom•
(
a
b c
dj , a
b c
di
)
' 0.
Proof. Proposition 5.12 says that
a d
cb
x y z
u v
z' y' x'
v' u'w w' ' 0 if j := x′ + z′ < x + z =: i .
Theorem 4.12 now gives the result. 
Remark. The complexes here are not bounded, so there is no reason to expect
that Hom•(A,B) ' Hom•(B,A) in general. Nonetheless it can be shown that
Hom•
(
a
b c
dj , a
b c
di
)
' 0 more generally if j 6= i .
6. The sheet algebra and colored unknots
As an application of the Hom• space calculations thus far, we are able to study the
differential graded algebra End( n ) ' qn| n 〉 , which we refer to as the sheet algebra.
Our main results in this section are that this algebra is (graded) commututive up to
homotopy, and that the actions of the unknots qn| n 〉 on n , n , coincide with the
actions induced by the saddle maps.
In this section, we fix n ∈ N and put P = Pn . For simplicity of notation, we write
End = End•TLn and Hom = Hom
•
TLn . Recall that our simplifications up to this point
imply that End(P ) ' qn|Tr(P )〉 , where Tr : TLn → TL0 is the functor obtained by
connecting the top and bottom points of all the diagrams (the Markov trace) and
| 〉 : Ch(TL0)→ Z−mod is the functor A• 7→ Hom•TL0(∅, A•) .
6.1. Self-equivalences of P . We make some simple observations about End(P )
and |Tr(P )〉 .
Lemma 6.1. H(0,0)(End(P )) ∼= Z.
Proof. This can easily be seen from the Cooper-Krushkal construction and the com-
putation End(P ) ' qn|Tr(P )〉 . 
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It follows from this proposition that only self equivalences of P up to homotopy
are ±1P . Indeed the same computation gives a slight improvement on a theorem of
Cooper-Krushkal.
Theorem 6.2. Any two universal projectors are homotopy equivalent via a unique
equivalence (up to homotopy and a scalar). 
We can fix the scalar once and for all using the following proposition. Let 1n ∈ TLn
be the monoidal identity (i.e. n parallel strands). If P is a univeral projector, let
ιP : 1n → P be the inclusion of the degree zero chain group (a chain map since P is
non-positively graded).
Definition 6.3. Let P and Q are universal projectors. Call an equivalence ψ : P '
Q standard if ψ ◦ ιP = ιQ .
The following proposition says that standard equivalences exist and are unique up to
homotopy.
Proposition 6.4. Let P and Q be universal projectors. There is a map ψ : P →
Q uniquely defined, up to homotopy, by ψ ◦ ιP = ιQ . This map is a homotopy
equivalence.
Proof. For σ ∈ Hom•(1n, Q) , define σˆ ∈ Hom•(P,Q) to be the composition P 1⊗σ−→P⊗
Q
φ→ Q , where φ : P⊗Q ' Q is a homotopy equivalence such that φ◦(ιP⊗1Q) = 1Q
(implied by proposition 5.9). Then
σˆ ◦ ιP = φ ◦ (ιP ⊗ σ) = φ ◦ (ιP ⊗ 1Q) ◦ σ = σ.
This implies the chain map RιP : Hom
•(P,Q)→ Hom•(1n, Q) is surjective. Writing
P as a mapping cone P = (N → 1n) with τ(N) < n , we therefore have a short exact
sequence of chain complexes
Hom•(N,Q) Rpi−→ Hom•(P,Q) RιP−→ Hom•(1n, Q),
where pi : P → N is the projection and Rpi , RιP are as in definition 4.5. But
Hom•(N,Q) ' qn|Q ⊗¯N∨〉 ' 0 by Lemma 5.8. Examining the long exact sequence
in homology gives that RιP is an isomorphism in homology (even more is true: f 7→
f ◦ ιP and σ 7→ σˆ are homotopy inverses, but we don’t need this here). In particular,
ψ := ιˆQ is the unique map P → Q up to homotopy such that ψ ◦ ιP = ιQ .
To see that this ψ is a homotopy equivalence, let ψ′ : Q → P be a chain map such
that ψ ◦ ιQ = ιP , which exists by the above. Then (ψ′ ◦ψ) ◦ ιP = ψ′ ◦ ιQ = ιP , which
implies ψ′ ◦ ψ ' 1P by the uniqueness statement above. Similarly, ψ ◦ ψ′ ' 1Q , so
ψ and ψ′ are homotopy inverses. This completes the proof. 
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6.2. Modules over the sheet algebra.
Definition 6.5. The sheet algebra is the dg algebra End(P ) = End( n ) . By a sheet
module we will mean a homotopy End(P )-module, i.e. a chain complex M and a
degree zero chain map pi : End(P ) → End(M) such that pi(f ◦ g) ' pi(f) ◦ pi(g) as
maps End(P )⊗2 → End(M) . We require that pi(1P ) ' 1M . We call the map pi the
action or the representation.
Any chain complex Q ∈ TLnm which kills turnbacks from above naturally has the
structure of a sheet module. Indeed, let ι : 1n → P be the inclusion of the degree
zero chain group. Proposition 5.9 says that ι ⊗ 1Q : Q → P ⊗ Q is a homotopy
equivalence, and there is an inverse φ : P ⊗Q→ Q such that φ ◦ (ι⊗ 1Q) = 1Q .
Definition 6.6. Retain notation as above. Let piQ : End(P )→ End(Q) be the map
piQ(f) = φ ◦ (f ⊗ 1Q) ◦ (ι⊗ 1Q) .
It is easy to check that piQ makes Q into a sheet module.
Example 4. Fix k ≥ 0, and regard Pn+k as a chain complex over TLnn+2k (bending
the k rightmost top strands down). Then these chain complexes kills turnbacks from
above, and so we have actions of End(Pn) on Pn+k and P∨n+k .
Lemma 6.7. Let Q ∈ TLnm kill turnbacks from above, and let P = Pn .
(1) The map End(Q)→ End(P ⊗Q) sending f 7→ 1P ⊗ f is a homotopy equiv-
alence.
(2) The two maps End(P ) → End(P ⊗ Q) sending f 7→ f ⊗ 1Q and f 7→
1P ⊗ piQ(f) are homotopic.
(3) piP ' 1End(P ) , i.e. the two given actions of End(P ) on P are homotopic.
(4) piP∨ ' (f 7→ f∨), i.e. the two given actions of End(P ) on P∨ are homotopic.
Proof. (1). Let ι = ιP : 1n → P the the inclusion of the degree zero chain group, as
usual. By proposition 5.9 we have standard equivalences ι ⊗ 1Q : Q → P ⊗ Q and
ψ : P ⊗ Q → Q such that ψ ◦ (ι ⊗ 1Q) = 1Q . The map Φ(F ) := ψ ◦ F ◦ (ι ⊗ 1Q)
is a homotopy equivalence Φ : End(P ⊗ Q) ' End(Q) since it is pre- and post-
composition with homotopy equivalences. The map Φ′(f) := 1P ⊗ f is a right
inverse for Φ since Φ(Φ′(f)) = ψ ◦ (1P ⊗f)◦ (ι⊗1Q) = ψ ◦ (ι⊗1Q)◦f = f . Since Φ
is a homotopy equivalence, it follows that Φ′ a homotopy inverse for Φ . This proves
(1).
(2) Let Ψ1,Ψ2 : End(P )→ End(P ⊗Q) be the maps Ψ1(f) = f ⊗1Q , Ψ2(f) = 1P ⊗
piQ(f) . Post-composing with the homotopy equivalence Φ : End(P ⊗ Q) ' End(Q)
above gives Φ◦Ψ1(f) = piQ(f) (by definition of piQ ) and Φ◦Ψ2(f) = ψ◦(ι⊗piQ(f)) =
piQ(f) . Since Φ is a homotopy equivalence, this shows Ψ1 ' Ψ2 which is (2).
(3). We have ι ⊗ 1P ' 1P ⊗ ι , since both are standard equivalences P ' P ⊗ P
(definition 6.3). Therefore piP (f) = φ ◦ (f ⊗ 1P ) ◦ (ι⊗ 1P ) is homotopic to the map
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pi′(f) = φ ◦ (f ⊗ 1P ) ◦ (1P ⊗ ι) = φ ◦ (1P ⊗ ι) ◦ f which, in turn is homotopic to the
identity since φ ◦ (1P ⊗ ι) ' 1P . This proves (3).
(4). Let 〈 | denote the functor C 7→ Hom•(C,∅) , and let φ : End(P∨) ∼= qn〈Tr(P ⊗ P∨)| ,
ε = φ(1P∨) , be as in lemma 4.14 (with A = P∨ ). Consider the following diagram:
End(
n⊕
) ff
'
End(
n
)
End(
n ⊕)
Tr
?
Lε- qn〈 n ⊕|
φ
?
where the top arrow is f 7→ 1P⊗f . The square commutes because φ(f) = ε◦Tr(1P⊗
f) by lemma 4.14. Inverting the topmost (which is a homotopy equivalence by part
(2)) and rightmost arrows, we obtain a diagram which commutes up to homotopy
End(
n
) - End(
n⊕
)
'- End( n )
End(
n ⊕)
Tr
?
Lε- qn〈 n ⊕|
φ−1
6
where the left-most horizontal arrow is g 7→ g ⊗ 1 . The composition along the top
row is precisely piP∨ . One checks that the composition in the other direction sends g
to φ−1 of the map ε ◦Tr(g⊗ 1P∨) = φ(g∨) (again, see lemma 4.14). In other words,
piP∨ is homotopic to g 7→ g∨ . This completes the proof. 
Proposition 6.8. Let Q ∈ Ch(TL⊕n ) be a tensor product Q = Q1 ⊗ · · · ⊗ Qr with
Qi ∈ {Pn, P∨n } for all i. Any two of the resulting (left or right) actions of End(Pn)
on Q are homotopic.
Applying ( )∨ , we have a similar result with ⊗ replaced by ⊗¯ .
Proof. We need only handle the cases (i) Q = P ⊗ P , (ii) Q = P ⊗ P∨ , and (iii)
Q = P∨ ⊗ P∨ .
(i) In case Q = P ⊗ P , part (2) of lemma 6.7 gives that f 7→ f ⊗ 1P is homotopic
to f 7→ 1P ⊗ piP (f) , which is in turn homotopic to f 7→ 1P ⊗ f by part (3) of the
same lemma.
(ii) The case Q = P ⊗ P∨ is handled similarly.
(iii) P∨ ⊗ P∨ = (P ⊗ P )∨ , so the argument above takes care of this case. 
Corollary 6.9. End(Pn) is homotopy commutative, i.e. f ⊗ g 7→ f ◦ g and f ⊗ g 7→
(−1)|f ||g|g ◦ f are homotopic as maps End(P )⊗2 → End(P ).
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Proof. Under the isomorphism End(Pn) ∼= qn|
n
Π〉 implied by theorem 4.12, the left
and right regular actions of End(P ) on itself correspond to the maps f 7→ Tr(f ⊗¯ 1)
and f 7→ Tr(1⊗¯f∨) , respectively (this is just a special case of the naturality statement
in that theorem). But proposition 6.8 says that these actions coincide up to homotopy.
Thus, (f 7→ Lf ) and (f 7→ Rf ) are homotopic as maps End(Pn) → End(End(Pn)) .
It is an easy check that this implies the statement. 
6.3. The unknots as algebras. We give an explicit description of the action of
qn| n 〉 on n . This section is reminiscent of section 4.3.
Definition 6.10. Let s = n n denote the map n n→ nn of q -degree n consisting of
n parallel saddle cobordisms. Let η : ∅ → qn n be the map of q -degree −n which
is n parallel “cap” cobordisms η = (∅→ unionsq · · · unionsq︸ ︷︷ ︸
n
= (
n
)0 ↪→ n ) .
The saddle induces a chain map ψ : qn | n 〉 → End( n ) given by
ψ(ζ) = (
n ζunionsq1−→ n n
nn
−→ n ' n ),
where the final map is given by sliding the projectors so they are adjacent and apply-
ing a standard equivalence which merges them. We also have a map φ : End( n )→
qn| n 〉 defined by φ(f) = Tr(f) ◦ η . For the following proposition it is useful to
recall the definitions and results of section 4.3. In particular, the diagrams in that
section still give a useful way for visualizing the maps η, s, φ, and ψ .
Proposition 6.11. The action of qn| n 〉 on n induced by saddle cobordisms agrees
with the action implied by proposition 5.14, with η acting as the unit. More precisely,
let s, η, φ, and ψ be as in the preceding discussion. Then
(1) φ is precisely the homotopy equivalence implied by proposition 5.14.
(2) ψ(η) ' 1P .
(3) φ and ψ are homotopy inverses.
Proof. (1) Fix n , put P := Pn and 1 := 1n , and let ι : 1 → P be the inclusion
of the degree zero chain group. Let ΦA,B : Hom•TLn(A,B) → qn|B ⊗¯ A∨〉 be the
natural isomorphism implied by Theorem 4.12, and let Ψ : qn| n Π〉 → qn| n 〉 be
the standard equivalence, given by Ψ = |Tr(1P ⊗¯ ι∨)〉 . We intend to show that
Tr(1 ⊗¯ ι∨) ◦ ΦP,P (1) = η , from which it will follow that the standard equivalence
Ψ ◦ ΦP,P : End(P )→ qn|Tr(P )〉 sends f ∈ End(P ) to
Tr(1P ⊗¯ ι∨)◦Tr(f ⊗¯1P∨)◦ΦP,P (1) = Tr(f)◦Tr(1P ⊗¯ ι∨)◦ΦP,P (1) = Tr(f)◦η = φ(f)
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which is part (1) of the theorem. Indeed, consider the following diagram, which
commutes by naturality of ΦA,B .
End(1)
Lι- Hom(1, P ) ff
Rι
End(P )
qn|n 〉
Φ1,1
? |Tr(ι)〉- qn| n 〉
Φ1,P
?
ff|Tr(1 ⊗¯ ι∨)〉 qn| n Π〉
ΦP,P
?
We want to see that the image of 1P (in the top right corner) is η (in the chain
complex appearing in the middle of the bottom row). By commutativity of the
square on the right, this image is equal to Φ1,P (ι) . By commutativity of the square
on the left, this is in turn equal to Tr(ι) ◦Φ1,1(11) . By ordinary duality (proposition
4.8) we have Φ1,1(1) = η1 , where η1 : ∅ → n is n disjoint cup cobordisms. It
follows that
Tr(1 ⊗¯ ι∨) ◦ ΦP,P (1) = Tr(ι) ◦ η1 = η.
The last equality here is a simple observation which follows immediately from the
definitions. This proves (1).
(2) We have a commutative diagram
n η1 unionsq 1- n n Tr(ι) unionsq 1- n n
n
nn
?
ι⊗ 1- n
nn
? ' - n
One composition is ψ(Tr(ι) ◦ η1) = ψ(η) , and the other is homotopic to the identity
since η1 followed by n parallel saddle cobordisms gives the identity on n strands (see
section 4.3). This proves (2)
(3) The maps s, η , φ , and ψ can be represented schematically as in section 4.3. The
proof that ψ and φ are inverses follows the same lines, using (2). 
There are similar results describing the actions of |
a
b
c
〉 and |
a
b
c
di i 〉 on
a
b c and
a
b c
di , respectively.
6.4. The 2-colored unknot. We can use proposition 6.11 to describe explicitly
the algebra structure of the unknots in terms of the saddle maps and the equivalence
φ : ' . The homology of End(P∨2 ) was computed in [7], and explicit generators
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were found. Here we make an explicit connection with the trace of P2 . We state
without proof the following:
Proposition 6.12. The saddle map makes q2| 〉 into a dg algebra isomorphic
to Z[α, b1, b2, v]/(b2i = α, b1v = b2v) with differential generated by d(bi) = 0, d(v) =
b1+b2 under the Leibniz rule. Here, the degrees of the generators are deg(bi) = (0, 2),
deg(α) = (0, 4), and deg(v) = (−1, 2). Moreover, the action of this algebra on
is given by b1 7→ , b2 = , and
(6.1)
v 7→

· · · − - q5 + - q3 − - q -
· · · −
-
1
ff
q5
+
-
1
ff
q3 −
-
1
ff
q -
ff


We remark that even though q2| 〉 is an honestly commutative dg algebra (not
graded commutative), it is graded commutative up to homotopy. In particular, any
odd dimensional class squares to zero. Since v does not represent a class in homology,
even powers of v can still represent nontrivial homology classes. Finally, we remark
that this formula for the unknot agrees (setting α = 0) with the formula given in
[11], namely
q2H(| 〉) ∼= H(Z[xi, yi : i = 0, 1])
with differential d(xi) = 0 , d(y0) = x20 , d(y1) = x0x1 +x1x0 = 2x0x1 . The correspon-
dence in homology is generated by [x0] = [b1] , [x1] = [v2] , and [x0y1−2x1y0] = [b1v3] .
7. Appendix: homotopy lemmas
7.1. Contracting summands.
Lemma 7.1. Suppose (B, d) is a contractible chain complex, i.e. there is h : B → B
such that 1B = d ◦ h+ h ◦ d. Then
(1) d and h2 commute.
(2) e = d ◦ h and f : h ◦ d are orthogonal idempotents.
(3) h′ := h ◦ d ◦ h is another nulhomotopy, and satisfies (h′)2 = 0.
Proof. Straightforward. 
Proposition 7.2 (Gaussian elimination). Let A be a Z-linear category, and suppose
we have a chain complex C = (A ⊕ B,D :=
[
AdA AdB
BdA BdB
]
). Suppose (B, BdB) is a
contractible chain complex. Then C is homotopy equivalent to a chain complex of
the form A′ = (A, AdA − AdB ◦ h ◦ BdA).
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Proof. By hypotheses there is some nulhomotopy h : B → B , and by lemma 7.1 we
may assume h2 = 0 . The relevant maps are defined in the following diagram:
A
⊕
B
A′
H =
[
0 h
0 0
]
r =
[
1 −AdB ◦ h
]
i =
[
1
−h ◦ BdA
]
It is straightforward to check that (1) r and i are chain maps, (2) r ◦ i = 1A , (3)
1A⊕B − i ◦ r = D ◦ H + H ◦ D , (3) r ◦ H = 0 , (4) H ◦ i = 0 . In particular r and
i are inverse homotopy equivalences (actually we say that r is a strong deformation
retract). 
In particular if B is a “subcomplex” or “quotient complex” (i.e. AdB = 0 or BdA = 0 ,
respectively), then C ' (A, AdA) . That is to say, the differential on A is unaffected
by contracting B in this case. More generally, suppose (1) X is some partially
ordered set, (2) A•x are graded objects indexed by x ∈ X , and (3) we have maps
ydx : Ax → Ay of degree 1, x ≤ y , such that
∑
x≤y xdy is a differential on
⊕
x∈X Ax .
In particular, each (Ax, xdx) is a chain complex.
Suppose Y ⊂ X is a finite subset such that Ay ' 0 for y ∈ Y . By iterating
proposition 7.2, we may contract each Ay , y ∈ Y obtaining(⊕
x∈X
Ax,
∑
x,y∈X
x≤y
ydx
)
'
( ⊕
x∈XrY
Ax,
∑
x,y∈XrY
x≤y
yd
′
x
)
where yd′x − ydx is a sum over paths x < z1 < · · · < zr < y with zi ∈ Y of maps of
the form ±ydzr ◦ h ◦ · · · ◦ h ◦ z1dx . We are interested to know when we can contract
infinitely many summands in this manner. It suffices that for each x ∈ X the set
{x′ ∈ X | x < x′} be finite, but this is not necessary. For our present purposes it will
suffice to consider the case of bicomplexes (X = Z and jdi = 0 unless 0 ≤ j− i ≤ 1),
which we describe next.
7.2. Bicomplexes with contractible columns.
Definition 7.3. Let A be an additive category. A bicomplex over A is a triple
(A••, δ, δ′) , where A•• = (Aij)i,j∈Z is a bigraded object over A and δ, δ′ : A•• → A••
are bihomogeneous maps of degree (1, 0) , respectively (0, 1) such that (δ+ δ′)2 = 0 .
By expanding the equation (δ + δ′)2 = 0 into its bihomogeneous components we
obtain (1) δ2 = 0 , (2) (δ′)2 = 0 , and (3) δ ◦ δ′+ δ′ ◦ δ = 0 . In particular the columns
(Ai,•, δ′) and rows (A•,j, δ) are chain complexes.
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Definition 7.4. Let (A••, δ, δ′) be a bicomplex. We can form two chain complexes
over A which we call total complexes of type I, respectively II. These occasionally
involve forming countable direct sums or products, and so are not always defined.
(I) Let Tot⊕(A) denote the chain complex Tot⊕(A)k =
⊕
i+j=k A
ij with differ-
ential δ + δ′ , when defined.
(II) Let TotΠ(A) denote the chain complex TotΠ(A)k =
∏
i+j=k A
ij with differen-
tial δ + δ′ , when defined.
Note that If A•• is supported in quadrant I and/or III then the sum
⊕
i+j=k A
ij
and the product
∏
i+j=k A
ij are finite for each k . So in this case A need only
contain finite sums (equivalently products) to form Tot⊕(A) and TotΠ(A) . In this
case Tot⊕(A) ∼= TotΠ(A) .
Proposition 7.5. Suppose (A••, δ, δ′) is a bicomplex with contractible columns.
(1) If Aij = 0 for (i, j) in the fourth quadrant, then Tot⊕(A) ' 0.
(2) Dually, if Aij = 0 for (i, j) in the second quadrant, then TotΠ(A) ' 0.
Proof. We first prove (1) when Aij is supported in the left half-plane i ≤ 0 and (2)
when Aij when Aij is supported in the right half-plane i ≥ 0 . The general cases will
involve patching these two cases together.
Step 1. Suppose Aij = 0 for i > 0 . Put Ci = (Ai,•, δ) , so that Ci = 0 for i > 0 . By
hypotheses we have h : Ci → Ci of degree −1 such that 1Ci = δ ◦ h + h ◦ δ . Define
H : Tot⊕(A)→ Tot⊕ by
H =
∑
m≥0
(−1)mh ◦ (δ′ ◦ h)m
This map is defined since for fixed i , the restriction h ◦ (δ′ ◦ h)m|Ci vanishes for
m > j . Hence H|Ci =
∑
0≤m≤i((−1)mh ◦ (δ′ ◦ h)m)|Ci is defined. H is now defined
by the universal property of direct sums.
One can check formally that (δ + δ′) ◦H +H ◦ (δ + δ′) = 1Tot⊕(A) . We leave this to
the reader. That is to say, Tot⊕(A) ' 0 in this case.
Step 2. Suppose Aij = 0 for i < 0 . A slight modification of the previous argument
implies that TotΠ(A) ' 0 in this case.
Step 3. Suppose Aij = 0 for i > 0, j < 0 . Let B and C be the restricted
bicomplexes:
Bij =
{
Aij for i ≤ 0
0 otherwise
Cij =
{
Aij for i > 0
0 otherwise
.
Then B and C are bicomplexes with contractible columns. B is concentrated in
the left half-plane, so previous arguments imply Tot⊕(B) ' 0 . C is concentrated in
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the quadrant I, so Tot⊕(C) ∼= TotΠ(C) , which is contractible by previous arguments.
Further, Tot⊕(A) is a mapping cone Tot⊕(A) ∼= (Tot⊕(B) → Tot⊕(C)) , which is
contractible by two applications of proposition 7.2.
Step 4. Suppose Aij = 0 for i > 0, j < 0 . A similar argument to above implies that
TotΠ(A) ' 0 . This completes the proof. 
References
[1] B. Bakalov and A. A. Kirillov, Lectures on Tensor Categories and Modular Functors, University
Lecture Series 21, American Mathematical Society, 2001.
[2] D. Bar-Natan, Khovanov’s homology for tangles and cobordisms, Geom. Topol. 9 2005, 1443–
1499.
[3] J. Bernstein, I. Frenkel, M. Khovanov, A categorification of the Temperley-Lieb algebra and
Schur quotients of U(sl(2)) via projective and Zuckerman functors, Selecta Mathematica, New
ser. 5 (1999) 199–241
[4] L. Crane, I. B. Frenkel Four dimensional topological quantum field theory, Hopf categories, and
the canonical bases, J.Math.Phys. 35 (1994) 5136-5154 (DOI: 10.1063/1.530746).
[5] B. Cooper and V. Krushkal, Categorification of the Jones-Wenzl Projectors, Quantum Topol.
3 (2012), 139-180.
[6] B. Cooper and V. Krushkal, Handle slides and Localizations of Categories, Int. Math.
Res. Not. 2012 (DOI: 10.1093/imrn/rns109).
[7] B. Cooper, M. Hogancamp and V. Krushkal, SO(3) Homology of Graphs and Links, Algebr.
Geom. Topol. 11, no. 4, 2011, 1861–2235
[8] B. Cooper, M. Hogancamp, An exceptional collection for Khovanov homology,
arXiv:1209.1002v1.
[9] B. Elias, A diagrammatic Temperley-Lieb categorification, arXiv:1003.3416.
[10] I. Frenkel, C. Stroppel, J. Sussan, Categorifying fractional Euler characteristics, Jones-Wenzl
projector and 3j -symbols, Quantum Topology Volume 3, Issue 2, 2012, pp. 181–253
[11] E. Gorsky, A. Oblomkov, J. Rasmussen, On stable Khovanov homology of torus knots,
arXiv:1206.2226.
[12] M. Hogancamp On functoriality and categorified colored Jones (in preparation).
[13] L.H. Kauffman and S.L. Lins, Temperley-Lieb recoupling theory and invariants of 3-manifolds,
Princeton University Press, Princeton, NJ, 1994.
[14] M. Khovanov, A categorificaiton of the Jones polynomial, Duke Math. J. 101 (2000), no. 3,
359–426.
[15] M. Khovanov, A functor-valued invariant of tangles, Algebr. Geom. Topol. 2 2002, 665–741.
[16] M. Khovanov, sl3 link homology, Algebr. Geom. Topol. 4 (2004) 1045-1081
[17] M. Khovanov, L.Rozansky Matrix factorizations and link homology, Fundamenta Mathemati-
cae, vol.199 (2008), 1-91.
[18] M. Mackaay, M. Stošić, P. Vaz sl(N)-link homology (N ≥ 4) using foams and the Kapustin-Li
formula, Geom. Topol. 13 (2009) 1075-1128 (DOI: 10.2140/gt.2009.13.1075).
[19] S. Morrison, A. Nieh, On Khovanov’s cobordism theory for su(3) knot homology, J. Knot Theory
Ramifications 17 (2008), no. 9, 1121–1173.
[20] J. Rasmussen, Khovanov homology and the slice genus, Invent. Math. 182 (2010), no. 2, 419-447.
[21] L. Rozansky, An infinite torus braid yields a categorified Jones-Wenzl projector,
arXiv:1005.3266.
[22] C. Stroppel, J. Sussan, Categorified Jones-Wenzl Projectors: a comparison, arXiv:1105.3038.
[23] C. Stroppel, Categorification of the Temperley-Lieb category, tangles, and cobordisms via pro-
jective functors, Duke Math. J. Volume 126, Number 3 (2005), 547–596.
