In this paper, we derive a new model for the description of liquid crystalline flows. While microscopic Doi type models suffer from the high dimensionality of the underlying product space, the more macroscopic Ericksen-Leslie type models describe only the long time behavior of the flow and are valid only close to equilibrium. By applying an energetic variational approach, we derive a new macroscopic model which shall provide an improved description far from equilibrium. The novelty of our approach lies in the way the energy is minimized. Distinguishing between the velocities of particles and fluid allows us to define the energy dissipation not in terms of chemical potentials but in terms of friction induced by the discrepancies in the considered velocities. We conclude this publication by establishing the existence of weak solutions to the newly derived model.
Introduction
Liquid crystal is often viewed as an intermediate state between liquid and solid. It possesses orientational order, but none or only partial positional order. In this manuscript, we are concerned with the so called nematic state, where the molecules exhibit only orientational order, while floating around freely.
For the description of nematic phases, there are different approaches at hand which differ in accuracy, complexity, and underlying assumptions (see [10] for a comprehensive overview). In the most accurate description, the so called Doi or Doi-Hess model [22, 8, 1, 18] , the orientation of liquid crystalline molecules is described by a distribution function f (x, q, t), which describes the probability density that at time t a molecule at point x is aligned in direction q ∈ S (S denotes the unit sphere). The key ingredient of this approach is a Fokker-Planck equation for f , which is coupled with a momentum balance equation providing a solenoidal fluid velocity u. In a generic Doi model (cf. [10] ), this Fokker-Planck equation reads ∂ t f + ∇ · (uf ) + R · (q × ∇uqf ) = ∇ · (f ∇µ f ) + R · (f Rµ f ) .
(1.1) the sphere. Typically, the energy of the system consists of the kinetic energy, an entropic component, and terms describing the effects of alignment. A suitable energy (see e.g. [9] ) reads e.g.
Here, ρ is the constant mass density, χ denotes a suitable mollifier modeling the range of interaction of the molecules and β is an integral kernel describing interaction of two molecules pointing in the directions q andq. A common choice for this interaction kernel introduced by Maier and Saupe [30] reads β(q,q) ∼ −(q ·q) 2 . The energy proposed in (1.2) can also be extended by additional terms to include the influence of external (e.g. magnetic) fields (cf. [10] and the references therein). A common simplification consists of studying only the lowest nonvanishing moment of f (cf. [7] ), i.e. the so called Q-tensor which is defined as
This purely macroscopic quantity depends only on the spatial coordinate x. Under the additional assumption of an uniaxial state, one may describe the nematic phase by a normalized vector d called director. This approach dates back to the publications of Ericksen and Leslie [11, 12, 24, 25] . They proposed a director model of the form Thereby, W and D denote the skew-symmetric and the symmetric part of the gradient.
dt 2 is the second material derivative, the coefficients c 1 and c 2 reflect the molecular shape (cf. [21] ), and λ is the Lagrange multiplier to the length constraint |d| ≡ 1. The chemical potential µ is again the first variation of a suitable free energy with respect to d. Common choices for the free energy are the Oseen-Franck free energy density (cf. [14] )
where k i (i = 1, 2, 3), α and q denote elastic constants, and its one constant approximation 1 2 |∇d| 2 . Although there are recent analytical results for (1.4) (cf. [4, 5] ), most results were achieved for a simplified version of (1.4). In particular, the constant ρ 1 , which is related to the moment of inertia, is assumed to be very small allowing to neglect the first term in (1.4) . In addition, the length constraint |d| ≡ 1 is often approximated by adding a penalty term of the form
with 0 < γ < < 1 to the free energy density. This approach was introduced by Lin and Liu in [26] for a further simplified model, where the director equation reads
Existence results for (1.4) with ρ 1 = c 2 = 0 and the aforementioned approximation of the length constraint can be found in [27] and in [3] for the case c 2 = 0. For further analytical results like the connection between Parodi's relation and the well-posedness of the system or its long-time behavior can be found in [37] and [33] , respectively. In the recent years, Ericksen-Leslie type models were also extended to the non-isothermal case (cf. [13, 19, 6] ). For stochastic Ericksen-Leslie equations, we refer to [2] and the references therein. A more extensive survey can be found in [10] . The above presented approaches differ not only in their complexity, but also in their theoretical justification. While the Doi-Hess model arises from molecular kinetic theory, the Q-tensor theory and the Ericksen-Leslie theory are phenomenological [17] and rely on phenomenological parameters which are often hard to determine from experimental results. Therefore, the connection of the later theories to the Doi-Hess model was intensely studied in the recent years (cf. [9, 17, 36, 22] ). As it turned out, the Q-tensor theory and the Ericksen-Leslie theory can be derived from the Doi-Hess description under certain assumptions like that the system is close to equilibrium (cf. [17] ) or that the Deborah number is vanishing (cf. [9, 36] ), i.e. the observation time is significantly larger than the relaxation time. Both assumptions indicate that this connection between the director models and the Doi-Hess model holds only true when the system is very close to equilibrium. From the mathematical point of view, the Doi-Hess approach and the director description show major structural differences. The Fokker-Planck equation appearing in the Doi-Hess description can be written as a generalized balance equation, where the distribution function f is transported by the velocity u − ∇µ f (see also the model derivation in [15] ). Equations of such structure can be derived using an energetic variational approach (EnVarA), which shall be explained in Section 2 in more detail. However, in the typical director equation
only the left-hand side which describes the deformation induced by the fluid velocity can be obtained via the EnVarA. The right-hand side, which is the negative L 2 -gradient of the free energy´Ω 1 2 |∇d| 2 +´Ω W (d), is responsible for the energy minimization, but can not be written as a transport term. Consequently, it is not possible to derive (1.8) via the EnVarA. Therefore, both models use different mechanisms for the minimization of the free energy. In the Doi-Hess model, the energy enters as an additional contribution to the particle velocity, while the free energy of the director field enters the evolution equation only via an additional L 2 -gradient. This might indicate, why assumptions like a long observation time are needed to connect these models.
The aim of this manuscript is to overcome that issue and combine the advantages, i.e. the accuracy of (1.1) and the simplistic description of (1.8). Therefore, we derive a director model which mimics the behavior of (1.1) in the sense that the chemical potential extends the transport velocity by an additional term. The main tool for the derivation of the new model is an energetic variational approach (cf. [20] ). The model describes the evolution of the director field d and the velocity u in a domain Ω ⊂ R d (d ∈ {2, 3}) with periodic boundary conditions via
where f denotes the variation of W with respect to d. The structure of this manuscript is as follows. In Section 2, we derive the governing equations (1.9) by applying an energetic variational approach. The resulting model is analyzed in Section 3. After introducing the used function spaces, we establish the existence of weak solutions to a regularized version of (1.9).
Derivation of the model
In this section, we will make use of an energetic variational approach (EnVarA, cf. [20] ) to derive the director model (1.9) . This approach combines the least action principle, which yields an expression for the conservative forces via the variation of the action functional, and the maximum dissipation principle, which allows to determine the dissipative forces. The key ingredient for the description of the evolution of the system is the flow map x v (X, t), which tracks the position x v (also referred as Eulerian coordinate) of a material point denoted by the Lagrangian coordinate X. For a given velocity field v(x v , t), the flow map is defined via
This flow map gives rise to the associated deformation tensor F v which is given by
Without ambiguity, we define F v (x v (X, t), t) = F v (X, t). This allows us to derive the following evolution equations for F v (x v , t) and F −T v (x v , t) (cf. [16, 23] ).
The evolution of the director field d for the case of general ellipsoid shaped liquid crystal molecules depends on the spatial deformation and can be represented by
with d 0 denoting the initial configuration (cf. [28] ). Thereby, the deformation tensor E v carries all the information of micro structures and configurations and satisfies the transport equation
5)
where W denotes the skew-symmetric part 1 2 (∇ − ∇ T ) of the gradient and the symbol D := 1 2 (∇ + ∇ T ) denotes its symmetric part (cf. [21] ). As different types of molecules contribute differently to the energy of the system and therefore experience different driving forces, we also allow for different velocity fields. In particular, we distinguish between the more macroscopic fluid velocity u, which can be seen as a background flow, and the more microscopic, molecule based particle velocity v. Differences between these velocity fields cause friction which we will include in our model via dissipation (cf. Section 2.2). This approach was applied successfully i.e. in [38] and [29] to derive Poission-Nernst-Planck systems comprising several different ion types. Adapting these ideas, we allow consider two velocities and consequently two different flow maps. In addition to the flow map x v describing the evolution of the directors, we consider a second flow map x u for the description of the surrounding fluid. This additional flow map and its associated deformation tensor F u are defined analogously to (2.1) and (2.2), i.e. we have
Assuming that the fluid is incompressible, the deformation tensor F u additionally satisfies the constraint det F u = 1 (cf. [28] ). In the following, we will use EnVarA to derive (1.9) from the basic energy law
where E tot = E kin + E int is the total energy consisting of the kinetic energy and the free (internal) energy of the crystalline molecules. The change of the total energy is balanced by the total dissipation D. In conformity with Onsager's linear response assumption, we assume that D is a linear combination of squares of various rate functions ( [20, 31, 32] ).
In this manuscript, we investigate a periodic setting, i.e. it suffices to consider only one periodic cell Ω ⊂ R d (d = 2, 3). Without loss of generality, we may assume that Ω is a translation of the unit cube (0, 1)
where the vectors e 1 , ..., e d are the canonical basis of R d . The reference cell which is used for the Lagrangian description is denoted by
2.1. Applying the least action principle. As we consider the energy density as a quantity bound to material points and moving with them, we define the energy on two domains associated with the evolution of Ω 0 despite our periodicity assumption. In particular, the total energy
i.e. the kinetic energy E kin with the constant mass density ρ is given in terms of the fluid flow map x u , while the internal energy E int , which includes the penalty term from (1.6), is considered in terms of the particle flow map x v . The Legendre transformation of (2.9) and (2.10) yields the action functional A of the particle trajectories in terms of the flow maps x u (X, t) and x v (X, t):
where we used det F u = 1. Optimizing this action functional with respect to the trajectories provides the Hamiltonian part of the mechanical system that corresponds to the conservative forces f cons u and f cons v (cf. [34] ). To compute the variation of A with respect to the flow maps, we consider the one-parameter families of flow maps
with a solenoidal y u . Hence, the variation of the action functional A with respect to x u yields
To accomodate for the constraint div xuỹ u , we add the Lagrange multiplier ∇ xu p. Therefore, we have
on Ω t u . For the variation with respect to x v , we obtain
Similar to the computations in [37] , we derive for the first integral
For the second integral on the right-hand side of (2.15) we compute
(2.17)
To deal with the last term, we compute
and therefore obtain 
This yields
on Ω t v . In (2.14) and (2.21), we stated expressions for the conservative forces f cons u and f cons v on Ω t u and Ω t v , respectively. The issue of obtaining expressions on different domains is completely owed to the fact that we tracked material points moving with different velocities. However, due to the periodicity assumption, the derived expressions are valid on each periodicity cell Ω. As we are no longer interested in the Lagrangian coordinate hiding behind the Eulerian points, we may fix Ω = (0, 1) d , drop the indices, and obtain
Applying the maximum dissipation principle. Using the maximum dissipation principle [31, 32] , we perform variations on the dissipation functional with respect to the velocities u and v to obtain expressions for the dissipative forces. The dissipation functional is half of the total rate of energy dissipation D which is defined as
Here, the first integral describes the dissipation due to the viscosity of the fluid, while the second integral describes the dissipation due to friction, i.e. due to particle movement relative to the ambient fluid. Similar to (2.12), we define u ε := u + εw u , where w u is an arbitrary regular function with div w u = 0, and v ε := v + εw v . Then, the variation with respect to the solenoidal fluid velocity u provides
The variation with respect to v yields
Hence, the variation of the dissipation functional with respect to the flow maps provides the negative dissipative forces (cf. [34] )
The classical Newton's force balance law states f cons + f diss = 0. As this force balance is associated with material points, it depends on the flow map describing their evolution. Therefore, particles, whose position is given by x u , have to satisfy f cons u + f diss u = 0, while particles, whose position is described by x v , have to satisfy the force balance law [38, 29] ). Consequently, we obtain
Combining (2.29) with the evolution equation (2.5) provides model (1.9). We want to highlight that our approach using two flow maps differs only in the director equation (1.9a) from the widely-used Ericksen-Leslie model. The Navier-Stokes equations with the orientation dependent force terms remain the same, as a comparison with the model derived in [37] shows.
Remark 2.1. In this manuscript, we decided to include the length constraint |d| ≡ 1 via the penalty function W (d) = 1 4γ (1 − |d| 2 ) 2 . Other approaches to include the constraints are the application of Lagrange multipliers or the assumption that the molecules are spherical, which corresponds to choosing α = 0.5. In the latter case, the evolution equation (1.9a) simplifies to
When multiplying (2.30) by d, the last term including the skew-symmetric gradient of the velocity vanishes and we obtain
i.e. when initial length of the director is constant, |d| remains constant and no additional constraint on |d| is needed. However, this approach fails for non-spherical molecules. We also refrain from using Lagrange multipliers, as the analytical treatment of the resulting model requires a stronger regularization.
Existence of weak solutions
In this section, we will establish the existence of weak solutions to a regularized version of (1.9). In this version, we add a small portion of the chemical potential weighted with 0 < ε < < 1 in (1.9a) and obtain
in Ω with periodic boundary conditions. Similar to the L 2 -gradient term in (1.8) , the regularization −εµ can not be derived via the EnVarA. However, in contrast to (1.1), its influence on the evolution of d depends on ε which can be chosen arbitrarily small. Throughout this section, we will use the following notation for the function spaces. By W k,p (Ω), we denote the space of k-times weakly differentiable functions with weak derivatives in L p (Ω). For p = 2, we will denote the Hilbert spaces W k,2 (Ω) andẆ k,2 (Ω) by H k (Ω) andḢ k (Ω), respectively. Furthermore, we introduce the spaces of (weakly) solenoidal functions given by
To denote the subspaces containing functions which are periodic on Ω, we will use the subscript 'per'. For a Banach space X and a time interval I, the symbol L p (I; X) stands for the parabolic space of L p -integrable functions on I with values in X, while W k,p (I; X) denotes ktimes weakly differentiable functions from I to X with weak derivatives in L p (I; X). Furthermore, we use the notation ∂ − τ f (t) := τ −1 (f (t) − f (t − τ )) for backward difference quotients in time of functions in L 1 (I; X). We will sometimes write Ω T for Ω × (0, T ). The main result of this section is stated in the following theorem and will be proven in the Sections 3.1 and 3.2.
) be a periodic cell. Then for given initial data
). This triple of functions solves (3.1) in the following weak sense:
Existence of time discrete solution. We start by discretizing (3.1) in space and time. Therefore, we subdivide the time interval I := [0, T ) in intervals I n := [t n , t n+1 ) with t n+1 = t n + τ (n = 0, ..., N − 1) for a time increment τ = T N > 0 such that t N = T . To discretize the velocity field, we use normalized eigenfunctions of the Stokes operator with zero mean in a periodic domain, i.e. we consider
(3.10) Here, 0 < κ 1 ≤ κ 2 ≤ ... are the eigenvalues of the Stokes operator. These eigenfunctions v i are smooth and the sequence {v i } i=1,...,∞ forms an orthogonal basis ofL 2 div,per (Ω) (cf. [35] ). We will denote the corresponding finite dimensional subspace defined by the first k eigenfunctions by H k,div := span {v 1 , ..., v k }. As H 1 per (Ω) is separable, we may identify a countable orthonormal basis {θ k } k∈N and define finite dimensional subspaces H k := span {θ 1 , ...,θ k } such that k∈N H k is dense in H 1 per (Ω).
Defining the abbreviation
we look for Galerkin solutions d n k ∈ H k , µ n k ∈ H k , and u n k ∈ H k,div tô
where d n−1 k ∈ H k and u n−1 k ∈ H k,div are projections of given d n−1 ∈ H 1 per (Ω) and u n−1 ∈ L 2 div,per (Ω). Here, we decomposed W into a convex and a concave part and denoted the corresponding variations by f + and f − . In particular, we use
independently of k and τ .
Proof. Testing (3.12a) by τ µ n k and (3.12b) by d n k − d n−1
(3.15) Testing (3.12c) by τ u n k shows
(3.16)
Combining (3.15) and (3.16) , we obtain
which provides the result. ∈ H k,div be given. Then, there exists a solution d n k ∈ H k , µ n k ∈ H k , and u n k ∈ H k,div to (3.12). Proof. Noting that for given d n k and d n−1 k the existence of µ n k is clear, we define µ k (d k ) viaˆΩ
With the above definition, the existence of solutions to (3.12) is equivalent to the existence of a root of a function G :
and
for all θ k ∈ H k and w k ∈ H k,div . Under the assumption that G has no root in B R :=
is continuous. According to Brouwer's fixed point theorem, T has at least one fixed point (d * , u * ). Obviously, this fixed point satisfies d * 2 H 1 (Ω) + u * 2 L 2 (Ω) = R 2 . In the following, we will show that
for R large enough. This contradiction shows that G has at least one root and therefore (3.12) has at least one solution.
To prove the second inequality in (3.21) , test G d (d * , u * ) by µ k (d * ) and G u (d * , u * ) by u * . Similar to the computations in the proof of Lemma 3.2, we obtain
is a fixed point of T provides the desired inequality. To establish the first inequality in (3.21), we test (d * , u * ) by (µ k (d * ), u * ) to obtain 
for all θ k ∈ H k . As the right-hand side of (3.25) is in L 2 per (Ω), standard regularity results provide (3.24) . Lemma 3.6. Let the triple (µ n k , d n k , u n k ) be a solution to (3.12) . Then, there exists µ n ∈ L 2 per (Ω), d n ∈ H 2 per (Ω), and u n ∈Ḣ 1 div,per (Ω) and a subsequence -again denoted by
The convergence expressed in (3.26a)-(3.26e) is a direct consequence of the bounds established in Lemma 3.2 and Lemma 3.5. Concerning (3.26f), the bound in Lemma 3.2 provides the weak convergence towards some limit denoted by V which we have to identify with the right-hand side of (3.26f). Choosing θ ∈ C ∞ per (Ω), we computê
These results allow to pass to the limit in (3.12) . We again use the abbreviation v n := µ n · ∇d n + α div {µ n ⊗ d n } − (1 − α) div {d n ⊗ µ n } for the additional velocity and obtain ..,N be solutions to (3.28) for n = 1, ..., N and given initial data d 0 ∈ H 1 per (Ω) and u 0 ∈L 2 0,div (Ω). Then
From Hölder's inequality and the Gagliardo-Nirenberg inequality, we obtain
(3.32)
Combining (3.32) with |´Ω µ n · θ| ≤ µ n L 2 (Ω) θ H 1 (Ω) and taken the 4/3 power provides
Applying Young's inequality with exponents 3/2 and 3 shows Applying Hölder's inequality and the Gagliardo-Nirenberg inequality together with standard embedding theorems yields 
Again, multiplying by τ , summing over all time steps and applying the results of Lemma 3.7 provides (3.30b).
With these results, we pass to the limit τ 0. For this purpose, we define timeinterpolants of time-discrete functions a n , n = 0, ..., N , and introduce some time-indexfree notation as follows. a τ (., t) := t−t n−1 τ a n (.) + t n −t τ a n−1 (.) t ∈ [t n−1 , t n ], n ≥ 1 , (3.41a) a τ,+ (., t) := a n (.), a τ,− (., t) := a n−1 (.) t ∈ (t n−1 , t n ], n ≥ 1 .
(3.41b)
We want to point out that the time derivative of a τ coincides with the difference quotient, i.e.
∂ t a τ = ∂ t t−t n−1 τ a n + t n −t τ a n−1 = 1 τ a n − 1 τ a n−1 = ∂ − τ a n .
(3.42)
If a statement is valid for a τ , a τ,+ , and a τ,− , we use the abbreviation a τ,(±) . With this notation, our system reads as follows. in L 2 (0, T ; L 2 per (Ω)), where d ∈ {2, 3} denotes the spatial dimension. Proof. The first convergence results are a direct consequence of the bounds (3.44) and the Aubin-Lions lemma. The last result can be shown following the lines of the proof of (3.26f) in Lemma 3.6.
Using these results, we may pass to the limit τ 0 in (3.43) which completes the proof of Theorem 3.1.
