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In this paper, we rigorously establish an existence theorem of periodic solutions for the
competition of Lotka–Volterra dynamic systems with a time delay and diffusion on time
scales. It is shown that the existence of periodic solutions depend on the parameters of the
model. It is also shown that a known result in the literature can can carry over quite easily
to its discrete counterpart, and amuchmore accurate result can be obtainedwhen studying
the dynamic system on time scales. Moreover, one example is given to illustrate the result
obtained.
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1. Introduction
Since the theory of time scales was introduced by Stefan Hilger in his Ph.D. thesis in 1988, the study of dynamic equations
on time scales has absorbed the interest ofmany scholars (see e.g., [1–8]). The twomain features of the theory on time scales
are unification and extension, and it allows a simultaneous treatment of differential equations and difference equations,
extending those theories to so-called dynamic equations. An extension to dynamic equations on time scales can be found
in [1,3–6].
Frequently, the environments of most natural populations undergo temporal variation, causing changes in the growth
characteristics of these populations. One of the methods of incorporating temporal nonuniformity of the environments in
models is to assume that the parameters are periodic with the same period of the time variable.
Let T be a time scale i.e., T is an arbitrary nonempty closed subset of the real numbers R. In this paper, we are concerned
with the existence of periodic solutions of the following periodic competition Lotka–Volterra dynamic system with time
delay and diffusion on time scales:
x∆1 (t) = r1(t)− p1(t)− f1(t)ex1(t) + p1(t)ex2(t)−x1(t) −
g1(t)ey(t−τ)
ex1(t−τ) + β(t)ey(t−τ) ,
x∆2 (t) = r2(t)− p2(t)− f2(t)ex2(t) + p2(t)ex1(t)−x2(t),
y∆(t) = r3(t)− f3(t)ey(t) − g2(t)e
x1(t−τ)
ex1(t−τ) + β(t)ey(t−τ) ,
(1.1)
where y(t) and x1(t) represent the population density of species y and species x in patch 1, x2(t) is the density of species
x in patch 2. Species x can diffuse between two patches, while species y is confined to patch 1 to compete with species x.
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τ > 0 is a delay due to gestation. pi(t) (i = 1, 2) are strictly positive rd-continuous ω-periodic functions and denote the
dispersal rate of species y in the i the patch (i = 1, 2). ri(t), fi(t) (i = 1, 2, 3), gj(t), (j = 1, 2) and β(t) are strictly positive
rd-continuous ω-periodic functions.
Some special cases of the dynamic system (1.1) are incorporated. For example, if we set Ni(t) = exi(t), P(t) = ey(t)
and T = R (the real numbers), for i = 1, 2, then system (1.1) is reformulated as the following continuous competition
Lotka–Volterra system with time delay and diffusion:
N ′1(t) = N1(t)
[
r1(t)− f1(t)N1(t)− g1(t)P(t − τ)N1(t − τ)+ β(t)P(t − τ)
]
+ p1(t)[N2(t)− N1(t)]
N ′2(t) = N2(t) [r2(t)− f2N2(t)]+ p2(t)[N1(t)− N2(t)],
P ′(t) = P(t)
[
r3(t)− f3(t)P(t)− g2(t)N1(t − τ)N1(t − τ)+ β(t)P(t − τ)
]
.
(1.2)
Cui and Chen [9], Sun and Chen etc. [10] studied the uniform persistence, global asymptotic stability and the periodicity of
system (1.2). If we set N(t) = exi(t), P(t) = ey(t) and T = Z (the integers), for i = 1, 2, then system (1.1) is reduced to the
following discrete competition Lotka–Volterra dynamic system with time delay and diffusion:
N1(t + 1) = N1(t)er1(t)−f1(t)N1(t)−
g1(t)P(t−τ)
N1(t−τ)+β(t)P(t−τ)+
p1(t)[N2(t)−N1(t)]
N1(t) ,
N2(t + 1) = N2(t)er2(t)−f2N2(t)+
p2(t)[N1(t)−N2(t)]
N2(t) ,
P(t + 1) = P(t)er3(t)−f3(t)P(t)−
g2(t)N1(t−τ)
N1(t−τ)+β(t)P(t−τ) .
(1.3)
It is known to all that system (1.3) is one discrete analogue of system (1.2).
Since there are many other time scales than just the set of real numbersR or the set of integers Z, we would have amuch
more general result by investigating dynamic system (1.1) on time scales.
In recent years, by employing various continuation theorems in the coincidence degree, studying the existence of periodic
solutions has been of great interest to many scholars (see, e.g., [11,2,12–15,10,16,17]). However, they are rarely applied in
studying dynamic equations on time scales.
It is therefore interesting to study the existence of periodic solutions of (1.1) on time scales, and this is our objective in
this paper. To our best knowledge, (1.1) has not been investigated on time scales so far.
By using the well-knownMawhin’s continuation theorem, we show easily verified criteria which ensure the existence of
ω-periodic solutions of (1.1) on time scales. Our results incorporate and extend a known result in the literature essentially
as a special case when the time scale is chosen as the real numbers.
This paper is organized as follows. In Section 2, we first present some basic definitions and results on time scales; then
we give some elements of topological degree theory. Section 3 is devoted to proving our main result (see Theorem 3.1)
making use of Mawhin’s continuation theorem (see Lemma 2.3) on time scales. As application, Section 4 is reserved to give
one example (see Example 4.1) to illustrate our result obtained.
2. Preliminaries
First, we will provide without proof several definitions and results from the calculus on time scales. For more details, one
can refer to [1,3,4].
Let p, ω > 0. Throughout this paper, the time scales we considered are always assumed to be p-periodic (i.e., t ∈ T
implies t ± p ∈ T) and unbounded above and below, such as R, ωZ, and⋃k∈Z[2(k− 1)p, 2kp]. We denote
κ = min
{
R+
⋂
T
}
, Iω = [κ, κ + ω]
⋂
T.
Definition 2.1. The forward jump operator σ : T→ T and the backward jump operator ρ : T→ T are defined by
σ(t) := inf{s ∈ T : s ≥ t}, ρ(t) := sup{s ∈ T : s ≤ t},
respectively, for any t ∈ T. If σ(t) = t , then t is called right–dense (otherwise: right–scattered), and if ρ(t) = t , then t is
called left–dense (otherwise left–scattered).
Definition 2.2. Assume that f : T→ R and fix t ∈ T. Then f is called differential at t ∈ T if there exists a c ∈ R such that
given ε > 0, there is a open neighborhood U of t such that
|[f (σ (t))− f (s)]− c [σ(t)− s]| ≤ ε |σ(t)− s| , s ∈ U .
In this case, c is called the delta (or Hilger) derivative of f at t ∈ T, and is denoted by c = f ∆(t).
Remark 2.1. We say that f is delta (Hilger) differential on T if f ∆(t) exists for all t ∈ T. A function F : T→ R is called an
antiderivative of f : T→ R provided that F∆(t) = f (t) for all t ∈ T. Then we define∫ s
r
f (t)∆t = F(s)− F(r), r, s ∈ T.
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Definition 2.3. A function f : T → R is called rd-continuous if it is continuous at right-dense points in T and its left-
sided limits exist (finite) at left-dense points in T. The set of rd-continuous functions f : T → R will be denoted by
Crd = Crd(T) = Crd[T, R).
Remark 2.2. Every rd-continuous function has an antiderivative. Every continuous function is rd-continuous.
Lemma 2.1. If a, b ∈ T, α, β ∈ R and f , g ∈ Crd(T), then
(a1)
∫ b
a [αf (t)+ βg(t)]∆t = α
∫ b
a f (t)∆t + β
∫ b
a g(t)∆t;
(a2) if f (t) ≥ 0 for all a ≤ t ≤ b, then ∫ ba f (t)∆t ≥ 0;
(a3) if |f (t)| ≤ g(t) on [a, b) := {t ∈ T : a ≤ t < b}, then
∣∣∣∫ ba f (t)∆t∣∣∣ ≤ ∫ ba g(t)∆t.
Lemma 2.2 ([2]). Let t∗ ∈ Iω and t ∈ T. If g : T→ R is ω-periodic, i.e., b(t + ω) = b(t) and ω = np for all t ∈ T, n ∈ N (the
natural numbers), then
g(t) ≥ g(t∗)−
∫ κ+ω
κ
∣∣g∆(s)∣∣∆s.
Remark 2.3. If T = R, then the inequalities are standard for the Riemann integral, while if T = Z, the Lemma 2.2 reduced
to Lemma 3.2 established by Fan and Wang [12].
Next, we list the following well known elements which are crucial in our arguments. For more details, one can refer
to [13].
Let S1 and S2 be two Banach spaces. Consider an operator equation:
Lx = λNx, λ ∈ (0, 1), (2.1)
where L : Dom L ∩ S1 → S2 is a linear operator, N : S1 → S2 is a continuous operator and λ is a parameter. Let P and Q
denote two projectors P : S1 → S1 and Q : S2 → S2 such that Im P = Ker L and Im L = KerQ = Im (I − Q ). It follows that
L|Dom L∩Ker P : (I − P) S1 → Im L is invertible. We denote the inverse of this map by Kp. IfΩ is a bounded open subset of S1,
the mapping of N is called L-compact on Ω¯ if QN(Ω¯) is bounded and Kp(I − Q )N : Ω¯ → S1 is compact. Because ImQ is
isomorphic to Ker L, there exists an isomorphism J : Im Q → Ker L.
Recall that operator Lwill be called a Fredholm operator of index zero if dimKer L = codim Im L <∞, and Im L is closed
in S2.
Lemma 2.3 ([13] Continuation Theorem). Let L be a Fredholm mapping of index zero and let N be L-compact on Ω¯ . Suppose
(b1) for each λ ∈ (0, 1), every solution x of Lx = λNx is such that x 6∈ ∂Ω;
(b2) QNx 6= 0 for each x ∈ ∂Ω ∩ Ker L, and deg {JQN, Ω, θ} 6= 0.
Then the equation Lx = Nx has at least one solution lying in Dom L ∩ Ω¯ .
To facilitate the discussion below, throughout this paper we adopt the following notations, and all the other notations
appearing in this paper are defined analogously.
b¯ = 1
ω
∫
Iω
b(s)∆s, bl = min
t∈Iω
b(t), bM = max
t∈Iω
b(t),
where b ∈ Crd(T) is an ω-periodic real function.
3. Main results
Before we formulate the main results obtained in this paper, we first embed our problem into the frame of Lemma 2.3.
Define
Ψ = {u = (x1(t), x2(t), y(t))T ∈ C(T,R3) : xi(t + ω) = xi(t), y(t + ω) = y(t)}
be equipped with the norm ‖u‖ = ∑2i=1maxt∈Iω |xi(t)| + maxt∈Iω |y(t)|, for i = 1, 2, t ∈ T, u ∈ Ψ . Then Ψ is a Banach
space. Take S1 = S2 = Ψ . Let
Nu(t) = (Φ1(t), Φ2(t), Φ3(t))T , Lu(t) =
(
x∆1 (t), x
∆
2 (t), y
∆(t)
)T
,
and
Pu = Qu =
(
1
ω
∫
Iω
x1(t)∆t,
1
ω
∫
Iω
x2(t)∆t,
1
ω
∫
Iω
y(t)∆t
)T
,
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where u ∈ Ψ ,
Φ1(t) = r1(t)− p1(t)− f1(t)ex1(t) + p1(t)ex2(t)−x1(t) − g1(t)e
y(t−τ)
ex1(t−τ) + β(t)ey(t−τ) ,
Φ2(t) = r2(t)− p2(t)− f2(t)ex2(t) + p2(t)ex1(t)−x2(t),
Φ3(t) = r3(t)− f3(t)ey(t) − g2(t)e
x1(t−τ)
ex1(t−τ) + β(t)ey(t−τ) .
With the above definitions, we obtain
Ker L = {u ∈ Ψ : u = h = (h1, h2, h3)T ∈ R3, t ∈ T} ,
Im L =
{
u ∈ Ψ :
∫
Iω
xi(t)∆t = 0,
∫
Iω
y(t)∆t = 0, t ∈ T, i = 1, 2
}
,
P, Q are continuous projectors such that
Im P = Ker L, Im L = KerQ = Im (I − Q ),
Im L is closed in S2, and
dimKer L = 3 = codim Im L.
Hence, L is a Fredholmmapping of index zero. Furthermore, the generalized inverse (to L) Kp : Im L→ Dom L⋂Ker P exists
and is given by
Kpu = (X1, X2, Y )T ,
where
Xi =
∫ t
κ
xi(s)∆s− 1
ω
∫
Iω
∫ t
κ
xi(s)∆s∆t, Y =
∫ t
κ
y(s)∆s− 1
ω
∫
Iω
∫ t
κ
y(s)∆s∆t
for i = 1, 2. Thus
QNu =
(
1
ω
∫
Iω
Φ1 (s)∆s,
1
ω
∫
Iω
Φ2 (s)∆s,
1
ω
∫
Iω
Φ3 (s)∆s
)T
,
and
Kp(I − Q )Nu = (Θ1(t), Θ2(t), Θ3(t))T ,
where
Θi (t) =
∫ t
κ
Φi(s)∆s− 1
ω
∫
Iω
∫ t
κ
Φi(s)∆s∆t −
[
t − κ − 1
ω
∫
Iω
(t − κ)∆t
]
Φ¯i,
for i = 1, 2, 3.
Clearly,QN andKp(I−Q ) are continuous. By using theArzela–Ascoli theorem, one can show thatKp(I−Q )(Ω¯) is relatively
compact for any open bounded setΩ ∈ S1. Moreover, QN(Ω¯) is bounded. Thus, N is L-compact on Ω¯ for any open bounded
setΩ ⊂ S1.
After the above preparations, we now are in the position to present and prove our main result.
Theorem 3.1. Suppose that r¯3 > g¯2 and r¯1β l > g1M . Then dynamic system (1.1) has at least one ω-periodic solution.
Proof. Corresponding to the operator equation (2.1) we have
x∆1 (t) = λ
[
r1(t)− f1(t)ex1(t) + p1(t)(ex2(t)−x1(t) − 1)− g1(t)e
y(t−τ)
ex1(t−τ) + β(t)ey(t−τ)
]
,
x∆2 (t) = λ
[
r2(t)− p2(t)− f2(t)ex2(t) + p2(t)ex1(t)−x2(t)
]
,
y∆(t) = λ
[
r3(t)− f3(t)ey(t) − g2(t)e
x1(t−τ)
ex1(t−τ) + β(t)ey(t−τ)
]
.
(3.1)
Assume that u = (x1(t), x2(t), y(t))T ∈ S1 is a solution of (3.1) for λ ∈ (0, 1), we confirm there exists a R1 > 0 such that
‖u‖ < R1.
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Because u ∈ S1, there exists ti ∈ Iω (i = 1, 2, 3) such that x1(t1) = maxt∈Iω {x1(t)}, x2(t2) = maxt∈Iω {x2(t)}, y(t3) =
maxt∈Iω {y(t)}. Clearly, x∆i (ti) = 0, (i = 1, 2) and y∆(t3) = 0, which together with (3.1) gives
0 = r1(t1)− f1(t1)ex1(t1) + p1(t1)(ex2(t1)−x1(t1) − 1)− g1(t1)e
y(t1−τ)
ex1(t1−τ) + β(t1)ey(t1−τ) ,
0 = r2(t2)− f2(t2)ex2(t2) + p2(t2)(ex1(t2)−x2(t2) − 1),
0 = r3(t3)− f3(t3)ey(t3) − g2(t3)e
x1(t3−τ)
ex1(t3−τ) + β(t3)ey(t3−τ) .
(3.2)
If x1(t1) ≥ x2(t2), then x1(t1) > x2(t1). From the first equation of (3.2) we obtain
f1(t1)ex1(t1) = r1(t1)− p1(t1)+ p1(t)ex2(t)−x1(t) − g1(t1)e
y(t1−τ)
ex1(t1−τ) + β(t1)ey(t1−τ)
≤ r1(t1),
which implies
x2(t2) ≤ x1(t1) ≤ ln r1(t1)f1(t1) ≤ ln
(
r1
f1
)M
. (3.3)
If x1(t1) < x2(t2), then x1(t2) < x2(t2). From the second equation of (3.2) we get
f2(t2)ex2(t2) = r2(t2)− p2(t2)+ h2(t2)ex1(t2)−x2(t2)
≤ r2(t2),
which implies
x1(t1) < x2(t2) ≤ ln r2(t2)f2(t2) ≤ ln
(
r2
f2
)M
. (3.4)
By analogue arguments to the third equation of (3.2) yields
y(t3) ≤ ln
(
r3
f3
)M
. (3.5)
We now choose ηi ∈ Iω (i = 1, 2) such that x1(η1) = mint∈Iω x1(t), x2(η2) = mint∈Iω x2(t), then we have by similar
reasons as (3.2)0 = r1(η1)− f1(η1)ex1(η1) + p1(η1)(ex2(η1)−x1(η1) − 1)−
g1(η1)ey(η1−τ)
ex1(η1−τ) + β(η1)ey(η1−τ) ,
0 = r2(η2)− f2(η2)ex2(η2) + p2(η2)(ex1(η2)−x2(η2) − 1).
(3.6)
If x1(η1) ≥ x2(η2), then x1(η2) ≥ x2(η2). By the second equation of (3.6), we get
f2(η2)ex2(η2) = r2(η2)+ p2(η2)(ex1(η2)−x2(η2) − 1)
≥ r2(η2),
which implies
x1(η1) ≥ x2(η2) ≥ ln r2(η2)f2(η2) ≥ ln
(
r2
f2
)l
. (3.7)
If x1(η1) < x2(η2), then x1(η1) < x2(η1). By the first equation of (3.6) we get
f1(η1) = r1(η1)+ p1(η1)(ex2(η1)−x1(η1) − 1)− g1(η1)e
y(η1−τ)
ex1(η1−τ) + β(η1)ey(η1−τ)
≥ r1(η1)− g1(η1)
β(η1)
.
According to the hypothesis (r1β)l > (g1)l in Theorem 3.1, we obtain
x2(η2) > x1(η1) > ln
(
r1β − g1
βf1
)l
. (3.8)
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Combing (3.3) and (3.4) with (3.7) and (3.8), it is easily confirmed that
|x1(t)| + |x2(t)| ≤ 2M1, (3.9)
where
M1 := max
{∣∣∣∣∣ln
(
r1
f1
)M ∣∣∣∣∣ ,
∣∣∣∣∣ln
(
r2
f2
)M ∣∣∣∣∣ ,
∣∣∣∣∣ln
(
r2
f2
)l∣∣∣∣∣ ,
∣∣∣∣∣ln
(
r1β − g1
βf1
)l∣∣∣∣∣
}
.
On the other hand, integrating the third equation of (3.1) over the set Iω gives∫
Iω
(
f3(t)ey(t) + g2(t)e
x1(t−τ(t))
ex1(t−τ) + β(t)ey(t−τ)
)
∆t = ωr¯3. (3.10)
It follows from the first equation of (1.1) and (3.10) that∫
Iω
|y(t)|∆t ≤
∫
Iω
(
r3(t)+ f3(t)ey(t) + g2(t)e
x1(t−τ)
ex1(t−τ) + β(t)ey(t−τ)
)
∆t = 2ωr¯3. (3.11)
Again from (3.10) we obtain
f¯3max
t∈Iω
{
ey(t)
} ≥ r¯3 − g¯2.
Since u ∈ S1 and the hypothesis r¯3 > g¯2 in Theorem 3.1, there is a ξ ∈ Iω such that
y(ξ) ≥ ln r¯3 − g¯2
f¯3
. (3.12)
Thus, we have from (3.11) and (3.12) and Lemma 2.2 for any t ∈ Iω
y(t) ≥ y(ξ)−
∫
Iω
|y(t)|∆t ≥ ln r¯3 − g¯2
f¯3
− 2ωr¯3. (3.13)
Combing (3.5) with (3.13), we obtain
|y(t)| ≤ max
{∣∣∣∣∣ln
(
r3
f3
)M ∣∣∣∣∣ ,
∣∣∣∣ln r3β − g2βf3 − 2ωr¯3
∣∣∣∣
}
=: M2.
Set R1 = 2M1 +M2 + 1, then ‖u‖ < R1. Obviously, R1 is independent of the choice of λ ∈ (0, 1).
Next let us consider the following algebraic equations for h = (h1, h2, h3)T ∈ R3, where µ ∈ [0, 1] is a parameter.
0 = r¯1 − f¯1eh1 + µ
(
−p¯1 + p¯1eh2−h1 − e
h3
ω
∫
Tω
g1(t)
eh1 + β(t)eh3 ∆t
)
,
0 = r¯2 − f¯2eh2 + µ
(−p¯2 + p¯2eh1−h2) ,
0 = r¯3 − f¯3eh3 − µe
h1
ω
∫
Tω
g2(t)
eh1 + β(t)eh3 ∆t.
(3.14)
We confirm that there exists a constant R2 > 0 such that any solution h = (h1, h2, h3)T ∈ R3 of (3.14) satisfies ‖h‖ < R2.
If h2 ≤ h1, then from the first two equations of (3.14) we obtainf¯1eh1 = r¯1 + µ
(
−p¯1 + p¯1eh2−h1 − e
h3
ω
∫
Iω
g1(t)
eh1 + β(t)eh3 ∆t
)
≤ r¯1,
f¯2eh2 = r¯2 + µ
(−p¯2 + p¯2eh1−h2) ≥ r¯2, (3.15)
which implies
ln
r¯2
f¯2
≤ h2 ≤ h1 ≤ ln r¯1
f¯1
. (3.16)
Analogously, if h1 < h2, we havef¯1eh1 = r¯1 + µ
(
−p¯1 + p¯1eh2−h1 − e
h3
ω
∫
Iω
g1(t)
eh1 + β(t)eh3 ∆t
)
> r¯1 − g
M
β l
,
f¯2eh2 = r¯2 + µ
(−p¯2 + p¯2eh1−h2) < r¯2. (3.17)
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By virtue of the hypothesis r¯1β l > g1M in Theorem 3.1, we obtain
ln
(
r¯1β l − gM
f¯1g l
)
≤ h1 < h2 ≤ ln r¯2
f¯2
.
Thus, if we set
max
{∣∣∣∣ln r¯1f¯1
∣∣∣∣ , ∣∣∣∣ln r¯2f¯2
∣∣∣∣ , ∣∣∣∣ln( r¯1β l − gMf¯1g l
)∣∣∣∣} =: M3.
Then, |x1| + |x2| ≤ 2M3.
On the other hand, the third equation of (3.14) implies that
r¯3 − g¯2 ≤ f¯3ey ≤ r¯3.
It follows that
|y| ≤ max
{∣∣∣∣ln r¯3f¯3
∣∣∣∣ , ∣∣∣∣ln r3 − g2f¯3
∣∣∣∣} =: M4.
Set R2 = 2M3 +M4 + 1, then any solution h of (3.14) satisfies ‖h‖ < R2.
We now take R = R1 + R2, and defineΩ = {u ∈ X : ‖u‖ < R}. Due to the above arguments, we conclude that condition
(b1) in Lemma 2.3 is satisfied.
When u ∈ ∂Ω ∩ R3, u is a constant vector in R3, then QNu 6= 0 sine QNu = 0 is (3.14) with µ = 1.
Finally, we shall show that deg {JQN,Ω, θ} 6= 0, where θ := (0, 0, 0)T. In order to do so, let us consider the homotopy
Hνh = νQNh+ (1− ν)Gh, ν ∈ [0, 1],
where
Gh =
r¯1 − f¯1eh1r¯2 − f¯2eh2
r¯3 − f¯3eh3
 .
When h ∈ ∂Ω ∩ R3, h is a constant vector with ‖h‖ = R. From the above discussion we know that Hνh 6= θ on ∂Ω ∩ Ker L.
Therefore, by the homotopy invariance of topology degree, a simple calculation leads to
deg (JQN, ∂Ω ∩ Ker L, θ) = sign
(
−f¯1 f¯2 f¯3eh∗1+h∗2+h∗3
)
6= 0,
where deg(·, ·, ·) is the Brouwer degree, the isomorphism J can be chosen to be the identity mapping, since ImQ = Ker L
and (h∗1, h
∗
2, h
∗
3)
T is the unique solution of the following algebraic equationsr¯1 − f¯1e
h1 = 0,
r¯2 − f¯2eh2 = 0,
r¯3 − f¯3eh3 = 0.
Up to now, we have shown that all the requirements of Lemma 2.3 are fulfilled. Therefore, it follows by Lemma 2.3 that
(1.1) has at least one ω-periodic solution lying in Dom L ∩ Ω¯ . The proof is complete. 
Since the continuous system (1.2) (when T = R) and the discrete system (1.3) (when T = Z) are two special cases of
dynamic system (1.1), a direct consequence of Theorem 3.1 is the following corollary.
Corollary 3.1. Under the requirements of Theorem 3.1, (1.2) and (1.3) has at least one ω-periodic solution, respectively.
Remark 3.1. Our result indicates that the existence result of periodic solutions for continuous system (1.2) can carry over
quite easily to its discrete counterpart (1.3). Therefore, the study of dynamic system (1.1) on time scales avoids proving the
result twice, once for the continuous system and once for the discrete system.
Remark 3.2. Since there are many other time scales than just the set of real numbersR or the set of integers Z, we obtained
amuchmore general result of dynamic system (1.1) on time scales. Thus, our results obtained (see Theorem 3.1) incorporate
and extend a known result (see [10] Theorem 1.1) in the literature essentially as a special case when the time scale is chosen
as the real numbers.
4. Example
In this section, we present an example to illustrate our result obtained.
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Fig. 1. The solution of system (4.2).
Consider the following dynamic system on time scale T
x∆1 (t) = r1(t)− p1(t)− f1(t)ex1(t) + p1(t)ex2(t)−x1(t) −
g1(t)ey(t−τ)
ex1(t−τ) + β(t)ey(t−τ) ,
x∆2 (t) = r2(t)− p2(t)− f2(t)ex2(t) + p2(t)ex1(t)−x2(t),
y∆(t) = r3(t)− f3(t)ey(t) − g2(t)e
x1(t−τ)
ex1(t−τ) + β(t)ey(t−τ) ,
(4.1)
where r1(t) = 2 + sin t, r2(t) = 52 + sin t, r3(t) = 3 − cos t; p1(t) = 13 + sin t, p2(t) = 23 + sin t; f1(t) = 2 14 , f2(t) =
2 18 , f3(t) = 1 16 ; g1(t) = 3+ sin t, g2(t) = 2− cos t; β(t) = 5− sin t . τ = 1.
If we set Ni(t) = exi(t), P(t) = ey(t) and T = R+ (the nonnegative real numbers), for i = 1, 2, then system (4.1) is
reformulated as the following continuous competition Lotka–Volterra system with time delay and diffusion:
N ′1(t) = N1(t)
[
r1(t)− f1(t)N1(t)− g1(t)P(t − τ)N1(t − τ)+ β(t)P(t − τ)
]
+ p1(t)[N2(t)− N1(t)]
N ′2(t) = N2(t) [r2(t)− f2N2(t)]+ p2(t)[N1(t)− N2(t)],
P ′(t) = P(t)
[
r3(t)− f3(t)P(t)− g2(t)N1(t − τ)N1(t − τ)+ β(t)P(t − τ)
]
.
(4.2)
By the definitions of κ and Iω one can easily get κ = 0, and Iω = [κ, κ + ω] = [0, 2pi ]. It is easy to check that
r¯3 = 3 > 2 = g¯2, and r¯1β l = 2 × 4 = 8 > 4 = gM1 , which show that all the requirements in Theorem 3.1 are fulfilled.
Hence, by Theorem 3.1 the above dynamic system has at least one 2pi–periodic solution.
Numerical simulations of solutions for (4.2) and solutions tends to the 2pi–periodic solution see Fig. 1.
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