Abstract. We propose algorithms for producing weighted majority votes that learn by probing the empirical risk of a randomized (uniformly weighted) majority vote-instead of probing the zero-one loss, at some margin level, of the deterministic weighted majority vote as it is often proposed. The learning algorithms minimize a risk bound which is convex in the weights. Our numerical results indicate that learners producing a weighted majority vote based on the empirical risk of the randomized majority vote at some finite margin have no significant advantage over learners that achieve this same task based on the empirical risk at zero margin. We also find that it is sufficient for learners to minimize only the empirical risk of the randomized majority vote at a fixed number of voters without considering explicitly the entropy of the distribution of voters. Finally, our extensive numerical results indicate that the proposed learning algorithms are producing weighted majority votes that generally compare favorably to those produced by AdaBoost.
Introduction
Randomized majority votes (RMVs) were proposed by [9] as a theoretical tool to provide a margin-based risk bound for weighted majority votes such as those produced by AdaBoost [2] . Given a distribution Q over a (possibly continuous) space H of classifiers, a RMV is a uniformly weighted majority vote of N classifiers where each classifier is drawn independently at random according to Q. For infinitely large N , the RMV becomes identical to the Q-weighted majority vote over H. The RMV is an example of a stochastic classifier having a risk (i.e., a generalization error) that can be tightly upper bounded by a PAC-Bayes bound. Consequently, [6] have used the PAC-Bayes risk bound of [8] (see also [7] ) to obtain a tighter margin-based risk bound than the one proposed by [9] . Both of these bounds depend on the empirical risk, at some margin level θ, made by the Q-weighted majority vote and on some regularizer. In the case of [9] , the regularizer depends on the cardinality of H (or its VC dimension in the case of a continuous set) and, consequently, the only learning principle that can be inferred from this bound is to choose Q in order to maximize the margin. In the case of [6] , the regularizer depends on the Kullback-Leibler divergence KL(Q P ) between a prior distribution P and the posterior Q. Consequently, when P is uniform, the design principle inferred from this bound is to choose Q to maximize both the margin and the entropy. We emphasize that both of these risk bounds are NP-hard to minimize because they depend on the empirical risk at margin θ of the Q-weighted majority vote as measured by the zero-one loss. Maximum entropy discrimination [4] is a computationally feasible method to maximize the entropy while maintaining a large margin by using classification constraints on each training examples. This is done by incorporating a prior on margin values for each training example which yield slack variables similar as those used for the SVM. These classification constraints are introduced, however, in an ad-hoc way which does not follow from a risk bound.
In this paper, we propose to use PAC-Bayes bounds for the risk of the Qweighted majority vote, tighter than the one proposed by [6] , which depend on the empirical risk of the randomized (uniformly weighted) majority voteinstead of depending on the empirical risk of the deterministic Q-weighted majority vote. As we shall see, the risk of the randomized majority vote (RMV) on a single example is non convex. But it can be tightly upper-bounded by a convex surrogate-thus giving risk bounds which are convex in Q and computationally cheap to minimize. We therefore propose learning algorithms that minimize these convex risk bounds. These are algorithms that basically learn by finding a distribution Q over H having large entropy and small empirical risk for the associated randomized majority vote. Hence, instead of learning by probing the empirical risk of the deterministic majority vote (as suggested by [9] and [6] ), we propose to learn by probing the empirical risk of the randomized (uniformly weighted) majority vote. Our approach thus differs substantially from maximum entropy discrimination [4] where the empirical risk of the RMV is not considered.
Recently, [3] have also proposed learning algorithms that construct a weighted majority vote by minimizing a PAC-Bayes risk bound. However, their approach was restricted to the case of isotropic Gaussian posteriors over the set of linear classifiers. In this paper, both the posterior Q and the set H of basis functions are completely arbitrary. However, the algorithms that we present here apply only to the case where H is finite.
Our numerical results indicate that learners producing a weighted majority vote based on the empirical risk of the randomized majority vote at some finite margin θ have no significant advantage over learners that achieve this same task based on the empirical risk at zero margin. Perhaps surprisingly, we also find that it is sufficient for learners to minimize only the empirical risk of the randomized majority vote at a fixed number of voters without considering explicitly the entropy of the distribution of voters. Finally, our extensive numerical results indicate that the proposed learning algorithms are producing weighted majority votes that generally compare favorably to those produced by AdaBoost.
Definitions and PAC-Bayes Theory
We consider the binary classification problem where each example is a pair (x, y) such that y ∈ {−1, +1} and x belongs to an arbitrary set X . As usual, we assume that each example (x, y) is drawn independently according to a fixed, but unknown, distribution D on X × {−1, +1}.
The risk R(h) of any classifier h is defined as the probability that h misclassifies an example drawn according to D. Given a training set S = {(x i , y i ) , . . . , (x m , y m )} of m examples, the empirical risk R S (h) of h is defined by its frequency of training errors on S. Hence,
where I(a) = 1 if predicate a is true and 0 otherwise. The so-called PAC-Bayes theorems [10, 7, 5, 3] provide guarantees for a stochastic classifier called the Gibbs classifier. Given a distribution Q over a (possibly continuous) space H of classifiers, the Gibbs classifier G Q is defined in the following way. Given an input example x to classify, G Q chooses randomly a (deterministic) classifier h according to Q and then classifies x according to h(x). The risk R(G Q ) and the empirical risk R S (G Q ) of the Gibbs classifier are thus given by
To upper bound R(G Q ), we will make use of the following PAC-Bayes theorem due to [1] ; see also [3] . In contrast, [6] used the looser bound of [8] . 
where
The second inequality, obtained by using 1−e −x ≤ x, gives a looser bound which is, however, easier to interpret.
In Theorem 1, the prior distribution P must be defined a priori without reference to the training data S. Hence, P cannot depend on S whereas arbitrary dependence on S is allowed for the posterior Q. Finally note that the bound of Theorem 1 holds for any constant C. Thanks to the standard union bound argument, the bound can be made valid uniformly for k different values of C by replacing δ with δ/k.
Specialization to Randomized Majority Votes
Given a distribution Q over a space H of classifiers, we are often more interested in predicting according to the deterministic weighted majority vote B Q instead of the stochastic Gibbs classifier G Q . On any input example x, the output B Q (x) of B Q is given by
where sgn(s)= +1 if s> 0 and −1 otherwise. Theorem 1, however, provides a guarantee for R(G Q ) and not for the risk R(B Q ) of the weighted majority vote B Q . As an attempt to characterize the quality of weighted majority votes, let us analyze a special type of Gibbs classifier, closely related to B Q , that we call the randomized majority vote (RMV). Given a distribution Q over H and a natural number N , the randomized majority vote G Q N is a uniformly weighted majority vote of N classifiers chosen independently at random according to Q. Hence, to classify x, G Q N draws N classifiers {h k (1) , . . . , h k(N ) } from H independently according to Q and classifies x according to sgn (g (x)), where
We denote by g ∼ Q N , the above-described process of choosing N classifiers according to Q N to form g. Let us denote by W Q (x, y) the fraction of classifiers, under measure Q, that misclassify example (x, y):
For simplicity, let us limit ourselves to the case where N is odd. In that case,
Similarly, denote by W Q N (x, y) the fraction of uniformly weighted majority votes of N classifiers, under measure Q N , that err on (x, y):
Recall that W Q (x, y) is the probability that a classifier h ∈ H, drawn according to Q, err on x. Since yg (x) < 0 iff more than half of the classifiers drawn according to Q err on x, we have
Note that, with these definitions, the risk R(G Q N ) of the randomized majority vote G Q N and its empirical estimate R S (G Q N ) on a training set S of m examples are respectively given by
Since the randomized majority vote G Q N is a Gibbs classifier with a distribution Q N over the set of all uniformly weighted majority votes that can be realized with N base classifiers chosen from H, we can apply to G Q N the PAC-Bayes bound given by Theorem 1. To achieve this specialization, we only need to replace Q and P by Q N and P N respectively and use the fact that
Consequently, given this definition for G Q N , Theorem 1 admits the following corollary.
Corollary 1. For any distribution D, any set H of base classifiers, any distribution P of support H, any δ ∈ (0, 1], any positive real number C, and any non-zero positive integer N , we have
By the standard union bound argument, the above corollary will hold uniformly for k values of C and all N > 1 if we replace δ by 6δ k(Nπ) 2 (in view of the fact that 
and Corollary 1 provides an upper bound to R(B Q ) via this "factor of two" rule.
Margin Bound for the Weighted Majority Vote
Since the risk of the weighted majority vote can be substantially smaller that Gibbs' risk, it may seem too crude to upper bound R(B Q ) by 2R(G Q N ). One way to get rid of this factor of two is to consider the relation between R(B Q ) and Gibbs' risk R θ (G Q N ) at some positive margin θ. [9] have shown that
Hence, for sufficiently large N θ 2 , Equation 1 provides an improvement over the "factor of two rule" as long as 
Consequently,
We can thus assume, without loss of generality (w.l.o.g.), that θ can only take
The randomized majority vote G Q N thus misclassifies (x, y) at margin θ iff at least
where, for positive θ, 
Since N is a odd number, ξ θ N = 1/2 when θ = 0. Equation 1 was the key starting point of [9] and [6] In contrast, [6] used the PAC-Bayes bound of [8] 
This introduces a term in O (N/m)KL(Q P ) in the risk bound and thus provides a significant improvement over the bound of [9] whenever KL(Q P ) ln |H|. Here we propose to obtain an even tighter bound by making use of Theorem 1 to upper bound R θ (G Q N ). This gives the following corollary. 
To make this bound valid uniformly for any odd number N and for any of the (N + 1)/2 + 1 values of θ mentioned before, the standard union bound argument tells us that it is sufficient to replace δ by comparable to the corresponding regularizer. This can be achieved by choosing
Finally, it is important to mention that both [9] and [6] used
to write their upper bound only in terms of the empirical risk R 2θ S (B Q ) at margin 2θ of the weighted majority vote B Q , where
This operation, however, contributes to an additional deterioration of the bound which, because of the presence of R 2θ S (B Q ), is now NP-hard to minimize. Consequently, for the purpose of bound minimization, it is preferable to work with a bound like Corollary 2 which depends on R θ S (G Q N ) (and not on R 2θ S (B Q )).
Proposed Learning Algorithms
The task of the learning algorithm is to find the posterior Q that minimizes the upper bound of Corollary 1 or Corollary 2 for fixed parameters C, N and θ. Note that for both of these cases, this is equivalent to find Q that minimizes
Indeed, minimizing F (Q), when θ = 0, gives the posterior Q minimizing the upper bound on R(G Q N ) given by Corollary 1. Whereas minimizing F (Q), when θ > 0, gives the posterior Q minimizing the upper bound on R(B Q ) given by Corollary 2.
Note that, for any fixed example (x, y), W θ Q N (x, y) is a quasiconvex function of Q. However, a sum of quasiconvex functions is generally not quasiconvex and thus, not convex. Consequently, R θ S G Q N , which is a sum of quasiconvex functions, is generally not convex with respect to Q. To obtain a convex optimization problem, we replace R 
We thus propose to find Q that minimizes
We now restrict ourselves to the case where the set H of basis classifiers is finite. Let H def = {h 1 , h 2 , . . . , h n }. Given a distribution Q, let Q i be the weight assigned by Q to classifier h i .
For fixed N , F is a convex function of Q with continuous first derivatives. Moreover, F is defined on a bounded convex domain which is the n-dimensional probability simplex for Q. Consequently, any local minimum of F is also a global minimum. Under these circumstances, coordinate descent minimization is guaranteed to converge to the global minimum of F . To deal with the constraint that Q is a distribution, we propose to perform the descent of F by using pairs of coordinates. For that purpose, let Q j,k λ be the distribution obtained from Q by transferring a weight λ from classifier h k to classifier h j while keeping all other weights unchanged. Thus, for all i ∈ {1, . . . , n}, we have 
the bound of Corollary 2 holds whenever we replace R
θ S G Q N by R θ S G Q N .
4:
Choose j and k randomly from {1, 2, . . . , n}.
5:
λmin
Q k ← Q k − λopt 10: until Stopping criteria attained Note that in order for Q j,k λ to remain a valid distribution, we need to choose λ in the range [− min (
As described in Algorithm 1, each iteration of F minimization consists of the following two steps. We first choose j and k from {1, 2, . . . , n} and then find λ that minimizes F Q j,k λ . Since F is convex, the optimal value of λ at each iteration is given by
For the uniform prior (P i = 1/n ∀i), we have
Then we have
∂λ .
From the definition of W
Hence,
An iterative root-finding method, such as Newton's, can be used to solve Equation 6. Since we cannot factor out λ from the summation in Equation 6 (as it can be done for AdaBoost), each iteration step of the root-finding method costs Θ(m) time. Therefore, Equation 6 is solved in O(mk( )) time, where k( ) denotes the number k of iterations needed by the root-finding method to find λ opt within precision ε. Once we have found λ opt , we update Q with the new weights for Q j and Q k and update
in Θ(m) time. We repeat this process until all the weight modifications are within a desired precision ε . Finally, if we go back to Equation 4 and consider the fact that KL(Q P ) ≤ ln |H|, we note R θ S (G Q N ) can dominate N · KL(Q P ). This is especially true whenever S has the property that for any Q there exist some training examples having W Q (x, y) > 1/2. Indeed, in that case, the convexity of W Q (x, y) can force R θ S (G Q N ) to be always much larger than N · KL(Q P ) for any Q. In these circumstances, the posterior Q that minimizes R θ S (G Q N ) should be similar to the one that minimizes F (Q). Consequently, we have also decided to minimize R θ S (G Q N ) at fixed N . In this case, we can drop the C parameter and each iteration of the algorithm consists of solving Equation 6 without the presence of the logarithm term. Parameter N then becomes the regularizer of the learning algorithm.
Experimental Results
We have tested our algorithms on more than 20 data sets. Except for MNIST, all data sets come from the UCI repository. Each data set was randomly split into a training set S of |S| examples and a testing set T of |T | examples. The number d of attributes for each data set is also specified in Table 2 .
For all tested algorithms, we have used decision stumps for the set H of base classifiers. Each decision stump h ,t,b is a threshold classifier that outputs +b if the th attribute of the input example exceeds a threshold value t, and −b otherwise, where b ∈ {−1, +1}. For each attribute, at most ten equally spaced possible values for t were determined a priori.
The results for the first set of experiments are summarized in Table 1 . For these experiments, we have minimized the objective function F at zero margin as described by Algorithm 1 and have compared two different ways of choosing the hyperparameters N and C of F . For the Bound method, the values chosen for N and C were those minimizing the risk bound given by Corollary 1 on S whereas, for the CV -R(B Q ) method, the values of these hyperparameters were those minimizing the 10-fold cross-validation score (on S) of the weighted majority vote B Q . For all cases, R(B Q ) and R(G Q N ) refer, respectively, to the empirical risk of the weighted majority vote B Q and of the randomized majority vote G Q N computed on the testing set T . Also indicated, are the values found for N and C. In all cases, N was chosen among a set 4 of 17 values between 1 and 10 6 − 1 and C was chosen among a set 5 of 15 values between 0.02 and 1000.
As we can see in Table 1 , the bound values are indeed much smaller when N and C are chosen such as to minimize the risk bound. However, both the weighted majority vote B Q and the randomized majority vote G Q N obtained in this manner performed much worse than those obtained when C and N were Going back to Table 2 , we see that the results for Algorithm 1 when θ > 0 are competitive (but different) with those obtained at θ = 0. There is thus no competitive advantage at choosing a non-zero margin value (but there is no disadvantage either and no computational disadvantage since the value of θ is not chosen by cross-validation). Finally, the results indicate that both of these algorithms perform generally better than AdaBoost but the results are significant only on the Ringnorm data set.
As described in the previous section, we have also minimized R θ S (G Q N ) at a fixed number of voters N , which now becomes the regularizer of the learning algorithm. This algorithm has the significant practical advantage of not having an hyperparameter C to tune. Three versions of this algorithm are compared in Table 4 . In the first version, R θ S (G Q N )-min, the value of θ was selected based on the 10-fold cross-validation score (on S) of B Q . In the second version, the value of θ was fixed to (1/N ) ln(2m). In the third version, the value of θ was fixed to zero. We see, in Table 4 , that all three versions are competitive to one another. The difference in the results was never statistically significant. Hence, again, there is no competitive advantage at choosing a non-zero margin value for the empirical risk of the randomized majority vote. We also find that results for all three versions are competitive with AdaBoost. The difference was significant 
Conclusion
In comparison with other state-of-the-art learning strategies such as boosting, our numerical experiments indicate that learning by probing the empirical risk of the randomized majority vote is an excellent strategy for producing weighted majority votes that generalize well. We have shown that this learning strategy is strongly supported by PAC-Bayes theory because the proposed risk bound immediately gives the objective function to minimize. However, the precise weighting of the KL regularizer versus the empirical risk that appears in the bound is not the one giving the best generalization. In practice, substantially less weighting should be given to the regularizer. In fact, we have seen that minimizing the empirical risk of the randomized majority vote at a fixed number of voters, without considering explicitly the KL regularizer, gives equally good results. Among the different algorithms that we have proposed, the latter appears to be the best substitute to regularized variants of boosting because the number of voters is the only hyperparameter to tune.
We have also found that probing the empirical risk of the randomized majority vote at zero margin gives equally good weighted majority votes as those produced by probing the empirical risk at finite margin.
