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The charge-density response of extended materials is usually dominated by the collective oscil-
lation of electrons, the plasmons. Beyond this feature, however, intriguing many-body effects are
observed. They cannot be described by one of the most widely used approaches for the calculation
of dielectric functions, which is time-dependent density functional theory (TDDFT) in the adiabatic
local density approximation (ALDA). Here we propose an approximation to the TDDFT exchange-
correlation kernel which is non-adiabatic and non-local. It is derived in the homogeneous electron gas
and implemented in the real system in a simple mean density approximation. This kernel contains
effects that are completely absent in the ALDA; in particular, it correctly describes the double plas-
mon in the dynamic structure factor of sodium, and it shows the characteristic low-energy peak that
appears in systems with low electronic density. It also leads to an overall quantitative improvement
of spectra.
PACS numbers: 71.10.-w, 71.15.-m, 71.45.Gm, 78.20.Bh
The response to an external perturbation is an impor-
tant tool to probe materials, and spectroscopic experi-
ments play a crucial role for their understanding. Re-
sponse properties are often of interest for applications:
examples are the linear response to photons, which gov-
erns optical properties and hence the color of materials
and their capability to absorb the sunlight, or the re-
sponse to a beam of fast charges, which determines the
stopping power.
A first attempt to interpret experimental findings or to
predict response properties is based on the band struc-
ture, in a simple independent-particle picture. However,
collective effects and signatures of strong correlation in-
fluence and sometimes even dominate electronic spectra,
making their calculation a formidable intellectual chal-
lenge and a crucial tool for technological applications.
This is immediately apparent in the case of optical ab-
sorption spectra, where the Coulomb interaction can lead
to bound electron-hole pairs that create sharp excitonic
peaks in the fundamental gap. Other important spectro-
scopic quantities are the loss function and the dynamic
structure factor as measured in electron energy loss spec-
troscopy or inelastic x-ray scattering [1]; for example,
the loss function exhibits the plasmon excitations and
is therefore a key ingredient for plasmonics. It is also
crucial for theory, since it yields the screened Coulomb
interaction, which enters the calculation of the correla-
tion energy in the adiabatic connection formula [2, 3]
and which is one of the main building blocks of many-
body perturbation theory [4]. Its calculation is at first
sight straightforward, since the spectra are often domi-
nated by classical electrostatic (Hartree) effects for which
the Random Phase Approximation (RPA) is sufficient to
capture the essential trends [1]. Beyond the RPA, the
adiabatic local density approximation (ALDA) to time-
dependent density functional theory (TDDFT) yields in
general a small quantitative improvement [5]. However,
for today’s needs often the resulting rough overall agree-
ment is not sufficient. Details of the loss function are
responsible for the shape of the satellite spectra in pho-
toemission, and transmit therefore precious information,
for example about doping [6]; this holds even in sim-
ple semiconductors. Especially in correlated materials,
low energy structures can dramatically influence materi-
als properties, even when they are very weak [7]. Loss
spectra can exhibit many-body effects such as lifetime
broadening [8, 9] or double-plasmon excitations [10, 11],
and in the low-density regime the spectral shape can be
very different from the naively expected single plasmon
peak, even in the homogeneous electron gas (HEG) [12].
To capture those intriguing effects, one has to go beyond
the simple approximations. Indeed, many advanced ex-
plicit or implicit density functionals have been developed
that can be directly applied to real materials, some of
them with the desired non-local behaviour [13–16], oth-
ers which are non-adiabatic [17–21]. However, most of
them are meant to improve just one of the shortcom-
ings of the ALDA; in particular, long-range corrected
kernels are often adiabatic [22–25]. Interestingly, even
outside density functionals dynamical effects are difficult
to capture; in particular the widely used Bethe-Salpeter
equation within many-body perturbation Green’s func-
tion theory is usually applied in an adiabatic approxi-
mation [26]. On the other side, advanced calculations in
the TDDFT framework exist in the HEG [12], but with-
out an indication of how to use the expressions in a real
material.
The aim of the present work is to close this gap. In
the spirit of ground-state density functionals such as the
LDA [27], our procedure is divided into two parts: first,
an advanced calculation of the exchange-correlation ker-
nel in the HEG, and second, a ”connector”, namely a
2prescription of how to use the result in real materials.
The enormous advantage of such a procedure is that the
advanced calculation is done only once; indeed our HEG
results are freely available[28]. By using the here pro-
posed very simple connector, results for real materials
are then obtained with an additional computational ef-
fort that is negligible with respect to the RPA. They show
features that are extremely difficult to obtain otherwise,
in particular double plasmon excitations and the double-
peak structure which characterizes strong correlation in
the low-density regime.
For an illustration we concentrate on a prototype ma-
terial which is close to the HEG and which shows several
interesting features, namely sodium. Fig. 1 shows ex-
perimental [29, 30] and various theoretical results for a
moderate momentum transfer. In agreement with exist-
ing literature [29, 30], the dynamic structure factor ob-
tained in the RPA exhibits one plasmon peak that is blue
shifted with respect to experiment. The ALDA moves
spectral weight to lower energies. However, the plasmon
energy is still too large compared to experiment, and the
peak is too asymmetric. Moreover, the double plasmon,
which is clearly visible in experiment around 12 eV, is
completely absent in the ALDA. In order to improve the
spectral shape, one can add quasiparticle lifetime correc-
tions [29, 30], but this is a quite empirical combination
of density- and Green’s functions-functionals, and it can
moreover not access the double plasmon. The latter has
been calculated diagramatically in the HEG by Sturm
and Gusarov (SG) [31], and qualitative agreement with
experiment was found for this feature [10]. A finer com-
parison is hindered by the fact that even in sodium the
effects of the crystal are not negligible: the ALDA result
for the HEG given in Fig. 1 shows a significant difference
from the ALDA in real sodium. In order to distinguish
effects of the crystal from the description of many-body
effects, let us first look at the HEG.
The first task is to calculate the density-density re-
sponse function χ(q, ω, n), which is a function of wavevec-
tor q, frequency ω and the homogeneous density n. For
our purpose this must be done on a level of theory that
includes correlations and the explicit coupling of exci-
tations sufficiently well. A suitable starting point is
the correlated equations of motion approach of Bo¨hm et
al. [32]. It relies on a Jastrow correlated ground state∣
∣ψ0
〉
= F
∣
∣φ0
〉
/N , where φ0 is a Hartree-Fock ground
state and N is the normalization. F is the correlation
operator. When restricting it to two particle correlations
it reads F = e
1
2
∑
i<j
u(ri−rj). The correlation functions u
are found by minimization of the energy. Excited states
are described by neutral excitations of
∣∣φ0
〉
, while F is
kept constant. In this work single particle hole and two-
particle two-hole excitations are included. These excita-
tions are optimized by employing the least-action prin-
ciple. Compared to the original work [32] we use here a
more complete description of the pair propagator. This
is important to obtain the correct q → 0 behavior of the
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FIG. 1. The dynamic structure factor of Sodium at q =
0.53 1/a0: experimental IXS results of ref. [29] (red crosses)
and different levels of theory for the real material (thick) and
for the HEG at rs = 3.9x (thin), namely RPA (purple, short
dashed), ALDA (green, dashed) and 2p2h (magenta, full). In-
set: zoom on the double plasmon, in particular 2p2h (yellow)
with (full) and without (dot-dashed) Gaussian broadening.
Arrow: energy of the double plasmon in ref. [10].
plasmon dispersion in the pair propagator. Details of the
derivation are in the supplementary material[33].
For the calculation of χ we need matrix elements in-
volving the correlated excited states. This is done within
the correlated basis functions formalism [34, 35]. It turns
out that the static structure function S(q) appears as a
fundamental ingredient in the result, while the explicit
knowledge of u is not needed. We can therefore profit
from Monte Carlo (MC) calculations, which yield S(q)
with high precision [36], whereas they do in general not
access spectra.
A typical χ(q, ω, n) calculated in this way for q=2.2
kF and a density corresponding to rs = 8 is shown in
Fig. 2. The RPA shows a broad and featureless plas-
mon excitation around 5.5 eV. This can be compared
to the more realistic result of Takada [12], which has
been obtained with an improved version of the Richard-
son Ashcroft exchange-correlation kernel [37]. This ker-
nel, which satisfies many exact conditions, is wavevector-
and frequency dependent. However, it has been derived
for imaginary frequencies, and while it has been shown
to yield significant improvement in correcting RPA cor-
relation energies [38], its performance for spectroscopy is
less obvious. Indeed, improvement by hand by Takada,
Vignale?. We thus expect that the corrections with re-
spect to the RPA are significant, while there may still be
deviations from the (unknown) exact spectrum, in par-
ticular no double plasmon. In any case, Takada’s result
represents probably today the best available benchmark.
It is remarkably different from the RPA: there is a strong
shift of spectral weight to lower energies, and a double
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FIG. 2. Dynamic structure factor of the HEG for rs = 8
at q = 2.2 kF . 2p2h results (yellow continuous) are com-
pared with RPA (purple short-dashed), TDLDA (green long-
dashed), and with the results of Takada [12] (blue dot-
dashed).
peak structure appears. The shift of spectral weight is at
the origin of the so-called “ghost plasmon” (called “ghost
exciton” in Ref. [12]), which has been introduced by
Takayanagi and Lipparini [39] as a pole of the irreducible
response function on the imaginary axis. It manifests
itself as a negative static dielectric function, hence an at-
tractive screened Coulomb interaction. Such as feature
is always absent in the RPA. However, interestingly it
is present in the ALDA, which indeed leads to a strong
redshift of spectral weight, as can be seen in Fig. 2. This
can be understood, as in the q → 0 limit ALDA ap-
proaches the MC result. Consequently the onset density
for the appearance of this ghost plasmon is the same as in
the MC prediction. The link between the spectral weight
shift and the sign of the screened Coulomb interactionW
can be understood from the spectral representation of the
latter, which reads W = vc +
∑
s
ωsW
s
ω2−ω2s
, Where vc is the
bare interaction, ωs are discrete or continuous excitation
energies, andW s are their squared amplitudes. At ω = 0
this expression becomes negative when low energy modes
are sufficiently enhanced. However, as compared to ref.
[12] the ALDA does not create this effect in the correct
way, since there is an overall shift rather than the appear-
ance of a low energy mode in addition the original plas-
mon, which should lose intensity but change its position
only very weakly. Our 2p2h results, instead, yield results
that are close to Takada’s ones in both respects: the shift
of oscillator strength, and a (in our result slightly more
intense) distinct low energy mode, which is to a large
extent responsible for the shift of oscillator strength and
therefore, for the appearance of the ghost plasmon.
The low energy mode, which can be clearly seen around
q = 2kF for relatively high rs values, has been introduced
by Takada as an “excitonic collective mode”. From an
extrapolation of his results up to rs = 22, he concludes
that it falls always inside the single-pair excitation re-
gion. Our approach leads to a slightly different conclu-
sion. Indeed, it has been shown theoretically, with the
same approach as used here, and confirmed experimen-
tally that this mode can exist below the particle–hole con-
tinuum for 2D 3He by Godfrin et al. [40]. The strength
of the mode indicates the proximity of the system to a
phase transition to the solid (i.e. the Wigner solid for
electrons) and this mode becomes the soft mode of this
phase transition[41]. The driving force for these quantum
phase transitions in is the same in both systems, i.e. the
increasing ratio of the interaction over typical excitation
energies (which is increased by compression in He and by
expansion for electrons) and therefore correlations. Even
away from the phase transition, however, as discussed
above low energy modes play an important role in the
spectroscopy of correlated systems, and the fact that our
approach is able to reproduce this phenomenon is an im-
portant check.
Another feature of interest is the double plasmon,
which can by definition only be obtained with a
frequency-dependent kernel. The result of our calcula-
tions, performed at the density of sodium (rs = 4) and
at a wavevector of q = 0.531/a0, is shown in Fig. 1. With
respect to the RPA, there is a visible enhancement of os-
cillator strength in the region of interest with a structure
around 12.8 eV, which can be attributed to the double
plasmon. This is close to the experimental results of Huo-
tari et al. [11] at 12.8 eV, or more recent results [29, 30]
which suggest 12.5 eV (see inset in Fig. 1). To say more
about the significance of this result, in view of the non
negligible differences between sodium and the HEG, we
have to move closer to the real system, for which none of
the above mentioned approaches has yet been applied.
Our strategy takes advantage of the Dyson-like linear
response equation for χ, which for the HEG can be writ-
ten as
fhomxc (q, ω, ρ) =
1
χ0(q, ω, ρ)
−
1
χ(q, ω, ρ)
− vc(q) . (1)
Here vc is the Coulomb interaction. The Lindhard
function χ0 contains the information about the non-
interacting system, whereas the exchange-correlation ker-
nel describes interaction effects. Of course, it also de-
pends on the system, which in the case of the HEG man-
ifests itself by the fact that fhomxc is a function of the
density. Still, focusing on fhomxc instead of the full χ al-
lows us to separate materials- and interaction-effects to
a significant extent. Starting from our advanced results
for χ, we therefore calculate fhomxc according to Eq. 1.
Only the q → 0 limit is delicate because of lack of
precision in the fitting procedure of the MC data. The
easiest solution is to correct this limit using the static
fCorradinixc (q) of Corradini et al. [14], which should be
close to exact in the static limit [33].
The such created table of fhomxc [28] has now to be
4used in the real systems: we have to devise the connec-
tor. In the case of ground state calculations the canonical
starting point is the LDA, based on the nearsightedness
principle [42]. However, the baseline in the construction
of vxc(r) is mostly to take some suitable density aver-
age around the local point r. In the present case of
fxc(r, r
′;ω) at least two regions (around r and around r′),
if not a whole area indicated by these two points, should
give important contributions. If the pertinent area is
larger than the scale of the density variation in the sys-
tem, the canonical approximation should be to take the
mean density n of the system, rather than a somehow
defined local density. Since a wavevector q ≈ 0.5/a0 as
used in Fig. 1 would roughly correspond to a distance of
2pi/q = 4pia0, which is already large compared to the in-
teratomic distance of 7a0 in Na, we propose to adopt the
mean density approximation (MDA) as simplest connec-
tor to import fxc from the HEG into extended systems
[43]. In practice, this means that in the real system one
has to solve the Dyson equation for χ using the inhomo-
geneous χ0 and f
hom
xc calculated at n of the real system.
This is the time-dependent MDA (TDMDA).
In order to get a feeling whether the choice between
some local and a mean density is very delicate, we have
calculated spectra for several systems using either the
ALDA or the TDMDA. Here, for comparison the TD-
MDA imports from the HEG the same static and local
δ(r − r′)fhomxc (q → 0;ω = 0) as does the ALDA, but at
the mean, instead of the local, density. For sodium (not
shown) the spectra are on top of each other, which is
not surprising. More interesting is silicon: it turns out
that ALDA and TDMDA are still very close, as can be
seen in Fig. 3. If there is any difference, the tendency
is rather in favor of the TDMDA, which is confirmed by
results in the supplemental material. This confirms that
the TDMDA is a at least reasonable approximation, and
we will adopt it in the following.
With the TDMDA, any whatsoever sophisticated in-
terpolated or tabulated HEG kernel is easy to import
and to use in real systems. This allows us to calculate
again sodium, now using our 2p2h kernel. For the ground
state calculation leading to χ0, we adopt the LDA. The
mean density is that of the valence electrons, which are
well separated from the core electrons. The result for
q = 0.532a−10 is given in fig. 1. The difference with
respect to the 2p2h homogeneous result is mainly a sig-
nificant redshift of the main plasmon. Of all the approx-
imations shown, the 2p2h-TDMDA result has the best
agreement with experiment. Since the double plasmon is
only accessible by a frequency-dependent kernel, it mer-
its particular attention; therefore the inset in fig. 1 shows
a zoom. The double plasmon contribution is clearly vis-
ible in the experiment and the theory, especially when
we remove the gaussian broadening. (This is necessary,
since plasmon peak position in the 2p2h result is still a
bit higher in energy and the broadening buries the dou-
ble plasmon partly.) The theoretical position is close to
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FIG. 3. The dynamic structure factor of Silicon at q =
0.8 1/a0 compared with IXS results of Weissker et al. [9].
Lines have the same meaning as in Fig. 4, but additionally
the TDMDA result is shown (blue).
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FIG. 4. Similar to Fig. 1, at higher momentum transfer
q = 1.16 1/a0. The homogeneous results are omitted here.
the homogeneous result and to experiment, and improves
over the homogeneous result of Sturm and Gusarov by
more than 1 eV.
In order to probe also the impact of the wavevector-
dependence of the 2p2h-TDMDA kernel, fig. 4 shows
results for a larger wavevector, q = 1.161/a0. The 2p2h-
TDMDA result is again better than the ALDA; in this
now larger energy range the absence of lifetime damping
in the ALDA becomes visible, which is cured by the self-
energy diagrams in the 2p2h approach. I(Martin) don’t
understand this Similar improvement is obtained for sil-
icon, as shown in the supplemental material.
In conclusion, we have shown that the nonlocal and
dynamical 2p2h kernel can be accurately built in the
HEG and successfully used for the calculation of dynamic
5structure factors in real solids. The new kernel improves
over existing approximations for the HEG, producing at
the same time double-plasmon and “ghost-exciton” fea-
tures that, so far, have been separately obtained through
distinct approximations only [12, 31]. Moreover, the
2p2h kernel can be imported in real materials through
a simple connector that is based on the mean electronic
density. This severe approximation precludes its use in
the present form in finite systems, and it cannot de-
scribe band gaps or bound excitons in insulators [5, 22].
However, it significantly improves the dynamic structure
factor of simple metals and semiconductors, including
double-plasmon resonances which are completely missed
by standard TDDFT approximations. This implies that
it could in principle also be used to improve many-body
perturbation theory based on the screened Coulomb in-
teraction, or total energy calculations using the adiabatic
connection [2, 3]. Finally, we advocate that the very good
quality of these results illustrates a general strategy that
is very promising, as it allows one to separate dynamical
correlation effects, which can be calculated and tabulated
once for all in the HEG [28], from electronic structure fea-
tures that are material specific but in principle easier to
deal with.
[1] W. Schu¨lke, Electron Dynamics by Inelastic X-Ray Scat-
tering, Oxford Series on Synchrotron Radiation (OUP
Oxford, 2007).
[2] O. Gunnarsson and B. I. Lundqvist,
Phys. Rev. B 13, 4274 (1976).
[3] D. C. Langreth and J. P. Perdew,
Phys. Rev. B 15, 2884 (1977).
[4] R. Martin, L. Reining, and D. Ceperley, Interacting
Electrons: Theory and Computational Approaches (Cam-
bridge University Press, 2016).
[5] S. Botti, A. Schindlmayr, R. D. Sole, and L. Reining,
Reports on Progress in Physics 70, 357 (2007).
[6] C. Verdi, F. Caruso, and F. Giustino,
Nature Communications 8, 15769 (2017).
[7] C. Ro¨dl, K. O. Ruotsalainen, F. Sottile, A.-P. Honka-
nen, J. M. Ablett, J.-P. Rueff, F. Sirotti, R. Ver-
beni, A. Al-Zein, L. Reining, and S. Huotari,
Phys. Rev. B 95, 195142 (2017).
[8] S. Rahman and G. Vignale,
Phys. Rev. B 30, 6951 (1984).
[9] H.-C. Weissker, J. Serrano, S. Huotari, E. Luppi, M. Caz-
zaniga, F. Bruneval, F. Sottile, G. Monaco, V. Olevano,
and L. Reining, Phys. Rev. B 81, 085104 (2010).
[10] C. Sternemann, S. Huotari, G. Vanko´, M. Volmer,
G. Monaco, A. Gusarov, H. Lustfeld, K. Sturm, and
W. Schu¨lke, Physical Review Letters 95, 157401 (2005).
[11] S. Huotari, C. Sternemann, W. Schu¨lke, K. Sturm,
H. Lustfeld, H. Sternemann, M. Volmer,
A. Gusarov, H. Mu¨ller, and G. Monaco,
Physical Review B 77, 195125 (2008).
[12] Y. Takada, Phys. Rev. B 94, 245106 1 (2016),
arXiv:1611.06479.
[13] M. Petersilka, U. J. Gossmann, and E. K. U. Gross,
Physical Review Letters 76, 1212 (1996).
[14] M. Corradini, R. Del Sole, G. Onida, and M. Palummo,
Physical Review B 57, 14569 (1998).
[15] V. U. Nazarov, I. V. Tokatly, S. Pittalis, and G. Vignale,
Phys. Rev. B 81, 245101 (2010).
[16] P. E. Trevisanutto, A. Terentjevs, L. A.
Constantin, V. Olevano, and F. D. Sala,
Phys. Rev. B 87, 205143 (2013).
[17] E. K. U. Gross and W. Kohn, Phys. Rev. Lett. 55, 2850
(1985).
[18] S. Conti, R. Nifos`ı, and M. P. Tosi,
Journal of Physics: Condensed Matter 9, L475 (1997).
[19] Z. Qian and G. Vignale,
Physical Review B - Condensed Matter and Materials Physics 65, 235121 (2002).
[20] L. A. Constantin and J. M. Pitarke,
Phys. Rev. B 75, 245127 (2007).
[21] V. U. Nazarov, G. Vignale, and Y.-C. Chang,
Phys. Rev. Lett. 102, 113001 (2009).
[22] L. Reining, V. Olevano, A. Rubio, and G. Onida,
Phys. Rev. Lett. 88, 066404 (2002).
[23] S. Botti, F. Sottile, N. Vast, V. Olevano, L. Reining, H.-
C. C. Weissker, A. Rubio, G. Onida, R. Del Sole, and
R. W. Godby, Physical Review B 69, 155112 (2004).
[24] S. Sharma, J. K. Dewhurst, A. Sanna, and E. K. U.
Gross, Phys. Rev. Lett. 107, 186401 (2011).
[25] S. Rigamonti, S. Botti, V. Veniard, C. Draxl, L. Reining,
and F. Sottile, Phys. Rev. Lett. 114, 146402 (2015).
[26] G. Onida, L. Reining, and A. Rubio, Reviews of Modern
Physics 74 (2002).
[27] W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
[28] The tabulated 2p2h kernel is available at:
https://etsf.polytechnique.fr/research/connector/2p2h-kernel.
Some results are shown in the supplemental material for
illustration [33].
[29] M. Cazzaniga, H.-C. Weissker, S. Huotari, T. Pylkka¨nen,
P. Salvestrini, G. Monaco, G. Onida, and L. Reining,
Physical Review B 84, 075109 (2011).
[30] S. Huotari, M. Cazzaniga, H. C. Weissker, T. Pylkka-
nen, H. Muller, L. Reining, G. Onida, and G. Monaco,
Phys. Rev. B 84, 075108 (2011).
[31] K. Sturm and A. Gusarov,
Physical Review B 62, 16474 (2000).
[32] H. M. Bo¨hm, R. Holler, E. Krotscheck, and M. Pan-
holzer, Physical Review B 82, 224505 (2010).
[33] See Supplementary material for theoretical and compu-
tational details and for additional results, which includes
Refs. [44–50].
[34] J. W. Clark, L. R. Mead, E. Krotscheck, K. E. Ku¨rten,
and M. L. Ristig, Nuclear Physics A328, 45 (1979).
[35] J. W. Clark and E. Krotscheck, Nuclear Physics A328,
73 (1979).
[36] P. Gori-Giorgi, F. Sacchetti, and G. B. Bachelet,
Physical Review B 61, 7353 (2000).
[37] C. F. Richardson and N. W. Ashcroft,
Physical Review B 50, 8170 (1994).
[38] M. Lein, E. K. U. Gross, and J. P. Perdew,
Physical Review B 61, 13431 (2000).
[39] K. Takayanagi and E. Lipparini, Phys. Rev. B 56, 4872
(1997).
[40] H. Godfrin, M. Meschke, H.-J. Lauter, A. Sultan,
H. M. Bo¨hm, E. Krotscheck, and M. Panholzer,
Nature 483, 576 (2012).
[41] P. Nozie`res, Journal of Low Temperature Physics 137, 45 (2004).
[42] W. Kohn, Phys. Rev. Lett. 76, 3168 (1996).
[43] Of course, in the case of finite systems this idea would
6have to be adapted.
[44] M. Casula, S. Sorella, and G. Sena-
tore, Physical Review B 74, 245427 (2006),
arXiv:0607130 [cond-mat].
[45] X. Gonze, G.-M. Rignanese, M. Verstraete, J.-M.
Beuken, Y. Pouillon, R. Caracas, F. Jollet, M. Torrent,
G. Zerah, M. Mikami, et al., Z. Kristallogr 220, 558
(2005).
[46] See www.dp-code.org.
[47] N. Troullier and J. L. Martins,
Physical Review B 43, 1993 (1991).
[48] H. J. Monkhorst and J. D. Pack,
Physical Review B 13, 5188 (1976).
[49] D. R. Hamann, Phys. Rev. B 40, 2980 (1989).
[50] Y. Okada and Y. Tokumaru,
Journal of Applied Physics 56, 314 (1984).
 0
 20
 40
 60
 80
 100
 0  5  10  15  20
q=0.532 1/a0
S(
q,E
) [
1/k
eV
]
E [eV]
RPA
 HEG-TDLDA
TDLDA
2p2h-hom
2p2h-inho
exp
 0
 5
 10
 15
 20
 10  11  12  13  14  15  16
q=0.532 1/a0
S(
q,E
) [
1/k
eV
]
E [eV]
RPA
  TDLDA
2p2h
2p2h no brd.
exp
 0
 5
 10
 15
 20
 25
 30
 0  10  20  30  40  50
q=0.8 1/a0
S(
q,E
) [
1/k
eV
]
E [eV]
RPA
ALDA
AMDA
2p2h-TDMDA
exp
 0
 2
 4
 6
 8
 10
 12
 14
 0  1  2  3  4  5  6  7  8  9  10
S(
q,E
) [
a.u
.]
E [EF]
Takada
RPA
TDLDA
2p2h
 0
 2
 4
 6
 8
 10
 12
 14
 16
 0  1  2  3  4  5  6  7  8  9  10
S(
q,E
) [
a.u
.]
E [EF]
Takada
RPA
TDLDA
2p2h
 0
 1
 2
 3
 4
 5
 6
 7
 0  2  4  6  8  10  12
S(
q,E
) [
a.u
.]
E [eV]
RPA
TDLDA
2p2h
Takada
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  1  2  3  4  5  6  7
-
χ(
q,0
) E
F
q / kF
RPA
ALDA
2p2h
2p2h corrected
MC
