Introduction
The accurate measurement of the flow rates of both phases in gas-liquid pipe flows is important in several industries. In the petroleum industry, gas-liquid pipe flow may be encountered during various stages of petroleum extraction and transport. In particular, gases dissolved in liquid petroleum at large depths below the earth's surface are released in the liquid as the mixture gets extracted towards the ground level. Gas-liquid flows in the oil well and pipelines are also deliberately generated during some petroleum extraction methods, such as the gas-lift method in which gas is injected into an oil well to reduce the density of the oil column. In nuclear reactor safety analysis, which is the application area of interest in this work, water-steam flows would be encountered in the fuel channels of a nuclear reactor during certain postulated accident scenarios; accurate measurement or prediction of the liquid flow rate under these conditions would be essential to ensure adequate cooling of the nuclear fuel rods.
A classical method of two-phase flow rate measurement is the separation of the phases into individual streams, followed by separate metering of each phase using single-phase flow meters. Although this method is considered to be accurate and reliable, it requires expensive and bulky phase separators and its use in many situations may not be convenient, or even possible. Measurement of gas-liquid flow rates has also been accomplished with the use of methods that require partial or no separation of the phases; these are generally known as multiphase flow metering (MFM) methods. Reviews of MFM methods have been presented by Falcone et al (2002) and, more recently, by Thorn et al (2013) . A number of MFM methods employ machine-learning algorithms to correlate the phase flow rates to certain features of a measured signal. Earlier examples of such techniques include ones that used machine learning algorithms with measurements of differential pressure across orifices (Beg and Toral 1993) or Venturi tubes (Minemura et al 1998) . The signals from other sensors, such as turbine flowmeters (Minemura et al 1996) , electrical resistance tomographs (Meng et al 2010) and conductance probes (Fan and Yan 2013) , have also been used as inputs to machine learning algorithms for the measurement of the phase flow rates.
We have recently introduced an MFM method based on differential pressure measurement in bare tubes. Details of this method have been presented in two articles Tavoularis 2014a, 2014b) , to be referred as ST1 and ST2, respectively. In ST1, the elastic maps algorithm was successfully applied to differential pressure measurements in a bare tube, in order to identify the flow regime in vertical upward air-water flow. In ST2, the flow regime was first identified using the ST1 algorithm; then, independent features were extracted from the time histories of differential pressure and were used to train flow-regime dependent artificial neural networks; finally, these trained neural networks were used to predict the gas and liquid flow rates. The ST2 method has several advantages over previous approaches. Most importantly, it was found to be fairly accurate in all flow regimes and it used simple, relatively inexpensive instrumentation. Its range of application is, however, limited by the temporal response of the differential pressure transducer that is a necessary component of the instrumentation. In the ST2 tests, the response time of the differential pressure sensing assembly (transducer and tubing), defined as the time required for the output of the sensor to rise to within 1% of its final value when exposed to a step change in the input, was 0.05 s; consequently, this method could only be applied to flows with liquid superficial velocities that were lower than 0.4 m s −1 . To extend the range of applicability of this method, we would require a pressure transducer with a much lower response time (e.g. lower than 0.005 s), while also being capable of measuring accurately differential pressures in range 0-500 Pa and having material compatibility with both air and water. Unfortunately, we were not able to find a commercially available differential pressure transducer that satisfied all these requirements. Although the ST2 method relied on differential pressure signals, it may be adapted for use with different types of sensors, thus widening the range of commercial instruments that may be suitable for two-phase flow rate measurement. Among various possibilities considered, the present work presents an adaptation of the ST1/ST2 method that is based on the conductivity wiremesh sensor (WMS).
The WMS used in this study was first described by Prasser et al (1998) . It consists of two perpendicular arrays of electrodes that form a grid of conductivity-sensing nodes, which allow the measurement of gas-liquid phase distribution in a cross-section of the flow, provided that the liquid has a much higher electrical conductivity than the gas. Such sensors have been used previously for flow pattern visualization and for the measurement of void fraction, interfacial velocity and bubble size distribution (Prasser et al 2007) . Devices that can be operated at a sampling frequency of up to 10 000 crosssectional frames/s are available. A variant of this device, called the capacitance wire-mesh sensor, was developed to estimate the phase distribution by measuring the relative permittivity of the fluids, rather than their conductivity (Da Silva et al 2007) . This sensor can, therefore, be used in gas-liquid flows in which both phases are non-conductive, such as in oil-gas flows.
The objective of this research is to develop an MFM method that is capable of estimating accurately and at a fast rate the gas and liquid flow rates in air-water mixtures, based exclusively on WMS signals. Previous authors (Prasser et al 2005 , Prasser et al 2007 , Beyer et al 2008 have proposed a method for estimating the gas flow rate by cross-correlating the signals of two WMS in tandem. In combination with a simple empirical model, such as the one-dimensional drift-flux model, and void fraction measurements provided by the WMS, this approach could, in principle, be used to estimate the liquid flow rate. A detailed analysis of this method, which will be presented in a separate manuscript, revealed that its range of applicability would at best be very limited, so that it would not be suitable for use under the flow conditions of present interest. Nevertheless, one may further exploit the wealth of information about the two-phase flow structure and dynamics contained in the WMS signal to develop an MFM method for using the WMS as a two-phase flow meter. Two such methods are described in the present article. The first one uses the output of a single WMS, whereas the second one uses the outputs of two WMS in tandem to achieve improved accuracy. Both methods have been tested for measuring air and water flow rates in vertical upward and downward pipe flows.
Experimental setup and procedure

Air-water flow facility
The measurements used in the present study were collected in the air-water pipe flow facility at the University of Ottawa (ST1, ST2). The flow loop (figure 1) consisted primarily of 32.5 mm I.D. clear polyvinyl chloride (PVC) tubing, which allowed visual observation of the flow. Filtered tap water was pumped from a main tank into a settling tank before entering the loop. The loop had a horizontal branch, a vertical upward flow branch and a vertical downward flow branch, each of which was equipped with a separate valve connected to a regulated compressed air line. Air could be injected in the desired branch through a porous stainless steel injector, available commercially for use as a muffler (ALWITCO Model 0579038, North Royalton, Ohio, USA, 100 µm pore size). For the work presented in this article, air was injected near the inlet of the vertical upward flow branch. The water flow rate was measured using a calibrated ultrasonic transit-time flow meter (Omega FDT-30, Laval, Quebec, Canada), while the air flow rate was measured by a rotameter, selected from an array of seven rotameters with different operating ranges (King Instruments Series 7510, Garden Grove, California, USA). The temperatures and gauge pressures were monitored in the air supply line and just upstream of the test section.
The wire-mesh sensors
The main instrument used in the present study was a dual 8 × 8 wire-mesh sensor (WMS) unit, model WMS200, manufactured by Teletronic Rossendorf, Radeberg, Germany. Each WMS consisted of two mutually perpendicular arrays of eight parallel wires that were separated in the streamwise direction by a distance of 2 mm, centreto-centre. Among the 64 nodes at the crossing points of the two wire arrays, only 52 were within the wet area of the pipe cross-section. This device measures the instantaneous conductivity of the flowing mixture within a measurement volume around each node. An electronic control circuit applies sequentially voltage pulses to the electrodes of the upstream array. The current flowing through each of the receiver array wires is converted to a voltage, which is then recorded by a data acquisition system. When some or all of the measurement volume around a node is occupied by air, the corresponding voltage would be lower than the voltage when this node is surrounded by water. The dual WMS unit consisted of a pair of identical sensors, separated by a 20 mm thick spacer ring. Combined operation of the two sensors was meant to permit the measurement of the velocity of the interface between the two phases. Two dual WMS units were installed in the facility; the first in the vertical upward test section at an axial distance of 2.44 m (namely, 75 pipe diameters) downstream of the air injection location and the second one in the vertical downward test section at a distance of 2.44 m from the top of the pipe. The following analysis is presented for the WMS unit in the vertical upward section. The results for downward flow are briefly discussed in section 8.
Experimental procedure
For each series of tests, the water flow rate through the loop was adjusted to the desired value using a butterfly valve. One calibration measurement was collected using the WMS in single phase water flow at this water flow rate. Then, the air flow was increased by opening an air control needle valve and several test measurements were collected at different air flow rates, with the same setting of the water control valve. The flow regime, assumed to be one of four vertical upward flow regime choices, i.e. bubbly, slug, churn or annular flow regime (see ST1 for a detailed description of the appearance of the flows in these regimes), was identified by one of two procedures. For liquid superficial velocities less than 1 m s −1 , this was accomplished by visual observation of the flow through the transparent pipe wall. At larger liquid superficial velocities, however, visual identification of the flow regime was not possible and the flow regime was identified by examining the cross-sectional voltage maps displayed by the data acquisition program provided by the WMS manufacturer. The flow regime, the air flow rate measured by the rotameter and the temperatures in the air supply line and in the test section were noted down. The water flow rate and the gauge pressures in the air supply line and in the test section were recorded at a rate of 200 samples/s over an interval of 75 s, using a 12-bit data acquisition system (Omega Engineering OM-USB-1208FS, Stamford, USA). During the same time interval, the output of the dual WMS unit was recorded at a sampling rate of 1000 cross-sectional frames/s using the WMS manufacturer's data acquisition system. Preliminary tests revealed that this sampling frequency was sufficient for the convergence of the statistical properties of area-averaged void fraction in the ranges of flow rates used in the present tests.
Data pre-processing
The recorded data were pre-processed using the open-source computational package, SCILAB 5.4 (Scilab Enterprises 2013). First, the gas and liquid superficial velocities j g and j l , respectively, at the measurement location were calculated from the corresponding measured volumetric flow rates, following correction of the air flow rate for density changes. It may be noted here that, whereas the liquid superficial velocity, or equivalently its volumetric flow rate, may be considered to be constant along the test section, the values of the gas superficial velocity and volumetric flow rate depend on the local air pressure, which varies in the streamwise direction. The gas volumetric flow rates and superficial velocities reported in this article were calculated for a pressure measured just upstream of the WMS. For each set of measurements, corresponding to specified air and water flow rates, the recorded WMS signals consisted of a three-dimensional matrix with a height I = 8, a width J = 8 and a depth K = 75 000. The height and width corresponded to the number of wires on each array of the sensor, and the depth corresponded to the number of recorded frames. The time history of the WMS voltage output for a node i, j is denoted as V ijk , where k = t/f s with t and f s denoting the time and sampling frequency, respectively. Calibration of the WMS for a series of measurements was performed by recording the WMS output over an interval of 75 s in single-phase water flow, as described in the previous section. The calibration data were time-averaged for each node and recorded as nodal calibration values V ij cal, . Following the recommendations of Prasser et al (2002) , each WMS voltage output value was then converted to an instantaneous local void fraction as
Measurements of α ijk that were greater than 1 or lower than 0 were reset to 1 and 0, respectively. The instantaneous areaaveraged void fraction was subsequently calculated as
where a ij is the area weight coefficient of a node i, j representing the ratio of the projected area of the nodal measurement volume and the total cross-sectional area A of the sensor. For all central nodes, this projected area was taken to be that of a square with sides equal to the wire spacing, while for border nodes, namely nodes which were adjacent to the pipe wall, irregular projected areas were considered, as shown in figure 2 . Finally, the time-and area-averaged void fraction was calculated as
The time histories of the area-averaged void fraction α k were processed further with the use of built-in functions in SCILAB 5.4 (Scilab Enterprises 2013). The relative frequencies RF of α k were calculated for 40 void fraction bins between 0 and 1. The power spectral density PSD of α k was determined using Welch's average periodogram method; it consisted of 40 values for frequencies f between 0.5 and 20 Hz at 0.5 Hz intervals. In addition, when signals provided by a dual WMS unit were used, the cross-correlation function CCF between the area-averaged void fraction signals of the upstream and downstream WMS was determined as
where the subscripts U and D denote values corresponding to the upstream and downstream sensor, respectively. This function was calculated for Δk = 0, 1, 2, ..., 49, corresponding to 50 time lags between 0 and 0.049 s.
Experimental database
In total, 1250 sets of measurements were collected in flows with air superficial velocity j g in the range from 0.04 to 20.0 m s −1 and water superficial velocity j l in the range from 0.13 to 3.0 m s −1 . The ranges of gas and liquid flow rates in the present experiments were sufficiently wide for all the flow regimes of interest in vertical upward air-water pipe flow to be encountered. Table 1 shows the number of measurement sets recorded in each flow regime. Relatively few measurements were collected in the bubbly flow regime, because this regime occurred only for high liquid superficial velocities in the present test section. A flow regime map for the present measurements, plotted on j l and j g axes, is presented in figure 3 . The present flow regime transition boundaries, as well as their locations estimated with the use of the Mishima and Ishii (1984) model are also shown in this figure. This model comprises correlations for four transition boundaries, namely, the bubbly to slug, slug to churn, slug to annular and churn to annular boundaries. The correlations were derived based on mechanistic arguments for the flow regime transitions. The four correlations were presented in terms of the fluid properties and void fraction and the authors suggested the calculation of void fraction using a one-dimensional drift-flux model. With the exception of the bubbly to slug transition, these correlations also included the pipe diameter as an independent parameter. In the present study, the Mishima and Ishii (1984) model was applied in its original form, using the properties of air and water at atmospheric pressure and the drift flux parameters suggested by the authors. This model's prediction of the transition to annular flow is in fair agreement with our observations. In contrast, the model's prediction of the transition boundary from slug to churn flow is quite poor, being shifted towards higher gas superficial velocities than those in the present map. Moreover, unlike the observations that show successive transitions from slug to churn and then from churn to annular flow regimes for all values of j l considered, the model predicts a direct transition for slug to annular regime for a range of j l ; in this respect, it is noted that Mishima and Ishii (1984) 's slug to churn flow transition criterion does not take into account the effect of axial location of the measurement, which is known to affect this boundary (Taitel et al 1980) . Finally, the model's prediction of the bubbly to slug flow transition boundary was at lower j l than the observed boundary. This difference may be attributed to the effect of pipe diameter on this transition boundary. The present observation is consistent with the suggestion by Taitel et al (1980) that the bubbly flow regime may be absent at relatively low liquid flow rates in pipes with diameter less than 50 mm for air-water flow at atmospheric pressure. In contrast, the bubbly to slug transition correlation in the Mishima and Ishii (1984) model is independent of pipe diameter and predicts the existence of bubbly flow for all liquid flow rates.
Measurement of two-phase flow rates with a single WMS
A flowchart outlining the main steps of the proposed flow rate measurement method using a single WMS is shown in figure 4 . This method consists of two distinct algorithms: (i) an algorithm that identifies the flow regime using the elastic maps method, which has been described in ST1, and (ii) an algorithm that estimates the gas and liquid flow rates using a modified version of the machine learning method described in ST2. The same figure also contains the relevant terminology that will be used in the following presentation. Before application of the proposed method, the experimental database was divided at random to two parts, the neural network training database, consisting of 80 % of the measurement sets, and the testing database, consisting of the remaining 20% of the measurement sets. Figure 5 shows representative examples of the relative frequencies of area-averaged void fraction RF(α k ) obtained using the WMS in flows in different flow regimes. This figure clearly demonstrates that the appearance of RF(α k ) depends strongly on the flow regime. In single phase water flow, RF(α k ) has a sharp peak at α k = 0 (figure 5(a)), whereas in single phase air flow, a sharp peak occurs at α k = 1 ( figure 5(b) ). In the bubbly flow regime, RF(α k ) has a single large-amplitude peak at small α k (figure 5(c)). In slug flow, RF(α k ) is double-peaked, with one of the peaks located at relatively small α k and the other one at relatively large α k ( figure 5(d) ). In churn flow, RF(α k ) is broad and negatively skewed, with a peak at large α k ( figure 5(e) ). Finally, in annular flow, RF(α k ) has a large-amplitude peak at α k close to 1 ( figure 5(f) ).
Flow regime identification
The elastic maps algorithm (Gorban and Zinovyev 2005) , as implemented in the C++ package elmap (Gorban and Zinovyev 2003) , was used to reduce RF(α k ) of each measurement in the training dataset, which consisted of 40 features, to a two-dimensional elastic map. This map is shown in figure 6 , in which each point represents the two-dimensional projection of RF(α k ) of a single measurement. The different flow regimes are denoted by different symbols and the flow regime map zones are denoted by solid lines, which were demarcated manually following a procedure explained in ST1. Using this elastic map, one may identify the flow regime of any WMS measurement that was not used for the construction of the map by locating the map zone in which the corresponding RF(α k ) was projected. This approach was fully validated, as all data in the testing database were classified by this algorithm in the same flow regime as the one noted down during the experiments (section 2.3).
The availability of a large training database allowed us to examine parametric trends on the elastic map by constructing the iso-lines of gas and liquid superficial velocities. The isolines of gas superficial velocity form families that mesh with the iso-lines of liquid superficial velocity. In general, RF projections with different gas and liquid flow rates are separated fairly well. Thus, in addition to identifying the flow regime, the location of an RF projection of a measurement on the elastic map also gives a rough indication of the corresponding gas and liquid flow rates.
Dependence of void fraction properties on the phase flow rates
The second algorithm of the proposed method, used for flow rate prediction, was applied using two properties of the areaaveraged void fraction α k from the upstream WMS, namely, the relative frequencies RF and the power spectral density PSD. In this section, the effects of gas and liquid flow rates on these properties is discussed.
Bubbly flow.
In bubbly flow (figure 7), bubbles cause very small fluctuations in the area-averaged void fraction and as a result, the PSD at all frequencies was very small, being 2-3 orders of magnitude smaller than values in other flow regimes. The value of the PSD at all frequencies was found to generally increase with decreasing liquid flow rate or increasing gas flow rate. RF(α k ) was found to have a single peak that decreased in amplitude and shifted to larger α k with increasing gas flow rate.
With increasing liquid flow rate, the peak in RF(α k ) also shifted towards larger α k , contrary to the expectation that the void fraction would decrease with increasing liquid flow rate. In an effort to explain this counter-intuitive trend, we assessed that the calibration relationships might be inapplicable to flows with temperatures that are substantially different from the temperature during the calibration tests and flows in which the deformation of the WMS wires during the calibration tests and the main experiments would be significantly different, as a result of differences in liquid velocity. To minimize such effects, we recalibrated the sensor before each series of test measurements under closely matched conditions of liquid flow rate and flow temperature. It must be emphasized, however, that, even if the void fraction were calculated erroneously, this error would have no effect at all on the accuracy of the present flow rate measurements, because the output of the WMS was correlated to the gas and liquid flow rates indicated by the flow meters without any consideration given to the void fraction measurement. Although a possible error in void fraction measurement is of no consequence to the present work, it deserves the attention of researchers using WMS for other purposes.
Slug flow.
In slug flow (figure 8), RF(α k ) was found to be double-peaked, with one peak at small α k , which corresponds to the residence time of liquid slugs, and another peak at large α k , which corresponds to the residence time of Taylor bubbles. With increasing liquid flow rate, the amplitude of the large α k peak decreased, while that of the small α k peak increased. However, when the gas flow rate was increased, the opposite trend was observed in the peaks of RF(α k ) and, in addition, the location of the small-α k peak moved to higher void fractions, indicating that the gas content in the liquid slugs increased. With increasing liquid flow rate, the amplitude of the peak in PSD(α k ) decreased and moved to higher frequencies, whereas, for increasing gas flow rate, the amplitude of the peak in PSD(α k ) increased and moved to lower frequencies.
Churn flow.
In churn flow (figure 9), RF(α k ) was single-peaked and negatively skewed. The liquid flow rate had a small effect on the amplitude of the peak in RF(α k ), while the gas flow rate tended to shift the peak towards larger α k , without affecting significantly its amplitude. Increasing the liquid flow rate shifted the peak in PSD(α k ) towards higher frequencies. On the other hand, increasing the gas flow rate had almost no effect on the peak frequency of PSD(α k ), but tended to increase the value of the PSD.
Annular flow.
In annular flow (figure 10), RF(α k ) appeared to have a single peak at α k close to 1. Increasing gas flow rate or decreasing liquid flow rate shifted RF(α k ) towards larger α k . The power density decreased with increasing gas flow rate or decreasing liquid flow rate, which implies that the fluctuations of α k were decreasing.
Neural network training
Artificial neural networks (ANN) were trained to predict the gas or liquid flow rate in each of the flow regimes. The method used was the same as the one described in ST2, but in the present study the input to the algorithm was the time history of the area-averaged void fraction obtained from the WMS instead of the time history of dimensionless differential pressure that was used in ST2. This procedure was carried out using the freely available software RapidMiner 5 (RapidMiner 2013) and consisted of the following steps. on the uncorrelated features using the FastICA algorithm by Hyvarinën and Oja (2000) . This reduced the dataset to examples consisting of 12-13 independent features each. (d) The independent features were used as inputs to train ANN using the backpropagation algorithm with momentum. In total, eight ANN were trained to estimate the gas and liquid superficial velocities in each of the four flow regimes.
Neural network testing
The trained neural networks were tested for flow rate prediction of results in the testing database according to the following procedure.
(a) The representative features, namely, RF(α k ) and PSD(α k ), were calculated from each measured time history of areaaveraged void fraction. (b) RF(α k ) was used to identify the flow regime. (c) Each representative feature was standardized by using the mean and standard deviation that were calculated for that feature during the training phase. (d) The dataset was whitened, then independent features were extracted using, respectively, the PCA and ICA transformation matrices calculated during the training phase. (e) The independent features were used as inputs to the appropriate trained ANN and the appropriate flow rate was calculated. (f) The flow rate predictions were compared to the ones measured with flow meters and an error analysis was performed. The results will be presented in the following subsection.
Accuracy of volumetric flow rate predictions
The relative prediction error for each measurement of superficial gas velocity is defined as
where j g is the value of gas superficial velocity measured using a flow meter and j gp is the corresponding value predicted by the present method. A similar definition can be made for the relative prediction error of the liquid superficial velocity j l . The prediction accuracy of the flow rate prediction method will be quantified by the percentages of predictions with |ϵ| < 10%, to be denoted as ϵ 10 , and |ϵ| < 20%, to be denoted as ϵ 20 . The performance metrics ϵ 10 and ϵ 20 are presented in table 2 for each flow regime. Figure 11 (a) presents the ratio of predicted and measured liquid superficial velocities for flows in the testing database. The predictions of liquid superficial velocity were found to be within ± 10% of the measured values for more than 70% of the tested cases and within ± 20% for more than 90% of these cases. The largest relative errors occurred at the lowest liquid flow rates. Figure 11(b) shows the ratio of predicted and measured gas superficial velocities for flows in the testing database. The performance of the present method was very good, with ϵ 10 = 83% and ϵ 20 = 91%. The largest relative errors occurred in the range of very low gas superficial velocities (j g < 0.2 m s −1 ), where the absolute errors were actually quite small. Thus, the present method may be used to predict liquid superficial velocities in the range j l > 1.25 m s , if a maximum relative error of about 20% can be tolerated.
Measurement of two-phase flow rates with a dual WMS unit
When, in addition to the single WMS considered in the previous section, a second, axially displaced, WMS is installed in the pipe, one may take advantage of the information contained in the second WMS output to improve the accuracy of the MFM procedure. This was the case of the present loop, which was equipped with a dual WMS unit providing separate outputs for each of the two sensors. Following consideration of various alternatives, we decided to include the cross-correlation function CCF(α k ) (see equation (4)) among the representative properties of the MFM analysis.
To verify that CCF(α k ) was appropriate as a representative property of the WMS outputs, we confirmed that it was sensitive to both phase flow rates and that its dependence on each of them was well defined. Evidence for this verification for each flow regime is provided in figures 7-10. In bubbly flows, the value of CCF(α k ) at its peak was relatively small at low gas flow rates or large liquid flow rates and it increased with increasing gas flow rate or decreasing liquid flow rate. In both bubbly and slug flows, the location of the peak in CCF(α k ) was shifted to smaller lags with increasing gas or liquid flow rates. In slug flows, CCF(α k ) became broader with increasing liquid flow rate or decreasing gas flow rate. In churn and annular flows, the location of the peak of CCF(α k ) was found to be fairly insensitive to gas flow rate, however it moved to smaller lags with increasing liquid flow rate. The shape of CCF(α k ) was broadened as the gas flow rate increased and narrowed as the liquid flow rate increased.
The ratios of predicted and measured gas and liquid superficial velocities are shown in figure 12 . This figure indicates that more than 85% of the predictions of liquid and gas superficial velocities were within ±10% of the corresponding measured values. Performance indicators of the present method using a dual WMS unit are shown in table 2, together with those obtained using a single WMS. In general, the use of dual WMS led to a significant improvement in the prediction accuracy of Table 2 . Accuracy of the predictions of gas and liquid superficial velocities using the present method with a single WMS and a dual WMS unit; results for the ST2 method, which uses a differential pressure sensor, are also shown for comparison. ϵ x : Percentage of flow rate predictions in the range from −x% to x% of the value measured using flow meters. liquid flow rate. Some improvement in the prediction accuracy of gas flow rate was also achieved, especially in the bubbly flow regime. The average absolute value of relative error in the predictions of liquid and gas superficial velocities, was reduced from, respectively, 8.3% and 9.3% using a single WMS to 4.1% and 5.8% using a dual WMS, which correspond to error reductions of 51% and 37%, respectively. Consequently, if a dual WMS unit, or equivalent instrumentation, is available, it would be advantageous to use the cross-correlation function as a representative feature, in addition to the relative frequency and power spectral density of the void fraction measured by a single WMS.
A comparison with MFM analysis using differential pressure signals
In addition to the performance indicators of the present method using single and dual WMS, table 2 shows the performance indicators using the differential pressure method presented in ST2. The measurements in that study were collected in the same facility and under the same conditions as in the present one, with the exception that, for accurate differential pressure measurements, the liquid superficial velocity was restricted to the range below 0.4 m s −1 . Consequently the comparison does not extend to bubbly flows, because this regime was not encountered during the differential pressure tests.
It is clear that the dual-WMS method has a higher accuracy than either the single-WMS method or the ST2 method, for both gas and liquid superficial velocities in all flow regimes. The accuracies of liquid superficial velocity predictions of the single-WMS method and the ST2 method are comparable in the slug and churn flow regimes, while the ST2 method outperforms the single-WMS method in the annular flow regime. Both of these methods have comparable ϵ 20 for predictions of gas superficial velocity, but the single-WMS method has a significantly larger ϵ 10 in all flow regimes, indicating that it is more precise than the ST2 method for gas flow rate Figure 11 . Ratios of predicted (using single WMS) and measured (using flow meters) superficial velocities of (a) liquid and (b) gas for measurements in the testing database. ◼: bubbly flow regime, ⦁ : slug flow regime, ▴: churn flow regime, ⧫: annular flow regime.
measurements. In conclusion, the ST2 method and the single-WMS method have roughly equal accuracies for the liquid superficial velocity predictions, whereas the former achieves more accurate gas flow rate measurements. The dual-WMS method is clearly the best choice in terms of accuracy in predicting both phase flow rates in all flow regimes.
Measurement of liquid flow rate transients
The present method has so far been validated for steady flow conditions. However, it is also of interest, particularly in nuclear safety analysis, to measure flow rate under unsteady conditions, similar to those that occur in many practical applications. In this section, we report results of tests of the present method for three representative types of flows with a timedependent liquid flow rate in the test section. Variation of the liquid flow rate was effected by manual changing of the opening of a valve installed on a bypass line, as illustrated in figure 1. The time history of the 'actual' liquid superficial velocity was obtained from the readings of the ultrasonic flow meter, which had a response time of 0.3 s. The present method was applied to 5 s long segments of α k measured by the WMS to estimate the 'instantaneous' j l . We found this sample duration to be the minimum required for convergence of the statistical properties of the area-averaged void fraction. To allow more frequent updates of the current j l , each segment overlapped by 80% with each of the two neighbouring segments. It should be noted that the calculations done in this section were performed after the measurements were completed, and the symbols in figures 13-15 were placed at the mid-point of the time segments for which they were calculated; in contrast, if this method were used for online monitoring of flow rates, the superficial velocity would be updated at the end of each time Figure 12 . Ratios of predicted (using dual WMS) and measured (using flow meters) superficial velocities of (a) liquid and (b) gas for measurements in the testing database. ◼: bubbly flow regime, ⦁ : slug flow regime, ▴: churn flow regime, ⧫: annular flow regime. segment. The time history of the gas superficial velocity could not be monitored accurately with the available rotameters, so only the initial value of j g will be reported. The performance of the present method during these three transient tests will be described in the remainder of this section.
Gradual increase of liquid flow rate: This flow condition was generated by a gradual closing of the bypass valve. The superficial gas velocity at the start of the measurement was set as j g = 0.8 m s −1 and the flow regime was identified as slug flow for the entire duration of the measurements. Figure 13 shows that the predictions of the present method followed fairly closely the measurements of the ultrasonic flow meter.
Sudden stop of liquid flow: This flow condition was created by shutting off the power to the main pump, although, as a result of the inertia of the water, its flow rate did not vanish abruptly but gradually ( figure 14) . Initially, the flow rates were set as j l = 1.62 m s −1 and j g = 0.8 m s −1 , so that the flow was in the slug flow regime. Following pump shut down, the flow transitioned to the churn flow regime, then to the annular flow regime and finally to a single phase gas flow. The liquid superficial velocity predicted by the present method during the transient lagged behind the measured j l .
Oscillatory liquid flow rate: This flow condition was generated by opening and closing the bypass valve at a frequency of 0.08 Hz. The average flow rates were j l = 0.9 m s −1 and j g = 1 m s −1 and the flow remained in the slug flow regime at all times. As figure 15 shows, the predictions of the present method were very close to the measurements during flow acceleration, but lagged somewhat behind the measurements during flow deceleration.
Although it has so far been shown that the present method is able to follow accurately slow transients, the WMS appears to have a delayed response to decreasing flow rates. This observation does not necessarily prove that the WMS was in error, because a close examination of the loop operation indicated that the liquid flow rates at the water flowmeter and the WMS may have been somewhat different during periods of sharply decreasing liquid velocities. As shown in figure 1, the water flow control valve was positioned just upstream of the water flow meter, which was, in turn, located approximately 6 m upstream of the WMS (3.5 m along the horizontal branch and 2.44 m along the vertical branch). The air injection port was located far downstream of the ultrasonic flow meter and well upstream of the WMS; in consequence, the flow meter was always immersed in single-phase water, whereas the WMS could be exposed to water, air or two-phase flows. As the result of incompressibility of water, a decrease in the liquid flow rate during closing of the valve would be imposed instantaneously on the flow meter, and so an error in its output could only be caused by an inadequate frequency response, which was not the case for the present instrument. On the other hand, air would flow at a constant mass flow rate past the WMS before, during and after valve closing. Therefore, some water would continue to flow for a short time past the WMS, because of the inertia of the fluid in the vertical upward branch, combined with the compressibility of the gas phase. In addition, some of the water that remained in the vertical upward flow branch would be lifted by the flowing air past the WMS section, until enough water would be depleted so that the liquid level would drop below the air injection port. These arguments support our assessment that the apparent delay in WMS response corresponded, to a large portion or its entirety, to residual water flow through the WMS and so it was not necessarily a measurement error. Besides the previous explanation, we also examined the possibility that WMS signal averaging (over 5 s) would somehow introduce a delay during water flow deceleration. It is evident that the ratio of the average and the value at mid-interval would depend on the waveform of the flow rate transient. At the start of a drop in flow rate, when the output signal would be convex, averaging would lead to under-estimation of the flow rate, whereas at times past the inflection point of the signal, when it would be concave, averaging would lead to over-estimation of the flow rate; this observation makes averaging an implausible cause of delayed WMS response, regardless of the waveform of the flow rate transient. In summary, we believe that the apparent delay in the flow rate output of the WMS is related to the specific experimental configuration used in the present study, rather than to inaccuracies of the WMS or the data processing procedure.
Flow rate measurement in vertical downward flow
The method described previously for measuring gas and liquid flow rates in vertical upward pipe flows was also tested in vertical downward flows. In fact, the flow loop was designed to permit simultaneous measurements in both upward and downward flows with two separate dual WMS units. Separate sensor calibrations were performed, as it is well-known that the flow regimes in downward flows differ from those in upward ones. In fact, in downward flows in the range of conditions of present interest, only three flow regimes were encountered, in agreement with the observations of Barnea et al (1982) ; these regimes are the bubbly, slug and annular flow regimes. In the present experiments, the flow regime in the pipe was found to depend mainly on the liquid flow rate (figure 16). At low liquid flow rates, the flow was annular with the liquid flowing as a film on the wall and the gas flowing in the core. At intermediate liquid flow rates, slug flow was observed, whereby the liquid would occasionally bridge the gas core forming liquid slugs. In this regime, at larger liquid flow rates, distinct Taylor bubbles could be noticed, having noses pointing upwards, i.e. opposite to the direction of water flow. At the largest liquid flow rates, the flow was bubbly, resembling bubbly flow in vertical upward air-water flow. The presently observed flow regime transition boundaries were qualitatively similar to those reported by other researchers. For example, as illustrated in figure 16 , transition from the slug to the bubbly regime found by Barnea et al (1982) was almost identical to the one determined in the present experiments, while their transition from the annular to the slug regime occurred at slightly larger liquid flow rates than that in the present study.
The proposed flow rate measurement method was applied using the area-averaged void fraction measured by single and dual WMS following the procedure presented in section 4.3. An elastic map was trained to identify the flow regime based on RF(α k ), then six separate neural networks were trained to estimate the gas and liquid superficial velocity in the three flow regimes. The accuracy of this method was found to be very similar to the results presented in section 4.5 and thus we concluded that the proposed method is applicable to vertical downward as well as vertical upward gas-liquid flows.
Summary and concluding remarks
A novel flow rate measurement method has been proposed that utilizes machine-learning algorithms to process the areaaveraged void fraction signals measured by a single wire-mesh sensor in vertical upward air-water flow. The flow regime is first identified from the relative frequencies of the area-averaged void fraction using the elastic maps method, which we presented in a previous article (Shaban and Tavoularis 2014a) . The relative frequencies and the power spectral density of α k are selected as representative properties of the flow and independent features are then extracted from them using Principal Component Analysis and Independent Component Analysis. The resulting features are used as inputs to separate artificial neural networks for each flow regime, which are trained to give the gas and liquid flow rates as outputs. The method has also been applied using the signals from a dual WMS unit, in which case the cross-correlation function of void fraction measurements from the upstream and downstream sensors is used as an additional representative property in the algorithm. It was found that using the cross-correlation function led to significant improvement in the overall accuracy of the flow rate predictions, especially that of the liquid flow rate. The average absolute value of the relative error of liquid and gas superficial velocity predictions was found to be, respectively, 8.3% and 9.3% using a single WMS and 4.1% and 5.8% using a dual WMS unit. The same method has also been applied successfully to three simple transient flows and to vertical downward air-water flows.
Although the proposed method cannot be used in single phase flows, it offers several advantages in the measurement of two-phase flow rates. Firstly, it does not require separation of the two phases and the required sensors can be installed in existing piping systems with only small modifications. WMS measure the instantaneous void fraction distribution, which is an important parameter in two-phase flow analysis. Unlike the cross-correlation method, which has been suggested previously as suitable for measuring gas flow rate using dual WMS, the present method is accurate for all flow regimes and all flow conditions of interest. However, the present method can only be reliably used with the same working fluids and under the same thermodynamic conditions as those used for training. The cross-correlation method does not depend on calibration under specific flow conditions, which makes it a more robust approach within its range of applicability. Although the WMS is more intrusive than differential pressure sensors, used in our previous study (Shaban and Tavoularis 2014b) , the faster temporal response of the WMS allows flow rate measurements to be made for a much wider range of gas and liquid flow rates. Finally, an additional advantage of the proposed method is that all of the data processing tasks and machine learning algorithms were implemented using free or open-source software, thus eliminating accessibility problems and licensing costs.
