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The variational problem (1:3) can be discretized using the P 1 conforming nite element (cf. Figure 1 ) in the second order case and the Hsieh-Clough-Tocher macro element (cf. Anticipating the use of two-level domain decomposition preconditioners, we construct a triangulation of in the following way. Let be divided into J = 2 2k nonoverlapping squares b 1 ; : : : ; b J (cf. Figure 3 where k=2). By adding a diagonal to each b j we obtain a triangulation T H of (cf. Figure 4) . Then we perform a dyadic subdivision of T H to obtain the triangulation T h (cf. Figure 5 ). Here H and h are the lengths of the horizontal edges in T H and T h respectively. Let V h V be the nite element space associated with T h . The discretization of (1:3)
is:
Find u h 2 V h such that The two-level additive Schwarz preconditioner (cf. 8], 21] and the references therein) for A h is constructed as follows. Let b j be enlarged in all directions by the amount =`h (`2 N) and j be the intersection of this enlarged square with (cf. Figure 6) . We de ne V H V to be the nite element space associated with T H , and V j to be the subspace of V h whose members vanish identically outside j , for 1 j J. The Hence, the known upper bounds are sharp in the case of a small overlap for both second and fourth order problems. We note that the sharpness of (1:11) has already been remarked upon in 13].
The rest of the paper is organized as follows. Section 2 contains some lemmas that are needed in the subsequent sections. We prove the lower bound (1:13) for the second order model problem in Section 3 and the lower bound (1:14) for the fourth order model problem in Section 4. In order to avoid the proliferation of constants, we will henceforth use the notation A < B ( where ds denotes the di erential of the arc length. Let P 1 P 2 be the common boundary of two subdomains b j 1 and b j 2 which is parallel to the x 1 -axis, and Q 1 , Q 2 be two points on P 1 P 2 such that jP 1 Q 1 j = jP 2 Q 2 j = H=4 (cf. Figure 9 ). In view of Lemma 3.3, we can focus our construction to the reference interval I = 0; 1].
Some Lemmas
Let T be a dyadic subdivision of I with mesh size and L (I) be the space of continuous piecewise linear functions on I associated with T . Since the dimension of the subspace fw 2 L 1=8 (I) : w = 0 outside (1=4; 3=4)g of L 1=8 (I) is three, there exists a nontrivial functionĝ with the following properties: We denote by the constant (jĝj 2 H 1=2 (I) =jĝk 2 L 2 (I) ), which is of course independent of h, H and J.
The next lemma follows from the construction on I above and a scaling argument.
Lemma 3.4. There exists a continuous function g de ned on the line segment P 1 P 2 (cf. Figure 9 ) which is piecewise linear with respect to the dyadic subdivision induced by T h , for any h (H=8), and which has the following properties: g vanishes outside the line segment Q 1 Q 2 (cf. 
Since the overlap is minimal, each p`belongs to a triangle T`2 T h where v j 2 vanishes at all the vertices except p`. These triangles appear as the shaded triangles in Figure 10 . Lemma 3.5. For (h=H) (1=8) we have (3:14) min (BA h ) < h H :
Finally we can establish the estimate (1:13).
Theorem 3.6. There exists a positive constant c independent of h, H and J such that (BA h ) c H h holds for the second order model problem in the case of minimal overlap. Proof. For (h=H) (1=8) the estimate follows (3:1) and (3:14) . On the other hand, the estimate follows from the trivial estimate 1 (BA h ) when (h=H) (1=8).
Remark 3.7. It is easy to see that Theorem 3.6 can be applied to many other elements and that the estimate 
The Fourth Order Case
We consider in this section the fourth order model problem where V = H 2 0 ( ), a( ; ) is de ned by (1:2) and the Hsieh-Clough-Tocher macro element is used. The overlap is again taken to be h.
The rst lemma is established by the same argument in the proof of Lemma 3.1.
Lemma 4.1. The following estimate holds:
By (i) of Lemma 2.1, in order to show that min (BA h ) < (h=H) 3 , it su ces to nd one function v y 2 V h such that The subspace V h (?) is then de ned as in (3:3) . The functions in V h (?) are known as discrete biharmonic functions and they are completely determined by their nodal values (i.e., derivatives up to order one at the vertices and normal derivatives at the midpoints (cf. Figure 2) ) along ?. Using Lemma 4.2 and referring to Figure 9 , we obtain the following lemma by a simple calculation. Note that the restriction of v 2 V h to P 1 P 2 is a C 1 function which is piecewise cubic.
In We denote by the constant (jĝ 0 j 2 H 1=2 (I) =kĝk 2 L 2 (I) ), which is independent of h, H and J.
The following lemma is obtained by a scaling argument.
Lemma 4.4. There exists a C 1 function g de ned on the line segment P 1 P 2 (cf. Figure  9 ) which is piecewise cubic with respect to the dyadic subdivision induced by T h , for any h (H=8), and which has the following properties: g vanishes outside the line segment Q 1 Q 2 (cf. For (h=H) (1=8) we de ne v y 2 V h (?) to be the discrete biharmonic function which vanishes to the rst order everywhere on ? except the segment P 1 P 2 . On P 1 P 2 it satis es the following conditions: v y P 1 P 2 = g ; (4:6) (v y ) x 2 P 1 P 2 = 0 ; (4: 7) where g is the function in Lemma 4.4. It follows from (1:2), Lemma 4.3, (4.3) and (4:5){ (4:7) that (4: 8) a(v y ; v y ) < 1 H Since the overlap is minimal, each p`belongs to a triangle T`2 T h where all the nodal values of v j 2 vanish on the side opposite to p`(cf. Figure 10 
