Abstract: In this paper, an efficient domain decomposition (DD) technique is originally introduced into the unconditionally stable Crank-Nicolson finite-difference time-domain (CN-FDTD) method for analyzing the extraordinary optical transmission (EOT) phenomenon of periodic metallic gratings. Being caused by the evanescent waves propagating along the metal-dielectric interface in the visible and near infrared regions, the dispersion of the considered metal in this case is expressed by the Drude model and solved with a generalized auxiliary differential equation (ADE) technique. The periodic boundary condition is applied to the two-dimensional periodic metallic grating structures due to their periodicity. Then, the standard unsplit-field perfectly matched layer is derived as the absorbing boundary condition for CN-FDTD based on the ADE concept. In DD structures, the whole computational domain is divided into several subdomains to reduce the matrix size and save calculating time. Furthermore, the reverse Cuthill-Mckee scheme for the lower-upper decomposition is applied to the subdomain matrices individually to improve the efficiency of DD-CN-FDTD. Finally, two numerical examples are calculated and the physical mechanism of the EOT phenomenon is investigated. The results from the proposed method demonstrate its accuracy and efficiency for the nanostructures.
Introduction
Since the extraordinary optical transmission (EOT) through a two-dimensional (2-D) hole array perforated on a metallic film was first observed in 1998 [1] , the phenomenon of EOT through subwavelength metallic structures has drawn much attention [2] , [3] . Some studies on transmission metallic gratings with very narrow and deep slits [4] , subwavelength metallic grating structures containing nonlinear optical materials [5] , one-way EOT from spoof surface plasmons [6] and EOT through perforated metallic films for s-polarization [7] have been carried out in detail. The topic of EOT has been investigated not only on the physical mechanisms and experimental procedures [8] , [9] but also on the potential applications in optics and optoelectronics [10] , [11] . In general, the coupled surface plasmon polariton (SPP) resonance [9] and the Fabry-Pérot (FP)-like resonance [12] are two popular kinds of resonance theories involved in the explanation of the EOT phenomenon. However, another kind of resonance referred to as phase resonance, which rises in a periodic grating when its period comprises several cavities or slits, has been identified [13] . The addition of cavities or slits in the period introduces new degrees of freedom, and the distribution of field phases in the different cavities or slits that comprise the period can have different near-field configurations. In general, two requirements are needed for a phase resonance to occur: (i) at least one nonzero phase difference is found between the field phases in adjacent cavities or slits and (ii) a particular distribution of the field amplitude, naturally generated by the incidence conditions, is obtained. For a particular wavelength, the field distribution inside the cavities or slits can take a particular form so that its phase in adjacent cavities or slits is opposite to each other and its amplitude maximizes the inner field, and π resonances can be excited [14] . This phase resonances are also characterized by a significant enhancement of the interior field, and by a significant power absorption.
For the EOT analysis of periodic metallic gratings, the finite-difference time-domain (FDTD) method is usually used due to its effective and versatile solution of Maxwell's equations and its easy transformation between time domain and frequency domain. However, the time step of FDTD is constrained by the Courant-Friedrich-Levy (CFL) stability condition [15] . Usually, the fine grid division is required along the metal-dielectric interface to attain considerable accuracy because the SPPs are highly localized in this interface. Thus, an extremely small time step has to be chosen to result in a heavy computational burden. To remove this limit regarding the time step, some kinds of unconditionally stable FDTD methods have been proposed in recent years. Firstly, the alternating-direction implicit (ADI) FDTD [16] , [17] , locally one-dimensional (LOD) FDTD [18] and split-step (SS) FDTD [19] methods are the three typical unconditionally stable time-marching methods which only need to solve a tridiagonal matrix equation during the calculation. However, the tridiagonal property of the matrix is always broken down when the absorbing boundary condition (ABC) or periodic boundary condition (PBC) is incorporated into the three methods. Moreover, the accuracy will be compromised by the rapidly degraded numerical dispersion as the time step size increases [20] , [21] . Secondly, an unconditionally stable order-marching scheme is achieved by introducing the weighted Laguerre polynomials (WLPs) into the FDTD method [22] . This method does not deal with the time step, and it is much more efficient for solving the multiscale problems than conventional FDTD. Thirdly, Crank-Nicolson (CN) FDTD [23] and Newmark-Beta FDTD [24] are also two unconditionally stable time-marching methods, in which a full time step size in one marching step is used to discretize the Maxwell's equations. The sparse matrix equation needs to be solved in all the WLP-FDTD, CN-FDTD and Newmark-Beta FDTD methods. Recently, a domain decomposition (DD) technique has been introduced into the WLP-FDTD method to get efficient solutions [25] - [27] .
In this paper, an efficient DD-CN-FDTD method is proposed to analyze the EOT phenomenon of dispersive metallic gratings. The dispersion of the metal is expressed by the Drude model, and is solved with the generalized auxiliary differential equation (ADE) technique due to its simplicity and flexibility [28] . Moreover, based on the ADE concept, a standard unsplit-field perfectly matched layer (PML) is derived to effectively truncate the simulation domain of CN-FDTD. In order to reduce the complexity of lower-upper (LU) decomposition, the reverse Cuthill-Mckee (RCM) [29] , an effective pre-conditional processing technique in bandwidth compression of sparse matrices, is employed in the same time. Two numerical examples of periodic metallic gratings with different geometries are investigated, and the results validate the accuracy and efficiency of the proposed method.
This paper is organized as follows. In Section 2, the theories and detailed numerical formulations for CN-FDTD are presented, and then the implementation of DD-CN-FDTD is illustrated. Two numerical examples of periodic metallic gratings are calculated and the physical mechanism is discussed in Section 3. Section 4 concludes this paper.
Theories and Formulations

Formulations for Dispersive Media
The time-domain Maxwell's equations with lossless and dispersive media can be written as
where μ 0 is the magnetic permeability of free space, and J is the current density. The electric displacement vector D is related to the electric field intensity E through the relative dielectric permittivity ε r of the local tissue by
where ε 0 is the electric permittivity of free space. Because the dielectric response of the metal is mainly governed by free electron plasmon, the frequency-dependent relative dielectric permittivity of the metal is expressed by a modified Drude model. By assuming e −jωt as the time dependence, ε r can be given in a general form as [30] 
where ε ∞ is the infinite dielectric constant, ω represents the angular frequency of the impinging light, ω p is the plasma frequency in the metal, and γ is the damping constant in the metal. Inserting (4) into (3), we have
Assuming
we can get
Grafting (6), we can obtain
With the transformation relationship from frequency domain to time domain (jω → ∂/∂t ), (7) and (8) can be written as
Substituting (9) into (1), we have
Without loss of generality, a 2-D transverse-electric (TE z ) wave is considered here. The timedomain Maxwell's equations and auxiliary differential equations in the lossless and dispersive metal can be written as
To simplify the problem, the E x component is taken as an example to show the derivation of the 2-D implicit formulation with Drude dispersive media in CN-FDTD. With reference to [23] , using the central difference scheme to discretize both the temporal and spatial derivatives, the differential equations in (12a)-(12e) will be transformed into the difference ones. By inserting (12c) and (12d) into (12a), the implicit updating equation for E x can be obtained as
The coefficients in (13) are defined as
where t is the temporal time step, and x and y are the spatial step sizes along x-and ydirections, respectively. Similarly, the implicit equation of E y in CN-FDTD can also be obtained. Since a metallic grating is a periodic structure, the PBC is applied to the simulation. It is assumed that the PBCs lie on the edges of j min and j max along the y-direction and the period is T . According to the Floquet theorem
we can obtain
The other electromagnetic field components and auxiliary variables outside the computational domain can be solved in a similar way.
Rewriting the implicit equations of E x and E y as a matrix form, we have
where A is the sparse coefficient matrix, E x,y is the unknown field variables, b is the known terms and J is the current density.
Formulations for Standard Unsplit-Field PML
Based on the ADE scheme, an efficient higher-order PML is proposed for the order-marching WLP-FDTD method in [26] . Here, a standard unsplit-field PML, which is a particular form of the higher-order PML in [26] , is derived for the time-marching CN-FDTD method by employing the ADE technique. The frequency-domain Maxwell's equations of a 2-D TE z wave in complex stretched coordinates for the lossy media can be written as [31] , [32] 
where j = √ −1, and S v (v = x, y) are the stretched coordinate matrix coefficients defined via the complex frequency shifted (CFS) PML parameters [33] , [34] 
where α v , κ v and σ v are assumed to be positive real numbers, and they are one-dimensional functions along the v-axis. Particularly, the values of α v and κ v are assigned to be 0 and 1, respectively, for the standard unsplit-field PML. Without loss of generality, the E x component is once again taken as an example here. With references to [26] and [32] , (17a) can be expressed as
The auxiliary variable is introduced into (19) as (20) and then the expression of (19) can be directly transformed into a time-domain form
where the auxiliary variable Q H y,z x,y,t satisfies the differential equation in time domain
Similar to the derivation of (21) and (22), the time-domain expressions of the other electromagnetic field components and auxiliary variables can also be obtained.
With reference to [23] , the 2-D implicit E x formulation of the standard unsplit-field PML for CN-FDTD can be given by using the central difference scheme to discretize both the temporal and spatial derivatives, and the difference forms of (21) and (22) will be obtained. Inserting (22) and the difference equation of H z into (21), the implicit updating equation for E x can be got as
The coefficients in (23) are defined as and
where
and other coefficients on the right hand of (23) can be defined in the same way. Similarly, the implicit equation of E y can also be obtained. Combining the two implicit equations of (13) and (23), we can incorporate the standard unsplitfield PML and PBC into the matrix equation of (16) which can be efficiently solved by the DD scheme.
Implementation of the DD Scheme
In the implementation of DD-CN-FDTD, for example, the whole computational domain D is decomposed into four subdomains D 1 , D 2 , D 3 and D 4 , with the interfaces between neighbor subdomains named as 1 2 , 1 3 , 2 4 and 3 4 , as shown in Fig. 1 . For a specific simulated structure, the size of the grids can be different in different subdomains. Similar to WLP-FDTD [35] , a nonconformal DD scheme can be introduced into CN-FDTD to handle the different grids on the interface between two neighboring subdomains. Here, the uniform mesh is used for all of the interfaces. For solving dispersive metallic gratings incorporated with PBCs, the implementation of the DD scheme in CN-FDTD is somewhat different from that in WLP-FDTD presented in [25] and [26] . 
where A i i (i = 1, 2, 3, 4) corresponds to the interior to interior coupling, A i corresponds to the global assembly of the interior to interface coupling, A i corresponds to the global assembly of the interface to interior coupling, and A corresponds to the global assembly of the interface to interface coupling. It is worth mentioning that not only the matrix equation and ABCs but also the PBCs in (15) should be taken into account to accurately assemble subsystems of (24) . Due to the dispersion of metal and the incorporation of PBCs, A i is essentially not the transposition of A i .
The vector E x,yi represents the field components to be solved inside the four subdomains, and the vector E x,y represents the unknown field components on the interfaces. And the vectors b x,yi and b x,y are known terms in accordance with E x,yi and E x,y . In this DD algorithm, there is no direct coupling between the interior unknowns of any two subdomains since they are isolated from each other by using central difference scheme. The coupling between the two subdomains is indicated by the interface. Without loss of generality, it is assumed that the whole computational domain is decomposed into N subdomains. The matrix equation for the N-subdomain solution has the same form as (24) . From (24), the linear system that is local to the i th subdomain (i = 1, 2, · · · , N ) is written as
where the term A i E x,y is the contribution to the subdomain equation from the interface. And the linear system that is related to the interface can be written as
where the summation term A i E x,yi is the contribution to the interface equation from the interior of the ith subdomain. From (25) and (26), the variable E x,yi can be eliminated from (26) and the Schur complement can be got [36] 
i i A i is the Schur complement. Once the interface variables are obtained by solving the Schur complement system (27) , (24) can be decoupled by solving the following subdomain problems
It is evident that the systems of (28) are completely independent of each other and can be efficiently tackled in a parallel manner. After the electric field components are obtained by solving the matrix equations from (27) and (28), the magnetic field ones and the auxiliary variables can be conveniently calculated in an explicit way. 
Numerical Rusults
To validate the accuracy and efficiency of the proposed DD-CN-FDTD method for solving the electromagnetic problems with dispersive materials, two numerical examples of periodic metallic gratings with different geometries are investigated in the visible and near infrared regions in this section. Furthermore, the physical mechanism of the EOT phenomenon is analyzed and discussed. Here, all calculations are performed on an Intel (R) Core (TM) i3-2120 × 4 3.30 GHz machine with 12 GB RAM.
Periodic Metallic Grating
To begin with, a single slit periodic metallic grating calculated in [37] is taken as the first example to validate the performance of the proposed method. The calculated region is truncated by the standard unsplit-field PML on the left and right sides and by PBC on the top and bottom sides, as shown in Fig. 2 . A Gaussian pulse is used as the source excitation, and the time variation of the source is given by
where the maximum frequency f max = 750 THz, τ = 1/(2f max ) and t 0 = 3τ. The metal in this numerical example is silver and the considered wavelength range is 400 nm to 2000 nm. Hence, the corresponding parameters are given as ε ∞ = 5, ω p = 1.37 × 10 16 rad/s, and γ = 9.63 × 10 13 rad/s, the same as those in [37] . As the SPPs are highly localized along the metaldielectric interface, fine spatial cells with x = y = = 10 nm are used to uniformly discretize the whole computational domain. In the structure of Fig. 2 , T , D , and H represent the period of the grating, the width of the slit, and the thickness of the grating, respectively. The 2-D domain is 2000 nm × 800 nm and it is meshed into 200 × 80 rectangular grids.
The conventional FDTD method, the CN-FDTD method, the LOD-FDTD method, and the proposed DD-CN-FDTD method are used for this simulation. The time step for FDTD is assigned to be t FDTD = /(2c) (c is the velocity of light in the vacuum) according to the CFL constraint, while t DD−CN−FDTD = t CN−FDTD = 8 t FDTD can be chosen for CN-FDTD and DD-CN-FDTD. Because of the rapidly degraded numerical dispersion, t LOD−FDTD = 4 t FDTD is given for LOD-FDTD. In the DD structure, the whole computational domain is decomposed into three subdomains. Fig. 3 shows the transmission spectrums of the periodic metallic grating calculated from the four methods, where × 100% (30) where λ peak is resonant wavelengths of transmission spectrum calculated from proposed DD-CN-FDTD, while λ peak−FDTD is the reference solution obtained from FDTD. Table 1 shows the precision of DD-CN-FDTD with different CFL numbers (CFLNs) which are defined by t DD−CN−FDTD / t FDTD . One can see from Table 1 that the numerical accuracy decreases with the increased numerical dispersion error. And the errors of LOD-FDTD in Table 1 are extracted from [37] .
Since the large sparse coefficient matrix produced by CN-FDTD keeps unchanged during the time-marching process, the LU decomposition needs to be performed only once at the beginning of the calculation. The computational complexity of LU decomposition is O (2m 1 m 2 n + m 2 n − 2n), where n is the number of unknowns, m 1 is the bandwidth of the lower triangular matrix, and m 2 is the bandwidth of the upper one. The memory requirement of LU decomposition is O (kn), where k is the bandwidth of the coefficient matrix [38] . In order to save calculation time and memory requirement of the LU decomposition, the RCM technique that generates a symmetric sparsity pattern with a small bandwidth is used for the sparse coefficient matrix. For CN-FDTD, the visualized sparsity pattern of the untreated coefficient matrix with a large bandwidth is shown in Fig. 4(a) . After applying the RCM technique to the large banded-sparse matrix, its bandwidth can be reduced largely, as shown in Fig. 4(b) , and much less CPU time is required for the LU decomposition. For DD-CN-FDTD, the RCM technique is applied to the banded-sparse matrices generated from the subdomains individually.
Furthermore, a comparison between the four methods in terms of the required CPU time and memory usage in this example is shown in Table 2 . In solving the multiscale problems, it is computationally challenging for the conventional FDTD method due to the CFL stability limit. While the unconditionally stable DD-CN-FDTD is an implicit scheme, its time step is no longer restricted by the CFL stability limit. Thus, the much larger time step of DD-CN-FDTD results in the much smaller time-marching number, and then fast calculation is achieved. From Table 2 , the CPU time of the proposed DD-CN-FDTD method can be largely reduced with the much larger time step beyond the CFL constraint. Because of the storage of the large spares matrices, the memory requirement of the two CN-FDTDs is larger than that of FDTD and LOD-FDTD.
Similar to the procedures in [37] , the results of the transmission spectrum in three cases are validated with the proposed DD-CN-FDTD method, respectively. In the first case, for the fixed parameters of T = 800 nm and D = 120 nm, the results are depicted in Fig. 5 when the parameter of H is changed from 180 nm to 220 nm. It is revealed that the increase of grating thickness causes a red shift of the transmission peak. By defining the shift of wavelength and the increment of grating thickness are λ and H , respectively, Fig. 5 also indicates that the ratio of λ/ H keeps almost unchangeable when the grating period and the slit width are fixed, which agrees with the results in [37] .
In the second case, for the fixed parameters of T = 800 nm and H = 200 nm, the effect of slit width variation is illustrated in Fig. 6 when the parameter of D varies from 80 nm to 200 nm. The maximal value of the transmission peak rises with the increase of the slit width, but the resonant wavelength of the transmission peak does not change. One can see that more energy can penetrate the metallic grating with the increased slit width.
In the third case, for the fixed parameters of H = 200 nm and D = 120 nm, the curves of the transmission spectrum are depicted in Fig. 7 when the parameter of T increases from 700 nm to 900 nm. In this case, the position of the transmission peak shows an obvious red shift in the transmission spectrum with the increase of the grating period, and the maximal value of the transmission peak descends sharply at the same time.
Periodic Metallic Grating With the Indentation Array
A periodic structure with an indentation array is studied as the second example to further explore the EOT phenomenon affected by the number of indentations. Fig. 8 shows a schematic view of one period of the 2-D metallic grating with the indentation array where the grating thickness H = 400 nm, the slit width D = 240 nm, the grating period T = 1600 nm, P = 80 nm, the period of the indentation array d = 200 nm, the width of the indentation Q = 100 nm and the depth of the indentation is also 100 nm.
To accurately model the effect of SPPs in Fig. 8 , the graded nonuniform grids are employed in the x-direction to divide the domain. In this example, the whole computational domain is 2400 nm × 1600 nm and it is meshed into 310 × 160 rectangular grids. The minimum and maximum cell sizes along the x-direction are 4 nm and 10 nm, respectively, and the cell size along the y-direction is 10 nm. In addition, the excitation is a Gaussian pulse in (29) with f max = 750 THz.
The conventional FDTD method, the CN-FDTD method and the proposed DD-CN-FDTD method are used for this simulation with the same metallic parameters as the first example, and the considered wavelength range is from 600 nm to 3000 nm. In this simulation, the time step for FDTD is assigned to be t FDTD = min /(2c) which satisfies the CFL condition, while the CFLN = 30 is given for CN-FDTD and DD-CN-FDTD. In the DD structure, the whole computational domain is also decomposed into three subdomains. For validation of the proposed method, Fig. 9 depicts the results of the transmission spectrum for the periodic metallic grating without indentations. From Fig. 9 , the results obtained from DD-CN-FDTD are in quite good agreement with those from CN-FDTD and FDTD. Table 3 shows the numerical precision of DD-CN-FDTD with different CFLNs in this simulation. It is revealed that the numerical accuracy decreases with the increased numerical dispersion error. Furthermore, a comparison between these three methods in terms of the required CPU time and memory usage is presented in Table 4 .
With the RCM technique for bandwidth compression, the CPU time of proposed DD-CN-FDTD can be largely reduced compared with the other two methods. As demonstrated in the first example, the large time step of DD-CN-FDTD leads to a fast calculation. However, because of the storage of the sparse coefficient matrices, the memory requirement of DD-CN-FDTD is larger than that of explicit FDTD which is free of matrix storage. In fact, for solving this multiscale problem, it is worth employing the proposed DD-CN-FDTD method with the pre-conditional RCM technique to save much simulation time at the expense of computer memory requirement.
The spectrum curves for the metallic grating with different number of indentations are shown in Fig. 10 . The maximal value of the transmission peak varies with the various numbers of the indentation, but the position of the peak does not change. Actually, the value of the transmission peak will be maximized with one indentation, and more energy can penetrate the metallic grating in this case.
Analysis and Discussion
It is important for the application of the periodic metallic gratings with subwavelength slits to give a clear description and explanation of the physical mechanism of the EOT phenomenon. Thus, a brief analysis and discussion of the physical mechanism is given in this section.
In Fig. 5 , one can observe that the resonant wavelength of the transmission spectrum is approximately linear with the thickness of the grating, which agrees with the conclusion in [37] . This is consistent with the FP-like behavior which has been found in the transmission of the surface plasmons resonant mode with different grating thicknesses [12] . It has been pointed out that a FP-like structure produces the FP resonance phenomenon when the electromagnetic waves pass through the slits. In the structure of subwavelength slits, which is similar to a FP-like structure, the transmission of the surface plasmon resonant mode follows the behavior of the FP-like resonance. With the fixed thickness of the grating in Fig. 6 , as stated in [37] , the transmission enhancement phenomenon occurs when the incident wavelength satisfies the resonance matching condition of m(λ/2n eff ) = L eff [39] , where m is an integer, n eff is the effective index of refraction, and L eff represents the equivalent resonance strength related to the structure and the filling medium. Therefore, from the values of resonance wavelength satisfying the approximate resonant transmission condition, the metallic grating with slits can effectively transfer the light.
Obviously, the position of the minimal transmittance remains unchanged with different grating thickness or subwavelength slit width, as shown in Fig. 5 or Fig. 6 . However, the wavelength corresponding to the minimal transmittance appears to be a red shift or a blue shift with different grating period as shown in Fig. 7 . This phenomenon is interpreted as the surface plasmon's negative effect of the transmission [40] . The interference of the excited order, the incident plane wave and the nearly unit-amplitude-reflected zero order result in a transmittance dip.
In the first example, due to the geometrical similarity, the resonance mechanism of the FP-like cavity is more obvious than SPPs. However, the EOT phenomenon is a result of common action between the two mechanisms. If two plasma waves produced on the metal surfaces result in constructive interference, the SPP effect which refers to the evanescent waves propagating along the metal-dielectric interface will be magnified [2] , [4] . As indicated from the second example, the coherent superposition of the surface plasma waves, which produces the constructive interference or destructive interference, occurs on the metal surface. It is a possible mechanism to enhance optical transmission through perforated metallic films or metallic grating with periodically structural indentations [4] , [41] . According to the second example, the position of the transmission peak remains unchanged when the grating period and the grating thickness are fixed, which is consist with the theory of FP-like cavity resonance.
To analyze the EOT phenomenon of the periodic metallic gratings, the proposed DD-CN-FDTD method with the pre-conditional RCM technique provides fast calculation due to its large time step, small time-marching number and easy LU decomposition.
Conclusion
In this paper, an efficient DD scheme is introduced into the unconditionally stable CN-FDTD method for analyzing the EOT phenomenon of periodic metallic gratings. To begin with, the ADE-based formulation of CN-FDTD is derived for solving dispersive media which is expressed by the Drude model. And the standard unsplit-field PML is also derived for CN-FDTD based on ADEs to effectively truncate the 2-D computational domain. With the preconditioning RCM technique applied to the LU decomposition which is executed only once at the beginning of the calculation, the implicit updated equations can be solved quickly. The proposed method is applied to the EOT phenomenon analysis of two periodic metallic gratings in the visible and near infrared regions, and the physical mechanism is discussed. Simulation results show that the FP-like behavior is not the only mechanism affecting the EOT phenomenon. The SPP resonances from the surface waves of the metal indentation array also play an important role in the EOT phenomenon. Additionally, the results demonstrate the accuracy and efficiency of the proposed method compared with the conventional FDTD and CN-FDTD methods.
The proposed method is very suitable for the complex structures involving multiscale grid division, such as photonic gratings, photonic crystals, microwave devices and antennas. In addition, the DD technique has potential power in accelerating both the implicit finite-difference and finite-element methods, especially in the three-dimensional (3-D) case. In implementing the DD technique in FDTD methods, it is more powerful for those which generate a large, sparse and banded coefficient matrix, such as CN-FDTD, WLP-FDTD and New-Beta-FDTD than for those which generate a tridiagonal coefficient matrix, such as ADI-FDTD, LOD-FDTD and SS-FDTD. The time-marching DD-CN-FDTD method will be extended in 3-D structures and more realistic and practical applications will be studied in our future work.
