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ON THE LARGE ARGUMENT ASYMPTOTICS OF
THE LOMMEL FUNCTION VIA STIELTJES TRANSFORMS
GERGO˝ NEMES
Abstract. The aim of this paper is to investigate in detail the known large argument as-
ymptotic series of the Lommel function by Stieltjes transform representations. We obtain a
number of properties of this asymptotic expansion, including explicit and realistic error bounds,
exponentially improved asymptotic expansions, and the smooth transition of the Stokes dis-
continuities. An interesting consequence related to the large argument asymptotic series of
the Struve function is also proved.
1. Introduction and main results
In his important paper [3], Boyd investigated various properties of the large-z asymptotics
of the modified Bessel function Kν (z), using its Stieltjes transform representation. His analysis
includes error bounds, exponentially improved asymptotic expansions and the smooth transition
of the Stokes phenomenon.
In this paper, we shall discuss the Lommel function Sµ,ν (z) for fixed complex µ, ν and large
complex z. The asymptotic expansion for this function is well known [18, 11.9.iii]. Following the
notations in [18], we have that as z →∞ in the sector |arg z| ≤ π − δ, for any 0 < δ ≤ π,
(1.1) Sµ,ν (z) ∼ zµ−1
∞∑
n=0
(−1)n an (−µ, ν)
z2n
,
where
an (µ, ν) =
n∏
k=1
(
(µ+ 2k − 1)2 − ν2
)
= 22n
(
µ− ν + 1
2
)
n
(
µ+ ν + 1
2
)
n
,
with the Pochhammer symbol (x)n = Γ (x+ n) /Γ (x). If either of µ ± ν equals a positive odd
integer, then the right-hand side of (1.1) terminates and represents Sµ,ν (z) exactly.
Before stating our results, we mention some applications to other special functions. The
Struve functions are related to the Lommel function by
(1.2) Kν (z) =
21−ν√
πΓ
(
ν + 12
)Sν,ν (z)
and
(1.3) Mν (z) = ∓ie∓pi2 iνKν
(
ze±
pi
2 i
)∓ 2
πi
e∓piiνKν (z) , −π ≤ ± arg z ≤ π
2
.
The first formula is given in [4, p. 444], the second follows from [18, 11.2.E2, 11.2.E5 and
11.2.E6]. The large argument asymptotic series of the Struve functions are well known (see, e.g.,
[18, 11.6.i]). Explicit error bounds for the asymptotic expansion of Kν (z) when ν is real and z is
positive, were obtained by Watson [23, p. 333]. The results of this paper provide error bounds for
this expansion under more general circumstances. Dingle [4, p. 445] gave exponentially improved
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versions of the asymptotic expansion of Kν (z), although, his results were obtained by formal
and interpretive, rather than rigorous, methods. Our analysis also provides a mathematically
precise treatment of Dingle’s formal expansions. Another family of special functions related to
the Lommel function are the Anger–Weber-type functions:
Aν (z) =
S0,ν (z)− νS−1,ν (z)
π
,
Jν (z)− Jν (z) = sin (πν)
π
(S0,ν (z)− νS−1,ν (z))
and
Eν (z) + Yν (z) =
(cos (πν)− 1) νS−1,ν (z)− (cos (πν) + 1)S0,ν (z)
π
.
For the definitions and the large argument asymptotics, see, e.g., [18, 11.10.i and 11.11.i]. These
connection formulas follow by applying formula [18, 11.9.E5] to [18, 11.10.E17] and [18, 11.10.E18]
(see also Luke [8, p. 84]). Precise error bounds for the large argument asymptotic series of these
functions were derived by Meijer [9]. The error bounds we prove in this paper are generalisations
of Meijer’s results.
In our first theorem, we give two Stieltjes transform-type integral representations for the
remainder of the asymptotic series (1.1). Throughout this paper, empty sums are taken to be
zero.
Theorem 1.1. For complex z, µ and ν, and for any non-negative integer N , define the remainder
term RN (z, µ, ν) by
(1.4) Sµ,ν (z) = z
µ−1
N−1∑
n=0
(−1)n an (−µ, ν)
z2n
+RN (z, µ, ν) .
Then we have the integral representations
(1.5) RN (z, µ, ν) = (−1)N 2
µ+1zµ−2N−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
t2N−µKν (t)
1 + (t/z)
2 dt
for |arg z| < pi2 and ℜ (µ) + |ℜ (ν)| < 2N + 1;
(1.6) RN (z, µ, ν) = 2
µΓ
(
µ+ν+1
2
)
Γ
(
ν−µ+1
2
) (zµ−2N−1 ∫ +∞
0
t2N−µJν (t)
1− (t/z)2 dt+ e
∓pi2 iνKν
(
ze∓
pi
2 i
))
for 0 < ± arg z < π, ℜ (µ)−ℜ (ν) < 2N + 1 and 2N − 32 < ℜ (µ).
In our analysis of the asymptotic expansion (1.1), we shall use the representation (1.5). Nev-
ertheless, the formula (1.6) has some important consequences on the asymptotics of the Struve
functionMν (z) (see Section 5). In Section 3, we will show how to obtain numerically computable
bounds for the remainder term RN (z, µ, ν).
In his paper [3], Boyd derived the representation
(1.7) Kν (z) =
( π
2z
) 1
2
e−z
N−1∑
n=0
an (ν)
zn
+KN (z, ν)
for |arg z| < π, with
an (ν) = (−1)n
(
1
2 + ν
)
n
(
1
2 − ν
)
n
2nΓ (n+ 1)
= (−1)n
√
2
π
cos (νπ)
π
∫ +∞
0
tn−
1
2 e−tKν (t) dt.
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The error term KN (z, ν) is given by
(1.8) KN (z, ν) = (−1)N cos (πν)
π
z−N−
1
2 e−z
∫ +∞
0
tN−
1
2 e−tKν (t)
1 + t/z
dt,
provided that |ℜ (ν)| < N + 12 . Employing (1.4), (1.6), (1.7), (1.8), the connection formula
between the Lommel function and the Bessel functions (see Watson [23, p. 347, expression (3)]
or [18, 11.9.E5]), together with the continuation formulas for Kν (z) (see [18, 10.34.E4]), it is
possible to derive expansions for Sµ,ν (z) in other sectors of the complex z-plane.
In the following theorem, we give exponentially improved asymptotic expansion for the func-
tion Sµ,ν (z). This expansion can be viewed as the mathematically rigorous form of the termi-
nated expansions of Dingle [4, pp. 442–444]. In this theorem, we truncate the asymptotic series
of Sµ,ν (z) at about its least term and re-expand the remainder into a new asymptotic expansion.
The resulting exponentially improved asymptotic series is valid in larger regions than the origi-
nal expansion (1.1). The terms in this new series involve the Terminant function T̂p (w), which
allows the smooth transition through the Stokes lines arg ν = ±pi2 . For the definition and basic
properties of the Terminant function, see Section 4. Throughout this paper, we use subscripts
in the O notations to indicate the dependence of the implied constant on certain parameters.
Theorem 1.2. Let M be an arbitrary fixed non-negative integer, and let µ and ν be fixed complex
numbers. Suppose that |arg z| ≤ 3pi2 , |z| is large and N = 12 |z| + ρ is a positive integer with ρ
being bounded. Then
(1.9) RN (z, µ, ν) =
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) (πe pi2 iµ ( π−2iz
) 1
2
eiz
M−1∑
m=0
am (ν)
(−iz)m T̂2N−m−µ+ 12 (iz)
+πe−
pi
2 iµ
( π
2iz
) 1
2
e−iz
M−1∑
m=0
am (ν)
(iz)
m e
2piiµT̂2N−m−µ+ 12 (−iz) +RN,M (z, µ, ν)
)
,
where
RN,M (z, µ, ν) = OM,µ,ρ
(
e−|z|
|z| 12
|aM (ν)|
|z|M
)
for |arg z| ≤ pi2 ;
RN,M (z, µ, ν) = OM,µ,ρ
(
e∓ℑ(z)
|z| 12
|aM (ν)|
|z|M
)
for pi2 ≤ ± arg z ≤ 3pi2 .
While proving Theorem 1.2 in Section 4, we also obtain the following explicit bound for the
remainder RN,M (z, µ, ν) in (1.9). Note that in this theorem N may not depend on |z|.
Theorem 1.3. Let N and M be non-negative integers and let µ and ν be complex numbers,
such that |ℜ (ν)| < M + 12 and ℜ (µ) < 2N −M + 12 . Define the remainder RN,M (z, µ, ν) by the
equality (1.9). Then we have
|RN,M (z, µ, ν)| ≤ π
∣∣e pi2 iµ∣∣ ( π
2 |z|
) 1
2 |cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
∣∣∣eizT̂2N−M−µ+ 12 (iz)∣∣∣
+ π
∣∣e−pi2 iµ∣∣ ( π
2 |z|
) 1
2 |cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
∣∣∣e2piiµe−izT̂2N−M−µ+ 12 (−iz)∣∣∣
+
(π
2
) 1
2 |zµ| |cos (πν)||cos (πℜ (ν))|
|aM (ℜ (ν))|Γ
(
2N −M −ℜ (µ) + 12
)
|z|2N+1
,
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provided that |arg z| ≤ pi2 . When 2ℜ (ν) is an odd integer, the limiting value has to be taken in
this bound.
In their paper [7], Howls and Olde Daalhuis investigated the hyperasymptotic properties of
solutions of inhomogeneous linear differential equations with a singularity of rank one. The result
in Theorem 1.2 can be regarded as a special case of their theory. Nevertheless, our approach
provides not only an order estimate but an explicit, numerically computable bound for the
remainder RN,M (z, µ, ν).
If we restrict z to the right-half plane, the re-expansion of the remainder RN (z, µ, ν) can be
done using only elementary functions. For a general theory of such re-expansions, see the papers
of Olde Daalhuis [12, 13].
Theorem 1.4. Let M be an arbitrary fixed non-negative integer. Let µ and ν be fixed complex
numbers. Suppose that |arg z| ≤ pi2 − δ < pi2 with 0 < δ ≤ pi2 being fixed, |z| is large and
N = 12 |z|+ ρ is a positive integer with ρ being bounded. Then
(1.10) RN (z, µ, ν) = z
µ−1
M−1∑
m=0
vN,m (z, µ, ν) + R̂N,M (z, µ, ν) ,
where
vN,m (z, µ, ν) =
(−1)N
z2N
e−2iθm
(1 + e−2iθ)
m+1
m∑
k=0
(
m
k
)
(−1)k aN+k (−µ, ν)
|z|2k
=
1
(1 + e−2iθ)
m+1
m∑
k=0
(
m
k
)
(−1)N+k aN+k (−µ, ν)
z2N+2k
e−2iθ(m−k)
and
(1.11) R̂N,M (z, µ, ν) = OM,µ,ν,ρ,δ
(
e−|z|
|z|M2 +1
)
.
Note that the expansion (1.10) may be regarded as the result of an Euler transformation [17,
p. 537] applied to the divergent tail of the asymptotic series (1.1).
For some explicit bounds for the remainder R̂N,M (z, µ, ν) in (1.10), when M is even and N
may not depend on |z|, see Subsection 4.3.
The idea of re-expanding the optimally truncated remainder into another asymptotic series,
in order to improve its numerical efficacy, dates back to Stieltjes [22]. In Stieltjes’ work, the
object of re-expansion is not the remainder but the converging factor, which is the ratio of the
remainder and the first omitted term. For the sake of interest, we compute the asymptotic series
of the converging factor corresponding to the asymptotic expansion (1.1) of the Lommel function
in Appendix A. For more information about converging factors, see Olver [16], [17, pp. 522–536]
or Paris [20, pp. 85–89].
The rest of the paper is organised as follows. In Section 2, we prove the formulas for the
remainder term stated in Theorem 1.1. In Section 3, we give explicit and numerically computable
error bounds for the large argument asymptotic series (1.1) of the Lommel function using the
results in Theorem 1.1. In Section 4, we prove the exponentially improved expansions presented
in Theorems 1.2 and 1.4 together with the error bound in Theorem 1.3, and provide a detailed
discussion of the Stokes phenomenon related to the expansion (1.1). An interesting property of
the large argument asymptotic series of the Struve function Mν (z), which was already observed
by Dingle, is proved in Section 5.
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2. Proof of the formulas for the remainder term
First, we prove (1.5). Our starting point is the integral representation (see Dingle [4, p. 380]
or Erde´lyi et al. [6, p. 230, entry (42)])
(2.1) Sµ,ν (z) =
2µ+1zµ−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
t−µKν (t)
1 + (t/z)
2 dt,
valid for |arg z| < pi2 and ℜ (µ) + |ℜ (ν)| < 1. For every non-negative integer N and |arg z| < pi2
we have
1
1 + (t/z)
2 =
N−1∑
n=0
(−1)n
z2n
t2n +
(−1)N
z2N
t2N
1 + (t/z)
2 .
Substituting this into the expression (2.1) and integrating term-by-term, we deduce
Sµ,ν (z) = z
µ−1
N−1∑
n=0
(−1)n
z2n
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
t2n−µKν (t) dt
+ (−1)N 2
µ+1zµ−2N−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
t2N−µKν (t)
1 + (t/z)
2 dt.
(2.2)
As t → 0+, we have Kν (t) = O
(
t−|ℜ(ν)|
)
for ν 6= 0, and Kν (t) = O (log t) for ν = 0. Also
Kν (t) = O
(
t−
1
2 e−t
)
as t → +∞. Therefore, the integrals in (2.2) converge as long as ℜ (µ) +
|ℜ (ν)| < 2N+1; and by analytic continuation, (2.2) is valid for |arg z| < pi2 and ℜ (µ)+ |ℜ (ν)| <
2N + 1. The integrals under the sum evaluate to
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
t2n−µKν (t) dt = 2
2nΓ
(
ν−µ+1
2 + n
)
Γ
(
1−µ−ν
2 + n
)
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) = an (−µ, ν)
(see Erde´lyi et al. [5, p. 331, entry (26)]), which completes the proof of (1.5).
Next we prove (1.6). We start with the formula (see Erde´lyi et al. [6, p. 225, entry (13)])
1F2
(
1; 1− λ− ν
2
, 1− λ+ ν
2
;
z2
4
)
− Γ
(
1− λ− ν
2
)
Γ
(
1− λ+ ν
2
)(z
2
)2λ
Iν (z)
=
π21−2λz−2
sin
((
λ− ν2
)
π
)
Γ
(
λ+ ν2
)
Γ
(
λ− ν2
) ∫ +∞
0
t2λ+1Jν (t)
1 + (t/z)2
dt,
valid for ℜ (λ+ ν2 ) > −1, ℜ (λ) < 14 and |arg z| < pi2 . Substituting λ = −µ2 − 12 and z = ze±pi2 i,
we arrive at
1F2
(
1;
µ− ν + 3
2
,
µ+ ν + 3
2
;−z
2
4
)
−Γ
(
µ− ν + 3
2
)
Γ
(
µ+ ν + 3
2
)(
ze∓
pi
2 i
2
)−µ−1
Iν
(
ze∓
pi
2 i
)
=
π22+µz−2
cos
(
µ+ν
2 π
)
Γ
(
ν−µ−1
2
)
Γ
(
−µ−ν−1
2
) ∫ +∞
0
t−µJν (t)
1− (t/z)2 dt,
provided that ℜ (ν)−ℜ (µ) > −1, ℜ (µ) > − 32 , 0 < ± arg z < π. This expression can be simplified
using the Lommel function sµ,ν (z) (see Watson [23, p. 346, expression (10)]) and the connection
formula Iν
(
ze∓
pi
2 i
)
= e∓
pi
2 iνJν (z) for 0 < ± arg z < π, to obtain
sµ,ν (z)− 2µ−1Γ
(
µ− ν + 1
2
)
Γ
(
µ+ ν + 1
2
)
e±
pi
2 i(µ−ν+1)Jν (z)
=
π2µzµ−1
cos
(
µ+ν
2 π
)
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
t−µJν (t)
1− (t/z)2
dt.
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Employing the expression
− e±pi2 i(µ−ν+1)Jν (z)
= sin
(
µ− ν
2
π
)
Jν (z)− cos
(
µ− ν
2
π
)
Yν (z)− 2
π
cos
(
µ− ν
2
π
)
e∓
pi
2 iνKν
(
ze∓
pi
2 i
)
and the connection formula between the functions sµ,ν (z) and Sµ,ν (z) (see Watson [23, p. 347,
expression (3)] or [18, 11.9.E5]), we deduce
Sµ,ν (z)− 2
µ
π
Γ
(
µ− ν + 1
2
)
Γ
(
µ+ ν + 1
2
)
cos
(
µ− ν
2
π
)
e∓
pi
2 iνKν
(
ze∓
pi
2 i
)
=
π2µzµ−1
cos
(
µ+ν
2 π
)
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
t−µJν (t)
1− (t/z)2 dt.
This can be simplified to the more compact form
(2.3) Sµ,ν (z) = 2
µΓ
(
µ+ν+1
2
)
Γ
(
ν−µ+1
2
) (zµ−1 ∫ +∞
0
t−µJν (t)
1− (t/z)2 dt+ e
∓pi2 iνKν
(
ze∓
pi
2 i
))
valid for ℜ (ν) − ℜ (µ) > −1, ℜ (µ) > − 32 and 0 < ± arg z < π. For every non-negative integer
N and 0 < ± arg z < π we have
1
1− (t/z)2 =
N−1∑
n=0
t2n
z2n
+
1
z2N
t2N
1− (t/z)2 .
Substituting this into the expression (2.3) and integrating term-by-term, we deduce
Sµ,ν (z) = z
µ−1
N−1∑
n=0
1
z2n
2µ
Γ
(
µ+ν+1
2
)
Γ
(
ν−µ+1
2
) ∫ +∞
0
t2n−µJν (t) dt
+ 2µ
Γ
(
µ+ν+1
2
)
Γ
(
ν−µ+1
2
) (zµ−2N−1 ∫ +∞
0
t2N−µJν (t)
1− (t/z)2 dt+ e
∓pi2 iνKν
(
ze∓
pi
2 i
))
.
(2.4)
As t → 0+, we have Jν (t) = O (tν) for ν 6= −1,−2,−3, . . ., and Jν (t) = O (t−ν) for ν =
−1,−2,−3, . . .. Also Jν (t) = O
(
t−
1
2
)
as t→ +∞. Therefore, the integrals in (2.4) converge as
long as ℜ (µ)−ℜ (ν) < 2N + 1 and 2N − 32 < ℜ (µ); and by analytic continuation, (2.4) is valid
for 0 < ± arg z < π, ℜ (µ) − ℜ (ν) < 2N + 1 and 2N − 32 < ℜ (µ). The integrals under the sum
evaluate to
2µ
Γ
(
µ+ν+1
2
)
Γ
(
ν−µ+1
2
) ∫ +∞
0
t2n−µJν (t) dt = 2
2nΓ
(
ν−µ+1
2 + n
)
Γ
(
µ+ν+1
2
)
Γ
(
ν−µ+1
2
)
Γ
(
µ+ν+1
2 − n
) = (−1)n an (−µ, ν)
(see Erde´lyi et al. [5, p. 326, entry (1)]), which completes the proof of (1.6).
3. Error bounds for the large argument asymptotics of the Lommel function
In this section, we derive numerically computable bounds for the error term RN (z, µ, ν) in
(1.4). We may assume that neither of µ ± ν equals an positive odd integer, otherwise the
asymptotic series terminates and represents Sµ,ν (z) exactly. First we consider bounds which are
suitable for ℜ (z) > 0 and when z is not too close to the imaginary axis. To make the subsequent
formulas simpler, we introduce the notation
(3.1) ℓ (θ) =
{
|csc (2θ)| if pi4 < |θ| < pi2
1 if |θ| ≤ pi4 .
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If we substitute the integral representation (see [18, 10.32.E9])
Kν (t) =
∫ +∞
0
e−t cosh s cosh (νs) ds
into (1.5) and perform the change of variable u = t cosh s, we find that
(3.2)
RN (z, µ, ν) = (−1)N 2
µ+1zµ−2N−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
u2N−µe−u
∫ +∞
0
cosh (νs) coshµ−2N−1 s
1 + (u/z cosh s)
2 dsdu
for any non-negative integer N with |arg z| < pi2 and |ℜ (ν)|+ℜ (µ) < 2N +1. Using the equality
aN (−µ, ν) = (−1)N z−µ+2N+1 (RN (z, µ, ν)−RN+1 (z, µ, ν)) ,
we deduce that
(3.3) aN (−µ, ν) = 2
µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
u2N−µe−u
∫ +∞
0
cosh (νs) coshµ−2N−1 sdsdu
as long as |ℜ (ν)|+ℜ (µ) < 2N +1. The transformations we have made are not necessary for the
derivation of the bounds for the right-half plane, but will be important when we extend them
beyond the imaginary axis. Noting that for any r > 0, 1/
∣∣1 + re−2θi∣∣ ≤ ℓ (θ), trivial estimation
of (3.2) and the formula (3.3) provide the error bound
(3.4) |RN (z, µ, ν)| ≤
∣∣∣∣∣∣
Γ
(
ℜ(ν)−ℜ(µ)+1
2
)
Γ
(
1−ℜ(µ)−ℜ(ν)
2
)
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)
∣∣∣∣∣∣ ∣∣zµ−1∣∣ |aN (−ℜ (µ) ,ℜ (ν))||z|2N ℓ (θ) ,
using the notation θ = arg z. If ℜ (ν) + ℜ (µ) 6= ν + µ and ℜ (ν) − ℜ (µ) 6= ν − µ, and neither
number on the right-hand side is a negative odd integer, then we can use the inequality∣∣∣∣∣∣
Γ
(
ℜ(ν)−ℜ(µ)+1
2
)
Γ
(
1−ℜ(µ)−ℜ(ν)
2
)
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣ cos
(
π ν−µ2
)
cos
(
π µ+ν2
)
cos
(
πℜ(ν)−ℜ(µ)2
)
cos
(
πℜ(µ)+ℜ(ν)2
)
∣∣∣∣∣∣
=
∣∣∣∣ cos (πµ) + cos (πν)cos (πℜ (µ)) + cos (πℜ (ν))
∣∣∣∣ ,
(3.5)
which follows from the reflection formula for the Gamma function and the inequality |Γ (w)| ≤
|Γ (ℜ (w))|, to simplify the error bound (3.4) to
(3.6) |RN (z, µ, ν)| ≤
∣∣∣∣ cos (πµ) + cos (πν)cos (πℜ (µ)) + cos (πℜ (ν))
∣∣∣∣ ∣∣zµ−1∣∣ |aN (−ℜ (µ) ,ℜ (ν))||z|2N ℓ (θ) .
If ℜ (ν) + ℜ (µ) 6= ν + µ or ℜ (ν) − ℜ (µ) 6= ν − µ and at least one of them is an positive odd
integer, then the limiting value has to be taken in (3.6). The existence of the limit follows from
the definition of the coefficients aN (−ℜ (µ) ,ℜ (ν)) and the fact that |ℜ (ν)|+ ℜ (µ) < 2N + 1.
From (3.6) (or (3.4)) it is seen that when both µ and ν are real, the absolute value of the
remainder term RN (z, µ, ν) is bounded by the absolute value of the first omitted term of the
asymptotic series multiplied by ℓ (θ), provided that |ν| + µ < 2N + 1. In addition, if z > 0 we
have 0 < 1/
(
1 + (u/z cosh s)
2
)
< 1 in (3.2), and the mean value theorem of integration shows
that
RN (z, µ, ν) = z
µ−1 (−1)N aN (−µ, ν)
z2N
Θ,
as long as |ν| + µ < 2N + 1, where 0 < Θ < 1 is an appropriate number depending on z, µ, ν
and N .
8 G. NEMES
Our bounds for RN (z, µ, ν) are unrealistic near the Stokes lines arg z = θ = ±pi2 due to the
presence of the factor |csc (2θ)|. A better bound for RN (z, µ, ν) near these lines can be derived
as follows. Let 0 < ϕ < pi2 be an acute angle that may depend on µ and N and suppose that
pi
4 + ϕ < θ <
pi
2 + ϕ. An analytic continuation of the representation (3.2) to this sector can be
found by rotating the path of integration through the angle ϕ, to obtain
RN (z, µ, ν) = (−1)N 2
µ+1zµ−2N−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞eiϕ
0
u2N−µe−u
∫ +∞
0
cosh (νs) coshµ−2N−1 s
1 + (u/z cosh s)
2 dsdu
= (−1)N 2
µ+1zµ−2N−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ( eiϕ
cosϕ
)2N+1−µ ∫ +∞
0
t2N−µe−
teiϕ
cosϕ
∫ +∞
0
cosh (νs) coshµ−2N−1 s
1 + (teiϕ/z cosh s cosϕ)
2 dsdt.
Employing the inequality 1/
∣∣1 + re−2θi∣∣ ≤ ℓ (θ) (r > 0) and the expression (3.3), we deduce the
error bound
|RN (z, µ, ν)| ≤
eℑ(µ)ϕ csc (2 (θ − ϕ))
(cosϕ)
2N+1−ℜ(µ)
∣∣∣∣∣∣
Γ
(
ℜ(ν)−ℜ(µ)+1
2
)
Γ
(
1−ℜ(µ)−ℜ(ν)
2
)
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)
∣∣∣∣∣∣ ∣∣zµ−1∣∣ |aN (−ℜ (µ) ,ℜ (ν))||z|2N ,(3.7)
provided that pi4 <
pi
4 + ϕ < θ <
pi
2 + ϕ < π and |ℜ (ν)| + ℜ (µ) < 2N + 1. It seems that we
can not minimise the factor in the front as a function of ϕ in simple terms. Nevertheless, if we
concentrate on the function
(3.8)
csc (2 (θ − ϕ))
(cosϕ)
2N+1−ℜ(µ)
,
the minimisation can be done by applying a lemma of Meijer’s [9, p. 956]. In our case, Meijer’s
lemma gives that the minimising value ϕ = ϕ∗ in (3.8), is the unique solution of the implicit
equation
(2N + 3−ℜ (µ)) cos (3ϕ∗ − 2θ) = (2N − 1−ℜ (µ)) cos (ϕ∗ − 2θ) ,
that satisfies −pi2 + θ < ϕ∗ < pi2 if 3pi4 ≤ θ < π; −pi2 + θ < ϕ∗ < −pi4 + θ if pi2 ≤ θ < 3pi4 ; and
0 < ϕ∗ < −pi4 + θ if pi4 < θ < pi2 . With this choice of ϕ, (3.7) provides an error bound for the
range pi4 < arg z < π. Again, if ℜ (ν) + ℜ (µ) 6= ν + µ and ℜ (ν) − ℜ (µ) 6= ν − µ, and neither
number on the right-hand side is a negative odd integer, then we can employ the inequality (3.5)
to simplify (3.7).
We can make our bounds simpler if arg z is close to pi2 as follows. When arg z = θ =
pi
2 , the
minimising value ϕ∗ in (3.8) is given explicitly by
ϕ∗ = arctan
(
1√
2N + 2−ℜ (µ)
)
,
and therefore we have
csc (2 (θ − ϕ∗))
(cosϕ∗)
2N+1−ℜ(µ)
≤ csc
(
2
(
pi
2 − ϕ∗
))
(cosϕ∗)
2N+1−ℜ(µ)
=
1
2
(
1 +
1
2N + 2−ℜ (µ)
)N+ 3−ℜ(µ)2 √
2N + 2−ℜ (µ)
≤ 1
2
√
e
(
2N +
5
2
−ℜ (µ)
)
,
as long as pi4 + ϕ
∗ < θ ≤ pi2 , N ≥ 0 and |ℜ (ν)|+ ℜ (µ) < 2N + 1.
The corresponding error bounds for the range −π < arg z < −pi4 can be obtained from these
results and the fact that |RN (z, µ, ν)| =
∣∣∣RN (z, µ, ν)∣∣∣ = |RN (z¯, µ¯, ν¯)|.
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4. Exponentially improved asymptotic expansions
We shall find it convenient to express our exponentially improved expansion in terms of the
(scaled) Terminant function, which is defined in terms of the Incomplete gamma function as
T̂p (w) =
epiipΓ (p)
2πi
Γ (1− p, w) = e
piipw1−pe−w
2πi
∫ +∞
0
tp−1e−t
w + t
dt for ℜ (p) > 0 and |argw| < π,
and by analytic continuation elsewhere. Olver [15, equations (4.5) and (4.6)] showed that when
|p| ∼ |w| and w →∞, we have
(4.1) ie−piipT̂p (w) =
{
O (e−w−|w|) if |argw| ≤ π
O (1) if − 3π < argw ≤ −π.
Concerning the smooth transition of the Stokes discontinuities, we will use the more precise
asymptotic formulas
(4.2) T̂p (w) =
1
2
+
1
2
erf
(
c (ϕ)
√
1
2
|w|
)
+O
(
e−
1
2 |w|c
2(ϕ)
|w| 12
)
for −π + δ ≤ argw ≤ 3π − δ, 0 < δ ≤ 2π; and
(4.3) e−2piipT̂p (w) = −1
2
+
1
2
erf
(
−c (−ϕ)
√
1
2
|w|
)
+O
(
e−
1
2 |w|c
2(−ϕ)
|w| 12
)
for −3π + δ ≤ argw ≤ π − δ, 0 < δ ≤ 2π. Here ϕ = argw and erf denotes the Error function.
The quantity c (ϕ) is defined implicitly by the equation
1
2
c2 (ϕ) = 1 + i (ϕ− π)− ei(ϕ−pi),
and corresponds to the branch of c (ϕ) which has the following expansion in the neighbourhood
of ϕ = π:
(4.4) c (ϕ) = (ϕ− π) + i
6
(ϕ− π)2 − 1
36
(ϕ− π)3 − i
270
(ϕ− π)4 + · · · .
For complete asymptotic expansions, see Olver [14]. We remark that Olver uses the different
notation Fp (w) = ie
−piipT̂p (w) for the Terminant function and the other branch of the function
c (ϕ). For further properties of the Terminant function, see, for example, Paris and Kaminski
[19, Chapter 6].
4.1. Proof of Theorems 1.2 and 1.3. First, we derive order estimates for the remainder
RN,M (z, µ, ν) with subject to the condition that |ℜ (ν)| < M + 12 . First, we suppose that
|arg z| < pi2 . Let M be a fixed non-negative integer. Substituting the expression (1.7) into (1.5)
and using the definition of the Terminant function we find that
RN (z, µ, ν) =
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) (πe pi2 iµ ( π−2iz
) 1
2
eiz
M−1∑
m=0
am (ν)
(−iz)m T̂2N−m−µ+ 12 (iz)
+πe−
pi
2 iµ
( π
2iz
) 1
2
e−iz
M−1∑
m=0
am (ν)
(iz)m
e2piiµT̂2N−m−µ+ 12 (−iz) +RN,M (z, µ, ν)
)
,
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with
RN,M (z, µ, ν) = (−1)N z
µ−2N−1
2
(∫ +∞
0
t2N−µKM (t, ν)
1− it/z dt+
∫ +∞
0
t2N−µKM (t, ν)
1 + it/z
dt
)
= (−1)N
(
eiθ
)µ−2N−1
2
(∫ +∞
0
τ2N−µKM (rτ, ν)
1− iτe−iθ dτ +
∫ +∞
0
τ2N−µKM (rτ, ν)
1 + iτe−iθ
dτ
)
,
(4.5)
under the assumption that 2N−M+ 12 > ℜ (µ). Here we have taken z = reiθ. Using the integral
formula (1.8), KM (rτ, ν) can be written as
KM (rτ, ν) = (−1)M cos (πν)
π
(rτ )
−M− 12 e−rτ
∫ +∞
0
sM−
1
2 e−sKν (s)
1 + s/r
ds
+ (−1)M cos (πν)
π
(rτ )−M−
1
2 e−rτ (τ − 1)
∫ +∞
0
sM−
1
2 e−sKν (s)
(1 + rτ/s) (1 + s/r)
ds,
provided that |ℜ (ν)| < M + 12 . Noting that
0 <
1
1 + s/r
,
1
(1 + rτ/s) (1 + s/r)
< 1
for positive r, τ and s, substitution into (4.5) yields the upper bound
|RN,M (z, µ, ν)| ≤ π
∣∣e pi2 iµ∣∣ ( π
2 |z|
) 1
2 |cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
∣∣∣∣∣eiθµ e−
pi
2 iµ
2π
∫ +∞
0
τ2N−M−µ−
1
2 e−rτ
1− iτe−iθ dτ
∣∣∣∣∣
+
(
π
2 |z|
) 1
2 |cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
∣∣eiθµ∣∣ 1
2
∫ +∞
0
τ2N−M−ℜ(µ)−
1
2 e−rτ
∣∣∣∣ τ − 1τ + ieiθ
∣∣∣∣ dτ
+ π
∣∣e−pi2 iµ∣∣ ( π
2 |z|
) 1
2 |cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
∣∣∣∣∣eiθµ e
pi
2 iµ
2π
∫ +∞
0
τ2N−M−µ−
1
2 e−rτ
1 + iτe−iθ
dτ
∣∣∣∣∣
+
(
π
2 |z|
) 1
2 |cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
∣∣eiθµ∣∣ 1
2
∫ +∞
0
τ2N−M−ℜ(µ)−
1
2 e−rτ
∣∣∣∣ τ − 1τ − ieiθ
∣∣∣∣ dτ .
Since
∣∣(τ − 1) / (τ ± ieiθ)∣∣ ≤ 1, we find that
|RN,M (z, µ, ν)| ≤ π
∣∣e pi2 iµ∣∣ ( π
2 |z|
) 1
2 |cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
∣∣∣eizT̂2N−M−µ+ 12 (iz)∣∣∣
+ π
∣∣e−pi2 iµ∣∣ ( π
2 |z|
) 1
2 |cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
∣∣∣e2piiµe−izT̂2N−M−µ+ 12 (−iz)∣∣∣
+
(π
2
) 1
2 |zµ| |cos (πν)||cos (πℜ (ν))|
|aM (ℜ (ν))|Γ
(
2N −M −ℜ (µ) + 12
)
|z|2N+1
.
By continuity, this bound holds in the closed sector |arg z| ≤ pi2 . Assume that N = 12 |z| + ρ
where ρ is bounded. Employing Stirling’s formula, we find that(π
2
) 1
2 |zµ| |cos (πν)||cos (πℜ (ν))|
|aM (ℜ (ν))|Γ
(
2N −M −ℜ (µ) + 12
)
|z|2N+1
= OM,µ,ρ
(
e−|z|
|z|
|cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
)
as z →∞. Olver’s estimation (4.1) shows that∣∣∣e±iz T̂2N−M−µ+ 12 (±iz)∣∣∣ = OM,µ (e−|z|)
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for large z. Therefore, we have that
(4.6) RN,M (z, µ, ν) = OM,µ,ρ
(
e−|z|
|z| 12
|cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
)
as z →∞ in the sector |arg z| ≤ pi2 .
Consider now the sectors pi2 < ± arg z < 3pi2 . When z enters the sector pi2 < arg z < 3pi2 ,
the pole in the first integral in (4.5) crosses the integration path. Similarly, when z enters the
sector − 3pi2 < arg z < −pi2 , the pole in the second integral in (4.5) crosses the integration path.
According to the residue theorem, we obtain
RN,M (z, µ, ν) = πe
±pi2 iµKM
(
ze∓
pi
2 i, ν
)
+ (−1)N z
µ−2N−1
2
(∫ +∞
0
t2N−µKM (t, ν)
1− it/z dt+
∫ +∞
0
t2N−µKM (t, ν)
1 + it/z
dt
)
= πe±
pi
2 iµKM
(
ze∓
pi
2 i, ν
)− e±piiµRN,M (ze∓pii, µ, ν)
(4.7)
when pi2 < ± arg z < 3pi2 . It follows that
|RN,M (z, µ, ν)| ≤ πe∓pi2ℑ(µ)
∣∣KM (ze∓pi2 i, ν)∣∣+ e∓piℑ(µ) ∣∣RN,M (ze∓pii, µ, ν)∣∣
in the closed sectors pi2 ≤ ± arg z ≤ 3pi2 , using continuity. Meijer [9] proved that
KM
(
ze∓
pi
2 i, ν
)
= OM
(
e∓ℑ(z)
|z| 12
|cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
)
if
∣∣arg (ze∓pi2 i)∣∣ ≤ π and |ℜ (ν)| < M + 12 . Combining this bound together with (4.6), yields
RN,M (z, µ, ν) = OM,µ,ρ
(
e∓ℑ(z)
|z| 12
|cos (πν)|
|cos (πℜ (ν))|
|aM (ℜ (ν))|
|z|M
)
as z →∞ in the sector pi2 ≤ ± arg z ≤ 3pi2 .
Now, let M be an arbitrary fixed non-negative integer, and let M ′ be a non-negative integer
such that |ℜ (ν)| < M ′ + 12 . We have
RN,M (z, µ, ν) = πe
pi
2 iµ
(
π
−2iz
) 1
2
eiz
M ′−1∑
m=M
am (ν)
(−iz)m T̂2N−m−µ+ 12 (iz)
+ πe−
pi
2 iµ
( π
2iz
) 1
2
e−iz
M ′−1∑
m=M
am (ν)
(iz)
m e
2piiµT̂2N−m−µ+ 12 (−iz) +RN,M ′ (z, µ, ν) .
Trivial estimation yields
|RN,M (z, µ, ν)| ≤ π
∣∣e pi2 iµ∣∣ ( π
2 |z|
) 1
2
M ′−1∑
m=M
|am (ν)|
|z|m
∣∣∣eizT̂2N−m−µ+ 12 (iz)∣∣∣
+ π
∣∣e−pi2 iµ∣∣ ( π
2 |z|
) 1
2
M ′−1∑
m=M
|am (ν)|
|z|m
∣∣e2piiµ∣∣ ∣∣∣e−izT̂2N−m−µ+ 12 (−iz)∣∣∣+ |RN,M ′ (z, µ, ν)| .
Employing the previously obtained bounds for RN,M ′ (z, µ, ν) and Olver’s estimation (4.1) to-
gether with the connection formula for the Terminant function [19, p. 260], shows thatRN,M (z, µ, ν)
indeed satisfies the order estimates prescribed in Theorem 1.2.
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4.2. Stokes phenomenon and Berry’s transition. We study the Stokes phenomenon related
to the large-z asymptotic expansion of Sµ,ν (z) occurring when arg z passes through the values
±pi2 . In the range |arg z| < pi2 , the asymptotic expansion
(4.8) Sµ,ν (z) ∼ zµ−1
∞∑
n=0
(−1)n an (−µ, ν)
z2n
holds as z →∞. From (4.7) we have
Sµ,ν (z) =
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)R0,0 (z, µ, ν)
=
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) (πe pi2 iµK0 (ze−pi2 i, ν)− epiiµR0,0 (ze−pii, µ, ν))
=
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)πe pi2 iµKν (−iz)− epiiµSµ,ν (ze−pii)
when pi2 < arg z <
3pi
2 . Similarly, from (4.7) we find
Sµ,ν (z) =
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)πe−pi2 iµKν (iz)− e−piiµSµ,ν (zepii)
for − 3pi2 < arg z < −pi2 . For the right-hand sides, we can apply the large-z asymptotic expansions
of the modified Bessel function and the Lommel function to deduce that
Sµ,ν (z) ∼ 2
µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)πe pi2 iµ ( π−2iz
) 1
2
eiz
∞∑
m=0
am (ν)
(−iz)m + z
µ−1
∞∑
n=0
(−1)n an (−µ, ν)
z2n
as z →∞ in the sector pi2 < arg z < 3pi2 , and
Sµ,ν (z) ∼ 2
µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)πe−pi2 iµ ( π
2iz
) 1
2
e−iz
∞∑
m=0
am (ν)
(iz)m
+ zµ−1
∞∑
n=0
(−1)n an (−µ, ν)
z2n
as z → ∞ in the sector − 3pi2 < arg z < −pi2 . Therefore, as the line arg z = pi2 is crossed, the
additional series
(4.9)
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)πe pi2 iµ( π−2iz
) 1
2
eiz
∞∑
m=0
am (ν)
(−iz)m
appears in the asymptotic expansion of Sµ,ν (z) beside the original one (4.8). Similarly, as we
pass through the line arg z = −pi2 , the series
(4.10)
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)πe−pi2 iµ ( π
2iz
) 1
2
e−iz
∞∑
m=0
am (ν)
(iz)
m
appears in the asymptotic expansion of Sµ,ν (z) beside the original series (4.8). We have encoun-
tered a Stokes phenomenon with Stokes lines arg z = ±pi2 .
In the important papers [1, 2], Berry provided a new interpretation of the Stokes phenome-
non; he found that assuming optimal truncation, the transition between compound asymptotic
expansions is of Error function type, thus yielding a smooth, although very rapid, transition as
a Stokes line is crossed.
Using the exponentially improved expansion given in Theorem 1.2, we show that the asymp-
totic expansion of Sµ,ν (z) exhibits the Berry transition between the two asymptotic series across
the Stokes lines arg z = ±pi2 . More precisely, we shall find that the first few terms of the series
ASYMPTOTICS OF THE LOMMEL FUNCTION 13
in (4.9) and (4.10) “emerge” in a rapid and smooth way as arg z passes through pi2 and −pi2 ,
respectively.
From Theorem 1.2, we conclude that if N ≈ 12 |z|, then for large z, |arg z| < π, we have
Sµ,ν (z) ≈ zµ−1
N−1∑
n=0
(−1)n an (−µ, ν)
z2n
+
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)πe pi2 iµ ( π−2iz
) 1
2
eiz
∑
m=0
am (ν)
(−iz)m T̂2N−m−µ+ 12 (iz)
+
2µ+1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)πe−pi2 iµ ( π
2iz
) 1
2
e−iz
∑
m=0
am (ν)
(iz)m
e2piiµT̂2N−m−µ+ 12 (−iz)
where
∑
m=0 means that the sum is restricted to the first few terms of the series.
In the upper half-plane the terms involving T̂2N−m−µ+ 12 (−iz) are exponentially small, the
dominant contribution comes from the terms involving T̂2N−m−µ+ 12 (iz). Under the above as-
sumption on N , from (4.2) and (4.4), the Terminant functions have the asymptotic behaviour
T̂2N−m−µ+ 12 (iz) ∼
1
2
+
1
2
erf
((
θ − π
2
)√1
2
|z|
)
provided that arg z = θ is close to pi2 , z is large, µ and m are small in comparison with N .
Therefore, when θ < pi2 , the Terminant functions are exponentially small; for θ =
pi
2 , they are
asymptotically 12 up to an exponentially small error; and when θ >
pi
2 , the Terminant functions
are asymptotic to 1 with an exponentially small error. Thus, the transition across the Stokes
line arg z = pi2 is effected rapidly and smoothly. Similarly, in the lower half-plane, the dominant
contribution is controlled by the terms involving T̂2N−m−µ+ 12 (−iz). From (4.3) and (4.4), we
have
e2piiµT̂2N−m−µ+ 12 (−iz) ∼
1
2
− 1
2
erf
((
θ +
π
2
)√1
2
|z|
)
under the assumptions that arg z = θ is close to −pi2 , z is large, µ and m are small in comparison
with N ≈ 12 |z|. Thus, when θ > −pi2 , the normalised Terminant functions are exponentially
small; for θ = −pi2 , they are asymptotic to 12 with an exponentially small error; and when
θ < −pi2 , the normalised Terminant functions are asymptotically 1 up to an exponentially small
error. Therefore, the transition through the Stokes line arg z = −pi2 is carried out rapidly and
smoothly.
4.3. Proof of Theorem 1.4. Let us denote z = reiθ with |θ| < pi2 and r > 0. The remainder
RN (z, µ, ν) may be written
(4.11) RN (z, µ, ν) = (−1)N
2µ+1
(
eiθ
)µ−2N−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
) ∫ +∞
0
τ2N−µKν (rτ )
1 + τ2e−2iθ
dτ
provided that ℜ (µ) + |ℜ (ν)| ≤ 2N + 1. The asymptotic expansion of the Lommel function is
obtained by expanding the slowly varying part 1/
(
1 + τ2e−2iθ
)
around τ = 0 and integrating
the resulting series term-by-term. However, when N becomes comparable with r, the factor
τ2N−µKν (rτ ) is dominated by its behaviour near τ = 2N/r and not near τ = 0. Therefore, it is
reasonable to expect that if the asymptotic expansion (1.1) is truncated when n ≈ r/2, and the
factor 1/
(
1 + τ2e−2iθ
)
in (4.11) as a function of τ2 is expanded around 1, the resulting series
provides much better approximations than the original asymptotic expansion (1.1).
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Let M be an arbitrary non-negative integer and set α = 1/
(
1 + e2iθ
)
, then
1
1 + τ2e−2iθ
= αe2iθ
M−1∑
m=0
αm
(
1− τ2)m + αM (1− τ2)M
1 + τ2e−2iθ
.
Substitution into (4.11) yields
RN (z, µ, ν) = (−1)N
2µ+1
(
eiθ
)µ−2N−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)αe2iθ M−1∑
m=0
αm
∫ +∞
0
Kν (rτ ) τ
2N−µ
(
1− τ2)m dτ
+ R̂N,M (z, µ, ν) ,
(4.12)
where
(4.13) R̂N,M (z, µ, ν) = (−1)N
2µ+1
(
eiθ
)µ−2N−1
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)αM ∫ +∞
0
Kν (rτ ) τ
2N−µ
(
1− τ2)M
1 + τ2e−2iθ
dτ .
By expanding the factor
(
1− τ2)m in (4.12), we derive
(4.14) RN (z, µ, ν) = z
µ−1
M−1∑
m=0
vN,m (z, µ, ν) + R̂N,M (z, µ, ν) ,
where
vN,m (z, µ, ν) =
(−1)N
z2N
e−2iθm
(1 + e−2iθ)
m+1
m∑
k=0
(
m
k
)
(−1)k aN+k (−µ, ν)
|z|2k
=
1
(1 + e−2iθ)
m+1
m∑
k=0
(
m
k
)
(−1)N+k aN+k (−µ, ν)
z2N+2k
e−2iθ(m−k).
Naturally, all these manipulations are valid without the assumption N ≈ r/2, however, as we
shall see later, the expansion (4.14) is exponentially accurate if N is close to r/2.
IfM is even, we can derive a simple bound for the error term R̂N,M (z, µ, ν). In order to avoid
long and complicated expressions, we introduce the notation
ℓ̂ (θ) =
{
|csc θ| if pi4 < |θ| < pi2
2 |cos θ| if |θ| ≤ pi4 .
Simple estimation of (4.13), using ℓ (θ) introduced in (3.1), gives us the error bound∣∣∣R̂N,M (z, µ, ν)∣∣∣ ≤ 2ℜ(µ)+1∣∣Γ (ν−µ+12 )Γ ( 1−µ−ν2 )∣∣ |α|M ℓ (θ)
∫ +∞
0
Kℜ(ν) (rτ ) τ
2N−ℜ(µ)
(
1− τ2)M dτ
=
∣∣∣∣∣∣
Γ
(
ℜ(ν)−ℜ(µ)+1
2
)
Γ
(
1−ℜ(µ)−ℜ(ν)
2
)
Γ
(
ν−µ+1
2
)
Γ
(
1−µ−ν
2
)
∣∣∣∣∣∣ |z|ℜ(µ)−1 |vN,M (z,ℜ (µ) ,ℜ (ν))| ℓ̂ (θ) .
If ℜ (ν) + ℜ (µ) 6= ν + µ and ℜ (ν) − ℜ (µ) 6= ν − µ, and neither number on the right-hand side
is a negative odd integer, then we can employ the inequality (3.5) to simplify this estimate to∣∣∣R̂N,M (z, µ, ν)∣∣∣ ≤ ∣∣∣∣ cos (πµ) + cos (πν)cos (πℜ (µ)) + cos (πℜ (ν))
∣∣∣∣ |z|ℜ(µ)−1 |vN,M (z,ℜ (µ) ,ℜ (ν))| ℓ̂ (θ) .
If ℜ (ν)+ℜ (µ) 6= ν+µ or ℜ (ν)−ℜ (µ) 6= ν−µ and at least one of them is an positive odd integer,
then the limiting value has to be taken in this estimate. The existence of the limit follows from
the definition of the coefficients aN+k (−ℜ (µ) ,ℜ (ν)) and the fact that |ℜ (ν)|+ℜ (µ) < 2N +1.
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In particular, if both µ and ν are real, the absolute value of the remainder term R̂N,M (z, µ, ν)
is bounded by at most twice the absolute value of the first omitted term of the series (4.14),
provided that |ν|+ µ < 2N + 1 and that M is even.
Now assume that N = 12 |z|+ ρ and |arg z| ≤ pi2 − δ < pi2 with some fixed ρ and 0 < δ ≤ pi2 . As
before, M is an arbitrary fixed non-negative integer, not necessarily even. Simple estimation of
(4.13) yields the bound∣∣∣R̂N,M (z, µ, ν)∣∣∣ ≤ 2ℜ(µ)+1∣∣Γ ( ν−µ+12 )Γ ( 1−µ−ν2 )∣∣ ℓ (θ)(2 |sin δ|)M
∫ +∞
0
Kℜ(ν) (rτ ) τ
2N−ℜ(µ)
∣∣1− τ2∣∣M dτ .
Noting that
ℓ (θ) ≤
{
|csc (2δ)| if pi4 < |θ| ≤ pi2 − δ
1 if |θ| ≤ pi4 ,
we obtain the simple order estimate
(4.15) R̂N,M (z, µ, ν) = OM,µ,ν,δ
(∫ +∞
0
Kℜ(ν) (rτ ) τ
2N−ℜ(µ)
∣∣1− τ2∣∣M dτ) .
It remains to consider the asymptotic behaviour of the integral under the O-symbol for large |z|.
Since N = 12r + ρ, we can write this integral as∫ 1/r
0
Kℜ(ν) (rτ ) τ
r+2ρ−ℜ(µ)
(
1− τ2)M dτ + ∫ 1
1/r
Kℜ(ν) (rτ ) τ
r+2ρ−ℜ(µ)
(
1− τ2)M dτ
+
∫ +∞
1
Kℜ(ν) (rτ ) τ
r+2ρ−ℜ(µ)
(
τ2 − 1)M dτ .
The asymptotic behaviour of the modified Bessel function near 0 shows that the first integral is
(4.16) Oµ,ν
(
1
|z||z|+2ρ−ℜ(µ)+2
)
,
for large |z|. To estimate the second two integrals, we use the fact that for x ≥ 1
Kν (x) = Oν
(
e−x√
2πx
)
.
This follows from the known error bounds for the large-x asymptotics of the modified Bessel
function (see, e.g., [18, 10.40.iii]). Substituting this expression into the second two integrals and
using Laplace’s method [17, pp. 80–82], their contribution is found to be
OM,µ,ν,ρ
(
e−|z|
|z|M2 +1
)
,
for large |z|. Clearly, this contribution dominates over (4.16) as |z| → +∞, and together with
(4.15) implies (1.11).
5. Asymptotic expansions for the Struve function
The formulas (1.2), (1.3) and (1.6) imply
(5.1)
Mν (z) =
1
π
N−1∑
n=0
(−1)n+1 Γ
(
n+ 12
) (
1
2z
)ν−2n−1
Γ
(
ν − n+ 12
) + (−1)N+1 2
π
zν−2N−1
∫ +∞
0
t2N−νJν (t)
1 + (t/z)
2 dt,
provided that |arg z| < pi2 and 2N − 32 < ℜ (ν). If we neglect the term involving the integral and
extend the sum to N =∞, we recover the known large-z asymptotic series of the Struve function
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Mν (z). In what follows, we assume that ν > 0. Our aim is to show that the large-z asymptotic
expansion serves as a uniform large order asymptotic series as well. This interesting property of
the large-z asymptotic series of Mν (z) was already observed by Dingle [4, pp. 389–391], though
he did not provide a rigorous proof. Let λ be an arbitrary positive real number and take z = λν
in (5.1) to find
Mν (λν) = −
(
1
2λν
)ν−1
√
πΓ
(
ν + 12
) (N−1∑
n=0
(−1)n (2n)!
n!λ2n
ϕn (ν)
+ (−1)N (2N)!
N !λ2N
ϕN (ν)
2ν−2NΓ
(
ν −N + 12
)
Γ
(
N + 12
) ∫ +∞
0
t2N−νJν (t)
1 + (t/λν)
2 dt
)
,
for max
(
0, 2N − 32
)
< ν, where
ϕn (ν) =
Γ
(
ν + 12
)
ν2nΓ
(
ν − n+ 12
) ∼ 1
νn
forms an asymptotic sequence as ν → +∞. In Appendix A, we show that
(5.2)
2ν−2NΓ
(
ν −N + 12
)
Γ
(
N + 12
) ∫ +∞
0
t2N−νJν (t)
1 + (t/λν)
2 dt = O (1)
as ν → +∞, uniformly with respect to λ. Therefore, for any fixed λ > 0, we have the generalised
asymptotic expansion
(5.3) Mν (λν) ∼ −
(
1
2λν
)ν−1
√
πΓ
(
ν + 12
) ∞∑
n=0
(−1)n (2n)!
n!λ2n
ϕn (ν)
as ν → +∞, uniformly with respect to λ. Interestingly, this asymptotic series provides an
explicit formula for the coefficients of the standard large order asymptotic expansion of the
Struve function [18, 11.6.E7]
(5.4) Mν (λν) ∼ −
(
1
2λν
)ν−1
√
πΓ
(
ν + 12
) ∞∑
n=0
n!cn (iλ)
νn
.
Here, cn (λ) is a polynomial in λ
−2 of degree n. From the asymptotic expansion of the ratio of
two Gamma functions [18, 5.11.E13], one finds the exact expression
(5.5) ϕn (ν) =
1
νn
n∑
k=0
(
n
k
)
B
(n+1)
k
(
1
2
)
νk
,
where B
(κ)
k (λ) denotes the generalised Bernoulli polynomials, which are defined by the exponen-
tial generating function (
z
ez − 1
)κ
eλz =
∞∑
k=0
B
(κ)
k (λ)
zk
k!
for |z| < 2π.
For basic properties of these polynomials, see Milne-Thomson [10] or No¨rlund [11]. Substituting
(5.5) into (5.3) and expanding the series in inverse powers of ν, one finds the simple explicit
formula
cn (λ) =
n∑
k=⌈n/2⌉
(
2k
n
)
B
(k+1)
n−k
(
1
2
)
(n− k)!
1
λ2k
.
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The first few coefficients are found to be
c0 (λ) = 1, c1 (λ) = 2λ
−2, c2 (λ) = 6λ
−4 − 1
2
λ−2, c3 (λ) = 20λ
−6 − 4λ−4.
These are in agreement with those given in [18, 11.6.E8].
We remark that (5.4) is valid for |arg ν| ≤ pi2 − δ < pi2 with a fixed 0 < δ ≤ pi2 , and by
rearranging its terms, we find that (5.3) remains valid in the wider range |arg ν| ≤ pi2 − δ < pi2 .
Appendix A. Converging factor
In the sector |argw| ≤ π−δ < π, 0 < δ ≤ π, the Terminant function T̂p (w) has the asymptotic
expansion
(A.1) T̂p (w) ∼ − ie
(pi−ϕ)pi
1 + e−iϕ
e−w−|w|√
2π |w|
∞∑
k=0
ck (ϕ, p− |w|)
|w|k
as w → +∞ provided that |p| ∼ |w|. The coefficients ck (ϕ, p− |w|) are polynomials in
(
1 + eiϕ
)−1
and p−|w|, respectively [19, p. 261]. Define the converging factor CN (z, µ, ν) via the expression
Sµ,ν (z) = z
µ−1
N−1∑
n=0
(−1)n an (−µ, ν)
z2n
+ zµ−1 (−1)N aN (−µ, ν)
z2N
CN (z, µ, ν) .
Suppose that z = (2N + ζ) eiθ with a fixed real ζ and |θ| ≤ pi2 − δ < pi2 , 0 < δ ≤ pi2 . Using the
relation CN (z, µ, ν) = (−1)N z2N−µ+1RN (z, µ, ν) /aN (−µ, ν), Theorem 1.2 and the asymptotic
expansion (A.1), it follows that the converging factor has the asymptotic series
(A.2) CN (z, µ, ν) ∼ |z|
2N−µ
e−|z|π
22N−µΓ
(
N + ν−µ+12
)
Γ
(
N + 1−µ−ν2
) ∞∑
n=0
g+n (θ, ζ) + g
−
n (θ, ζ)
|z|n
as z →∞ (or as N → +∞), with
g±n (θ, ζ) =
1
1∓ ie−iθ
n∑
k=0
ak (ν) cn−k
(
θ ± π
2
,−ζ − k − µ+ 1
2
)
.
The coefficients g±n (θ, ζ) are polynomials in
(
1± ieiθ)−1 and ζ with coefficients involving µ and
ν. Their sum is a polynomial in α =
(
1 + e2iθ
)−1
and ζ. It is well known that for large N and
fixed complex h, the reciprocal Gamma function possesses the asymptotic expansion
1
Γ (N + h)
∼ 1√
2π
N−N−h+
1
2 eN
(
1− 6h
2 − 6h+ 1
12N
+ · · ·
)
.
Employing this series in (A.2) for each Gamma function, it is seen that the expansion (A.2) can
be rearranged as an asymptotic series in descending powers of N , therefore
(A.3) CN
(
(2N + ζ) eiθ, µ, ν
) ∼ ∞∑
n=0
γn (α, ζ)
Nn
,
as N → +∞, where the coefficients γn (α, ζ) are polynomials in α and ζ. Note that α becomes
unbounded as θ → ±pi2 , whence the sector of validity |θ| ≤ pi2 − δ < pi2 of this expansion is
maximal.
We shall now derive recurrence relations for the polynomial coefficients γn (α, ζ) in (A.3).
From the differential equation satisfied by the Lommel function (see, e.g., [18, 11.9.E1]), we
obtain that
(A.4)
z2C ′′N (z, µ, ν)+z (2 (µ− 2N − 1) + 1)C ′N (z, µ, ν)+
(
(µ− 2N − 1)2 + z2 − ν2
)
CN (z, µ, ν) = z
2,
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where the differentiation is taken with respect to z. Differentiating the series (A.3) with respect
to ζ, we find
eiθC ′N
(
(2N + ζ) eiθ, µ, ν
) ∼ ∞∑
n=0
γ′n (α, ζ)
Nn
and
e2iθC ′′N
(
(2N + ζ) eiθ, µ, ν
) ∼ ∞∑
n=0
γ′′n (α, ζ)
Nn
,
as N → +∞. Substituting into the differential equation (A.4) and equating the coefficients of
powers of N , we deduce that
αγ′′0 (α, ζ)− 2αγ′0 (α, ζ) + γ0 (α, ζ) = 1− α,
2αγ′′1 (α, ζ)− 4αγ′1 (α, ζ) + 2γ1 (α, ζ) + 2αζγ′′0 (α, ζ)− α (2ζ − 2µ+ 1) γ′0 (α, ζ)
+ 2 (ζ (1− α) + α (1− µ)) γ0 (α, ζ) = 2ζ (1− α) ,
4αγ′′2 (α, ζ)− 8αγ′2 (α, ζ) + 4γ2 (α, ζ) + 4αζγ′′1 (α, ζ)− 2α (2ζ − 2µ+ 1) γ′1 (α, ζ)
+ 4 (ζ (1− α) + α (1− µ)) γ1 (α, ζ) + αζ2γ′′0 (α, ζ) + αζ (2µ− 1) γ′0 (α, ζ)
+
(
ζ2 (1− α) + α
(
(µ− 1)2 − ν2
))
γ0 (α, ζ) = ζ
2 (1− α)
and
4αγ′′n+2 (α, ζ)− 8αγ′n+2 (α, ζ) + 4γn+2 (α, ζ) + 4αζγ′′n+1 (α, ζ)− 2α (2ζ − 2µ+ 1) γ′n+1 (α, ζ)
+ 4 (ζ (1− α) + α (1− µ)) γn+1 (α, ζ) + αζ2γ′′n (α, ζ) + αζ (2µ− 1) γ′n (α, ζ)
+
(
ζ2 (1− α) + α
(
(µ− 1)2 − ν2
))
γn (α, ζ) = 0,
(A.5)
for n ≥ 1. The only polynomial solutions of the first three equations are
γ0 (α, ζ) = 1− α,
γ1 (α, ζ) = α (1− α) ζ + α (1− α) (2α+ µ− 1)
and
γ2 (α, ζ) =
α (1− α) (4α− 3)
4
ζ2 + α (1− α) (6α2 + 2α (µ− 3) + 1− µ) ζ
+
α (1− α)
(
48α3 + 8α2 (3µ− 8) + 4α (µ2 − 5µ+ 5)− (µ− 1)2 + ν2)
4
.
From the fourth equation (A.5), it follows by induction that the degree of γn (α, ζ) as a polynomial
in ζ is n.
If z is real and positive, the coefficient γ0 (α, ζ) is
1
2 . Hence, in this case, if the series (1.1)
is truncated near its smallest term, the remainder is approximately equal to half of the first
neglected term.
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Appendix B. An auxiliary estimate
We prove the estimate (5.2). Let N be a fixed non-negative integer and λ be a fixed positive
real number. From Stirling’s formula, we have
2ν−2NΓ
(
ν −N + 12
)
Γ
(
N + 12
) ∫ +∞
0
t2N−νJν (t)
1 + (t/λν)2
dt =
2ν−2NΓ
(
ν −N + 12
)
Γ
(
N + 12
) ν2N−ν+1 ∫ +∞
0
t2N−νJν (νt)
1 + (t/λ)2
dt
= O
((
2
e
)ν
νN+1
22NΓ
(
N + 12
) ∫ +∞
0
t2N−νJν (νt)
1 + (t/λ)
2 dt
)
as ν → +∞. We split the integral under the O-symbol into three parts and estimate each of
them separately. For the interval 0 < t < 12 , we use Watson’s inequality [23, p. 255, expression
(9)]
|Jν (νt)| ≤
tν exp
(−ν (log (1 +√1− t2)−√1− t2))√
2πν
√
1− t2
,
and Laplace’s method [17, pp. 80–82], to find∣∣∣∣∣
∫ 1
2
0
t2N−νJν (νt)
1 + (t/λ)
2 dt
∣∣∣∣∣ ≤
∫ 1
2
0
t2N−ν |Jν (νt)| dt ≤
∫ 1
2
0
t2N
exp
(−ν (log (1 +√1− t2)−√1− t2))√
2πν
√
1− t2
dt
= O
((
2
e
)−ν 22NΓ (N + 12)
νN+1
)
,
if ν → +∞. When 12 < t < 1, we apply Siegel’s bound [21]
|Jν (νt)| ≤ tν exp
(
−ν
(
log
(
1 +
√
1− t2
)
−
√
1− t2
))
,
together with Laplace’s method, to deduce that∣∣∣∣∣
∫ 1
1
2
t2N−νJν (νt)
1 + (t/λ)
2 dt
∣∣∣∣∣ ≤
∫ 1
1
2
t2N−ν |Jν (νt)| dt ≤
∫ 1
1
2
t2N exp
(
−ν
(
log
(
1 +
√
1− t2
)
−
√
1− t2
))
dt
= O
(
exp
(
−ν
(
log
(
1 +
√
3
4
)
−
√
3
4
))
1
22Nν
)
= o
((
2
e
)−ν 22NΓ (N + 12)
νN+1
)
as ν → +∞. For the remaining case 1 < t < +∞, we can use the simple inequality |Jν (νt)| ≤ 1
[18, 10.14.E1], to obtain ∫ +∞
1
t2N−νJν (νt)
1 + (t/λ)
2 dt = o (1)
if ν → +∞, uniformly with respect to λ. Taking all these estimations together, we deduce that
2ν−2NΓ
(
ν −N + 12
)
Γ
(
N + 12
) ∫ +∞
0
t2N−νJν (t)
1 + (t/λν)
2 dt
= O
((
2
e
)ν
νN+1
22NΓ
(
N + 12
) (O((2
e
)−ν 22NΓ (N + 12)
νN+1
)
+ o
((
2
e
)−ν 22NΓ (N + 12)
νN+1
)
+ o (1)
))
= O (1)
when ν → +∞, uniformly with respect to λ.
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