Abstract-This paper discusses data requirements for an efficient demand decomposition at the aggregation level considering a limited number of monitoring points. Two methods are compared: an artificial neural network (ANN) based method and the autoregressive integrated moving average (ARIMA) method, followed by the validation of the superior approach against the data coming from an actual pilot site. The influence of data types, such as the weather and type of day, is investigated, as well as the size of the historical data required. The analysis concludes that the ANN based approach is superior, and that using appropriately trained ANN, even with only 5% of end-users whose per-appliance consumption is being monitored, it is possible to estimate or predict, with high accuracy, the demand composition of the overall aggregation of users.
INTRODUCTION
Demand response (DR) has been increasingly investigated and deployed in numerous networks and pilot sites around the world. The two main enablers for successful DR programs are demand-side flexibility (controllability) and demand-side observability, provided by smart meters (SMs). The first enabler depends on the demand sector (industrial, commercial, domestic) and the composition of electrical loads being used. The latter depends on the status of the SM roll-out, which has encountered numerous obstacles in the residential sector. In addition, in many European countries, these advanced metering devices have not yet been installed. At the same time, the installed ones may report electricity consumption at different time steps (between every minute and every hour [1] ), with missing samples, noise, etc. In numerous cases, SMs only report cumulative consumption of the end-users once a month, without the possibility for a third party to monitor fluctuations in their daily load. This brings a large uncertainty into the amount of controllable load, i.e. the actual daily/seasonal flexibility of the demand, at a distribution bus point for example, which could act as a distributed energy resource (DER) [2] . Due to the limited information available to the DR responsible party (such as a distribution system operator or an aggregator) even at the presence of SMs, the required level of customers' observability (SM coverage) should be determined. In other words, there is a need for assessing the minimal number of users reporting their consumption at sub-metering level (per-appliance), which would allow reliable, statistically significant information about the demand composition at the aggregation point, and thus mitigate the uncertainty of success of a DR program.
Different authors have proposed non-intrusive methods for disaggregating individual user's daily demand into electrical appliances [3, 4] . This paper, however, suggests disaggregation of aggregated demand into load categories, i.e. groups of appliances with similar "electrical" behaviour. DR of a set of users supplied from the same bus or the same "electric neighbourhood" will have a higher impact on the network than the one coming from individual users scattered across a wider area [5] . Therefore, real-time or forecasted demand composition, providing data about the shares of different load categories, controllable and uncontrollable, brings the necessary information about the time-based flexibility coming from the aggregated demand. At the same time, short-term forecasting of demand flexibility may have a higher value than real-time assessment, as it allows better planning of the DR actions. For example, in incentive-based DR, the day-ahead planning of incentives could be based on the information about predicted demand flexibility. This paper first introduces and then compares the efficiency of an artificial neural network (ANN) based method and autoregressive integrated moving average (ARIMA) method for decomposing forecasted residential active and reactive demand into different categories at the aggregation point based on limited availability of SM data. Assuming that some of the available SMs can provide sub-metering data, as reported in [6, 7] , the paper establishes how many users would actually have to be monitored by this type of SMs in order to provide accurate enough information about the demand composition at the aggregation point of both monitored and non-monitored end users. Finally, the superior, ANN based method is tested against real data, and the influence of different factors on the accuracy of the results is established.
II. ANN-BASED METHODOLOGY
Although particular appliances have higher value for DR (for example washing machines, or water heaters), this method observes loads as categories, where load appliances belonging to the same category have a similar steady-state and dynamic voltage dependent load characteristic [8] . Residential appliances, as reported in [9] , have been classified into six categories: i) CTIM1 (constant torque induction motors -HVAC, dish washer, washing/drying machine), ii) QTIM1 (quadratic torque induction motors -cold appliances), iii) Rc (controllable resistive loads -water and space heating), iv) Ruc (uncontrollable resistive loads -kitchen appliances), v) SMPS (switch mode power supply -electronic devices), and vi) Lighting. In this paper, the main focus is on accuracy of estimation of controllable loads, namely those belonging to categories i)-iii), as these are considered to be the main DR assets. Other categories can be identified in the same way, but they are not discussed here due to space limitation.
The approach is based on practical assumptions of the availability of a very limited number of SMs with submetering facilities (regardless of the applied sub-metering technology) and considers missing samples in the data streams coming from SMs, as well as different sampling rates of different SMs. The adopted required granularity of the data is one minute, as suggested in [6] . Missing samples (coming from monitor issues or different sampling steps) can be restored using different methods, for example simple linear interpolation or more complex data mining approaches.
The main steps of the methodology (ANN training and testing) are presented in Fig. 1 . The two-layer feed-forward ANN with Bayesian Regularization Backpropagation is used in the following steps (parameters of the network are detailed in [9] ):
1) The ANN is trained with the last (most recent) 7 days' historical sub-metering data (both active and reactive demand) coming from the available measurement points. The data streams are aggregated and the ANN is trained to "recognise" the composition of load, with respect to its six categories, based only on the aggregated active and reactive demand. The composition is given by the weighting factor (WF) of each load category, calculated by dividing the demand of a load category by the total demand at that time step, resulting in 6 values (one per category) in each time step. The WF of the controllable load is calculated by adding the WFs of the three controllable load categories. In each time step i, the following condition has to be fulfilled:
2) The total forecasted active and reactive demand at the aggregation point (e.g. a substation) is given as the input to the trained ANN. This results in the composition of the forecasted demand including both monitored and nonmonitored users.
The methodology was first developed using artificial, statistically proven, domestic load data from the so called CREST model, adopted from [6] . This database allows the generation of numerous, minute-based daily load curves of each individual appliance of the residential users. The aggregated active demand composition of 1000 end-users (with 100% SM coverage) is given in Fig. 2 (top) . In this case all the end-users provide their sub-metering data, and the load decomposition is done by simply "summing up" demand of the appliances belonging to the same load category. In cases where only some end-users provide detailed information about their consumption, the ANN based approach is used. It should be noted that development and comparison of different ANN models is out of the scope of this paper. The particular ANN used in this study has been selected based on the results reported in [8] . Validation of the methodology was performed with different levels of SM coverage, i.e., a different percentage of users in an aggregation who report their sub-metered consumption (5, 10, 20, 50, 80 and 100%, i.e., between 50 and 1000 users out of 1000). The accuracy was assessed using the absolute weighting factor error (AWFE), calculated as follows:
where , is the share of the load category obtained as the result of the ANN, and , is the actual share of the category, both given in p.u. based on the average aggregated monthly active load, in this case around 0.6 MW.
The cumulative distribution function (CDF) of the AWFE for controllable active load is given in Fig. 3 . It can be seen from the figure that all SM coverage levels provide errors smaller than 0.1 p.u. (corresponding to around 60 kW) in 90% of the time steps (90th percentile). It can also be seen that for the SM coverage levels of 50% and higher, the accuracy remains the same. Fig. 2 (bottom) illustrates the demand decomposition of 1000 aggregated users obtained with only 5% SM coverage (sub-metering data coming from 50 users out of 1000). The total loading curve is the same in the top and bottom figure, only the WFs of the load categories differ slightly. Similar accuracy was obtained for reactive demand. The ARIMA method [10] has been widely used for time series forecasting purposes [11] , which is why this paper tests its eligibility for forecasting demand composition. If all the end-users in the observed aggregation have sub-metering facilities, based on the historical daily curve of each individual load category, it is possible to forecast (in the short-term, e.g., day ahead) each category's demand. However, in cases of limited number of end-users sending their sub-metering data, ARIMA output would have to be scaled up to the total number of users. In order to assess how this could affect the accuracy of demand decomposition, testing was performed with the ARIMA model, and the influence of SM coverage level on the accuracy of results was investigated. The forecast of the load composition, namely the amount of controllable load, was done for day-ahead based on the most recent 7 days historical data. The ARIMA model was implemented in Matlab.
For illustration and comparison purposes, loading curve y of controllable load was taken from the validation example described in Section II (aggregation of 1000 users whose demand was generated using CREST model). It was assumed, as previously, that there were missing samples in the SM data, which were processed using linear interpolation. The data had to be pre-processed, as it was non-stationary, i.e., there was a high autocorrelation observed over the entire time series. The non-stationarity can be seen from the autocorrelation function (ACF) of the time series y (with minute-based samples) in Fig. 4 , where the correlation coefficients are far outside the significance limits (defined by parallel blue horizontal lines) at almost all lags (time steps). Thus the data had to be differenced (consecutive samples in the time series were subtracted from each other) before further processing [12] . As the differencing of minute-based data made no improvements, the time series was first smoothed (through averaging over 30 min periods), and then differenced. Finally, the new time series (with 48 samples per day) had improved stationarity, as the ACF and partial autocorrelation function (PACF) show in Fig. 5 and 6 , respectively. Correlation index at most lags stayed around the significance limits. 1,1)(1,1,1) 48. These values were adopted considering the fact that the seasonality was 48 samples (daily), and that the most significant time steps in ACF and PACF were around time step 1, while the time series was differenced once.
For the consistence needed for comparison, the time series forecasting (day ahead) of the controllable load was performed based only on the last 7 days historical values of the data. The outputs obtained for different SM coverage levels were appropriately scaled in order to be compared to the base case (aggregation of 1000 users). For example, the output (demand of controllable load during one day) obtained with 20% SM coverage level was scaled by factor 5 before it was compared with the corresponding values in the base case. Fig. 7 represents an example of forecasted controllable load based on the measurements from end-users at different SM coverage levels (5-100%). The dotted lines refer to the actual values for days 7 and 8, while the solid lines refer to the ARIMA forecast for day 8, at the corresponding SM coverage level. 8 shows the 7 days data (controllable load only) used for training consisting of 7*48 samples. The observed inaccuracy (higher than in case of ANN), even at 100% smart meter coverage can be related to high variability in daily loading curve of the controllable load, as well as fewer points used for training. In case of ANN, 7*1440 samples were used. The AWFE was calculated for simulation results for the whole month of August (this way, the number of output samples was 30*48=1440, which corresponded to the number of output samples in the cases described in Section II) and shown in Fig. 10 . The results were obtained iteratively, by running the ARIMA model for one day based on the most recent 7 days and repeating this process for every day in the month. It can be seen from the figure that even at higher SM coverage levels, the errors obtained with ARIMA are visibly larger than with the ANN based methodology. The 90th percentile of the error ranges between 0.15 p.u. and 0.3 p.u., depending on the SM coverage level. It should be noted that in the ANN approach, these errors ranged from 0.05 p.u. to 0.1 p.u. (as shown in Fig. 3 ). This brings the conclusion that at 5% SM coverage, the 90 th percentile AWFE using ARIMA method is 3 times larger than with ANN.
IV. CASE STUDIES
The superior method (ANN based) is further tested using real data coming from a pilot site [7] containing sub-metering data from 200 domestic end-users during summer 2015. In addition, the influence of different factors is investigated. The first case study examines the influence of the size of the training (historical) data and the presence of weather data. The second case study analyses the effect of errors in the input data, i.e., errors of the total active and reactive load forecast at the aggregation point. Figure 10 . CDF of AWFE for controllable load during one month
A. The effect of weather data and the size of training data
Weather and type of day (working/non-working) are considered as factors influencing the daily loading curve, especially with respect to cooling and heating devices [14] . In order to assess the necessity of this data in the training of the ANN, two cases are examined: i) the ANN training input consists only of total active and reactive demand, as suggested in the methodology; ii) the ANN training input consists of total active and reactive demand, weather data (temperature, relative humidity and wind speed) and type of day values (1 for working and 0 for weekends/public holidays). Consequently, the ANN in the second case has 6 input parameters. The ANN training target (set of WFs, as defined in Fig. 1 ) is the same in both cases. When dealing with multifaceted data, an automatic feature selection algorithm could be incorporated to extract only the relevant data attributes for the training purposes. Based on the past experience and the number of data features considered in this case study that was not deemed necessary, and a simple trial and error approach was used to decide on the necessity of inclusion of different weather data. Fig. 11-13 show the CDF of the AWFE for one day in August 2015, based on 1440 samples, with the ANN trained with the data from the past two months, one month and one week, respectively. In all the figures, cases without and with weather data were compared. It can be noted that weather data does not improve significantly, if at all, the accuracy in most of the cases. Also, the use of "longer historical data" (e.g., measurements from the past two months compared to past week) does not make any improvement in accuracy, quite the contrary, the longer historic data results in slightly reduced accuracy at lower SM coverage levels. This yields the conclusion that only the most recent historical data (last 7 days) are sufficient for confident load decomposition. Finally, when the ANN is trained and tested using the pilot site data, the calculated range of the 90th percentile AWFE is the same as in the case when the CREST load model was used (as presented in Fig. 3) , which validates the proposed methodology.
As the mean value of the load during the observed period was 238.4 kW, if the 90th percentile AWFE of the estimated controllable load is around 0.04 p.u. (with 10-20% SM coverage in Fig. 13a) , that means that in 90% of the cases the maximum over/under-estimation of the size of controllable load is 9.5 kW for the aggregation of 200 users. For illustration purposes, it can be assumed (based on the observed sample of consumers) that the average consumption of an AC unit is 1 kW. Thus the maximum mismatch in the size of controllable load equals to the consumption of 10 AC units at the level of 200 users. 5% SM coverage usually results in slightly higher errors, around 0.06 p.u. (14.3 kW ≈ 14 AC units). In order to clarify further the effect of the size of the training data set and the inclusion of weather data, Fig. 14 illustrates the most probable weighting factor error (WFE):
for different SM coverage levels, size of the training data and with/without weather data. The following conclusions can be deduced from the figure:
• The use of weather data (full lines in the diagram) improves the accuracy in cases with higher SM coverage levels, starting from 20% SM coverage (note that both positive and negative errors are taken into account), while with lower SM coverage levels (5% and 10%) the accuracy is deteriorated. This can be explained by higher randomness of aggregated load curve at lower aggregation levels.
• The use of larger training data sets mostly results in similar accuracy to the one provided by smaller training data sets.
• The size of historical data (training data sets) has larger influence on the accuracy in cases of higher SM coverage levels (>20%), i.e., greater variation in accuracy can be observed with different lengths of data sets. In both cases, with and without weather data, the accuracy is slightly higher with shorter data sets. The speed of the training, as presented in Table I , is affected by the number of neurons in the hidden layer of the ANN (calculated as n = N/d ln N [15] , where N is the number of the training samples -here the number of training days times 1440, and d is the number of input variables, which is either 2 or 6 in the observed cases) -this number is lower in the case of more input variables (such as weather) for the same length of the training data (e.g. for one month of historical data). 
B. The effect of total demand forecasting error
In order to illustrate the influence of total load forecasting error on the input of the ANN (shown in Fig. 1 ) and consequently on the demand decomposition accuracy, total load of 200 users was forecasted for August 30th 2015 using an ANN trained with historical loading and weather data during the period from June 1st to August 29th 2015. This ANN had the same settings as the one used for load decomposition, but with different input and target, as shown in (4) and (5), where P1…Pn are the aggregated active demand samples (1440 per day) during the training period (here, 3 months), P1+1440...Pn+1440 are the active demand samples for the day ahead relative to P1...Pn, and T, WS, H and DT are temperature, wind speed, relative humidity and day type for the corresponding periods. Total aggregated reactive demand (Q) was forecasted in the same way.
The results of the active and reactive load forecast are shown in Fig. 15 . As the mean of the absolute percentage error (MAPE [8] ) is 11% for active load and 9% for reactive load, a demand decomposition test was done by incorporating a 10% MAPE for both P and Q in the ANN input (shown in Fig. 1) . Therefore, two scenarios were examined for the ANN input: 0.9*P and 0.9*Q as the lower bound input ( = −10%), and 1.1*P and 1.1*Q as the higher bound input ( = +10%). The resulting distribution of AWFEs for controllable active demand forecasting is presented in Fig. 16 for -10% total load forecasting error (Fig. 16a ) and +10% total load forecasting error (Fig. 16b) . When compared to the same case presented in Fig. 13a , which is based on the accurate values of total P and Q, it can be seen that there is no degradation in accuracy. The actual controllable load curve is given by a dotted red line. As seen in the figure, the differences are minor, concluding that reasonable total load forecasting errors do not drastically affect the accuracy of load decomposition. For reasons of clarity, only a part of the day is presented in the figure.
V. CONCLUSION
This paper demonstrated the benefits of the ANN approach compared to ARIMA method in the forecasting of aggregated demand composition (primarily the share of controllable loads). The time series ARIMA method showed to be inferior for demand decomposition, though it has its merits for demand forecasting, as shown in literature. The ANN methodology was further tested on data from a real pilot site, showing almost no influence of weather data and the larger historical data. It was shown that only one week long (most recent) historical data is enough to train the ANN successfully. Once the ANN is trained, the total demand at the aggregation point (substation) can be decomposed in real-time or day ahead, depending on whether the input data (total active and reactive demand) are given in real time or as a forecast. This paper presented forecasting only. The accuracy was shown to be satisfactory with only 5% of the users providing their submetering data, if the aggregation level is reasonably high (for example, 200 users). Further tests proved that even a 10% error of the active/reactive demand forecast does not introduce visible deterioration in the accuracy of demand decomposition. Although the method was demonstrated for residential demand, it can be applied to other sectors (commercial or industrial).
