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Abstract
A wide range of multifield inflationary models generate non-Gaussian initial conditions in which
the initial adiabatic fluctuation is of the form (ζG + gNLζ
3
G). We study halo clustering in these
models using two different analytic methods: the peak-background split framework, and brute force
calculation in a barrier crossing model, obtaining agreement between the two. We find a simple,
theoretically motivated expression for halo bias which agrees with N -body simulations and can be
used to constrain gNL from observations. We discuss practical caveats to constraining gNL using only
observable properties of a tracer population, and argue that constraints obtained from populations
whose observed bias is ∼< 2.5 are generally not robust to uncertainties in modeling the halo occupation
distribution of the population.
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1 Introduction
In the last few decades, increasingly precise observations (e.g. [1–6]) have led to a standard cosmo-
logical model in which small initial fluctuations evolve in a ΛCDM background to give rise to the
observed universe. Current data are consistent with initial fluctuations which are adiabatic, scalar,
Gaussian, with weak deviations from scale invariance (ns < 1 at 3σ).
The statistics of the initial fluctuations, i.e. deviations from Gaussian initial conditions, provide
a powerful probe of the physics of the early universe. In the context of inflation [7–13], the sim-
plest models (single-field, minimally coupled slow-roll) predict initial curvature perturbations with
negligible deviations from Gaussianity. However, there is a rich phenomenology of non-Gaussian
initial conditions in models with multiple fields, self-interactions near horizon crossing, or speed of
sound cs  1 during inflation. In this paper, we will focus on non-Gaussianity of the so-called local
type [14–17], in which the primordial potential1 is of the form
Φ(x) = ΦG(x) + fNL(ΦG(x)
2 − 〈Φ2G〉) + gNL(ΦG(x)3 − 3〈Φ2G〉ΦG(x)) (1)
where ΦG is a Gaussian field and fNL, gNL are free parameters.
2
Local non-Gaussianity can be generated by physical mechanisms involving multiple fields, such
as light spectator fields during inflation which evolve to generate the initial adiabatic fluctuations
(the curvaton scenario) [18–20], or models where the inflaton decay rate is modulated by a second
field [21, 22]. Non-Gaussianity of local type is also naturally generated in non-inflationary models
of the early universe such as the new ekpyrotic/cyclic scenario [23–25]. There is a theorem [26, 27]
which states that any single-field model of inflation cannot generate detectable levels of local non-
Gaussianity without violating observed limits on deviation from a scale-invariant power spectrum.
Thus, detection of either fNL or gNL would rule out all single field models of inflation and place
powerful constraints on the physics of the early universe. Current observational constraints on these
parameters are consistent with zero [1,28–30], but are expected to improve by an order of magnitude
or more in the near future.
In models of inflation in which |gNL| = O(f2NL), it is unlikely that observational constraints
on gNL will be competitive with constraints on fNL. However, there are a number of examples
where f2NL  |gNL|, making the gNL term in Eq. (1) the dominant source of primordial non-
Gaussianity. This situation arises in curvaton models where non-quadratic terms in the potential are
important [31–35] or in multifield models in which (∆N) varies rapidly at the end of inflation [36,37].
The existence of these scenarios makes searching for gNL just as important as fNL and measurements
provide important constraints on the microphysical parameter space.
In a pioneering paper [38], Dalal et al showed that large-scale clustering of halos depends sen-
sitively on fNL. More precisely, a sample of halos (or tracers such as galaxies or quasars) with
1In studies of primordial non-Gaussianity, it is conventional to define a primordial potential Φ = 3
5
ζ, where ζ is the
initial adiabatic curvature perturbation. Note that Φ is not the conformal Newtonian potential, which is given by 2
3
Φ
deep in the radiation-dominated epoch where Eq. (1) applies.
2We define gNL-type non-Gaussianity including the term −3〈Φ2G〉ΦG; this term simply renormalizes ΦG so that its
power spectrum PΦG is equal to the observed power spectrum PΦ (to first order in gNL).
1
constant bias b1 in a Gaussian cosmology will have scale-dependent bias given by
b(k) ≈ b1 + 2δc(b1 − 1) fNL
α(k, z)
(2)
in an fNL cosmology. Here, δc is the spherical collapse threshold and α(k, z) is defined by
α(k, z) =
2k2T (k)D(z)
3ΩmH20
(3)
so that the linear density field and the primordial potential are related by δlin(k, z) = α(k, z)Φ(k).
Large-scale structure constraints on fNL from scale-dependent bias are currently competitive with
the CMB (e.g. [28,39]) and may ultimately provide constraints which are stronger (e.g. [40,41]). The
key identity (2) has been derived using several different analytic frameworks [28, 42, 43] and agrees
with N -body simulations (e.g. [30, 38,44,45]).
In this paper we study the related issue of large-scale halo-clustering in a gNL cosmology. We
consider the large-scale halo bias in two analytic frameworks: the peak-background split (§3) and
a barrier crossing model (§4). We find consistency between the two formalisms (in disagreement
with [46]) and obtain an expression analogous to Eq. (2) for the scale-dependent halo bias in a gNL
cosmology. Our main results are a universal relation between the scale-dependent halo bias in a gNL
cosmology and the mass function in an fNL cosmology,
b(k) ≈ b1 + βggNL
α(k, z)
where βg = 3(∂ log n/∂fNL) (4)
and expressions for βg (Eqs. (50), (51)) which can be used in practice to constrain gNL from data. We
also discuss caveats when estimating the gNL bias from observable quantities (§5.4) and argue that
constraints obtained from tracer populations which are not highly biased (b1 ∼> 2.5) are generally
not robust to uncertainties in HOD modeling.
Throughout this paper we use the WMAP5+BAO+SN fiducial cosmology [47], with baryon
density Ωbh
2 = 0.0226, CDM density Ωch
2 = 0.114, Hubble parameter h = 0.70, spectral index
ns = 0.961, optical depth τ = 0.080, and power-law initial curvature power spectrum k
3Pζ(k)/2pi
2 =
∆2ζ(k/kpiv)
ns−1 where ∆2ζ = 2.42 × 10−9 and kpiv = 0.002 Mpc−1. All power spectra and transfer
functions have been computed using CAMB [48].
2 Definitions and notation
We will sometimes model halos of mass ≥ M with peaks in a smoothed density field δM defined
as follows. Let δM (x) be the linear density field smoothed by a tophat filter with radius R(M) =
(3M/4piρm)
1/3, i.e.
δM (x) =
∫
d3k
(2pi)3
e−ik·xδlin(k)WM (k) (5)
where
WM (k) = 3
sin(kR(M))− kR(M) cos(kR(M))
(kR(M))3
(6)
2
Let σM = 〈δ2M 〉1/2 be the RMS amplitude of the smoothed density field, and let κn(M) be its n-th
non-Gaussian cumulant, defined by:
κn(M) =
〈δnM 〉conn
σnM
. (7)
Since δM and σM are defined via linear theory, κn(M) is independent of redshift as implied by the
notation. To first order in fNL and gNL, we have
κ3(M) = κ
(1)
3 (M)fNL (8)
κ4(M) = κ
(1)
4 (M)gNL (9)
with higher cumulants equal to zero, where κ
(1)
3 (M), κ
(1)
4 (M) are the values of the cumulants at
fNL = 1 and gNL = 1 respectively. These values are given explicitly by:
κ
(1)
3 (M) =
6
σ3M
∫
d3k d3k′
(2pi)6
WM (k)WM (k
′)WM (|k+ k′|)Pmm(k)Pmm(k
′)α(|k+ k′|)
α(k)α(k′)
(10)
κ
(1)
4 (M) =
24
σ4M
∫
d3k d3k′ d3k′′
(2pi)9
WM (k)WM (k
′)WM (k′′)WM (|k+ k′ + k′′|)
×Pmm(k)Pmm(k
′)Pmm(k′′)α(|k+ k′ + k′′|)
α(k)α(k′)α(k′′)
(11)
where α(k) was defined previously in Eq. (3) and Pmm(k) is the power spectrum of the linear
density field, 〈δlin(k)δlin(k′)〉 = (2pi)3Pmm(k)δ(3)(k + k′). For numerical calculation, the following
fitting functions (from [49]) are convenient:
κ
(1)
3 (M) = (6.6× 10−4)
(
1− 0.016 log
(
M
h−1M
))
(12)
κ
(1)
4 (M) = (1.6× 10−7)
(
1− 0.021 log
(
M
h−1M
))
. (13)
This paper is mainly concerned with calculating halo bias b(k) = Pmh(k)/Pmm(k) to first order in
fNL and gNL, so let us establish notation from the outset, by writing the large-scale bias in the
general form:
b(k) = b1 + b1ffNL + b1ggNL +
βffNL + βggNL
α(k)
(14)
where unlike Eq. (2) and Eq. (4) we have allowed for scale-independent corrections b1f and b1g from
fNL and gNL primordial non-Gaussianity. Equation (14) defines the coefficients b1, b1f , b1g, βf , βg.
This equation assumes that the k-dependence is of the functional form (constant)+(constant)/α(k),
but we will derive this analytically (Eq. (35)) and show that it agrees with simulations (§5.1). In
this notation, the Dalal et al formula (2) can be written as βf = 2δc(b1 − 1).
3 Peak-background split
The peak-background split formalism is a procedure for predicting halo clustering statistics on
large scales. The basic idea is that a long-wavelength fluctuation in the initial curvature alters the
3
local abundance of halos in a way which is equivalent to perturbing parameters of the background
cosmology, e.g. the matter density ρm or the amplitude ∆Φ of the initial fluctuations. The use of
this formalism to study halo bias in non-Gaussian cosmologies was pioneered in [28]; we will review
this calculation of the bias in an fNL cosmology (§3.1) and then perform an analogous calculation
in the gNL case (§3.2).
3.1 fNL cosmology
In an fNL cosmology, the initial conditions are given by:
Φ(x) = ΦG(x) + fNL(ΦG(x)
2 − 〈Φ2G〉) (15)
To analyze the effect of a long-wavelength mode, let us decompose the Gaussian potential as a sum
ΦG = Φl + Φs of long-wavelength and short-wavelength contributions. The long/short-wavelength
decomposition of the non-Gaussian potential Φ is then
Φ(x) = Φl(x) + fNL
(
Φl(x)
2 − 〈Φ2l 〉
)︸ ︷︷ ︸
long
+ (1 + 2fNLΦl(x))Φs(x) + fNL(Φs(x)
2 − 〈Φ2s〉)︸ ︷︷ ︸
short
(16)
and contains explicit coupling between long and short wavelength modes of the Gaussian potential.
Let us consider how the term (1+2fNLΦl(x))Φs(x) in Eq. (16) affects nl(x), the long-wavelength
part of the halo number density field. In a local region where the long-wavelength potential takes
some value Φl, the amplitude ∆Φ of the small-scale modes is perturbed: ∆Φ → (1+2fNLΦl)∆Φ. This
modifies the local halo abundance, in the same way that the global abundance would be modified
if the cosmological parameter ∆Φ were perturbed, i.e. we get a term in the long-wavelength halo
density of the form ∆n(x) = 2fNLΦl(x)(∂n/∂ log ∆Φ). In addition, even in a Gaussian cosmology,
there is a perturbation to the local halo abundance which is proportional to the long-wavelength
part δl(x) of the density fluctuation, i.e. a term of the form ∆n(x) = δl(x)(∂n/∂δl). Putting this
together, the long-wavelength part of the halo density is given by:3
nl(x) = n¯+
∂n
∂δl
δl(x) + 2fNL
∂n
∂ log ∆Φ
Φl(x)
= n¯(1 + b1δl(x) + βffNLΦl(x)) (17)
where
b1 =
∂ log n
∂δl
(18)
βf = 2
∂ log n
∂ log ∆Φ
. (19)
3In this derivation, we have swept two terms in Eq. (15) under the rug; let us now argue that these are indeed
negligible. The term fNL(Φs(x)
2 − 〈Φ2s〉) alters the statistics of the small scale modes; this does perturb the halo
abundance (by generating skewness in the density field) but the perturbation is independent of the long-wavelength
fluctuation Φl. Therefore, this term does not contibute to the large-scale halo bias. The term fNL(Φl(x)
2 − 〈Φ2l 〉)
perturbs the long-wavelength modes and decorrelates them (to order O(fNL)) from both the linear density fluctuation
δ(x) and the field (2fNLΦl) which modulates the local power spectrum amplitude ∆Φ. In principle, this should
generate stochastic bias at order O(f2NL), but we will neglect this, since we are only calculating to order O(fNL).
4
Intuitively, in an fNL cosmology, the local power spectrum amplitude ∆Φ is not spatially constant,
but varies throughout the universe in a way which is proportional to the long-wavelength potential
Φl.
Computing the halo bias b(k) = Pmh(k)/Pmm(k) from Eq. (17) for nl(x), we get:
b(k) =
b1Pmm(k) + βfPmΦ(k)
Pmm(k)
= b1 +
βffNL
α(k, z)
. (20)
From the preceding argument, we predict that the scale-dependent fNL bias is given by βf =
2(∂ log n/∂ log ∆Φ). We will refer to this as a “weak” prediction for the bias: it cannot be used to
constrain fNL from real data, since βf has not been expressed in terms of observable quantities.
To make further progress, we need to evaluate the derivative (∂ log n/∂ log ∆Φ), by making
additional assumptions. If we assume that the halo mass function is universal, then one can calculate
the derivative, obtaining (∂ log n/∂ log ∆Φ) = δc(b1 − 1), where b1 is the Gaussian bias [28], so that:
βf = 2δc(b1 − 1) . (21)
We will refer to this as a “strong” prediction for the scale-dependent bias in an fNL cosmology,
since βf has been expressed in terms of the observable quantity b1. The strong form is essential for
constraining fNL from observations.
3.2 gNL cosmology
Let us now generalize the analysis of large-scale clustering in the previous subsection to the case of
a gNL cosmology, with initial conditions given by:
Φ(x) = ΦG(x) + gNL(ΦG(x)
3 − 3〈Φ2G〉ΦG(x)) . (22)
Separating the Gaussian field into long and short wavelength pieces ΦG = Φl + Φs, we decompose
Φ as follows:
Φ(x) = Φl(x) + gNL(Φl(x)
3 − 3〈Φ2l 〉Φl(x))︸ ︷︷ ︸
long
(23)
+ Φs(x) + 3gNL(Φl(x)
2 − 〈Φ2l 〉)Φs(x) + 3gNLΦl(x)(Φs(x)2 − 〈Φ2s〉) + gNL(Φs(x)3 − 3〈Φ2s〉Φs(x))︸ ︷︷ ︸
short
As in the fNL case, we’ll consider the perturbation to the long-wavelength halo density nh(x)
generated by each of these terms.
The term 3gNL(Φl(x)
2 − 〈Φ2l 〉)Φs(x) can be interpreted as a local modulation in the small-scale
power spectrum amplitude, given by ∆Φ → (1 + 3gNL(Φl(x)2 − 〈Φ2l 〉))∆Φ. This generates a term
∆nl(x) = 3gNL(Φl(x)
2 − 〈Φ2l 〉)(∂n/∂ log ∆Φ) in the long-wavelength halo density, in close analogy
with the fNL case (the modulation is proportional to gNL(Φ
2
l −〈Φ2l 〉) in this case, rather than fNLΦl).
The term 3gNLΦl(x)(Φs(x)
2 − 〈Φ2s〉) can be interpreted as follows. In a local region where the
long-wavelength potential takes the value Φl, the small-scale modes are perturbed in the same way
5
as in an fNL cosmology where the global value of fNL is given by (3gNLΦl). This generates a term
∆nl(x) = 3gNLΦl(x)(∂n/∂fNL) in the long-wavelength halo density.
Finally, there is the usual term ∆nl(x) = δl(x)(∂n/∂δl) due to changes in mean background
density (as in the Gaussian case).
Putting this all together, we find that the long-wavelength halo density field in a gNL cosmology
is given by:4
nl(x) = n¯+
∂n
∂δl
δl(x) + 3gNL
∂n
∂ log ∆Φ
(Φl(x)
2 − 〈Φ2l 〉) + 3gNL
∂n
∂fNL
Φl(x)
= n¯
(
1 + b1δl(x) +
3
2
βfgNL(Φl(x)
2 − 〈Φ2l 〉) + βggNLΦl(x)
)
(24)
where b1 and βf were defined previously (Eqs. (18), (19)), and:
βg = 3
∂ log n
∂fNL
(25)
The large-scale halo bias b(k) = Pmh(k)/Pmm(k) is given by:
b(k) = b1 +
βggNL
α(k, z)
. (26)
Note that the (βfgNL) term in Eq. (24) does not contribute to the bias, since the field (Φl(x)
2−〈Φ2l 〉)
and the long-wavelength density field δl are uncorrelated (their cross correlation is a three-point
function of Gaussian fields, which vanishes). This term should generate stochastic bias, but we defer
a systematic study of halo stochasticity in non-Gaussian cosmologies to a future paper [50].
We have now arrived at the peak-background split prediction (26) for halo bias in a gNL cos-
mology, which relates the scale-dependent gNL bias to the derivative (∂ log n/∂fNL) of the halo
mass function in an fNL cosmology. In the terminology of the previous subsection, this is a “weak”
prediction: we have shown that the problem of computing the gNL bias is naturally related to the
problem of understanding the mass function in an fNL cosmology, but the coefficient βg has not
been expressed in terms of observable quantities.
To obtain a “strong” prediction, we need to evaluate the derivative (∂ log n/∂fNL), which requires
making additional assumptions. This has been done in [49], assuming a barrier crossing model for
the mass function and using the Edgeworth expansion to calculate the derivative (see also [51–57]).
The result is:
∂ log n(M)
∂fNL
=
κ3(M)
6
H3(ν(M))− 1
6
dκ3/dM
dν/dM
H2(ν(M)) (27)
where ν = δc/σM , and H2(x) = x
2 − 1 and H3(x) = x3 − 3x are Hermite polynomials. We will
compare this prediction with N -body simulations in §5.
4Analogously to the fNL case, we have neglected two terms in Eq. (23). The term gNL(Φl(x)
3 − 3〈Φ2l 〉Φl(x)) only
alters power spectra at order O(g2NL), and we will neglect terms of this order. The term gNL(Φs(x)3 − 3〈Φ2s〉Φs(x))
generates kurtosis in the density field and modifies the halo mass function [49], but in a way which is independent of
Φl and therefore does not contribute to large-scale clustering.
6
4 Barrier crossing model
In this section, we will study large-scale bias using a barrier crossing model, obtaining results which
are consistent with the peak-background split formalism from the previous section. The two ap-
proaches are complementary: the barrier model has the advantage that it generates complete pre-
dictions for halo statistics (such as the mass function or bias) via an algorithmic calculational
procedure, but obscures the physical intuition of the peak-background split. For completeness, the
calculations in this section will be sufficiently general to include the cases of Gaussian, fNL-type,
and gNL-type initial conditions.
4.1 Setting up the calculation
The barrier crossing model is an old, widely influential idea in cosmology, in which halos of mass
≥ M are identified with peaks in the smoothed linear density field [58]. Although more complex
versions have been proposed, we will use the simplest version: a spherical collapse model with
constant barrier height, defined formally as follows.
We model halos of mass ≥M as regions where the smoothed linear density field δM (x) (defined
in Eq. (5)) exceeds the threshold value δc, i.e. the halo number density nh(x) is given by:
nh(x) =
ρm
M
θ(δM (x)− δc) (28)
where θ is the step function
θ(x) =
{
0 if x < 0
1 if x ≥ 0 (29)
Throughout this paper, we take δc = 1.42; this value produces somewhat improved agreement
between the barrier model and simulations, compared to the Press-Schechter value δc = 1.69.
5
To study halo bias in this model, we define the following notation. Let x, x′ be two points
separated by distance r, let δlin denote the (unsmoothed) linear density field at x, and let δ
′
M denote
the smoothed linear density field at x′. We denote the joint PDF of these random variables by
p(δlin, δ
′
M ), and denote the 1-variable PDF of δ
′
M by p(δ
′
M ). We define
p0 =
∫ ∞
δc
dδ′M p(δ
′
M ) (30)
ξ0(r) =
∫
dδlin dδ
′
M p(δlin, δ
′
M ) δlinθ(δ
′
M − δc) (31)
These quantities are related to the halo mass function n(M) and matter-halo correlation function
ξmh(r), but there is one wrinkle. In the barrier crossing model, the field nh defined in Eq. (28)
represents the number density of halos with mass ≥ M , whereas we want to consider a sample of
halos with mass in a narrow mass range (M,M + dM). Thus n(M) and ξmh(r) are obtained by
5We experimented with using a mass-dependent barrier δc(ν) chosen for consistency with a universal mass function
such as Sheth-Tormen [59] or Warren [60], but found that this did not result in further improvement.
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taking derivatives as follows:
n(M) = −2ρm
M
(
dp0
dM
)
(32)
ξmh(r) =
dξ0(r)/dM
dp0/dM
(33)
4.2 Mass function, halo bias, and interpretation
In principle, calculation of the halo mass function and large-scale bias in the barrier crossing model
has now been reduced to evaluation of Eqs. (30)–(33). We defer details of the calculation to Ap-
pendix A and quote the final results. The halo mass function is given by:
n(M) =
2ρm
M
(
d log σ−1
dM
)
e−ν2/2
(2pi)1/2
[
ν + fNL
(
κ
(1)
3 (M)
νH3(ν)
6
− dκ
(1)
3 /dM
d(log σ−1)/dM
H2(ν)
6
)
+gNL
(
κ
(1)
4 (M)
νH4(ν)
24
− dκ
(1)
4 /dM
d(log σ−1)/dM
H3(ν)
24
)]
(34)
The halo bias b(k) = Pmh(k)/Pmm(k) is given by (in the large-scale limit k → 0):
b(k) = b1 + b1ffNL + b1ggNL +
βffNL + βggNL
α(k)
(35)
where:
b1 = 1 +
ν2 − 1
δc
(36)
b1f = −κ(1)3 (M)
(
ν3 − ν
2δc
)
+
dκ
(1)
3 /dM
d(log σ−1)/dM
(
ν + ν−1
6δc
)
(37)
b1g = −κ(1)4 (M)
(
ν4 − 3ν2
6δc
)
+
dκ
(1)
4 /dM
d(log σ−1)/dM
(
ν2
12δc
)
(38)
βf = 2ν
2 − 2 (39)
βg = κ
(1)
3 (M)
ν3 − 3ν
2
− dκ
(1)
3 /dM
d(log σ−1)/dM
(
ν − ν−1
2
)
(40)
Although the above expressions are the result of a purely formal calculation, we will now show that
each term has a natural interpretation.
Considering first the halo mass function (34), we have found a Press-Schechter mass function
(with δc = 1.42) in the Gaussian case, plus first-order corrections in fNL and gNL which agree with
those found in [49, 52] using the Edgeworth expansion. This agreement is expected since the two
calculations are based on the same barrier crossing model.
Moving on to halo bias, in the Gaussian case, we predict that b(k) is constant on large scales,
with value b1 given by Eq. (36). The peak-background split argument suggests a general relation
between the large-scale halo bias and the halo mass function which applies generally to a universal
mass function of the form:
n(M) =
ρm
M
f(ν)
d log σ−1
dM
(41)
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On large scales, the bias is predicted to be scale-independent and given by [61]:
b1 = 1− ν
δc
d log f
dν
(42)
Comparing our predictions (34), (36) for n(M) and b1, we find agreement, i.e. Eq. (36) for b1
can be interpreted as the general peak-background split expression for halo bias, specialized to the
Press-Schechter mass function.
More generally, the b1f and b1g contributions to the bias (Eqs. (37), (38)) represent shifts in the
scale-independent part of the bias due to primordial non-Gaussianity. It is straightforward to check
that these terms can be obtained by plugging the non-Gaussian mass function in Eq. (34) into the
peak-background split prediction (42) for scale-independent bias, i.e. the b1f and b1g terms can be
interpreted as changes to the bias which are entirely due to the mass function being perturbed in a
non-Gaussian cosmology. This type of term (scale-independent bias proportional to fNL) was first
found for fNL cosmologies in [30]. Note that a scale-independent shift is unobservable in practice,
and cannot be used to constrain non-Gaussianity, since the bias of a real tracer population, such as
galaxies or quasars, is a free parameter.
The βf contribution to the bias is the well-known scale-dependent bias in an fNL cosmol-
ogy. Comparing Eq. (39) for βf with Eqs. (34), (36), this term can be written either as βf =
2∂(log n)/∂(log ∆Φ) or βf = 2δc(b1 − 1). (In §3, we referred to these as “weak” and “strong”
predictions.)
The βg contribution to the bias is the focus of this paper: scale-dependent bias in a gNL cos-
mology. Eq. (40) gives this term in the “strong” form that was found previously (Eq. (27)) us-
ing the peak-background split argument. Alternately, we can write this term in the “weak” form
βg = 3∂(log n)/∂fNL using Eq. (34).
In summary, we have found that the complete expression for large-scale halo bias in the barrier
crossing model (Eq. (35)) agrees perfectly with the peak-background split calculation from §3. The
bias contains a scale-independent part (b1 + b1ffNL + b1ggNL) which can be obtained from the
halo mass function, via the general relation (42). The scale-independent bias depends on fNL and
gNL, because the halo mass function depends on these parameters. The bias also contains a scale-
dependent part (βffNL+βggNL)/α(k) whose coefficients can be calculated explicitly and agree with
the peak-background split predictions.
4.3 Comparison with previous work
It is interesting to compare the above calculations with the results of [62] (see also [43]), where βg
was calculated using the MLB formula [63], which gives N -point functions of halos as an asymptotic
series in ν. The scale-dependent gNL bias was found to be (in our notation):
βMLBg = κ
(1)
3 (M)
δcν(b1 − 1)
2
(43)
When this prediction was compared to N -body simulations, it was found to be a poor fit.
Comparing βMLBg with our calculation (40) for βg, it is seen that the two agree in the high-mass
limit ν →∞, but disagree in subleading terms. This is expected since the MLB formula is based on
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the same barrier crossing model that we have used, but it is an asymptotic result, whereas we have
done an exact calculation (to first order in fNL, gNL). For realistic halo masses, the “subleading”
terms neglected in the MLB formula are of order one (to quantify this better, βg and β
MLB
g agree to
10% only when the halo bias b1 ≥ 15), so in practice the two predictions are quite different.
Recently, ref. [46] argued that the barrier crossing model cannot generate correct predictions for
general non-Gaussian initial conditions such as the gNL model, but we found the opposite conclusion:
brute-force calculation in the barrier crossing model, collecting all terms of order O(gNL), agrees
precisely (i.e. to all orders in 1/ν) with the peak-background split. It seems intuitively plausible that
two must be consistent, since the peak-background split argument depends only on the assumption
that halo formation is determined by the local density field, and the barrier crossing model is a
concrete example of a model in which this assumption is satisfied.
5 Results from N-body simulations
In the last two sections, we have obtained complete analytic predictions for large-scale bias in a
gNL cosmology, finding agreement between the peak-background split formalism (§3) and a barrier
crossing model based on spherical collapse (§4).
To compare these predictions with simulation, we performed collisionless N -body simulations
using the GADGET-2 TreePM code [64]. Simulations were done using periodic box size Rbox = 1600
h−1 Mpc, particle count Np = 10243, and force softening length Rs = 0.05(Rbox/N
1/3
p ). With these
parameters and the fiducial cosmology from §1, the particle mass is mp = 2.92× 1011 h−1 M.
We generate initial conditions by simulating a Gaussian primordial potential Φ, and applying fNL
or gNL corrections by straightforward use of Eq. (1). We linearly evolve to redshift zini = 100 using
the transfer function6 from CAMB [48], and obtain initial particle positions at this redshift using
the Zeldovich approximation [65]. (At zini = 100, transient effects due to use of this approximation
should be negligible [66].)
After running the N -body simulation, we group particles into halos using an MPI parallelized
implementation of the friends-of-friends algorithm [67] with link length LFOF = 0.2RboxN
−1/3
p . For
a halo containing NFOF particles, we assign a halo position given by the mean of the individual
particle positions. We estimate halo bias b(k) = Pmh(k)/Pmm(k) using the procedure described in
Appendix A of [68]. The statistical error ∆b(k) obtained using this procedure is smaller than the
error that would be obtained assuming uncorrelated estimates of the power spectra Pmm and Pmh,
since shared sample variance is taken into account.
Results in this paper are based on 4 simulations with Gaussian initial conditions, 5 simulations
with gNL = ±2× 106, and 3 simulations with fNL = ±250 (for a total of 20 simulations).
6One subtlety here: straightforward use of CAMB’s transfer function at redshift 100 leads to inconsistencies since
CAMB includes radiation (which is not negligible at z = 100) in its expansion history, while GADGET does not. For
this reason we use CAMB’s linear transfer function at low redshift and extrapolate back to z = 100 using the growth
function in an Ωrad = 0 universe.
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Figure 1: An example to illustrate that halo bias in a gNL cosmology takes the functional form
form b(k) = b1 + βggNL/α(k). This figure corresponds to redshift z = 0.5 and halo mass range
1.15 ≤ M ≤ 1.83 × 1014 h−1 M, but we find the same functional form for all redshifts and halo
masses.
5.1 Fitting the functional form b(k) = b1 + βggNL/α(k)
We now compare our analytic prediction for b(k) to simulation in several steps, corresponding to
increasingly strong versions of the prediction.
First, consider the weakest possible question: our analytic prediction for the bias is of the
functional form
b(k) = b1 + βg
gNL
α(k)
(44)
Is this is a good fit to simulation, if we treat the coefficients b1 and βg as free parameters? (We
will compare our analytic prediction for βg to simulation in the next subsection; for now we are just
testing whether the functional form (44) is correct.)
In Fig. 1, we show some example fits of this form, for redshift z = 0.5 and halo mass range
1.15 ≤ M ≤ 1.83× 1014 h−1 M. Each fit was performed using bias estimates from 4 independent
simulations with Lbox = 1600 h
−1 Mpc and wavenumbers k ≤ 0.04 h Mpc−1. We find good χ2
values for the fits, with recovered parameters:
b1 = 3.653± 0.026 for gNL = 0
(b1, 10
3βg) = (3.575± 0.038, 0.581± 0.056) for gNL = 2× 106
(b1, 10
3βg) = (3.824± 0.039, 0.935± 0.060) for gNL = −2× 106
(45)
We note that the recovered bias parameters (45) in this example show that both b1 and βg are
gNL-dependent. In the barrier crossing model, we made a prediction for the gNL dependence of
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b1 (Eq. (38)). We find good agreement between this prediction and our simulations. Note that
in practice, the gNL dependence of b1 is unobservable since for a real tracer population, the halo
occupation distribution is not known precisely and b1 must be treated as a free parameter to be
determined from data.
The observed gNL dependence of βg corresponds to scale-dependent bias of order O(g2NL) or
higher (note that βg is defined in such a way that constant βg corresponds to scale-dependent
bias which is linear in gNL). This complicates comparison with our analytic predictions, since we
have only calculated the bias to order O(gNL). We address this by estimating βg by averaging the
estimates obtained from simulations with gNL = ±2 × 106, thus removing contributions to b(k)
which are proportional to g2NL. Note that this does not remove O(g3NL) contributions to the bias,
but we have checked that such contributions are negligible for gNL = ±2× 106, by comparing with
simulations with halved step size.
Repeating this fitting procedure for redshifts z ∈ {2, 1, 0.5, 0} and a range of halo masses (the
precise set of halo mass bins used is shown in Fig. 2 below), we find χ2 values which are consistent
with their expected distribution, i.e. we find that the functional form (44) is a good fit to the
simulations for a wide range of redshifts and halo masses. For this reason, in subsequent sections,
we will “compress” the estimates of b(k) in each simulation (as shown in Fig. 1) to two numbers (b1
and βg), with statistical errors given by the fitting procedure.
5.2 Comparison with analytic predictions
Now that we have established the functional form b(k) = b1+βggNL/α(k) of the bias, and a procedure
for estimating βg from simulation as a function of redshift and halo mass, we would like to compare
with our analytic predictions for βg.
First, consider the “weak” form of the prediction (βg = 3(∂ log n/∂fNL)) obtained from the peak-
background split argument. We can test this prediction by estimating the derivative (∂ log n/∂fNL)
directly from simulations, by taking finite differences of log(n) in simulations with fNL = ±250.
(We checked convergence in the step size.) We find that the prediction holds perfectly (within the
statistical errors of the simulations) for all redshifts and halo masses (Fig. 2).
Second, consider the “strong” Edgeworth prediction (Eq. (40)), in which an explicit formula for
βg is given. In this case, we find reasonable agreement at high mass (M ∼> 1014 h−1 M), but the
prediction breaks down at low halo mass (Fig. 2).
Our interpretation is as follows. The peak-background split prediction βg = 3(∂ log n/∂fNL) is
a universal relation between bias in a gNL cosmology and the mass function in an fNL cosmology.
Although “weak” in the sense that it does not supply a closed-form expression for βg, the derivation
makes few assumptions, and one expects it to be exact. In order to constrain gNL from real data,
we need a “strong” prediction which expresses βg in closed form, using only observable quantities
(i.e. the analog of the Dalal et al formula βf = 2δc(b1 − 1) for an fNL cosmology). Using the
Edgeworth expansion, one can make such a prediction in the context of the barrier crossing model
(Eq. (40)), and obtain rough agreement with simulations, but the level of agreement is not really
good enough for doing precision cosmology. Therefore, we next propose a slightly modified version
of the Edgeworth prediction.
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Figure 2: Comparison of the “weak” and “strong” predictions for the scale-dependent bias in a
gNL cosmology. Blue squares: Direct estimates of the bias, extracted from simulations with
gNL = ±2 × 106 as described in §5.1. Green circles: “Weak” analytic prediction for the bias
(βg = 3(∂ log n/∂fNL)) from the peak-background split formalism, showing perfect agreement. The
estimates of (∂ log n/∂fNL) shown in the figure were obtained directly from simulations with fNL =
±250. Red dotted curve: Edgeworth prediction for the bias (Eq. (40)). Good agreement is
seen at high mass, but at low masses Edgeworth underpredicts 3(d log n/dfNL). We will find an
improvement in §5.3.
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5.3 A simple universal formula for the bias in a gNL cosmology
We would like to slightly modify the Edgeworth prediction (40) for βg so that it agrees better with
N -body simulations. It is also convenient to have a prediction in which βg is given as a function of
observable quantities: Gaussian bias b1 (rather than halo mass, which is unobservable) and redshift
z.
We start by rewriting the Edgeworth prediction (40) for βg in terms of variables (b1, z). The
following fitting functions for κ3 and dκ3/d log(σ
−1) are convenient:
κ3 = 0.000329(1 + 0.09z)b
−0.09
1 (46)
dκ3
d log σ−1
= −0.000061(1 + 0.22z)b−0.251 (47)
For purposes of this subsection, we define the quantity ν to be given in terms of b1 and z by:
ν = [δc(b1 − 1) + 1]1/2 (where δc = 1.42) (48)
The Edgeworth prediction for βg can be written in the following form:
βEdge.g = κ3
[
− 1 + 3
2
(ν − 1)2 + 1
2
(ν − 1)3
]
− dκ3
d log σ−1
(
ν − ν−1
2
)
(49)
Empirically, we find that if we tweak the Edgeworth prediction by changing the coefficients of the
polynomial in brackets as follows:
βg = κ3
[
− 0.7 + 1.4(ν − 1)2 + 0.6(ν − 1)3
]
− dκ3
d log σ−1
(
ν − ν−1
2
)
(50)
then we obtain good agreement with simulations (Fig. 3). The expression (50) for βg (with quantities
κ3, dκ3/d log σ
−1, ν defined by Eqs. (46)–(48)) is one of the main results of this paper and is our
observational “bottom line” when constraining gNL from real data.
We have motivated our “tweak” to the Edgeworth prediction as essentially a fitting function
for the ν dependence (although it is worth noting that the z dependence is correctly predicted by
the barrier crossing model). A speculative interpretation of this tweak, which we will defer for
future work, is as follows. In the barrier crossing model, the second-order halo bias is given by
b2 = (ν
3 − 3ν)/(δcσM ). It is tempting to conjecture that the expression in brackets in Eq. (50)
is generally equal to (δcσMb2), and interpret our “tweak” to the Edgeworth prediction (49) as
perturbing the relation between b1 and b2, relative to the barrier crossing model. This opens up
the possibility of directly measuring the second-order bias and determining βg directly. To study
the viability of this idea, one would need to compare βg in simulation to some other estimate of
second-order halo bias, such as the halo bispectrum in the squeezed limit.
5.4 An important caveat
There is an important caveat when using Eq. (50), or indeed any fitting function for the gNL bias, to
constrain gNL from real data. It is tempting to compute βg by simply plugging the observed bias b1
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Figure 3: Scale-dependent gNL bias coefficient βg as a function of redshift z and halo bias b1,
showing excellent agreement between our final analytic result (Eq. (50), dashed curves) and N -body
simulations (error bars).
and redshift z into Eq. (50). (Since the z-dependence is very mild, a rough estimate for the redshift
suffices.) However, we have only shown that this procedure is correct in the limit of a narrow bin in
halo mass and redshift, and a real tracer population will be a weighted average over M and z.
For example, consider the case in which the “tracers” are the dark matter particles themselves,
i.e. each halo is weighted in proportion to its mass (assuming all mass is in halos). This tracer
population has bias b1 = 1 (for the trivial reason that we are back to the dark matter field), so
straightforward use of Eq. (50) would suggest that βg ≈ −0.00025. (This value would make the
low-k power spectrum a reasonably sensitive probe of gNL.) In fact, the true βg of this tracer is
zero, since the matter power spectrum Pmm(k) does not contain a term proportional to gNL/α(k).
This example shows that the true gNL bias of a tracer population can differ significantly from the
value obtained by straightforward use of Eq. (50). In general, the gNL bias will depend on the full
HOD (halo occupation distribution) of the tracer population, not only on the Gaussian bias b1.
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One popular approach to modeling the HOD is to assume that halos below some minimum mass
Mmin do not host tracers, whereas the mean number of tracers in a halo of mass M ≥ Mmin is
proportional to the total mass M . For reference, we give a fitting function for the gNL bias for this
HOD:
βg = κ3
[
− 0.4(ν − 1) + 1.5(ν − 1)2 + 0.6(ν − 1)3
]
(51)
where for purposes of this equation, κ3 and ν are defined as functions of the observables b1 and z
7Note that there is no analogous caveat in the fNL case. Because the relation βf = 2δc(b1 − 1) is linear, it applies
to both a tracer population which is narrowly selected in (M, z) and to a population which is an arbitrary weighted
average over (M, z).
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by Eqs. (46), (48) above.
Eq. (51) applies to a mass-weighted population of halos above Mmin, whereas Eq. (50) applies to
a population which is narrowly selected in mass. The two agree for b1 ∼> 2.5, suggesting that HOD
dependence is small in practice for highly biased samples, but disagree qualitatively for b1 ∼< 2.5.
For example, the gNL bias βg changes sign at b1 ≈ 2.1 for the narrowly selected sample (Eq. (50)),
whereas βg is always positive for the mass-weighted sample (Eq. (51)).
Our perspective is that, in order to obtain gNL constraints which are robust to HOD modeling
uncertainty, one should use highly biased samples (b1 ∼> 2.5), where this uncertainty will be mini-
mized. Samples which are not highly biased do not give robust constraints; for example, a tracer
population with b1 = 1.8 can have a gNL bias βg which is negative, zero, or positive, depending on
the HOD.
For highly biased samples, it is useful to make the following observation: the gNL bias β
fit
g which
is obtained from straightforward use of Eq. (50) is always less than the true gNL bias β
true
g .
8 This
follows from positivity of the second derivative d2βg/db
2
1. It follows that a gNL constraint obtained
using βfitg is always valid, but slightly overestimates the statistical error that could be obtained if
βtrueg were known. This effectively treats HOD uncertainty as an extra source of systematic error.
6 Discussion
We have computed large-scale halo bias for non-Gaussian initial conditions, using two analytic
frameworks: the peak-background split formalism (§3) and a barrier crossing model (§4), finding
agreement between the two. Although our emphasis has been on the constant-fNL and constant-gNL
models, our calculational machinery should apply to more general non-Gaussian initial conditions.
The peak-background split formalism is simpler and also suggests a simple physical picture of
non-Gaussian cosmologies on large scales. In an fNL cosmology, the amplitude ∆Φ of the initial
fluctuations is not spatially constant, but is proportional to (1+2fNLΦl). Thus, ∆Φ has fluctuations
on large scales which are 100% correlated with the long-wavelength potential, generating halo bias
of the form (βffNL/α(k)). In a gNL cosmology, the small-scale skewness is nonzero and proportional
to (gNLΦl), leading to halo bias of the form (βggNL/α(k)). The peak-background split argument is
very useful for generating universal relations such as βg = 3∂(log n)/∂fNL, which are “weak” in the
sense that the RHS has not been expressed in terms of observable quantities, but have the advantage
of being exact (as can be seen by comparing the two sets of errorbars in Fig. 2).
The barrier crossing model generates all terms in the large-scale bias, including terms such as
b1f and b1g which are easy to miss, by a purely algorithmic calculational procedure. In addition,
the barrier crossing model generates “strong” forms of the bias coefficients (e.g. the Edgeworth
expression (40) for βg), which are closed-form expressions in M and z. However, these expressions are
not exact because the barrier crossing model is approximation to the true process of halo formation.
8This statement assumes that the probability that a halo hosts a tracer is a function only of the mass and redshift. If
the probability depends strongly on additional variables such as merger history, triaxiality, etc. then this will generate
additional contributions to βg, in analogy to the fNL case [28,69]. In principle, selection biases to βg can be addressed
by folding the selection into the mass function when computing ∂(logn)/∂fNL, but detailed study is beyond the scope
of this paper.
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To obtain a “bottom line” expression for the scale-dependent gNL bias βg in terms of redshift z
and Gaussian bias z, we found it necessary to tweak slightly the b1 dependence of the Edgeworth
prediction, arriving at the expression (50) which agrees very well with simulations. The caveat is
that Eq. (50) applies only to a halo population which has been selected in a narrow halo mass
and redshift range. In principle, one can calculate βg for a tracer population by multiplying by
the halo occupation distribution and integrating over mass and redshift. In practice, the HOD
is not known precisely and we have argued in §5.4 that the best approach is to only use highly
biased populations (b ∼> 2.5) for constraining gNL. Since βg is a rapidly increasing function of b1,
this strategy makes sense both from the perspective of minimizing statistical errors, and systematic
errors due to HOD uncertainty. In data analysis, it may be useful to impose cuts which increase the
mean halo bias at the expense of reducing the number of tracers. Another advantage of subdividing
tracer populations is that this may permit fNL and gNL to be constrained simultaneously (with a
single tracer population, the two are degenerate).
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A Barrier model calculations
In this appendix, we give details of the calculation of the halo mass function and large-scale bias
(Eqs. (34)–(40)) in the barrier crossing model, to first order in fNL, gNL.
First, consider evaluation of the integrals in Eqs. (30), (31). Primordial non-Gaussianity enters
the calculation by perturbing the PDFs which appear from Gaussian distributions. This perturbation
can be written down explicitly using the Edgeworth expansion, which represents the PDF as a power
series in cumulants. The Edgeworth expansion for the 1-variable PDF p(δ′M ) is:
p(δ′M ) = exp
∑
n≥3
(−1)n
n!
κn(M)σ
n
M
∂n
∂δ
′n
M
 1
(2pi)1/2σM
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M/(2σ
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M )
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′2
M/(2σ
2
M )
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24
H4(ν) + · · ·
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=
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(1)
3 (M)
6
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κ
(1)
4 (M)
24
H4(ν) + · · ·
)
(52)
where we have kept terms of first order in fNL, gNL. We can now compute p0 by plugging into the
definition (30):
p0 =
1
2
erfc
(
ν√
2
)
+ fNL
κ
(1)
3 (M)
6
e−ν2/2
(2pi)1/2
H2(ν) + gNL
κ
(1)
4 (M)
24
e−ν2/2
(2pi)1/2
H3(ν) (53)
Armed with this expression, it is easy to compute n(M) = −2ρm/M(dp0/dM), obtaining the form
of the mass function in Eq. (34).
22
Moving on to the 2-variable PDF p(δlin, δ
′
M ), the Edgeworth expansion is:
p(δlin, δ
′
M ) = exp
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(54)
where σlin = 〈δ2lin〉1/2 and the cumulant κm,n is defined by:9
κm,n(M, r) =
〈(δlin)m(δ′M )n〉conn
σmlinσ
n
M
(55)
Note that the cumulant κn(M) defined previously in Eq. (7) is equal to κ0,n(M, r).
Keeping the first few terms in the Edgeworth expansion:10
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(56)
we compute ξ0(r) by integrating Eq. (31) term by term, obtaining:
ξ0(r) =
σline
−ν2/2
(2pi)1/2
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2
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(57)
To make further progress, we convert the correlation function to a power spectrum P0(k) =
∫
d3r eik·rξ0(r),
and keep only the leading behavior of each term in the long-wavelength limit k → 0.∫
d3r eik·rκ1,2(M, r) =
1
σlinσ
2
M
∫
d3q d3q′
(2pi)6
WM (q)WM (q
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〈
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→ 4fNL
σlin
P (k)
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(58)
9A technical point: σlin is formally infinite, but it will cancel from the final results in Eqs. (36)–(40). One could
make σlin finite by introducing a smoothing scale R for the matter field, and take the limit R → 0 at the end of the
calculation.
10The choice of terms to keep was dictated by the following considerations. Only terms with precisely one δlin
derivative will give nonzero contributions to the integral
∫∞
−∞ dδlin δlinp(δlin, δ
′
M ) appearing in ξmh(r), so we have only
kept these terms. (Terms with two or more derivatives would contribute to the halo-halo correlation function ξhh(r),
so they may be relevant for halo stochasticity.) We have also omitted terms whose leading contribution is second-order
or higher in fNL and gNL.
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(59)
where “→” denotes the k → 0 limit, and we have used Eq. (10) to simplify the last line. Putting
this together, we find the following expression for P0(k) in the k → 0 limit:
P0(k) =
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(60)
The halo bias in a narrow mass range is given by the derivative:
b(k) =
dP0(k)/dM
(dp0/dM)P (k)
+ 1 (61)
where the “+1” converts Lagrangian to Eulerian bias. Plugging in the forms of p0, P0 in Eqs. (53), (60),
a long but straightforward calculation now gives the halo bias in the form given in the text (Eqs. (35)–
(40)).
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