Given tuples a 1 , . . . , a k and b in A n for some algebraic structure A, the subpower membership problem asks whether b is in the subalgebra of A n that is generated by a 1 , . . . , a k . For A a finite group, there is a folklore algorithm which decides this problem in time polynomial in n and k. We show that the subpower membership problem for any finite Mal'cev algebra is in NP and give a polynomial time algorithm for any finite Mal'cev algebra with finite signature and prime power size that has a nilpotent reduct. In particular, this yields a polynomial algorithm for finite rings, vector spaces, algebras over fields, Lie rings and for nilpotent loops of prime power order.
Introduction
How can we decide whether a given partial operation is the restriction of a term function on some algebra? What is the complexity of the interpolating term function if it exists? We will consider these questions in a formulation that Ross Willard proposed at the Conference on Order, Algebra, and Logics in Nashville 2007 [13] .
Fix a finite algebra A. Then the subpower membership problem for A is the following decision problem:
INPUT {a 1 , . . . , a k } ⊆ A n , b ∈ A n PROBLEM Is b in the subalgebra a 1 , . . . , a k of A n that is generated by a 1 , . . . , a k ?
The problem whether subpower membership can be decided in polynomial time for any finite Mal'cev algebra remains open.
We also note that investigating Post's classification of the algebras of size 2 yields that the subpower membership problem for each of them is solvable in polynomial time. Note in particular that each of the 11 term-inequivalent Mal'cev algebras of size 2 is either abelian or has a majority term [12] .
The Subpower Membership Problem is in NP
For proving Theorem 1.1 we will use the small generating sets for subpowers of a Mal'cev algebra that already appeared in [1, 3] . A ternary function m on a set A is said to be a Mal 'cev function if m(x, y, y) = m(y, y, x) = x for all x, y ∈ A.
1250075-2

The Subpower Membership Problem for Mal'cev Algebras
Recall that an algebra A generates a congruence permutable variety if and only if it has a term operation that is a Mal'cev function. In that case we call A a Mal 'cev algebra. For every group G, ·, −1 we have a Mal'cev term operation defined by m(x, y, z) := xy −1 z.
We denote the set of all k-ary term operations on an algebra A by Clo k (A) and put Clo(A) := k∈N Clo k (A) [11, Definition 4.2] .
Let A be an algebra with Mal'cev term operation m, and let n ∈ N. For i ∈ {2, . . . , n} and a, b ∈ A n we call (a, b) a fork at index i if a 1 = b 1 , . . . , a i−1 = b i−1 . Let R 1 ⊆ A n , and let R 2 , . . . , R n ⊆ (A n ) 2 be a set of forks at 2, . . . , n, respectively.
We say a ∈ A n is representable with respect to R 1 , . . . , R n if there exist r 1 ∈ R 1 , (s 2 , r 2 ) ∈ R 2 , . . . , (s n , r n ) ∈ R n such that Note that under these assumptions a = m(· · · m(r 1 , s 2 , r 2 ), . . . , s n , r n ).
Let B be a subuniverse of A n , let R 1 ⊆ B, and let R 2 , . . . , R n ⊆ B 2 be a set of forks at 2, . . . , n, respectively. Then we call R 1 , . . . , R n a canonical representation for B if
(1) ∀ r, r ∈ R 1 : r 1 = r 1 ⇒ r = r , (2) ∀ i ∈ {2, . . . , n}∀ (s, r), (s , r ) ∈ R i : (s i , r i ) = (s i , r i ) ⇒ (s, r) = (s , r ), (3) every a ∈ B is representable with respect to R 1 , . . . , R n .
We reformulate the representation results from [1, 3] for our purposes. Proof. We choose R 1 ⊆ B and choose R 2 , . . . , R n ⊆ B 2 to be a set of forks at 2, . . . , n, respectively, such that the following holds:
(1) for every a ∈ B there exists a unique r ∈ R 1 such that a 1 = r 1 , (2) ∀ i ∈ {2, . . . , n}: for every (a, b) ∈ B 2 that is a fork at i there exists a unique
Then R 1 , . . . , R n is a canonical representation with the asserted properties.
By Lemma 2.1 every subuniverse of A n is generated as a subuniverse of A, m by at most |A| + 2(n − 1)|A| 2 elements. 
Given a canonical representation of a subuniverse B of A n the algorithm IsRepresentable verifies membership in B.
The conditions in the if-statements in IsRepresentable can be checked by a sequential search through the at most |A| elements in R 1 and the at most |A| 2 elements in R i for i > 1. Hence the complexity of IsRepresentable is polynomial in n.
Note that a ∈ A n may not be representable for one of two reasons. Either there does not exists r ∈ R 1 such that a 1 = r 1 in which case the algorithm simply returns (1, a) . Or there exist r 1 
In this case the algorithm returns the missing fork (i, (b, a)). With these adaptations IsRepresentable can be used to build a canonical representation by adding missing generators. This is done by the next algorithm, CanonicalRepresentation, which computes a canonical representation for a subuniverse of A n that is given by generators. For checking the correctness of CanonicalRepresentation assume that R 1 , . . . , R n is returned. Clearly 
Hence we have proved Theorem 1.1.
We continue with some observations on the structure of term functions. For a fixed signature S and variables x i (i ∈ N) we define the depth d(f ) of a term f recursively:
So we may consider the depth of a term f as the height of the tree that represents f .
Given a finite algebra A and a 1 , . . . , a k ∈ A n we may enumerate all elements in a 1 , . . . , a k by starting with the set B := {a 1 , . . . , a k } and iteratively closing it under the basic operations of A. In the case of a Mal'cev algebra we can now state an a priori bound on the number of iterations needed for this straightforward closure algorithm. 
Proof. From the proof of Theorem 1.1 we see that CanonicalRepresentation yields a canonical representation R 1 , . . . , R n of a 1 , . . . , a k with the following property: All r ∈ R 1 and all r, s with (r, s) in some R i for i ∈ {2, · · · , n} can be represented by a term with depth at most n in the previous generators. Since 
Proof. This follows from Theorem 2.2 by considering the term function f as an element in the subuniverse of A A k that is generated by the k-ary projections.
Nilpotent Mal'cev Algebras
In this section we will prove Theorem 1.2 for expansions A of nilpotent algebras using a specialization of the representation results and algorithms from Sec. 2 as well as techniques from Freese and McKenzie's finite basis result for nilpotent algebras (see [6, Chap. 14] ).
In the following four subsections we address these subproblems:
(1) Defining an appropriate "canonical" generator set (which we will call a group representation) for B ≤ A n (Sec. 
The group representation
Let A be an algebra with Mal'cev term operation m, let n ∈ N, let B ≤ A n , and let z ∈ B. Consider
a Here we denote tuples in A n as functions {1, . . . , n} → A to avoid excessive indices in the following.
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Then we call T 1 , . . . , T n a group representation of B with respect to z (The name is motivated by the following connection with groups; see also Lemma 3.1). Suppose that we have group operations +, − and 0 on A such that
Let n ∈ N, and let z = (0, . . . , 0) be the zero vector in A n . For B ≤ A n with z ∈ B, the sets B 0 , . . . , B n above form subgroups of A, +, −, 0 . Assume T 1 , . . . , T n is a group representation of B with respect to (0, . . . , 0). This is equivalent to saying that T i is a transversal through the cosets of B i in B i−1 for every i ∈ {1, . . . , n}. Now it is immediate that
For arbitrary Mal'cev algebras we do not have a representation like this but are required to use the slightly more complicated notion of forks and canonical representations as in Sec. 2. However for nilpotent Mal'cev algebras we have the following result, which is quite similar to the group case.
Lemma 3.1. Let A be a nilpotent algebra with Mal'cev operation m and a central series
Input: m a Mal'cev operation on A such that A, m is nilpotent with central series of length q and a, z ∈ A 
where the sum is associated left to right.
Proof. Let a ∈ B. We claim that the algorithm IsGroupRepresentable returns true for the group representation T 1 , . . . , T n of B and that
with t 1 and t ij as in the algorithm. By assumption we have t 1 ∈ T 1 such that t 1 (1) = a(1). We show that
We will use induction first on i and then on j. For i = 1 or j = 0 the assertion is clearly true. Assume the congruence in (3.2) is satisfied for some 
Here the first congruence follows from [10, Lemma 4.1] and second from the assumption that α j induces a central congruence in A/α j+1 . This proves (3.2) and eventually (3.1).
Partial term functions
Throughout this section we use the following conventions: p is a prime, p := {0, . . . , p − 1}, A is set of p-power size, m is a Mal'cev operation on A such that A 0 := A, m is nilpotent with central series 1
Here α i−1 covers α i , that is, there are no congruences of A 0 properly in between α i−1 and α i . We fix r ∈ N and S ⊆ A r . Our aim is to prove Corollary 3.4 which describes the r-ary term functions on A 0 which reduce to projections on S.
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As in [6, p. 124] we call the function c ∈ Clo k (A 0 ) a commutator if
For notational convenience we introduce the set of r-ary essential commutators,
For i ∈ {1, . . . , q} let . We recall from [6] that every term function on a nilpotent algebra is a sum of commutators with respect to this addition. Proof. For proving (1) we adapt the proof of Lemma 14.6 in [6] . We use induction on the arity r. Since the only unary term operation of A o is the identity map, the assertion holds for r = 1. So consider r > From the induction assumption for r − 1 it follows that each eδ S for S = ∅ is congruent modulo α i to a sum of operations from C i . Thus e is a sum of elements from C i modulo α i . The multiplicities of the summands may be chosen from p = {0, . . . , p − 1} since V, + is an elementary abelian p-group. This proves (1). Item (2) follows from (1) and the fact that g(z, . . . , z) = z for all z ∈ A.
To characterize the term functions that act as projections on S we need a slightly more complicated representation. Let j ∈ {1, . . . , q}. Consider the following set of equations for x ∈ S:
Since the functions in C j commute with respect to + modulo α j and since α j−1 covers α j , the solutions µ ∈ Z Cj of (3.3) form a vectorspace V modulo p. We have v (1) , . . . , v (s) ∈ p Cj which form a basis for V modulo p. Note that s ≤ |C j |. We define
Next we define lists of functions D i,j for 1 ≤ i < j ≤ q iteratively with respect to j. Assume D 1,j−1 , . . . , D j−1,j−1 are already defined and that
This is certainly satisfied for the smallest value, j = 2. For x ∈ S consider the set of equations 
(with the sum associated left to right).
Proof. We use induction on j − i. For i = j there exists µ i ∈ p Ci such that g ≡ αi c∈Ci µ i,c c by Lemma 3.2(1). Now the assertion follows from the definition of D i,i and the fact that the functions in C i commute with respect to + modulo α i . So assume i < j in the following. First we claim that
Note that trivially g(x) ≡ αj−1 x r for all x ∈ S. So by the induction assumption we have 
By Lemma 3.2(1) there exists
µ j ∈ p Cj such that g ≡ αj d∈Di,j−1 µ i,d d + · · · + d∈Dj−1,j−1 µ j−1,d d + c∈Cj µ j,
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Together with (3.7) this yields the result.
From Lemma 3.3 we immediately obtain the following.
(with the sum associated left to right).
If A is a nilpotent Mal'cev algebra of prime power order and finite signature, then there exists an integer D such that every commutator of arity greater than D is the projection on the last argument by [6, Theorem 14.16] . From this the following bounds are straightforward. 
Proof. We prove (2) by induction on j − i. 
Proof.
Correctness: First assume that f is the restriction of a term function on A 0 . We claim that 
for all x ∈ S. Hence (3.8) is proved and f = g q | S . The same reasoning shows that if TermExtension returns the term function g q , then (3.8) holds. Consequently f is the restriction of a term function.
Complexity: To determine C 1 , . . . , C q we first find D such that every commutator of arity greater than D is a projection. Note that D is an invariant of A 0 that is independent of |S| and r. Given all commutators of arity at most D, it is then straightforward to list Com r (A) and C 1 , . . . , C q . Since |Com r (A)| is bound by a polynomial in the arity r by Lemma 3.5, this can be done in polynomial time.
Let 1 ≤ i ≤ j ≤ q − 1. Now D i,j is defined from the solutions of (3.5), a system of |S| linear equations over Z p with the number of variables bound by a polynomial in r by Lemma 3.5. A system of linear equations over a field can be solved in a number of steps that is polynomial in its dimension. Hence solutions for (3.5) and consequently D i,j can be determined in time polynomial in |S| and r. We note that we must not represent the functions in D i,j by their graphs which are elements of A r+1 and whose size is exponential in r. Instead we consider the elements of D i,j as terms in + and Com r ( A, m ) . By Lemma 3.5 the length of this representation is bounded by a polynomial in r.
Similarly the term representation of g i for 1 ≤ i ≤ q is found in time polynomial in |S| and r.
TermExtension is a polynomial time algorithm to solve the subpower membership problem for A 0 . It can also be used to build a group representation for some B ≤ A n 0 . The algorithm IsGroupRepresentation will be used in Sec. 3.4 to obtain a group representation in an even more general setting. (m, z, (T 1 , . . . , T n )) Input: m a Mal'cev operation on a set A of prime power size,
Algorithm 5 IsGroupRepresentation
{z} ⊆ T 1 , . . . , T n ⊆ A n , ∀ i ∈ {1, . . . , n}∀ s, t ∈ T i : t(1) = z(1), . . . , t(i − 1) = z(i − 1),
and t(i) = s(i)
Output: true if T 1 , . . . , T n is a group representation with respect to z for (1)) , . . . , g(S(n)))) end if end for end for return true
. , t(i − 1) = z(i − 1), and t(i) = s(i). The algorithm IsGroupRepresentation returns true if T 1 , . . . , T n is a group representation with respect to z for B; and it returns
The running time of IsGroupRepresentation is bound by a polynomial in n and
Proof. Straightforward.
Functions of finite degree
When searching for a group representation for an algebra A we will apply operations f on A to sums as in Lemma 3.1 to check for closure. Assume for a moment that + is an actual group operation on A and that f is linear. By f (
. . , n} and the closure of T 1 + · · · + T n with respect to +. Even for nonlinear functions, f ( n i=1 x i ) may be split into a sum of functions applied to shorter subsums of some fixed length. For example consider the following equation for taking squares on a ring:
We will show that such a weak kind of linearity holds for every function on a pgroup (Corollary 3.10). This follows from an even more general result for nilpotent Mal'cev algebras of prime power order which we will state as Lemma 3.9. Let m be a Mal'cev operation on the set A, and let A 0 := A, m . Let f be an l-ary operation on A. We define the degree of f with respect to A 0 as the smallest d ∈ N 0 for which there exists g ∈ Clo 2 d+1 (A 0 ) such that for all
Here all sums are taken with respect to a + z b := m(a, z, b) for a, b ∈ A l and associated left to right, i.e.
The sum over the empty index set is understood as i∈∅ x i = z. We consider an arbitrary but fixed linear order on the proper subsets S of {1, . . . , d + 1}. Now (f ( i∈S x i )) S {1,...,d+1} denotes a tuple of length 2 d+1 − 1 over A whose entries are ordered with respect to this linear order on subsets. Then we apply g to the
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The Subpower Membership Problem for Mal'cev Algebras concatenation of that tuple followed by z l , the last entry of z ∈ A l , to obtain the right-hand side of (3.9).
If no d ∈ N 0 (and g ∈ Clo(A 0 )) exists for which (3.9) holds, we say that f has infinite degree with respect to A 0 .
For an operation f of finite degree d, f applied to a sum of arbitrary length can be expressed by applications of f to sums of length at most d as follows: 
(All sums are taken with respect to + z and associated left to right.)
Proof. Straightforward from the definition of degree (3.9).
At first sight, having finite degree seems to be a very strong condition. Still for certain Mal'cev algebras there exists a finite constant that bounds the degree of any operation. 
. Let e be the greatest element in {e o : o ∈ A}. We note that q and e depend only on A 0 .
In preparation for proving the full result, we first consider certain operations on A as elements in a module over some group ring. For this, fix k ∈ {0, . . . , q − 1}, l ∈ N, z ∈ A l , and write β := α k+1 . For v :
a vector space over the field Z p . The addition of functions in V is pointwise, and the zero vector in V is induced by the constant function that maps everything to z l /β.
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Next we let the group
). This induces a group action on V . Hence V forms a module for the group ring Let y 1 , . . . , y e ∈ A l . Since, for every i ∈ {1, . . . , l}, the augmentation ideal I of Z p (R zi (A)) satisfies I e = 0, we have (
Hence for all x ∈ A l we have
Note that the order of the outer sum may be chosen arbitrarily since v β is an element of the abelian group V, + z l . Setting x = z, we finally obtain for all y 1 , . . . , y e , z ∈ A l and for all v :
Now consider an arbitrary l-ary operation f on A. We claim that for every k ∈ {0, . . . , q} there exists g ∈ Clo 2 k(e−1)+1 (A 0 ) such that for all
Here all sums are taken with respect to + z and associated left to right. For the proof we use induction on k. For k = 0 we have f (x 1 ) ≡ α0 z l , and the assertion is true. So assume we have Define an operation h of arity l(d + 1) on A by
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Hence we have g ∈ Clo 2 d +e−1 (A 0 ) such that for all x 1 , . . . ,
For fixed Together with (3.14) this yields the induction step for our claim (3.11). The assertion of the lemma follows for k = q.
The specialization of the previous lemma for groups yields that every finitary function on a p-group satisfies some weak form of the homomorphism property. Since S j has size at most d, the algorithm guarantees that f ( i∈Sj x i ) ∈ C for all j ∈ {1, . . . , r}. Since C is closed under the Mal'cev operation m and hence under
