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Abstract
In this paper we consider the problem
−u = bu+ − ϕ1 in B,
u = 0 on ∂B
and prove that a mountain pass solution is nonradial if the parameter b is sufficiently large. The proof is based on showing that the
linearized operator at a radial solution has many negative eigenvalues, while in the case of a mountain pass solution it can have at
most one negative eigenvalue. This approach works even if the functional corresponding to the problem is not twice differentiable.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Semilinear elliptic equations; Break of symmetry
1. Introduction
In this paper we study an Ambrosetti–Prodi type problem{
−u = bu+ − ϕ1 in B,
u = 0 on ∂B (1.1)
where B is the unit ball centered at the origin in RN , b is a positive parameter, ϕ1 is the first eigenfunction of the
laplacian operator in B with zero Dirichlet boundary condition and u+ = max{u,0}. It is easy to verify, using the
techniques of [5] for example, that if we denote by λk the eigenvalues of the laplacian, counted with their multiplicity,
then for λ1 < b < λ2 problem (1.1) has exactly two solutions, namely u1 = ϕ1b−λ1 and u2 = −
ϕ1
λ1
. It is also easy to
verify that for all values of b,u2 is a local minimum and that the functional J associated to (1.1) (see (2.2)) satisfies
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for every b > λ1, there is always a solution that we therefore call, from now on, mountain pass solution. Obviously
if λ1 < b < λ2 this solution is precisely u1 and is obviously radial. However when b > λ2 more solutions appear
and, in particular, u1 is no longer the mountain pass solution. This can be deduced by the result of Proposition 2.1
(see Section 2) which states that for any mountain pass solution the linearized operator Lu = − − bχ+ has at most
one negative eigenvalue. Note that this result is not a straightforward consequence of the general result on the Morse
index of a mountain pass solution (see [6]) because the functional J defined in (2.2) is not of class C2 in H 10 (Ω).
Nevertheless, the approach of [2] for nondifferentiable functionals works and leads to Proposition 2.1. When b > λ2
it is easy to see that the number of the negative eigenvalues of the linearized operator Lu at any positive solution
increases and, in particular, is always bigger than 1, hence u1 cannot be a mountain pass solution for b > λ2. Then it
is a natural question to ask what a mountain pass solution looks like, if it has symmetry properties and, in particular,
if it is radially symmetric.
In this paper we analyse this question and prove that a mountain pass solution u of (1.1) is foliated Schwarz
symmetric for all values of b > λ1 following essentially the same proof as in [3] (see also [4]) for the more regular
case. This kind of symmetry essentially means that either u is radially symmetric or it is axially symmetric and strictly
monotone in the angular coordinate. However when b is large we are able to prove that u is not radially symmetric
(see the statement of Theorem 3.1) and this indeed is our main result.
As in the superlinear case already studied in [7,13] or for another result relative to the break of the radial symmetry
of sign changing solutions [8] the idea of the proof of Theorem 3.1 consists in showing that, in the case of radial
solutions, the linearized operator has many negative eigenvalues and hence by Proposition 2.1, the radial solutions
cannot be mountain pass solutions.
Let us also mention that the breaking of radial symmetry of the mountain pass solution in superlinear Ambrosetti–
Prodi type problems is also a consequence of the results of [9,10] where it is proved, among other things, that mountain
pass solutions have a positive peak near the boundary, in general bounded domains. However, the method of [9] and
[10] which is based on studying an equivalent singularly perturbed problem, does not seem to work in our case. Finally
source of inspiration for our investigation are the papers [11] and [12] where (with a “computer assisted proof” in [11]
or with a numerical algorithm in [12]) the authors show that a mountain pass solution of (1.1) or of an analogous
superlinear problem in a square in R2 does not have the full symmetry of the domain.
The paper is organized as follows. In Section 2 we prove some preliminary results about the connection between a
mountain pass solution u and the number of negative eigenvalues of its linearized operator Lu. In the same section we
also show that a mountain pass solution is foliated Schwarz symmetric. In Section 3 we prove the nonradiality result.
2. Preliminaries
Let us consider the problem{
−u = bu+ − ϕ1(x) in Ω,
u = 0 on ∂Ω (2.1)
where Ω is a smooth bounded domain in RN , N  2, b is a positive parameter, ϕ1 is the first eigenfunction of the
laplacian in Ω with zero Dirichlet boundary condition and u+ = max{u,0}.
The weak solutions of (2.1) correspond to the critical points of the functional
J (u) = 1
2
∫
Ω
|∇u|2 dx − b
2
∫
Ω
∣∣u+∣∣2 dx + ∫
Ω
ϕ1udx (2.2)
in the space H 10 (Ω). Hence the existence of solutions of (2.1) can be proved via variational methods, in particular, by
using the Mountain Pass Theorem of Ambrosetti and Rabinowitz a solution can be found for every b > λ1.
It is well known that mountain pass solutions of variational problems, corresponding to C2-functionals have Morse
index less or equal than 1 (see [6]). However in our case the functional J is only of class C1 and hence it does not
make sense to speak about the Morse index of a critical point. On the other hand, to prove our nonradiality result for
mountain pass solutions we need to have information about the number of the negative eigenvalues with respect to
zero Dirichlet boundary conditions of the linearized operator Lu = − − bχ+ associated to (2.1), where χ+ is the
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eigenvalues of the linearized operator of a solution would be just the Morse index of the solution. Nevertheless, using
the approach of [2], we can prove the following result:
Proposition 2.1. If u ∈ H 10 (Ω) is a solution of (2.1) of mountain pass type, then the linearized operator Lu = − −
bχ+ has at most one negative eigenvalue in H 10 (Ω).
To prove this proposition we need some preliminary results.
For u ∈ H 10 (Ω) let us denote by
Cm(J,u) = Hm
({
v ∈ H 10 (Ω): J (v) J (u)
}
,
{
v ∈ H 10 (Ω): J (v) J (u)
} \ {u})
where Hm(A,B) denotes the mth Alexander–Spanier cohomology group of the pair (A,B) with coefficients in a
ring K.
We have (see [1])
Lemma 2.2. If u is a critical point of J which corresponds to a mountain pass solution then C1(J,u) is nontrivial.
Now let us define, for u,v ∈ H 10 (Ω)
Qu(v) = lim sup
z→u, t→0,w→v
J (z + tw) + J (z − tw) − 2J (z)
t2
and denote by m(u) the supremum of the dimension of a linear subspace of H 10 (Ω) where Qu is negative definite.
By Corollary 4.3 of [2] it follows:
Lemma 2.3. Let u ∈ H 10 (Ω) be such that Ck(J,u) = 0, then m(u) k.
In particular m(u) 1 if u is a critical point of J which corresponds to a mountain pass solution.
Proof of Propositon 2.1. Assuming by contradiction that Lu has more than one negative eigenvalue, we have that
the quadratic form
Au(v) =
∫
Ω
|∇v|2 dx − b
∫
Ω
χ+v2 dx
is negative definite on a subspace of dimension greater or equal than two. Then, comparing Qu(v) with Au(v) as in
the proof of Lemma 7.4 of [2] we get
Qu(v)Au(v). (2.3)
From this it follows that m(u)  2 while by Lemmas 2.2 and 2.3 we have that m(u)  1. The contradiction we
have reached proves the assertion. 
Using the previous result we can prove the foliated Schwarz symmetry of a mountain pass solution of (2.1) in a
ball or an annulus, extending the result of [3] to a problem of type (2.1).
Let us recall the definition of this kind of symmetry.
Definition 2.4. Let B be a ball or an annulus centered at the origin. We say that a function v ∈ C(B) is foliated Schwarz
symmetric if there is a unit vector p ∈ RN , |p| = 1 such that v(x) only depends on r = |x| and θ = arccos( x|x| ·p) and
u is nonincreasing in θ.
In simpler words this definition means that v is axially symmetric and monotone in the angular coordinates.
We have
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operator Lu has at most one negative eigenvalue, then u is foliated Schwarz symmetric.
From this proposition and Proposition 2.1 it immediately follows:
Corollary 2.6. If Ω = B is a ball or an annulus and u is a solution of (2.1) of mountain pass type, then u is foliated
Schwarz symmetric.
Before proving Proposition 2.5 we need some notations.
Let e be a direction in RN, i.e. a unit vector and consider the hyperplane H(e) = {x ∈ RN : x · e = 0} and the open
half domain B(e) = {x ∈ B: x · e > 0}. We write σe : B → B for the reflection with respect to H(e).
Proof of Proposition 2.5. We adjust to our case the proof of Theorem 3.1 of [3]. Let P be a maximum point of u
and consider the axis Zp passing through the origin and P. Let us denote by e any direction such that the hyperplane
H(e) passes through Zp and consider the function
We(x) = v(x) − u(x)
having denoted by v(x) the reflected function u(σe(x)). By (2.1) we have
−We = bv+ − bu+  bχ+We. (2.4)
Indeed
v+ − u+ = χ+We + v+ − χ+v  χ+We
because v+ − χ+v  0.
Since, by hypothesis, Lu has at most one negative eigenvalue we have that the second eigenvalue λ2(B,Lu) of Lu
in B is nonnegative. By the variational characterization of the second eigenvalue we have that at least one among the
first Dirichlet eigenvalues λ1(B(e),Lu) or λ1(B(−e),Lu) in the half domains B(e) or (B(−e)) must be nonnegative.
Assume that this happens for the half domain B(e). Then, using (2.4) and the fact that We ≡ 0 on ∂(B(e)) we have
that We  0 in B(e). Indeed, if We < 0 in a connected component D in B(e) we would have, multiplying (2.4) by We
and integrating on D, that the quadratic form corresponding to the linear operator Lu is negative on the function We
restricted on the set D. Hence the first Dirichlet eigenvalue of Lu in D would be negative and consequently also the
first Dirichlet eigenvalue of Lu in Be would be negative, getting a contradiction.
From this we deduce that We ≡ 0. Otherwise, applying the Hopf Lemma on the hyperplane H(e) we would get
that ∇u(P ) = 0, contradicting the fact that P is a maximum point. In this way we get the axial symmetry and the
monotonicity in the angular coordinate follows with the same proof of (iii) of Theorem 3.1 of [3]. 
3. Break of radial symmetry
In the previous section we have shown that a mountain pass solution u of (1.1) is foliated Schwarz symmetric, which
as already observed in the introduction, means that either u is radial or is axially monotone and strictly increasing in
the angular coordinate. Here we show that u is not radially symmetric when the parameter b is sufficiently large.
Theorem 3.1. Let u be a mountain pass solution of (1.1) with b > λ2. Then, if b is sufficiently large u is not radially
symmetric.
Remark 3.2. As it will be clear from the proof the result of the previous theorem holds more generally for every
solution u of (1.1) such that the linearized operator Lu does not have more than one negative eigenvalue and u is
positive somewhere in B. This last condition holds for every solution of (1.1) except for the local minimum.
Remark 3.3. It is easy to see that the mountain pass solution cannot be radially symmetric also when b ∈ (λ2, λ2r )
where λ2r is the second eigenvalue of − with respect to the zero Dirichlet boundary condition, in the space of radial
functions. Indeed for these values of the parameter b, there are only two radial solutions, namely, the functions u1 and
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Section 1.
For the proof of Theorem 3.1 the following lemma is essential.
Lemma 3.4. Let u be a radial solution of (1.1) with two nodal regions and u(0) < 0. Then for b sufficiently large, the
linearized operator has at least (N + 1) negative eigenvalues.
The proof of this lemma is quite long and technical and hence we postpone it to the end of the section.
Proof of Theorem 3.1. Let us first notice that a mountain pass solution u of (1.1) must change sign. Indeed, it cannot
be negative because obviously (1.1) has only one negative solution which is a local minimum, as observed in the
introduction. Moreover it cannot be positive because if b > λ2, the linearized operator at a positive solution has at
least two negative eigenvalues, contradicting the result of Proposition 2.1.
Now we claim that if u is a radial solution of (1.1) which is negative near ∂B, denoting by γ (u) the number of
negative eigenvalues of Lu in B, then, for every b
γ (u)N + 1 (3.1)
and hence, by Proposition 2.1 u cannot be of mountain pass type. Indeed, differentiating (2.1) we have that the function
∂u
∂xi
, i = 1, . . . ,N , satisfies
− ∂u
∂xi
− bχ+ ∂u
∂xi
= −∂ϕ1
∂xi
< 0 in Bi,
∂u
∂xi
= 0 on Hi,
∂u
∂xi
 0 on ∂B ∩ Bi (3.2)
where Bi = {x = (xi, . . . , xN) ∈ B, xi < 0}, Hi = {x ∈ B, xi = 0}, i = 1, . . . ,N. On the other hand, since u is
symmetric in xi and changes sign, the set Di = {x ∈ Bi : ∂u∂xi > 0} is nonempty. By multiplying (3.2) by ∂u∂xi and
integrating on Di we get that the first eigenvalue of Lu in Di, and hence also in Bi, is negative, for i = 1, . . .N.
Denoting by μi the first eigenvalue of Lu in Bi and by ϕi the corresponding eigenfunctions, we observe that extending
ϕi by oddness to the whole B, we have that μi are also eigenvalues of Lu in the whole B. Since μi < 0, we have N
negative eigenvalues whose corresponding eigenfunctions change sign and are mutually orthogonal. Then, obviously,
also the first eigenvalue of Lu in the whole B must be negative, so we get (3.1).
Thus we are left with the case when u is radial and positive near ∂B. Let us observe that if u has more than two
nodal regions then there will be an interior ball B1 ⊂ B where u solves (1.1) and is negative near ∂B1. Hence we can
repeat the same argument and get again (3.1).
Therefore the only case we have to consider is when a radial solution u has only two nodal regions and is positive
near ∂B, which is equivalent to saying that u(0) < 0. Then the assertion is just a consequence of Lemma 3.4 which,
by Proposition 2.1, contradicts the fact that u is a mountain pass solution. 
We conclude this section with the proof of Lemma 3.4.
Proof of Lemma 3.4. If u is a radial solution of (1.1) then, in radial coordinates, satisfies
−urr − (N − 1)
r
ur = bu+ − ϕ1 in (0,1), (3.3)
with the boundary conditions ur(0) = u(1) = 0. Equation (3.3) is equivalent to
−(rN−1ur)r = (bu+ − ϕ1)rN−1 in (0,1). (3.4)
Let us denote by d = d(b) the only zero of u in (0,1) and by a = a(b) the positive maximum point of u which belongs
to the interval (d,1).
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dN−1ur(d)ϕ1(d) +
a∫
d
rN−1urϕ1r dr = b
a∫
d
uϕ1r
N−1 dr −
a∫
d
ϕ21r
N−1 dr.
Hence
dN−1ur(d)ϕ1(d) + aN−1u(a)ϕ1r (a) −
a∫
d
u
(
rN−1ϕ1r
)
r
dr = b
a∫
d
uϕ1r
N−1 dr −
a∫
d
ϕ21r
N−1 dr;
using that ϕ1 is the first eigenvalue of the laplacian we get
dN−1ur(d)ϕ1(d) + aN−1u(a)ϕ1r (a) = (b − λ1)
a∫
d
uϕ1r
N−1 −
a∫
d
ϕ21r
N−1 dr. (3.5)
Note that in the interval (0, d) where u is negative, u is a solution of{−u = −ϕ1 in (0, d),
ur(0) = u(d) = 0.
Hence
u(r) = −ϕ1(r)
λ1
+ ϕ1(d)
λ1
and ur(d) = −ϕ1r (d)
λ1
. (3.6)
Now let us observe that if b → +∞ and d → 1 then the number of the negative eigenvalues of the linearized operator
Lu also increases to infinity because it is greater than or equal to the number of the negative eigenvalues of the linear
operator − − b in the interval (d,1). Hence the assertion of the lemma is proved. Thus we are left with the case
when d → 1 as b → +∞. Then passing to the limit in (3.5), using (3.6) and the fact that (b − λ1)
∫ a
d
uϕ1rN−1 dr > 0
while aN−1u(a)ϕ1r (a) < 0, we get
u(a) → 0, as b → +∞. (3.7)
Now we derive an useful estimate for ur(1) that will allow to prove that Lu has at least (N + 1) negative eigenvalues.
Integrating (3.4) on the interval (d,1) we get
dN−1ur(d) − ur(1) = b
1∫
d
urN−1 dr −
1∫
d
ϕ1r
N−1 dr. (3.8)
Multiplying (3.4) by ur and integrating again on the interval (d,1), we have
dN−1u2r (d) − u2r (1) +
1∫
d
ururr r
N−1 dr = b
2
1∫
d
(
u2
)
r
rN−1 dr +
1∫
d
u
[
(N − 1)rN−2ϕ1 + rN−1ϕ1r
]
dr.
Writing ururr as 12 (u
2
r )r we get
dN−1u2r (d)
2
− u
2
r (1)
2
− 1
2
1∫
d
u2r (N − 1)rN−2 = −
b
2
1∫
d
u2(N − 1)rN−2 dr
+
1∫
d
u
[
(N − 1)rN−2ϕ1 + rN−1ϕ1r
]
dr.
From this, using that a is a maximum point of u, we get
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2
+ 1
2
1∫
d
u2r (N − 1)rN−2 
b
2
u(a)
1∫
d
u(N − 1)rN−2 dr −
1∫
d
u
[
(N − 1)rN−2ϕ1 + rN−1ϕ1r
]
dr
+ d
N−1u2r (d)
2
and hence, by d → 1, u(a) → 0 and (3.8), we have
u2r (1) dN−1u2r (d) + o(1) as b → ∞. (3.9)
Using (3.6) in the above we have
u2r (1)
ϕ21r (1)
λ21
+ o(1). (3.10)
Remembering that λ1 > Nπ
2
4 for the unit ball and that ur(1) and ϕ1r (1) are both negative, from (3.10) we deduce
Nur(1) >
ϕ1r (1)
2
. (3.11)
Hence for r close to 1 we have
Nur(r) > r
2ϕ1r (r) + 2rϕ1(r) (3.12)
because 2rϕ1(r) + r2ϕ1r (r)2 < 0. The inequality (3.12) implies that the function
F(r) = r2ϕ1(r) − Nu(r) (3.13)
is positive for r close to 1 and b sufficiently large. This follows from F(1) = 0 and Fr(r) = 2rϕ1(r) + r2ϕ1,r (r) −
Nur(r) < 0 by (3.12).
Now we will show that F(r) is positive in (d,1) by showing that (3.12) holds in all of (d,1) and observing that
F(d) > 0. This will be done through the following steps.
Step 1. Since ϕ1 satisfies
−(rN−1ϕ1,r)r = λ1ϕ1rN−1 in (0,1),
ϕ1 > 0 in (0,1),
ϕ1(1) = 0,
we have that if r1 > r2, then∣∣rN−12 ϕ1,r (r2)∣∣< ∣∣rN−11 ϕ1r (r1)∣∣. (3.14)
Also note that
−rN−1ϕ1,r (r) = λ1
r∫
0
ϕ1(s)s
N−1 ds. (3.15)
Step 2. For r ∈ (0, a), one has integrating the equation
−(sN−1us(s))s = (bu+ − ϕ1)sN−1
from 0 to r, and using (3.15), that
rN−1ur(r)
|rN−1ϕ1,r (r)|
λ1
. (3.16)
Note that in (0, a), ur  0.
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−(rN−1ur(r))r = (bu+ − ϕ1)rN−1 in (0,1),
ur(0) = u(1) = 0
with d ∈ (0,1) the unique point of internal zero of u with u > 0 in (d,1), multiplying by rN−1ur both sides and
integrating from 0 to a, we have
0 = b
a∫
d
uurr
2(N−1) dr −
a∫
0
ϕ1urr
2(N−1) dr,
i.e.
0 = b
2
u2(a)a2(N−1) − b(N − 1)
a∫
d
u2r2(N−1)−1 dr −
a∫
0
ϕ1urr
2(N−1) dr. (3.17)
Step 4. Let r ∈ (a,1). From the equation
−(sN−1us(s))s = (bu+ − ϕ1)sN−1 in (0,1),
with ur(a) = 0, multiplying both sides by sN−1us(s) and integrating from a to r , we have
−r2(N−1)u2r (r)
2
= −b
2
u2(a)a2(N−1) + b
2
u2(r)r2(N−1) − (N − 1)b
r∫
a
u2s2(N−1)−1 ds −
r∫
a
ϕ1(s)us(s)s
2(N−1).
(3.18)
Using (3.17) in (3.18), we have
r2(N−1)u2r (r)
2
= b(N − 1)
r∫
d
u2s2(N−1)−1 ds − b
2
u2(r)r2(N−1) +
r∫
a
ϕ1(s)us(s)s
2(N−1) ds
+
a∫
0
ϕ1uss
2(N−1) ds. (3.19)
Note that the first term in the RHS of (3.19) is o(1) as b → ∞ (as for (3.9)). The second and third terms are negative
(note us < 0 in (a, r)). Hence, for r ∈ (a,1),
r2(N−1)u2r (r)
2
<
a∫
0
ϕ1uss
2(N−1) ds + o(1) as b → ∞. (3.20)
Moreover, by (3.16) and (3.15) we have
a∫
0
ϕ1(s)us(s)s
2(N−1) ds max
[0,a]
(
us(s)s
(N−1)) a∫
0
ϕ1(s)s
(N−1) ds  a
2(N−1)ϕ2r (a)
λ21
. (3.21)
From this and the inequality (3.20), by (3.14), it follows that
r2(N−1)u2r (r)
2

r2(N−1)ϕ21,r (r)
λ21
+ o(1) as b → ∞. (3.22)
Thus, recalling λ1 > Nπ
2
4 , we have∣∣Nur(r)∣∣< 23
∣∣ϕ1,r (r)∣∣ (3.23)
for any r ∈ (a,1).
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sufficiently close to 1 and the inequality
2rϕ1(r) + r2ϕ1,r (r) 23ϕ1,r (r) < 0 (3.24)
holds in (d,1). Hence (3.12) holds obviously in (d, a] because there ur  0. Finally, recalling that ur  0 in (a,1),
(3.23) implies that (3.12) holds in (a,1). Indeed from (3.23) and (3.24) we have
Nur(r) >
2
3
ϕ1,r (r) > 2rϕ1,r (r) + r2ϕ1,r (r). (3.25)
Now we are ready to prove that Lu has at least (N +1) negative eigenvalues. Let us consider the functions gi = u ·xi
which are N orthogonal functions. We have{−gi = bgi − ϕ1xi − 2 ∂u∂xi in A,
gi = 0 on ∂A, (3.26)
where A is the annulus of radii d and 1 and u > 0 in A. Multiplying by gi and integrating on A we get∫
A
(|∇gi |2 − bg2i )dx = −
∫
A
ϕ1ux
2
i dx − 2
∫
A
u
∂u
∂xi
xi dx.
Since ∂u
∂xi
= ur xir , passing to polar coordinates and integrating by parts we get
∫
A
(|∇gi |2 − bg2i )dx = α
[
−
1∫
d
ϕ1 · u · rN+1 dr +
1∫
d
u2 · rN−1 dr
]
(3.27)
where α is a positive constant given by the integral on the unit sphere. From (3.27) we deduce that the quadratic form∫
A
(|∇gi | − bg2i ) dx is negative for each gi , i = 1, . . . ,N , because the function F(r) in (3.13) is positive in (d,1).
Moreover, each gi is orthogonal to the radial function u, which, itself, provides a negative eigenvalue. Therefore
Lu has at least (N + 1) negative eigenvalues, for b sufficiently large and the assertion is proved. 
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