We present a model of computation with ordinary differential equations (ODEs) which converge to attractors that are interpreted as the output of a computation. We introduce a measure of complexity for exponentially convergent ODEs, enabling an algorithmic analysis of continuous time flows and their comparison with discrete algorithms. We define polynomial and logarithmic continuous time complexity classes and show that an ODE which solves the maximum network flow problem has polynomial time complexity. We also analyze a simple flow that solves the maximum problem in logarithmic time. We conjecture that a subclass of the continuous P is equivalent to the classical P.
INTRODUCTION
The computation of a digital computer, and its mathematical abstraction, the Turing machine is described by a map on a discrete configuration space. In recent years scientists have developed new approaches to computation, some of them based on continuous time analog systems. The most promising are neuromorphic systems,' models of human memory,2 and experimentally realizable quantum computers.3 Although continuous time systems are widespread in experimental realizations, no theory exists for their algorithmic analysis. The standard theory of computation and computational complexity4 deals with computation in discrete time and in a discrete configuration space, and is inadequate for the description of such systems. It is a common misconception in the literature that continuous time systems are "real time" computing devices5'6 and is strongly exemplified by the paper title "Nonlinear programming without computation" , where the words "without computation" indicate that the device proposed there produces a result in constant time. It does so only because it solves problem instances of constant size. This indicates that these researchers were not aware of the scalability of problem solving with continuous time systems.
Our model of a computer is based on dissipative dynamical systems (DDS) , characterized by flow to attractors, which are a natural choice for the output of a computation. This makes our theory realizable by small-scale classical physical systems (since there dissipation is usually not negligible) . We define a measure of computational complexity which reflects the convergence time of a physical implementation of the continuous flow, enabling a comparison of the efficiency of continuous time algorithms with discrete ones. On the conceptual level, the framework introduced here strengthens the connection between the theory of computational complexity and the field of dynamical systems.
Turing universality is a fundamental issue,8'9 and ODEs are known to simulate Turing machines.10 Such constructions retain the discrete nature of the simulated map, in that they follow its computation step by step by a continuous equation. In the present paper on the other hand, we consider continuous systems as is, and interpret their dynamics as a process of computation.
The view of the process of computation as a flow to an attractor has been taken by a number of researchers. The Hopfield neural network is a dynamical system which evolves to attractors which are interpreted as memories; the network is also used to solve optimization problems. 2 Brockett introduced a set of ODEs that perform various tasks such as sorting and solving linear programming problems." Numerous other flows can also be found.'2 An analytically solvable ODE for the linear programming problem was proposed by Faybusovich.'3 Our theory is, to some extent, a continuation of their work, in that it provides a framework for the complexity analysis of continuous time algorithms.
THE COMPUTATIONAL MODEL
Our model is restricted to exponentially convergent autonomous dissipative ODEs =F(x), (1) for x E 1R and F, an n-dimensional vector field, where n depends on the input. For a given problem, F takes the same mathematical form, and only the length of the various objects in it (vectors, tensors etc.) depends on the size of the instance, corresponding to "uniformity" in computer science. 4 We discuss only systems with fixed point attractors, and the term attractor will be used to denote an attracting fixed point. We study only autonomous systems since for these the time parameter is not arbitrary (contrary to non-autonmous ones) : under any nonlinear transformation of the time parameter the system is no longer autonomous, as will be explained in what follows. The restricted class of exponentially convergent vector fields describes the "typical" convergence scenario for dynamical systems.'4 Structural stability of exponentially convergent flows is an important property for analog computers. As a further justification we argue that exponential convergence is a prerequisite for efficient computation, provided the computation requires reaching the asymptotic regime, as is usually the case. Asymptotically, Ix(t) -x ' e_t/T ( see eqn. 5) . When a trajectory is close to its attractor, in a time Tch ln 2 a digit of the attractor is computed. Thus the computation of L digits requires a time which scales as ThL. This is in contrast with polynomially convergent vector fields: Suppose that Ix(t) -x for some 9 > 0, then in order to compute x* with L significant digits, we need to have lx(t) -x < 2-L , or t > 2L/j3 , for an exponential time complexity.
Last, we concentrate on ODEs with a formal solution, since for these, complexity is readily analyzed, and it is easy to provide criteria for halting a computation. Dynamical systems with an analytical solution are an exception. But despite their scarcity, we argue later that a subclass of analytically solvable DDSs which converge exponentially to fixed point attractors are a counterpart for the classical complexity class P. This then suggests a correspondence between tractability in the realm of dynamical systems and tractability in the Turing model.
The input of a DDS can be modeled in various ways. One possible choice is the initial condition. This is appropriate when the aim of the computation is to decide to which attractor out of many possible ones the system flows.'5 The main problem within this approach is related to initial conditions in the vicinity of basin boundaries. The flow in the vicinity of the boundary is slow, resulting in very long computation times. In the present paper, on the other hand, the parameters on which the vector field depends are the input, and the initial condition is a function of the input, chosen in the correct basin, and far from basin boundaries to obtain an efficient computation. For the gradient vector field equation (7) , designed to find the maximum of n numbers, the ri numbers c2 constitute the input, and the initial condition given by (11) is untypically simple. More generally, when dealing with the problem of optimizing some cost function E(x) , e.g. by a gradient flow x = gradE(x) , an instance of the problem is specified by the parameters of E(x) , i.e. by the parameters of the vector field.
The vector x(t) represents the state of the corresponding physical system at time t. The time parameter is thus time as measured in the laboratory, and has a well defined meaning. Therefore we suggest it as a measure of the time complexity of a computation. However, for non-autonomous ODEs that are not directly associated with physical systems, the time parameter seems to be arbitrary: if the time variable of a non-autonomous vector field is replaced by .s = g(t), where g(t) is strictly monotonic we obtain a non-autonomous system = F3(x, s) . This way arbitrary speed-up can be achieved in principle. However, the time transformed system F3 (x, s) is a new system.
Only once it is constructed does its time parameter take on the role of physical time, and is no longer arbitrary. Therefore speed-up is a relevant concept only within the bounds of physical realizability. We stress the distinction between linear and non-linear transformations of the time parameter: a linear transformation is merely a change of the time unit; a nonlinear transformation effectively changes the system itself. Therefore we suggest autonomous systems as representing the intrinsic complexity of the class of systems that can be obtained from them by changing the time parameter.
The evolution of a DDS reaches an attractor only in the infinite time limit. Therefore for any finite time we can only compute it to some finite precision. This is sufficient since for combinatorial problems with integer or rational inputs, the set of fixed points (the possible solutions) will be distributed on a grid of some finite precision. A computation will be halted when the attractor is computed with enough precision to infer a solution to the associated problem by rounding to the nearest grid point.
The phase space evolution of a trajectory may be rather complicated, and a major problem is to decide when a point approached by the trajectory is indeed the attractor of the dynamics, and not a saddle point. An attractor is certified by its attracting region which is a subset of the trapping set of the attractor in which the distance from the attractor is monotonically decreasing in time. The convergence time to an attracting region U, t(U) is the time it takes for a trajectory starting from the initial condition x0 to enter U.
When the computation has reached the attracting region of a fixed point, and is also within the precision required for solving the problem, e , the computation can be halted. We thus define the halting regzon of a DDS with attracting region U and required precision e as H = U fl B(x* , €) , where B(x* , e) is a ball of radius e around the attractor x* . The computation time is the convergence time to the halting region, t(H), given by:
t(H) = max(t(e),t(U)) , (2) where t (e ) is the convergence time to B(x* , e).
In general we cannot calculate t(H) for a DDS algorithm. Thus we resort to halting by a bound on the computation time of all instances of size L:
T(L) = maxt(H(H)) (3) where H denotes the input, and L = H is its size in bits. The definition of the input size depends on the input space considered. The bit size (used here) is the suitable measure for unbounded integers. 16 Time complexity is a dimensionless number, whereas T(L) depends on the time units of the system at hand. To make it dimensionless we express it in terms of the time scale for convergence to the fixed point. Let x (H) be the attracting fixed point of * = F(x) on input H. In the vicinity of x the linear approximation Sx = DFI. 6x holds, where x = x -x. Let A be the real part of the i th eigenvalue of DFI. . We define:
A determines the rate of convergence to an attractor, since in its vicinity x(t) -x ' e_At , leading to the definition of the characteristic time Tch. (5) We finally define the time complexity of a DDS algorithm:
T'(L) = rCh(Ho) ' (6) where Ho is a fixed instance of the problem. This is a valid definition of complexity since it is invariant under linear transformations of the time parameter.
THE MAX PROBLEM
We demonstrate our approach with a simple DDS algorithm for the MAX problem, which is the problem of finding the maximum of ii numbers. Let the numbers be c1 ,. . . , c , and define the linear cost function E(x) = cTx . The MAX problem can be formulated as a constrained optimization problem: find the maximum of E(x) subject to the constraints x = 1, x 0. This is recognized as the linear programming problem on the n -1 dimensional simplex z_i = {x 1R' : x 0, x2 = 1}. We use the vector field F = (c -xjcj) xi, (7) which is the gradient of the function E on z-1 relative to a Riemannian metric which enforces the positivity constraints.12 This flow is a special case of the Faybusovich vector field,'3 that we give in its general form in Section 4.
We denote by e1 , . . . , e the standard basis of 1R' . The fixed points of F are the vertices of the simplex e1 , . . . , e.
We first assume a unique maximum. Also suppose that c > C2 and C2 c3 , j = 3, . . . , n. Under this assumption the flow converges exponentially to el as witnessed by the analytical solution
where x(O) are the components of the initial condition. We note that the analytical solution does not help in determining which of the fixed points is the attractor of the system: the solution to the specific instance of the problem is required for that. Thus the analytical solution is only formal, and one has to follow the dynamics of the vector field (7) to find the maximum. However, the formal solution is useful in obtaining tight bounds on T(L).
A linearization of F shows that the time scale for convergence to the attractor e1 is
By solving for t in the equation IIx(t) -e1 < C, an upper bound on the time to reach an e vicinity of the vertex e1 is found'2:
t(e) :; TChIln(x,(O)c2)I .
The divergence as x1 (0) tends to zero is due to initial conditions close to the basin boundary. To minimize the contribution of flow near basin boundaries we choose as initial condition the symmetric vector e=2L(1,...,1)T. (11) The coordinates of the possible solutions (vertices of the simplex) are integer, and therefore e = 1/2. Using equation (10) we obtain that the convergence time to the Er-vicinity of e is bounded by t(f) < Tchlfl4fl .
Next we show a bound on the convergence time to the attracting region. The attracting region of the problem is the region iii which i < 0 for i > 1 . By the positivity of the x 's, this is satisfied if Ecjx > ci , i = 2, . . n.
Inserting the analytical solution yields a bound on t(U) < rCh(lnTChC2 +lnn) ,
The maximum of (14) and (12) gives the bound i(H(c)) <r(lnThc2+ln4n) . 
A sub-linear (logarithmic) complexity arises because the model is inherently parallel: the variables of a DDS algorithm can be considered as processing units, and their number in this algorithm increases with the size of the input. When the inputs are bounded integers the complexity becomes O(log n), similar to the complexity obtained in models of parallel computation in the Turing framework. REMARK 3.1. The condition which defines the attracting region equation (13) can be expressed as 1(x) > f(e2). When this is satisfied, it is satisfied for all subsequent times, since the cost function of a gradient flow is increasing along a trajectory. Or in other words, the set {x E : f(x) > f(e2)} is a trapping set (positively invariant set in the language of dynamical systems) of the flow. This condition is appropriate for any gradient flow. Also, the condition on proximity to the attractor can be substituted here for proximity of the cost function to its value on the attractor.
In the following we do not assume integer inputs. Suppose that c1 = c2 , then the maximum is not unique, and arbitrarily small perturbations of such an instance have different attractors as the solution. The bound on t(U) also shows that in such a case it takes a long time for the system to distinguish between attractors with close values of the cost function, since when c2 is close to ci we have a large time scale, Tch . Thus problems which are near to problems with a non-unique maximizer are "hard" . Instances of a problem which have a non-unique solution are termed "ill-posed" in the numerical analysis literature'7 and the difficulty of problems which are close to ill-posed ( "ill-conditioned" ) is expressed in "condition number theorems" which state that the inverse of the distance of an instance from the set of ill-posed problems is equal to its condition number. In our context we define Tch as the condition number and indeed find that it is the inverse of the distance of an instance from the set of problems in which c1 = C2.16 A more general condition number theorem is also argued.16 Ill-conditioned problems for models where the input is the parameters, are reminiscent of problems with the initial condition near the basin boundary in models where the initial condition is the input.
A FLOW FOR LINEAR PROGRAMMING
In the next section we present a DDS algorithm for the maximum network flow problem (MAXFLOW) which is based on a flow for linear programming. The flow does not yield an algorithm which is efficient in a worst case analysis for general linear programming instances. However, it turns out to be efficient for MAXFLOW and other related problems which can be expressed as linear programming problems. We begin with the definition of the linear programming problem (LP) and introduce the Faybusovich vector field18 for solving it.
The standard form of the linear programming problem is max{cTx : xE1R, Ax=b, x>O} (17) where c E JR" b E 1R , A E jmXn and m n. Assuming that a bounded optimal solution exists, the constraint set generated by the constraints in (17) is a polyheder, and the maximum is obtained at one of its vertices. Let 
Its components are XB and XN = 0. If a vertex has more than one basic set that defines it then the polyheder is said to be degenerate. The Faybusovich vector field is a projection of the gradient of the linear cost function onto the constraint set. Let f(x) = CTX. We denote this gradient by gradf. Its explicit form is: (19) A complete characterization of the dynamics of this vector field is as follows: 2. The set of fixed points of gradf coincides wzth the vertices of the polyheder.
3. On an interior initial condition, the dynamics converges exponentially to the maximal vertex of the LP problem.
We define n -in vectors , IR' which correspond to the n -i-n coordinates of a set N such that Ni = n -m.
Let e be the standard basis of The vectors {i-t}iEN are perpendicular to the rows of A and are parallel to the faces of the polyheder defined by the constraints.
The ODE x = gradf has an analytical solution which describes the evolution of n -m independent variables:
where x (0) are the components of the initial condition and (23) = -ci + :
jEB REMARK 4.1. If the basic set B in equation (22) is chosen to be a basic set corresponding to a maximum vertex then all the Ltj are positive. Thus it is evident that the analytical solution is only a formal one, and does not provide an answer to the LP problem. REMARK 4.2. If c is perpendicular to a face of the polyheder then the maximum vertex of the LP problem is not unique, and some of the L are 0. In such a case the flow converges to the optimal face of the polyheder, i.e., to a convex combination of the optimal vertices.
The computation time of the system is determined by the system size dependence of the constants L and aj . If for example the t are small then long computation times will be required. For general instances of LP these constants can be exponentially small, for a worst case exponential computation time. Exponentially small L are possible since are defined by a matrix inverse which can yield exponentially small quantities. 19 In another paper we show that under a probability distribution on LP instances such "bad" instances happen with vanishing probability as n tends to infinity.20 Many problems in combinatorial optimization are expressible as linear programming problems which are often simpler to solve than general linear programming problems. Examples include MAXFLOW and bipartite matching.21'22 Thus, to make the Faybusovich vector field the basis of an algorithm which is efficient even in the worst case, we apply it to LP formulations of MAXFLOW and other related problems, and show that these have polynomially convergent Faybusovich flows. Polynomial convergence occurs in these cases since the constants z and are small integers. Integrality of the z will be guaranteed when the constraint matrix is totally unimodular: DEFINITION 4.2. An integer matrix A is called totally unimodular (TUM) if every square nonsirzgular submatrix B of A satisfies detB = 0. For a problem defined by a totally unimodular matrix, the solution polyheder is integral when b is integer, as can be seen from equation (18) . The next theorem gives conditions for TUM: THEOREM 4321,22 Let A be a matrix which is either 1. The node edge incidence matrix of a directed graph 2. The node edge incidence of an undirected bipartite graph, then A s TUM. This includes the LP formulations of MAXFLOW, maximum weighted bipartite matching, and shortest path problems. More general conditions for unimodularity are also known.22'21 Total unimodularity yields the following: LEMMA 4.4. Let A be a constraint matrix which is TUM, such that each column has at the most k nonzero entries, and let B and N be basic and non-basic sets respectively, then:
1. kjiI = 1(A1AN)jjI < k for every i E B, j E N; 2. z., is integer for every i N.
Proof. The first result is true since c3 is a multiplication of two vectors whose components are {±1, O}, one of which has at most k nonzero components. z, are integer as a scalar product of two vectors with integer components. 0
A DDS ALGORITHM FOR THE MAXFLOW PROBLEM
We begin with the definition of the MAXFLOW problem. DEFINITION 5.1. A network .A( = (st V, E,b) is a directed graph (V, E) with a source s E V with no incoming edges, a terminal V with no outgoing edges and an integer nonzero capacity b2 for edge i. Each edge is assigned a variable x, which is the flow through it. For convenience we add an additional edge with unlimited capacity from t to s. Let (V, E) be the resulting graph, denote q = Vj,p = El, and assign the variable x to the flow on the edge I rom t to s. An czsszgnment of values x E 1R° is a valid flow for a network H if O<x<b (24) and it satisfies conservatzon offlow at each vertex k V:
: -: =° ( 25) iEifl (k) iEout (k) where in(k)/ out(k) are the set incomzng/outgozng edges, respectively, of vertex k. The flow through the network is given by the value of the variable Xp. The objective is to maximize x subject to the constraints (2í) and (25) . We now express this problem as an LP problem in standard form. Let A' be the node-edge incidence matrix of the directed graph. The matrix A' has a row for each vertex and a column for each edge and is defined by: 
where A' is the q x p node edge incidence matrix of (V, E) , 'k S the k x k identity matrix, and Ok xl 5 a zero matrix of the appropriate dimensions. The right hand side of the constraints is the vector b E %1+P i .
For integer capacities the bit-size of an instance of MAXFLOW is characterized by the number
The additional slack variable constraints do not affect the total unimodularity of the constraint matrix.21 The matrix A is not full rank since the flow conservation equations represented by A' are not independent (adding the rows of A' gives 0). To make them so, it is sufficient to remove say the first row.22 '23 We still denote by A the resulting matrix, which has q + p -2 rows. Anticipating the addition of another variable we denote: n=2p, rn=p+q-2, (29) and the problem is now in the standard form (17) . We provide an interior initial condition by using the big-M method24'25: we add to the variables (x1,.. . , x1) an additional variable x,-, with c = _2L+i• A column A is added to A such that (e, 1) = (1, . . . , i) T pj1 a feasible point of the extended problem. The column A is The resulting constraint matrix (A A) is not TUM. However, we can still guarantee integer . First we note that it can be assumed that the solution polyheder of the MAXFLOW problem is nonempty, because it can be made so by adding an edge from s to t with unit capacity. Therefore the column corresponding to the variable x,, never enters into a basis B which corresponds to a maximum solution, therefore AB is still TUM, and since AN is still integer, the are integer.
The polyheder defined by the above constraints is in general highly degenerate.21'22 Therefore, in order to apply the Faybusovich vector field we perturb the right hand side in order to lift the degeneracy: b:b+6b, In the following we use the notation x to denote variables of the perturbed problem. Given a basic set B, the solution relative to B is perturbed by:
XB XB + XB = XB + A1b . 
where aT {1 0, 17' is a row of A' . Using the form of Sb:
Sx=-,
and it is immediate to verify that ISxI < 1/n2. Without loss of generality, assume that a1 = 1. Since 2' < 1/2, Sx will be smallest if all a2 = -1 for i > 1, and it is again immediate to verify that SxI > *c7r. The validity of equation (36) follows from the integrality of the components of xB. 0 We note that the matrix A could have been perturbed instead, but such a perturbation is harder to control.
Complexity
In this section we derive the complexity of solving the MAXFLOW problem with the Faybusovich vector field. We recall from remark 3.1, that for gradient flows a simple halting criterion can be used. Since we are considering problems with integer capacities, the maximum flow is integer, and if f(x*) ._ f(*) <1/2 (39) where x is a maximizer of the unperturbed problem, then the computation can be halted. In the maxflow problem this translates to x -< 1/2, and in view of the small effect of the perturbation it will be enough to obtain: -p < 1/4 (40) where is the asymptotic value of From now we drop the tilde notation, with the understanding that we are dealing with the perturbed problem. The complexity of the algorithm is a lower bound on the time required for the above to hold.
In general the flow will converge to a face of the polyhder, and not to a vertex. A face is defined by a set N', I N'l < n -in of indices such that XN' = 0. The next lemma shows that when XN' are close to zero the computation can be halted. First we recall a few definitions and results regarding network flows. A cttt in a network .iV is a partition of V into two sets Vi , V2 such that s E V1 and t V2 . We denote by V --+ \' for i / j the set of edges from to Vj . The capacity of a cut is defined as >jEViV2 b . It is well known that the maximum flow equals the capacity of the cut with minimum capacity, and that given such a minimum cut Vi , V2 the flow into t equals the flow across the cut:
xp= : -:
We now state:
LEMMA 5.2. Let N' be the maximal set such that xN/ converge to zero, then ifxN' = 0(1/n2) then x -x < 1/4.
Proof. Let V1 , V2 be a minimum capacity cut in )\/. In any maximum flow, the edges from Vi to V2 are saturated,
i.e. x2 = b2 , and the corresponding slack variable x are zero, and in edges from V2 to Vi the flow is zero. Using the relation x + x+ = b we rewrite (41) Proof. The complexity of the algorithm is time required to obtain XN' 1/n2. Using the analytical solution equation (22) We partition the set B into two sets: a set B1 of indices that correspond to coordinates that converge to "small" values (less than 1), and a set B2 of indices that correspond to coordinates that converge to values larger than 1. For The variable x is not bounded, however, by flow conservation it is less than the sum of the other variables, i.e. in x L. Combining these bounds we obtain /3i :c (im2 + 6L .
(48)
We now have:
1/n2 exp(-t + 6(rrz2 + L)) (49) which is satisfied for t > 7(m2 + L). U REMARK 5 . 1 . The above analysis was carried out specifically for the LP formulation of the MAXFLOW problem. Similar complexity bounds will hold for other problems defined by TUM constraint matrices. REMARK 5.2. Parallel algorithms described in the literature have complexity which is less then that found here: time complexity O(1V12 log VI) (O(nlogn) in our notation), with O(/{j) processors. 26 
COMPLEXITY CLASSES
In the following we compare complexity in our model with the classical theory. The complexity class P in classical computational complexity is the class of problems for which there exists an algorithm which runs in polynomial time on a Turing machine. Its counterpart in our framework is called CP (continuous P) , and contains the set of problems which have a DDS algorithm with a polynomial number of variables and polynomial time complexity. Note that since the variables play the role of processing units, their number needs to be limited as well. In the previous section we presented a DDS algorithm for the maximum network flow problem which places it in CP. In addition we define the class CLOG (continuous log) of problems that have a DDS algorithm with a polynomial number of variables and logarithmic time complexity. We have shown that MAX is in CLOG. We note that for a comparison with the classical theory to be meaningful it is necessary to impose constraints on the complexity of the vector field. Otherwise, the computational power of the model can be attributed to the complexity of the vector field. We assume in the following that the vector field is in the parallel complexity class NC,4 of computations in poly-logarithmic (polynomial of log) time with a polynomial number of processors; NC is the complexity class just below P.
We argue that CP=P. For the inclusion PCCP we rely on our claim that the P-complete27 problem of maximum network flow is in CP. If we use the Turing reductions from a P problem to maximum network flow we have in fact shown that all efficient Turing computations can be performed polynomially in our framework. However, relying on Turing reductions which are external to our model might be considered unsatisfactory. As of yet we have no argument that CPCP. However, we believe that a polynomial time simulation of the ODE with some numerical integration scheme should be possible because of the convergence to fixed points.
In this paper we concentrated on analytically tractable dynamical systems, a property which helped us in cornputing bounds on the convergence time to the attracting region, and find initial conditions far from basin boundaries. For a large class of systems without an analytical solution one can resort to probabilistic verification of an attractor: when it is suspected that a fixed point is approached, a number of trajectories are initiated in an e ball around the trajectory. If this ball shrinks then with high probability the fixed point is an attractor. If the ball has expanded in some direction, then the fixed point is a saddle. This yields a Co-RP type of complexity class4 which is applicable to gradient flows for example. 15 Only fixed point attractors were considered here, but in another paper chaotic attractors are discussed as well. 
