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Abstract
We study finite dimensional representations of current algebras, loop algebras
and their quantized versions. For the current algebra of a simple Lie algebra of
type ADE, we show that Kirillov-Reshetikhin modules and Weyl modules are in fact
all Demazure modules. As a consequence one obtains an elementary proof of the
dimension formula for Weyl modules for the current and the loop algebra. Further,
we show that the crystals of the Weyl and the Demazure module are the same up
to some additional label zero arrows for the Weyl module.
For the current algebra Cg of an arbitrary simple Lie algebra, the fusion product
of Demazure modules of the same level turns out to be again a Demazure module.
As an application we construct the Cg-module structure of the Kac-Moody algebra
ĝ-module V (ℓΛ0) as a semi-infinite fusion product of finite dimensional Cg–modules.
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1 Introduction
Let g be a semisimple complex Lie algebra. The theory of finite dimensional represen-
tations of its loop algebra Lg = g ⊗ C[t, t−1], its quantized loop algebra Uq(Lg) and its
current algebra Cg = g⊗ C[t] have been the subject of many articles in the recent years.
See for example [2], [3], [5], [7], [8], [10], [11], [12], [13], [16], [20], [21], [26], [28], [34] for
different approaches and different aspects of this subject.
The notion of a Weyl module in this context was introduced in [11] for the affine Kac-
Moody algebra and its quantized version. These modules can be described in terms of
generators and relations, and they are characterized by the following universal property:
any finite dimensional highest weight module which is generated by a one dimensional
highest weight space, is a quotient of a Weyl module. This notion can be naturally
extended to the category of finite dimensional representations of the current algebra ([7],
[18]). Another intensively studied class of modules are the Kirillov-Reshetikhin modules,
a name that originally refers to evaluation modules of the Yangian. In [6] Chari gave a
definition of these modules for the current algebra in terms of generators and relations.
The current algebra is a subalgebra of a maximal parabolic subalgebra of the affine
Kac-Moody algebra ĝ. Let Λ be a dominant weight for ĝ and denote by V (Λ) the asso-
ciated (infinite dimensional) irreducible ĝ-representation. Another natural class of finite
dimensional representations of the current algebra are provided by certain Demazure sub-
modules of V (Λ). Of particular interest for this paper are the twisted (see section 2.2)
Cg-stable Demazure submodules D(m, λ) of V (mΛ0), where Λ0 is the fundamental weight
associated to the additional node of the extended Dynkin diagram of g.
If g is simply laced, then we can identify the weight and the coweight lattice, so
the Weyl modules as well as the twisted Cg-stable Demazure submodules of V (mΛ0) are
classified by dominant weights λ ∈ P+.
Theorem A For a simple complex Lie algebra of simply laced type, the Weyl module
W (λ) and the Demazure module D(1, λ) are isomorphic as Cg-modules.
Also the Demazure modules of higher level are related to an interesting class of finite
dimensional modules for Cg. Let g be an arbitrary simple complex Lie algebra, the Cg-
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stable Demazure modules D(m, λ∨) are classified by dominant coweights λ ∈ Pˇ+.
Theorem B For a fundamental coweight ω∨i let di = 1, 2 or 3 be such that diωi =
ν(ω∨i ). The Kirillov-Reshetikhin module KR(dimωi) is, as Cg-module, isomorphic to
the Demazure module D(m,ω∨i ). In particular, in the simply laced case all Kirillov-
Reshetikhin modules are Demazure modules.
Remark 1. The fact that D(m,ω∨i ) is a quotient of a Kirillov-Reshetikhin module has
been already pointed out in [9]. In the same paper Chari and Moura have shown that
D(m,ω∨i ) is isomorphic to KR(dimωi) for all classical groups using character calculations.
Our proof is independent of the type of the algebra.
To stay inside the class of cyclic highest weight modules, the tensor product of cyclic
Cg-modules is often replaced by the fusion product of modules [17].
Theorem C Let g be a complex simple Lie algebra and let λ∨ = λ∨1 + . . . + λ
∨
r be a
decomposition of a dominant coweight as a sum of dominant coweights. Then D(m, λ∨)
and the fusion product D(m, λ∨1 ) ∗ · · · ∗D(m, λ
∨
r ) are isomorphic as Cg-modules.
Remark 2. The theorem shows in particular that the fusion product of Demazure mod-
ules of the same level is associative and independent of the parameters used in the fusion
construction. In [2] it is shown that the fusion product of Kirillov-Reshetikhin modules
of arbitrary levels is independent of the parameters.
As a consequence we obtain for the Weyl module W (λ) in the simply laced case:
Corollary A Suppose g is of simply laced type. Let λ = a1ω1 + . . . + anωn be a de-
composition of a dominant weight λ ∈ P+ as a sum of fundamental weights. Then the
Weyl module W (λ) for the current algebra is the fusion product of the fundamental Weyl
modules:
W (λ) ≃ W (ω1) ∗ · · · ∗W (ω1)︸ ︷︷ ︸
a1
∗ · · · ∗W (ωn) ∗ · · · ∗W (ωn)︸ ︷︷ ︸
an
.
The Weyl modules for the loop algebra are classified by n-tuples π = (π1, . . . , πn) of
polynomials πj ∈ C[u] with constant term 1 [11]. The associated dominant weight is
λπ =
∑
i deg πiωi. Similarly, the Weyl modules for the quantized loop algebra are classified
by n-tuples πq = (πq,1, . . . , πq,n) of polynomials πq,j ∈ C(q)[u] with constant term 1, the
associated weight λπq is defined as above.
It was conjectured in [11] (and proved in the sl2-case) that the dimension of the
Weyl modules depend only λπq respectively λπ. More precisely, they conjectured that the
dimension is the (appropriate) product of the dimension of the “fundamental modules”.
As Hiraku Nakajima has pointed out to us, the dimension conjecture can be deduced
using the theory of global basis. The results of Kashiwara [26, 27] imply that the Weyl
modules are specializations (the q = 1 limit) of certain finite-dimensional quotients of
the extremal weight modules for the quantum affine algebra. The results of Beck and
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Nakajima [3, 34, 35] imply that these quotients (and hence their specializations) have the
correct dimension.
A different approach to prove the dimension conjecture was suggested in [11, 12]. In
fact, using the specialization and dimension arguments outlined there, in the simply laced
case the dimension formula is an immediate consequence of Theorem A and Theorem C:
Corollary B Let g be a simple Lie algebra of simply laced type, let λ =
∑
miωi be a
dominant weight (for g), let π (resp. πq) be an n-tuple of polynomials in C[u] (resp. in
C(q)[u]) with constant term 1 such that λ = λπ = λπq . Then
dimW (λ) = dimW (π) = dimWq(πq) = dimD(1, λ
∨) =
∏
i
(dimW (ωi))
mi
Remark 3. For g = sln, the connection between Demazure modules in V (Λ0) and Weyl
modules had been already obtained by Chari and Loktev in [7]. The isomorphism between
the Weyl module W (λ) and the Demazure module D(1, λ) has been conjectured in [16].
For a dominant weight λ =
∑
miωi let πλ,a be the tuple having (1 − au)
mi as i-th
entry. The quantum Demazure module Dq(m, λ) has an associated crystal graph which
is a subgraph of the crystal graph of the corresponding irreducible Uq(ĝ)-representation.
We conjecture that by adding appropriate label zero arrows, one gets the graph of an
irreducible Uq(ĝ)-representation. In the simply laced case and level one we have:
Proposition The crystal graph of Dq(1, λ) is obtained from the crystal graph ofWq(πq,λ,1)
by omitting certain label zero arrows. More precisely, let B(λ)cl be the path model for
Wq(πq,λ,1) described in [38], then the crystal graph of the Demazure module is isomorphic
to the graph of the concatenation πΛ0 ∗B(λ)cl.
In the simply laced case, the restriction of the loop Weyl module W (πλ,a) to Cg is (up
to a twist by an automorphism) the Weyl module W (λ). It follows:
Corollary C The Demazure module D(m, λ) of level m can be equipped with the structure
of a cyclic U(Lg)-module such that the g-module structure coincides with the natural g-
structure coming from the Demazure module construction.
Let V (mΛ0), m ∈ N, be the irreducible highest weight module of highest weight mΛ0
for the affine Kac-Moody ĝ. In [19] we gave a description of the g-module structure of
this representation in terms of a semi-infinite tensor product. Using Theorem C, we are
able to lift this result to the level of modules for the current algebra. The theorem holds
in a much more general setting (see Remark 19), but for the convenience of a uniform
presentation, let Θ be the highest root of the root system of g.
Theorem D Let D(m,nΘ) ⊂ V (mΛ0) be the Demazure module of level m corresponding
to the translation at −nΘ. Let w 6= 0 be a Cg-invariant vector of D(m,Θ). Let V ∞m be
the direct limit
D(m,Θ) →֒ D(m,Θ) ∗D(m,Θ) →֒ D(m,Θ) ∗D(m,Θ) ∗D(m,Θ) →֒ . . .
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where the inclusions are given by v 7→ w ⊗ v.
Then V (mΛ0) and V
∞
m are isomorphic as U(Cg)-modules.
The semi-infinite fusion construction can be seen as an extension of the construction
of Feigin and Feigin [15] (g = sl2) and Kedem [28] (g = sln) to arbitrary simple Lie
algebras. We conjecture (see Conjecture 2) that, as in [15] and [28], the semi-infinite
fusion construction works for arbitrary dominant weights and not only for multiples of
Λ0.
Remark 4. Naito and Sagaki [36], [37], [38] gave a path model for the Weyl modules
W (ω) for all fundamental weights and g of arbitrary type. Since theWeyl modules coincide
with the level-one Demazure modules provided g is simply-laced, the semi-infinite limit
construction above gives on the combinatorial side a combinatorial limit path model for
the representation V (Λ0) as a semi-infinite concatenation of a finite path model, extending
in this sense the approach of Magyar in [32].
After introducing some notation, we will recall in more detail the definition of De-
mazure and Weyl modules and fusions products. The proof of the Theorems A – C, their
corollaries and the proposition is given in section 3 (see Theorem 4, 7 and 8). The proof
of Theorem D is given in section 4, see Theorem 9.
Acknowledgements. We are grateful to V. Chari, A. Joseph, S. Loktev, T. Miwa,
and A. Moura for many helpful discussions and useful hints. We would like to thank H.
Nakajima for the discussions concerning the dimension conjecture.
2 Notation and basics
2.1 Affine Kac-Moody algebras
In this section we fix the notation and the usual technical padding. Let g be simple
complex Lie algebra. We fix a Cartan subalgebra h in g and a Borel subalgebra b ⊇ h.
Denote Φ ⊆ h∗ the root system of g, and, corresponding to the choice of b, let Φ+ be the
set of positive roots and let ∆ = {α1, . . . , αn} be the corresponding basis of Φ.
For a root β ∈ Φ let β∨ ∈ h be its coroot. The basis of the dual root system (also
called the coroot system) Φ∨ ⊂ h is denoted ∆∨ = {α∨1 , . . . , α
∨
n}.
We denote throughout the paper by Θ =
∑n
i=1 aiαi the highest root of Φ and by
Θ∨ =
∑n
i=1 a
∨
i α
∨
i its coroot. Note that Θ
∨ is in general not the highest root of Φ∨. (For
more details concerning the connection with the dual root system of the affine root system
Φ̂ see [24], Chapter 6.)
The Weyl group W of Φ is generated by the simple reflections si = sαi associated to
the simple roots.
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Let P be the weight lattice of g and let P+ be the subset of dominant weights. The
group algebra of P is denoted Z[P ], we write χ =
∑
mµe
µ (finite sum, µ ∈ P , mµ ∈ Z)
for an element in Z[P ], where the embedding P →֒ Z[P ] is defined by µ 7→ eµ.
We denote the coweight lattice by Pˇ , i.e., this is the lattice of integral weights for the
dual root root system. The dominant coweights are denoted Pˇ+.
Corresponding to the enumeration of the simple roots let ω1, . . . , ωn be the fundamen-
tal weights. Let hR be the “real part” of h, i.e., hR is the real span in h of the coroots
α∨1 , . . . , α
∨
n , and let h
∗
R
be the real span of the fundamental weights ω1, . . . , ωn. Let (·, ·) be
the unique invariant symmetric non-degenerate bilinear form on g normalized such that
the restriction to h induces an isomorphism
ν : hR −→ h
∗
R, ν(h) :
{
h → R
h′ 7→ (h, h′)
mapping Θ∨ to Θ. With the notation as above it follows for the weight lattice P ∨ of the
dual root system Φ∨ that
ν(α∨i ) =
ai
a∨i
αi and ν(ω
∨
i ) =
ai
a∨i
ωi, ∀ i = 1, . . . , n.
Let ĝ be the affine Kac–Moody algebra corresponding to the extended Dynkin diagram
of g (see [24], Chapter 7):
ĝ = g⊗C C[t, t
−1]⊕ CK ⊕ Cd
Here d denotes the derivation d = t d
dt
, K is the canonical central element, and the Lie
bracket is given by
[tm⊗x+λK+µd, tn⊗y+νK+ηd] = tm+n⊗[x, y]+µntn⊗y+ηmtm⊗x+mδm,−n(x, y)K. (1)
The Lie algebra g is naturally a subalgebra of ĝ. In the same way, the Cartan subalgebra
h ⊂ g and the Borel subalgebra b ⊂ g are subalgebras of the Cartan subalgebra ĥ
respectively the Borel subalgebra b̂ of ĝ:
ĥ = h⊕ CK ⊕ Cd, b̂ = b⊕ CK ⊕ Cd⊕ g⊗C tC[t] (2)
Denote by Φ̂ the root system of ĝ and let Φ̂+ be the subset of positive roots. The positive
non-divisible imaginary root in Φ̂+ is denoted δ. The simple roots are ∆̂ = {α0, α1, . . . , αn}
where α0 = δ − Θ. We identify the root system Φ of g with the root subsystem of Φ̂
generated by the simple roots α1, . . . , αn.
Let Λ0, . . . ,Λn be the corresponding fundamental weights, then for i = 1, . . . , n we
have
Λi = ωi + a
∨
i Λ0. (3)
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The decomposition of ĥ in (2) has its corresponding version for the dual space ĥ∗:
ĥ∗ = h∗ ⊕ CΛ0 ⊕ Cδ (4)
Here the elements of h∗ are extended trivially, 〈Λ0, h〉 = 〈Λ0, d〉 = 0 and 〈Λ0, K〉 = 1, and
〈δ, h〉 = 〈δ,K〉 = 0 and 〈δ, d〉 = 1. Let ∆̂∨ = {α∨0 , α
∨
1 , . . . , α
∨
n} ⊂ ĥ be the corresponding
basis of the coroot system, then α∨0 = K − Θ
∨. Recall that the positive affine roots are
precisely the roots of the form
Φ̂+ = {β + sδ | β ∈ Φ+, s ≥ 0} ∪ {−β + sδ | β ∈ Φ+, s > 0} ∪ {sδ | s > 0}
For a real positive root β + sδ respectively −β + sδ the corresponding coroot is
(β + sδ)∨ = β∨ + s
(β∨, β∨)
2
K respectively (−β + sδ)∨ = −β∨ + s
(β∨, β∨)
2
K (5)
Let ĥ∗
R
be the real span Rδ +
∑n
i=0RΛi, note that by the decomposition (4) and by (3)
we have h∗
R
⊆ ĥ∗
R
. The affine Weyl group W aff is generated by the reflections s0, s1, ..., sn
acting on ĥ∗
R
. (We use again the abbreviation si = sαi for a simple root αi.) The cone
Ĉ = {Λ ∈ ĥ∗
R
|〈Λ, α∨i 〉 ≥ 0, i = 0, ..., n} is the fundamental Weyl chamber for ĝ.
We keep the convention and put a ̂ on (almost) everything related to ĝ. We denote
by P̂ the weight lattice of ĝ and by P̂+ the subset of dominant weights. As before, let
Z[P̂ ] be the group algebra of P̂ , so an element in the algebra is a finite sum of the form∑
mµe
µ, µ ∈ P̂ and mµ ∈ Z. Recall the following special properties of the imaginary
root δ (see for example [24], Chapter 6):
〈δ, α∨i 〉 = 0 ∀ i = 0, . . . , n w(δ) = δ ∀w ∈ W
aff , 〈α0, α
∨
i 〉 = −〈Θ, α
∨
i 〉 for i ≥ 1 (6)
Put a0 = a
∨
0 = 1 and let A = (ai,j)0≤i,j≤n be the (generalized) Cartan matrix of ĝ. We
have a non–degenerate symmetric bilinear form (·, ·) on ĥ defined by ([24], Chapter 6)

(α∨i , α
∨
j ) =
aj
a∨j
ai,j i, j = 0, . . . , ℓ
(α∨i , d) = 0 i = 1, . . . , ℓ
(α∨0 , d) = 1 (d, d) = 0.
(7)
The corresponding isomorphism ν : ĥ→ ĥ∗ maps
ν(α∨i ) =
ai
a∨i
αi, ν(K) = δ, ν(d) = Λ0.
Since W aff fixes δ, the affine Weyl W aff can be defined as the subgroup of GL(h∗sc,R)
generated by the induced reflections s0, . . . , sn. Another well–known description of the
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affine Weyl group is the following. Let M ⊂ h∗
R
be the lattice M = ν(
⊕n
i=1 Zα
∨
i ). If g is
simply laced, then M is the root lattice in h∗
R
, otherwise M is the lattice in h∗
R
generated
by the long roots.
An element Λ ∈ h∗sc,R can be uniquely decomposed into Λ = λ+ bΛ0 such that λ ∈ h
∗
R
.
For an element µ ∈M let tµ ∈ GL(h
∗
sc,R) be the map defined by
Λ = λ+ bΛ0 7→ tµ(Λ) = λ+ bΛ0 + bµ = Λ + 〈Λ, K〉µ. (8)
Obviously we have tµ ◦ tµ′ = tµ+µ′ , denote tM the abelian subgroup of GL(h
∗
sc,R)consisting
of the elements tµ, µ ∈M . Then W
aff is the semi-direct product W aff = W×tM .
The extended affine Weyl group W˜ aff is the semi-direct product W˜ aff = W×tL, where
L = ν(
⊕n
i=1 Zω
∨
i ) is the image of the coweight lattice. The action of an element tµ, µ ∈ L,
is defined as above in (8).
Let Σ be the subgroup of W˜ aff stabilizing the dominant Weyl chamber Ĉ:
Σ = {σ ∈ W˜ aff | σ(Ĉ) = Ĉ}.
Then Σ provides a complete system of coset representatives of W˜ aff/W aff , so we can write
in fact W˜ aff = Σ×W aff .
The elements σ ∈ Σ are all of the form
σ = τit−ν(ω∨i ) = τit−ωi ,
where ω∨i is a minuscule fundamental coweight. Further, set τi = w0w0,i, where w0 is the
longest word W and w0,i is the longest word in Wωi, the stabilizer of ωi in W .
We extend the length function ℓ : W aff → N to a length function ℓ : W˜ aff → N by
setting ℓ(σw) = ℓ(w) for w ∈ W aff and σ ∈ Σ.
2.2 Definition of Demazure modules
For a dominant weight Λ ∈ P̂+ let V (Λ) be the (up to isomorphism) unique irreducible
highest weight module of highest weight Λ.
Let U(Ib) be the enveloping algebra of the Iwahori subalgebra Ib = g⊗ tC[t]⊕ b⊗ 1,
and let U(n̂) be the enveloping algebra of n̂ = n+ ⊗ C[t]⊕ h⊗ tC[t]⊕ n− ⊗ tC[t].
Given an element w ∈ W aff/WΛ, fix a generator vw(Λ) of the line V (Λ)w(Λ) = Cvw(Λ)
of ĥ–eigenvectors in V (Λ) of weight w(Λ).
Definition 1. The U(b̂)–submodule Vw(Λ) = U(b̂) · vw(Λ) generated by vw(Λ) is called the
Demazure submodule of V (Λ) associated to w.
Remark 5. Since v is an ĥ–eigenvector, we can also view the Demazure module Vw(Λ)
as a cyclic U(Ib)–module or a cyclic U(n̂)–module generated by vw(Λ):
Vw(Λ) = U(Ib) · vw(Λ) = U(n̂) · vw(Λ).
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To associate more generally to every element σw ∈ W˜ aff = Σ×W aff a Demazure
module, recall that elements in Σ correspond to automorphisms of the Dynkin diagram of
ĝ, and thus define an associated automorphism of ĝ, also denoted σ. For a module V of
ĝ let V σ be the module with the twisted action g ◦ v = σ−1(g)v. Then for the irreducible
module of highest weight Λ ∈ P̂+ we get V (Λ)σ = V (σ(Λ)).
So for σw ∈ W˜ aff = Σ×W aff we set
Vwσ(Λ) = Vw(σ(Λ)) respectively Vσw(Λ) = Vσwσ−1(σ(Λ)). (9)
Recall that for a simple root α the Demazure module Vwσ(Λ) is stable for the associated
subalgebra sl2(α) if and only if sαwσ ≤ wσ mod WΛ in the (extended) Bruhat order. In
particular, Vwσ(Λ) is a g–module if and only if siwσ ≤ wσ mod W
aff
Λ for all i = 1, . . . , n.
We are mainly interested in Demazure modules associated to the weight ℓΛ0 for ℓ ≥ 1.
In this case W affΛ =W , so W˜
aff/W = L. The Demazure module Vtν(µ∨)(Λ0) is a g–module
if and only if µ∨ is an anti-dominant coweight, or, in other words, µ∨ = −λ∨ for some
dominant coweight. Since we will mainly work with these g–stable Demazure modules,
to simplify the notation, we write in the following
D(ℓ, λ∨) for Vt
−ν(λ∨
∗
)
(ℓΛ0) (10)
where λ∨∗ = −w0(λ
∨), the dual coweight of λ∨. This notation is justified by the fact
that D(ℓ, λ∨) is, considered as g-module, far from being irreducible, but this g-module
still has a unique maximal highest weight: ℓν(λ∨), i.e., if V (µ) is an irreducible g-module
of highest weight µ and Hom (V (µ), D(ℓ, λ)) 6= 0, then necessarily we have ℓν(λ∨) − µ
is a non-negative sum of positive roots. For more details on the g-module structure of
D(ℓ, λ∨) see also Theorem 2 respectively [19].
2.3 Properties of Demazure modules
A description of Demazure modules in terms of generators and relations has been given
by Joseph [23] (semisimple Lie algebras, characteristic zero) and Polo [39] (semisimple Lie
algebras, characteristic free), and Mathieu [33] (symmetrizable Kac–Moody algebras). We
give here a reformulation for the affine case.
Theorem 1 ([33]). Let Λ ∈ P̂+ and let w be an element of the affine Weyl group of
ĝ. The Demazure module Vw(Λ) is as a U(b̂)-module isomorphic to the following cyclic
module, generated by v 6= 0 with the following relations: for all positive roots β of g we
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have
(Xβ ⊗ t
s)kβ+1.v = 0 where s ≥ 0, kβ = max{0,−〈w(Λ), (β + sδ)
∨〉}
(X−β ⊗ t
s)kβ+1.v = 0 where s > 0, kβ = max{0,−〈w(Λ), (−β + sδ)
∨〉}
(h⊗ ts).v = 0 ∀h ∈ h, s > 0,
(h⊗ 1).v = w(Λ)(h)v ∀h ∈ h, d.v = w(Λ)(d).v, K.v = level(Λ)v
Let λ∨ ∈ Pˇ+ be a dominant coweight. We reformulate now the description of the
Demazure modules above for the Demazure modules D(ℓ, λ∨) we are interested in.
Corollary 1. As a module for the current algebra Cg, D(ℓ, λ∨) is isomorphic to the cyclic
Cg–module generated by a vector v subject to the following relations:
n+ ⊗ C[t].v = 0 , h⊗ tC[t].v = 0 , h.v = ℓν(λ∨)(h)v for all h ∈ h,
and for all positive roots β ∈ Φ+ one has
(X−β ⊗ t
s)kβ+1.v = 0 where s ≥ 0 and kβ = ℓmax{0,−〈Λ0 + ν(λ
∨), (−β + sδ)∨〉} (11)
Proof. Denote by M the cyclic U(Cg)–module obtained by the relations above. Recall
(see (8)) that tν(λ∨)(ℓΛ0) = ℓΛ0 + ℓν(λ
∨) and set µ = tν(λ∨)(ℓΛ0). Write tν(λ∨) = wσ
where w ∈ W aff and σ ∈ Σ. Set Λ = σ(Λ0), then the highest weight ĝ-module V (ℓΛ) has
a unique line of ĥ–eigenvectors of weight µ, let vµ be a generator. Fix also a generator
vw0(µ) of weight w0(µ). Restricted to the current algebra, we have µ|h = ℓν(λ
∨). The
submodule U(Cg).vµ of V (ℓΛ) is the Demazure module D(ℓ, λ
∨) because:
D(ℓ, λ∨) = Vt
−ν(λ∨
∗
)
(ℓΛ0) = U(n̂) · vw0(µ) = U(Cg).vµ.
Since vµ is an extremal weight vector, using sl2-representation theory one verifies easily
that vµ satisfies the relations above. For example, if the root is of the form β + sδ, where
s ≥ 0 and β ∈ Φ+ is a positive root, then the corresponding coroot is of the form β∨+s′K,
s′ ≥ 0. It follows that
〈ℓΛ0 + ℓν(λ
∨), β∨ + s′K〉 = ℓs′ + 〈ℓν(λ∨), β∨〉 ≥ 0,
and hence (n+ ⊗C[t])vµ = 0. So we have an obvious surjective Cg–equivariant morphism
M −→ D(ℓ, λ∨), which maps the cyclic generator v to the cyclic generator vµ.
To prove that this map is an isomorphism it suffices to prove: dimM ≤ dimD(ℓ, λ∨).
The module M is not trivial by the above, and the generator v ∈ M is a highest weight
vector for the Lie subalgebra g ⊂ Cg. In fact, the relations imply that the g-submodule
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U(g).v ⊆M is an irreducible, finite dimensional highest weight g-module V (ℓν(λ∨)) ⊆ M .
So we may replace for convenience the generator v by a generator v′ ∈ V (ℓν(λ∨)) of
weight w0(ℓν(λ
∨)), i.e., we replace a g-highest weight vector by a g-lowest weight vector.
By construction, the following relations hold:
1) (X+β ⊗ t
s)kβ+1.v′ = 0 where s ≥ 0; kβ = ℓmax{0,−〈Λ0 + w0(ν(λ
∨)), (β + sδ)∨〉}
2) (h⊗ 1).v′ = ℓν(w0(λ
∨))(h)v′ where h ∈ h.
3) h⊗ tC[t].v′ = 0 4) n− ⊗ C[t].v′ = 0
Now in 4) we have roots of the form −β + sδ, where β is a positive root and s ≥ 0. It
follows
〈Λ0 + w0(ν(λ
∨)),−β∨ + s′K〉 = s′ + 〈−w0(ν(λ
∨)), β∨〉 ≥ 0,
so we can reformulate 4) in the following way:
4′) (X−β ⊗ t
s)kβ+1.v′ = 0 where s ≥ 0 ; kβ = ℓmax{0,−〈Λ0 + w0(ν(λ
∨)), (−β + sδ)∨〉}
Now 4) implies M = U(g ⊗ C[t]).v′ = U(Ib).v
′, and 1), 2), 3), 4′) show that the cyclic
generator v′ for M as U(Ib)–module satisfies the same relations as the generator for the
Demazure module D(ℓ, λ∨). Hence we have a surjective U(Ib)–module homomorphism
D(ℓ, λ∨)→M , which finishes the proof. •
Remark 6. We can easily extend the defining relations in Corollary 1 to an action of
g⊗ C[t]⊕ CK by letting K act by ℓ, the level of ℓΛ0. This follows immediately from (1)
since in the current algebra there are no elements of the form x⊗ t−s, s > 0.
The g–module structure of these special Demazure modules has been investigated in
[19]: let λ∨ = λ∨1 + . . .+ λ
∨
r be a sum of dominant integral coweights for g and let ℓ ∈ N.
Theorem 2 ([19]). As g-modules the following are isomorphic
D(ℓ, λ∨) ≃ D(ℓ, λ∨1 )⊗ . . .⊗D(ℓ, λ
∨
r )
In this paper we will extend this isomorphism to an isomorphism of Cg-modules by
replacing the tensor product by the fusion product.
2.4 Weyl modules for the loop algebra
The Weyl modules for the loop algebra Lg have been introduced in [11]. These modules
are classified by n-tuples of polynomials π = (π1, . . . , πn) with constant term 1, and they
have the following universal property: every finite dimensional cyclic Lg highest weight
module generated by a one-dimensional highest weight space is a quotient of some W (π)
(for a more precise formulation see [11]). So these can be considered as maximal finite
dimensional cyclic representations in this class. A special class of tuples of polynomials
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is defined as follows: fix λ =
∑n
j=1mjωj a dominant integral weight for g and a nonzero
complex number a ∈ C∗, and set
πλ,a = ((1− au)
m1, . . . , (1− au)mn). (12)
The Weyl modules W (πλ,a) are of special interest because
1. it has been shown in [11] that a Weyl moduleW (π) is isomorphic to a tensor product⊗
j W (πλj ,aj ) of Weyl modules corresponding to this special class of polynomials.
2. the defining relations for the Weyl module W (πλ,a) reduce to (see [7]): W (πλ,a) is
the cyclic module generated by an element wλ,a, subject to the relations
(n+ ⊗ C[t, t−1])wλ,a = 0, (h⊗ t
s)wλ,a = a
sλ(h)wλ,a, (x
−
αi
⊗ 1)mi+1wλ,a = 0
for all h ∈ h, 1 ≤ i ≤ n, s ∈ Z.
In the following we denote by λπ =
∑
i deg πiωi the weight associated to a n-tuple of
polynomials π.
2.5 Weyl modules for the current algebra
Let λ =
∑
miωi be a dominant weight for g. A class of Weyl modules W (λ) has also
been introduced for the current algebra. In terms of generators and relations one has:
Definition 2. Let λ be a dominant integral weight of g, λ =
∑
miωi. Denote by W (λ)
the Cg-module generated by an element v with the relations:
n+ ⊗ C[t].v = 0 , h⊗ tC[t].v = 0 , h.v = λ(h).v , (x−αi ⊗ 1)
mi+1.v = 0
for all h ∈ h and all simple roots αi. This module is called the Weyl module for Cg
associated to λ ∈ P+.
The same proofs as those in [11] show that W (λ) exists, is finite dimensional and has
the same universal property (see also [8] and [7]).
Remark 7. It follows easily that for all positive roots β the following relation holds in
W (λ):
(X−β ⊗ 1)
kβ+1.v = 0 for kβ = λ(β
∨).
For a ∈ C∗ consider the Lie algebra homomorphism ϕa defined as follows:
ϕa : Cg −→ Cg, x⊗ t
m 7→ x⊗ (t + a)m.
Now W (πλ,a) is module for the loop algebra and hence by restriction also a module for
the current algebra. It has been shown in [11, 8] that the twisted Cg-module
ϕa
∗(W (πλ,a)), where the action is defined by (x⊗ t
m) ◦ϕa w = (x⊗ (t− a)
m)w
is a cyclic Cg-module satisfying the relations in Definition 2, so:
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Lemma 1. As a Cg-module, ϕa
∗W (πλ,a) is a quotient of W (λ).
In [16] the so called higher level Weyl modules were introduced:
Definition 3. Let W be a cyclic Cg-module, with fixed generator w. We denote by W [k]
the Cg submodule of W⊗k generated by w⊗k.
For a dominant integral weight λ let W (λ) be the Weyl module for the current algebra.
The Weyl module of level k corresponding to λ is defined as
W (λ)[k]
Remark 8. Let Vw(Λ) denote the Demazure submodule in the irreducible highest weight
ĝ-module V (Λ) corresponding to the Weyl group element w. Then
Vw(Λ)
[k] = Vw(kΛ)
Remark 9. [16] Let V,W be cyclic Cg-modules, and suppose that V is a quotient of W .
Then V [k] is a quotient of W [k].
2.6 Fusion products for the current algebra
In this section we recall some facts on tensor products and fusion products of cyclic Cg-
modules. Let W be Cg-module and let a be a complex number. Let Wa be the Cg-module
defined by the pullback ϕ∗aW , so x⊗ t
s acts as x⊗ (t− a)s. The following is well known:
Lemma 2 ([17]). Let W 1, . . . ,W r be cyclic graded, finite-dimensional Cg-modules with
cyclic vectors w1, . . . , wr and let C = {c1, . . . , cr} be pairwise distinct complex numbers.
Then w1 ⊗ . . .⊗ wr generates W
1
c1
⊗ . . .⊗W rcr .
The Lie algebra Cg has a natural grading and an associated natural filtration F •(Cg),
where F s(g ⊗ C[t]) is defined to be the subspace of g-valued polynomials with degree
smaller or equal s. One has an induced filtration also on the enveloping algebra U(Cg).
Let now W be a cyclic module and let w be a cyclic vector for W . Denote by Ws the
subspace spanned by the vectors of the form g.w, where g ∈ F s(U(Cg)), and denote the
associated graded Cg–module by gr(W )
gr(W ) =
⊕
i≥0
Ws/Ws−1 where W−1 = 0.
As g-modules, W and gr(W ) are naturally isomorphic, but in general not as Cg-modules.
Definition 4 ([17]). Let W i and ci as above in Lemma 2 . The Cg-module
W 1 ∗ . . . ∗W r := grC(W
1
c1
⊗ . . .⊗W rcr)
is called the fusion product.
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Remark 10. It would be more appropriate to write W 1c1 ∗ . . .∗W
r
cr
for the fusion product,
since a priori the structure of the fusion product depends on the choice of C. It has been
conjectured in fact in [17] that the fusion product a) does not depend on the choice of the
pairwise distinct complex numbers C ∈ Cr, and b) is associative. This has been proved in
the case g = sln for various fusion products. In this paper we will prove the independence
and the associativity property for the fusion product of the Demazure modules D(ℓ, λ),
which justifies the fact that we omit almost always the pairwise distinct complex numbers
in the notation for the fusion product. In [2] it is shown that the fusion product of
Kirillov-Reshetikhin modules of arbitrary levels is independent of the parameters.
Remark 11. The case r = 1 is of course not excluded. For example, let W be a graded
cyclic Cg-module. Let C = {c}, where c ∈ C, then grC(W ) ≃W as Cg-modules.
2.7 Kirillov-Reshetikhin modules
In [6] (see also [9]) for each multiple of a fundamental weight mωi a Cg-module KR(mωi)
has been defined. These modules are called Kirillov-Reshetikhin module because in many
cases (Lie algebras of simply laced type or of classical type, see [6]) they can also be
obtained from the quantum Kirillov-Reshetikhin module by specialization and restriction
to the current algebra.
Definition 5. Let KR(mωi) be the Cg-module generated by a vector v 6= 0 with relations
(n+ ⊗ C[t]).v = 0 , (h⊗ tC[t]).v = 0 , hv = mωi(h) , h ∈ h (13)
(X−αi)
m+1v = (X−αi ⊗ t)v = 0 and (X
−
αj
)v = 0 for j 6= i. (14)
2.8 Quantum Weyl modules
Let Uq(Lg) be the quantum loop algebra over C(q), q an indeterminate, associated to
g (see [14]). As in the classical case, one can associate finite-dimensional modules of
Uq(Lg) to n-tuples of polynomials πq with constant term 1 and coefficients in C(q) (see
[11]). These modules are called quantum Weyl modules. Again, the following universal
property holds: every highest weight module generated by a one-dimensional highest
weight space is a quotient of Wq(πq) for some n-tuple πq (see [11]). Each such module has
a unique irreducible quotient which we denote by Vq(πq).
For such a n-tuple πq = (πq,1, . . . , πq,n) set λπq =
∑
i deg πq,iωi, and let πq,ωi,1 be defined
as in the classical case.
The connection with Demazure modules is given by a theorem due to Kashiwara. We
state the theorem only for the simply laced type, but it holds in much more generality.
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Theorem 3 ([25]). Let g be a simple Lie algebra of simply laced type, then
dimWq(πq,ωi,1) = dimDq(1, ω
∨
i )
and Wq(πq,ωi,1) is irreducible.
Remark 12. The classical Demazure module Vw(Λ) (resp. D(m, λ
∨)) is the q → 1 limit
of the quantized Demazure module Vq,w(Λ) (resp. Dq(m, λ
∨)).
Definition 6. The n-tuple πq is called integral if all coefficients are in A, and if the
coefficient of the highest degree term is in C∗qZ.
Let UA(Lg) be the A subalgebra defined in [11]. It has been shown in [11] that for an
integral n-tuple πq the corresponding quantum Weyl module Wq(πq) admits a UA(Lg)-
stable A-lattice WA(πq) ⊂Wq(πq).
Further, let C1 be the A-module with q acting by 1, then U(Lg) is a quotient of
UA(Lg)⊗ C1, and Wq(πq) := WA(πq)⊗ C1 becomes in a natural way a U(Lg)-module.
Let πq be the n-tuple of polynomials obtained by setting q = 1, so the coefficients are
in C. The universality property of the Weyl modules implies [11]:
Lemma 3. If πq is integral, then the U(Lg)-module Wq(πq) is a quotient of the classical
Weyl module W (πq).
Actually, as outlined in the introduction, using results from global basis theory one
can show that one has equality in the lemma above. But we need in the following only
this weaker formulation.
It was already pointed out in [12] that the cyclicity result of Kashiwara ([25], Theorem
9.1, see [40] for the simply laced case) for twisted tensor products of cyclic modules implies
a lower bound for the dimension:
dimWq(πq) ≥
∏
i
(dimWq(πq,ωi,1))
deg πq,i (15)
3 Connections between the modules
3.1 Quotients
We have some obvious maps between the Weyl modules for the current algebra and certain
Demazure modules.
Lemma 4. Let λ∨ be a dominant integral coweight of g. For all m ≥ 1, the Demazure
module D(m, λ∨) is a quotient of the Weyl module W (mν(λ∨)).
Proof. This follows immediately by comparing the relations for the Weyl module in
Definition 2 and the relations for the Demazure module in Corollary 1 •
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Lemma 5. Let λ∨i , i = 1, . . . , r be dominant integral coweights, let λ
∨ = λ∨1 + . . .+λ
∨
r ,and
let a1, . . . , an be pairwise distinct complex numbers. Then
D(1, λ∨1 )a1 ∗ . . . ∗D(1, λ
∨
r )ar
is a quotient of W (ν(λ∨)).
Proof. Let vi ∈ D(1, λ
∨
j ) be the cyclic generator as in Definition 2 and let ν(λ
∨
i ) =∑
j m
i
jωj, then the following relations hold:
n+ ⊗ C[t].vi = 0 , (h⊗ tC[t])vi = 0; h⊗ 1.vi = ν(λ
∨
i )(h)vi , (x
−
αj
⊗ 1)m
i
j+1.vi = 0
Let ν(λ∨) =
∑
j mjωj, then the following relations for the fusion product follow from the
relations above:
n+ ⊗ C[t].(v
⊗ri=1
i ) = 0 , h⊗ 1.(v
⊗ri=1
i ) = ν(λ
∨)(h)(v
⊗ri=1
i ) , (x
−
αj
⊗ 1)m
i
j+1.(v
⊗ri=1
i ) = 0.
To see that all the relations of the Weyl module are satisfied in the fusion product, it
remains to show that h⊗ tC[t] annihilates v1⊗ . . .⊗ vr. So (recall that (h⊗ t
k).vi = 0 for
k > 0) we have for n ≥ 1:
(h⊗ tn).v1 ⊗ . . .⊗ vr =
∑
i
v1 ⊗ . . .⊗ (h⊗ (t+ cj)
n)vi ⊗ . . .⊗ vr
=
∑
j
cnj ν(λ
∨
j )(h)v1 ⊗ . . .⊗ vr
= (
∑
j
cnj ν(λ
∨
j )(h))v1 ⊗ . . .⊗ vr
By definition, this an element in the n-th part of the filtration, but obviously the vector
v1 ⊗ . . . ⊗ vr in also 0-th part of the filtration. Hence in the fusion product we have
(h⊗ tn).v1⊗ . . .⊗ vr = 0 for n ≥ 1. It follows: (h⊗ tC[t]).v1⊗ . . .⊗ vr = 0, which finishes
the proof. •
3.2 KR-modules
Theorem 4. For a fundamental coweight ω∨i let di such that diωi = ν(ω
∨
i ). The Kirillov-
Reshetikhin module KR(dimωi) is, as Cg-module isomorphic to the Demazure module
D(m,ω∨i ). In particular, in the simply laced case (i.e., the root system is of type An, Dn, En)
all Kirillov-Reshetikhin modules are Demazure modules.
Remark 13. The fact that D(m,ω∨i ) is a quotient of a Kirillov-Reshetikhin module has
been already pointed out in [9]. In the same paper Chari and Moura have shown that
D(m,ω∨i ) isomorphic to KR(dimωi) for all classical groups using character calculations.
Our proof is independent of these results, and holds for all types, and gives an alternative
proof of the fact that these modules are finite dimensional.
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Proof. The fact that D(m,ω∨i ) is a quotient of KR(dimωi) is obvious by comparing the
relations of the KR modules with the relations of the Demazure module from Corollary 1.
To show that the KR-modules above are quotients of Demazure modules, it remains
to verify that the relations (14) above imply the relations (11) in Corollary 1. So let β be
a positive root, set α = αi, d = di and ω = ωi. Note that [h⊗t
k, X−β ⊗t
ℓ] = β(h)X−β ⊗t
ℓ+k
implies:
(X−β ⊗ t
s).v = 0 ⇒ (X−β ⊗ t
r).v = 0 ∀r ≥ s. (16)
The fact that (11) holds for the elements X−β follows by sl2-theory. If 〈ω, β
∨〉 = 0, then
(11) holds for all elements X−β ⊗ t
s, s ≥ 0, by (16).
Assume now 〈ω, β∨〉 > 0 and consider an element of the form X−β ⊗ t
s for some s ≥ 1.
Let γ 6= α be a simple root, to verify the relation for X−β ⊗ t
s is equivalent to verify it
for X−
sγ(β)
⊗ ts. By replacing β by sγ(β) if 〈β, γ
∨〉 > 0, without loss of generality we may
assume that either β = α, in which case the relations are satisfied, or β 6= α and α is the
only simple root such that 〈β, α∨〉 > 0.
We have 〈β, α∨〉 = j, j = 1, 2, 3. So β ′ = sα(β) = β − jα and, if t ≥ j, then, up to a
scalar,
X−β ⊗ t
s = [X−α ⊗ t, [..., [X
−
α ⊗ t, X
−
β′ ⊗ t
s−j]...].
Except for the case where α, β ′ are two short roots in a root system of type G2, the
elements X−α ⊗ t, X
−
β′ ⊗ t
s−j generate the nilpotent part of a Lie algebra of type A2, B2 or
G2.
We consider first the case α, β ′ are short roots in a root system of type G2. Let γ be the
long simple root, then β ′ = γ+α and β = γ+2α = ω. We have X−γ v = 0, (X
−
α ⊗ t)v = 0
and hence (X−β′⊗t)v = [X
−
γ , X
−
α ⊗t]v = 0. In the same way one concludes (X
−
β ⊗t
2)v = 0.
Now using the commutation relations, one sees that Xβ.((X
−
β ⊗ t)
k.v) = 0 for all k ≥ 0.
So if (X−β ⊗ t)
k.v 6= 0, then this a highest weight vector for the Lie algebra generated by
Xβ and X
−
β , and hence (X
−
β ⊗ t)
3m+1.v = 0. It follows that the elements X−β′⊗ t
s, X−β ⊗ t
s,
s ≥ 0, satisfy in this case the relations for the Demazure module D(m,ω∨).
Suppose now α, β ′ form a basis of a root system of type X2, X = A, B, G. Using the
higher order Serre relations (see for example [29], Corollary 7.1.7), one sees by induction
that (X−α ⊗ t).v = 0 implies for some constant c ∈ C:
(X−β ⊗ t
s)m.v = ([X−α ⊗ t, [..., [X
−
α ⊗ t, X
−
β′ ⊗ t
s−j]...])m.v
= c · (X−α ⊗ t)
jm(X−β′ ⊗ t
s−j)m.v
Now if X−β′ ⊗ t
s−j satisfies the relations for the Demazure module in (11), then so does
X−β ⊗ t
s.
In the simply laced case this finishes the proof since the arguments above provide an
inductive method reducing the verification of the relations to the case either β = α or
s = 0, and in both cases we know already that the relations hold. In the case g is of type
Bn, Cn or F4, the procedure reduces the proof to the cases 1) β = α, 2) s = 0 (now in
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these two cases the proof is finished), or 3) β is a long root, α is a simple short root and
〈β, α∨〉 = 2. In this case the relations have to be verified for the root vector X−β ⊗ t.
Now except for one case (in type F4) the pair (α, β
′ = β−2α) is such that ω(β ′∨) = 0,
so X−β′.v = 0 and hence (X
−
β ⊗ t
2).v = 0. Now as above, using the commutation relations
one sees that Xβ(X
−
β ⊗ t)
k.v = 0 for all k, so if (X−β ⊗ t)
k.v 6= 0, then this is a highest
weight vector for the Lie subalgebra generated by X±β . It follows (X
−
β ⊗ t)
m+1.v = 0, and
hence X−β ⊗ t satisfies the relations for the Demazure module.
In the remaining case in type F4 (using reflections by simple roots γ 6= α) it suffices to
consider the pair where α = α3 and β = α1+2α2+4α3+2α4 (notation as in [4]). Now β
′
is a positive root for which we already know that the relations for the Demazure module
hold. (Using simple reflections sγ , γ 6= α, to verify the relations for β
′ is equivalent to
verify them for α2 + 2α3, this is a positive root of the type discussed above). One has
ω(β ′∨) = 2, so (X−β′⊗t
2).v = 0, (X−β′⊗t)
m+1.v = 0 and (X−β′)
2m+1.v = 0, and the induction
procedure shows (X−β ⊗t
4).v = 0, (X−β ⊗t
3)m+1.v = 0 and (X−β ⊗t
2)2m+1.v = 0. It remains
to show that (X−β ⊗ t)
3m+1.v = 0. Suppose u = (X−β ⊗ t)
3m+1.v 6= 0, then, by sl2-theory,
X2m+2β u 6= 0. Now using the commutation relations, a simple induction procedure shows
that Xnβ (X
−
β ⊗ t)
3m+1.v is a linear combination of terms of the form
(X−β ⊗ t)
3m+1−2n+j(X−β ⊗ t
2)n−2j(X−β ⊗ t
3)jv.
For n = 2m+ 2 one has j ≥ m+ 2, and hence all the terms vanish. It follows u = 0.
Now for g of type G2 the induction procedure (respectively the arguments above for the
two short roots) reduce the proof of the relations to the cases of the root vectors X−β ⊗ t
and X−β ⊗ t
2. Here α is the short simple root, β ′ is the long simple root and β = sα(β
′).
Since (X−β )
3m+1v = 0 and (X−β ⊗ t
3).v = 0, the commutation relations as above show that
Xm+2β (X
−
β ⊗ t)
2m+1v = 0 and hence, by sl2-theory, (X
−
β ⊗ t)
2m+1v = 0.
Note that the root vectors X−β and X
−
β−α commute. Since (X
−
β−α ⊗ t
2)v = 0, we see
that Xα(X
−
β ⊗ t
2)k.v = 0 for all k ≥ 0. So if (X−β ⊗ t
2)k.v is nonzero, then this is a highest
weight vector for the Lie subalgebra generated by X±α . Since 〈3mω− kβ, α
∨〉 = 3m− 3k,
it follows that (X−β ⊗ t
2)m+1v = 0. •
3.3 The sl2-case
Before we come to the proof of the main results, let us recall the case g = sl2. Note that
for sl2 we have ν(λ
∨) = λ = λ∗. Recall:
Theorem 5 ([11]). Let λ = mω, then dim W (λ) = 2m.
As immediate consequence one obtains (already proved in [11], see also [7]):
Theorem 6. For g = sl2 one has W (λ) ≃ D(1, λ) as Cg-modules.
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Proof. The Demazure module is a quotient of the Weyl module, and by [19] and the
theorem above one knows that dimD(1, λ) = (dim D(1, ω))m = 2m = dimW (λ). •
3.4 The simply-laced case
In this section let g be a simple simply laced Lie algebra, so g is of type An, Dn or En.
Note that in this case ν(λ∨) = λ. We are now ready to prove
Theorem 7. Let g be simply laced. Let λ∨ ∈ Pˇ+ be a dominant integral coweight for g.
The Cg-Weyl module W (λ) is isomorphic to the Demazure module D(1, λ∨).
Remark 14. In [7] the result has been proved for sln by showing that the dimension
conjecture of [11] is true for the classical Weyl module for g = sln. Our approach is
different and uses the relations defining a Demazure module. On the other hand, we
obtain a proof of the dimension conjecture of [11] for the simply laced case by combining
the result above with Theorem 2, see Proposition 1.
Proof. We know already that the Demazure module is a quotient of the Weyl module. By
comparing the defining relations in Corollary 1 and in Definition 2, we see that to prove
that this map is an isomorphism, it is sufficient to show for the Weyl modules that the
following set of relations hold: for all positive roots β ∈ Φ+ and all s ≥ 0 one has
(X−β ⊗ t
s)kβ+1.v = 0 where s ≥ 0 and kβ = max{0,−〈Λ0 + ν(λ
∨), (−β + sδ)∨〉} (17)
Let β be a positive root of g, let s ∈ N be a nonnegative integer and set
k = max {0, λ(β∨)− s}.
Let wλ ∈ W (λ) be a generator of weight λ. To prove (17), we have to show
(X−β ⊗ t
s)k+1.wλ = 0.
Let slβ be the Lie subalgebra generated by X
−
β , Xβ, β
∨. Let V be the slβ⊗C[t]-submodule
ofW (λ) generated by wλ, i.e., V = U(slβ⊗C[t]).wλ. Then V satisfies obviously the defin-
ing relations for the slβ⊗C[t]-Weyl module Wβ(λ(β
∨)) (see Remark 7), so V is a quotient
of this Weyl module Wβ(λ(β
∨)). By Theorem 6 we know for the current algebra slβ⊗C[t]
that the Weyl module Wβ(λ(β
∨)) is the same as the Demazure module Dβ(1, λ(β
∨)).
In particular, the defining relations of Dβ(1, λ(β
∨)) hold for the corresponding gener-
ator of Wβ(λ(β
∨)), and hence also for the corresponding generator of V . It follows:
(X−β ⊗ t
s)k+1.wλ = 0. •
The following proposition is an immediate consequence of Theorem 2 and 7.
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Proposition 1. Let g be a simple, simply laced Lie algebra and let λ∨ =
∑
miω
∨
i be a
dominant integral coweight. The dimension of W (λ) is
dimW (λ) =
∏
(dimW (ωi))
mi =
∏
(dimD(1, ω∨i ))
mi
We can now describe the current algebra module ϕ∗a(W (πλ,a)) obtained as a pull back
from the Weyl module for the loop algebra. Here λ =
∑
miωi and πλ,a is the n-tuple of
polynomials as in section 2.4.
Proposition 2. Let λ be a dominant, integral weight for g of simply laced type. Then
ϕ∗a(W (πλ,a)) ≃W (λ)
Proof. We know that ϕ∗a(W (πλ,a)) is a quotient of W (λ), so it suffices to show that
dimW (πλ,a) ≥ dimW (λ). We have already seen that the specialization Wq(πq,λ,a) at
q = 1 of a quantumWeyl module is a quotient of the Weyl moduleW (πλ,a) (see Lemma 3).
By Theorem 3, the inequality (15) and Proposition 1 it follows hence:
dimW (πλ,a) ≥ dimWq(πq,λ,a) ≥
∏
(dimWq(πq,ωi,1))
mi
=
∏
(dimD(1, ω∨i ))
mi =
∏
(dimW (ωi))
mi = dimW (λ).
•
As an immediate and simple consequence we see:
Corollary 2. Let g be a simple Lie algebra of simply laced type, let λ be a dominant
weight (for g), let π (resp. πq) be an n-tuple of polynomials in C[u] (resp. in C(q)[u])
with constant term 1 such that λ = λπ = λπq .
1. dimW (λ) = dimW (π) = dimWq(πq) = dimD(1, λ
∨) =
∏
i(dimW (ωi))
mi
2. If πq is integral, then Wq(πq) ≃W (πq) as U(Lg)-modules.
3. The quantum Weyl module Wq(π) is irreducible (note, the πi have complex coeffi-
cients), and its specialization at q = 1 is the Weyl module W (π) for the classical
loop algebra.
Remark 15. This proof of the dimension conjecture (in the simply laced case) can be
seen as a more elementary alternative to the proof outlined in the introduction using
results from global basis theory.
Proof. The first claim follows from Theorem 7, Proposition 1, Proposition 2, the ten-
sor product decomposition property (see section 2.4) and the specialization arguments
outlined in [12] (see section 2.8).
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Now 2) is an immediate consequence of 1). To prove 3), let maj be the multiplicity of
the root aj ∈ C∗ of the polynomial πj(u). The tensor product Wq =
⊗
j,aj Wq(ωj, a
j)⊗maj
over all j and all roots aj of πj(u) is irreducible by Theorem 9.2, [26], it is again a highest
weight module associated to the right n-tuple of polynomials, and has the right dimension
by 1), so it follows Wq = Wq(π). The rest of the claim follows from 2). •
We can now also prove the first step of Conjecture 1 in [19] for g of simply laced type.
In the case of a multiple of a fundamental weight, this provides a method to reconstruct
the KR-module structure for U(Lg) from the U(Cg)-structure on the Demazure module.
Corollary 3. Let D(m, λ∨) be a Demazure module of level m, corresponding to λ∨. Then
D(m, λ∨) can be equipped with the structure of a U(Lg ⊕ CK)-module such that the g-
module structure of D(m, λ∨) coming from the construction of the Demazure module and
the g-module structure of D(m, λ∨) obtained by the restriction of the U(Lg⊕CK)-module
structure coincide.
Proof. As a Cg-module, D(m, λ∨) is a quotient of W (mλ) (Lemma 4). Let N(mλ) be
the kernel of the map, so D(m, λ∨) ≃W (mλ)/N(mλ) as Cg-modules. By Corollary 2, we
know that W (mλ) is isomorphic to ϕ∗1W (πmλ,1) as module for the current algebra.
Let N1(mλ) = ϕ
∗
−1N(mλ) be the submodule of W (πmλ,1) corresponding to N(mλ).
Using [8], Proposition 3.3 (see also [11]), one can show that x ⊗ t−s operates as a linear
combination of elements of U(Cg) on W (πmλ,1). So a U(Cg)-submodule of W (πmλ,1) is
actually a U(Lg)-submodule. Since K is central (and operates trivially), we conclude
that N1(mλ) is a U(Lg⊕ CK)-submodule of W (πmλ,1).
So the quotient W (πmλ,1)/N1(mλ) is a U(Lg ⊕ CK)-module, isomorphic to the De-
mazure module D(m, λ∨) as vector space. Further, since ϕ∗ does not change the g-
structure of a Cg-module, we see that the g-module structure on D(m, λ∨) and on the
quotient W (πmλ,1)/N1(mλ) are identical. •
We conjecture that the corresponding statement also holds for the quantum algebras
and that the module admits a crystal basis as Uq(Lg)-module. Its crystal graph should be
obtained from the crystal graph of the quantum Demazure module just by adding certain
arrows with label zero.
In the level 1 case we know that we can identify Wq(πq,λ,1) with Dq(1, λ). To compare
the crystals, let Pcl = P/Zδ be the quotient of the weight lattice by the imaginary root
and let ψ : P ⊗Z R → Pcl ⊗Z R be the projection of the associated real spaces. For a
weight ν let πν : [0, 1]→ P ⊗Z R, t 7→ tν, be the straight line path joining the origin with
ν, and let ψ(πν) be the image of the path in Pcl ⊗Z R.
Proposition 3. The crystal graph of Dq(1, λ) is obtained from the crystal graph of
Wq(πq,λ,1) by omitting certain arrows with label zero. More precisely, let B(λ)cl be the
path model for Wq(πq,λ,1) described in [38], then the crystal graph of the Demazure module
is isomorphic to the graph of the concatenation ψ(πΛ0) ∗B(λ)cl.
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Proof. Write t−λ∗ as wσ, so Dq(1, λ) is the Demazure submodule Vq,w(σ(Λ0)). The path
model theory (see [31]) is independent of the choice of an initial path, we are going
to choose an appropriate path. Instead of the straight line πσ(Λ0) joining 0 and σ(Λ0),
consider the two straight line paths πΛ0 and π−λ∗ joining the origin with Λ0 respectively
−λ∗ in P ⊗Z R. Let η = πΛ0 ∗ π−λ∗ be the concatenation of these two and denote by
B(η) the set of paths generated by applying the root operators to η. By [31], section 6,
η is linked for arbitrary L to the straight line path πΛ0−λ∗ , which is an LS-path of shape
σ(Λ0). It follows that the two path models are isomorphic, and hence: a) the crystal
associated to the set of paths B(η) is isomorphic to the crystal of Vq(σ(Λ0)), and b) in
B(η) there exists a unique path π0 contained in the dominant Weyl chamber and ending
in σ(Λ0). Denote by B(η)cl the image of this set of paths under the projection ψ. The
root operators eα, fα, α a simple root for ĝ, are still well defined on paths in Pcl ⊗Z R
since δ vanishes on all coroots. In fact, the operators commutes with the map ψ. So the
uniqueness of η (as path contained in the dominant Weyl chamber) implies that ψ induces
a bijection between the crystals B(η) and B(η)cl.
Let B(λ) be the set of all LS-paths of shape λ and denote by B(λ)cl the image of this
set under the projection ψ. Combining part 3 of the theorem above with the result of
Naito and Sagaki in [38], we see that B(λ)cl is a combinatorial model for the crystal of
the Weyl module Wq(πq,λ,1). The concatenation ψ(πΛ0) ∗B(λ)cl in Pcl⊗ZR provides a set
of paths stable under all root operators eα, α a simple root, and fαi , i = 1, . . . , n.
To describe in B(η)cl the set of path corresponding to the Demazure module D(1, λ),
recall that the latter is the union of all paths of the form fn1αj1 · · · f
nt
αjt
π0, where t−λ∗ = wσ.
w = sαj1 · · · sαjt is a reduced decomposition and ni ∈ N. Recall that π0 is of the form
πΛ0 ∗ π
′, where π′ ∈ B(λ). Since we work modulo δ and λ is a level zero weight, eαπ0 = 0
for all simple roots of ĝ means that π′ is a path completely contained in the fundamental
alcove of the root system of g. This path is obtained from the straight line path πλ
by folding it successively back into the alcove (in the same way as in [30], proof of the
PRV-conjecture). Next consider the sequence of turning points.
If λ is regular and generic (i.e., λ 6= mµ for some m ≥ 2, µ ∈ P+), then this are exactly
the points where π0 meets the codimension one faces of the fundamental alcove ∆f , and the
corresponding product of the simple reflections is exactly a reduced decomposition of w′,
where tλ = w
′σ. We get a reduced decomposition of w (recall, t−λ∗ = wσ) by multiplying
the given reduced decompositions with appropriate simple reflection sαi , i ≥ 1. By the
choice of the reduced decomposition above, the paths fn1αj1
· · · fntαjtπ0 are all of the form
ψ(πΛ0) ∗ π
′, where π′ ∈ B(λ).
The same holds also in the general case, only that the turning points are not anymore
associated to just one simple reflection an element of maximal length in a coset W ′/W ′′
of subgroups of W aff . Here W ′,W ′′ are associated to the turning point and the path π0,
for details in terms of galleries see for example [22], Example 4.
So the set of paths in the path crystal of Vq(σ(Λ0)) corresponding to the subcrystal
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of D(1, λ) is a subset of ψ(πΛ0) ∗ B(λ)cl. By the equality of the number of elements, the
two sets have in fact to be equal. •
3.5 Demazure modules as fusion modules
In this section let g be a simple Lie algebra of arbitrary type. So, unless it is explicitly
mentioned, in this section we do not assume that g is necessarily simply laced.
Theorem 8. Let λ∨ =
∑s
i=1 λ
∨
i be a sum of dominant integral coweights and let c1, . . . , cs
be pairwise distinct complex numbers, then
D(1, λ∨) ≃ D(1, λ∨1 ) ∗ . . . ∗D(1, λ
∨
s )
as modules for the current algebras g⊗ C[t].
In the simply laced case we have of course equivalently:
Corollary 4. Let g be a simple simply laced Lie algebra. For λ =
s∑
i=1
λi, λi dominant
integral coweights, and c1, . . . , cs pairwise distinct complex numbers:
W (λ) ≃ W (λ1) ∗ . . . ∗W (λs)
as Cg-modules
Remark 16. For g = sln and the λi, i = 1, . . . , s, all fundamental weights, the theorem
above (and its corollary) was proved by Chari and Loktev in [7].
Corollary 5. Let g be again a simple Lie algebra of arbitrary type and let λ∨ =
∑s
i=1 λ
∨
i
be a sum of dominant integral coweights and let c1, . . . , cs be pairwise distinct complex
numbers, then for all k ≥ 1
D(k, λ∨) ≃ D(k, λ∨1 ) ∗ . . . ∗D(k, λ
∨
s )
as modules for the current algebras g⊗ C[t].
As obvious consequences we have:
Corollary 6. 1. The fusion product of the Demazure modules D(k, λj) is associative
and independent of the choice of the pairwise distinct complex numbers {c1, . . . , cs}.
2. Let di be as in Theorem 4, then KR(mdiωi) is the m-fold fusion product KR(dωi)
∗m.
23
Proof of Corollary 5. It follows from Remark 8 and Theorem 8 that
D(k, λ∨) = D(1, λ∨)[k] ≃ (D(1, λ∨1 ) ∗ . . . ∗D(1, λ
∨
s ))
[k].
By Proposition 2.10 in [16] the latter is a quotient of D(1, λ∨1 )
[k] ∗ . . . ∗ D(k, λ∨s )
[k] =
D(k, λ∨1 )∗ . . .∗D(k, λ
∨
s ). The dimension formula (Theorem 2) implies again that the map
is an isomorphism. •
Proof of Theorem 8. In the simply laced case the result follows immediately from the
equality of Demazure and Weyl modules: the right hand side is a Weyl module by The-
orem 7, and the left hand side is a quotient of this Weyl module by Lemma 5. Now by
Theorem 2 the dimension of both modules is equal, which finishes the proof.
In the general case we need to use the defining equations for Demazure module (see
Corollary 1). In the proof of Lemma 5 we have already seen that the fusion module:
D(1, λ∨1 ) ∗ . . . ∗D(1, λ
∨
r )
is a quotient of the Weyl module and hence satisfies the relations:
n+ ⊗ C[t].(v
⊗ri=1
i ) = 0 , h⊗ 1.(v
⊗ri=1
i ) = ν(λ
∨)(h)(v
⊗ri=1
i ) and h⊗ tC[t](v
⊗ri=1
i ) = 0.
Let now β ∈ Φ+ be a positive root. The following lemma implies that the fusion product
is a quotient of the Demazure module. Since both have the same dimension by Theorem 2,
they are isomorphic, which finishes the proof. •
Lemma 6.
(X−β ⊗ t
s)kβ+1(v
⊗ri=1
i ) = 0 for kβ = max{0, 〈Λ0 + ν(λ
∨), (−β + sδ)∨〉}, (18)
The proof of Lemma 6 is by reduction to the ŝl2–case. Note that in this case we know
already that Theorem 8 and Corollary 5 hold.
We fix first some notation. For a positive root β ∈ Φ+ let Zβ ⊂ ĝ be the Lie subalgebra
generated by the root spaces ĝ±β+sδ, s ∈ Z, the elements in the Cartan subalgebra (±β±
sδ)∨, and the derivation d. Then Zβ is an affine Kac-Moody algebra isomorphic to ŝl2
with Cartan subalgebra ĥβ = 〈β
∨, ǫK, d〉C, where ǫ = (β
∨, β∨)/2 (see equation (5)) is 1 if
β and Θ have the same length, and ǫ = 2 or 3 if β is a short root. Set
n̂±β = n̂
± ∩ Zβ and sl2(β)⊗ C[t] = Zβ ∩ g⊗ C[t]
Write tν(λ∨) = wσ (see equations (9) and (10)), so w ∈ W
aff . Set µ = w(σ(Λ0)) and let
vµ ∈ V (σ(Λ0)) be an extremal weight vector of weight µ. The submoduleM = U(Zβ)vµ ⊂
V (σ(Λ0)) is an irreducible (since vµ is an extremal weight vector) Zβ-submodule, say
M = V β(Ω) is the Zβ-representation of highest weight Ω. The subspace
M(ν(λ∨)) := U(sl2(β)⊗ C[t]).vµ = U(n̂
+
β )sβ(vµ) (19)
24
is then a Demazure module, stable under U(sl2(β)⊗ C[t]). Now V (σ(Λ0)) is a level one
module for ĝ, but the irreducible Zβ-submodule Vβ is a level ǫ-module for the affine Kac-
Moody algebra Zβ ≃ ŝl2 (recall, the canonical central element of Zβ is ǫK). We need the
following more precise statement:
Lemma 7. As sl2(β)⊗C[t]-module, the submodule M(ν(λ
∨)) is isomorphic to D(ǫ,mωβ),
where m = ν(λ∨)(β∨)/ǫ and ωβ denotes the fundamental weight for the Lie algebra sl2(β).
Proof of Lemma 7. The first step is to show that the highest weight Ω is a multiple of
a fundamental weight for Zβ. The only non-trivial case is when Θ and β have different
lengths. We show first that in this case:
ν(λ∨)(β∨) ≡ 0 mod ǫZ. (20)
To prove this, recall that for λ∨ =
∑
imiω
∨
i one has ν(λ
∨) =
∑
imi
ai
a∨i
ωi. If αi is a short
root, then ai
a∨i
= ǫ, so ai
a∨i
ωi(β
∨) ≡ 0 mod ǫZ. Now a case by case consideration shows that
if αi is a long simple root and β is a short positive root, then again
ai
a∨i
ωi(β
∨) ≡ 0 mod ǫZ.
Now sβ(ν(λ
∨)|
ĥβ
) ≡ tη(Ω) mod ZΛ0 ( respectively tη(σ(Ω)) mod ZΛ0) for some sl2(β)-
weight η. Since tη(Ω) = Ω + ǫη respectively tη(σ(Ω)) = σ(Ω) + ǫη, it follows
Ω(β∨) ≡ 0 mod ǫZ respectively σ(Ω)(β∨) ≡ 0 mod ǫZ. (21)
But this is only possible if Ω = ǫΛβ0 or Ω = ǫΛ
β
1 as highest weight for the irreducible Zβ ≃
ŝl2–representation M , and hence M(ν(λ
∨)) ≃ D(ǫ,mωβ) for some m. Since ν(λ∨)(β∨) =
(ǫΛβ0 + ǫmω
β)(β∨), it follows that m = ν(λ∨)(β∨). •
Proof of Lemma 6. For each of the Demazure modules D(1, λ∨i ) denote by M(ν(λ
∨
i ))
the Zβ–Demazure submodule generated by vi, as in (19). By the lemma above we have
M(ν(λ∨i )) ≃ D(ǫ,miω
β), where mi = ν(λ
∨
i )(β
∨)/ǫ. Taking the tensor product, we get an
embedding
M(ν(λ∨1 ))⊗ · · · ⊗M(ν(λ
∨
s )) →֒ D(1, λ
∨
1 )⊗ · · · ⊗D(1, λ
∨
s )
Now the filtration on M(ν(λ∨1 ))⊗ · · · ⊗M(ν(λ
∨
s )) as sl2(β)⊗ C[t]–module is compatible
with the filtration of D(1, λ∨1 )⊗ · · · ⊗D(1, λ
∨
s ) as g⊗ C[t]–module, so we get an induced
map
M(ν(λ∨1 )) ∗ · · · ∗M(ν(λ
∨
s )) −→ D(1, λ
∨
1 ) ∗ · · · ∗D(1, λ
∨
s )
Since we are in the simply laced case, we know by Corollary 5 that the left sl2(β)⊗C[t])-
module is isomorphic toM(ν(λ∨)). By construction, the generator of this module satisfies
the equation (18), and hence also the image v
⊗si=1
i satisfies equation (18).
Remark 17. It is not anymore true that W (ν(λ∨)) ≃ D(1, λ∨). As a counter example
consider g of type C2 and take λ
∨ = ω∨1 . Note that ν(ω
∨
1 ) = 2ω1. By [19], D(1, ω
∨
1 ) has
dimension 11, and by [6], KR(ω1) has dimension 4. The fusion product KR(ω1)∗KR(ω1)
is a quotient of W (2ω1), so dimW (2ω1) ≥ 16 > dimD(1, ω
∨
1 ).
25
We conjecture that Corollary 4 also holds in the non-simply laced case:
Conjecture 1. Let λ =
∑
λi be a sum of dominant integral weights, c1, . . . , cn be pairwise
distinct complex numbers, then
W (λ) ≃W (λ1) ∗ . . . ∗W (λn)
4 Limit constructions
In this section we start with a simple Lie algebra g of arbitrary type. We want to
reconstruct the Cg-module structure of the irreducible highest weight U(ĝ)-module V (lΛ0)
as a direct limit of fusion products of Demazure modules.
In [19] we have given such a construction of the g-module structure of V (lΛ0) as a
semi-infinite tensor product of finite dimensional g-module. In this section we want to
extend this construction to the U(Cg)-module structure by replacing the tensor product
by the fusion product.
We need first a few facts about inclusions of Demazure modules. Set b˜ = h⊕ n̂+⊕CK,
and, as before, we denote by W aff the affine Weyl group. Let Λ be an integral dominant
weight for ĝ. We fix for all w ∈ W aff/W affΛ a generator vw of the line of weight w(Λ) ⊂
V (Λ). Denote Vw(Λ) = U(b̂).vw the Demazure module and let ιw : Vw(Λ) →֒ V (Λ) the
inclusion.
Lemma 8. Let Λ be an integral dominant weight for ĝ. Given w ∈ W aff/W affΛ, there is
a unique (up to scalar multiplication) nontrivial morphism of U(b˜)-modules
Vw(Λ) −→ V (Λ).
In fact, this morphism is, up to scalar multiples, the canonical embedding of the Demazure
module.
Proof. We want to prove that, up to scalar multiples, ιw : Vw(Λ) −→ V (Λ) is the only
nontrivial morphism of U(b˜)-modules. The proof is by induction on the length of w.
For w = id, the Demazure module is one-dimensional. The generator v is killed by
U(n̂+), so its image in V (Λ) is a highest weight vector. But such a vector is unique (up to
scalar multiple) in V (Λ), and hence there exists, up to a scalar multiples, only one such
morphism.
Suppose now ℓ(w) ≥ 1, and let τ = sαw, α a simple root, be such that τ < w, and let
ϕ : Vw(Λ) −→ V (Λ) be a non trivial U(b˜)-equivariant morphism. Let vw be a generator
of the weight space in Vw(Λ) corresponding to the weight w(Λ), and set mα = w(Λ)(α
∨).
Then (xα)
mα.vw 6= 0, but (xα)
mα+1.vw = 0.
Now ϕ is an U(b˜)-morphism, so the image ϕ(vw) ∈ V (Λ) is again an eigenvector for
h⊕CK of weight w(Λ)|h⊕CK. Since V (Λ) is a ĝ-module, sl2-representation theory implies
(xα)
mα .ϕ(vw) 6= 0, and since ϕ is an U(b˜)-morphism, we have (xα)
mα+1.ϕ(vw) = 0.
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Now (xα)
mα .vw is a generator of the Demazure module Vτ (Λ) ⊂ Vw(Λ), so ϕ|Vτ (Λ)
provides a non-trivial U(b˜)-morphism, which by induction can only be a non-zero scalar
multiple of the standard inclusion. Hence (xα)
mα .ϕ(vw) is a non-zero multiple of vτ .
Further, by weight reasoning and sl2-representation theory, it follows that x−αϕ(vw) = 0.
By the usual exchange relation we get
xmα−α(xα)
mαϕ(vw) = cϕ(vw),
for some nonzero complex number c, and hence ϕ(vw) is an extremal weight vector of
weight w(Λ), which finishes the proof. •
Corollary 7. Let τ < w, then there exists (up to scalar multiples) a unique morphism of
U(b˜)-modules Vτ (mΛ0) −→ Vw(mΛ0).
Consider the Demazure module D(m,nΘ) = V−nΘ(mΛ0). We fix a generator w 6= 0
of the unique U(Cg)-fixed line in D(m,Θ). Note (see [19]) that w spans the line of the
highest weight vectors for ĝ in V (mΛ0). By Theorem 8 we have for c1 6= c2 an isomorphism
D(m, (n+ 1)Θ) ≃ D(m,Θ)c2 ∗D(m,nΘ)c1.
We extend this to an isomorphism of U(Cg ⊕ CK)-modules by letting K operate on
D(m, (n+ 1)Θ) by the level m, and letting K act on the second module by 0 on the first
factor and on the second factor by the level m. Define the map
ϕ˜ : D(m,nΘ)c1 −→ D(m,Θ)c2 ⊗D(m,nΘ)c1
by ϕ˜(v) = w⊗ v. This map is an U(Cg)-module morphism because w is U(Cg)-invariant,
which extends, as above, to a U(Cg ⊕ CK)-module morphism.
The map respects the filtrations up to a shift: let v2 ∈ D(m,Θ) be a generator and let
q be minimal such that w⊗v2 ∈ F
q(D(m,Θ)c2⊗D(m,nΘ)c1). By the U(Cg)-equivariance
it follows that
ϕ˜(F j(D(m,nΘ)c1) ⊆ F
j+q(D(m,Θ)c2 ⊗D(m,nΘ)c1)
So we get an induced U(Cg ⊕ CK)-morphism ϕ between the associated graded modules
by ϕ(v) = w ⊗ v. ϕ is nontrivial and so by Corollary 7 it is (up to multiplication by a
scalar) the embedding of Demazure modules ι. We proved:
Lemma 9. The map ϕ : D(m,nΘ) −→ D(m,Θ)c2∗D(m,nΘ)c1 ≃ D(m, (n+1)Θ) induced
by ϕ(v) = w ⊗ v is an embedding of U(b˜)-modules.
One knows that V (mΛ0) = lim
n→∞
D(m,nΘ) as U(Cg)-modules, and also as U(b˜)-modules.
It follows by the above:
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Lemma 10. Let g be a simple Lie algebra.
The following is a commutative diagram of U(Cg)-modules
D(m,nΘ) 
 ι
//
≀

D(m, (n+ 1)Θ)
≀

D(m,nΘ)
ϕ
//
≀

D(m,Θ)cn+1 ∗D(m,nΘ)c
≀

D(m,Θ)cn ∗ . . . ∗D(m,Θ)c1
ϕ
//D(m,Θ)cn+1 ∗D(m,Θ)cn ∗ . . . ∗D(m,Θ)c1
where the down arrows are the isomorphism of Corollary 5
Theorem 9. Let g be a simple Lie algebra. As U(Cg)-module, V (mΛ0) is isomorphic to
the semi-infinite fusion product
V (mΛ0) ≃ lim
n→∞
D(m,Θ) ∗ . . . ∗D(m,Θ)
We expect the following to hold:
Conjecture 2. Let Λ = mΛ0 + λ be a dominant integral weight for ĝ, then V (Λ) and
lim
n→∞
D(m,Θ) ∗ . . . ∗D(m,Θ) ∗ V (λ)
are isomorphic as Cg-modules.
Remark 18. This isomorphism holds for the g-module structure, see [19].
Remark 19. As in [19], the limit construction above works in a much more general
setting. Let D(m,µ∨) be a Demazure module with the property that for some k the
fusion product W = D(m,µ∨) ∗ · · · ∗ D(m,µ∨) ≃ D(m, kµ∨) contains a highest weight
vector of weight mΛ0. Instead of D(m,Θ) one can then use the module W in the direct
limit construction above.
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