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Introduction.
Dans une se´rie d’articles, nous avons e´nonce´ les the´ore`mes qui conduisent a` la stabili-
sation de la partie ge´ome´trique de la formule des traces tordue. Le the´ore`me cle´ est local.
Rappelons-le tre`s sommairement. Le corps de base F est local de caracte´ristique nulle.
On conside`re un groupe re´ductif connexe G de´fini sur F , un espace tordu G˜ sous G et
une classe de cocycle a ∈ H1(WF ;Z(Gˆ)), auquel est associe´ un caracte`re ω de G(F ). On
suppose ω unitaire. Soit M˜ un espace de Levi de G˜. Pour un e´le´ment γ ∈ M˜(F ) qui est
fortement re´gulier dans G˜(F ) et pour une fonction f ∈ C∞c (G˜(F )), on de´finit l’inte´grale
orbitale ponde´re´e ω-e´quivariante IG˜
M˜
(γ, ω, f) (la de´finition exacte ne´cessite d’introduire
des mesures dont nous ne tenons pas compte dans cette introduction). Dans l’article [II],
nous avons de´fini un avatar endoscopique de ce terme, que l’on note IG˜,E
M˜
(γ, ω, f). Le
the´ore`me principal affirme que, pour tous γ et f comme ci-dessus, on a l’e´galite´
IG˜,E
M˜
(γ, ω, f) = IG˜
M˜
(γ, ω, f).
Nous supposons ici que F est non-archime´dien. Sous cette hypothe`se, nous effectuons
le premier pas dans la de´monstration du the´ore`me. Il consiste a` prouver que pour f ∈
C∞c (G˜(F )), il existe une fonction M˜ (f) sur M˜(F ) ve´rifiant la condition suivante. Pour
tout e´le´ment γ ∈ M˜(F ) qui est fortement re´gulier dans G˜(F ), la diffe´rence entre les
deux termes dont nous voulons prouver l’e´galite´ est e´gale a` l’inte´grale orbitale de M˜(f)
au point γ. Cette dernie`re est une inte´grale orbitale sur M˜ , ordinaire c’est-a`-dire non
ponde´re´e, mais tenant e´videmment compte du caracte`re ω. Autrement dit
(1) IM˜(γ, ω, M˜(f)) = I
G˜,E
M˜
(γ, ω, f)− IG˜
M˜
(γ, ω, f).
La suite de la de´monstration consistera a` appliquer la formule des traces dans M˜ a`
cette fonction M˜(f) et a` en de´duire que celle-ci est nulle. Cela de´montrera le the´ore`me
principal. Au point ou` nous en sommes, nous pouvons seulement prouver l’existence
d’une telle fonction M˜ (f). Nous ne pouvons meˆme pas prouver que l’on peut la choisir
localement constante et a` support compact. Nous prouvons toutefois qu’on peut lui
imposer les deux conditions
- il existe un sous-groupe ouvert compact de M(F ) tel que M˜(f) soit biinvariante
par ce sous-groupe ;
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- la restriction de M˜(f) a` toute fibre de l’application usuelle H˜M˜ : M˜(F )→ A˜M˜ (cf.
1.1) est a` support compact.
Ces conditions suffisent pour de´finir les inte´grales orbitales IM˜(γ, ω, M˜(f)). En fait,
nous de´montrons plus que la seconde proprie´te´ ci-dessus : la fonction M˜ (f) est de
Schwartz. Nous de´finissons en 1.7 ce que nous entendons par la` (on trouve dans la
litte´rature d’autres de´finitions des fonctions de Schwartz, qui ne co¨ıncident sans doute
pas avec la noˆtre).
Il y a une restriction a` notre re´sultat. Pour certains triplets (G, G˜, a), on impose
que les inte´grales orbitales ordinaires de f (ω-e´quivariantes) sont nulles en tout point de
la re´union d’un certain ensemble fini de classes de conjugaison (cf. 4.4 pour un e´nonce´
pre´cis).
Notre re´sultat est l’exact analogue dans le cas tordu de la proposition 3.1 de [A1], dont
nous reprenons la preuve. En utilisant les re´sultats sur les germes de Shalika prouve´s en
[II] et [III], il est assez bref de de´montrer que, pour tout e´le´ment semi-simple η ∈ M˜(F ),
il existe une fonction M˜(f) lisse et a` support compact de sorte que (1) soit ve´rifie´ pour γ
au voisinage de η. On a envie ensuite de recoller les fonctions ainsi construites en utilisant
une partition de l’unite´. Mais on ne peut controˆler ni l’uniforme lissite´ de la fonction ainsi
construite, ni sa croissance a` l’infini. On a besoin d’une deuxie`me construction qui, elle,
nous fournit une fonction M˜ (f) qui a les bonnes proprie´tes de lissite´ et de croissance
et qui ve´rifie l’e´galite´ (1), cette fois pour γ hors d’un certain compact. On arrive a` bon
port en utilisant a` la fois les deux constructions. Cette deuxie`me construction utilise des
variantes des inte´grales orbitales ponde´re´es ω-e´quivariantes, que l’on note cIG˜
M˜
(γ, ω, f)
en suivant comme toujours Arthur. La magnifique proprie´te´ de ces termes est que, pour
f fixe´e, ils sont a` support compact en γ, modulo conjugaison. On doit d’abord de´finir
et e´tudier ces termes, ainsi que certaines applications ne´cessaires a` leur de´finition. C’est
l’objet de la section 1. On doit ensuite les stabiliser (section 2) et en de´finir des avatars
endoscopiques (section 3). La de´finition de l’application M˜ et la preuve de ses proprie´te´s
est donne´e dans la dernie`re section.
1 L’application cθM˜
1.1 De´finition de fonctions combinatoires
Dans tout l’article, le corps de base F est local non archime´dien et de caracte´ristique
nulle. On conside`re un triplet (G, G˜, a) de´fini sur F . On suppose que le caracte`re ω
associe´ a` a est unitaire.
Soit M˜ un espace de Levi de G˜. On note Σ(AM˜ ) l’ensemble des racines de AM˜ dans
G. Un e´le´ment α ∈ Σ(AM˜ ) peut eˆtre conside´re´ comme un e´le´ment de A
∗
M˜
. Il lui est
associe´ une coracine αˇ ∈ AM˜ . Sa de´finition pre´cise est un peu arbitraire, l’ensemble
Σ(AM˜ ) n’e´tant pas en ge´ne´ral un syste`me de racines au sens de Bourbaki. Toutefois,
la demi-droite porte´e par αˇ est de´finie sans ambigu¨ıte´ et c’est la seule chose qui nous
importera. Tout sous-espace parabolique P˜ ∈ P(M˜ ) de´termine un sous-ensemble positif
dans Σ(AM˜ ) que l’on note Σ
P˜ (AM˜). On en de´duit des chambres positives
A+
P˜
= {X ∈ AM˜ ;< α,X >> 0 ∀α ∈ Σ
P˜ (AM˜)},
A∗,+
P˜
= {µ ∈ A∗
M˜
;< µ, αˇ >> 0 ∀α ∈ ΣP˜ (AM˜ )}.
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On rappelle que, quand P˜ de´crit P(M˜), les ensembles A+
P˜
de´crivent les composantes
connexes de AM˜ prive´ des hyperplans annule´s par les racines α ∈ Σ(AM˜).
Dans notre situation tordue, il y a un espace affine A˜M˜ sur AM˜ . Rappelons sa
de´finition. On note M(F )1 le noyau de l’application HM˜ : M(F ) → AM˜ et AM˜,F son
image. Notons A˜M˜,F le quotient M(F )
1\M˜(F ). Le groupe AM˜,F agit par translations
sur ce quotient et celui-ci est un espace principal homoge`ne sous cette action. On pose
A˜M˜ = A˜M˜,F ×AM˜,F AM˜ . On note H˜M˜ : M˜(F )→ A˜M˜ l’application naturelle.
Pour tout P˜ ∈ P(M˜), on fixe une fonction ωP˜ : A˜M˜ → [0, 1], soumise aux conditions
suivantes :
(1) pour tout X0 ∈ A˜M˜ , il existe c ∈ R tel que, pour X ∈ A˜M˜ et α ∈ Σ
P˜ (AM˜), la
condition < α,X −X0 >< c entraˆıne ωP˜ (X) = 0 ;
(2)
∑
P˜∈P(M˜) ωP˜ (X) = 1 pour tout X ∈ A˜M˜ .
De telles fonctions existent. Remarquons que ces deux conditions impliquent
(3) pour tout X0 ∈ A˜M˜ , il existe c ∈ R tel que, pour X ∈ A˜M˜ , les conditions
< α,X −X0 >> c pour tout α ∈ Σ
P˜ (AM˜) entraˆınent ωP˜ (X) = 1.
Les fonctions ωP˜ sont fixe´es pour tout espace de Levi M˜ . On leur impose la condition
(4) suivante. Soit x ∈ G˜(F ). L’automorphisme adx induit un isomorphisme A˜M˜ →
A˜adx(M˜ ). Alors
(4) pour tout P˜ ∈ P(M˜ ) et tout X ∈ A˜M˜ , ωadx(P˜ )(adx(X)) = ωP˜ (X).
C’est possible. En effet, pour tout espace de Levi M˜ , notons W (M˜) le quotient
NormG(F )(M˜)/M(F ). Ce groupe agit sur P(M˜), sur AM˜ en permutant les chambres A
+
P˜
et sur A˜M˜,F . Fixons un ensemble L de repre´sentants des classes de conjugaison par G(F )
d’espaces de Levi. Pour M˜ ∈ L et P˜ ∈ P(M˜), on peut remplacer la fonction ωP˜ par la
fonction
X 7→ |W (M˜)|−1
∑
w∈W (M˜)
ωwP˜ (wX).
Les nouvelles fonctions ve´rifient encore (1) et (2) et de plus ωwP˜ (wX) = ωP˜ (X) pour
tout P˜ , tout X et tout w ∈ W (M˜). Pour M˜ ′ quelconque, soit M˜ l’unique e´le´ment de L
qui est conjugue´ a` M˜ ′ et fixons x ∈ G(F ) tel que adx(M˜) = M˜
′. Pour P˜ ′ ∈ P(M˜ ′), on
de´finit ωP˜ ′ par ωP˜ ′(X
′) = ωad−1x (P˜ ′)(adx−1(X
′)). Cela ne de´pend pas du choix de x et le
syste`me de fonctions obtenu ve´rifie (4).
Enfin, on peut faire varier le groupe ambiant G˜. On suppose des fonctions ωP˜ fixe´es
comme ci-dessus. Soient L˜ un espace de Levi de G˜ et M˜ un espace de Levi de L˜. Il y a
une application naturelle
PG˜(M˜) → P L˜(M˜)
P˜ 7→ P˜ ∩ L˜.
Pour P˜ ′ ∈ P L˜(M˜), on pose
(5) ωP˜ ′ =
∑
P˜ ωP˜ ,
ou` l’on somme sur les P˜ ∈ P(M˜) tels que P˜ ∩ L˜ = P˜ ′. Ces fonctions ve´rifient encore les
conditions (1), (2) et (4).
Des fonctions ωP˜ ve´rifiant les conditions ci-dessus sont de´sormais fixe´es pour tout
l’article.
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1.2 Fonctions rationnelles
Soit M˜ un espace de Levi de G˜. On note A∨
M˜,F
le sous-groupe des λ ∈ A∗
M˜
tels
que < λ,X >∈ 2piZ pour tout X ∈ AM˜,F . On pose A
∗
M˜,F
= A∗
M˜
/A∨
M˜,F
. C’est un
groupe compact que l’on munit de la mesure de masse totale 1. Le quotient A∗
M˜,C
/iA∨
M˜,F
s’identifie a` un tore complexe, ce qui permet de parler de fonctions polynomiales ou
rationnelles sur ce quotient. Conside´rons une telle fonction rationnelle ϕ. Supposons
qu’il existe une famille finie (αˇi, ci)i=1,...,n ve´rifiant les conditions suivantes :
- pour tout i = 1, ..., n, ci est un nombre complexe et αˇi est une coracine associe´e a`
une racine αi ∈ Σ(AM˜ ), normalise´e de sorte que αˇi ∈ AM˜,F ;
- la fonction λ 7→ ϕ(λ)
∏
i=1,...,n(e
<λ,αˇi> − ci) est polynomiale.
A cette condition, nous dirons que n’a qu’un nombre fini d’hyperplans polaires d’e´quations
de la forme e<λ,αˇ> = c, pour α ∈ Σ(AM˜).
Remarque. La condition αˇi ∈ AM˜,F est ne´cessaire pour que la fonction λ 7→ e
<λ,αˇi>
soit invariante par iA∨
M˜,F
. Evidemment, cette fonction de´pend de la normalisation choisie.
Rappelons que l’on note A˜∗
M˜
l’espace des formes line´aires affines sur l’espace re´el A˜M˜ .
On a donc une suite exacte
0→ R→ A˜∗
M˜
→ A∗
M˜
→ 0.
On ajoute un indice C pour de´signer les complexifie´s. On a une suite exacte analogue
(1) 0→ C→ A˜∗
M˜,C
→ A∗
M˜,C
→ 0.
On note A˜∨
M˜,F
le sous-groupe des λ˜ ∈ A˜∗
M˜
tels que < λ˜,X >∈ 2piZ pour tout X ∈ A˜M˜,F .
On a une suite exacte
0→ 2piZ→ A˜∨
M˜,F
→ A∨
M˜,F
→ 0.
On note usuellement λ˜ un e´le´ment de A˜∗
M˜,C
et λ sa projection dans A∗
M˜,C
. Conside´rons
une fonction ϕ : A˜∗
M˜,C
/iA˜∨
M˜,F
→ C. Pour X ∈ A˜M˜,F , conside´rons les conditions
(2) le produit ϕ(λ˜)e−<λ˜,X> ne de´pend que de la projection λ.
Ce produit ne de´pend alors que de la projection de λ dans A∗
M˜,C
/iA∨
M˜,F
. On note λ 7→
ϕ(λ˜)e−<λ˜,X> la fonction obtenue sur cet ensemble.
(3) Sous la condition (2), la fonction λ 7→ ϕ(λ˜)e−<λ˜,X> est polynomiale ;
(4) sous la condition (2), la fonction λ 7→ ϕ(λ˜)e−<λ˜,X> est rationnelle ;
(5) sous la condition (2), la fonction λ 7→ ϕ(λ˜)e−<λ˜,X> est rationnelle et n’a qu’un
nombre fini d’hyperplans polaires d’e´quations de la forme e<λ,αˇ> = c, pour α ∈ Σ(AM˜ )
Pour un autre pointX ′ ∈ A˜M˜,F , la fonction ϕ(λ˜)e
−<λ˜,X′> est le produit de ϕ(λ˜)e−<λ˜,X>
et du polynoˆme e<λ,X−X
′>. Il en re´sulte que les conditions (2), (3), (4) et (5) ne de´pendent
pas du choix de X . Plus pre´cisement, sous la condition (5), les hyperplans polaires ne
de´pendent pas de ce choix. Si ϕ ve´rifie (2) et (3), resp. et (4), resp. et (5), nous dirons
simplement que ϕ est polynomiale sur A˜∗
M˜,C
/iA˜∨
M˜,F
, resp. est rationnelle, resp. est ration-
nelle et n’a qu’un nombre fini d’hyperplans polaires d’e´quations de la forme e<λ,αˇ> = c,
pour α ∈ Σ(AM˜)).
Une variante de la proprie´te´ (2) vaut aussi pour des fonctions ϕ de´finies sur le sous-
ensemble iA˜∗
M˜
/iA˜∨
M˜,F
.
4
On peut scinder la suite exacte (1) en fixant un point X0 ∈ A˜M˜,F et en relevant tout
λ ∈ A∗
M˜,C
en l’unique rele`vement λ˜ tel que λ˜(X0) = 0. Une telle section envoie A
∨
M˜,F
dans A˜∨
M˜,F
. Fixons une telle section. Sous la condition (2), on a l’e´galite´ ϕ(λ˜)e−<λ˜,X> =
ϕ(λ)e−<λ,X>.
1.3 L’application cφM˜
Fixons un espace de Levi minimal M˜0 et un sous-groupe compact spe´cial K de G(F )
en bonne position relativement a` M0. Soit M˜ ∈ L(M˜0).
Pour une ω-representation p˜i de M˜(F ) et pour λ˜ ∈ A˜∗
M˜,C
/iA˜∨
M˜,F
, on sait de´finir
la repre´sentation p˜iλ˜ : on a p˜iλ˜(x) = e
<λ˜,H˜M˜ (x)>p˜i(x) pour tout x ∈ M˜(F ). Pour f ∈
C∞c (M˜(F ))⊗Mes(M(F )), la fonction λ˜ 7→ trace(p˜iλ˜(f)) est polynomiale sur A˜
∗
M˜,C
/iA˜∨
M˜,F
.
On a de´fini en [W] 2.9 l’espace Dtemp(M˜(F ), ω) engendre´ par les caracte`res de ω-
repre´sentations tempe´re´es de M˜(F ).
Remarque. On conside`re ici les caracte`res comme des distributions, c’est-a`-dire des
formes line´aires sur C∞c (M˜(F )). Ils de´pendent donc des mesures. Vus comme fonctions
localement inte´grables, les caracte`res vivent dans Dtemp(M˜(F ), ω) ⊗Mes(M(F ))
∗. On
note IM˜(p˜i, .) l’e´le´ment de Dtemp(M˜(F ), ω)⊗Mes(M(F ))
∗ associe´ a` une ω-repre´sentation
p˜i.
On a de´fini en [W] 2.12 le sous-espace Dell(M˜(F ), ω) engendre´ par les caracte`res de
repre´sentations elliptiques. L’induction fournit un isomorphisme
Dtemp(M˜(F ), ω)⊗Mes(M(F ))
∗ =
⊕R˜∈LM˜ (M˜0)/WM (M˜0)Ind
M˜
R˜
(Dell(R˜(F ), ω)⊗Mes(R(F ))
∗)W
M (R˜).
Soient R˜ ∈ LM˜(M˜0), p˜i une ω-repre´sentation elliptique de R˜(F ) et f ∈ C
∞
c (G˜(F ))⊗
Mes(G(F )). Pour X ∈ A˜R˜,F , la fonction
λ 7→ J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f)e
−<λ˜,X>
de´finie en [W] 2.7 est rationnelle sur A∗
R˜,C
/iA∨
R˜,F
. Elle a un nombre fini d’hyperplans
polaires d’e´quations de la forme e<λ,αˇ> = c, pour α ∈ Σ(AR˜).
Ces hyperplans ne de´pendent pas de X comme on l’a dit en 1.2. Ils ne de´pendent pas
non plus de f , au sens qu’il existe une famille finie d’hyperplans de la forme indique´e de
sorte que, pour tout f , les hyperplans polaires de la fonction ci-dessus appartiennent a`
cette famille. Soit S˜ ∈ PG˜(R˜). Fixons un point νS˜ ∈ A
∗
R˜
tel que < νS˜, αˇ > soit assez
grand pour tout α ∈ ΣS˜(R˜). Alors l’inte´grale∫
νS˜+iA
∗
R˜,F
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f)e
−<λ˜,X> dλ
ne de´pend pas du choix de νS˜.
Posons
(1) cJ G˜
M˜
(IndM˜
R˜
(p˜i), f) =
∑
X∈A˜R˜,F
∑
S˜∈PG˜(R˜)
ωS˜(X)
∫
νS˜+iA
∗
R˜,F
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f)e
−<λ˜,X> dλ,
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ou` les points νS˜ sont choisis comme ci-dessus. Il n’est pas clair que cette somme converge.
Il n’est pas non plus clair qu’elle ne de´pende que de IndM˜
R˜
(p˜i). Ces deux proprie´te´s sont
assure´es par la proposition suivante.
Proposition. (i) L’expression (1) est une somme finie et ne de´pend que de IndM˜
R˜
(p˜i).
(ii) Il existe une unique application line´aire
C∞c (G˜(F ))⊗Mes(G(F )) → I(M˜(F ), ω)⊗Mes(M(F ))
f 7→ cφM˜(f)
de sorte que, pour tout R˜ ∈ LM˜(M˜0), toute ω-repre´sentation elliptique p˜i de R˜(F ) et
tout f ∈ C∞c (G˜(F ))⊗Mes(G(F )), on ait l’e´galite´
IM˜(IndM˜
R˜
(p˜i), cφM˜(f)) =
cJ G˜
M˜
(IndM˜
R˜
(p˜i), f).
Preuve. Fixons des mesures de Haar sur tous les groupes pour nous de´barrasser des
espaces de mesures. Soit f ∈ C∞c (G˜(F )). On va commencer par prouver une formule de
descente, sous une forme assez ge´ne´rale car cela nous servira ulte´rieurement. Fixons un
espace de Levi M˜ ′ tel que R˜ ⊂ M˜ ′ ⊂ M˜ . On a
IndM˜
R˜
(p˜iλ˜) = Ind
M˜
M˜ ′
(IndM˜
′
R˜
(p˜iλ˜)).
Utilisons la formule de descente du lemme 5.4(iv) de [W]. On obtient
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f) =
∑
L˜∈L(M˜ ′)
dG˜
M˜ ′
(M˜, L˜)J L˜
M˜ ′
(IndM˜
′
R˜
(p˜iλ˜), fQ˜,ω),
ou` Q˜ ∈ P(L˜) est de´termine´ par le choix d’un parame`tre auxiliaire. Cela transforme (1)
en
cJ G˜
M˜
(IndM˜
R˜
(p˜i), f) =
∑
L˜∈L(M˜ ′)
dG˜
M˜ ′
(M˜, L˜)J (L˜),
ou`
J (L˜) =
∑
X∈A˜R˜,F
∑
S˜∈PG˜(R˜)
ωS˜(X)
∫
νS˜+iA
∗
R˜,F
J L˜
M˜ ′
(IndM˜
′
R˜
(p˜iλ˜), fQ˜,ω)e
−<λ˜,X> dλ.
Fixons L˜. Pour S˜ ′ ∈ P L˜(R˜), fixons un point νS˜′ ∈ A
∗
R˜
tel que < νS˜′, αˇ > soit as-
sez grand pour tout α ∈ ΣS˜
′
(AR˜) ⊂ Σ
L˜(AR˜). Soit S˜ ∈ P(R˜), posons S˜
′ = S˜ ∩ L˜.
Alors le segment joignant νS˜ a` νS˜′ est forme´ de points ν tels que < ν, αˇ > est grand
pour toute racine α ∈ ΣS˜
′
(AR˜). Il ne coupe aucun hyperplan polaire de la fonction
J L˜
M˜ ′
(IndM˜
′
R˜
(p˜iλ˜), fQ˜,ω)e
−<λ˜,X>. On peut donc de´placer le contour d’inte´gration et rempla-
cer l’inte´grale sur νS˜ + iA
∗
R˜,F
par celle sur νS˜′ + iA
∗
R˜,F
. La somme sur les S˜ devient une
somme sur les S˜ ′ d’inte´grales ne de´pendant que de S˜ ′ et de la somme
∑
S˜;S˜∩L˜=S˜′
ωS˜(X).
D’apre`s 1.1(5), ceci n’est autre que ωS˜′(X). On obtient alors
J (L˜) = cJ L˜M˜ ′(Ind
M˜ ′
R˜
(p˜i), fQ˜,ω).
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Nous retenons la formule obtenue
(2) cJ G˜
M˜
(IndM˜
R˜
(p˜i), f) =
∑
L˜∈L(M˜ ′)
dG˜
M˜ ′
(M˜, L˜)cJ L˜M˜ ′(Ind
M˜ ′
R˜
(p˜i), fQ˜,ω).
Le calcul ci-dessus est formel puisqu’on n’a pas encore prouve´ que les sommes e´taient
convergentes. Mais il entraˆıne que, pour de´montrer cette convergence, plus pre´cise´ment
pour de´montrer que les sommes sont finies, il suffit de le faire pour chaque terme de la
somme ci-dessus. En appliquant ceci au cas M˜ ′ = R˜, on est ramene´ au cas ou` R˜ = M˜ .
Dans ce cas, fixons S˜ ∈ PG˜(M˜). On voit que l’inte´grale figurant dans (1) n’est non nulle
que si la projection XG˜ de X dans A˜G˜,F appartient a` la projection du support de f . Cette
projection est finie puisque f est a` support compact. On peut donc de´composer la somme
en X selon cette projection et prouver que la somme en les X ayant une projection XG˜
fixe´e est finie. Fixons comme en 1.2 une section de la projection A˜∗
M˜,C
→ A∗
M˜,C
. La
fonction
λ 7→ J G˜
M˜
(p˜iλ, f)
est rationnelle. Pour |Re(λ)| assez grand, elle ve´rifie une majoration
|J G˜
M˜
(p˜iλ, f)| ≤ c1e
C1|Re(λ)|
pour des constantes positives convenables c1 et C1. Faisons tendre le point νS˜ vers l’infini
de sorte que |νS˜| reste e´quivalent a` < νS˜, αˇ > pour tout α ∈ Σ
S˜(AM˜). Puisque les
< α,X > sont minore´s pour de tels α quand ωS˜(X) 6= 0, il existe des nombres re´els
strictement positifs c1, C2 et C3 de sorte que
|e<λ,X>| ≤ c2e
C2|λ|−C3|X||λ|
pour X tel que ωS˜(X) 6= 0 et que la projection XG˜ soit fixe´e. En faisant tendre νS˜ vers
l’infini, l’inte´grale devient nulle pourvu que C3|X| > C1 + C2. Or il n’y a qu’un nombre
fini de X ve´rifiant les conditions pre´ce´dentes et ne ve´rifiant pas cette ine´galite´. Cela
de´montre que la somme en X est finie.
On doit prouver que la somme (1) ne de´pend que de IndM˜
R˜
(p˜i). C’est-a`-dire, fixons
x ∈ M(F ) tel que adx(R˜) ∈ L(M˜0). On doit voir que le membre de droite de (1) ne
change pas si l’on remplace R˜ par adx(R˜) et p˜i par p˜i ◦ ad
−1
x . On ve´rifie imme´diatement
qu’un terme indexe´ par X et S˜ de la formule (1) est e´gal au terme de la nouvelle formule
indexe´ par adx(X) et adx(S˜).
Pour de´montrer (ii), on utilise le the´ore`me de Paley-Wiener ([HL] the´ore`me 3.3, repris
en [W] the´ore`me 6.1). On doit d’abord prouver une proprie´te´ de finitude. A savoir que,
pour tout R˜, il existe un ensemble fini Ξ de ω-repre´sentations elliptiques de R˜(F ) tel que,
si p˜i ve´rifie cJ G˜
M˜
(IndM˜
R˜
(p˜i), f) 6= 0, alors il existe λ˜ ∈ iA˜∗
R˜
de sorte que p˜iλ˜ ∈ Ξ. Puisque
f est biinvariante par un sous-groupe ouvert compact de G(F ), il existe aussi un sous-
groupe ouvert compact de R(F ) tel que la non-nullite´ de cJ G˜
M˜
(IndM˜
R˜
(p˜i), f) entraˆıne que
pi admet des invariants non nuls par ce compact. Or, a` torsion pre`s par iA˜∗
R˜
, il n’existe
qu’un nombre fini de ω-repre´sentations elliptiques de R˜(F ) ve´rifiant cette proprie´te´. D’ou`
la finitude requise. Fixons R˜ et p˜i. Fixons aussi un scindage A∗
R˜
→ A˜∗
R˜
. On doit montrer
que la fonction
µ 7→ cJ G˜
M˜
(IndM˜
R˜
(p˜iµ), f)
7
est de Paley-Wiener sur iA∗
R˜,F
. Par un changement de variables, on a
cJ G˜
M˜
(IndM˜
R˜
(p˜iµ), f) =
∑
X∈A˜R˜,F
∑
S˜∈PG˜(R˜)
ωS˜(X)e
<µ,X>
∫
νS˜+iA
∗
R˜,F
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f)e
−<λ˜,X> dλ.
Le raisonnement fait ci-dessus montre que la somme en X est finie inde´pendamment
de µ. Donc, comme fonction de µ, l’expression ci-dessus est une somme finie de termes
e<µ,X>. C’est donc une fonction de Paley-Wiener. Cela ache`ve la de´monstration. 
1.4 Proprie´te´s de l’application cφM˜
On fixe M˜ ∈ L(M˜0). Conforme´ment a` nos habitudes, on ajoute un exposant G˜ si
besoin est pour indiquer l’espace ambiant : cφG˜
M˜
au lieu de cφM˜ .
Soit M˜ ′ ∈ L(M˜0), supposons M˜
′ ⊂ M˜ . Pour f ∈ C∞c (G˜(F ))⊗Mes(G(F )), on a
(1) (cφG˜
M˜
(f))M˜ ′,ω =
∑
L˜∈L(M˜ ′)
dG˜
M˜ ′
(M˜, L˜)cφL˜
M˜ ′
(fQ˜,ω),
ou` Q˜ ∈ P(L˜) est de´termine´ par le choix d’un parame`tre auxiliaire.
Preuve. Soit R˜ ∈ P(M˜0) avec R˜ ⊂ M˜
′ et soit p˜i une ω-repre´sentation elliptique de
R˜(F ). On doit prouver que la distribution IM˜
′
(IndM˜
′
R˜
(p˜i), .) prend la meˆme valeur sur les
deux membres de (1). Par de´finition de l’induction, on a
IM˜
′
(IndM˜
′
R˜
(p˜i), (cφG˜
M˜
(f))M˜ ′,ω) = I
M˜(IndM˜
R˜
(p˜i), cφG˜
M˜
(f))
= cJ G˜
M˜
(IndM˜
R˜
(p˜i), f).
C’est le membre de gauche de 1.3(2). On voit aussi que la valeur de IM˜
′
(IndM˜
′
R˜
(p˜i), .)
sur le membre de droite de (1) est le membre de droite de 1.3(2). Cette e´galite´ 1.3(2)
conclut. 
Pour f ∈ C∞c (G˜(F ))⊗Mes(G(F )), y ∈ G(F ) et Q˜ = L˜UQ ∈ F(M˜0), Arthur de´finit
en [A2] paragraphe 3 une fonction fQ˜,y ∈ C
∞
c (L˜(F ))⊗Mes(L(F )) (il convient de glisser
dans la de´finition notre caracte`re ω). Pour Q˜ = G˜, on a simplement fQ˜,y = f . On a
(2) ω(y)−1cφG˜
M˜
(f ◦ ady) =
∑
Q˜=L˜UQ∈F(M˜ )
cφL˜
M˜
(fQ˜,y).
Preuve. Soit R˜ ∈ P(M˜0) avec R˜ ⊂ M˜ et soit p˜i une ω-repre´sentation elliptique de
R˜(F ). On doit prouver que la distribution IM˜(IndM˜
R˜
(p˜i), .) prend la meˆme valeur sur les
deux membres de (1). Il revient au meˆme de prouver que
(3) ω(y)−1cJ G˜
M˜
(IndM˜
R˜
(p˜i), f ◦ ady) =
∑
Q˜=L˜UQ∈F(M˜ )
cJ L˜
M˜
(IndM˜
R˜
(p˜i), fQ˜,y).
Le membre de gauche est de´fini par 1.3(1) ou` l’on remplace f par f ◦ ady. On utilise la
formule
ω(y)−1J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f ◦ ady) =
∑
Q˜=L˜UQ∈F(M˜ )
J L˜
M˜
(IndM˜
R˜
(p˜iλ˜), fQ˜,y),
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cf. [A3] lemme 6.2. On obtient
(4) ω(y)−1cJ G˜
M˜
(IndM˜
R˜
(p˜i), f ◦ ady) =
∑
Q˜=L˜UQ∈F(M˜)
∑
X∈A˜R˜,F
∑
S˜∈PG˜(R˜)
ωS˜(X)
∫
νS˜+iA
∗
R˜,F
J L˜
M˜
(IndM˜
R˜
(p˜iλ˜), fQ˜,y)e
−<λ˜,X> dλ.
Fixons L˜. Pour la meˆme raison que dans la preuve de 1.3(2), on peut remplacer un point
νS˜ par νS˜′, ou` S˜
′ = S˜ ∩ L˜. La somme en S˜ devient une somme en S˜ ′ ∈ P L˜(R˜) d’une
inte´grale ne de´pendant que de S˜ ′ et de la somme
∑
S˜;S˜∩L˜=S˜′
ωS˜(X).
D’apre`s 1.1(5), ceci n’est autre que ωS˜′(X). Alors le membre de droite de (4) devient
celui de (3). Cela ache`ve la preuve. 
Soit b une fonction sur A˜G˜,F , a` valeurs complexes. Pour tout f ∈ C
∞
c (G˜(F )) ⊗
Mes(G(F )), on a
(5) cφM˜(f(b ◦ H˜G˜)) = (
cφM˜(f))(b ◦ H˜G˜).
Preuve. Il revient au meˆme de dire que, pour Y ∈ A˜G˜,F , si f est supporte´e par
l’ensemble des γ ∈ G˜(F ) tels que H˜G˜(γ) = Y , alors
cφM˜(f) est supporte´e par l’ensemble
des γ ∈ M˜(F ) tels que H˜G˜(γ) = Y . Fixons donc Y et une fonction f ve´rifiant la condition
de support ci-dessus. Par transformation de Fourier, la conclusion espe´re´e e´quivaut a` ce
que, pour toute ω-repre´sentation tempe´re´e σ˜ de M˜(F ) et tout µ˜ ∈ iA˜∗
G˜
, on a l’e´galite´
IM˜(σ˜µ˜,
cφM˜(f)) = e
<µ˜,Y >IM˜(σ˜, cφM˜(f)).
On peut supposer que σ˜ = IndM˜
R˜
, ou` R˜ ∈ LM˜(M˜0) et p˜i est une ω-repre´sentation elliptique
de R˜(F ). On doit alors prouver que
cJ G˜
M˜
(IndM˜
R˜
(p˜iµ˜), f) = e
<µ˜,Y >cJ G˜
M˜
(IndM˜
R˜
(p˜i), f).
Il suffit pour cela d’utiliser la de´finition 1.3(1) et la relation facile
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜+µ˜), f) = e
<µ˜,Y >J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f),
qui re´sulte de l’hypothe`se sur le support de f . 
On a de´fini en [II] 1.6 l’espace C∞ac (G˜(F )) des fonctions f : G˜(F ) → C qui sont
biinvariantes par un sous-groupe ouvert compact de G(F ) et qui ve´rifient f(b ◦ H˜G˜) ∈
C∞c (G˜(F )) pour tout b ∈ C
∞
c (A˜G˜,F ) (ce dernier espace n’est autre que l’espace des fonc-
tions sur A˜G˜,F a` support fini). On a aussi de´fini l’espace Iac(G˜(F ), ω). C’est le quotient
de C∞ac (G˜(F )) par le sous-espace des e´le´ments dont toutes les inte´grales orbitales sont
nulles. On a
(6) l’application cφM˜ s’e´tend de fac¸on unique en une application line´aire
C∞ac (G˜(F ))⊗Mes(G(F ))→ Iac(M˜(F ), ω)⊗Mes(M(F ))
qui ve´rifie encore (5).
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Preuve. Un e´le´ment f ∈ C∞ac (G˜(F )) ⊗ Mes(G(F )) s’e´crit de fac¸on unique f =∑
Y ∈A˜G˜,F
fY , ou` fY est supporte´e par l’ensemble des γ ∈ G˜(F ) tels que H˜G˜(γ) = Y .
La seule de´finition de cφM˜(f) qui soit compatible avec (5) est
cφM˜(f) =
∑
Y ∈A˜G˜,F
cφM˜(fY ).
Justement, (5) assure la convergence de cette expression. Pour que la somme appartienne
a` Iac(M˜(F ), ω)⊗Mes(M(F )), il faut prouver qu’il existe un sous-groupe ouvert compact
de M(F ) tel que, pour tout Y , cφM˜(fY ) soit l’image d’un e´le´ment de C
∞
c (M˜(F )) ⊗
Mes(M(F )) qui soit biinvariant par le sous-groupe en question. On a vu dans la preuve de
la proposition 1.3 que, pour tout Y , il y avait un sous-groupe ouvert compact deM(F ) tel
que cφM˜(fY ) soit l’image d’un e´le´ment de C
∞
c (M˜(F ))⊗Mes(M(F )) qui soit biinvariant
par ce sous-groupe. Cette preuve fournit plus : ce sous-groupe ne de´pend que d’un sous-
groupe ouvert compact de G(F ) tel que fY soit elle-meˆme invariante par ce sous-groupe.
Par de´finition de C∞ac (G˜(F )), on peut choisir ce dernier sous-groupe inde´pendant de Y .
Le sous-groupe de M(F ) qu’on en de´duit est donc lui-aussi inde´pendant de Y . 
Pour f ∈ C∞c (G˜(F )) et z ∈ Z(G;F )
θ, on note f z la fonction γ 7→ f(zγ). Pour
f = f ⊗ dg ∈ C∞c (G˜(F ))⊗Mes(G(F )), on pose f
z = f z ⊗ dg. Soit Z un sous-groupe de
Z(G)θ. Notons Z l’image dans AG˜,F de Z(F ) par l’application HG˜. Supposons
(7) pour tout espace parabolique S˜ = L˜US de G˜, tout X ∈ A˜L˜ et tout H ∈ Z, on a
l’e´galite´ ωS˜(X +H) = ωS˜(X).
Montrons que
(8) sous l’hypothe`se (7), on a l’e´galite´ cφG˜
M˜
(fz) = (cφG˜
M˜
(f))z pour tout z ∈ Z(F ) et
tout f ∈ C∞c (G˜(F ))⊗Mes(G(F )).
Preuve. Soient R˜ un espace de Levi contenu dans M˜ et p˜i une ω-repre´sentation ellip-
tique de R˜(F ). On doit prouver que la distribution IM˜(IndM˜
R˜
(p˜i), .) prend la meˆme valeur
sur les deux membres de l’e´galite´ a` de´montrer. Notons µ le caracte`re central de pi (rap-
pelons que pi n’est pas irre´ductible en ge´ne´ral, mais toutes ses composantes irre´ductibles
ont meˆme caracte`re central). On a imme´diatement
IM˜(IndM˜
R˜
(p˜i), (cφG˜
M˜
(f))z) = µ(z)−1IM˜(IndM˜
R˜
(p˜i), cφG˜
M˜
(f)) = µ(z)−1cJ G˜
M˜
(IndM˜
R˜
(p˜i), f)).
On a aussi
IM˜(IndM˜
R˜
(p˜i), cφG˜
M˜
(fz)) = cJ G˜
M˜
(IndM˜
R˜
(p˜i), fz)
=
∑
X∈A˜R˜,F
∑
S˜∈PG˜(R˜)
ωS˜(X)
∫
νS˜+iA
∗
R˜,F
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f
z)e−<λ˜,X> dλ.
On a
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f
z) = µ(z)−1e−<λ,H>J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f),
ou` H = HG˜(z). D’ou`∫
νS˜+iA
∗
R˜,F
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f
z)e−<λ˜,X> dλ = µ(z)−1
∫
νS˜+iA
∗
R˜,F
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f)e
−<λ˜,X+H> dλ.
En changeant X en X −H , on obtient
IM˜(IndM˜
R˜
(p˜i), cφG˜M˜(f
z)) = µ(z)−1
∑
X∈A˜R˜,F
∑
S˜∈PG˜(R˜)
ωS˜(X −H)
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∫
νS˜+iA
∗
R˜,F
J G˜
M˜
(IndM˜
R˜
(p˜iλ˜), f)e
−<λ˜,X> dλ.
L’hypothe`se (7) nous permet de faire disparaˆıtre H de cette formule et on obtient
IM˜(IndM˜
R˜
(p˜i), cφG˜
M˜
(fz)) = µ(z)−1cJ G˜
M˜
(IndM˜
R˜
(p˜i), f).
Cela prouve l’e´galite´ souhaite´e. 
Soit µ un caracte`re de G(F ) invariant par θ (c’est-a`-dire µ ◦ adγ = µ pour tout
γ ∈ G˜(F )). Soit µ˜ une fonction non nulle sur G˜(F ) telle que µ˜(xγ) = µ(x)µ˜(γ) pour tous
x ∈ G(F ) et γ ∈ G˜(F ). On a
(9) cφM˜(f µ˜) = µ˜
cφM˜(f).
Preuve. Soient R˜ et p˜i comme dans la preuve pre´ce´dente. Le produit p˜iµ˜ est encore
une ω-repre´sentation elliptique de R˜(F ). On ve´rifie aise´ment que
IM˜(IndM˜
R˜
(p˜i), cφM˜(f µ˜)) = I
M˜(IndM˜
R˜
(p˜iµ˜), cφM˜(f)) = I
M˜(IndM˜
R˜
(p˜i), µ˜cφM˜(f)).
D’ou` (9). 
1.5 De´finition de l’application cθM˜
Soit M˜ ∈ L(M˜0). Nous allons de´finir une application line´aire
cθG˜
M˜
: C∞c (G˜(F ))⊗Mes(G(F ))→ Iac(M˜(F ), ω)⊗Mes(M(F )).
Comme toujours, on a besoin d’en connaˆıtre une proprie´te´ par re´currence. A savoir qu’elle
est ω-e´quivariante, c’est-a`-dire qu’elle se quotiente en une application line´aire de´finie sur
I(G˜(F ), ω)⊗Mes(G(F )). On peut alors poser par re´currence la de´finition
(1) cθG˜
M˜
(f) = φG˜
M˜
(f)−
∑
L˜∈L(M˜),L˜ 6=G˜
cθL˜
M˜
(cφG˜
L˜
(f))
pour tout f ∈ C∞c (G˜(F ))⊗Mes(G(F )). Le terme φ
G˜
M˜
(f) est celui de´fini en [W] 6.4.
On montre facilement que l’application cθG˜
M˜
se prolonge en une application de´finie sur
C∞ac (G˜(F ))⊗Mes(G(F )), qui se quotiente en une application de´finie sur Iac(G˜(F ), ω)⊗
Mes(G(F )). Nous laissons ce point au lecteur.
Prouvons la proprie´te´ d’e´quivariance.
Proposition. L’application cθG˜
M˜
se quotiente en une application line´aire de´finie sur
I(G˜(F ), ω)⊗Mes(G(F )).
Preuve. On doit prouver que, pour tout f ∈ C∞c (G˜(F )) ⊗Mes(G(F )) et tout y ∈
G(F ), on a l’e´galite´
ω(y)−1cθG˜
M˜
(f ◦ ady) =
cθG˜
M˜
(f).
On utilise la relation 1.4(2). On sait que l’application φG˜
M˜
ve´rifie la meˆme relation. D’apre`s
la de´finition (1), on obtient
ω(y)−1cθG˜
M˜
(f ◦ ady) =
∑
Q˜′=L˜′UQ′∈F(M˜)
φL˜
′
M˜
(fQ˜′,y)
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−
∑
L˜∈L(M˜),L˜ 6=G˜
∑
Q˜′=L˜′UQ′∈F(L˜)
cθL˜
M˜
(cφL˜
′
L˜
(fQ˜′,y))
=
∑
Q˜′=L˜′UQ′∈F(M˜),Q˜
′ 6=G˜

φL˜′
M˜
(fQ˜′,y)−
∑
L˜∈LL˜′(M˜ )
cθL˜
M˜
(cφL˜
′
L˜
(fQ˜′,y))


+φG˜
M˜
(fG˜,y)−
∑
L˜∈LG˜(M˜),L˜ 6=G˜
cθL˜M˜(
cφG˜L˜(fG˜,y)).
La premie`re somme est nulle d’apre`s la de´finition (1) applique´e avec G˜ remplace´ par L˜′.
Comme on l’a dit, on a fG˜,y = f et la deuxie`me somme est e´gale a`
cθG˜
M˜
(f). Cela conclut.

1.6 Proprie´te´s de l’application cθG˜
M˜
On a fixe´ un espace de Levi minimal M˜0 et un sous-groupe compact spe´cial K de
G(F ) en bonne position relativement a` M0. On a alors de´fini l’application
cθG˜
M˜
pour un
espace de Levi M˜ contenant M˜0. L’espace M˜0 e´tant fixe´, on montre qu’elle ne de´pend
pas de K. L’argument est que, quand on remplace K par un autre groupe compact
spe´cial K ′ en bonne position relativement a` M0, les ingre´dients basiques J
G˜
M˜
(σ˜, f) de
toutes nos distributions sont change´s en d’autres qui se de´duisent des premiers par une
formule de la meˆme forme que 1.4(2). Un raisonnement similaire a` celui de la preuve de la
proposition pre´ce´dente permet alors de conclure. Nous renvoyons pour plus de de´tails a`
[A2] proposition 13.2. Cela e´tant, ajoutons pour un instant l’espace M˜0 dans la notation :
cθG˜
M˜,M˜0
au lieu de cθG˜
M˜
. Par simple transport de structure, on a une e´galite´
(1) cθG˜
M˜,M˜0
(f ◦ ady) = (
cθG˜
ady(M˜),ady(M˜0)
(f)) ◦ ady
pour tout f ∈ C∞c (G˜(F )) ⊗Mes(G(F )) et tout y ∈ G(F ). Pour y ∈ M(F ), graˆce a` la
proposition pre´ce´dente, cette e´galite´ devient
ω(y)cθG˜
M˜,M˜0
(f) = ω(y)cθG˜
M˜,ady(M˜0)
(f).
Il en re´sulte que notre application cθG˜
M˜,M˜0
ne change pas quand on remplace M˜0 par
ady(M˜0). Puisque tous les espaces de Levi minimaux contenus dans M˜ sont conjugue´s
par un e´le´ment de M(F ), cette application ne de´pend pas de M˜0. Cet espace peut de
nouveau disparaˆıtre de la notation. D’autre part, l’application cθG˜
M˜
peut eˆtre de´finie pour
tout M˜ puisque, un tel espace de Levi e´tant fixe´, on peut toujours choisir un M˜0 minimal
contenu dans M˜ .
On fixe un espace de Levi M˜ quelconque. Le groupe W (M˜) agit naturellement sur
Iac(M˜(F ), ω). Rappelons la de´finition de cette action. Notons NormG(F )(M˜) le norma-
lisateur de M˜ dans G(F ). On de´finit une action de ce groupe sur l’espace des fonctions
sur M˜(F ) : a` n ∈ NormG(F )(M˜) et a` une fonction ϕ sur M˜(F ), on associe la fonc-
tion nϕ sur M˜(F ) de´finie par (nϕ)(γ) = ω(n)ϕ(n−1γn). De cette action se de´duit une
action de NormG(F )(M˜) sur I(M˜(F ), ω) et Iac(M˜(F ), ω). Sur ces espaces, l’action du
sous-groupe M(F ) ⊂ NormG(F )(M˜) est triviale et l’action se quotiente en une action du
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quotient W (M˜). Par tensorisation avec l’action triviale de ce groupe sur Mes(M(F )),
on obtient une action de W (M˜) sur Iac(M˜(F ), ω)⊗Mes(M(F )). On peut appliquer (1)
a` un e´le´ment y qui normalise M˜ . On obtient le re´sultat suivant
(2) cθG˜
M˜
prend ses valeurs dans le sous-espace des e´le´ments de Iac(M˜(F ), ω)⊗Mes(M(F ))
qui sont invariants par W (M˜).
Soit b une fonction sur A˜G˜,F , a` valeurs complexes. Pour tout f ∈ C
∞
c (G˜(F )) ⊗
Mes(G(F )), on a l’e´galite´
(3) cθG˜
M˜
(f(b ◦ H˜G˜)) = (
cθG˜
M˜
(f))(b ◦ H˜G˜).
Cela re´sulte par re´currence de 1.4(5) et de la relation similaire ve´rifie´e par l’application
φG˜
M˜
.
Soit Z un sous-groupe de Z(G)θ. On a
(4) sous l’hypothe`se 1.4(7), on a l’e´galite´ cθG˜
M˜
(fz) = (cθG˜
M˜
(f))z pour tout z ∈ Z(F ) et
tout f ∈ C∞c (G˜(F ))⊗Mes(G).
Cela re´sulte par re´currence de 1.4(8) et de la relation similaire ve´rifie´e par l’application
φG˜
M˜
( dans le cas de φG˜
M˜
, cette proprie´te´ est inde´pendante de l’hypothe`se 1.4(7)).
Soit µ˜ un ”caracte`re affine” comme en 1.4(9). On a de meˆme
(5) cθG˜
M˜
(f µ˜) = µ˜cθG˜
M˜
(f) pour tout f ∈ C∞c (G˜(F ))⊗Mes(G).
Lemme. Soit M˜ ′ un espace de Levi contenu dans M˜ . Pour tout f ∈ I(G˜(F ), ω) ⊗
Mes(G(F )), on a l’e´galite´
(cθG˜
M˜
(f))M˜ ′,ω =
∑
L˜∈L(M˜ ′)
dM˜ ′(M˜, L˜)
cθL˜
M˜ ′
(fL˜,ω).
Preuve. On applique la formule de de´finition 1.5(1) et on lui applique l’application
”terme constant” relative a` M˜ ′. On obtient l’e´galite´
(φG˜
M˜
(f))M˜ ′,ω =
∑
L˜1∈L(M˜)
(cθL˜1
M˜
(cφL˜1(f)))M˜ ′,ω.
Pour un terme de la somme indexe´ par L˜1 6= G˜, on peut utiliser par re´currence la
formule du pre´sent e´nonce´. Pour le terme indexe´ par L˜1 = G˜, on ne peut pas. Mais
on peut quand meˆme, a` condition d’ajouter la diffe´rence entre les deux membres de cet
e´nonce´. Pre´cise´ment, posons
X = (cθG˜
M˜
(f))M˜ ′,ω −
∑
L˜∈L(M˜ ′)
dM˜ ′(M˜, L˜)
cθL˜
M˜ ′
(fL˜,ω).
On obtient alors
(φG˜
M˜
(f))M˜ ′,ω = X +
∑
L˜1∈L(M˜)
∑
L˜2∈L(M˜ ′),L˜2⊂L˜1
dL˜1
M˜ ′
(M˜, L˜2)
cθL˜2
M˜ ′
((cφG˜
L˜1
(f))L˜2,ω).
Utilisons la relation 1.4(1) et la relation analogue concernant l’application φG˜
M˜
. On obtient
(6)
∑
L˜∈L(M˜ ′)
dM˜ ′(M˜, L˜)φ
L˜
M˜ ′
(fQ˜,ω) = X + Y,
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ou`
Y =
∑
L˜1∈L(M˜)
∑
L˜2∈L(M˜ ′),L˜2⊂L˜1
dL˜1
M˜ ′
(M˜, L˜2)
∑
L˜3∈L(L˜2)
dG˜
L˜2
(L˜1, L˜3)
cθL˜2
M˜ ′
(cφL˜3
L˜2
(fQ˜3,ω)).
Revenons sur la de´finition des espaces Q˜ et Q˜3 qui interviennent ici. On fixe un point
ξ ∈ AG˜
M˜ ′
en position ge´ne´rale. Soit L˜ ∈ L(M˜ ′) tel que dM˜ ′(M˜, L˜) 6= 0. On a alors la
de´composition
AG˜
M˜ ′
= AG˜
M˜
⊕AG˜
L˜
.
Conforme´ment a` celle-ci, on projette ξ en un point ξ[L˜] ∈ AG˜
L˜
. L’espace parabolique Q˜
est l’unique e´le´ment de P(L˜) tel que ξ[L˜] appartienne a` la chambre positive associe´e a`
Q˜. De meˆme, fixons L˜1 ∈ L(M˜), L˜2 ∈ L(M˜
′) avec L˜2 ⊂ L˜1 et d
L˜1
M˜ ′
(M˜, L˜2) 6= 0. Fixons
un point ξ(L˜1, L˜2) ∈ A
G˜
L˜2
en position ge´ne´rale. Soit L˜3 ∈ L(L˜2) tel que d
G˜
L˜2
(L˜1, L˜3) 6= 0.
On a alors la de´composition
AG˜
L˜2
= AG˜
L˜1
⊕AG˜
L˜3
.
Conforme´ment a` celle-ci, on projette ξ(L˜1, L˜2) en un point ξ(L˜1, L˜2)[L˜3] ∈ A
G˜
L˜3
. L’espace
parabolique Q˜3 est l’unique e´le´ment de P(L˜3) tel que ξ(L˜1, L˜2)[L˜3] appartienne a` la
chambre positive associe´e a` Q˜. Le point ξ e´tant fixe´, nous allons choisir le point ξ(L˜1, L˜2)
de la fac¸on suivante. On note comme toujours ξL˜1 et ξ
L˜1 les projections orthogonales sur
AG˜
L˜1
et AL˜1
M˜ ′
. On a suppose´ dL˜1
M˜ ′
(M˜, L˜2) 6= 0. On a donc la de´composition
AL˜1
M˜ ′
= AL˜1
M˜
⊕AL˜1
L˜2
.
On peut de´composer conforme´ment ξL˜1 en ξL˜1[M˜ ] + ξL˜1[L˜2]. On choisit ξ(L˜1, L˜2) =
ξL˜1 + ξ
L˜1 [L˜2] = ξ − ξ
L˜1[M˜ ].
On re´crit la de´finition
Y =
∑
L˜3∈L(M˜ ′)
∑
L˜2∈LL˜3(M˜ ′)
Y (L˜2, L˜3),
ou`
(7) Y (L˜2, L˜3) =
∑
L˜1∈L(M˜),L˜2⊂L˜1
dL˜1
M˜ ′
(M˜, L˜2)d
G˜
L˜2
(L˜1, L˜3)
cθL˜2
M˜ ′
(cφL˜3
L˜2
(fQ˜3,ω)).
Fixons L˜2 et L˜3. On a vu en [II] 1.7(5) que la somme ci-dessus en L˜1 e´tait vide si
dG˜
M˜ ′
(M˜, L˜3) = 0. Si d
G˜
M˜ ′
(M˜, L˜3) 6= 0, la somme est re´duite a` un seul e´le´ment pour lequel
dL˜1
M˜ ′
(M˜, L˜2)d
G˜
L˜2
(L˜1, L˜3) = d
G˜
M˜ ′
(M˜, L˜3).
L’unique e´le´ment L˜1 de la somme est caracte´rise´ par l’e´galite´
(8) AG˜
L˜1
= AG˜
M˜
∩ AG˜
L˜2
.
Supposons dG˜
M˜ ′
(M˜, L˜3) 6= 0. Dans (7) apparaˆıt un espace parabolique Q˜3. En posant
L˜ = L˜3, cet espace de Levi intervient dans le membre de gauche de la formule (6) et il
lui est associe´ un espace parabolique Q˜. Montrons que
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(9) Q˜3 = Q˜.
D’apre`s la construction rappele´e ci-dessus, il suffit de prouver que ξ[L˜] = ξ(L˜1, L˜2)[L˜3].
On a
ξ[L˜] ∈ ξ +AG˜
M˜
= ξ(L˜1, L˜2) + ξ
L˜1[M˜ ] +AG˜
M˜
= ξ(L˜1, L˜2) +A
G˜
M˜
puisque ξL˜1[M˜ ] ∈ AG˜
M˜
. Les e´le´ments ξ[L˜] et ξ(L˜1, L˜2) appartenant tous deux a` A
G˜
L˜2
, la
relation pre´ce´dente se renforce en
ξ[L˜] ∈ ξ(L˜1, L˜2) +A
G˜
M˜
∩AG˜
L˜2
,
ou encore, d’apre`s (8), en
ξ[L˜] ∈ ξ(L˜1, L˜2) +A
G˜
L˜1
.
Alors ξ[L˜] appartient a` l’intersection de cet espace affine avec AG˜
L˜3
. Or cette intersection
est re´duite au point ξ(L˜1, L˜2)[L˜3]. Cela prouve (9).
Modifions les notations en remplac¸ant L˜3 par L˜ et L˜2 par L˜
′. On obtient
Y (L˜′, L˜) = dG˜
M˜ ′
(M˜, L˜)cθL˜
′
M˜ ′
(cφL˜
L˜′
(fQ˜,ω))
puis
Y =
∑
L˜∈L(M˜)
dG˜
M˜ ′
(M˜, L˜)
∑
L˜′∈LL˜(M˜ ′)
cθL˜
′
M˜ ′
(cφL˜
L˜′
(fQ˜,ω)).
Reportons cette relation dans la formule (6). Les termes indexe´s par L˜ de chaque coˆte´
de la formule sont e´gaux par de´finition des applications cθL˜
M˜ ′
. On obtient simplement
X = 0. C’est ce qu’affirme l’e´nonce´. 
1.7 Fonctions de Schwartz
Soit p˜i une ω-repre´sentation tempe´re´e de G˜(F ). Pour une fonction ϕ ∈ I(G˜(F ), ω)⊗
Mes(G(F )), la fonction λ˜ 7→ IG˜(p˜iλ˜,ϕ) est bien de´finie pour tout λ˜ ∈ A˜
∗
G˜,C
/iA˜∨
G˜,F
. C’est
une fonction polynomiale sur cet espace. Pour X ∈ A˜G˜,F , on de´finit le coefficient de
Fourier
IG˜(p˜i, X,ϕ) =
∫
iA∗
G˜,F
IG˜(p˜iλ˜,ϕ)e
−<λ˜,X> dλ.
Comme en 1.2, le terme λ˜ apparaissant dans l’inte´grale est un rele`vement quelconque de
λ dans iA˜∗
G˜
. On a les e´galite´s
(1) IG˜(p˜i, X,ϕ) = IG˜(p˜i, (1X ◦ H˜G˜)ϕ),
ou` 1X est la fonction caracte´ristique de X dans A˜G˜,F et
(2) IG˜(p˜iλ˜,ϕ) =
∑
X∈A˜G˜,F
e<λ˜,X>IG˜(p˜i, X,ϕ)
pour tout λ˜ ∈ A˜∗
G˜,C
/iA˜∨
G˜,F
. Cette somme ne contient qu’un nombre fini de termes non
nuls.
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Pour une fonction ϕ ∈ Iac(G˜(F ), ω)⊗Mes(G(F )), on ne peut plus en ge´ne´ral de´finir
la fonction λ˜ 7→ IG˜(p˜iλ˜,ϕ). Par contre, pour X ∈ A˜G˜,F , on peut de´finir le coefficient de
Fourier IG˜(p˜i, X,ϕ), cf. [W] 6.4. Dans notre cas ou` le corps de base est non-archime´dien,
il est de´fini par la formule (1) : le membre de droite de cette formule a un sens puisque
la fonction (1X ◦ H˜G˜)ϕ est a` support compact. Nous dirons que ϕ est de Schwartz si,
pour toute ω-repre´sentation tempe´re´e p˜i de G˜(F ), la fonction
(3) X 7→ IG˜(p˜i, X,ϕ)
est a` de´croissance rapide sur A˜G˜,F . Dans ce cas, on peut de´finir une fonction λ˜ 7→
IG˜(p˜i, λ˜,ϕ) sur iA˜∗
G˜
/iA˜∨
G˜,F
par la formule d’inversion de Fourier
(4) IG˜(p˜i, λ˜,ϕ) =
∑
X∈A˜G˜,F
e<λ˜,X>IG˜(p˜i, X,ϕ).
C’est une fonction C∞ de λ˜. Inversement, supposons que, pour tout p˜i, il existe une
fonction C∞ sur iA˜∗
G˜
/iA˜∨
G˜,F
ve´rifiant la condition 1.2(2) et dont la fonction (3) soit la
transforme´e de Fourier. Alors cette fonction (3) est a` de´croissance rapide, donc ϕ est de
Schwartz.
Pour une fonction de Schwartz ϕ, il arrive que la fonction (4) de´finie sur iA˜∗
G˜
/iA˜∨
G˜,F
se
prolonge en une fonction rationnelle sur A˜∗
G˜,C
/iA˜∨
G˜,F
. Dans ce cas, on notera encore λ˜ 7→
IG˜(p˜i, λ˜,ϕ) ce prolongement. Soulignons que cela n’implique nullement que le membre de
droite de (4) soit convergent pour λ˜ 6∈ iA˜∗
G˜
/iA˜∨
G˜,F
. Meˆme s’il l’est, la fonction prolonge´e
n’a pas de raison d’eˆtre e´gale a` ce membre de droite.
1.8 Une proprie´te´ d’annulation
On fixe un espace de Levi M˜ . Soit f ∈ I(G˜(F ), ω)⊗Mes(G(F )). On a
(1) la fonction cθG˜
M˜
(f) est de Schwartz ;
(2) soit p˜i une ω-repre´sentation tempe´re´e de M˜(F ) ; la fonction λ˜ 7→ IM˜(p˜i, λ˜, cθG˜
M˜
(f))
sur iA˜∗
M˜
/iA˜∨
M˜,F
est la restriction d’une fonction rationnelle sur A˜∗
M˜,C
/iA˜∨
M˜,F
; celle-ci a
un nombre fini d’hyperplans polaires d’e´quations e<λ,αˇ> = c, pour α ∈ Σ(AM˜ ).
Le signification de ces assertions a e´te´ explique´e en 1.2.
Preuve. Relevons f en un e´le´ment de C∞c (G˜(F ))⊗Mes(G(F )). En utilisant la de´finition
1.5(1), il suffit par re´currence de prouver que la fonction φG˜
M˜
(f) ve´rifie les meˆmes pro-
prie´te´s. Or, soit p˜i une ω-repre´sentation tempe´re´e de M˜(F ). Par de´finition, la fonction
X 7→ IM˜(p˜i, X, φG˜
M˜
(f)) est la transforme´e de Fourier de la fonction λ˜ 7→ J G˜
M˜
(p˜iλ˜, f) sur
iA˜∗
M˜
/iA˜∨
M˜,F
. Celle-ci est C∞ et se prolonge en une fonction rationnelle sur A˜∗
M˜,C
/iA˜∨
M˜,F
dont les poˆles ont la proprie´te´ indique´e en (2). Cela prouve les assertions (1) et (2). 
Comme on l’a dit en 1.7, on note encore
λ˜ 7→ IM˜(p˜i, λ˜, cθG˜
M˜
(f))
la fonction rationnelle sur A˜∗
M˜,C
/iA˜∨
M˜,F
qui prolonge la fonction note´e ainsi qui est de´ja`
de´finie sur iA˜∗
M˜
/iA˜∨
M˜,F
.
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Soit ν ∈ A∗
M˜
un e´le´ment tel que cette fonction n’ait pas de poˆle sur l’ensemble des
e´le´ments λ˜ ∈ A˜∗
M˜,C
tels que Re(λ) = ν. Pour X ∈ A˜M˜,F , on pose
IM˜(p˜i, ν, X, cθG˜
M˜
(f)) =
∫
ν+iA∗
M˜,F
IM˜(p˜i, λ˜, cθG˜
M˜
(f))e−<λ˜,X> dλ.
On a la formule d’inversion
IM˜(p˜i, λ˜, cθG˜
M˜
(f)) =
∑
X∈A˜M˜,F
IM˜(p˜i, ν, X, cθG˜
M˜
(f))e<λ˜,X>
pour tout λ˜ ∈ A˜∗
M˜
/iA˜∨
M˜,F
tel que Re(λ) = ν.
Proposition. Supposons M˜ 6= G˜ et p˜i elliptique. Pour tout S˜ ∈ P(M˜), fixons un point
νS˜ comme en 1.3. Supposons ce point ”assez positif” pour S˜, cette notion de´pendant de
la repre´sentation p˜i. Alors on a l’e´galite´
∑
S˜∈P(M˜)
ωS˜(X)I
M˜(p˜i, νS˜, X,
cθG˜
M˜
(f)) = 0
pour tout f ∈ I(G˜(F ), ω)⊗Mes(G(F )) et tout X ∈ A˜M˜,F .
Preuve. On rele`ve f en un e´le´ment de C∞c (G˜(F ))⊗Mes(G(F )). On utilise la de´finition
1.5(1). Il re´sulte de la preuve de (1) et (2) ci-dessus que
IM˜(p˜i, λ˜, cθG˜
M˜
(f)) = IM˜(p˜i, λ˜, φG˜
M˜
(f))−
∑
L˜∈L(M˜),L˜ 6=G˜
IM˜(p˜i, λ˜, cθL˜
M˜
(cφG˜
L˜
(f))).
On peut imiter les constructions ci-dessus pour chacune de ces fonctions et on utilise des
notations similaires. On obtient que la somme de l’e´nonce´ est e´gale a` la somme de
(3)
∑
S˜∈P(M˜)
ωS˜(X)I
M˜(p˜i, νS˜, X, φ
G˜
M˜
(f))
et, pour tout L˜ ∈ P(M˜) tel que L˜ 6= G˜, de
(4) −
∑
S˜∈P(M˜ )
ωS˜(X)I
M˜(p˜i, νS˜, X,
cθL˜
M˜
(cφG˜
L˜
(f))).
Fixons L˜ 6= G˜. Par un argument de´ja` utilise´ plusieurs fois, pour S˜ ∈ P(M˜), on peut
remplacer le point νS˜ par νS˜′, ou` S˜
′ = S˜ ∩ L˜. On peut ensuite, pour S˜ ′ fixe´, remplacer la
somme des ωS˜(X) pour S˜ ∩ L˜ = S˜
′ par ωS˜′(X). On obtient que la somme (4) est e´gale
a` l’oppose´e de celle de l’e´nonce´ ou` l’on remplace G˜ par L˜ et f par cφG˜
L˜
(f). Dans l’e´nonce´
figure l’hypothe`se M˜ 6= G˜. Si L˜ 6= M˜ , elle reste ve´rifie´e et, par re´currence, la somme (4)
est nulle.
Conside´rons l’espace L˜ = M˜ . Dans ce cas cθM˜
M˜
est l’identite´. On a donc
IM˜(p˜i, λ˜, cθM˜M˜(
cφG˜
M˜
(f))) = IM˜(p˜i, λ˜, cφG˜M˜(f)).
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Or cφG˜
M˜
(f) est a` support compact. Il en re´sulte que cette fonction n’a pas de poˆle. Ses
coefficients de Fourier IM˜(p˜i, ν, X,c φG˜
M˜
(f)) sont donc inde´pendants du point ν. Ils sont
e´gaux a`
IM˜(p˜i, X, cφG˜
M˜
(f)) = IM˜(p˜i, 0, X, cφG˜
M˜
(f)) =
∫
iA∗
M˜,F
IM˜(p˜iλ˜,
cφG˜
M˜
(f))e−<λ˜,X> dλ.
Dans la somme (4), on peut remplacer tous les points νS˜ par 0. Cette somme devient
−IM˜ (p˜i, X, cφG˜
M˜
(f))
∑
S˜∈P(M˜)
ωS˜(X),
qui est simplement −IM˜(p˜i, X, cφG˜
M˜
(f)). Par de´finition de cφG˜
M˜
(f), on a
IM˜(p˜iλ˜,
cφG˜
M˜
(f)) = cJ G˜
M˜
(p˜iλ˜, f)
pour λ˜ ∈ iA˜∗
M˜
/iA˜∨
M˜,F
. Parce que p˜i est elliptique, ceci n’est autre que
∑
Y ∈A˜M˜,F
∑
S˜∈P(M˜)
ωS˜(Y )
∫
νS˜+iA
∗
M˜,F
J G˜
M˜
(p˜iλ˜+ν˜ , f)e
−<ν˜,Y > dν.
Par inversion de Fourier, on en de´duit
(5) IM˜(p˜i, X, cφG˜
M˜
(f)) =
∑
S˜∈P(M˜)
ωS˜(X)
∫
νS˜+iA
∗
M˜,F
J G˜
M˜
(p˜iν˜ , f)e
−<ν˜,X> dν.
En re´sume´, la somme sur les L˜ 6= G˜ des termes (4) est e´gale a` l’oppose´ du membre de
droite de (5).
Ainsi qu’il re´sulte de la preuve de (1) et (2), on a l’e´galite´
IM˜(p˜i, λ˜, φG˜
M˜
(f)) = J G˜
M˜
(p˜iλ˜, f)
pour tout λ˜ ∈ A∗
M˜,C
/iA˜∨
M˜,F
. Il re´sulte alors des de´finitions que
IM˜(p˜i, νS˜, X, φ
G˜
M˜
(f)) =
∫
νS˜+iA
∗
M˜,F
J G˜
M˜
(p˜iν˜ , f)e
−<ν˜,X> dν
pour tout S˜. Donc la somme (3) est e´gale au membre de droite de (5). La somme de (3)
et (4) est donc nulle. Cela ache`ve la de´monstration. 
1.9 Une variante des inte´grales orbitales ponde´re´es ω-e´quivariantes
Fixons un espace de Levi M˜ . L’application cφG˜
M˜
de´finie en 1.3 ve´rifie les meˆmes
proprie´te´s formelles que φG˜
M˜
. Dans beaucoup de constructions que l’on a faites, on peut
remplacer la deuxie`me application par la premie`re. Ainsi, fixons pour un moment un
sous-groupe compact spe´cial K de G(F ) en bonne position relativement a` M . Soit γ ∈
Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗. On a de´fini en [II] 1.5 la distribution
f 7→ J G˜
M˜
(γ, f)
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sur C∞c (G˜(F ))⊗Mes(G(F )). On de´finit une nouvelle distribution par la formule
(1) cIG˜
M˜
(γ, f) = J G˜
M˜
(γ, f)−
∑
L˜∈L(M˜),L˜ 6=G˜
cIL˜
M˜
(γ, cφG˜
L˜
(f)).
Elle ve´rifie les meˆmes proprie´te´s formelles que la distribution IG˜
M˜
(γ, f). En particulier,
elle est ω-e´quivariante, c’est-a`-dire se descend en une distribution sur I(G˜(F ), ω) ⊗
Mes(G(F )). Elle est aussi compatible a` l’induction, c’est-a`-dire ve´rifie une proprie´te´ ana-
logue au lemme [II] 1.7. Mais elle ve´rifie une proprie´te´ utile que la distribution IG˜
M˜
(γ, f) ne
ve´rifie pas. Pour tout sous-ensemble Ω de M˜(F ), posons ΩM = {m−1γm;m ∈M(F ), γ ∈
Ω}. On a
(2) pour tout f ∈ I(G˜(F ), ω) ⊗ Mes(G(F )), il existe un sous-ensemble compact
Ω ⊂ M˜(F ) tel que cIG˜
M˜
(γ, f) = 0 si le support de γ ne coupe pas ΩM .
Preuve. On rele`ve f en un e´le´ment de C∞c (G˜(F ))⊗Mes(G(F )). La formule (1) rame`ne
par re´currence a` prouver que le terme J G˜
M˜
(γ, f) ve´rifie la meˆme proprie´te´. Notons Ω′ le
support de f . Il existe un sous-ensemble compact Ω de M˜(F ) tel que ΩM = (Ω′)G∩M˜(F ).
Il est clair que J G˜
M˜
(γ, f) = 0 si le support de γ ne coupe pas ΩM . 
Le lien entre nos deux distributions ω-e´quivariantes est e´tabli par la formule suivante
(3) cIG˜
M˜
(γ, f) =
∑
L˜∈L(M˜)
I L˜
M˜
(γ, cθG˜
L˜
(f)).
Preuve. Relevons f en un e´le´ment de C∞c (G˜(F )) ⊗Mes(G(F )) et appliquons cette
formule par re´currence au termes de la somme du membre de droite de la formule (1).
On obtient
cIG˜
M˜
(γ, f) = J G˜
M˜
(γ, f)−
∑
L˜1∈L(M˜),L˜1 6=G˜
∑
L˜2∈L(M˜),L˜2⊂L˜1
I L˜2
M˜
(γ, cθL˜1
L˜2
(cφG˜
L˜1
(f))).
Renversons l’ordre de sommation. On obtient une somme sur L˜2 ∈ L(M˜) de la distribu-
tion I L˜2
M˜
(γ, .) applique´e a` la fonction
∑
L˜1∈L(L˜2),L˜1 6=G˜
cθL˜1
L˜2
(cφG˜
L˜1
(f)).
Par de´finition de cθG˜
L˜2
, cette fonction est e´gale a` φG˜
L˜2
(f) − cθG˜
L˜2
(f). En remplac¸ant L˜2
simplement par L˜, on obtient alors que cIG˜
M˜
(γ, f) est la somme de
J G˜
M˜
(γ, f),
de
−
∑
L˜∈L(M˜)
I L˜
M˜
(γ, φG˜
L˜
(f))
et de ∑
L˜∈L(M˜)
I L˜
M˜
(γ, cθG˜
L˜
(f)).
La somme des deux premie`res expressions est nulle par de´finition de la distribution
IG˜
M˜
(γ, .). Donc cIG˜
M˜
(γ, f) est e´gal a` la dernie`re somme, ce qui est l’e´galite´ (3). 
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2 Stabilisation de l’application cθM˜
2.1 Fonctions ωS˜ et endoscopie
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique elliptique et relevante de (G, G˜, a).
Introduisons les paires de Borel (B∗, T ∗) et (B′∗, T ′∗) de G et G′. Modulo certains choix
dans les groupes duaux, cf. [I] 1.5, on a un homomorphisme ξ : T ∗ → T ′∗. Il se restreint
en un homomorphisme ξ : AG˜ → AG˜′ qui est e´quivariant pour les actions galoisiennes.
L’hypothe`se d’ellipticite´ signifie que cet homomorphisme est un reveˆtement. Il s’en de´duit
un isomorphisme AG˜ ' AG˜′. On a
(1) il existe un unique isomorphisme ξ˜ : A˜G˜ ' A˜G˜′ tel que
(i) ξ˜(X +H) = ξ(X) + ξ˜(H) pour tout X ∈ AG˜ et H ∈ A˜G˜ ;
(ii) pour tout couple (δ, γ) forme´ d’un e´le´ment semi-simple δ ∈ G˜′(F ) et d’un e´le´ment
semi-simple γ ∈ G˜(F ) qui se correspondent (cf. [I] 1.10), on ait l’e´galite´
ξ˜(H˜G˜(γ)) = H˜G˜′(δ).
La preuve est la meˆme qu’en [IV] 2.1(1). Signalons qu’en ge´ne´ral, les ensembles
ξ˜(A˜G˜,F ) et A˜G˜′,F ne sont pas inclus l’un dans l’autre. Leur intersection est toutefois
non vide d’apre`s (ii) ci-dessus. En prenant pour point-base un e´le´ment de cette intersec-
tion, ces ensembles s’identifient respectivement aux re´seaux ξ(AG˜,F ) et AG˜′,F . Ceux-ci ne
sont pas non plus inclus l’un dans l’autre, mais sont commensurables (leur intersection
est d’indice finie dans chacun d’eux).
Dans la suite, on abandonne les notations ξ et ξ˜ et on identifie simplement AG˜ a` AG˜′
par ξ, ainsi que A˜G˜ a` A˜G˜′ par ξ˜.
Soit M ′ un Levi de G′. Supposons M ′ relevant. Il lui correspond donc un espace de
Levi M˜ de G˜ et M ′ se comple`te en une donne´e endoscopique elliptique M′ = (M ′,M′, s˜)
de (M, M˜, a). On a comme ci-dessus des identifications compatibles AM˜ ' AM˜ ′ et A˜M˜ '
A˜M˜ ′. Soit P˜
′ ∈ P(M˜ ′). Des descriptions des ensembles de racines de nos diffe´rents groupes
re´sulte que la cloˆture de la chambre positive AP˜ ′ est re´union de cloˆtures de chambres
positives AP˜ pour certains P˜ ∈ P(M˜). Notons simplement P˜ 7→ P˜
′ pour signifier que
P˜ appartient a` cet ensemble. On a fixe´ des fonctions ωP˜ . On de´finit la fonction ωP˜ ′ sur
A˜M˜ ′ par
(2) ωP˜ ′ =
∑
P˜∈P(M˜ );P˜ 7→P˜ ′
ωP˜ .
L’espace de Levi M˜ n’est pas unique, il n’est bien de´fini qu’a` conjugaison pre`s, mais les
proprie´te´s d’invariance impose´es aux fonctions ωP˜ entraˆınent que la de´finition ci-dessus
ne de´pend pas du choix de M˜ . Il est imme´diat que l’ensemble de fonctions ainsi de´finies
ve´rifie les meˆmes conditions qu’en 1.1.
Dans le cas ou` M ′ n’est pas relevant, on fixe sans re´fe´rence a` G˜ des fonctions ωP˜ ′
pour P˜ ′ ∈ P(M˜ ′) qui ve´rifient les conditions de 1.1.
2.2 Les applications cSθG˜
M˜
Pour la suite de la section, on suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure
et on fixe un espace de Levi M˜ de G˜. Nous allons de´finir une application line´aire
cSθG˜
M˜
: I(G˜(F ))⊗Mes(G(F ))→ SIac(M˜(F ))⊗Mes(M(F )).
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Comme toujours, on doit admettre par re´currence certaines de ses proprie´te´s. Les premie`res
sont formelles et permettent de de´finir des applications analogues pour des donne´es en-
doscopiques. On y revient ci-dessous. La seconde est que cette application est stable,
c’est-a`-dire qu’elle se factorise en une application de´finie sur SI(G˜(F )) ⊗Mes(G(F )).
Notons pst
M˜
: Iac(M˜(F ))⊗Mes(M(F )) → SIac(M˜(F )) ⊗Mes(M(F )) la projection na-
turelle. Pour f ∈ I(G˜(F ))⊗Mes(G(F )), on pose
(1) cSθG˜
M˜
(f) = pst
M˜
◦ cθG˜M˜(f)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜(G˜, G˜
′(s))cSθ
G
′(s)
M
(fG
′(s)).
Enonc¸ons la proprie´te´ e´voque´e ci-dessus.
Proposition . L’application cSθG˜
M˜
se quotiente en une application line´aire
SI(G˜(F ))⊗Mes(G(F ))→ SIac(M˜(F ))⊗Mes(M(F )).
Cette proposition sera prouve´e en 4.2.
Revenons sur les questions formelles. Conside´rons des extensions compatibles
1→ C\ → G\ → G→ 1 et G˜\ → G˜
ou` C\ est un tore induit et G˜\ est encore a` torsion inte´rieure. Soit λ\ un caracte`re de
C\(F ). On a une projection naturelle AM˜\ → AM˜ et une identification P(M˜\) = P(M˜),
notons-la P˜\ ↔ P˜ . Pour P˜ ∈ PM˜ , on a une fonction ωP˜ sur AM˜ . Pour P˜\ ↔ P˜ , on choisit
pour fonction ωP˜\ la compose´e de cette fonction avec la projection pre´ce´dente. Fixons des
mesures de Haar dc sur C\(F ), dg sur G(F ) et dm sur M(F ). Soient f ∈ C
∞
c,λ\
(G˜\(F ))⊗
Mes(G(F )). Ecrivons-la f = f ⊗ dg. Choisissons une fonction f˙ ∈ C∞c (G˜\(F )) telle que
f(γ\) =
∫
C\(F )
f˙(cγ\)λ\(c) dc
pour tout γ\ ∈ G˜\(F ). De dg et dc se de´duit une mesure de Haar dg\ sur G\(F ). De meˆme,
de dm et dc se de´duit une mesure de Haar dm\ surM\(F ). On de´finit alors
cSθ
G˜\
M˜\
(f˙⊗dg\).
Ecrivons-la ϕ˙⊗ dm\ avec ϕ˙ ∈ SIac(M˜\(F )). Cette fonction n’est pas a` support compact.
Toutefois, on ve´rifie aise´ment par re´currence sur la de´finition (1) que l’application cSθ
G˜\
M˜\
ve´rifie la relation 1.6(3) (la ve´rification pre´cise ne´cessite encore quelques conside´rations
formelles que l’on passe). Il en re´sulte que, pour tout γ\ ∈ M˜\(F ), la fonction c 7→ ϕ˙(cγ\)
est a` support compact. On peut alors de´finir ϕ ∈ SIac,λ\(M\(F )) par
ϕ(γ\) =
∫
C\(F )
ϕ˙(cγ\)λ\(c) dc.
Remarque. L’espace SIac,λ\(M\(F )) se de´duit de C
∞
ac,λ\
(M\(F )). Ce dernier est celui
des fonctions ψ : M\(F )→ C qui se transforment par C\(F ) selon le caracte`re λ\, qui sont
biinvariantes par un sous-groupe ouvert compact de M\(F ) et qui ve´rifient la condition
suivante. Soit b une fonction a` support compact sur A˜M˜,F . Notons b\ sa compose´e avec
la projection A˜M˜\,F → A˜M˜,F . Alors la fonction (b\ ◦ H˜M˜\)ψ appartient a` C
∞
c,λ\
(M˜\(F )).
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Le terme ϕ ⊗ dm de´pend a priori des choix de mesures et du choix de la fonction
f˙ . On ve´rifie facilement que changer de mesures ne modifie pas ϕ ⊗ dm. Changer de
f˙ revient a` ajouter a` cette fonction une combinaison line´aire de fonctions ψc − λ\(c)ψ,
ou` ψ ∈ C∞c (G˜\(F )) et c ∈ C\(F ). Notre syste`me de fonctions ωP˜ sur AM˜\ ve´rifie par
construction la condition 1.4(7) pour Z = C\. On voit par re´currence que l’application
cSθ
G˜\
M˜\
ve´rifie la proprie´te´ 1.6(4). Il en re´sulte qu’ajouter ψc−λ\(c)ψ a` f˙ revient a` ajouter
a` ϕ˙ une fonction de la forme (ψ′)c−λ\(c)ψ
′. Un tel terme disparaˆıt par inte´gration et ne
change pas ϕ. Ainsi le terme ϕ⊗ dm est bien de´fini et on peut poser
cSθ
G˜\
M˜\,λ\
(f) = ϕ⊗ dm.
Conside´rons d’autres donne´es
1→ C[ → G[ → G→ 1, G˜[ → G˜, λ[
ve´rifiant les meˆmes hypothe`ses. Introduisons le produit fibre´ G\,[ de G\ et G[ au-dessus
de G et le produit fibre´ G˜\,[ de G˜\ et G˜[ au-dessus de G˜. Supposons donne´s un caracte`re
λ\,[ de G\,[(F ) dont la restriction a` C\(F )×C[(F ) est λ\×λ
−1
[ et une fonction non nulle
λ˜\,[ sur G˜\,[(F ) qui se transforme selon le caracte`re λ\,[. On en de´duit un isomorphisme
C∞c,λ\(G˜\(F ))⊗Mes(G(F )) ' C
∞
c,[(G[(F ))⊗Mes(G(F )),
cf. [II] 1.10. On en de´duit de meˆme un isomorphisme
SIac,λ\(M\(F ))⊗Mes(M(F )) ' SIac,λ[(M[(F ))⊗Mes(M(F )).
Soient f\ ∈ C
∞
c,λ\
(G˜\(F ))⊗Mes(G(F )) et f[ ∈ C
∞
c,λ[
(G˜[(F ))⊗Mes(G(F )) qui se corres-
pondent par le premier isomorphisme. Alors cSθ
G˜\
M˜\,λ\
(f\) et
cSθG˜[
M˜[,λ[
(f[) se correspondent
par le second. La preuve est similaire a` celle de [II] 1.10(7). Rappelons-en seulement la
structure. On commence par prouver que les deux termes sont e´gaux a` des termes ana-
logues relatifs aux extensions communes G\,[ et G˜\,[, ou` le caracte`re de C\(F )×C[(F ) est
λ\⊗1 pour le premier terme et 1⊗λ[ pour le second. On passe de l’un a` l’autre par tenso-
risation par le caracte`re affine λ˜\,[. Cette tensorisation est compatible a` nos constructions
parce que l’on ve´rifie par re´currence que nos distributions ve´rifient l’analogue de 1.6(5).
Cela e´tant, pour un e´le´ment s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF tel que G′(s) est elliptique, on
choisit des donne´es auxiliaires G′1(s), ...,∆1(s). On de´finit comme ci-dessus l’application
line´aire
cSθ
G˜′1(s)
M˜1(s),λ1(s)
: C∞c,λ1(s)(G˜
′
1(s;F ))⊗Mes(G(F ))→ SIac,λ1(s)(M˜1(s;F ))⊗Mes(M(F )).
La proprie´te´ pre´ce´dente assure que, quand on change de donne´es auxiliaires, ces appli-
cations se recollent en une application line´aire
cSθ
G′(s)
M
: C∞c (G
′(s))⊗Mes(G(F ))→ SIac(M)⊗Mes(M(F )).
Elle se quotiente en tout cas en une application de´finie sur I(G′(s)) ⊗Mes(G(F )) et,
pourvu que la proposition soit de´montre´e pour G˜′1(s) et pour un choix de donne´es auxi-
liaires, en une application de´finie sur SI(G′(s))⊗Mes(G(F )).
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2.3 Commutation a` l’induction
Lemme. Soit R˜ un espace de Levi de M˜ . Pour tout f ∈ I(G˜(F )) ⊗Mes(G(F )), on a
l’e´galite´
(cSθG˜
M˜
(f))R˜ =
∑
L˜∈L(R˜)
eG˜
R˜
(M˜, L˜)cSθL˜
R˜
(fL˜).
En utilisant le lemme 1.6, la preuve est similaire a` celle de la proposition [II] 1.14(ii).

2.4 Une proprie´te´ d’annulation
Rappelons que l’on a de´fini l’espace Dsttemp(M˜(F )) qui est le sous-espace des e´le´ments
deDtemp(M˜(F )) qui sont des distributions stables. On de´finit de meˆme l’espaceD
st
ell(M˜(F )).
Fixons pour simplifier un espace de Levi minimal M˜0 ⊂ M˜ . Moeglin a prouve´ en [M]
corollaire 2.1 que l’induction fournissait un isomorphisme
Dsttemp(M˜(F ))⊗Mes(M(F ))
∗ =
⊕R˜∈LM˜ (M˜0)/WM (M˜0)Ind
M˜
R˜
((Dstell(R˜(F ), ω)⊗Mes(R(F ))
∗)W
M (R˜).
Les de´finitions de 1.7 s’adaptent aux fonctions appartenant a` SI(M˜(F ))⊗Mes(M(F )).
Il suffit de se limiter dans les de´finitions de ce paragraphe aux repre´sentations appar-
tenant a` Dsttemp(M˜(F )). Soit f ∈ I(G˜(F ))⊗Mes(G(F )). On voit par re´currence que la
fonction cSθG˜
M˜
(f) est de Schwartz. Soit p˜i ∈ Dsttemp(M˜(F ), ω)⊗Mes(M(F ))
∗. On voit de
meˆme que la fonction λ˜ 7→ SM˜(p˜i, λ˜, cSθG˜
M˜
(f)) sur iA˜∗
M˜
/iA˜∨
M˜,F
ve´rifie la proprie´te´ 1.8(2).
On peut reprendre pour cette fonction les constructions et notations effectue´es dans ce
paragraphe 1.8.
Proposition. Supposons M˜ 6= G˜ et p˜i elliptique. Pour tout S˜ ∈ P(M˜), fixons un point
νS˜ comme en 1.3. Supposons ce point ”assez positif” pour S˜, cette notion de´pendant de
la repre´sentation p˜i. Alors on a l’e´galite´
∑
S˜∈P(M˜)
ωS˜(X)S
M˜(p˜i, νS˜, X,
cSθG˜M˜(f)) = 0
pour tout X ∈ A˜M˜,F .
Preuve. Pour tous points ν et X , on a par de´finition l’e´galite´
SM˜(p˜i, ν, X, cSθG˜
M˜
(f)) = IM˜(p˜i, ν, X, cθG˜
M˜
(f))−
∑
s∈Z(Mˆ )ΓF /Z(Gˆ)ΓF ,s 6=1
SM(p˜i, ν, X, cSθ
G′(s)
M
(fG
′(s))).
Le premier terme ve´rifie la relation de l’e´nonce´ d’apre`s la proposition 1.8. Fixons s
apparaissant ci-dessus. On doit prouver la relation de l’e´nonce´ pour le terme indexe´ par
s dans la somme ci-dessus. On a dit en 2.1 qu’il y avait une application naturelle S˜ 7→ S˜ ′
de PG˜(M˜) dans PG˜
′(s)(M˜). Pour de tels S˜ et S˜ ′, la fonction λ˜ 7→ SM(p˜i, λ˜, cSθ
G
′(s)
M
(fG
′(s)))
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n’a pas de poˆle sur le segment joignant νS˜ a` νS˜′. Cela nous permet de remplacer dans la
relation de l’e´nonce´ le point νS˜ par νS˜′. On vertu de la de´finition 2.1(2) de la fonction
ωS˜′, la relation a` de´montrer devient celle de l’e´nonce´ pour G˜
′(s), ou plutoˆt G′(s), et la
fonction fG
′(s). Celle-ci est ve´rifie´e par re´currence puisque s 6= 1. 
2.5 Une variante des inte´grales orbitales ponde´re´es stables
Soit δ ∈ Dstge´om(M˜(F ))⊗Mes(M(F ))
∗. On de´finit une forme line´aire cSG˜
M˜
(δ, .) par la
formule habituelle
cSG˜
M˜
(δ, f) = cIG˜
M˜
(δ, f)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜ (G˜, G˜
′(s))cS
G
′(s)
M
(δ, fG
′(s)).
Outre quelques formalite´s que l’on passe, cette de´finition utilise par re´currence la pro-
prie´te´ suivante.
Proposition . Pour tout δ ∈ Dstge´om(M˜(F ))⊗Mes(M(F ))
∗, la distribution
f 7→ cSG˜
M˜
(δ, f)
est stable.
Cette proposition sera prouve´e en 4.2.
Par re´currence, on voit que notre distribution ve´rifie la proprie´te´ de compacite 1.9(2).
3 L’application endoscopique cθG˜,E
M˜
3.1 De´finition d’une premie`re application endoscopique
Le triplet (G, G˜, a) est quelconque et on fixe un espace de Levi M˜ de G˜. Soit M′ =
(M ′,M′, ζ˜) une donne´e endoscopique de (M, M˜, a) qui est elliptique et relevante. On
de´finit une application line´aire
cθG˜,E
M˜
(M′) : I(G˜(F ), ω)⊗Mes(G(F ))→ SIac(M
′)⊗Mes(M ′(F ))
par l’e´galite´
(1) cθG˜,E
M˜
(M′, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))cSθ
G′(s˜)
M′
(fG
′(s˜)).
Les meˆmes conside´rations formelles qu’en 2.2 permettent de de´finir les termes du membre
de droite. Ces termes sont bien de´finis car les distributions qui apparaissent ve´rifient par
re´currence la proposition 2.2, c’est-a`-dire sont stables, sauf dans un cas. C’est celui ou`
(G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et ou` M′ = M. On ne connaˆıt pas
alors les proprie´te´s du terme indexe´ par s = 1. On le remplace alors par cSθG˜
M˜
(f). Par
de´finition de ce dernier terme, on a alors l’e´galite´ tautologique
(2) cθG˜,E
M˜
(M, f) = pst
M˜
◦ cθG˜M˜(f).
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Soit b une fonction sur A˜G˜ a` valeurs complexes. Pour tout s˜ intervenant dans la somme
ci-dessus, on a une identification A˜G˜′(s˜) = A˜G˜ et on peut conside´rer b comme une fonction
sur le premier espace. D’autre part, la compose´e de la projection A˜M˜ ′ → A˜G˜′(s˜) et de
l’identification ci-dessus est inde´pendante de s˜. Elle co¨ıncide en effet avec la compose´e
de l’identification A˜M˜ ′ = A˜M˜ et de la projection de cet espace sur A˜G˜. Notons p
G˜
M˜ ′
cette
compose´e. D’apre`s 2.1(1), on a (f(b ◦ H˜G˜))
G
′(s˜) = fG
′(s˜)(b ◦ H˜G˜′(s˜)). On a de´ja` dit que
la proprie´te´ 1.6(3) se propageait aux applications cSθG˜
M˜
. Il re´sulte de la de´finition (1)
ci-dessus qu’on a l’e´galite´
(3) cθG˜,E
M˜
(M′, f(b ◦ H˜G˜)) =
cθG˜,E
M˜
(M′, f)(b ◦ pG˜
M˜ ′
◦ H˜M˜ ′).
Remarque. L’identification A˜M˜ ′ = A˜M˜ n’envoie pas ne´cessairement A˜M˜ ′,F dans
A˜M˜,F . Donc p
G˜
M˜ ′
n’envoie pas ne´cessairement A˜M˜ ′,F dans A˜G˜,F . Le membre de gauche ci-
dessus ne de´pend que de la restriction de b a` A˜G˜,F . Il n’est pas e´vident que ce soit le cas du
membre de droite. Cela re´sulte bien suˆr de l’e´galite´ des deux membres. L’explication est
que, par de´finition du transfert, les supports des transferts fG
′(s˜) sont forme´s d’e´le´ments
δ ∈ G˜′(s˜;F ) tels que H˜G˜′(s˜)(δ) ∈ A˜G˜,F .
Il re´sulte de (1) et de ce que l’on a dit en 2.4 que
(4) pour tout f ∈ I(G˜(F ), ω)⊗Mes(G(F )), la fonction cθG˜,E
M˜
(M′, f) est de Schwartz ;
pour tout p˜i ∈ Dsttemp(M
′) ⊗ Mes(M ′(F ))∗, la fonction λ˜ 7→ SIM
′
(p˜i, λ˜, cθG˜,E
M˜
(M′, f))
de´finie sur iA˜∗
M˜ ′
/iA˜∨
M˜ ′,F
se prolonge en une fonction rationnelle sur A˜∗
M˜ ′,C
/iA˜∨
M˜ ′,F
dont
les poˆles sont de la forme de´crite en 1.8(2).
3.2 Action d’un groupe d’automorphismes
On conserve les meˆmes donne´es. On a introduit en [I] 3.2 le groupe d’automorphismes
Aut(M˜,M′). Il agit sur SIac(M
′)⊗Mes(M ′(F )).
Lemme. L’application cθG˜,E
M˜
(M′) prend ses valeurs dans le sous-espace d’invariants
(SIac(M
′)⊗Mes(M ′(F )))Aut(M˜,M
′).
La preuve est similaire a` celle du lemme [II] 1.13. 
3.3 Commutation a` l’induction
On conserve les meˆmes donne´es. On conside`re les situations suivantes.
(a) Soit R′ un groupe de Levi de M ′ qui est relevant. Modulo certains choix, cf. [I]
3.4, on construit un espace de Levi R˜ de M˜ et une donne´e endoscopique R′ de R˜ qui est
elliptique et relevante. On a l’homomorphisme ”terme constant”
SIac(M
′)⊗Mes(M ′(F )) → SIac(R
′)⊗Mes(R′(F ))
ϕ 7→ ϕ
R′
.
(b) Soit R′ un groupe de Levi de M ′ qui n’est pas relevant. La donne´e R′ n’est plus
de´finie et l’homomorphisme du (i) n’a plus de sens. Par contre, pour ϕ ∈ SIac(M
′) ⊗
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Mes(M ′(F )), la relation ϕR˜′ = 0 conserve un sens. On fixe des donne´es auxilaires
M ′1, ...,∆1 pourM
′. On identifie ϕ a` un e´le´ment ϕ1 ∈ SIac,λ1(M˜
′
1(F ))⊗Mes(M
′(F )). La
relation signifie que (ϕ1)R˜′1 = 0, ce qui ne de´pend pas du choix des donne´es auxiliaires.
Proposition. Soit f ∈ I(G˜(F ), ω)⊗Mes(G(F )).
(i) Dans la situation (a), on a l’e´galite´
(cθG˜,E
M˜
(M′, f))R′ =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)cθL˜,E
R˜
(R′, fL˜,ω)
(ii) Dans la situation (b), on a l’e´galite´
(cθG˜,E
M˜
(M′, f))R˜′ = 0.
Preuve. Dans la situation (a), soit δ ∈ Dstge´om(R
′) ⊗Mes(R′(F )). On doit prouver
l’e´galite´
SIM
′
(δM
′
,c θG˜,E
M˜
(M′, f)) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)SIR
′
(δ, cθL˜,E
R˜
(R′, fL˜,ω)).
Dans la situation (b), fixons des donne´es auxiliaires M ′1, ...,∆1 pour M
′. Soit δ ∈
Dstge´om,λ1(R˜
′
1(F ))⊗Mes(R
′(F )). L’induite δM˜
′
1 appartient a`Dstge´om,λ1(M˜
′
1(F ))⊗Mes(M
′(F )).
On l’identifie a` un e´le´ment de Dstge´om(M
′)⊗Mes(M ′(F )) que l’on note δM
′
. On doit prou-
ver l’e´galite´
SIM
′
(δM
′
,c θG˜,E
M˜
(M′, f)) = 0.
La preuve de ces assertions est la meˆme que celle de (i) et (iii) de la proposition [II] 1.14,
en utilisant la relation initiale fournie par le lemme 1.6. 
3.4 De´finition de cθG˜,E
M˜
Proposition. Il existe une unique application line´aire
cθG˜,E
M˜
: I(G˜(F ), ω)⊗Mes(G(F ))→ Iac(M˜(F ), ω)⊗Mes(M(F ))
telle que, pour toute donne´e endoscopique M′ de (M, M˜, a) qui est elliptique et relevante
et pour tout f ∈ I(G˜(F ), ω)⊗Mes(G(F )), on ait l’e´galite´
(cθG˜,E
M˜
(f))M
′
= cθG˜,E
M˜
(M′, f).
Preuve. Fixons un ensemble de repre´sentants E(M˜, a) des classes d’e´quivalence de
donne´es endoscopiques elliptiques et relevantes de (M, M˜, a). Soit f ∈ I(G˜(F ), ω) ⊗
Mes(G(F )). Pour M′ ∈ E(M˜, a), posons ϕ
M′
= cθG˜,E
M˜
(M′, f). On a ϕ
M′
∈ SIac(M
′) ⊗
Mes(M ′(F )). Oublions pour un instant l’indice ac, c’est-a`-dire supposons ϕM′ ∈ SI(M
′)⊗
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Mes(M ′(F )). On a de´crit dans la proposition [I] 4.11 l’image IE(M˜(F ), ω)⊗Mes(M(F ))
de l’application de transfert
I(M˜(F ), ω)⊗Mes(M(F ))→ ⊕
M′∈E(M˜,a)SI(M
′)⊗Mes(M ′(F )).
Il s’agit de montrer que la collection (ϕ
M′
)
M′∈E(M˜,a) appartient a` cette image. Elle
doit pour cela ve´rifier les conditions (1), (2) et (3) de [I] 4.11. La condition d’inva-
riance par automorphismes est le lemme 3.2 Les deux autres conditions re´sultent de la
proposition 3.3. Cela conclut sous l’hypothe`se faite ci-dessus. Levons cette hypothe`se.
Soit b une fonction a` support compact sur A˜M˜ . Pour M
′ ∈ E(M˜, a), on a ϕM′(b ◦
H˜M˜ ′) ∈ SI(M
′) ⊗Mes(M ′(F )). On peut appliquer le meˆme raisonnement a` la collec-
tion (ϕ
M′
(b ◦ H˜M˜ ′))M′∈E(M˜,a). Celle-ci est donc le transfert d’un unique e´le´ment ϕ[b] ∈
I(M˜(F ), ω) ⊗Mes(M(F )). En choisissant une suite de fonctions (bi)i∈N localement fi-
nie et telle que
∑
i∈N bi soit constante de valeur 1, on ve´rifie aise´ment que la suite de
fonctions (ϕ[bi])i∈N est localement finie. La se´rie
∑
i∈Nϕ[bi] converge donc et est son
transfert est bien la collection (ϕM′)M′∈E(M˜,a). Il faut toutefois ve´rifier que la somme
de la se´rie appartient a` Iac(M˜(F ), ω)⊗Mes(M(F )), c’est-a`-dire qu’elle provient d’une
fonction sur M˜(F ) qui est biinvariante par un sous-groupe ouvert compact. Pour chaque
M′ ∈ E(M˜, a), fixons des donne´es auxiliaires M ′1, ...,∆1. Identifions ϕM′ a` un e´le´ment de
SIac,λ1(M˜
′
1(F ))⊗Mes(M
′(F )). Par de´finition de cet espace, on peut fixer un sous-groupe
ouvert compact KM ′1 de M
′
1(F ) de sorte que ϕM′ provienne d’une fonction sur M˜
′
1(F )
biinvariante par KM ′1. Il en re´sulte que, pour tout i ∈ N, ϕM′(bi ◦ HM˜ ′) provient d’une
fonction sur M˜ ′1(F ) biinvariante par KM ′1 . D’apre`s [M], il existe un sous-groupe ouvert
compact KM de M(F ), qui ne de´pend que des KM ′1 (donc qui ne de´pend pas de i), de
sorte que ϕ[bi] provienne d’une fonction sur M˜(F ) qui est biinvariante par KM . Alors
la somme de la se´rie
∑
i∈Nϕ[bi] provient elle-aussi d’une fonction biinvariante par KM .
Cela ache`ve la preuve. 
3.5 Commutation a` l’induction
Lemme. Soient R˜ un espace de Levi de M˜ et f ∈ I(G˜(F ), ω) ⊗ Mes(G(F )). On a
l’e´galite´
cθG˜,E
M˜
(f)R˜,ω =
∑
L˜∈L(M˜)
dG˜
R˜
(M˜, L˜)cθL˜,E
R˜
(fL˜,ω).
Preuve. Il suffit de voir que, pour toute donne´e endoscopique R′ de (R, R˜, a) qui
est elliptique et relevante, les deux membres ont meˆme transfert a` R′. Pour une telle
donne´e R′, on peut trouver une donne´e endoscopique M′ de (M, M˜, a) qui est elliptique
et relevante, de sorte que R′ soit une ”donne´e de Levi” de M′. L’e´galite´ cherche´e re´sulte
alors de la proposition 3.3 et de la relation
(ϕR˜,ω)
R
′
= (ϕM
′
)R′
pour tout ϕ ∈ I(M˜(F ), ω)⊗Mes(M(F )). 
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3.6 cθG˜,E
M˜
(f) est de Schwartz
Lemme. Soit f ∈ I(G˜(F ), ω)⊗Mes(G(F )). Alors cθG˜,E
M˜
(f) est une fonction de Schwartz.
Pour tout p˜i ∈ Dtemp(M˜(F ), ω)⊗Mes(M(F ))
∗, la fonction λ˜ 7→ IG˜(p˜i, λ˜, cθG˜,E
M˜
(f)) de´finie
pour λ˜ ∈ iA˜∗
M˜
/iA˜∨
M˜,F
se prolonge en une fonction rationnelle sur A˜∗
M˜,C
/iA˜∨
M˜,F
dont les
poˆles sont de la forme de´crite en 1.8(2).
Preuve. Soit p˜i ∈ Dtemp(M˜(F ), ω) ⊗Mes(M(F ))
∗. On doit montrer que la fonction
X 7→ IM˜(p˜i, X, cθG˜,E
M˜
(f)) de´finie sur A˜M˜,F est a` de´croissance rapide. On doit ensuite
e´tudier la fonction λ˜ 7→ IG˜(p˜i, λ˜, cθG˜,E
M˜
(f)). Par line´arite´, on peut supposer soit que p˜i est
elliptique, soit qu’il existe un espace de Levi propre R˜ de M˜ et une ω-repre´sentation
elliptique σ˜ de R˜(F ) de sorte que p˜i = IndM˜
R˜
(σ˜).
Supposons d’abord p˜i elliptique. Fixons un ensemble de repre´sentants E(M˜, a) des
classes d’e´quivalence de donne´es endoscopiques elliptiques et relevantes de (M, M˜, a).
Rappelons que le transfert de´finit un isomorphisme
⊕
M′∈E(M˜,a)(D
st
ell(M
′)⊗Mes(M ′(F ))∗)Aut(M
′) → Dell(M˜(F ), ω)⊗Mes(M(F ))
∗.
On e´crit conforme´ment
(1) p˜i =
∑
M′∈E(M˜ ,a)
transfert(p˜iM′),
ou` p˜iM′ ∈ (D
st
ell(M
′)⊗Mes(M ′(F ))∗)Aut(M
′). Pour λ˜ ∈ A˜∗
M˜,C
, il est clair que
p˜iλ˜ =
∑
M′∈E(M˜,a)
transfert(p˜i
M′,λ˜).
Le membre de gauche ne de´pend que de λ˜ modulo iA˜∨
M˜,F
. Il n’est pas clair a priori que
chaque terme p˜i
M′,λ˜ ve´rifie la meˆme proprie´te´, car les ensembles A˜
∨
M˜,F
et A˜∨
M˜ ′,F
peuvent
eˆtre distincts. Mais l’unicite´ de la de´composition ci-dessus assure qu’il en est bien ainsi :
p˜i
M′,λ˜ ne de´pend que de λ˜ modulo iA˜
∨
M˜,F
.
Pour X ∈ A˜M˜,F , on a l’e´galite´
IM˜(p˜i, X, cθG˜,E
M˜
(f)) = IM˜(p˜i, (1X ◦ H˜M˜)
cθG˜,E
M˜
(f)),
ou` 1X est la fonction caracte´ristique de X dans A˜M˜ . Appliquons (1). Pour tout M
′ ∈
E(M˜, a), le transfert a` M′ de la fonction cθG˜,E
M˜
(f) est cθG˜,E
M˜
(M′, f). Le transfert de la
fonction (1X ◦ H˜M˜)
cθG˜,E
M˜
(f) est (1X ◦ H˜M˜ ′)
cθG˜,E
M˜
(M′, f). D’ou` l’e´galite´
IM˜(p˜i, X, cθG˜,E
M˜
(f)) =
∑
M′∈E(M˜,a)
SIM
′
(p˜iM′ , (1X ◦ H˜M˜ ′)
cθG˜,E
M˜
(M′, f))
=
∑
M′∈E(M˜ ,a)
SIM
′
(p˜iM′ , X,
cθG˜,E
M˜
(M′, f)).
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D’apre`s 3.1(4), les fonctions cθG˜,E
M˜
(M′, f) sont de Schwartz. L’expression ci-dessus est
donc a` de´croissance rapide en X . On peut donc de´finir la fonction λ˜ 7→ IG˜(p˜i, λ˜, cθG˜,E
M˜
(f))
sur iA˜∗
M˜
/iA˜∨
M˜,F
par
IG˜(p˜i, λ˜, cθG˜,E
M˜
(f)) =
∑
X∈A˜M˜,F
e<λ˜,X>IM˜(p˜i, X, cθG˜,E
M˜
(f)).
Pour M′ ∈ E(M˜, a) on voit apparaˆıtre la somme
∑
X∈A˜M˜,F
e<λ˜,X>SIM
′
(p˜iM′ , X,
cθG˜,E
M˜
(M′, f)).
Pour X 6∈ A˜M˜ ′,F , les termes SI
M
′
(p˜iM′, X,
cθG˜,E
M˜
(M′, f)) sont nuls par de´finition. Parce
que p˜i
M′,λ˜ ne de´pend que de λ˜ modulo iA˜
∨
M˜,F
, les meˆmes termes sont nuls pour X ∈
A˜M˜ ′,F − (A˜M˜,F ∩A˜M˜ ′,F ). On peut donc remplacer l’ensemble de sommation ci-dessus par
A˜M˜ ′,F . La somme devient SI
M′(p˜iM′ , λ˜,
cθG˜,E
M˜
(f)). On obtient
(1) IG˜(p˜i, λ˜, cθG˜,E
M˜
(f)) =
∑
M′∈E(M˜,a)
SIM
′
(p˜iM′ , λ˜,
cθG˜,E
M˜
(f)).
Graˆce a` 3.1(4), cette fonction se prolonge en une fonction rationnelle sur A˜M˜,C/iA˜
∗
M˜,F
avec des hyperplans polaires de la forme habituelle. Cela de´montre les proprie´te´s voulues
pour une ω-repre´sentation elliptique.
Fixons maintenant un espace de Levi propre R˜ de M˜ et une ω-repre´sentation elliptique
σ˜ de R˜(F ). Posons p˜i = IndM˜
R˜
(σ˜). Soit X ∈ A˜M˜,F . D’apre`s le lemme 3.5, on a l’e´galite´
(2) IG˜(p˜i, (1X ◦ H˜M˜)
cθG˜,E
M˜
(f)) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜(σ˜, (1X ◦ H˜M˜)
cθL˜,E
R˜
(fL˜,ω)).
Fixons un espace de Levi L˜ ∈ L(R˜) tel que dG˜
R˜
(M˜, L˜) 6= 0. On a une projection Y 7→ YM˜
de A˜R˜,F sur A˜M˜,F . On a l’e´galite´
(1X ◦ H˜M˜)
cθL˜,E
R˜
(fL˜,ω) =
∑
Y ∈A˜R˜,F ;YM˜=X
(1Y ◦ H˜R˜)
cθL˜,E
R˜
(fL˜,ω).
La projection dans A˜L˜ du support de
cθL˜,E
R˜
(fL˜,ω) est compacte. L’hypothe`se d
G˜
R˜
(M˜, L˜) 6= 0
entraˆıne que l’ensemble des Y ∈ A˜R˜,F dont la projection dans A˜L˜ appartient a` ce compact
et dont la projection dans A˜M˜ est X est fini. La somme ci-dessus n’a donc qu’un nombre
fini de termes non nuls. Il en re´sulte l’e´galite´
(3) I L˜(σ˜, (1X ◦ H˜M˜)
cθL˜,E
R˜
(fL˜,ω)) =
∑
Y ∈A˜R˜,F ;YM˜=X
I L˜(σ˜, Y, cθL˜,E
R˜
(fL˜,ω)).
Puisque R˜ 6= M˜ , on sait par re´currence que la fonction Y 7→ I L˜(σ˜, Y, cθL˜,E
R˜
(fL˜,ω)) est a`
de´croissance rapide. Donc l’expression ci-dessus est a` de´croissance rapide en X . D’apre`s
29
(2), il en est de meˆme de IG˜(p˜i, (1X ◦ H˜M˜)
cθG˜,E
M˜
(f)). En multipliant (3) par e<λ˜,X> et en
sommant en X , on obtient
∑
X∈A˜M˜,F
e<λ˜,X>I L˜(σ˜, (1X ◦ H˜M˜)
cθL˜,E
R˜
(fL˜,ω)) = I
L˜(σ˜, λ˜, cθL˜,E
R˜
(fL˜,ω)).
D’ou`, graˆce a` (2),
IG˜(p˜i, λ˜, cθG˜,E
M˜
(f)) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜(σ˜, λ˜, cθL˜,E
R˜
(fL˜,ω)).
Les proprie´te´s voulues du terme de gauche re´sultent des meˆmes proprie´te´s du membre
de droite, qui sont connues par re´currence. 
3.7 Une proprie´te´ d’annulation
Soient f ∈ I(G˜(F ), ω) ⊗ Mes(G(F )) et p˜i ∈ Dtemp(M˜(F ), ω) ⊗ Mes(M(F ))
∗. La
fonction λ˜ 7→ IM˜(p˜i, λ˜, cθG˜,E
M˜
(f)) a les meˆmes proprie´te´s qu’en 1.8 et on reprend pour
cette fonction les constructions et notations de ce paragraphe.
Proposition. Supposons M˜ 6= G˜ et supposons que p˜i est elliptique. Pour tout S˜ ∈ P(M˜),
fixons un point νS˜ comme en 1.3. Supposons ce point ”assez positif” pour S˜, cette notion
de´pendant de la repre´sentation p˜i. Alors on a l’e´galite´
∑
S˜∈P(M˜)
ωS˜(X)I
M˜(p˜i, νS˜, X,
cθG˜,E
M˜
(f)) = 0
pour tout X ∈ A˜M˜,F .
Preuve. On reprend les notations de la premie`re partie de la preuve du lemme
3.6. En vertu des e´galite´s 3.6(1) et 3.1(1), on peut fixer M′ = (M ′,M′, ζ˜) et s˜ ∈
ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ tel que G′(s˜) soit elliptique et prouver l’e´galite´
(1)
∑
S˜∈P(M˜)
ωS˜(X)S
M′(p˜iM′ , νS˜, X,
cSθ
G
′(s˜)
M′
(fG
′(s˜))) = 0.
Comme on l’a dit dans la preuve du lemme 3.6, les termes intervenant sont nuls si
X 6∈ A˜M˜,F ∩ A˜M˜ ′,F . On peut donc supposer que X appartient a` cette intersection. La
proposition 2.4 nous dit alors que l’on a une e´galite´
∑
S˜′∈PG˜′(s˜)(M˜ ′)
ωS˜′(X)S
M′(p˜iM′ , νS˜′, X,
cSθ
G
′(s˜)
M′
(fG
′(s˜))) = 0.
Le meˆme calcul que dans la preuve de la proposition 2.4 montre que cette e´galite´ est
e´quivalente a` (1). 
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3.8 Egalite´ de deux applications line´aires
Proposition (a` prouver). Soient f ∈ I(G˜(F ), ω)⊗Mes(G(F )). On a l’e´galite´
cθG˜,E
M˜
(f) = cθG˜M˜(f).
Cette proposition sera prouve´e en 4.3 dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et
a` torsion inte´rieure. Elle sera prouve´e en ge´ne´ral dans le meˆme paragraphe, sous une
hypothe`se qui ne sera ve´rifie´e que plus tard.
3.9 Variante des inte´grales orbitales ponde´re´es elliptiques
Soit M′ = (M ′,M′, ζ˜) une donne´e endoscopique de (M, M˜, a) qui est elliptique et
relevante. Soit δ ∈ Dst
ge´om,G˜−reg
(M′)⊗Mes(M ′(F ))∗ et soit f ∈ I(G˜(F ), ω)⊗Mes(G(F )).
On pose
cIG˜,E
M˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))cS
G
′(s˜)
M′
(δ, fG
′(s˜)).
Comme toujours, il y a un cas particulier. Si (G, G˜, a) est quasi-de´ploye´ et a` torsion
inte´rieure et siM′ =M, on doit remplacer le terme cS
G
′(1)
M
(δ, fG
′(1)) par cSG˜
M˜
(δ, f). Dans
ce cas, on a tautologiquement cIG˜,E
M˜
(M, δ, f) = cIG˜
M˜
(δ, f).
Le terme ainsi de´fini jouit des meˆmes proprie´te´s que le terme IG˜,E
M˜
(M′, δ, f) de´fini
en [II] 1.12. En particulier les proprie´te´s de´montre´es en [II] 1.13, 1.14 et 1.15 valent
aussi pour nos nouveaux objets. On peut alors poser la meˆme de´finition qu’en [II]
1.15. C’est-a`-dire, fixons un ensemble E(M˜, a) de repre´sentants des classes d’e´quivalence
de donne´es endoscopiques de (M, M˜, a) qui sont elliptiques et relevantes. Soit γ ∈
Dge´om,G˜−reg(M˜(F ), ω)⊗Mes(M(F ))
∗. On peut l’e´crire sous la forme
(1) γ =
∑
M′∈E(M˜ ,a)
transfert(δM′),
avec des δM′ ∈ D
st
ge´om,G˜−reg
(M′)⊗Mes(M ′(F ))∗. On pose
cIG˜,E
M˜
(γ, f) =
∑
M′∈E(M˜ ,a)
cIG˜,E
M˜
(M′, δM′ , f).
La de´composition (1) n’est pas unique mais le terme ci-dessus ne de´pend pas de la
de´composition choisie.
La proprie´te´ de compacite´ 1.9(2) se propage a` notre distribution cIG˜,E
M˜
(γ, .).
Proposition (a` prouver). Pour tout γ ∈ Dge´om,G˜−reg(M˜(F ), ω) ⊗ Mes(M(F ))
∗ et
tout f ∈ I(G˜(F ), ω)⊗Mes(G(F )), on a l’e´galite´
cIG˜,E
M˜
(γ, f) = cIG˜M˜(γ, f).
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Cette proposition sera prouve´e en 4.3 dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et
a` torsion inte´rieure. Elle sera prouve´e en ge´ne´ral dans le meˆme paragraphe, sous une
hypothe`se qui ne sera ve´rifie´e que plus tard.
Remarque. On s’est limite´ ici a` des distributions γ a` support fortement re´gulier
dans G˜. Cela parce qu’une de´finition correcte pour les e´le´ments ne ve´rifiant pas cette
proprie´te´ ne´cessite l’introduction du syste`me de fonctions BG˜ de [II] 1.11. Cela compli-
querait grandement les choses alors que les distributions a` support fortement re´gulier
suffiront aux applications. Mais, dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion
inte´rieure, le recours au syste`me de fonctions BG˜ se trivialise. Dans ce cas, on peut poser
les meˆmes de´finitions que ci-dessus et e´noncer la meˆme proposition pour une distribution
γ a` support quelconque.
4 Les preuves et l’application M˜
4.1 Lien entre les inte´grales orbitales ponde´re´es stables ou en-
doscopiques et leurs variantes
Proposition. (i) Soient γ ∈ Dge´om,G˜−reg(M˜(F ), ω)⊗Mes(M(F ))
∗ et f ∈ I(G˜(F ), ω)⊗
Mes(G(F )). On a l’e´galite´
cIG˜,E
M˜
(γ, f) =
∑
L˜∈L(M˜)
I L˜,E
M˜
(γ, cθG˜,E
L˜
(f)).
(ii) Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soient δ ∈ Dstge´om(M˜(F ))⊗
Mes(M(F ))∗ et f ∈ I(G˜(F ))⊗Mes(G(F )). On a l’e´galite´
cSG˜
M˜
(δ, f) =
∑
L˜∈L(M˜)
SL˜
M˜
(δ, cSθG˜L˜(f)).
Remarque. L’expression (ii) a un sens puisqu’on sait que les distributions SL˜
M˜
(δ, .)
sont stables, cf. [II] the´ore`me 1.10.
Preuve de (i). Par line´arite´, on peut fixer une donne´e endoscopique M′ = (M ′,M′, ζ˜)
de (M, M˜, a), elliptique et relevante, et un e´le´ment δ ∈ Dst
ge´om,G˜−reg
(M′)⊗Mes(M ′(F ))
et supposer que γ = transfert(δ). D’apre`s les de´finitions, l’e´galite´ a` prouver devient
(1) cIG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(M˜)
I L˜,E
M˜
(M′, δ, cθG˜,E
L˜
(f)).
Conside´rons d’abord le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et ou`
M′ =M. Comme on l’a dit, on a tautologiquement l’e´galite´
cIG˜,E
M˜
(M, δ, f) = cIG˜
M˜
(δ, f).
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De fac¸on e´galement tautologique, les distributions I L˜,E
M˜
(M, δ, .) et I L˜
M˜
(δ, .) sont e´gales.
L’e´galite´ a` prouver prend la forme
(2) cIG˜
M˜
(δ, f) =
∑
L˜∈L(M˜)
I L˜
M˜
(δ, cθG˜,E
L˜
(f)).
Si L˜ 6= M˜ , nos habituelles hypothe`ses de re´currence nous autorisent a` utiliser la pro-
position 3.8 : cθG˜,E
L˜
(f) = cθG˜
L˜
(f). Conside´rons le cas L˜ = M˜ . Puisque δ est stable, la
distribution IM˜(δ, .) est stable et on peut remplacer le terme cθG˜,E
M˜
(f) par sa projection
dans SI(M˜(F ))⊗Mes(M(F )). L’e´galite´ 3.1(2) n’est qu’une fac¸on de dire que les pro-
jections dans SI(M˜(F ))⊗Mes(M(F )) de cθG˜,E
M˜
(f) et de cθG˜
M˜
(f) sont e´gales. On a ainsi
obtenu le meˆme re´sultat que dans le cas L˜ 6= M˜ , a` savoir que l’on peut supprimer les
exposants E figurant dans la formule (2). Alors cette formule devient simplement 1.9(3).
Excluons maintenant le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et
ou` M′ =M. On utilise la de´finition
cIG˜,E
M˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))cS
G
′(s˜)
M′
(δ, fG
′(s˜)).
On a dim(G′(s˜)SC) < dim(GSC) pour tous les s˜ intervenant et on peut utiliser par
re´currence le (ii) de la pre´sente proposition. En utilisant les meˆmes notations que dans
la preuve de la proposition [II] 2.6 (dont la pre´sente preuve est une variante), on obtient
cIG˜,E
M˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′s˜∈L
G˜′(s˜)(M˜ ′)
S
L′s˜
M′
(δ, cSθ
G
′(s˜)
L′s˜
(fG
′(s˜))).
On regroupe les paires (s˜, L˜′s˜) selon l’espace de Levi L˜ de G˜ de´termine´ par l’e´galite´
AL˜ = AL˜′s˜
. On obtient
cIG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(M˜)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ,L′(s˜) elliptique
∑
t˜∈s˜Z(Lˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(t˜))S
L
′(s˜)
M′
(δ, cSθ
G
′(t˜)
L′(s˜) (f
G
′(t˜))).
On a l’e´galite´
iM˜ ′(G˜, G˜
′(t˜)) = iM˜ ′(L˜, L˜
′(s˜))iL˜′(s˜)(G˜, G˜
′(t˜))
et l’expression ci-dessus devient
cIG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(M˜)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ
iM˜ ′(L˜, L˜
′(s˜))
∑
t˜∈s˜Z(Lˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iL˜′(s˜)(G˜, G˜
′(t˜))S
L′(s˜)
M′
(δ, cSθ
G′(t˜)
L′(s˜) (f
G′(t˜))).
Pour tous L˜ et s˜, on reconnaˆıt
∑
t˜∈s˜Z(Lˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iL˜′(s˜)(G˜, G˜
′(t˜))cSθ
G
′(t˜)
L′(s˜) (f
G′(t˜)) = cθG˜,E
L˜
(L′(s˜), f) = (cθG˜,E
L˜
(f))L
′(s˜).
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L’expression plus haut devient
cIG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(M˜)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ
iM˜ ′(L˜, L˜
′(s˜))S
L′(s˜)
M′
(δ, (cθG˜,E
L˜
(f))L
′(s˜)).
Par de´finition, pour tout L˜, la somme en s˜ n’est autre que
I L˜,E
M˜
(M′, δ, cθG˜,E
L˜
(f)).
Alors l’expression ci-dessus devient simplement la formule (1) qu’il fallait prouver. Cela
prouve le (i) de l’e´nonce´.
Preuve du (ii). Maintenant (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. On
identifie δ a` un e´le´ment de Dstge´om(M)⊗Mes(M(F ))
∗. On a prouve´ l’identite´ (1) (pour
M′ = M) par une me´thode spe´cifique. Mais on peut aussi reprendre le calcul du cas
ge´ne´ral. Comme toujours, il y a un terme auquel on ne peut plus appliquer par re´currence
l’e´galite´ du (ii) de l’e´nonce´. C’est celui indexe´ par s = 1. On le remplace par le membre de
droite du (ii) de l’e´nonce´ plus la diffe´rence X entre le membre de gauche et ce membre de
droite. Le calcul se poursuit, la seule diffe´rence est l’addition de ce terme X . On obtient
cIG˜,E
M˜
(M, δ, f) = X +
∑
L˜∈L(M˜)
I L˜,E
M˜
(M, δ, cθG˜,E
L˜
(f)).
Puisqu’on a de´ja` prouve´ l’e´galite´ analogue sans le terme X , cela implique X = 0, ce que
l’on devait prouver. 
4.2 Preuves des propositions 2.2 et 2.5
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit f ∈ I(G˜(F )) ⊗
Mes(G(F )) dont l’image dans SI(G˜(F )) ⊗Mes(G(F )) est nulle. On veut prouver que
cSθG˜
M˜
(f) = 0 et que, pour tout δ ∈ Dstge´om(M˜(F )) ⊗Mes(M(F ))
∗, on a cSG˜
M˜
(δ, f) = 0.
Le lemme 2.3 et nos hypothe`ses de re´currence assurent que (cSθG˜
M˜
(f))R˜ = 0 pour tout
espace de Levi propre R˜ de M˜ , autrement dit cSθG˜
M˜
(f) est cuspidale. Pour L˜ ∈ L(M˜),
avec L˜ 6= M˜ , nos hypothe`ses de re´currence assurent que cSθG˜
L˜
(f) = 0. Pour δ comme
ci-dessus, la formule de la proposition 4.1(ii) se simplifie en
(1) cSG˜
M˜
(δ, f) = SM˜(δ, cSθG˜
M˜
(f)).
On utilise la proprie´te´ de compacite´ 1.9(2) dont on a dit qu’elle se propageait a` la
distribution de gauche ci-dessus : le terme est nul quand le support de δ ne coupe pas
ΩG pour un certain sous-ensemble compact Ω de G˜(F ). Il en re´sulte que cSθG˜
M˜
(f), qui
est a priori un e´le´ment de SIac(M˜(F )) ⊗Mes(M(F )), est ”a` support compact”, c’est-
a`-dire appartient a` SI(M˜(F ))⊗Mes(M(F )). Il en re´sulte que, pour p˜i ∈ Dstell(M˜(F ))⊗
Mes(M(F ))∗, la fonction λ˜ 7→ SM˜(p˜i, λ˜, cSθG˜
M˜
(f)) n’a pas de poˆle. Ses coefficients de
Fourier SM˜(p˜i, ν, X, cSθG˜
M˜
(f)) sont donc inde´pendants du point ν ∈ A∗
M˜
. Dans la formule
de la proposition 2.4, on peut remplacer chaque νS˜ par 0. Puisque
∑
S˜∈P(M˜) ωS˜(X) = 1
pour tout X , on obtient que SM˜(p˜i, 0, X, cSθG˜
M˜
(f)) = 0 pour tout X . Par inversion de
Fourier, SM˜(p˜i, cSθG˜
M˜
(f)) = 0. Un e´le´ment cuspidal de SI(M˜(F ))⊗Mes(M(F )) annule´
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par les distributions SM˜(p˜i, .) pour tout p˜i ∈ Dstell(M˜(F )) ⊗ Mes(M(F ))
∗ est nul ([M]
corollaire 4.2(i)). Donc cSθG˜
M˜
(f) = 0, ce qui prouve la proposition 2.2. Le membre de
droite de (1) est maintenant nul, donc aussi celui de gauche. Cela prouve la proposition
2.5.
4.3 Preuve conditionnelle des propositions 3.8 et 3.9
Ici (G, G˜, a) est quelconque mais on pose l’hypothe`se suivante :
(1) pour tout γ ∈ Dge´om,G˜−reg(M˜(F ), ω) ⊗Mes(M(F ))
∗ et tout f ∈ I(G˜(F ), ω) ⊗
Mes(G(F )), on a l’e´galite´
IG˜,E
M˜
(γ, f) = IG˜
M˜
(γ, f).
Soient γ et f comme ci-dessus. Conside´rons le membre de droite de la formule du (i)
de la proposition 4.1. Pour L˜ ∈ L(M˜), la distribution I L˜,E
M˜
(γ, .) est e´gale a` I L˜
M˜
(γ, .) soit
par hypothe`se de re´currence si L˜ 6= G˜, soit par l’hypothe`se (1) si L˜ = G˜. Si L˜ 6= M˜ , on
a aussi cθG˜,E
L˜
(f) = cθG˜
L˜
(f) par nos hypothe`ses de re´currence. La formule devient
cIG˜,E
M˜
(γ, f) = IM˜(γ, cθG˜,E
M˜
(f)) +
∑
L˜∈L(M˜),L˜ 6=M˜
I L˜
M˜
(γ, cθG˜L˜(f)).
En comparant avec 1.9(3), on obtient
(2) cIG˜
M˜
(γ, f)− cIG˜,E
M˜
(γ, f) = IM˜(γ,ϕ),
ou`
ϕ = cθG˜
M˜
(f)− cθG˜,E
M˜
(f).
La proprie´te´ de compacite´ 1.9(3) se propage comme on l’a dit au membre de gauche de
(2). Il en re´sulte que ϕ, qui est a priori un e´le´ment de Iac(M˜(F ), ω)⊗Mes(M(F )), est
”a` support compact”, c’est-a`-dire est un e´le´ment de I(M˜(F ), ω) ⊗Mes(M(F )). Pour
une ω-repre´sentation elliptique p˜i de M˜(F ), la fonction λ˜ 7→ IM˜(p˜i, λ˜,ϕ) n’a donc pas de
poˆle. Ses coefficients de Fourier IM˜(p˜i, ν, X,ϕ) ne de´pendent donc pas du point ν ∈ A∗
M˜
.
Par construction, on a
IM˜(p˜i, ν, X,ϕ) = IM˜(p˜i, ν, X, cθG˜
M˜
(f))− IM˜(p˜i, ν, X, cθG˜,E
M˜
(f)).
On utilise les propositions 1.8 et 3.7 qui nous disent que
∑
S˜∈P(M˜)
ωS˜(X)I
M˜(p˜i, νS˜, X,ϕ) = 0
pour tout X . Comme dans le paragraphe pre´ce´dent, on peut remplacer les points νS˜
par 0 et conclure que IM˜(p˜i, 0, X,ϕ) = 0 pour tout X . Par inversion de Fourier, on
obtient IM˜(p˜i,ϕ) = 0. Par ailleurs, les lemmes 1.6 et 3.5 et nos hypothe`ses de re´currence
impliquent que ϕR˜ = 0 pour tout espace de Levi propre R˜ de M˜ , c’est-a`-dire que ϕ
est cuspidale. Etant annule´e par la distribution IM˜(p˜i, .) pour toute ω-repre´sentation
elliptique p˜i de M˜(F ), cette fonction est nulle. Donc
cθG˜M˜(f) =
cθG˜,E
M˜
(f),
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ce qui prouve la proposition 3.8.
La fonction ϕ e´tant nulle, l’e´galite´ (2) entraˆıne
cIG˜
M˜
(γ, f) = cIG˜,E
M˜
(γ, f),
ce qui prouve la proposition 3.9.
Dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, l’hypothe`se (1) est
le the´ore`me [II] 1.16(ii), que l’on a de´ja` prouve´. Donc les propositions 3.8 et 3.9 sont
prouve´es inconditionnellement dans ce cas. Comme on l’a dit, la restriction que δ est a`
support fortement re´gulier dans G˜ ne sert qu’a` e´viter dans le cas ge´ne´ral l’introduction
du de´licat syste`me de fonctions BG˜. Dans le cas quasi-de´ploye´ et a` torsion inte´rieure, ce
syste`me de fonctions est trivial, la preuve vaut aussi bien pour δ quelconque.
4.4 L’application M˜
On a de´fini en [III] 6.3 des triplets particuliers (G, G˜, a). Conside´rons un tel triplet. Le
groupe G est simplement connexe et quasi-de´ploye´. On note ΘF l’ensemble des e´le´ments
semi-simples η ∈ G˜(F ) tels que adη conserve une paire de Borel e´pingle´e de´finie sur F .
On a vu en [III] 6.3 que ces e´le´ments sont contenus dans un nombre fini de classes de
conjugaison stable. On de´finit l’espace I(G˜(F ), ω)00 comme le sous-espace des e´le´ments
f ∈ I(G˜(F ), ω) dont les inte´grales orbitales sont nulles en tout point γ ∈ G˜(F ) dont la
partie semi-simple appartient a` une classe de conjugaison stable coupant ΘF .
Si (G, G˜, a) n’est pas l’un des triplets particuliers de´finis en [III] 6.3, on pose simple-
ment I(G˜(F ), ω)00 = I(G˜(F ), ω).
On note naturellement Iac,cusp(M˜(F ), ω) le sous-espace des e´le´ments cuspidaux de
Iac(M˜(F ), ω).
Proposition. Il existe une unique application line´aire
M˜ : I(G˜(F ), ω)
00 ⊗Mes(G(F ))→ Iac,cusp(M˜(F ), ω)⊗Mes(M(F ))
telle que
IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f) = IM˜(γ, M˜(f))
pour tout γ ∈ Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗ et tout f ∈ I(G˜(F ), ω)00 ⊗Mes(G(F )).
Preuve. Il est clair que l’application M˜ est unique si elle existe. Fixons f ∈ I(G˜(F ), ω)
00⊗
Mes(G(F )). Conside´rons l’e´galite´
(1) IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f) = IM˜(γ,ϕ).
Commenc¸ons par prouver
(2) pour toute classe de conjugaison stable semi-simple O dans M˜(F ), il existe ϕ ∈
I(M˜(F ), ω)⊗Mes(M(F )) de sorte que (1) soit ve´rifie´e pour tout γ ∈ Dge´om,G˜−e´qui(M˜(F ), ω)⊗
Mes(M(F ))∗ assez proche de O.
On rappelle qu’on dit que γ est assez proche de O si les parties semi-simples des
e´le´ments du support de γ sont assez proches de O. On utilise les de´veloppements en
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germes des deux termes du membre de gauche fournis par les propositions [II] 2.3 et [II]
2.6. On a ainsi
IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f) =
∑
L˜∈L(M˜)
IG˜,E
L˜
(gL˜,E
M˜,O
(γ), f)− IG˜
L˜
(gL˜
M˜,O
(γ), f).
Si L˜ 6= M˜ , on applique par re´currence le the´ore`me [II] 1.16(i) : IG˜,E
L˜
= IG˜
L˜
. Si L˜ 6= G˜, on
utilise par re´currence la proposition [II] 2.7 : gL˜,E
M˜,O
= gL˜
M˜,O
. La formule se simplifie en
IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f) = IG˜(gG˜,E
M˜,O
(γ)− gG˜
M˜,O
(γ), f)
+IG˜,E
M˜
(gM˜
M˜,O
(γ), f)− IG˜
M˜
(gM˜
M˜,O
(γ), f).
Les termes gG˜,E
M˜,O
(γ) et gG˜
M˜,O
(γ) sont en tout cas des e´le´ments deDge´om(O
G˜, ω)⊗Mes(G(F ))∗
ou` OG˜ est la classe de conjugaison stable dans G˜(F ) contenant O. Si (G, G˜, a) est l’un
des triplets construits en [III] 6.3 et si OG˜ coupe ΘF , l’hypothe`se que f ∈ I(G˜(F ), ω)
00⊗
Mes(G(F )) entraˆıne que le premier terme du membre de droite ci-dessus est nul. Si
au contraire (G, G˜, a) n’est pas l’un de ces triplets ou si c’est l’un d’eux mais OG˜ ne
coupe pas ΘF , la proposition [III] 8.5 affirme que g
G˜,E
M˜,O
(γ) = gG˜
M˜,O
(γ). Le premier terme
ci-dessus est donc encore nul. L’e´galite´ se simplifie en
(3) IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f) = IG˜,E
M˜
(gM˜
M˜,O
(γ), f)− IG˜
M˜
(gM˜
M˜,O
(γ), f).
Choisissons une fonction ϕ ∈ I(M˜(F ), ω)⊗Mes(M(F )) telle que
IM˜(τ ,ϕ) = IG˜,E
M˜
(τ , f)− IG˜
M˜
(τ , f)
pour tout τ ∈ Dge´om(O, ω)⊗Mes(M(F ))
∗. C’est possible puisqueDge´om(O, ω)⊗Mes(M(F ))
∗
est un sous-espace de dimension finie du dual de I(M˜(F ), ω)⊗Mes(M(F )). Cela entraˆıne
en particulier que
IM˜(gM˜
M˜,O
(γ),ϕ) = IG˜,E
M˜
(gM˜
M˜,O
(γ), f)− IG˜
M˜
(gM˜
M˜,O
(γ), f).
Par le de´veloppement en germes de Shalika ordinaires, le membre de gauche ci-dessus
est e´gal a` IM˜(γ,ϕ) pourvu que γ soit assez proche de O. Alors l’e´galite´ (3) devient (1).
Cela de´montre l’assertion (2).
Prouvons que
(4) il existe un sous-ensemble compact Ω ⊂ M˜(F ) et une fonction ϕ ∈ Iac(M˜(F ), ω)⊗
Mes(M(F )) de sorte que l’on ait l’e´galite´ (1) pour tout γ ∈ Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗
dont le support ne coupe pas ΩM .
On utilise la relation 1.9(3) et la proposition 4.1(i). On obtient l’e´galite´
IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f) = cIG˜,E
M˜
(γ, f)− cIG˜
M˜
(γ, f)
−
∑
L˜∈L(M˜),L˜ 6=G˜
I L˜,E
M˜
(γ, cθG˜,E
L˜
(f))− I L˜
M˜
(γ, cθG˜
L˜
(f)).
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On peut utiliser le the´ore`me [II] 1.16(i) par re´currence puisque L˜ 6= G˜ : on a I L˜,E
M˜
= I L˜
M˜
. Si
L˜ 6= M˜ , on peut aussi utiliser la proposition 3.8 : cθG˜,E
L˜
(f) = cθG˜
L˜
(f). L’e´galite´ se simplifie
en
(5) IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f) = cIG˜,E
M˜
(γ, f)− cIG˜
M˜
(γ, f) + IM˜(γ,ϕ),
ou`
ϕ = cθG˜,E
M˜
(f)− cθG˜
M˜
(f).
Cette fonction ϕ est bien un e´le´ment de Iac(M˜(F ), ω) ⊗Mes(M(F )). La proprie´te´ de
compacite´ 1.9(2), qui se propage au premier terme du membre de droite de (5), assure
l’existence d’un sous-ensemble compact Ω de M˜(F ) tel que les deux premiers termes de
ce membre de droite soient nuls si le support de γ ne coupe pas ΩM . Cela prouve (4).
On peut e´videmment supposer ΩM ouvert, ferme´ et invariant par conjugaison stable.
Par partition de l’unite´, l’assertion (2) permet de construire une fonctionϕ ∈ I(M˜(F ), ω)⊗
Mes(M(F )) telle que (1) soit ve´rifie´e pour tout γ ∈ Dge´om,G˜−e´qui(M˜(F ), ω)⊗Mes(M(F ))
∗
a` support contenu dans ΩM . L’assertion (4) construit une telle fonction telle que (1) soit
ve´rifie´e pour tout γ ∈ Dge´om(M˜(F ), ω) ⊗Mes(M(F ))
∗ a` support disjoint de ΩM . En
recollant ces deux fonctions, on obtient une fonction ϕ telle que (1) soit ve´rifie´e pour
tout γ ∈ Dge´om,G˜−e´qui(M˜(F ), ω) ⊗Mes(M(F ))
∗. Montrons que l’on peut supprimer la
restriction sur le support de γ. Pour cela, il suffit de fixer une classe de conjugaison
stable semi-simple O dans M˜(F ) et de prouver que la relation (1) est encore ve´rifie´e
pour γ ∈ Dge´om(O, ω)⊗Mes(M(F ))
∗. Pour de tels O et γ, on peut choisir γ ′ a` support
fortement re´gulier dans G˜ et proche de O de sorte que gM˜
M˜,O
(γ ′) = γ, cf. [II] 2.1(1). La
relation (3) applique´e a` ce γ ′ nous dit que
IG˜,E
M˜
(γ ′, f)− IG˜
M˜
(γ ′, f) = IG˜,E
M˜
(γ, f)− IG˜
M˜
(γ, f).
De meˆme, on a
IM˜(γ ′,ϕ) = IM˜(γ,ϕ).
Puisque les membres de gauche des deux e´galite´s pre´ce´dentes sont e´gaux, ceux de droite
le sont aussi.
On a ainsi construit une fonction ϕ ∈ Iac(M˜(F ))⊗Mes(M(F )) pour laquelle (1) est
ve´rife´e pour tout γ ∈ Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗. Soit R˜ un espace de Levi propre
de M˜ et τ ∈ Dge´om(R˜(F ), ω) ⊗Mes(R(F ))
∗. Les relations de descente du lemme [II]
1.7 et de [II] 1.15(1), jointes a` nos hypothe`ses de re´currence, assurent que le membre
de gauche de (1) est nul pour γ = τ M˜ . Donc IM˜(τ M˜ ,ϕ) = 0. Cela assure que ϕ est
cuspidale. 
Il re´sulte de la preuve que, pour tout f ∈ I(G˜(F ), ω)00⊗Mes(G(F )), la fonction M˜ (f)
est la somme de cθG˜,E
M˜
(f)− cθG˜
M˜
(f) et d’une fonction a` support compact, c’est-a`-dire d’un
e´le´ment de I(M˜(F ), ω)⊗Mes(M(F )). Il re´sulte alors de 1.8 et 3.6 que
(6) la fonction M˜(f) est de Schwartz ;
(7) soit p˜i ∈ Dtemp(M˜(F ), ω)⊗Mes(M(F ))
∗ ; alors la fonction λ˜ 7→ IM˜(p˜i, λ˜, M˜(f))
de´finie sur iA˜∗
M˜
/iA˜∨
M˜,F
se prolonge en une fonction rationnelle sur A˜∗
M˜,C
/iA˜∨
M˜,F
; ses poˆles
sont de la forme de´crite en 1.8(2).
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