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ABSTRACT

Jiang, Yan, M.S.A.B.E., Purdue University, December 2013. Estimation of Watershed
Nitrate Loads on Drained Agricultural Lands. Major Professor: Jane R. Frankenberger.

Estimation of nutrient load is critical for many applications in water quality management;
however, infrequent data monitoring and measurement error could raise considerable
uncertainty in the load estimations. The objectives of this study were to quantify the
overall uncertainty in annual nitrate-N load estimates, and develop a statistical model to
predict nitrate loads based on subsurface drainage characteristics in Indiana watersheds.
Nitrate was selected as the study object because of the high loads common in Midwestern
streams, and its important influence on hypoxia in the Gulf of Mexico.
A standard error propagation method was used to quantify the uncertainty from both
measurement and load calculation processes to evaluate the accumulative effect. Results
showed that the estimated measurement uncertainty, expressed as coefficient of variation
(CV), ranged from 11.7 to 12.4%, and the load calculation uncertainty CV for a 30-day
frequency ranged from 7% to 32%. The estimated overall uncertainty ranged from 14 to
34% in annual nitrate-N load estimates for a 68% confidence interval.

ix
Load estimation uncertainty was found to be affected by watershed size and streamflow
flashiness. Smaller watershed size often lead to greater uncertainty in load estimates; and
the R-B index and the hydrologic reactivity index were found to be significantly
positively related to the load estimates uncertainty, while the autocorrelation coefficient
(Lag 1) indicated a negative linear relationship.
A statistical model was developed based on the linear relationship between the flowweighted nitrate-N concentration from nonpoint sources and tile drained area percentage
in Indiana watersheds. The linear relation is strong for the annual model and for monthly
models from December to July, and model was found to especially suitable for medium
and highly drained watersheds. Therefore, this model can be used as a simple and
effective tool in estimating nitrate loads for unmonitored Midwestern tile-drained
watersheds, and the potential for nitrate reduction when various tile drainage
management techniques are employed.
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CHAPTER 1. INTRODUCTION

Estimation of nutrient loads is critical for many applications in water quality management.
It is important in determining sources of nutrient loads and quantifying the input loadings
from tributaries to lakes and oceans (Alexander et al., 2008; David et al., 2010; Preston et
al., 1989); as well as developing waste-load allocation strategies via the Total Maximum
Daily Load (TMDL) program (US Environmental Protection Agency, 2000). The USEPA
Nonpoint Source Control Program requires watershed-based plans funded by the program
to include a calculation of load, as well as the reduction of load through the BMPs
planned in order to meet water quality standards (USEPA, 2002).Furthermore, it is often
necessary in calibrating and validating hydrologic models, which are increasingly used to
guide decisions regarding water resource policy (Tiemeyer et al., 2008; Ullrich et al.,
2010). Nutrient loads can be estimated from measured data -- multiplying concentration
by streamflow -- or from simulation or statistical models. Both types of procedures for
estimating loads result in considerable errors or uncertainty.

1.1

Uncertainty in Load Estimation from Measured Data

One of the sources of uncertainty in load estimation arises from river discharge and water
quality data measurement errors (Harmel et al., 2006; Rode and Suhr, 2007; Harmel et al.,
2009). Harmel et al. (2006) evaluated and compiled published and unpublished
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information related to measurement errors, and classified the sources of measurement
errors into four categories: error in streamflow measurement, sample collection, sample
preservation/storage, and laboratory analysis. Recent research has updated the study by
investigating streamflow measurement uncertainty in a variety of watersheds with
representative hydrologic regime characteristics (Baldassarre and Montanari, 2009;
Westerberg et al., 2011).
In addition to the measurement procedure, uncertainty also is induced from data scarcity,
which limits the efficiency of estimating loads. In estimating the nitrate-N loads, although
daily flow measurements are usually available at many sites, daily nitrate-N
measurements are quite rare, which could introduce significant uncertainty to the
calculated loads. A number of studies have examined the influence of load calculating
process on the load uncertainty from infrequent data collection (Moatar et al., 2005;
Zamyadi et al., 2007; Kronvang et al., 1996; Tiemeyer et al., 2010). However, those
studies are generally site-specific and based on short term examination, which might pose
limitations to generalizing to other watersheds. Therefore, an investigation of the load
estimation uncertainty using commonly recommended methods in multiple watersheds
over different time periods would be useful. This study will help understand the overall
uncertainty in estimated nitrate loads as well as provide insight for future monitoring
work.
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1.2

Influence of Watershed Characteristics on Load Estimation Uncertainty

In addition to data quality and frequency issues, several watershed characteristics may
affect the accuracy of nutrient load estimation. Watershed size affects pollutant
movement, and therefore influences load estimation. Moatar et al. (2007) and Birgand et
al. (2011b) also indicated that the uncertainty in nutrient load estimation is closely related
to the watershed flashiness characterized by hydrologic reactivity. Agricultural land use
is known to change the sources and transport behavior of the pollutants (Baker, 1988),
which also has the potential to pose unknown influence on the accuracy of nutrient load
estimation. Previous studies have generally focused on just a few watersheds, so were
not able to examine watershed effects, including consideration of the role of different
load calculation methods on these effects.

1.3

Estimating Loads from Tile Drainage Characteristics

Estimating nutrient loads when no measured data are available is a common goal for
management efforts such as EPA’s 319 nonpoint source control program. Numerous
studies have been conducted to determine the influence of land use and specific
agricultural practices such as fertilizer application on nitrogen loads at the watershed
scale (Booth and Campbell, 2007; Spahr et al., 2010; David et al., 2010). Subsurface
drainage, a common agricultural water management practice in the Midwest, is known to
be an important contributor to nitrate in surface water. The importance is so pronounced
that it may be a basis for predicting nitrate load. Sui (2007), David et al. (2010), and Spar
et al. (2010) indicated that there was an evident statistical relation between subsurface
drainage percentages and nitrate-N loads in rivers. It was also found in the preliminary
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explorations in the study that second-order polynomial regression models were
significant to describe this relationship.

1.4

Objectives

The goal of this research is to provide insights for water quality monitoring and
watershed management work in agricultural dominant lands, by assessing the uncertainty
in nitrate load estimation processes and developing a method to predict nitrate loss from
sub-surface drained lands in the Midwest when measured data are not available. Specific
objectives are to:
Objective 1: Quantify the uncertainty from both measurement and load calculation
processes to estimate the overall accumulative uncertainty in estimated nitrate-N loads;
Objective 2: Explore the influence of watershed characteristics on load estimation
uncertainty; and
Objective 3: Determine a statistical relationship to predict nitrate loads based on
subsurface drainage characteristics, and quantify the portion of nitrate in rivers that can
be attributed to drained agricultural lands.

1.5

Organization of Thesis

This thesis consists of five chapters. Chapter 1 is a general introduction, including the
objectives of the research. Chapter 2 estimates the uncertainty in annual nitrate-N loads.
Chapter 3 examines the effect of potential influencing factors on nitrate-N load
uncertainty. Chapter 4 develops a regression model and quantifies the portion of nitrate
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that comes from agricultural tile drainage. It has been submitted as a manuscript to the
Journal of the American Water Resources Association. Chapter 5 summarizes the
research, draws conclusions and makes recommendations for future work.
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CHAPTER 2. QUANTIFICATION OF UNCERTAINTY IN ESTIMATED NITRATEN LOADS IN AGRICULTURAL WATERSHEDS

2.1

Introduction

Calculating pollutant loads from measurements of streamflow and pollutant concentration
has become an essential part of most watershed management projects, in part as a result
of the total maximum daily load (TMDL) process. A TMDL is a calculation of the
maximum amount of a pollutant that a water body can receive and still safely meet water
quality standards (USEPA, 2012). Although water quality standards are based on
concentration, the TMDL focus on loads has resulted in a more rigorous estimation of
pollutant loads in rivers and streams. The USEPA Nonpoint Source Control Program
requires watershed-based plans funded by the program to include a calculation of load, as
well as the reduction of load through the BMPs planned in order to meet water quality
standards (USEPA, 2002). Calculated loads are used in calibrating and validating
hydrologic models, which are increasingly used to guide decisions regarding water
resource policy (i.e., Lennartz et al., 2010; Ullrich et al., 2010).

Despite the need to calculate pollutant loads, water quality monitoring done by many
agencies or watershed groups is typically infrequent (Strobl and Robillard, 2008), leading
to load estimations that are uncertain at best. The uncertainty of such loads is not usually
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assessed, despite research that shows the considerable error likely from such a procedure
(Aulenbach et al., 2006; Birgand et al., 2010; 2011a; 2011b; Dolan et al., 1981; Ferguson,
1986; Guo et al., 2002; Kronvang et al., 1996; Moatar et al., 2005; Preston et al., 1989;
Stenback et al., 2011; Tiemeyer et al., 2010; Zamyadi et al., 2007). These studies have
shown that estimating loads from infrequent samples is inevitably imprecise, although the
estimation method chosen can lower both the imprecision and bias.
A few researchers (Harmel, et. al, 2006; Rode and Suhr, 2007; Harmel, et. al, 2009) have
also raised the issue of uncertainty in the concentration and streamflow measurements
themselves. These studies have identified the large uncertainty that can result from load
calculation process, but none of them have combined the uncertainty in measurement
process and load calculation process to estimate the overall uncertainty in load estimates.
In addition, most studies focused on either a small number of sites or short time periods,
which makes it difficult to generalize the results to other cases.
The goal of this study is to (1) clarify the uncertainty in loads that are calculated from
typical nitrate-N sampling programs, including both measurement uncertainty and the
uncertainty resulting from infrequent sampling, and (2) compare the uncertainty in
measurement and load calculation processes to provide insight to water quality
monitoring work, and combine them to understand overall uncertainty. Nitrate was
chosen because of the very high loads common in Midwestern streams, and the important
influence of Midwestern streams on hypoxia in the Gulf of Mexico.
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2.2

Literature Review

Error is defined as the difference between an individual estimated or measured result and
the true value, while uncertainty is a parameter used to characterize the dispersion of the
estimation or measurement results from the true values (JCMC, 2008). Error is caused by
imperfect measurement of the realized quantity due to random variations of the
observations (random effects), inadequate determination of the corrections for systematic
effects, and incomplete knowledge of certain physical phenomena (also systematic
effects). Although the exact values of the contributions to the error of a result of a
measurement are unknown and unknowable, the uncertainties associated with the random
and systematic effects that give rise to the error can be evaluated (JCMC, 2008).
Harmel et al. (2006) demonstrated a method to combine uncertainty in measured
streamflow and water quality data to estimate the overall cumulative uncertainty. They
classified monitoring uncertainty into four procedural categories: streamflow
measurement, sample collection, sample preservation/storage, and laboratory analysis.
They compared uncertainty related to each procedure from published and unpublished
information, and used a root mean square error propagation method to determine the
cumulative probable uncertainty. Their general procedures for estimating uncertainty due
to measurement error were followed in this study. The literature they used and additional
sources examining these errors are reviewed below.
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2.2.1

Previous Studies of Uncertainty in Streamflow Measurement

The uncertainty in the streamflow measurement can be significant and varies with the
characteristics of hydrologic regime (Baldassarre and Montanari, 2009; Westerberg et al.,
2011). Pelletier et al. (1988) provided a comprehensive assessment of Canadian,
international, and U.S. Geological Survey practice for evaluating the accuracy of currentmeter discharge based on more than 140 publications, and found that the overall
uncertainty in a single determination of river discharge could range from 8% to 20% at
95% confidence level.
The U.S. Geological Survey (USGS) uses a rating system to classify each gaged point,
excellent, good, fair or poor. A rating of “excellent” means that about 95 % of the daily
discharges are within 5 % of the true discharge; “good” within 10 %; “fair” within 15 %;
and “poor” means that daily discharges have less than “fair” accuracy (USGS, 1985).
Studies have been performed to quantify errors in streamflow measurement and
published accuracy of streamflow records (Sauer et al., 1992; Boning et al., 1992).
Results from these and other studies are synthesized in Table 2.1.
Baldassarre and Montanari (2009) analyzed and quantified the uncertainty in the
streamflow measurement in the longest river of Italy, aggregating individual error from
varied sources. Some of the important assumptions included: (i) the river cross-section
was stationary, and (ii) errors were normally distributed and independent. They
calculated an overall uncertainty using the same error propagation method as Harmel et al.
(2006), from the following four main sources of uncertainty in estimating streamflow: 1)
inherent uncertainty of the velocity-area method; 2) uncertainty induced by interpolation
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and extrapolation of the rating curve; 3) uncertainty induced by the presence of unsteady
flow conditions; 4) uncertainty induced in the rating curve by seasonal changes of the
river roughness. Their results, with those of others, are synthesized in Table 2.1. For a
non-stationary stage-discharge relationship, Westerberg, et al. (2011) estimated
uncertainty limits for measured discharge in a 1766 km2 watershed in Honduras. They
stated that due to the fact that rating curves might change significantly over time in cases
with erosion and sedimentation at the gauging station, final estimated uncertainty limits
ranged from -43% to 73% (Westerberg et al., 2011).
Table 2.1 Streamflow Measurement Uncertainty as Provided by Original Sources
Reference
Uncertainty Reports
USGS (1985) (USGS
A rating of “excellent” means that about 95 % of
USGS
the daily discharges are within 5 % of the true
References Rating System)
discharge; “good” within 10 %; “fair” within 15
%; and “poor” means that daily discharges have
less than “fair” accuracy.
Boning, et al.,
The accuracy goal for collection of surface-water
(1992) (USGS Policy stage data is 0.01 ft or 0.2% of effective range;
Statement)
accuracy of discharge records for individual days
commonly is about 5 to 10 percent.
Sauer, et al.,
The standard errors for individual discharge ranged
(1992)
from 2 % (ideal conditions) to 20 % (poor); most
measurement have standard error from 3 to 6 %.
Others

Baldassarre, et al.,
(2009)

Pelletier, et al.
(1988)
Westerberg, et al.,
(2011)

The cumulative root mean squared error of ratingcurve method ranges from 6.2% to 42.8% at the
95% confidence level, with an average value of
25.6%.
Overall uncertainty in a single determination of
streamflow could range from 8% to 20% (95%
confidence level).
In a non-stationary condition, uncertainty limits
varied between -43 to +73% of the best discharge
estimate (not defined)
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2.2.2

Previous Studies of Uncertainty in Measurement of Nitrate-N Concentration

Harmel (2006) and Rode and Suhr (2007) stated that the uncertainty in the measurement
of water quality, such as nitrate concentration, comes from: sample collection, sample
preservation and storage, and laboratory analysis procedures. These effects are described
below and summarized in Table 2.2.
Sample Collection: The uncertainty in sample collection could be affected by the location
from which the sample is taken, and also the field instrumentation used (Rode and Suhr,
2007). Water quality parameters like sediment are particularly affected by sample
locations, and they found that in large rivers with low flow velocities, spatial variations of
concentrations within a given river cross section could make a substantial contribution to
the uncertainty of sediment transport. However Martin et al. (1992) found that this spatial
variation was not significant for dissolved constituents like nitrate. Ging (1999) used
statistical analyses of paired concentrations of manual grab sampling and automated
sampling methods, and found that nitrate was generally uniformly distributed in the cross
section. Martin et al. (1992) estimated the 25th and 75th percentile of percent differences
between the paired “surface-grab” procedure and cross sectionally integrated samples for
collecting nitrate-N data ranged from approximately -2% to 6% (based on visual
assessment of the published graph, Appendix A), with a coefficient of variation of 6%.
Sample preservation and storage: Kotlash and Chessman (1998) examined the effects of
water sample preservation and storage on nitrogen and phosphorus with the use of
automatic samplers. They found that, for oxidised nitrogen (nitrate plus nitrite), if the
concentrations were higher than 0.1mg/L, the loss ranged from 0 % to 5%.
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Laboratory analysis: Laboratory analytical error is another potential contributor to the
overall measurement error. Rode and Suhr (2007) indicated the measurement errors for
nitrate-N using the Ion Chromatography (IC) method followed a normal distribution with
coefficient of variation of 4%. Based on the reported uncertainty values from Mercurio et
al. (2002), the coefficient of variation using IC method was 3.7%. Ludtke et al. (2000)
found the median errors using the colorimetric method ranged from -6 to 3%.

Uncertainty
Sample
collection

Table 2.2 Uncertainty Estimation Reference and Method
Reference
Estimation Method
Magnitude
Martin et
Statistical analysis of
CV is 6%
al., 1992
differences between the calculated from
paired surface-grad and based on Figure
cross sectionally
A.1.
integrated samples.
Ging, 1999 Statistical (Wilcoxon
Percent difference
signed-rank test)
is not statistically
analyses of paired
significant (based
concentrations for
on Table A. 2).
constituents from water
samples collected
manually and by
automated samplers.

Preservation Kotlash and Comparison of the effect
Chessman, of various sample
/storage
1998
preservation and storage
methods on nitrate
concentrations
Lab
analysis

Rode and
suhr, 2007

Error probability
distribution type

Mercurio et
al., 2002

Error probability
distribution type

About 5% percent
loss if
concentration
larger than 0.1
mg/L (values read
from Figure A. 2).
Normal
distribution type,
CV is 4%, for IC
method (Table
A.3).
For IC method,
 ܸܥൌ ͵ǤΨ
(based on Table
A.4).

Location
Kentucky,
US

Texas, US

Australia

US

Maryland,
US

15
Table 2.2 Continued
Ludtke et
al., 2000

CV is estimated

as


For colorimetric method, CV ranged
from -6% to 3% (based on Table A.
5).

Denver,
US

Based on these studies, the measurement errors in nitrate-N were shown to be far from
negligible. Therefore, estimating the cumulative uncertainty in measurement process
based on existing watershed studies could provide insight in the estimation of the overall
uncertainty and facilitate greater understanding of the results, and potentially the
improvement of future monitoring programs.
Based on these studies, the measurement errors in nitrate-N were shown to be far from
negligible. Therefore, estimating the cumulative uncertainty in measurement process
based on existing watershed studies could provide insight in the estimation of the overall
uncertainty and facilitate greater understanding of the results, and potentially the
improvement of future monitoring programs.
2.2.3

Previous Studies of Uncertainty in the Load Calculation Process

Many studies have compared various nutrient load estimation methods (Dolan et al. 1981;
Richard et al., 1987; Preston et al., 1989; Kronvang et al., 1996; Guo et al. 2002; Moatar
et al, 2005; Aulenbach et al., 2006; Zamyadi et al, 2007; Birgand, et al, 2010; 2011 (a);
2011(b); Tiemeyer et al., 2010). The statistical load estimation methods can be classified
into four categories: averaging, ratio estimator, period-weighted, and regression methods.
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The averaging method is the simplest approach made by averaging all samples collected
during an interval, either with or without weighting for the time period. The load is
obtained by multiplying this average concentration by the total volume of streamflow for
the same time period. The averaging methods are flexible and easy to apply. However,
violations could lead to bias when the data are not collected from the entire range of
relationship between flow and concentration values (Dolan et al., 1981; Ferguson, 1986).
Ratio estimator methods use flow data as the auxiliary variable and load as the dependent
variable (Aulenbach et al, 2006; Preston et al., 1989). Annual average concentration is
first calculated by dividing the average daily load by the average daily discharge for days
that have samples collected, then load is obtained by multiplying average concentration
by the runoff and by a factor to adjust for statistical bias due to non-representative
sampling of the stream hydrograph (e.g., Beale, 1962).
Period-weighted methods assume that measured concentrations are representative for the
period around which the sample was collected. Nearby concentration values are assigned
based on the time closest observation and load is obtained by summing loads of each
individual period through time (Aulenbach et al, 2006). The neighborhood interpolation
method and linear interpolation method are commonly used in obtaining the
concentration value through time.
Regression methods, also named rating curve methods, have been traditionally applied
for estimating tributary loads of suspended solids and other constituents (Preston et al.,
1989). Generally, log-log regression models are adapted since flow and concentrations
are assumed to be described by a bivariate lognormal distribution.
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Software programs are available to calculate loads using some of these methods. FLUX is
an interactive software for estimating the loadings of nutrients or other water constituents
(Walker, 1986). The most recently version of FLUX32 involves six methods for
calculating: direct load averaging, flow weighted average, IJC (modified based on flow
weighted averaging method), as well as three regression based calculation methods. An
important feature for FLUX is the ability to stratify the data into groups based upon flow,
data, and/or season, which may increase the accuracy and precision of load estimates.
LOADEST (LOAD ESTimator) is a FORTRAN program for estimating constituent loads
in streams and rivers developed by the US Geological Survey (Cohn et al., 1992; USGS,
2004). The estimation is based on multiple regression models, and it has been widely
used in nutrient load studies in rivers. It has been used in estimating nutrient flux in major
rivers flowing to the Gulf of Mexico (USGS, 2009a) and for the SPARROW model
(USGS, 2009b). However, Stenback et al. (2011) indicated that the model showed
systematic bias toward overestimation of nitrate-N loads in many Iowa rivers.
Fluxmaster (Schwarz et al., 2006) is a regression-based method similar to LOADEST that
is the underlying load estimation program used to provide tributary loads for inputs to the
SPARROW model (Robertson and Saad, 2011). Richards et al. (2013) compared its
results with load calculations based on detailed data in the Lake Erie and Ohio river
watersheds and found that the regression approach used by Fluxmaster tended to be
biased low for total phosphorus and high for total nitrogen.
For nitrogen or nitrate-N load estimation, many authors have recommended linear
interpolation or flow-weighted mean concentration method (Kronvang et al., 1996;
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Moatar et al., 2005; Zamyadi et al., 2007; Tiemeyer et al., 2010; Birgand et al., 2010),
which belong to period-weighted methods or averaging methods categories, respectively.
Ratio methods generally do not perform well compared with these two simple methods
(Kronvang et al., 1996; Zamyadi et al., 2007; Tiemeyer et al., 2010; Birgand et al., 2010).
Regression methods were found to poorly characterize nitrate load variation in rivers
(Preston et al., 1989; Stenback, et al., 2011) despite error correction techniques
implemented (Guo et al., 2002).
For phosphorus load estimation, Beale’s Ratio Estimator has performed well (Dolan et al.,
1981; Richards et al., 1987; Kronvang et al., 1996; Webb et al., 2000) and has been
widely used in a number of catchments (Dolan et al., 2012). Since ratio estimators are
essentially empirical and have no statistical or physical justification (Cohn, 1995),
researchers recommended stratifying the data and applying the Beale’s ratio method in
situations with sparse concentrations data and continuous streamflow data (Dolan et al.,
1981; Richards et al., 1987; Tiemeyer et al., 2010). Other studies also have recommended
linear-interpolation or flow-weighted mean concentration method (Kronvang et al., 1996;
Birgand et al., 2010), and regression methods were still reported to have poor predictions
(Cohn, 1995; Stenback et al., 2011; Richards et al., 2013).
As indicated by Kronvang et al. (1996), Aulenbach et al. (2006) and Tiemeyer et al.
(2010), the estimation of load uncertainty is a complex issue, which varies from year to
year and basin to basin involving many influencing factors. Carefully screened detailed
sampling dataset, long-term study periods, multiple watersheds, and a comparison of two
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most recommended (or commonly used) nitrate calculation methods are the motivations
of this load calculation uncertainty study.

2.3
2.3.1

Study Watersheds and Datasets

Study Watersheds and Sampling Locations

The National Center for Water Quality Research at Heidelberg College has been
monitoring water quality in Lake Erie and Ohio River tributaries since 1975. They have
monitored 16 watersheds, of which seven were selected for long term load uncertainty
estimation based on having at least eight water years with no more than 30 days of
missing data (details about the influence of missing data on load uncertainty are given in
2.4.4.3). The resulting datasets are among the most detailed and longest in duration
available (Baker, 1985).
The sampling locations are shown in Figure 2.1. All the samples are collected either at or
near U.S. Geological Survey stream gaging stations. The monitored basins are mostly
affected by agricultural nonpoint source pollution and in some cases with important point
source influences as well. The monitoring programs have been designed specifically to
quantify agricultural nonpoint source pollution and its seasonal and annual variability
(Baker, 1985). The seven watersheds range in size from 90 to 19218 km2.
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Figure 2.1 Study Watersheds and Sampling Stations

Watershed characteristics shown in Table 2.3 include: 1) the drainage area upstream from
each stream gaging station; 2) the average annual discharge for the examined time period
and years of data; 3) predominant land use of each watershed. With the exception of the
Cuyahoga River Basin, cropland dominates the land use within each watershed.
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River
Muskingum R. at
McConnelsville
Maumee R. at
Waterville
Great Miami R.
below Miamisburg
Cuyahoga R. at
Independence
Grand R. at
Painesville
Honey Creek at
Melmore
Rock Creek at
Tiffin

Table 2.3 Watershed Characteristics
Average
Drainage
Annual
Years Available
Area (km2)
Flow (m3/s)

Predominant
Land Use

19218

252.6

1994/4 - 2011/9

agriculture and
forest mixed

16395

163.6

1981/10 - 2011/9

agriculture

6954

89.1

2000/10 - 2010/9

agriculture

1834

29.4

1982/10 - 2010/9

urban

1777

29.1

1996/9 - 2004/9

agriculture and
forest mixed

386

3.9

1976/1 - 2009/8

agriculture

90

0.9

1982/10 - 2011/9

agriculture

2.3.2

Sampling Method and Lab Analysis

The following description is from information provided by Baker (1985) and the Water
Quality Laboratory (2005) at Heidelberg College. The Water Quality Laboratory used
refrigerated automatic samplers in collecting samples at most of the stations. Samples
were returned weekly to the laboratories for analysis. Each gaging station is equipped
with an all-weather pumping system that operates continuously. The automatic samplers
are housed in the gaging stations and the samplers pump water from sampling wells fed
from the all-weather pumps. For stations on smaller watersheds, such as Rock Creek and
Upper Honey Creek, a second sampler is also used, set to collect samples at one or two
hour intervals. The second sampler is either triggered automatically when the river stage
reaches a certain level or is manually triggered during a runoff event. During low flow
periods, analyses are performed on only one sample per day. During storm events, as
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evidenced either by turbidity in the samples or by high stream discharges, all available
samples are analyzed (four or more per day, depending on the station). Thus, water
quality data and discharge data are at least daily. During flood periods, up to 8 samples
could be analyzed every day. The streamflow data was provided by the U. S. Geological
Survey using their standard method. Nitrate was analyzed using EPA Method 300.1, on
filtrates that have passed through a 0.45 micron membrane filter. Generally, nitrite
composes a very small fraction of the nitrate + nitrite mixture (Water Quality Laboratory,
2005).

2.3.3

Nitrate-N Concentration Patterns

The relationship between streamflow and nitrate concentration varies by season and
sources of the nitrate. Nitrate originally from nonpoint source generally increases during
high flow events, a phenomena especially clear in agricultural areas with tile drainage
(Vidon et al., 2009; Cuadra et al., 2011). Tile drain flow is generally high in nitrate, and
becomes a much higher proportion of streamflow during events, particularly in spring
and early summer, as shown in the agriculture dominated Honey Creek watershed (Figure
2.2 (a)). During late summer and fall, tiles are unlikely to flow, and nitrate does not
increase when flow increases. Nitrate from point sources is diluted by high flow, which is
the pattern in the Cuyahoga River (Fig 2.2 (b)) when increases in flow nearly always
coincide with decreases in nitrate.
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Figure 2.2 Streamflow and Nitrate-N Concentrations for an example period (April to
August 1998) in (a) an agricultural dominated watershed, Honey Creek; and (b) an urban
watershed, Cuyahoga River
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2.4
2.4.1

Method

Uncertainty Expression and Propagation Method

A standard error propagation method was used to integrate the different sources of
uncertainty in the annual load estimate ( ݀ܽܮൌ  ݓ݈ܨൈ ݊݅ݐܽݎݐ݊݁ܿ݊ܥሻ. If an output f
depends on variables A, B, C by the form f=A*B*C, and if the error terms are

independent and normally distributed, then the uncertainty in ݂ can be evaluated as a

function of the uncertainty in A, B, and C using Equation 2.1 (Bevington and Robinson,
2002):
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Equation 2.1
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Where ߪଶ is defined as variance in each variable, e.g.,ߪଶ ൌ ܧሾሺ ܣെ ߤ ሻଶ ሿ; ߤ is viewed

as the true value. The terms
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, are the coefficients of variation (CV) for

each variable (expressed as a percentage), and it was used to characterize the uncertainty
ߪ݂

throughout this analysis. Therefore, the uncertainty ሺߤ ሻ was estimated at a 68%

confidence level.

݂

The annual load was estimated by two steps: First, streamflow and concentration were
calculated on measured days. Secondly, the results were extrapolated to unmeasured days
to obtain the annual load through statistical methods, in which error terms could be
introduced into the load estimates represented using Equation 2.2 as follows:
 ݀ܽܮൌ  ݓ݈ܨൈ ܿ݊ܥǤൈ ሺͳ  ߝሻ

Equation 2.2
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where,  ݓ݈ܨand ܿ݊ܥǤ represent the measured streamflow and water quality data,

respectively; ߝ is the error term introduced to the estimation of unmeasured days; it is
assumed to be a random variable with  ܧሺߝ ሻ ൌ Ͳ; ܸܽݎሺߝ ሻ ൌ ߪఌ ଶ .

Assuming in the measurement and load calculation processes, errors are independent
ఙ

normal random terms. The uncertainty in annual load (ఓಽೌ ሻcaused by the measurement

uncertainty in streamflow ቀ
method calculation (

మ
ఙሺభశഄሻ

ఙಷೢ

ఓಷೢ

ʹሻ

ܧሾͳߝሿ

మ
ఙಽೌ

మ
ఓಽೌ

ಽೌ

ቁand concentration (

ఙ

ఓ

ሻ, as well as the statistical

can be expressed as:
మ
ఙಷೢ

ൌ  ఓమ

ಷೢ

మ
ఙ

 ఓమ





ߪʹሺͳߝሻ

ܧሾͳߝሿ

ʹ

Equation 2.3

ଶ
ൌ ߪఌଶ .
Since the error terms ߝ are small compared with 1, ܧሾͳ  ߝሿଶ ൎ ͳ, and ߪሺଵାఌሻ

Equation 2.3 can be approximated as:
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In this study, the uncertainty in measured streamflow ቀఓಷೢ ቁand concentration (ఓ ሻ
ಷೢ



were estimated from reported uncertainty in literature and USGS reports. The uncertainty
in load calculation process (ߪఌ ሻ was estimated by numerical simulation.
For all sources of measurement error, the error terms were assumed to be independent
and normally distributed random variables. The geometry of the river cross sections was
assumed to be stationary in time. Uncertainty estimation methods for streamflow
measurement, water quality measurement, and load calculation are described below.
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ఙಷೢ

Streamflow measurement uncertainty ቀ

ఓಷೢ

distribution:
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Thus,
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ቁ: Based on the property of normal
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Equation 2.5



Equation 2.6

For instance, for a remark of “excellent” that means that about 95 % of the daily
discharges were within 5 % of the true discharge, the corresponding ܸܥி௪ was
5%/2=2.5%.

Water quality measurement uncertainty ሺ

ߪܿ݊ܥ
ߤܿ݊ܥ

ሻ: Three processes (sample collection,

sample preservation, and laboratory analysis) could introduce errors into the measured
concentration, which could be expressed as:
ܿ݊ܥǤ ൌ ܿ ൈ ሺͳ  ߝଵ ሻ ൈ ሺͳ  ߝଶ ሻ ൈ ሺͳ  ߝଷ ሻ

Equation 2.7

where ߝ represents the error in each concentration measurement process, the

expectation of ߝ is assumed to be zero, E(ߝ ) = 0, and with variance Var(ߝ ) = ߪଶ
The propagated uncertainty could be calculated by:
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Equation 2.8
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Load calculation uncertainty ሺߪఌ ሻ: The uncertainty was estimated by numerical

simulations. Then, the uncertainty could be calculated by:

ߪఌଶ
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ଶ
ܸܥ௨௧

ൌ

ாሾሺௗିఓಽೌ ሻమሿ
ఓಽೌ మ

ൌ

భ 
σ ሺௗೞ ିௗೠ ሻమ
 సభ
మ
ௗೠ

 Equation 2.9

In addition to CVCalculation, the 50th percentile (e50), 5th (e5), and 95th (e95) percentiles of the
load calculation errors were also used to describe the distribution characteristics. The
interval between the e5 and e95 could be used to evaluate the precision of the load
calculation methods, in which 90% of the errors were included.

2.4.2

Uncertainty in Streamflow Measurement

Based on the remarks of USGS Annual Water Data Reports from 2002 to 2012
(http://wdr.water.usgs.gov/), the streamflow records were assigned to the likely
uncertainty based on the representative measurement accuracy remarks, and the
streamflow uncertainty was estimated based on the rating records as shown in Table 2.4.
These values assume that geometry of the rivers was stationary, streamflow measurement
was not explicitly affected by ice, wind, boundary effects, and there was no significant
incorrect measuring procedures and carelessness.
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Table 2.4 Estimated USGS Gage Discharge Measurement Uncertainty
Streamflow
measurement
Watershed
USGS Station No.
USGS Gaging Remark
uncertainty
Name
Muskingum

03150000*

Cuyahoga

04208000

Maumee
G. Miami
Grand
Honey Creek
Rock Creek

04193500
03271601*
04212100
04197100
04197170


ሺ
ሻ


Records good, except for
periods of estimated
record, which are poor.

5-10%

Records are fair except for
periods of estimated
records, which are poor.

7.5-10%

* Flow is regulated by one or more upstream reservoirs.
**Uncertainty for the no record period was not estimated in this analysis.

2.4.3

Uncertainty in Nitrate-N Concentration Measurement

Uncertainty in each nitrate-N measurement procedure was assumed to be relatively
constant in time and estimated as shown in Table 2.5.
Table 2.5 Uncertainty in Water Quality Data Measurement Procedures Expressed as CV
Uncertainty
Source
Sample collection

( 
)

Measurement
uncertainty

Measurement
Method

6%

automated
sampling

5%

refrigerated,
analyzed within
54h;



Sample
preservation/storage

( 
)


Laboratory analysis

(
)



4%

IC method

Reference*
Ging et al., (1999)
Martin et al., (1992)
Kotlash and Chessman
et al., (1998);
Rode and Suhr, (2007)
Mercurio et al., (2002)
Standard method, 1998

* Details about the cited uncertainty values can be referred to Appendix A.
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Finally, the overall uncertainty ( 
) in the nitrate-N measurement process can be

calculated by:
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is the uncertainty in sample collection process,

sample preservation process, and

ఙయ
య

ఙమ
మ

is the uncertainty in

is the uncertainty in laboratory analysis process.

To keep consistency, all types of uncertainty are characterized in terms of CV.

2.4.4

Uncertainty in Load Calculation Process

The process to determine uncertainty for estimating annual nitrate load included four
major steps: 1) Calculating the “true load” using all available samples; 2) resampling to
numerically generate sub-sampling water quality data representing different sampling
frequencies based on the complete datasets; 3) calculating annual load for various
sampling frequencies using two methods; 4) estimating the uncertainty by comparing
estimated values and “true” loads.

2.4.4.1 Calculation of “True Load”
Theoretically, an assessment of error requires knowledge of the actual or “true” load to
be compared with estimates using different algorithms, although it is difficult to sample
at a sufficient frequency to represent the exact load. In most studies, less than daily (Guo

30
et al., 2002; Krongvang et al., 1996; Moatar et al., 2006), or even weekly (Stenback et al.,
2010) water quality data were assumed to be sufficient to estimate the real load (Table
2.6). In this study, daily flow data and from one to eight water quality samples were
available each day. Only one sample was available for base flow days, but up to 8
samples/day were analyzed during storm events. Therefore, the datasets were considered
to be sufficient to represent the “true” load, which was computed using the following
equation (Equation 2.7):
ܶ ݀ܽܮ݁ݑݎൌ  ܭσୀଵ ܿ ݍ οݐ

Equation 2.11

where ܿ and ݍ is the nitrate concentration and streamflow samples in the complete

dataset; K is unit conversion factor;ο ݐis the time interval between them, which ranged
from 1 hour to 1 day.
Table 2.6 Characteristics of Sampling Dataset and Watersheds of Previous
Representative Nitrate Load Uncertainty Studies
Water
Site Data
Number
Quality
Studies
Years
of Study
Notes
Sampling
(yrs)
Sites
Frequency
Watershed scales range from
subdaily/
100
7
90 to 19218 km2, land use
This study
daily
(agricultural, urban, forest)
small watersheds, scales range
Birgand et
50
hours/daily
9
from 5 to 252 km2
al., 2010
Guo et al.,
6
daily/weekly
1
agricultural watershed
2002
subdaily/
small (8.5, 103 km2) lowland
Krongvang
2
2
daily
streams of Denmark
et al., 1996
182/yr for
nitrate,
one big watershed (31000
Motar et al.
5
165/yr for
1
km2)
, 2006
ORP, 103/yr
for TP
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Table 2.6 Continued

10

subdaily/
daily

3

Lake Erie data, focused on
Beale Ratio Estimator and
stratified sampling strategy

Stenback et
al., 2011

900

monthly/to
weekly data

Nitrate
(49) + TP
(44)

exclusively focused on
LOADEST

Tiemeyer et
al., 2010

3

subdaily

3

4.2 ha, 4.7 ha, 85 ha drained
catchments

Richards et
al., 1987

As with all sampling programs, data was missing for some days (Table 2.7). On days
when water quality data was available but streamflow missing, the missing flow data was
filled with the nearest-neighbor method. On days when water quality data was missing,
that day was excluded whether or not streamflow was available. The purpose of filling in
parts of the missing data is to include as much data as possible to make sure storm events
were not missed, in order to make a precise estimation of the “true load”. In similar
situations, Moatar et al. (2005) reconstituted a daily reference dataset using linear
interpolation between analyzed samples, while Guo et al. (2002) used fitted stepwise
regression relation to fill in the missing data.
Table 2.7 Days of missing data summarized by year for each study watershed.
Number of Years with….
Watershed

Muskingum
Maumee
Great Miami
Cuyahoga
Grand
Honey Creek
Rock Creek

0 - 5 days
data
missing
5
1
1
0
0
6
2

5 - 10
days data
missing
5
4
1
2
0
3
3

10-20 days
data
missing
4
4
4
7
2
7
3

20-30
days data
missing
1
4
2
7
1
12
8

30+ days
data
missing
2
17
6
8
6
5
13

Total
Years
17
30
14
24
9
33
29
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2.4.4.2 Load calculation methods
Previous studies (i.e., Moatar et al., 2005; Zamyadi et al., 2007; Birgand et al., 2010;
2011a) have consistently found two load calculation methods to give among the best
results. Both are based on flow-weighted mean concentrations. In the first method, loads
are only calculated on days of concentration measurements, and this is adjusted by the
ratio of the flow accompanied with nitrate measurement to the total flow. Several
previous studies have called this the “flow-weighted mean concentration method”
(Birgand et al., 2011a; Moatar et al., 2012), and here is called the “measured days – flowweighted concentration” (MD-FC) because only concentration from days measured are
used (Equation 2.12).

 ݀ܽܮൌ

σయలఱ
ொೕ

σୀଵ ܥ ܳ ೕసభ
σ
సభ ொ

Equation 2.12

where n is the number of the days that have nitrate measurements; ܥ and ܳ are the

observed nitrate concentration and streamflow and ܳ is the daily streamflow. This

method is equivalent to method 2 in the FLUX model (Walker et al., 1996), and the
results for the same dataset were compared with FLUX output as a check of the
MATLAB codes developed for this study.
The second method estimates concentration every day based on linear interpolation
between measured days, and calculates daily load on all days, which is referred to here as
“all days – concentration interpolated” (AD-CI). The measured concentrations are
assumed to be representative of a period around which the sample was collected, which
are estimated by connecting straight line segments. For a time t in the period interval (t0,
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t1), its concentration C estimated by the linear-interpolation method is given from the
equation 2.13:
௧ି௧బ

 ܥൌ ܥ  ሺܥଵ െ ܥ ሻ ൈ ௧

భ ି௧బ

Equation 2.13

where, C0 and C1 are the concentrations at time t0, t1, respectively.
Load is estimated using Equation 2.14.
 ݀ܽܮൌ  ܭσଷହ
ୀଵ ܥ ܳ

Equation 2.14

where, ܥ is the interpolated daily concentrations and all other values are the same as
Equation 2.12.

In addition, the uncertainty in annual load estimates based on monthly sampling using
LOADEST in Honey Creek watershed was examined and compared to the other two
methods. The 35 water-year average uncertainty parameters obtained from 50 simulations
was compared with that of the AD-CI and MD-FC methods. The results (Table 2.8)
suggest LOADEST is weaker than the other methods, and therefore only AD-CI and MDFC were used in the rest of the study.
Table 2.8 Uncertainty in Estimated Annual Load Using Three Methods (Based on
Monthly Sampling)
Load Calculation Method
e5
e50
e95 CVCalculation
-23.1 13.7 77.6
39.7
LOADEST
-30.3 -7.8 14.6
15.7
AD-CI
-34.6
-2.6
40.6
24.5
MD-FC
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2.4.4.3 Resampling
For simulating an n-days interval in the complete dataset (which contains all the available
data), there could be many possible combinations. Thus, for one interval, a certain
numbers of iterations were conducted to compose a distribution of load estimation errors
(the percentage difference between estimates and true load). At the beginning of this
selection, the first day of sampling was randomly selected from the first n-days intervals,
then for the next n-days interval, an adaptive n’ (n’=n+ variation, variations could vary
from -3 to 3) is used to imitate the sampling process in reality. For example, if n=10 days,
variation was [-1, 0, 1]), thus n’ would range from 9 to 11 days, with a center of 10. A
random number generator was used to select the variation value from the range [-1, 0, 1].
In similar ways, the day index was determined for all the sampling intervals.
In the case of a single day, if more than one sub-daily sample was available, only one
would be used; thus, another random number generator would be used to make a second
selection. Therefore, sub-daily index could also be determined. After finishing the whole
process, the resampled day indexes and sub-daily indexes would be stored for each n-day
interval.
The missing data is inevitable in this resampling process. The cases of missing data could
be classified into three categories: 1) flow data is missing, 2) nitrate data is missing, or 3)
both flow and nitrate data are missing. Since there is no way to know whether it is
reasonable to “create” data to fill these missing place, the missing data days were just left
blank for the following calculation, which means the generated sample datasets could be
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smaller than it is supposed to be. For example, in a single year, 50 days data have
problems. Thus, for a daily sampling, maybe only 315 samples could be used.
Missing data increases the magnitude of the uncertainty by decreasing the available
observation sample numbers. The effects of missing data days on load uncertainty
estimation was analyzed, so that the years with too many missing data would be deleted
for the following analysis. The relation between load estimation uncertainty (in terms of
CVCalculation) and the number of missing data days of that year in Rock Creek watershed is
shown in the Figure 2.3 (a) and (b).

Figure 2.3 CVCalculation Vs. Missing data days (Rock Creek Watershed using (a) AD-CI
method and (b) MD-FC method))

Uncertainty generally increased with the number of days that data are missing, but results
were more pronounced when the missing days rose above 40 days per year. Therefore,
years with more than 30 days data missing were excluded from the uncertainty analysis.
For the other years with missing data but less than 30 days, uncertainty analysis was
conducted with the missing data left unfilled.
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2.4.4.4 Iterations needed
To estimate the uncertainty, numerical simulations were run to resample the complete
dataset and calculate loads based on subsamples with sampling frequency range from 1 to
30 days. For a fixed sampling frequency, a number of different sub-sample combinations
could be generated from one complete dataset; therefore, a sufficient number of iterations
are required to ensure the simulation effectively describes the distribution of sub-sample
datasets. To determine a minimum iteration number, the variability of uncertainty
parameters (e5, e95, e50, CVCalculation) was used as criteria to represent the characteristic of
sub-sample datasets. Theoretically, the variability will decrease with the increase of
iteration numbers, finally reaching a stable value which could be assumed to effectively
represent the sample population characteristics. We selected the minimum iteration
number in which the simulation has stable performance in predicting all the uncertainty
parameters (e5, e95, e50, CVCalculation).
Rock Creek watershed and Grand watershed were used for this analysis. Rock Creek
watershed has the smallest size (90 km2), which generally means flashier streamflow. It is
highly agricultural, which results in varied chemical transportation behaviors. The water
year 1985 was selected because of its detailed water quality data information (541
samples available/yr). Grand watershed is a forest and agriculture mixed watershed, with
a drainage area of 1777km2. The water year 1997 (420 samples available/yr) was tested
as shown in Figure 2.4. For each simulation, 5, 10, 20, 30, 50, 100, 200, 500, 800, 1000,
2000 iterations were conducted independently, then the average values of uncertainty
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parameters (e5, e95, e50, CVCalculation) were used to represent the simulation results, shown
in Figure 2.4.

Figure 2.4 The Effect of Iteration Numbers on Uncertainty Estimation (Rock Creek
Watershed, 10/01/1984 to 09/31/1985; Grand Watershed, 10/01/1996 to 09/31/1997; box
plots illustrate the e5, e50, e95, and black square represents the CVCalculation)
Among these uncertainty parameters, e5 and e95 had the highest variability, and e50 and
CVCalculation seemed to be relative stable. In particular, the uncertainty estimates reached
stability after 500 iterations using both methods in Rock Creek watershed; on the other
hand, 200 iterations were sufficient for Grand watershed.
The repeatability of simulations was also examined to verify the iteration numbers. The
repeatability test was conducted by running 10 independent simulations for different
numbers of iterations. The repeatability enhanced with the increase of iteration numbers.
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For instance, the repeatability of 500-iteration simulation was much more stable than
with 50-iteration. Overall, the simulation with 500-iterations was considered sufficient
and adopted in the following uncertainty analysis (Figure 2.5).

Figure 2.5 Repeatability of Uncertainty Analysis using 500 iterations in Rock Creek and
Grand Watersheds

2.5

Results
2.5.1

Uncertainty in Measurement Process

The overall uncertainty was calculated based on Equation 2.10, using the average of the
uncertainty range to represent the overall uncertainty. The estimated overall uncertainty
values in measurement process are fairly consistent across the watersheds, ranged from
11.7% to 12.4% across the seven watersheds (Table 2.9). The contribution of streamflow
uncertainty was often greater than the other sources, showing the difficulty of measuring
streamflow and the fact that uncertainty is reported rigorously by USGS.
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Table 2.9 Estimated Individual Measurement Error Range and the Uncertainty Expressed
as CV

Overall
Nitrate-N Measurement ( 
ሻ
Uncertainty
Flow
Watershed



Sample Preservation
Lab Analysis ඨቀ ቁ  ቀ ቁ
( 
)
Name
Muskingum
Maumee
G. Miami
Grand
Cuyahoga
Honey Creek
Rock Creek

5-10 %
7.5-10 %
7.5-10 %
7.5-10 %
5-10 %
7.5-10 %
7.5-10 %

collection

(  )

2.5.2



6%
6%
6%
6%
6%
6%
6%

/Storage

(  )


5%
5%
5%
5%
5%
5%
5%

(


)


4%
4%
4%
4%
4%
4%
4%





11.7%
12.4%
12.4%
11.7%
12.4%
12.4%
12.4%

Uncertainty in Load Calculation

Uncertainty in nitrate-N load estimates were examined for typical sampling intervals, one
day, two days, seven days, fourteen days, twenty-one days and one month, using the two
load calculation methods. For a given water year, the uncertainty was estimated by the
simulation based on 500 iterations. For a watershed with data for multiple years,
uncertainty estimates were averaged over examined time periods to represent the overall
tendency for one fixed sampling frequency. The simulation result for seven studied
watersheds is shown in Figure 2.6, arranged from largest to smallest.
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Figure 2.6 Uncertainty in Annual Nitrate-N Load Estimates in Muskingum, Maumee,
Great Miami, Cuyahoga, Grand, Honey Creek and Rock Creek Watersheds (Watersheds
arranged by their size from largest to smallest).
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Figure 2.6 Continued
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The distribution of estimated load uncertainty ( in terms of e5, e95, e50) using all days –
concentration interpolated (AD-CI) method was generally more skewed than using
measured days – flow-weighted concentration (MD-FC), meaning that the bias
represented by the e50 was higher for the AD-CI method. In most cases, it was negative,
meaning that the load was underestimated, except for Cuyahoga, dominated by urban
land use, in which infrequent sampling is likely to overestimate loads because high flows
had lower nitrate concentrations. It is not clear which method is better, since the e50 is
farther from 0 in AD-CI method (higher bias), while the spread of the error distribution
(e95- e5) is higher in MD-FC method (lower precision).
The CVCalculation indicates the performance of load estimation with one parameter,
combining the effects of bias and spread of the distribution. Not surprisingly, CVCalculation
is generally higher for smaller watersheds (Figure 2.7). The AD-CI method resulted in
higher CVCalculation values for the Cuyahoga, the urban-dominated watershed, but for other
watersheds, the CVCalculation is higher for the AD-CI method.
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Figure 2.7 Uncertainty of Annual Nitrate-N Load Calcuation in Muskingum, Maumee,
Great Miami, Cuyahoga, Grand, Honey Creek, Rock Creek Watersheds (Watershed
arranged by their size from largest to smallest).

2.5.3

Comparison of Two Types of Uncertainty
ఙ

ଶ

ఙ

ଶ

ಷೢ

ቁ  ቀ 
ቁ ሻ and load
The measurement uncertainty ሺܸܥ௦௨௧ ൌ ටቀ ி௪

calculation uncertainty ሺܸܥ௨௧ ൌ ߪఌ ሻ are compared in each watershed (Figure 2.8).

The measurement uncertainty is significant and played a dominant role especially in the
big watersheds. Given its estimation method, the measurement uncertainty is similar

among the watersheds, and its major contribution comes from streamflow, which ranged
from 10% to 20% in study watersheds. This information could provide insight for future
monitoring program design.
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Figure 2.8 Comparison of Uncertainty in Measurement and Load Calculation Process
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2.5.4

Overall Uncertainty in Load Estimation
ߪʹ

ߪʹ

ݓ݈ܨ
ܿ݊ܥ
Finally, the measurement uncertaintyටݓ݈ܨ
ʹ   ʹܿ݊ܥand load calculation uncertainty

ሺߪఌ ሻ are combined using uncertainty propagation method to estimate the overall
uncertainty in load ቀ

ఙಽೌ
ௗ

ቁ. The overall uncertainty ሺ

ఙಽೌ
ௗ

ሻ at a 68% significance

level could be estimated using Equation 2.4. The results for seven studied watersheds
are shown in Table 2.10.
Table 2.10 Overall Uncertainty in Annual Nitrate-N Loads Expressed as CV
Uncertainty Expressed as CV (%)
Watershed
Muskingum

Maumee

Great Miami

Cuyahoga

Sampling frequency
2-day
7-day
14-day
21-day
30-day
2-day
7-day
14-day
21-day
30-day
2-day
7-day
14-day
21-day
30-day
2-day
7-day
14-day
21-day
30-day

AD-CI method

MD-FC method

11.7
12.0
12.4
12.9
13.6
11.9
12.4
13.2
14.3
15.4
12.2
13.2
14.7
15.7
16.8
12.3
15.3
19.1
22.1
25.6

11.8
12.0
12.6
13.1
14.0
11.8
12.6
14.3
16.3
17.9
12.1
13.5
16.3
17.9
19.7
12.1
13.2
15.3
17.0
19.7
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Table 2.10 Continued
Grand

2-day
7-day
14-day
21-day
30-day
2-day
7-day
14-day
21-day
30-day
2-day
7-day
14-day
21-day
30-day

Honey Creek

Rock Creek

2.6

12.5
13.2
13.9
15.1
16.3
12.8
14.2
16.4
18.2
19.6
13.3
16.6
20.0
23.5
26.6

12.3
13.3
14.3
15.6
17.0
12.9
16.0
20.1
24.9
27.2
14.1
19.9
27.0
31.6
34.3

Conclusion

This analysis examined uncertainty in nitrate load estimation introduced in the
measurement and load calculation processes. A standard error propagation method
was used to integrate uncertainty from a variety of sources to quantify the cumulative
effect. Numerical simulation was used to qualify the uncertainty in load calculation
process. The estimated cumulative measurement uncertainty ranged from 11.7 to
12.4%, and load calculation uncertainty for a 30-day frequency ranged from 7%
expressed as CV for the largest watershed to 32% for the smallest.
Further study could examine include not only the load estimation algorithms used
here (measured days – flow-weighted concentration and all days – concentration
interpolated ) but also LOADEST which is more appropriate for parameters other
than nitrate.
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CHAPTER 3. THE EFFECT OF WATERSHED CHARACTERISTICS ON
UNCERTAINTY OF LOAD ESTIMATION

3.1

Introduction

Previous studies have shown that load estimation has considerable uncertainty, but that
this uncertainty is not the same for all streams and rivers. In order to use these studies in
decision-making, monitoring program managers need guidance on estimating the
uncertainty likely in their stream or river based on monitoring methods and frequency.
The accuracy of load estimation is affected by multiple factors including watershed
characteristics, the sampling interval and distribution, the substance, and hydrologic
conditions during the time period (Aulenbach et al., 2006; Tiemeyer, et al., 2010).
Richards and Holloway (1987) suggested smaller watershed size led to greater
uncertainty in load estimates, which requires more intensive sampling programs in order
to achieve a given accuracy and precision. Moatar et al. (2012) predicted river flux
uncertainty based on hydrological variability and riverine material behavior. In this
chapter, the uncertainties in load calculated in Chapter 2 are examined with respect to
watershed characteristics: scale and flashiness. The seven watersheds are the same, and
the two load calculation methods are again referred to as “all days – concentration
interpolated” (AD-CI), and the “measured days – flow-weighted concentration” (MD-FC).
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The relationship between load estimation uncertainty and watershed characteristics was
analyzed for weekly and monthly sampling

3.2
3.2.1

Method

Influence of Watershed Scale

Watershed scale has an important effect on the timing of pollutant movement. Therefore,
scale differences may be useful in designing sampling programs to calculate load most
effectively, or for comparing loadings from different watersheds. The wide variation in
scales among the seven study watersheds, ranging from 90 km2 to 19218 km2 provides an
opportunity to assess the impact of watershed size on load calculation uncertainty.

3.2.2

Influence of Flashiness

Flashiness is an important component of a stream’s hydrologic regime, which could
affect the nitrate load estimation accuracy by influencing the transportation of nitrate
during the runoff events. Three different indices have been identified to quantify
flashiness.
The Richards-Baker Index (Baker et al., 2004) is a commonly used parameter which
could describe the frequency and rapidity of short term changes in streamflow. It has low
interannual variability relative to other similar indicators, which provides greater power
to detect trends. This flashiness index is based on mean daily flows, and is calculated by
dividing the path length of flow oscillations for a time interval by total discharge during
that time interval (Equation 3.1).
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where ݍ is the mean daily flow, and n is the total days of the year (n=365).
A second type of flashiness index, called the hydrologic reactivity index, was developed
by Moatar et al. (2006) and Birgand et al. (2010), and found to be related to the load
estimate uncertainty of that year. Hydrological reactivity index (V2%) was defined as the
proportion of the annual flow volume that occurs in the 2% of the time corresponding to
the highest flow rates (Moatar and Meybeck, 2007), see Equation 3.2. It is a lumped
indicator showing the relative importance of the flow peaks compared with the whole
flow regime. Flashy watersheds tend to give high values, which means a large portion of
the flow occurs in a small percentage of the time.
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Equation 3.2

where ݍ is the mean daily flow, N is the total days of the year (N=365 or 366).  ݎis the

rank of the highest 2% mean daily flow rate, and based on 365-day calculation, the value
of R equals 7. For a day with more than one flow record, the daily average was used in
the calculation. If there is no record on a day, the linear-interpolation method was utilized
in estimating the daily average discharge.
Using averaging methods to estimate load, for instance, using linear-interpolation method,
is similar to aggregating data from small time scale (sub-daily, daily, monthly) into larger
ones (monthly, annual). The accuracy of the estimates could be affected by the
correlations between small scale data. Thus, the autocorrelation of flow and nitrate data,
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as a third type of flashiness index was investigated. The autocorrelation index can be
used to detect non-randomness in data, and a high value of the index usually means high
values tend to follow high values and low values tend to follow low values (Helsel and
Hirsch, 2002).
Given measurements, Y1, Y2..., YN at time X1, X2, ..., XN, the lag k autocorrelation
function is defined as:
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Equation 3.3

Here only the first (Lag 1) autocorrelation is calculated to detect the non-randomness of
data, therefore, k=1.
The correlation between load estimation uncertainty and streamflow and nitrate flashiness
expressed by the three indices were examined based on Kendall’s tau and Pearson’s r.
Kendall’s tau measures all monotonic correlations (linear and nonlinear), which is based
on the ranks of data and resistant to outliers. Pearson's r is a commonly-used measure of
linear association between two variables (Helsel and Hirsch, 2002). The tested were
conducted by MATLAB and checked with the results of R.

57
3.3
3.3.1

Results

Influence of Watershed Size on Load Estimation Uncertainty

The relationship between load estimation uncertainty (in terms of CVLoad) and watershed
size is shown in Figure 3.1(a) for monthly and Figure 3.1 (b) for weekly sampling. There
is a significant nonlinear relation between CVLoad and watershed size using the AD-CI
method, while the relationship between CVLoad and watershed size using MD-FC method
was not statistically sigificant (Table 3.2) ) at a level α=0.05.

Figure 3. (a) Relation between Watershed Size and Load Uncertainty (Based on Monthly
Sampling)

Figure 3. (b) Relation between Watershed Size and Load Uncertainty (Based on Weekly
Sampling)
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Table 3.1 Statistical Relationship between Watershed Size and Nitrate Load Estimation
Uncertainty
Kendall test
Sampling Load Calculation Pearson Test
r
p-value
r
p-value
frequency
Method
Monthly

AD-CI

-0.72

0.07

-0.71

0.03

MD-FC

-0.66

0.11

-0.62

0.07

AD-CI

-0.78

0.04

-0.78

0.02

MD-FC

-0.63

0.13

-0.81

0.01

Weekly

3.3.2

Influence of Hydrologic and Nitrate Indices on Load Estimation Uncertainty

The long-term uncertainty (in terms of average CVLoad) and the hydrologic and nitrate
indices (RB index, V2 and Lag1 autocorrelation) were summarized in Table 3.3. Their
relationship was tested and shown for hydrologic indices (Figure 3.2 (a) for monthly, (b)
for weekly), and nitrate indices (Figure 3.3 (a) for monthly, (b) for weekly). The
significance of correlation based on Pearson and Kendall tests at a significance level
α=0.05) were summarized in Table 3.4 and Table 3.5.
Table 3.2 Long-term Load Estimation Uncertainty and Hydrologic/ Nitrate Indexes
(Uncertainty was based on Monthly Sampling)
Uncertainty (CVLoad)
Hydrologic Indexes
Nitrate Indexes
Watershed
AD-CI
MD-FC
RB
V2
Lag1
RB
V2 Lag1
method
method
0.13 0.08
0.95
0.09 0.04 0.91
Muskingum
13.6
14.0
0.27 0.15
0.91
0.08 0.05 0.97
Maumee
15.4
17.9
0.26
0.13
0.87
0.10 0.04 0.86
Great Miami
16.8
19.8
0.31 0.12
0.76
0.13 0.04 0.89
Cuyahoga
25.7
19.7
0.17 0.06 0.85
Grand
16.4
17.0
0.30 0.14
0.87
0.47 0.23
0.80
0.12 0.07 0.92
Honey
19.6
27.2
0.70 0.33
0.59
0.17 0.09 0.92
Rock
26.6
34.3
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Figure 3.1 (a) Relationship between Flow Hydrologic Indexes and Load Uncertainty
using All Days- Concentration Interpolated Method and Measured Days-Flow-weighted
Concentration Method (Based on Monthly Sampling)
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Figure 3.2 (b) Relationship between Flow Hydrologic Indexes and Load Uncertainty
using All Days- Concentration Interpolated Method and Measured Days-Flow-weighted
Concentration Method (Based on Weekly Sampling)
Table 3.3 Statistical Relationship between long-term Hydrological Indexes and Load
Estimation Uncertainty in Terms of CVLoad
Sampling Index
AD-CI
MD-FC
frequency
method
method
Pearson Test
Kendall Test
Pearson Test
Kendall Test
r
p-value
r
p-value
r
p-value
r
p-value
0.76
0.05
0.62
0.07
Monthly
RB
0.71
0.03
0.98
0.00
0.63
0.13
0.33
0.38
0.62
0.07
V2
0.97
0.00
-0.62
0.00
Lag1 -0.93
0.00
-0.90
0.00
-0.90
0.00
Weekly

RB
V2
Lag1

0.86
0.75
-0.98

0.01
0.05
0.00

0.78
0.39
-0.98

0.02
0.30
0.00

0.98
0.97
-0.91

0.00
0.00
0.00

0.62
0.62
-0.62

0.07
0.07
0.07
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For streamflow indices (Figure 3.2 and Table 3.4), the Lag1 autocorrelation coefficient
indicated a strong relationship with the load estimation uncertainty (CV Load) using AD-CI
method. This was consistent with the nature of AD-CI method, which assumes measured
concentrations are representative for the period around which the sample was collected.
The uncertainty using MD-FC method was statistically related with all three flashiness
indexes. Specifically, the relationship between V2 and uncertainty in annual load
estimates has been reported by Moatar and Meybeck (2007) and Birgand et al. (2011).

Figure 3.3 (a) Relationship between Nitrate Hydrologic Indexes and Load Uncertainty
using All Days- Concentration Interpolated Method and Measured Days-Flow-weighted
Concentration Method (Based on Monthly Sampling)
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Figure 3.4 (b) Relationship between Nitrate Hydrologic Indexes and Load Uncertainty
using All Days- Concentration Interpolated Method and Measured Days-Flow-weighted
Concentration Method (Based on Weekly Sampling)

Table 3.4 Statistical Relationship between long-term Nitrate Indexes and Load
Estimation Uncertainty in in Terms of CVLoad
Sampling
AD-CI
MD-FC
frequency
method
method
Pearson Test Kendall Test Pearson Test Kendall Test
r
p-value
r
p-value
r
p-value
r
p-value
0.18
0.52
0.14
0.52
0.23
0.24
0.56
Monthly
RB 0.57
0.56
0.19
0.52
0.14
0.43
0.24
V2
0.87
0.01
0.93
0.05
1.00
0.19
0.68
0.14
0.77
Lag1 0.04
Weekly

RB 0.67
0.70
V2
Lag1 -0.02

0.10
0.08
0.97

0.59
0.59
0.00

0.09
0.09
1.00

0.61
0.92
0.12

0.15
0.00
0.79

0.43
0.62
-0.05

0.24
0.07
1.00
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Of the flashiness indices for nitrate (Figure 3.3 and Table 3.5), only V2 of MD-FC
method was also shown to be positively related to CVLoad values. This was consistent
with the studies of Moatar and Meybeck (2007), and Moatar et al. (2012), which
indicated the load calculation error using MD-FC method could be predicted from the
hydrological variability and riverine material behavior.

3.4

Conclusion

This brief analysis explored the relationship between two watershed characteristics, size
and flashiness, and the resulting load estimation uncertainty. Significant relationships
were found for watershed size and flashiness index. Based on the same sampling
frequency, watershed was negatively related to uncertainty in load estimates; flashiness
index R-B index and hydrologic reactivity index V2 of streamflow were negatively
related to the load estimation uncertainty, which is consistent with the previous studies
(Moatar and Meybeck, 2007; Birgand et al., 2011; Moatar et al., 2012). The
autocorrelation coefficient (Lag1) of streamflow was found to have a strong linear
relationship with the load estimation uncertainty using both methods.
Further studies could examine the influence of land use and point source nitrate, which
might provide further explanation of differences in load uncertainty among the
watersheds.
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CHAPTER 4. ESTIMATION OF NONPOINT SOURCE NITRATE
CONCENTRATIONS IN INDIANA RIVERS BASED ON AGRICULTURAL
DRAINAGE IN THE WATERSHED

4.1

Introduction

Subsurface tile drainage, a common practice on poorly drained agricultural soils in the
Midwest, is known to be an important contributor to the high nitrate load concentration
coming from the Mississippi River (Mitsch et al., 2001; USEPA, 2007; Randall and Goss
et al., 2008), which is considered the primary cause of large hypoxic zones (Scavia and
Donnellyet al., 2007). Tile drainage changes the balance among different flow paths
increasing infiltration, and lowering surface runoff and erosion (Skaggs and Van
Schilfgaarde, 1999). It increases nitrate loss by reducing denitrification in soils and
reducing the chance for interaction with riparian areas (Gilliam et al., 1999; Sprague and
Gronberg, 2012). Subsurface drains can act as conduits and allow rapid movement of the
nitrate into surface water (Haag et al., 2001), increase nitrate loss by reducing
denitrification in soils and the chance for interaction with riparian areas (Gilliam et al.,
1999; Sprague and Gronberg, 2012).
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At the field scale, flow-weighted mean concentrations (FWMC) of nitrate-N found in tile
drainage studies of the Midwest are often above 10 mg/L, the U. S. Environmental
Protection Agency drinking water standard. For instance, Kladivko et al. (2004) found
the FWMC ranged from 8 to 28 mg/L in southeastern Indiana; and Baker et al. (2006)
reported nitrate-N concentrations varying from 5 to 13 mg/L in central Indiana;
Hernandez-Ramirez et al. (2011) indicated the long-term flow-weighted mean nitrate-N
ranged from 6.2 to 17.3 mg/L. In Illinois, Gentry et al. (2000) observed that the nitrate
FWMC ranged from 8.3 to 14.9 mg/L in drainage water from a corn/soybean field. In
Minnesota, the average nitrate-N was reported to be around 28 mg/L (Randall et al.,
1997), and similar drainage studies in Iowa have shown nitrate concentration in drainage
water was between 8.6 and 29.3 mg L−1 (Jaynes et al. 1999).
Although the nitrate loss from tile drains has been fairly well studied at the field scale,
less is known about its influence at the watershed scale. A watershed is a complex system
with many flow paths including surface runoff, tile flow, subsurface lateral flow, and
percolation to ground water; and it is difficult to measure the water quality impacts of
each flow path. Determining the percentage of nitrate in a stream or river that originally
flowed through tile drains would be useful in improving understanding of the role that
artificial drainage plays in these agricultural watersheds. The percentage of nitrate
originating from tile drains could also be used to improve estimates of the potential
impact of best management practices for tile drain management, such as drainage water
management or woodchip bioreactors, on watershed-scale nitrate loss. A relationship that
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predicts nitrate loads from tile drain percentage could be used in providing a first estimate
of loads as required for U.S. EPA-funded watershed-based plans.
Numerous statistical studies have been conducted to determine the influence of land use
and specific agricultural practices such as fertilizer application on nitrogen loads at the
watershed scale. Nonlinear models have been developed to predict watershed nitrate-N
yield in terms of land use (Tong and Chen, 2002); percent cropland (Crumpton et al.,
2006); applied fertilizer, atmospheric deposition, point sources and basin attributes
(Grizzetti and Bouraoui, 2005); runoff, fertilizer, animal waste, atmospheric N, and
population (Booth and Campbell, 2007); area in corn, fertilizer application, soil
hydrologic group, and population density (Mueller et. al, 1997), all without explicitly
examining tile drainage as an influencing factor.
Only three published studies have been identified that included tile drainage in the
regression. Spahr et al. (2010) included tile drainage as a binary explanatory variable and
found it a significant predictor in modeling flow-weighted mean annual total-nitrogen
concentrations in U.S. streams. David et al. (2010) included tile drainage from estimates
at the county scale, along with flow, N consumed by humans (which is an indicator of
sewage effluent inputs) and fertilizer use, and they found tile drainage percentages of area
explained 17% of the spatial variation in winter-spring Mississippi River Basin nitrate
yields. Sprague et al. (2012) fount tile drainage percent was positively related to the
increasing N export in agricultural watersheds nationwide. SPARROW (SPAtially
Referenced Regressions On Watershed attributes), a hybrid statistical and process-based
water quality model, also includes a tile-drainage estimate factor (Alexander, et al., 2008).
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All of these studies include additional factors, which would not allow them to predict
nitrate loads for unmonitored watersheds.
Most studies focused on an annual time scale, while the seasonal loading pattern which is
vital for forecasting hypoxia (Royer et al., 2006) has seldom been investigated. Monthly
nutrient data are often used to estimate the size of the mid-summer hypoxia zone in the
Gulf of Mexico. Turner et al. (2006; 2008) estimated the size of the hypoxia zone using
May dissolved nitrate plus nitrite flux. Scavia et al. (2003; 2004) estimated the size based
on May total nitrogen flux delivered to the Gulf. Liu et al. (2010) also used May-June
total nitrogen loads as the primary driver of summer hypoxia. Nitrate-N loss from tile
drains varies seasonally, generally high in spring and low in summer and fall. Timing of
drain flow varies across the Midwest, but in Indiana drains generally flow from
December to June, with load evenly distributed throughout the winter in the southern part
of the state, and with higher loads in late spring further north (Brouder et al., 2005).
Because of the influence of tile drains, nitrate-N in streamflow is generally higher during
the months of high nitrate-N load from drainage tiles (i.e., winter and spring in Indiana)
than at other times of the year, especially in watersheds with a high percentage of drained
land. In addition to examining seasonal patterns, newer data sets allow finer spatial
resolution of inputs, which may provide more insight.
The objective of this study was to estimate the annual and monthly relationships between
subsurface tile drainage and nitrate-N concentration at the watershed scale through
statistical analysis on multiple watersheds in Indiana. The portion of Indiana that is tile
drained is among the highest of all states, estimated at approximately 32% by Sugg
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(2007). Quantifying this relationship may further the understanding of the impact of
agricultural drainage practice on water quality and provide a tool for estimating the
potential effectiveness of management strategies that reduce field-scale nitrate-N loss to
reduce nitrate-N loss at the watershed scale.

4.2
4.2.1

Methodology
Study Watersheds

The Indiana Department of Environmental Management (IDEM) monitors water quality
at 163 sites throughout Indiana under the Fixed Station program (IDEM, 2006). Water
quality data were obtained from the Assessment Information Management System of
IDEM staff (C. Bell, personal communication, 2011) and developed into an ArcGIS file
geodatabase. Sites were selected based on four criteria: (1) a U.S. Geological Survey
(USGS) streamflow station was located within 5 km and on the same stream reach, (2)
data were available for both the IDEM station and its corresponding USGS station for at
least 10 years, (3) the watershed area was between 100 and 2,500 km2, and (4) the stream
was not highly influenced by point sources or karst topography. Twenty-four Fixed
Station sites met all criteria. One additional site monitored by the USGS, Sugar Creek,
met the criteria and was included (Table 4.1). Most of the watersheds have monthly
nitrate-N records, although one was monitored only every three months from 1991 to
1998 (MC-18). The Sugar Creek station has two or three nitrate-N samples per month.
Daily streamflow was obtained from the National Water Information System
(http://waterdata.usgs.gov/nwis).
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Table 4.1Watershed and Station Information

ID

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23

River

IDEM
Station

Burns Ditch
BD-1
Big Walnut
BWC-4
Creek
Cedar Creek
CC-6
Deer Creek
DC5
Eel River
EEL-38
Eel River
ELL-7
Fall Creek
FC-26
Little River
LR-7
Mill Creek
MC-18
Mississinewa
MS-36
River
Mississinewa
MS-99
River
Salamonie
S0
River
Salamonie
S-25
River
Sugar Creek
SC-39
Sugar Creek
SGR-1
St Mary's
STM-11
River
Sugar Creek
NA+
Trail Creek
TC-5
Tippecanoe
TR-164
River
Vernon Fork
Muscatatuck
VF-38
River
Wabash
WB-409
River
Wildcat
WC-60
Creek
East Fork
Whitewater WHE-27
River

04095090

855

15.4

Data
Availability*
(Nitrate-N
Sample
Number)
1994-2011 (247)

03357500

844

11.2

1999-2011 (139)

04180000
03329700
03360000
03328500
03351500
03324000
03358000

699
710
2150
2035
438
681
635

8.0
7.9
30.2
24.3
6.4
8.0
8.7

1999-2011 (134)
1998-2011 (148)
1991-2011 (139)
1991-2010 (233)
1999-2011 (136)
1998-2011 (148)
1991-2011 (173)

03326500

1766

20.7

1991-2011 (234)

03325500

344

4.2

1991-2011 (158)

03324500

1452

15.2

1991-2003 (139)

03324300

1101

12.9

1999-2010 (223)

03339500
03362500

1333
1228

15.1
16.7

1999-2010 (141)
1991-2011 (172)

04182000

1974

12.9

1991-2011 (215)

03361650
04095380

243
113

3.3
3.2

1992-2010 (665)
1997-2011 (228)

03330241

128

1.3

1998-2010 (104)

03369500

513

3.2

1998-2011 (155)

03323500

1990

7.0

1991-2003 (139)

03333700

627

7.8

1991-2011 (237)

03275600

518

7.0

1991-2011 (179)

USGS
Station
NO.

Annual
Watershed
Mean
Area
Streamflow
2
(km )
(m3/s)
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Table 4.1 Continued
24 East Fork Whitewater River WR-309 03347000 624 7.1 1991-2011 (230)
Yellow River
YR-12 05517000 1127 11.5 1999-2011 (138)
25
* Data availability means both nitrate-N concentration and flow were available.
+ Station 17 is not monitored by IDEM but rather by the USGS (USGS 03361650).

4.2.2

Potential Drained Area Estimation

The potential tile drained areas were estimated based on three criteria, following the
method of Ale and Bowling (2010): 1) cropland, 2) soil drainage class is very poorly,
poorly or somewhat poorly drained, 3) slope less than 4%. The cropland information was
obtained from the National Agricultural Statistics Service (http://www.nass.usda.gov.);
drainage class from the State Soil Geographic Database (SSURGO,
http://soildatamart.nrcs.usda.gov), and the slope derived from the National Elevation
Data (Gesch, 2007).
The watershed boundary for each gaging station was obtained either from the 10-digit
hydrologic unit area (NRCS Watershed Boundary Dataset,
http://datagateway.nrcs.usda.gov/) if the monitoring site coincided with the hydrologic
unit outlet, or by delineating the watersheds in ArcHydro based on National Elevation
Data (Figure 1). The delineated watersheds and the estimated tile drained areas were
verified with the USGS published drainage areas.
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Figure 4.1 Estimated Tile Drained Area with Delineated Studied Watersheds and Major
Point Source Facilities (Watershed IDs are explained in Table 1).
4.2.3

Monthly and Annual Nitrate-N Load

The analysis was conducted on a monthly as well as an annual basis because the effects
of tile drains on nitrate-N concentration in stream or rivers vary widely throughout the
year (Brouder et al., 2005; Bakhsh and Kanwar, 2007). The monthly analysis was only
appropriate on streams that are unregulated, since reservoirs upstream of the gaging
station might reduce the variation of monthly nitrate-N load at the gaging because of the
flow detaining effect of the reservoirs. Three monitoring site, WB-409, S-0, S-25, were
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considered regulated based on USGS site descriptions. Therefore, 22 watersheds were
included in the monthly modeling analysis and 25 watersheds in the annual analysis.
Infrequent sampling limits the accuracy of the load estimation, but the accuracy increases
if the best method is used to calculate load. Numerous studies of load estimation
uncertainty have found that rating curve estimation methods (e.g. LOADEST) perform
poorly for nitrate-N estimation (Guo and Demissie, 2002; Moatar and Meybeck 2005;
Ullrich and Volk, 2010; Birgand, et al., 2010; 2011a; Stenback, et al., 2011). Two other
methods are generally found to give better load estimates for nitrate-N. Birgand et al.
(2011a; 2011b) found that a method that used only the flow on days when concentration
was measured performed better. Moatar and Meybeck (2005), Tiemeyer et al. (2010) and
Zamyadi et al. (2007) indicated estimation of concentration through linear interpolation
between measured values gave the best results based on monthly sampling when nutrient
concentrations display seasonal variability over the year, and their method was used here.
Daily loads calculated from measured flow and interpolated concentration were summed
to obtain monthly or annual loads (Equation 4.1):
் ݀ܽܮ௧ ൌ  ܭσୀଵ ܥ ܳ

Equation 4.1

where ் ݀ܽܮ௧ is in kg/month or kg/yr, K is a unit conversion factor,  ݆ܥis the daily

nitrate-N concentration (mg/L) obtained by linear interpolation between concentration
measurements, and ݆ܳ is the daily observed streamflow (m3/s), n is the number of the

days of estimated period. The annual and monthly nitrate-N loads calculated using this
method will be referred to as “observed” load. Previous studies using this method found
the load estimation uncertainty in terms of root mean square error (RMSE) ranged from 4%
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to 6% for a large watershed (Moatar and Meybeck, 2005), and around 30% for small
forested or mixed-use watershed (Birgand et al., 2011b).

4.2.4

Point Source Nitrate-N Load Estimation

To determine the nonpoint-source nitrate loads, the nitrate-N loads from point sources
were estimated and subtracted. This involves considerable uncertainty, because although
these facilities are permitted, most are not required to report nitrate-N concentration in
their effluent. Effluent flow data for major facilities located within each watershed were
obtained from the Integrated Compliance Information System-National Pollutant
Discharge Elimination System (ICIS-NPDES) database, accessed through the (USEPA,
Enforcement and Compliance History Online (ECHO) web site, http://www.epaecho.gov/echo/compliance_report_water.html). An average nitrate-N concentration of
10.35 mg/L was used based on the typical concentration for municipal wastewater
treatment plants that do not have advanced nutrient treatment found by Maupin and
Ivahnenko (2011) and nitrate-N concentrations estimated by Carey and Migliaccio (2009).
Minor facilities, which discharge less than 1 mgd (equivalent to 3785 m3/day) were not
included due to their small contribution to total regional point-source loads, as pointed
out by Zogorski et al. (1990). Maupin and Ivahnenko (2011) found that major facilities
are responsible for 74.6% of nitrogen loads from point sources in the Mississippi River
Basin. We tested the contribution of the point source nitrate-N from the minor facilities in
small watersheds (less than 500 km2), which were less than 1.2% of the watershed Total
nitrate-N load. Therefore, in each watershed, the total nitrate-N loads from point sources
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was calculated by multiplying the annual average effluent and estimated nitrate-N
concentration using Equation (4.2):

݀ܽܮௌ ൌ σ
ୀଵ σୀଵ  ܥൈ ܳ

Equation 4.2

Where ݀ܽܮௌ is the total nitrate loads from point sources (kg/month or kg/yr),  ܭis the

total number of the major dischargers, ݊ is the days of a month or a year, and the  ܥis the
average nitrate-N concentration, which is taken as 10.35 mg/L for all point source
discharges , and ܳ݇݅ is the daily major facility discharge volume.
4.2.5

Nonpoint-Source Nitrate-N Flow-Weighted Mean Concentration Determination

The estimated point source nitrate-N load was subtracted from the total load in each
watershed (from equation 4.1) to obtain the nonpoint source nitrate-N load. To better
examine the relationship between the nitrate-N loss and tile drainage, the nitrate-N was
expressed by the Flow-Weighted Mean Concentration (FWMC) instead of the load, to
reduce the influence of the variation of flow among years, since the years of record were
not the same among watersheds. The resulting variable, referred to as the nonpoint source
nitrate-N concentration (FWMCNPS) was calculated as shown in Equation (4.3):

ܥܯܹܨேௌ ൌ

ௗೌ Ȃௗುೄ
σ
సభ ொ

where n represents the number of days in a month or a year.

Equation 4.3
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4.2.6

Test for Trends in Nitrate-N Concentration over the Period

Because this study uses long-term data, a trend analysis was conducted to determine
whether nitrate-N concentrations changed over time, potentially affecting model validity.
The Seasonal Mann-Kendall test was used on the monthly mean nitrate-N concentrations
of the studied watersheds over the study period using the USGS program described by
Helsel et al. (2006). Out of the 25 watersheds, no trends were significant at the 95%
confidence level for the 15 watersheds. For the ten watersheds that indicated a
significant trend, seven slightly decreased and three slightly increased, with only one
greater than 0.1 mg/L/yr (Table 4.2). This test indicates that the trends were small,
suggesting that any changes in nitrate-N concentration that occurred during the studied
period were minor and therefore the analysis using long-term data would be valid.
Table 4.2 Seasonal Mann-Kendall Test for the Ten Watersheds with Significant Changes.
ID IDEM Station Tau correlation Index* p-value** Slope of Trend (mg/L/yr)
BWC4
-0.27
0.035
-0.10
2
CC6
-0.15
0.023
-0.03
3
EEL38
-0.25
0.000
-0.06
5
S-0
0.13
0.038
0.08
12
SC-39
-0.18
0.005
-0.13
14
TC-5
-0.15
0.015
-0.02
18
TR-164
0.17
0.005
0.01
19
WHE-27
-0.30
0.000
-0.06
23
WR-309
0.14
0.004
0.04
24
YR-12
-0.15
0.017
-0.07
25
* The Kendall correlation coefficient (Tau) provides a general nonparametric measure of
monotonic association. The sign of Tau indicates a decreasing or increasing trend.
** p-value corresponds to the confidence level of Tau correlation index.
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4.2.7

Statistical Model for Predicting Nonpoint-Source Nitrate-N

Subsurface tile drainage from agricultural production systems has been identified as a
major source of nonpoint source nitrate entering into surface waters in Midwest (Mitsch
et al., 2001; Randall et al., 2001; 2008), therefore, tile drainage and cropland area were
considered the two most important predictors. The statistical relationship between the
NPS nitrate-N FWMC and the percentages of tile drained land and cropland was explored
using general linear model fitting. A range of model combinations and formats, including
polynomial regression and multiple linear regression were evaluated based on the
goodness of fit (adjusted R2 and Mallow’s Cp) and parameter significance.

4.2.8

Model Testing in Additional Watersheds

The models developed were tested in ten additional watersheds in Indiana, which were
excluded from the original selection either because their watershed scale exceed 2500
km2 or the distance between the IDEM station and USGS station is larger than 5km.
However, all the linked IDEM and USGS stations in this study were within 10 km and no
major tributaries entered the river between stations. All testing watersheds have no or less
than 50% of area overlapping with the modeled watersheds and their scale ranges from
360 to 6957 km2 (Table 4.3).
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Table 4.3 Watersheds Used for Testing (arranged from lowest to highest drained area
percentage)
Site
ID

T1
T2
T3
T4
T5
T6
T7
T8
T9
T10

IDEM
Station

USGS
Station
No.

LMJ1200009
LEJ1000002
WLV1900012
LEM0100014
UMK0800001
WTI1500011
WLV1600001
WUW1600006
WAW0500005
WWU0800002

0409975
0
0418050
0
0334130
0
0418300
0
0551753
0
0333305
0
0334080
0
0332750
0
0333500
0
0334951
0

Area
(km2
)

Tile
drained
Percentag
e (%)

Water Body
Name

795

8%

Pigeon River

2745

21%

1160

29%

5094

34%

Maumee River

3564

36%

Kankakee River

4841

41%

Tippecanoe River

360

44%

Big Raccoon
Creek

6957

47%

Wabash River

2056

55%

Wildcat Creek

339

75%

Cicero Creek

Data Period
(number of
nitrate-N
samples)

Saint Joseph
River
Big Raccoon
Creek

1999-2010
(137)
2001-2010
(100)
1999-2010
(138)
1991-2010
(232)
1999-2010
(135)
1991-2010
(232)
1999-2010
(139)
1991-2010
(230)
1998-2010
(173)
2004-2010
(73)

The predicted NPS and total nitrate-N load and FWMC were estimated using the methods
described above. Both annual and monthly models developed were compared with
observed values. Three statistical criteria, the absolute error (Eabs), weighted coefficient
of determination (wr2), and the Nash-Sutcliffe efficiency (E) were used in assessing the
prediction of NPS nitrate-N concentrations and total nitrate-N loads. The absolute error
(Eabs) was calculated as shown in Equation (4.4):
 ݅ݏܾܽܧൌ ܲ݅ െ ܱ݅

Where ܲ݅ and ܱ݅ represent the ݅ ݄ݐpredicted and observed values of nitrate-N
concentrations or loads averaged over the study period.

Equation 4.4
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Krause et al. (2005) developed the weighted coefficient of determination wr2 (Equation
(4.5), which combined the information of r2 and slope. This index can avoid the
drawback of the coefficient of determination (r2) that allows a good r2 (close to 1.0) to be
obtained even if a model systematically over- or underpredicts. The value of wr2 ranges
from 0 to positive infinity.
ȁܾȁ ή  ݎଶ ݂ ܾݎ ͳ
 ݎݓଶ ൌ ൜
ȁܾȁିଵ ή  ݎଶ ݂ ܾݎ ͳ

Equation 4.5

where b represent the slope of a linear regression between modeled and measured values
when the intercept is forced to equal 0; r2 is the coefficient of determination.
The Nash-Sutcliffe efficiency (E) is a commonly used criteria in assessing hydrologic
models. A value close to one indicates a good correspondence between modeled and
observed values, while a value lower than zero indicates the model results are worse than
simply using the mean value of the observed time series, see Equation (4.6).
σ ሺை ି ሻమ
തതതഢ ሻమ
 ିை


 ܧൌ ͳ െ σసభ
 ሺை
సభ

Equation 4.6

where with O observed and P predicted values. n represents the total examined days
number.

4.2.9

Modeled Nitrate Load

After the coefficients of the regression models were determined, the nitrate-N loads were
estimated for the study watersheds, to provide a basis for use in load estimation studies.
The normal average monthly/annual flow was available in the USGS Annual Water-Data
Report (USGS, 2012). Modeled nitrate-N loads from nonpoint source were obtained by
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multiplying the monthly/annual average flow and estimated NPS nitrate-N FWMC. The
same approach was used in the calculations for testing watersheds.

4.3
4.3.1

Results

Observed Annual Nitrate-N Loads and Flow-Weighted Mean Concentration

The average annual nitrate-N load in the 25 training watersheds varied from 2.3 to 21.7
kg/ha/yr, with the highest in watershed 14 and lowest in watershed 19. These values are
consistent with the annual nitrate-N yields from SAB hypoxia report (USEPA, 2007) as
10.7 and 6.4 kg/ha/yr; and 5.9 and 7.2 kg/ha/yr from David et al. (2010). The FWMC
values are within the range of riverine FWMC of total nitrogen (1-10 mg/L) in Indiana
estimated by Spahr et al. (2010), but generally lower than values calculated by the
SPARROW Online Decision Support System (http://cida.usgs.gov/sparrow/), which was
2.8 to 15 m/L for annual Total Nitrogen FWMC. Nonpoint source nitrate-N comprised
more than 80% of total annual nitrate-N loads in 21 of the watersheds, as shown in Table
4. Only one watershed, 18, was dominated by point sources (69% of the total nitrate-N
load), and the highest point source load was approximately 316 Mg/year. Cropland
percentages and the corresponding estimated drained area percentages are also shown in
Table 4. The watersheds with higher percentage of drained area generally had higher
nitrate-N concentrations. The estimated drained area ranged from 7.1% to 70.0%, with
the NPS nitrate-N FWMC varying from 0.72 mg/L to 6.19 mg/L. These values are less
than the FWMC found at the outflow of tile-drained fields (Kladivko et al., 2004; Baker
et al., 2006; Hernandez-Ramirez et al., 2011) since the contributions of tile drains are
diluted by water from other flow paths.
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Table 4.4 Drainage Characteristics and Annual Nitrate-N Estimation
PointFWMC
source
of Total
NonpointFWMC
Tile
Nitrate-N
Nitrate-N
Crop
source
Attributable
Drained
Load
(point
land
ID
Nitrate-N
to Nonpoint
Area
(Number
and
(%)
Load
Sources
(%)
of major
nonpoint
(Mg/year)
(mg/L)
facilities)
sources)
(Mg/year)
(mg/L)
7.1
16.7
316 (7)
510
1.51
0.86
1
28.3
50.8
26
(1)
1194
3.45
3.38
2
20.8
46.1
25 (2)
797
3.27
3.07
3
65.1
79.6
NM*
1489
5.98
5.98
4
24.9
44.9
26 (1)
2467
2.62
2.59
5
26.8
61.3
34
(1)
2703
3.58
3.53
6
36.3
55.5
18 (1)
547
2.81
2.72
7
46.0
57.7
NM*
1098
4.33
4.33
8
33.6
61.9
NM*
1191
3.54
3.54
9
41.4
67.1
50
(3)
2255
3.75
3.67
10
35.8
76.2
14 (1)
485
4.93
4.83
11
50.9
68.9
132 (2)
1505
3.41
3.13
12
49.7
70.4
18 (3)
1405
3.50
3.46
13
63.7
77.7
65
(2)
2891
6.19
6.05
14
45.7
60.9
65 (3)
1523
3.02
2.89
15
59.0
68.4
26 (1)
1987
4.96
4.89
16
45.2
70.2
NM*
354
3.39
3.39
17
8.7
12.6
138
(1)
61
1.97
0.60
18
10.1
42.7
NM*
30
0.72
0.72
19
22.6
33.7
24 (1)
144
1.66
1.42
20
52.2
67.4
26
1224
5.67
5.55
21
70.0
76.7
165
(1)
1317
6.06
5.38
22
16.0
43.2
170 (1)
629
3.61
2.83
23
33.1
61.8
241 (1)
460
3.15
2.06
24
35.7
58.1
44 (2)
1644
4.66
4.53
25
*NM means no major facility in watershed.

NPS
NitrateN Load
/Total
NitrateN Load
(%)
70
98
97
100
99
99
97
100
100
98
97
92
99
98
96
99
100
31
100
86
98
89
79
66
97

The nitrate-N variations demonstrated a highly seasonal pattern, as shown in Figure 4.2
which shows the long-term average FWMC grouped into four categories by the drained
area percentage (less than 10%, 10% to 30%, 30% to 50% and from 50% to 70%). From
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December to June, when tiles usually flow (Kladivko, et al., 2004), concentrations were
high and showed a strong dependence on drained percentage. Tile drainage nearly stops
in late summer (July to September) and attain maximum values from winter to spring
(December to June) when rains move nitrate-N through the soil to rising water tables, and
field tile drains transport nitrate-N in soil water and high water tables to streams. This
pattern is consistent with other observed patterns of tile drainage flow in the Midwestern
United States (Helmers et al., 2005; Royer et al., 2006; Hernandez-Ramirez et al., 2011).
Because of the high seasonal variation, monthly models were developed in addition to the
annual model.

Figure 4.2 Monthly and Annual Flow-Weighted Mean Concentrations of Nitrate-N from
Nonpoint Sources, Symbolized by Tile-Drained Percentage of the Watershed

4.3.2

Model Selection and Fitting

Three model candidates examining combinations of drained area percentage (DA) and
percent cropland (Crop) were found to have similar predictive power: the linear
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regression model (Equation (4.7)), the second-order polynomial model (ܥܯܹܨேௌ ൌ

ߚ  ߚଵ ൈ  ܣܦ ߚଶ ൈ ܣܦଶ  ߝ), and the multiple regression model (ܥܯܹܨேௌ ൌ ߚ 

ߚଵ ൈ  ܣܦൈ  ݎܥ ߝ). Based on the Minimum Message Length theory (Wallace, 2005),

if given candidate models are of similar predictive or explanatory power, the simplest

model is most likely to be correct. The linear regression model was finally selected, since
it balances the need for both goodness of fit and structural simplicity.
ܥܯܹܨேௌ ൌ ߚ  ߚଵ ൈ  ܣܦ ߝ

Equation 4.7

Where ܥܯܹܨேௌ is the flow-weighted mean NPS nitrate-N concentration (monthly or
annual); ܣܦrepresents the drained area percentage; ߚͲ and ߚͳ are model regression

coefficients; and ߝ represents the error term. The annual model and all monthly models
were statistically significant at 95% confidence level (Table 4.5). The annual model
explained 71% of the variation, and a strong linear relationship between DA and
ܥܯܹܨேௌ was observed in monthly models especially for the winter-spring period
(December to June), see Figure 4.3.
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Table 4.5 Model Regression Coefficients and Goodness of Fit
Coefficients

Annual
Jan
Feb
Mar
Apr
May
Jun
Jul
Aug
Sep
Oct
Nov
Dec

Model Significance
F
Intercept (ߚͲ ሻ DA (ߚͳ ሻ

Goodness of Fit
R2

Adjusted R2

0.67

7.4

1.1×10-7

0.71

0.70

0.94
0.95
0.78
0.49
0.49
0.56
0.45
0.30
0.34
0.61
0.51
0.79

7.2
7.3
7.7
7.7
9.3
9.2
5.0
2.5
2.5
2.6
4.7
6.3

7.9×10-7
6.2×10-7
6.2×10-7
8.1×10-7
8.3×10-7
2.7×10-7
8.0×10-7
4.5×10-4
7.1×10-4
8.7×10-3
6.9×10-5
3.4×10-6

0.71
0.72
0.72
0.71
0.77
0.74
0.71
0.47
0.44
0.30
0.56
0.67

0.70
0.71
0.71
0.70
0.76
0.73
0.70
0.44
0.42
0.26
0.53
0.65

Figure 4.3 Monthly Regression Models
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4.3.3

Model Evaluation

The model was then applied to the ten test watersheds that were not used in the regression
model development. The observed annual average NPS nitrate-N concentrations ranged
from 1.74 to 5.56 mg/L (Figure 4.4) in the test watersheds, and their residuals had no
trend with nitrate yields (The term “Observed” NPS nitrate-N FWMC means the value
calculated by subtracting calculated point source load from the total load). The absolute
error (Eabs) of modeled annual NPS nitrate-N FWMC ranged from -0.91 to 0.89 mg/L
(Table 4.6).
For the monthly models, the weighted coefficient of determination (wr2) ranged from
0.50 to 0.93, showing a reasonably good fit of modeled monthly concentrations and
observations. The Nash-Sutcliffe efficiency (E) of monthly modeled concentration was
relatively low. However, when multiplying by streamflow and calculating the monthly
loads, E was significantly enhanced (ranging from 0.61 to 0.87).

Figure 4.4 Estimated NPS Annual Average Nitrate-N FWMC Compared with Measured
Values in Additional Watersheds Used for Testing the Model
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ID

T1
T2
T3
T4
T5
T6
T7
T8
T9
T10

Table 4.6 Nitrate-N FWMC and Model Evaluation
Modeled
Eabs of
Eabs of
Observed
wr2 of
Annual
Modeled
Annual
Annual
Monthly
NPS
Annual
Modeled
Total
Modeled
NitrateTotal
Total
Nitrate-N
NPS
N
Nitrate-N
Nitrate-N
FWMC
Load/FWM
FWMC
FWMC
Load
(mg/L)
C
(mg/L)
(mg/L)
(Mg/yr)
1.83
1.27
-0.48
-157
0.47
1.97
2.22
0.32
304
0.56
2.34
2.81
0.54
246
0.67
3.52
3.18
0.09
150
0.62
2.44
3.33
1.29
1726
0.31
3.68
3.7
0.06
108
0.50
4.83
3.92
-0.91
-121
0.67
3.9
4.14
0.34
787
0.59
5.43
4.73
-0.67
-4802
0.70
5.67
6.21
0.65
100
0.71

E Index of
Modeled
Monthly
Load
0.61
0.66
0.60
0.69
0.61
0.71
0.82
0.68
0.87
0.67

The absolute errors (Eabs) of modeled total nitrate-N concentration summarized based on
months show the variability over time (Figure 4.5). Generally, the 25th and 75th
percentile Eabs were within ±1 mg/L, except for June, November and December.
Overpredictions were more common than underpredictions.

88

Figure 4.5 Absolute Error of Monthly Modeled NPS Nitrate-N FWMC (80 to 128
samples were included for each month, box plots illutstrate the 25th, 50th, and 75th
percentiles; whiskers indicate the 5th and 95th percentiles)

To further evaluate the model for different drainage percentages over time, the model
output and observations were plotted and compared for three selected sites (Figure 4.6).
The model tended to better capture the loading patterns in medium and highly drained
watersheds, as the weighted r2 shows. In a less drained watershed (site T2, 21% drained),
the model failed to capture the flux peaks. In a moderately- drained watershed (site T7,
44% drained), the model performed well although slightly underestimating the high flow
events. The model prediction was strongest in the highly drained site T10 (75% drained),
although a significant underprediction was observed in Jan 2005 when a high streamflow
occurred with an observed monthly nitrate-N concentration of 2.2 mg/L, which is much
lower than the modeled value 6.8 mg/L. A similar high flow event and underprediction
was also observed on Jun 2010.
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Figure 4.6 Observed (circle Lines) And Modeled (shaded Area) Nitrate-N Load For
Selected Datasets.

4.3.4

Modeling Nitrate-N Load

The model developed for these 22 watersheds was then extended to predict monthly
average FWMC for any Indiana watershed based on the percentage that is tile drained.
The nonpoint source nitrate-N concentrations increased significantly with increasing tile
drained areas, as shown in Figure 4.7. These estimates of FWMC can be used for any
watershed if the percentage of tile drainage can be estimated.
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Figure 4.7 Modeled Average Monthly/Annual Nitrate-N FWMC from Nonpoint Source
for Various Percentages of Drained Area

Making estimates of nitrate-N load rather than FWMC is less straight-forward, as
streamflow varies by year, by region, and for each watershed. Using the range of unit
streamflow among all the investigated basins (annual average streamflow divided by
watershed area), a likely range of nitrate-N load is shown in Table 4.7.
The portion of nitrate-N flux that could be attributed to tile drainage was also investigated
by subtracting an assumed background nitrate-N from the estimated total NPS nitrate-N
concentration. The nonpoint source nitrate-N concentration from the case of no tile
drainage (DA=0%) in the annual regression model was used as the background (0.67
mg/L). This intercept parameter (ߚͲ ) was not significant in the models, which was one
source of uncertainty in this assumption. Another is that the observed range of drained
area used in model development was 8% to75%, so predictions for watersheds with
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greater than 75% drained area may not be reliable. Other studies have found that nitrateN background concentration varies based on the regional conditions of soil, climate, land
use, nitrogen storage and other factors. Helsel (1995) found a background nitrate-N
concentration of 0.7 mg/L for forested streams. Dubrovsky and Hamilton (2010) used a
background concentration for total nitrogen of 0.58 mg/L in studying the national riverine
nutrients, and Hubbard et al. (2010) observed that the background nitrate-N concentration
ranged from 0.17-1.30 mg/L in studying the nitrate-N dynamics of a third-order stream in
Wyoming. Although highly uncertain, the background concentration of 0.67 mg/L is inline with these other estimates and was used for estimating the potential percentage of
nonpoint source nitrate-N at the watershed scale that could be attributed to tile drainage,
also shown in Table 4.7.
Table 4.7 Annual Nitrate-N Load Prediction for Different Drained Area Percentages
Based on the Annual Tile Drainage Model
20
40
60
80
100
Drained Area Percentage
0% %
%
%
%
%
0.6
2.15 3.63 5.10 6.58 8.05
7
Predicted Annual Nitrate-N FWMC (mg/L)
Min (lowest
0.7 2.4 4.0 5.7 7.3
8.9
flow year)
Estimated NPS Nitrate-N
Mean (mean
2.5 8.1 13.6 19.1 24.7 30.2
Load ((kg/ha/yr)
flow year)
Max (highest
4.4 14.2 23.9 33.6 43.4 53.1
flow year)
Potential Percentage of Nonpoint Source
0
69
81
87
90
92
Nitrate-N Load from Tile Drains (%)
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4.4

Summary and Discussion

This paper examined the statistical relationship between subsurface tile drainage and
nitrate-N concentrations in watersheds across Indiana. The results indicate that a strong
linear relation exists between the flow-weighted nitrate-N concentration from nonpoint
sources and tile drained area percentage. The relation is strong for the annual model and
for monthly models from December to July. It is weaker but still statistically significant
from September to October when the drain flow is low. Based on the relationship
determined in this study, the watershed-scale nonpoint source nitrate-N load can be
estimated based only on the percent of drained land in the watershed.
There are many uncertainties in the model, including the fact that only one factor was
included in the regression, that the models were based on monthly data, and that other
nonpoint sources such as atmospheric deposition also contribute to nitrate-N loads but
were not included. Other studies have used annual flow or other additional variables in
the regression models, which resulted in a stronger correlation coefficient but required
more inputs that may not be available. In addition, the model is also limited by the
uncertainty in the nitrate-N load estimates, due both to the infrequent (mostly once per
month) sampling, and to the uncertainty of the measurements processes, as described by
Harmel et al. (2006). Birgand et al. (2011b) found that the RMSE in calculating annual
nitrate-N load using the linear-interpolation method and based on monthly sampling was
30% to 36%. Harmel et al. (2006) found that estimated uncertainty from the cumulative
effects of measurement error is likely ranging from 8% to 69% for small watersheds. The
point source estimates were limited by the fact that effluent concentrations for nitrate-N
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were based on literature values since measured information is rarely available from
permitted facilities.
These predictions could be used as a simple yet effective tool to estimate nitrate-N
concentrations in unmonitored watersheds in Indiana and similar areas. If the estimated
concentrations are converted to loads, they can be compared with target nitrate-N loads to
provide a basis for estimating the amount and type of conservation activities needed to
achieve water quality goals.
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CHAPTER 5. CONCLUSIONS

Uncertainty in nitrate load estimation is introduced in the measurement as well as load
calculation processes. Based on literature, uncertainty from a variety of sources in the
streamflow and nitrate-N measurement procedures were estimated, and error propagation
method was used to quantify the cumulative effect. Measurement uncertainty expressed
as CV ranged from 11.7 to 12.4%, and load calculation uncertainty for a 30-day
frequency from 7% for the largest watershed to 32% for the smallest for a 68%
confidence interval. The estimated overall uncertainty ranged from 14 to 34% in annual
nitrate-N load estimates.
Load estimation uncertainty was found to be affected by watershed characteristics such as
size and stream flow flashiness. Smaller watershed size often led to greater uncertainty in
load estimates based on the same sampling frequency. The R-B flashiness index and
hydrologic reactivity index of streamflow were positively related to the load estimation
uncertainty. The autocorrelation coefficient (Lag 1) of stream flow was found to have a
strong negative linear relationship with the load estimation uncertainty using both
methods.
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The statistical relationship between subsurface tile drainage and nitrate-N concentrations
was investigated for watersheds across Indiana, and a linear relationship was found
between the flow-weighted nitrate-N concentration from nonpoint sources and tile
drained area percentage. The relation is strong for the annual model and for monthly
models from December to July. It is weaker but still statistically significant from
September to October when the drain flow is low. These models can be used to predict
nonpoint source nitrate especially for medium and highly drained watersheds where
model was strongest, which could be useful in estimating nitrate loads for unmonitored
Midwestern tile-drained watersheds, and the potential for nitrate reduction when various
tile drainage management techniques are employed.

5.1

Suggestions for Future Work

This study examined load uncertainty for nitrate. Similar study for phosphorus and other
parameters would be useful. It should include not only the load estimation algorithms
used here (“measured days – flow-weighted concentration” and “all days – concentration
interpolated” ) but also LOADEST which is more appropriate for parameters other than
nitrate. The relationship between uncertainty of load estimation and watershed
characteristics may be very different for different parameters.
Second, the influence of additional watershed characteristics, like land use and point
source effluent, on load estimation uncertainty should be investigated. The scripts and
programs developed for this study can be used for future investigations.
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Appendix A

Original Sources for Measurement Uncertainty Estimation

A.1 Data on Sample Collection Error

Nitrate-N

Figure A 1Percent Differences between surface-grab and cross-sectional (Martin et al.,
1992)

We assumed sample collection errors for nitrate-N are normally distributed then
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Table A 1Statistics of concentrations from Paired Water-Quality (Table 2 of Ging, 1999)

103
A.2 Data on Sample Preservation and Storage Error
Acidified
Refrigerated

Figure A 2 Concentrations of Oxidised Nitrogen Determined at Each Site for Frozen(F),
iced(I), acidified (A), refrigerated (R), unpreserved 2d (U2) and unpreserved 6d (U6)
subsample treatments (mean + S.E) (Kotlash and Chessman, 1998, Figure 2)
The errors in sample preservation and storage process was estimated by comparing the
concentration difference between refrigerated sample (R) with acidified sample(A), the
uncertainty introduced in the lab analysis process was estimated as 5%.
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A.3 Data on Laboratory Analysis Error
Table A 2 Information about error probability distribution type, analytical uncertainties
and data support (Rode and Suhr, 2007, Table 5)

Table A 3 Error Statistics for Laboratory analysis (Mercurio et al., 2002, Table 9-2)

ୗ୲ୢǤୈୣ୴Ǥ

Coefficient of variation can be estimated by ୲୦ୣ୭୰ୣ୲୧ୡୟ୪ୟ୪୳ୣ ൌ ͵ǤͶΨ

Because only a sample of data from the population is available, the standard deviation
was estimated based on ߪଶ ൌ ܧሾሺ ܣെ ܺത ሻଶ ሿ, rather than ߪଶ ൌ ܧሾሺ ܣെ ߤ ሻଶ ሿ. Since
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ܺത ൏  ߤ , therefore the standard deviation and the uncertainty might have been

overestimated.

Table A 4 Results of Wilcoxon signed-rank test for bias in constituent data for the
National Water Quality Lab (Ludtke et al., 2000, Table 4)

Load Calculation Uncertainty

Achieved
average
subsample
frequency
(/year)

177.5
51.6
25.9
16.9
12.0
174.5
51.1
25.8
17.0
12.0

Designed
subsampling
frequency

2-day (182/year)
7-day (52/year)
14-day (26/year)
21-day (17/year)
30-day (12 /year)

2-day (182/year)
7-day (52/year)
14-day (26/year)
21-day (17/year)
30-day (12 /year)

(%)

(%)

(%)

e95
(%)

(%)

CV

e5

Muskingum Watershed
-2.0
0.1 1.8
3.8
0.9
-4.7
-0.4 3.9
8.6
2.6
-8.4
-1.1 4.5
12.9
4.2
-10.9 -2.1 5.8
16.7
5.5
-13.3 -3.0 6.7
20.0
6.9
Maumee Watershed
-3.7
-1.7 2.4
6.1
2.2
-7.4
-2.0 4.0
11.4
4.0
-11.4 -3.4 7.2
18.6
6.2
-15.2 -4.2 8.5
23.7
8.2
-18.5 -5.4 8.9
27.4
10.0

e50

e5

Width
of e95-

all days – concentration
interpolated (AD-CI) method

(%)

e50
(%)

e95

-3.1
-8.9
-13.7
-19.0
-21.5

-1.3 2.0
-1.2 7.0
-1.3 13.2
-0.6 17.8
-1.5 22.4

-3.1 0.2 2.0
-4.2 0.2 4.6
-7.3 0.0 7.8
-9.4 -0.1 9.9
-12.3 -0.3 12.8

(%)

e5

5.1
15.9
26.9
36.8
43.9

5.1
8.8
15.1
19.3
25.1

(%)

e5

Width
of e95-

1.8
4.8
8.3
11.4
13.5

1.2
2.8
4.6
5.9
7.6

(%)

CV

measured days – flow-weighted
concentration (MD-FC) method

Table B.1 Load Calculation Uncertainty in Annual Nitrate-N Load Estimates

Appendix B
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-5.8
-11.9
-16.7
-19.5
-23.6
-7.0
-11.6
-13.2
-16.5
-20.8
-0.9
-0.3
1.3
1.2
-0.5

175.1
50.9
25.7
16.9
12.0
172.7
50.7
25.6
16.9
11.9
173.0
50.5
25.5
16.8
11.9

2-day (182/year)
7-day (52/year)
14-day (26/year)
21-day (17/year)
30-day (12 /year)

2-day (182/year)
7-day (52/year)
14-day (26/year)
21-day (17/year)
30-day (12 /year)

2-day (182/year)
7-day (52/year)
14-day (26/year)
21-day (17/year)
30-day (12 /year)

Table B.1 Continued
Great Miami Watershed
7.1
-2.9
1.3
3.4
16.4
-3.4
4.5
6.1
24.5
-5.3
7.8
8.9
27.8
-6.3
8.3
10.5
33.3 12.0
-6.5
9.7
Grand Watershed
-1.3
5.3
12.3
4.3
-4.1
4.1
15.7
6.1
-6.0
3.5
16.7
7.5
-7.6
3.1
19.6
9.5
-8.5
4.8
25.6 11.4
Cuyahoga Watershed
2.4
7.2
8.1
3.7
8.1 17.4 17.7
9.8
12.1 26.7 25.4 15.1
15.4 33.2 32.0 18.7
18.2 40.3 40.8 22.8
-3.9
-9.0
-14.0
-17.8
-21.2

-6.3
-11.0
-12.8
-17.0
-20.7

-5.6
-12.3
-19.5
-23.1
-26.8

0.6
0.5
1.0
1.2
2.4

1.0
-0.4
-0.7
0.7
-0.6

-2.7
-2.5
-3.0
-3.0
-3.4

6.4
10.9
18.6
22.5
29.6

4.5
9.8
13.8
17.0
20.1

1.7
7.5
16.6
19.6
22.9

10.3
19.9
32.6
40.3
50.8

10.8
20.8
26.6
34.0
40.8

7.3
19.8
36.1
42.7
49.7

3.1
6.2
9.9
12.4
15.8

3.9
6.3
8.2
10.3
12.3

3.2
6.7
11.3
13.5
15.9
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-7.9
-15.4
-22.5
-26.8
-30.3
-9.2
-19.1
-29.5
-38.9
-44.1

174.2
50.9
25.7
16.9
12.0
173.0
50.7
25.6
16.9
11.9

2-day (182/year)
7-day (52/year)
14-day (26/year)
21-day (17/year)
30-day (12 /year)

2-day (182/year)
7-day (52/year)
14-day (26/year)
21-day (17/year)
30-day (12 /year)

Table B.1 Continued
Honey Creek Watershed
12.8
-1.2
4.9
5.2
25.5
-2.1
10.1
8.1
35.6
-4.5
13.1
11.5
41.7
-6.2
15.0
14.0
45.0
-7.8
14.6
15.7
Rock Creek Watershed
1.3
10.5 19.7
6.4
-2.0
17.6 36.7 11.8
-7.1
19.0 48.5 16.2
-10.1 20.9 59.8 20.4
-12.8 21.4 65.5 23.9
-8.2
-24.2
-32.2
-40.9
-43.9

-9.0
-17.9
-24.6
-30.8
-34.6
1.1
1.3
-0.5
-1.8
-3.9

-1.4
-1.5
-1.7
-2.2
-2.6
13.4
28.5
44.2
50.9
56.1

6.8
17.2
27.9
36.6
40.6
21.7
52.7
76.3
91.8
100.0

15.8
35.0
52.5
67.4
75.2
7.9
16.1
24.3
29.3
32.2

5.4
10.9
16.4
22.0
24.5
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