Abstract. Two equivalent versions of the matrix Fejér-Riesz theorem characterize positive semidefinite matrix polynomials on the complex unit circle T and on the real line R. We extend the characterization to arbitrary closed basic semialgebraic sets K ⊆ T and K ⊆ R by the use of matrix preorderings from real algebraic geometry. In the T-case the characterization is the same for all sets K , while in the R-case the characterizations for compact and non-compact sets K are different. Furthermore, we study a complexity of the characterizations in terms of a bound on the degrees of the summands needed. We prove, for which sets K , K the degrees can be bounded by the degree of the given matrix polynomial and provide counterexamples for the sets, where this is not possible. At the end we give an application of results to a matrix moment problem.
where G(x) * = G (x) T .
The first proof of Theorem 1.2 that we are aware of is probably [11, Theorem 8 .2] from 1950s. The problem appears in the study of systems of integral equations and they provide a complex analytical proof of the result. Due to an importance of the factorization in linear systems (see [23] , [17] ), many different proofs have appeared in literature. The factorization is called the continuous spectral factorization. Under a conformal mapping of the upper half plane into the unit disk the factorization is equivalent to the factorization of a matrix polynomial, positive semidefinite on a unit complex circle, called the discrete spectral factorization (see Theorem 1.1 above; for an equivalence of the factorizations see Subsections 2.2, 3.2). Some of the proofs of either of the factorizations can be found in [26] , [23, Appendix B] , [16] , [7] , [4] , [25, Theorem 12.8] , [20] , [8] , [9] , [30] , [10] , [13] etc. The main problems of our paper are the following. Problem 1. Characterize univariate matrix Laurent polynomials, which are positive semidefinite on a union of points and arcs in T.
Problem 2. Characterize univariate matrix polynomials, which are positive semidefinite on a union of points and intervals (not necessarily bounded) in R. (2) The set T n S is the set of all finite sums of the elements from the set T
We write Pos n 0 (K S ) (resp. Pos n ≻0 (K S )) for the set of all n × n hermitian matrix Laurent polynomials, which are positive semidefinite (resp. positive definite) on K S . We say T The aim of this article is to study matrix generalizations of Theorem 1.1' to an arbitrary basic closed semialgebraic set K ⊆ T. The problem is the following.
Problem 1'. Assume K ⊆ T is a basic closed semialgebraic set. Does there exist a finite set S ⊂ H 1 (C [z]), such that K = K S and the n-th matrix preordering T n S is saturated for every n ∈ N?
If the answer to Problem 1' is yes, another problem appears.
Problem 1". Assume K ⊆ T is a basic closed semialgebraic set. Suppose that for a finite set S ⊂ H 1 (C [z]), such that K = K S , the n-th matrix preordering T n S is saturated for every n ∈ N. Is T n S boundedly saturated for every n ∈ N? Now we define two descriptions of the set K , which answer Problems 1' and 1". Let K ⊆ T be a basic closed semialgebraic set. A set S = {b 1 , . . . , b s } ⊂ H 1 C z, (a) For every z 1 , z 2 ∈ K , z 1 = z 2 and (z 1 , z 2 ) ∩ K = ∅,
where k = √ z 1 z 2 ∈ T is such that b(z) ∈ Pos 
Convention 1.
An arc always has a non-empty interior. Therefore it is a regular set.
Problem 1 -new results.
One of the main results of the paper, which solves Problem 1', is the following.
Theorem A. The n-th matrix preordering T n S is saturated for every integer n ∈ N if and only if S is a saturated description of K (see Theorem 2.1).
The answer to Problem 1" (except for a union of an arc and a point) is the following.
Theorem B. Let K be a basic closed semialgebraic set.
The n-th matrix preordering T n S is boundedly saturated for the natural description S of K in either of the following cases:
• n = 1 and K is arbitrary,
• n ∈ N is arbitrary and K is an arc,
• n ∈ N is arbitrary and K is a union of at most three points, (see Theorem 3.6).
The n-th matrix preordering T n S is not boundedly saturated for any set finite set S ⊆ H 1 C z, 1 z such that K = K S in the following cases:
• n ≥ 2 and K contains at least two arcs, • n ≥ 2 and K is a union of m points with m ≥ 4, • n ≥ 2 and K is a union of an arc an m isolated points with m ≥ 2, (see Theorem 4.2).
Theorem B solves Problem 1" for every closed semialgebraic set K ⊆ T, different from a union of an arc and a point. We formulate the remaining case as a conjecture. Conjecture 1. Let K ⊆ T be a union of an arc and a point. Suppose S is the natural description of K . Then the n-th matrix preordering T n S is boundedly saturated for every integer n ∈ N. A := The n-th matrix preordering T n S is saturated for every saturated description S of K and every integer n ∈ N. B := The preordering T 1 S is boundedly saturated for the natural description S of K . C := The n-th matrix preordering T n S is boundedly saturated for the natural description S of K and every integer n ∈ N. D := See Conjecture 1.
The classification covers all closed semialgebraic sets K ⊆ T. Except for the conjectured case it is complete. For example, the classification is complete for regular sets.
1.4. Problem 2 -notation and known results. Let M n (C[x]) be a set of all n × n complex matrix polynomials over C[x] with conjugated transpose as the involution. The degree of a matrix polynomial
2 for the set of all finite sums of the expressions of the form G(x)
. We call such expressions hermitian squares of matrix polynomials.
A basic closed semialgebraic set K S ⊆ R associated to a finite subset
is given by K := K S = {x ∈ R : g j (x) ≥ 0, j = 1, . . . , s} . The set K is regular, if it is equal to the closure of its interior. We define the n-th matrix preordering
where e = (e 1 , . . . , e s ) and g e stands for g 
We write Pos n 0 (K) (resp. Pos n ≻0 (K)) for the set of all n × n hermitian matrix polynomials, which are positive semidefinite (resp. definite) on K S . We say T n S is saturated if T n S = Pos n 0 (K S ). Saturated matrix preordering T n S is boundedly saturated (resp. boundedly weakly saturated), if every F ∈ Pos n 0 (K S ) (resp. F ∈ Pos n ≻0 (K S )) is of the form e∈{0,1}
s σ e g e , where deg(σ e g e ) ≤ deg(F ) holds for every e ∈ {0, 1} s . Theorem 1.2 can be restated in the following form. Theorem 1.2'. Assume the notation as above. The set T n ∅ is boundedly saturated for every n ∈ N.
The aim of this article is to study matrix generalizations of Theorem 1.2' to an arbitrary basic closed semialgebraic set K ⊆ R. The problem is the following.
Problem 2'. Assume K ⊆ R is a basic closed semialgebraic set. Does there exist a finite set S ⊂ R[x], such that K = K S and the n-th matrix preordering T n S is saturated for every n ∈ N?
If the answer to Problem 2' is yes, another problem appears.
Problem 2". Assume K ⊆ R is a basic closed semialgebraic set. Suppose that for a finite set S ⊂ R[x], such that K = K S , the n-th matrix preordering T n S is saturated for every n ∈ N. Is T n S boundedly saturated for every n ∈ N? Let K ⊆ R be a basic closed semialgebraic set. A set S = {g 1 , . . . , g s } ⊂ R [x] is the natural description of K, if it satisfies the following conditions:
(a) If K has the least element a, then x − a ∈ S. (2) For K = K {x,1−x} = [0, 1], T n {x,1−x} is boundedly saturated for every n ∈ N (see [6] and [30] ).
{x} is boundedly saturated for every n ∈ N (see [30] and [3] ). Even more can be said in the case n = 1. There is a characterization of finite sets S = {g 1 , . . . , g S } ⊂ R [x] such that the preordering T 1 S is saturated, which we now explain. If the set K S is not compact, then T 1 S is saturated iff S contains each of the polynomials in the natural description of K S up to scaling by positive constants (see [18, Theorem 2.2] ). Let now K S be a compact set. Write K S as the union of pairwise disjoint points and intervals, i.e. K S = [x j , y j ], where x j ≤ y j for every j = 1, . . . , t. Then T 1 S is saturated if and only if the following two conditions hold: (a) For every left endpoint x j there exists k ∈ {1, . . . , s}, such that g k (x j ) = 0 and g [22, 9.3.3 Theorem] or [19, Theorem 3.2] . For the extension to curves in R n , see [28, Theorem 5.17] or [22, 9.3.5 Theorem] .). We call every set S ⊂ R [x] , that satisfies the two conditions above, a saturated description of K S .
Convention 2.
An interval always has a non-empty interior.
1.5. Problem 2 -new results. One of the main results of the paper, which solves Problem 2' for compact sets K, is the following.
Theorem C. Let K be compact. The n-th matrix preordering T n S is saturated for every n ∈ N if and only if S is a saturated description of K (see Theorem 2.2).
The answers to Problem 2' for unbounded sets K (except for a union of one or two unbounded intervals and a point) and to Problem 2" (except for a union of a regular component and a point or a union of two unbounded intervals and a point), are given by Theorem D below.
Theorem D. Let K be a basic closed semialgebraic set.
The n-th matrix preordering T n S is boundedly saturated for the natural description S of K and every n ∈ N if K is either of the following:
• an interval, • a union of two unbounded intervals, • a union of at most three points, (see Theorem 3.2).
The n-th matrix preordering T n S is not boundedly saturated for any finite set S ⊂ R[x] such that K = K S in the following cases:
• n ≥ 2 and K contains at least two intervals with at least one of them bounded, • n ≥ 2 and K is a union of m points with m ≥ 4, • n ≥ 2 and K is a union of an interval (bounded or unbounded) and m isolated points with m ≥ 2.
• n ≥ 2 and K is a union of two unbounded intervals and m isolated points with m ≥ 2. Moreover, T n S is not even boundedly weakly saturated, if K is regular and has at least two components, one of which is unbounded and the others are bounded (see Theorem 4.1).
Theorem D solves Problem 2" for every closed semialgebraic set K ⊆ R, different from the ones covered by Conjecture 2 below. Conjecture 2 is based on the investigation of some examples and is the following. Conjecture 2. Let K ⊆ R be either of the following:
• A union of a bounded interval and a point.
• A union of an unbounded interval and a point.
• A union of two unbounded intervals and a point. Suppose S is the natural description of K. Then the n-th matrix preordering T n S is boundedly saturated for every integer n > 1.
Conjecture 2 is true for all three cases covered if and only if it is true for at least one case covered. Let us explain. Suppose F is a matrix polynomials with a 'bounded description' on a union of a bounded interval and a point. Then for
is a matrix polynomial with a 'bounded description' on a union of an unbounded interval and a point or a 'bounded description' on a union of two unbounded intervals and a point. Vice versa, by the equality If the set K is unbounded, then by the form of the polynomials in the natural description S of K, the n-th matrix preordering T A := The preordering T 1 S is boundedly saturated for the natural description S of K. B := The n-th matrix preordering T n S is saturated for some finite set S such that K = K S and every integer n ∈ N. C := The n-th matrix preordering T n S is boundedly saturated for the natural description S of K and every integer n ∈ N. D := See Conjecture 2.
Note that the classification covers all closed semialgebraic sets K ⊆ R. If K includes at least one unbounded interval, then by the form of the polynomials in the natural description S of K, T n S is saturated if and only if T n S is boundedly saturated. By the paragraph after Conjecture 2 above, the value of all D-s in the table is the same. It is also the same to the value of D in the table classifying sets K ⊆ T above. However, for regular sets K ⊆ R, the classification is complete.
At the end we solve a matrix moment problem, which we studied in [3] , for the union of two unbounded intervals (see Theorem 6.1).
1.6. Facts about higher dimensions. The motivation for our research comes from noncommutative real algebraic geometry for matrix polynomials. The problem is the following: For a given semialgebraic set K in R n characterize matrix polynomials which are positive semidefinite on K. Let us briefly survey what is known about the characterizations in higher dimensions. Positive definite polynomials on R n where first characterized in [12] . They generalize the characterization of positive semidefinite polynomial from M n (Q), where Q is a finite dimensional extension of rational numbers (see [5] ). For other proofs see [24] , [14] . Generally, for an arbitrary semialgebraic set K ⊆ R n and multivariate polynomials the Positivstellensatz in the sense of Krivine-Stengle result was obtained by Cimprič (see [2] ). For a compact set K, a denominator free characterization of positive definite matrix polynomials is a matrix version of Schmüdgen's Positivstellensatz (see [3, Theorem 6] ).
Saturated descriptions of an arbitrary K ⊆ T and a compact
K ⊂ R generate saturated n-th matrix preorderings
The solutions to Problems 1' for an arbitrary K and 2' for a compact set K from the Introduction, are the main results of this section (see Theorems 2.1 and 2.2 below). They also characterize all finite sets S and S, such that the preorderings T n S and T n S are saturated for every integer n ∈ N. Theorem 2.1. Suppose K is a non-empty basic closed semialgebraic set in T.
The n-th matrix preordering T n S is saturated for every n ∈ N if and only if S a saturated description of K . Theorems 2.1 and 2.2 can be proved independently from each other by the induction on the size of matrix polynomials n using exactly the same methods. However, to avoid repetition and to establish the connection between Problems 1 and 2 (see Subsection 2.2), we choose to prove Theorem 2.1 independently (see Subsection 2.1) and then derive Theorem 2.2 from it (see Subsection 2.3). The advantage of this choice is also the fact, that we will need the connection between Problems 1 and 2 in the subsequent sections. The main ingredients in the proof of Theorems 2.1 and 2.2 are:
(1) Proposition 2.3. Suppose R is a commutative ring with 1 and Q ⊆ R. Let Φ : R → C(K, R) be a ring homomorphism, where K is a topological space which is compact and Hausdorff. Suppose Φ(R) separates points in Proof. We have the following diagram: (1) For each boundary point p ∈ K S ∩ Z, which is not an isolated point of
Let us prove, that this is fulfilled exactly when S is a saturated description of K . First notice that p := (x 0 , y 0 ) is a boundary (and isolated) point of K S ∩ Z iff x 0 + iy 0 is a boundary (and isolated) point of K . Take g ∈ R[x, y], such that g(p) = 0. Write g in the form
where
. By the use of
We may assume x 0 = 0 (For y 0 = 0 the proof is analogous.). Then we can write 
(resp. (f )) at the point p.
Finally,
Therefore, from the necessary and sufficient conditions for T 1 S + I being saturated above we conclude that T 1 S is saturated if and only if S is a saturated description of K .
To prove Proposition 2.7 below, which is the second main step in the proof of Theorem 2.1, we need Lemmas 2.5 and 2.6 below.
Proof. We define U 11 = V 11 := I n , U kk = V kk := P k for k = 2, . . . , n, where P k denotes the permutation matrix which permutes the first row and the k-th row.
Proof. Easy computation.
Now we come to the second main step in the proof of Theorem 2.1.
Proposition 2.7. Suppose K is a non-empty basic closed semialgebraic set in T and S a saturated description of K . Then for every A ∈ P os n 0 (K ) and every
We prove by the induction on the size n of the matrix polynomials. For n = 1 we can take b = 1 by Proposition 2.4. Suppose the proposition holds for n − 1. We will prove, that it holds for n. Let us take A ∈ Pos n 0 (K ). For K = T we can take b = 1 by Theorem 1.1. Suppose now K = T. Take w ∈ C \ {0}. We separate two cases. If w / ∈ T, then we define c(z) = (z − w) * (z − w). Else w ∈ T and we define c(z) = z − w. If A = 0, we can take b = 1. Otherwise A = 0 and we can write 
by Lemma 2.6.(i) and dividing by (c * c) 2m , it follows that
By Lemma 2.6.(ii) and dividing by (c * c) m , we have also Finally, we can prove Theorem 2.1. We will use Proposition 2.3 to get rid of the denominators in Proposition 2.7.
Proof of Theorem 2.1. By Proposition 2.4, T 1 S is saturated if and only if S is a saturated description of K . Therefore we have to prove only the if part. Let S be a saturated description of K . We will prove that the set T n S is saturated for every n ∈ N. Let R be the ring H 1 C z, 1 z and Φ : R → C(T, R) the natural map, i.e. Φ(a) = a| T . Φ is a ring homomorphism and T is a compact and Hausdorff topological space. Φ(R) separates points in T. Indeed, define a 1 (z) =
The latter is true in T if and only if z 2 ∈ {z 1 , z 1 }. So a 1 separates all non-conjugate pairs z 1 , z 2 . Similarly, a 2 (z 1 ) = a 2 (z 2 ) if and only if z 1 z 2 (z 2 − z 1 ) = z 1 − z 2 . The latter is true in T if and only if z 2 ∈ {z 1 , −z 1 }. So a 2 separates all conjugate pairs z 1 , z 2 .
Let A ∈ Pos 0 (K ). We will prove that A ∈ T n S . We define the ideal I ′ in C z, 1 z by
Since the maximal ideals in C[z] are precisely (z −w), where w ∈ C, the maximal ideals in C z, 
. Now we define the ideal I in R by
We claim that I = R. Since I = C z, 
2.2.
Connection between Problems 1 and 2. In this subsection we link, by the use of Möbius transformations, closed semialgebraic set in R with closed semialgebraic sets in T. To every matrix polynomial, positive semidefinite on a given semialgebraic set in R, and to each linked semialgebraic set in T, we assign a matrix polynomial, positive semidefinite on the linked set.
Möbius transformations that map R ∪ {∞} bijectively into T are exactly the maps of the form
where z 0 ∈ T and w 0 ∈ C \ R. Therefore, we connect a closed semialgebraic set K ⊆ R with a closed semialgebraic set
where Cl(·) is the closure operator. Let F (x) be a matrix polynomial from the set Pos
) is defined by the rule
z0,w0 (z) , where ⌈·⌉ is the ceiling function. Note that Λ z0,w0,F (z) is well defined, since
Note also, that the degree of Λ z0,w0,F (z) is at most
. We also have
where Im(·) is the imaginary part of ·.
2.3.
Proof for T n S . The second main step in the proof of Theorem 2.2, which we prove by the use of Theorem 2.1 and the correspondence from Subsection 2.2, is the following. Corollary 2.8. Suppose K is a non-empty closed semialgebraic set in R and S a saturated description of K. Then, for any F ∈ H n (C[x]), the following are equivalent:
( w0 ). The set S := {Λ 1,w0,g1 (z), . . . , Λ 1,w0,gs (z)} is a saturated description of K and by Theorem 2.1, we have Λ 1,w0,F (z) ∈ T n S . By the equality ( * ),
, where k is the degree of the summand of the highest degree in one of the expression of Λ 1,w0,F (z) as the element of T n S . This concludes the proof of (1) S is saturated if and only if S is a saturated description of K. Therefore we have to prove only the if part. Let S be a saturated description of K. We will prove that T n S is saturated for every n ∈ N. Let R := R[x] and Φ : R → C(K, R) be the natural map, i.e. Φ(f ) = f | K . Let F ∈ Pos n 0 (K). We will prove that F ∈ T n S . We define the ideal 
Natural descriptions and boundedly saturated n-th preorderings
In this section we study Problems 1" and 2". In Subsection 3.1 we work with Problem 2". In Subsection 3.2 we continue to study connection between Problems 1 and 2 from Subsection 2.2. Finally, in Subsection 3.3, we use the results for Problem 2" to derive the results for Problem 1". 3.1. Problem 2". By the following proposition, it suffices to study the natural description S of a given set K ⊆ R, in Problem 2". Proposition 3.1. Let K ⊆ R be a non-empty basic closed semialgebraic set with natural description S. Let S 1 ⊂ R[x] be a finite set, such that K S1 = K. If T n S is not boundedly saturated, then T n S1 is not boundedly saturated. Proof. Let us write S = {g 1 , . . . , g s } and S 1 = {f 1 , . . . , f t }, s, t ∈ N. By [ is not boundedly saturated. The affirmative answer to the question of Problem 2" for some sets K ⊆ R and every n ∈ N is the following. • an interval, • a union of two unbounded intervals, • a union of at most three points.
Let S be the natural description of K. The n-th matrix preordering T n S is boundedly saturated for every n ∈ N.
Let K ⊆ R be a semialgebraic set and S := {g 1 , . . . , g s } ⊂ R[x] with K = K S . We say that F belongs to the bounded part T n S,b of a n-th matrix preordering T n S , if it can be written in the form F = e∈{0,1}
s σ e g e with σ e ∈ M n (C[x]) 2 and deg(σ e g e ) ≤ deg(F ) for each e. For the proof of the case of a union of at most three points we need the following. 
) and deg(R) < m. Let us expand a vector R in the basis f j (x) := ℓ =j (x − x ℓ ) to get
where k j ∈ {0, 1} is such that ℓ =j (−1)
where 
and hence F ∈ T n S,b . Proof of Theorem 3.2. We separate two cases:
Case 1: K has non-empty interior:
The statement follows by Theorem 1.2.
• 
there exist matrix polynomials
− 1, such that
Case 2: K is a union of at most three points.
• |K| = 1 : The statement follows by Proposition 3.3.
• |K| = 2 : Let F ∈ Pos n 0 (K). If F is of degree 0, then it is of the form • |K| = 3 :
Let F ∈ Pos n 0 (K). If F is of degree 0, then F ∈ T n S,b by the same argument as above for |K| = 2. If F is of degree 1, then by the convexity of the set {x ∈ R : F (x) 0}, it follows that F ∈ Pos 
3.2.
Further connection between Problems 1 and 2. Assume the notation as in Subsection 2.2. In this subsection we link, by the use of Möbius transformations, closed semialgebraic set in T with closed with closed semialgebraic sets in R. To every matrix polynomial, positive semidefinite on a given semialgebraic set in T, and to each linked semialgebraic set in R, we assign a matrix polynomial, positive semidefinite on the linked set. Finally, in Proposition 3.5, a connection between natural descriptions of a given semialgebraic set and each linked set is established.
Recall that a map λ z0,w0 (x) : R ∪ {∞} → T is defined by λ z0,w0 (x) := z 0 x−w0
x−w0 , where z 0 ∈ T and w 0 ∈ C \ R (see Subsection 2.2). We link a closed semialgebraic set K ⊆ T with a closed semialgebraic set
To each polynomial A(z) ∈ Pos n 0 (K ) we assign a polynomial Γ z0,w0,A (x) ∈ Pos n 0 (K z0,w0 ) by the rule
where Im(·) is the imaginary part of ·. Note that Γ z0,w0,A (x) is well defined by the definition of λ z0,w0 (x), and that the degree of Γ z0,w0,A (x) is at most 2 deg(A). We also have the identity
z0,w0 (z)).
Now we connect natural descriptions of K z0,w0 ⊆ R and K ⊆ T. For tehnical reasons, we introduce the notion of the even natural description of a semialgebraic set. We call a set S ′ the even natural description of a basic closed semialgebraic set K ⊆ R if it satisfies (a) − (d) in the definition of the natural description of K and in addition:
(e) If S ′ includes both elements of the form x − a and b − x with a < b, then we replace them by the element (x − a)(b − x).
Remark 3.4. By the equalities
The connection between the natural description of K ⊆ T and the even natural description of K z0,w0 ⊆ R is the following.
Proposition 3.5. Let K ⊆ T be the closed semialgebraic set with |K | > 1 and K z0,w0 ⊆ R the corresponding closed semialgebraic set with |K z0,w0 | > 1. Let S ′ := {g 1 (x), . . . , g s (x)} be the even natural description of K z0,w0 . Then the set Λ z0,w0,S ′ := {Λ z0,w0,g1 , . . . , Λ z0,w0,gs } is exactly the set of polynomials from the natural description of the set K , up to multiplying each member by some positive constant. Moreover,
Proof. Note that
. Therefore it remains to show only, that every polynomial Λ z0,w0 (g j ) is a polynomial from the natural description of K , multiplied by some positive constant. We separate two cases:
The equality Γ z0,w0,Λ z 0 ,w 0 ,S ′ = S ′ is easily verified.
3.3. Problem 1". By the use of previous two Subsections we come to the following affirmative answer to the question of Problem 1". Theorem 3.6. Let K ⊆ T be a non-empty basic closed semialgebraic set with natural description S . The n-th matrix preordering T n S is boundedly saturated in either of the following cases:
• n = 1 and K is arbitrary.
• n ∈ N is arbitrary and K is a union of at most three points.
Proof of Theorem 3.6. We separate two cases:
Otherwise choose an arbitrary z 0 ∈ K . Choose also w 0 ∈ C \ R. Then Γ z0,w0,A (x) ∈ Pos n 0 (K z0,w0 ) and deg (Γ z0,w0,A (x)) ≤ 2 deg(A). By [19, Theorem 4 .1] and Theorem 3.2, it follows that that Γ z0,w0,A (x) ∈ T n S,b , where S is the natural description of K z0,w0 . By replacing the natural description S with the even natural description S ′ := {g 1 , . . . , g s }, we get Γ z0,w0,A (x) = e∈{0,1} s σ e g e , where
deg σ e g e ≤ 2 deg(A) for each e. By the identity (•) above and by Proposition 3.5, it follows that A(z) ∈ T n S . Case 2: |K | = 1. By the definition, S = {b 1 (z), b 2 (z)}, where
where k 3 , k 4 < 0 are negative constants,
where c ∈ R, σ j ∈ R[x] 2 for j = 1, . . . , 6 and deg(σ j ) ≤ 2 for j = 0, 2, 4 and deg(σ j ) = 0 for j = 1, 3, 5, 6. Since deg(Γ z3,i,A ) ≤ 2 deg(A). Then
The negative answers to the questions of Problems 1" and 2" for almost all remaining sets K, K not covered by Theorems 3.2 and 3.6 (except for a union of an interval and a point or a union of two unbounded intervals and a point) and all n ≥ 2 are the main results of this section (see Theorems 4.1 and 4.2 below). By Propositions 3.1 and 4.5 below, it suffices to study natural descriptions. Theorem 4.1. Let a non-empty basic closed semialgebraic set K ⊆ R satisfy either of the following:
(1) K contains at least two intervals with at least one of them bounded, (2) K is a union of m points with m ≥ 4, (3) K is a union of an interval (bounded or unbounded) and m isolated points with m ≥ 2. (4) K is a union of two unbounded intervals and m isolated points with m ≥ 2.
is a finite set with K S = K, then the 2-nd matrix preordering T 2 S is not boundedly saturated. Moreover, (5) If K is regular with at least two components, one of which is unbounded and the others are bounded, then T 2 S is not even boundedly weakly saturated. Theorem 4.2. Let a non-empty basic closed semialgebraic set K ⊆ T satisfy either of the following:
(1) K contains at least two arcs, (2) K is a union of m points with m ≥ 4, (3) K is a union of an arc and m isolated points with m ≥ 2.
is a finite set with K S = K , then the 2-nd matrix preordering T 2 S is not boundedly saturated. Let K ⊆ R be a semialgebraic set with natural description S := {g 1 , . . . , g s }.
Recall that F belongs to the bounded part T n S,b of a n-th matrix preordering T n S , if it can be written in the form F = e∈{0,1}
s σ e g e with σ e ∈ M n (C[x]) 2 and deg(σ e g e ) ≤ deg(F ) for each e.
4.1.
Proof of (1) and (5) of Theorem 4.1.
be a union of a bounded and an unbounded interval, where x 1 < x 2 < x 3 . Let us define the polynomial
where , where S 1 is the natural description of any set K 1 of the form
S . Moreover, for every fixed k above and every ǫ > 0 sufficiently small,
Proof. First we will prove, that F k (x) ∈ Pos 2 0 (K) for k satisfying the conditions in the statement of the proposition. The determinant of 
So p(x) is positive on R and hence p ∈ Pos
. We know that
, then it can be written in the form F k = e∈{0,1} m+2 σ e g e , where
m+2 for e = (e 1 , . . . , e m+2 ). By the degree comparison we conclude, that the non-zero part can be just
2 for each j and deg(σ 0 ) ≤ 2, deg(σ j ) = 0 for j = 1, . . . , m+ 2. By observing the monomial x 2 on both sides, it follows that σ 2 = 0 0 0 k 0 for some k 0 ∈ [0, 1]. Equivalently (•) can be written as
The right-hand side belongs to Pos
. But the determinant of the left-hand side
is a non-zero polynomial of degree 3 with zeroes x = x 2 and x = x 3 . q is indeed non-zero, since otherwise 1 − k 0 = x 1 − x 1 k 0 + kk 0 = 0, so k 0 = 1 and x 1 − x 1 + k = k = 0, which is a contradiction. Since q cannot have double zeroes at x = x 2 and
, which is a contradiction. Therefore F k cannot be expressed in the form (*) and so F k / ∈ T 2 S1 . Finally we will prove, that for a fixed k there and ǫ > 0 sufficiently small,
. With the same arguments as above, F k + ǫI 2 ∈ T 2 S1 would imply
where σ 2 = 0 0 0 k for some k ∈ [0, 1]. The right-hand side again belongs to
On computing the determinant of the left-hand side in the point x = x 1 we get
On computing the determinant of the left-hand side in the point x = x2+x3 2
we get
Since det F 1 x2+x3 2 < 0, for ǫ > 0 small enough we have
Hence, for ǫ > 0 small enough,
For those ǫ, the determinant of
) cannot be positive semidefinite in x 1 and x2+x3 2 simultaneously, which is a contradiction. Therefore
for ǫ > 0 sufficiently small. Proof of (5) of Theorem 4.1. By Proposition 3.1, we may assume S is the natural description of K. We separate two cases, depending on the form of K.
Case 1: K is bounded from below and unbounded from above. K is of the form
, where m ∈ N and x j < x j+1 for j = 1, . . . , 2m. By Proposition 3.1, we may assume S is the natural description of K. Let us define the set
S is not weakly saturated. Case 2: K is unbounded from below and bounded from above. K is of the form (−∞,
, where m ∈ N and x j < x j+1 for j = 1, . . . , 2m + 1. By Case 1, T 2 S1 is not saturated, where S 1 is the natural description of −K. Hence, T 2 S is not weakly saturated.
Proof of (1) of Theorem 4.1. By Proposition 3.1, we may assume S is the natural description of K. Let us write K in the form K := ∪ m j=1 {x j } ∪ K 1 , where m ∈ N and K 1 is the regular part of K. Let S 1 be the natural description of K 1 . We separate two cases, depending on the form of K 1 . 
2 . Since F (x j ) = 0 and σ e g e (x j ) 0, we conclude that σ e g e (x j ) = 0 for j = 1, . . . , m and each e. Therefore m j=1 (x − x j ) divides each σ e g e . Hence,
, where S 2 is the natural description of K 2 . Therefore
S,b , proceed as in Case 1. Therefore T 2 S is not boundedly saturated.
Concrete examples for the statement of (5) and (1) of Theorem 4.1 in the cases Example 1. Let us take a ∈ (1, ∞) and ϕ ∈ [0, 2π). The matrix polynomial
is positive semidefinite on
, where S 1 is the natural description of K 1 . Moreover, for ǫ > 0 sufficiently small also
, where I 2 is the 2 × 2 identity matrix.
Proof. The arguments are the same as for the matrix polynomial F k (x) in Proposition 4.3.
Example 2. Let us take a ∈ (1, ∞) and ϕ ∈ [0, 2π). The matrix polynomial
where σ j ∈ M 2 (C[x]) for j = 0, 1, 2, 3. From the degree comparison we conclude that σ 3 = 0, deg(σ 0 ) ≤ 2, and deg( 4.2. Proof of (2) and (3) of Theorem 4.1. The following Proposition and the construction of the counterexample for the statements (2) and (3) of Theorem 4.1 is due to Jaka Cimprič. I thank him for allowing me to include his result here.
Proposition 4.4. Let K = {x 1 , x 2 , x 3 , x 4 } be the 4 element set with
, which belongs to Pos 2 0 (K) and satisfies 
Comparing the leading coefficients in ( * ) we get F 2 = A + B + C + G 2 0, which is a contradiction.
Proof of (2) and (3) of Theorem 4.1. The set K has one of the following forms:
• K = ∪ m j=1 {x j }, where m ≥ 4 and x j < x j+1 for j = 1, . . . , m − 1.
By an appropriate substitution (see Case 2 in the proof of (1) of Theorem 4.1), we may assume x 1 < x 2 < x 3 < x 4 for either of the forms above. Define the polynomials e jℓ (x) := (x − x j )(x − x ℓ ), where j, ℓ = 1, 2, 3, 4. Let us define the matrix polynomial F k (x) = A k e 12 (x) + B k e 23 (x) + C k e 34 (x), where
For k > 1 we have
Let us define the interval I := 1,
. Let S 1 be the natural description of the set
, where S is the natural description of K. Then all the summands in the sum are divisible by r(x). Hence,
r(x) belongs to T 2 S1,b . This is a contradiction. Proof of equivalence (1) ⇔ (3) of Theorem 5.1. We will need an additional lemma to prove (1) ⇒ (3) for the case w ∈ R \ K. Let K ⊆ T be a semialgebraic set with a saturated description S := {b 1 , . . . , b s }. We say that A lies in the bounded part T f jj E jj + j<l f jl (E jl + E ji ) .
For every j = 1, . . . , n we have f jj E jj 1 + f 2 jj E jj 1 + f 2 jj I n . For every 1 ≤ j < l ≤ n we have f jl (E jl + E ji ) 1 + f jl f jl (E jj + E ll ) 1 + f jl f jl I n .
We use those inequalities and obtain F 2p−1 h I n , whereh := j,l 1 + f jl f jl I n .
We will argue thathF − F 2p ∈ Pos n 0 (K). By the equalityhF − F 2p = F (hI n − F 2p−1 ), the inclusions F ∈ Pos n 0 (K) andhI n − F 2p−1 ∈ Pos n 0 (R) ⊆ Pos n 0 (K), and the fact that the matrix polynomials F ,hI n − F 2p−1 commute, it follows that hF − F 2p ∈ Pos 
