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A tese apresenta urn sistema para condensacao e 
de atualizacoes em bancos de dados relacionais. 
diferimento 
0 sistema permite controle de atualizacoes diferenciais e 
pode ser utilizado tanto para pre-processamento de 
em relacoes quanto para "refreshn de instantineos. 
0 sistema implementado pode tambem ser 
atualizacoes 
adapt ado para 
permitir manutencao de copias e fragmentos de relacoes em nos de 
uma rede. 
A implementacao foi feita em PASCAL 3.4, em interacao com 
SGBD relacional ROB, em urn sistema VAX 11/785-
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1. INTRODUCAO. 
Est a tese se propoe a analisar OS problemas de pre -
processarnento e de diferimento ; de atualiza~oes ern bancos de dados 
relacionais, propondo uma rnaneira de soluciona - l os . 
0 pre-processarnento de opera~oes de consulta ou atualiza~a o 
ern bancos de dados e uma tecnica que tern como objetivo reduzir o 
numero de acessos a arquivos , requisitados por transacoes. 
0 problema de trafego de dados sa faz sentir ainda rnais 
quando informa~oes sao arrnazenadas ao longo dos nos de uma rede 
de comunicacao de dados, caso em · que 0 pre-processarnento 
racionaliza 0 trafego de dados na rede. Quando este pre-
processarnento e aliado ao diferirnento das operacoes , 





(por exernplo, se ha queda do sistema no no a ser 
A grosso modo, pre-processamento de atualiza~oes consiste em 
analisa r pedidos de atualiza~oes a rnedida ern que 
solici tados, antes de proceder a sua execu~ao. Urn dos objetivos e 
ident ificar quais atualiza~oes podem ser eliminadas; outro 
objetivo e determinar quai s pod em ser condensadas ou 
reformuladas , para maior eficiencia de processamento. Essa 
tecnic a pode ser aplicada tanto durante periodos pre defjnidos de 
trabal ho (que podem inclusive ser especificados pelo usuario), 
como ser ativada atraves de gatilhos aci onados por eventos 
especificos (por exemplo quando ha queda de n6 em sistemas de 
bancos de dados distribuidos). No ultimo caso , 0 pre-
processament o e associado as opera~oes padrao de "logging", de 
forma a perrnitir atua l iza~ao do no quando reconectado rede . 
Uma outra aplicacao e a de atualiza~oes sob demanda [ROU 1986]: 
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Atualiza<;:oes sao efetuadas quando urn objeto e consultado e as 
opera<;:oes de atualiza<;:ao podem ser entao otimizadas. 
0 pre-processarnento de operacoes e urn problema . encontrado 
sob varios prismas na )iteratura , tanto para operacoes de 
consulta como para atualiza<;:ao. Este capitulo contem urna analise 
das tendencias na area. Como a enfase da tese a sobre 
atualizacao, a se<;:ao que trata de consultas recebeu pouca 
aten<;:ao, havendo sido incluida apenas para indicar exernplos do 
tipo de tratamento dado ao problema. 
Na area de pre-processamento e diferimento de atualizacoes 
em bancos de dados, ha menos trabalho na literatura, sendo essa 
uma das rnotivacoes da tese. No processamento de operacoes em 
bancos de dados distribuidos, a localizacao de dados e os 
algoritrnos de acesso tern urn papal importante, merecendo uma secao 
a parte neste capitulo. Finalrnente, a ultima parte deste capitulo 
descreve a organizacao da tese. 
1.1 PRE-PROCESSAHENTO DE CONSULTAS. 
0 objetivo do pre-processarnento de consultas e 0 da 
otimizacao do processamento, de forma a obter urn resultado de 
maneira mais economica em termos de tempo ou espaco. 
0 pre-processarnento de consultas e comumente analisado no 
contexto de bancos de dados distribuidos. 
0 livro editado por KIM et al [KIM 1985], sobre 
processarnento de consultas em banco de dados, contem varios 
artigos que discorrem sobre o topico, tanto do ponto de vista de 
a 
bancos de dados distribuidos [LOH 1985, YU 1985] quanto do ponto 
de vista de pre-processamento de conjunto de consultas [JAR 
1985,KIM 1985a). Neste ultimo caso , sao analisadas consultas 
multiplas (ou seja, grupos ~e consultas) de forma a permitir sua 
otimiza~ao global. Uma das tecnicas, por e:x:emplo, a de 
identificar sub-e:x:pressoes comuns, cujo resultado s6 e calculado 
uma unica vez, sendo a partir dai utilizado por varias consultas, 
diminuindo assim seu tempo de processamento. 
CERI E PELAGATTI [CER 1985) em seu livro fazem urn e:x:celente 
estudo das tecnicas mais comuns de pre-processamento de 
consultas. Em seu te:x:to apresentam o uso de jun~ao e semi -jun~ao 
como tecnicas comuns de processamento de consultas em bancos de 
dados relacionais. Para otimizar consultas, apresentam metodos 
que estao baseados em . tras fases distintas: urn pre-processamento 
local e e:x:ecutado ; depois , semi-jun~oes sao usadas para reduzir 
os tamanhos das rela~oes que sao enviadas para uma posi~ao comum; 
e finalmente a consulta e processada sobre as rela~oes reduzidas-
Uma outra maneira de otimizar consultas analisada palo livro 
consiste em alternar opera~oes locais a algumas transmissoes de 
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dados. Assim, uma consulta envolvendo uma jun~ao de tras rela~oes 
que estao armazenadas em nos diferentes podera ser solucionada 
enviando a primeira para o local da segunda. Em seguida , faz-se a 
jun~ao das duas, sendo entao enviado o resultado para a terceira 
rela~ao, ou seja, a consulta e pre-processada em partes visando 
minimizar a transmissao de dados para o processamento final [CER 
1985]. 
A escolha entre jun~ao e semi-jun~ao para processamento de 
consultas depende tambem da hipotese sobre o custo relativo de 
transmissao e processamento local. No geral, a vantagem de usar 
semi-jun~ao e maior se o custo de transmissao considerado 
importante e o custo de processamento local pode ser praticamente 
Q 
desconsiderado. Em contrapartida, 0 uso de juncoes 
frequentemente mais conveniente que o uso de semi-juncoes se for 
considerado tambem o custo local de processamento na avaliacao da 
estrategia alternativa de processamento de consultas. 
Dentro de pre-processamento de consultas pode-se considerar 
tambem o processo de otimizacao. Em muitos casos, a otimizacao 
consiste na analise da consulta visando remover operacoes 
redundantes ou combinacao (condensacao) de operacoes . Outras 
otimizacoes buscam aproveitar caracteristicas do processador de 
consultas ou escolher o metodo de avaliacao. 0 processo de semi-
juncoes se encaixa na categoria •de otimizacao atraves de 
ordenamento adequado da avaliacao de sub-consultas. 0 livro de 
MAIER [MAI 1983) discute o tratamento formal de decomposicao, 
otimizacao e pre-processamento de consultas em bancos de dados 
relacionais. 
Uma consulta pode tambem ser otimizada pela re-ordenacao de 
suas operacoes ou pela utilizacao de algoritmos adequados na 
avaliacao das operacoes. 
LEE e YU [LEE 1987), por exemplo, propoem urn metodo de 
cornpilacao de consultas no qual rnuitas das decisoes sobre selecao 
de caminho de execucao sao determinadas em tempo de execucao. Em 
outras palavras, em vez da estrategia de execucao da consulta ser 
deterrninada durante a compilacao, a estrategia e influenciada por 
inforrnacoes como numero de tuplas de uma relacao no momento da 
consulta. 
Finalmente, o pre-processarnento e otirnizacao de consultas 
pode incluir operacoes de atualizacao, 
diferenciais [CEL 1984, ROUS 1986). 
com aplicacao de arquivos 
Este tipo de enfoque sera 
visto rnais adiante e tern por objetivo reduzir o 
processamento de atualizacao. 
"overhead" no 
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Os textos indicados nesta secao fornecem uma boa visao geral 
da area de otimizacao de consultas , 
processamento e comum . 
processo em que o pre-
1.2 PRt-PROCESSAHENTO DE ATUALIZAC6ES. 
Esta secao descreve situacoes na literatura em que e dada 
atencao ao pre-processamento e ·diferimento de atualizacoes, quer 
para manutencao de instantaneos [LIN 1986] e processamento 
diferencial de atualizacoes [KAH 1987, BLA 1986], quer para 
ativacao de gatil hos [BUN 1982] ou na rnanutencao de c6pias de 
relacoes em n6s de bancos de dados distribuidos [DAN 1983, COO 
1984]. 0 capitulo tambem descreve tecnicas de se manter logs para 
processarnento de atualizacoes. 
1.2.1 ATUALIZAC6ES DIFERENCIAIS : MANUTENCAO DE INSTANTANEOS E 
VIS6ES HATERIALIZADAS. 
Urn instantaneo de urn banco de dados e urn arquivo para leitura 
s6mente, cujo conteudo e extraido dos arqui vos do banco de dados 
e e atualizado peri6dicarnente para refletir 0 estado atual do 
banco de dados. Alguns prograrnas aplicativos podem fazer 
consultas sobre o estado corrente do banco de dados e rnodifica -
lo. No entanto, muitas aplicacoes nao tern necessidade do estado 
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corrente podendo utilizar porcoes "congeladas" do banco para, por 
exemplo, analises estatisticas ou planejamento. Afim de manter 
aplicacoes que requerern uma versao estatica de parte do banco de 
dados, OS dados relevantes podern ser copiados em arquivos que nao 
fazem parte do banco de dados propriarnente dito . Isso perrnite que 
o banco de dados continue a ref l etir uma visao consistente do 
mundo real, enquanto c6pias estaticas (os instantaneos) 
rnantidas para aquelas aplicacoes que as necessitern. 
Em bancos de dados relacionais, urn instantaneo e urna tabela 
(relacao) s6rnente para leitura, cujos valores sao definidos 
atraves de consultas sobre uma ou mais relacoes. Urn instantaneo 
pode ser atualizado para refletir o estado corrente das tabelas 
do banco de dados. Esta operacao e denominada "refresh"- Alem 
disso, podem ser utilizados ao inves das tabelas a partir das 
quais foram derivados, por aplicacoes que nao requerem acesso ao 
estado atual, e nern precisam atualizar o estado corrente. Ern 
bancos de dados distribufdos, instantaneos locais ou remotos 
podem ser atualizados peri6dicamente a partir de relacoes 
residentes em outros n6s. Urna vez que o instantaneo tenha sido 
definido e inicia1izado, seus dados podem ser acessados usando 
consultas simples e funcionarn como arquivos do bancos de dados. 
Por exemplo, indices podem ser definidos sobre o instantaneo para 
acelerar o acesso ao seu conteudo e instantaneos podem servir 
como base para geracao de outros instantaneos. 
Urn outro tipo de objeto derivado que precisa ser mantido 
atualizado de forma a refletir modificacoes em re1acoes base e a 
chamada "visao rnaterializada" [BLA 1986, BLA 1987]. Enquanto 
visoes sao resu1tado de consultas, gerada a cada solicitacao do 
usuario, visoes rnater i alizadas sao arquivos nao volateis que 
resultam do armazenarnento de alguma visao. Ao contrario de 
instantaneos, que podem ser atualizados peri6dicamente ou entao 
12 
reqerados, visoes materializadas devem sempre refle tir o estado 
atual das relacoes base. 
Urn dos primeiros trabalhos sobre manutencao de instantaneos 
(SEV 1976] suqere a utiliza cao de arquivos diferenciais. A cada 
relacao no banco de dados e associ ado urn arquivo que contem todas 
as modificacoes recentes na relacao desde o ultimo "refresh". 
Este arquivo contem todas as tuplas inseridas e el iminadas da 
relacao. 0 "refresh" e entao processado pela execucao das 
atualizacoes correspondentes no instantaneo. 
A quantidade de informacoes transferidas para o instantaneo 
durante a operacao de atualizacao podv ser reduzida se a tabela 
ultima base foi modificada substancialmente desde a 
atualizacao do instantaneo. Todas as rnudancas que ocorreram desde 
a ultima atualizacao devem ser detectadas e aplicadas quando 
afetarem o instantaneo. 
Uma vez que instantaneos podem ser vistos como urn sistema de 
tabelas, a atualizacao destes pode ser facilmente conseguida, 
reconstruindo o instantaneo a partir de suas tabelas base. Essa 
estrateqia e chamada de "atualizacao integral". No entanto, se 
poucas ou nenhuma modificacao e feita nas tabelas base envolvidas 
na definicao do instantaneo desde seu ultimo 
das operacoes de atuali zacao serao redundantes. 
Em oposicao a atualizacao 
"atualizacao diferencial" est a 
integral, 
baseada 





modificacoes feitas ern cada tabela base envolvida na definicao do 
instantaneo desde 0 ultimo "refresh" Assim, combinando essas 
modificacoes, operacoes de atualizacao sao computadas e enviadas 
para o instantaneo. 
Ern [LIN 1986], quando o conteudo de urn instantaneo e formado 
por operacoes de "restricao" (isto e , "selecao") e "projecao" 
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SOb~e uma unica ~elayaO base {o~iginal), tecnicas de atualizayao 
dife~encial podem ~eduzi~ o custo da ope~ayao de atualizayao do 
instantaneo. 0 algo~itmo apresentado ~egist~a as mudancas 
oco~~idas desde a ultima .atualizacao do instantaneo pa~a aplica-
las poste~io~mente. Assim, ao inves de se procede~ a costumei~a 
substituicao integ~al do instantaneo, apenas algumas de suas 
pa~tes sao modificadas. A fim de p~ove~ uma manutencao eficiente 
pa~a instantaneos ~emotos, o algoritmo p~ocura t~ansmiti~ 0 
minimo de dados possivel durante a ope~acao de "~ef~esh" . 
0 algo~itmo pe~mite tambem a manutencao de multiplos 
instantaneos sobre uma unica relacao base. Cada instantaneo e 
atualizado independentemente, devendo especifica~ suas p~oprias 
rest~icoes e p~ojeyoes sobre a relayao base- Isso pe~mite que 
cada instantaneo ext~aia somente os dados necessa~ios da 
base. 
~elacao 
0 algo~itmo pa~te da hipotese de que as entradas da ~elacao 
base estao ordenadas e embutidas num espaco de enderecamento 
denso. Cada elemento deste espaco ou contem uma ent~ada na tabela 
base ou e marcado como vazio. Alem disso a relayao base pa~a 
calculo do instantaneo possui urn campo pa~a cada at~ibuto, onde e 
armazenado 0 tempo {"timestamp") que indica quando foi a ultima 
vez que aquele elemento foi atualizado. 0 instantaneo possui 
ent~adas que incluem urn campo contendo o ende~eco da ent~ada 
co~~espondente na tabela base e urn campo indicando quando o 
instantaneo foi atualizado pela ultima vez {nsnaptime"). Embo~a o 
auto~ em sua int~oducao mencione que conside~a as ope~ayoes 
p~ojecao e seleyao, trata apenas de instantaneos ge~ados po~ 
selecao {por simplificacao fo~am igno~adas as p~ojeyoes). 
0 algo~itmo utiliza como ponto de pa~tida a atua lizayao mais 
~ecente do instantaneo {snaptime). Cada elemento da tabela base e 
examinado: se seu "timestamp" e maio~ que 0 "snaptime" do 
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elemento correspondente no instantaneo, 0 elemento e transmitido 
para o instantaneo; se 0 elemento e vazio ou se seu valor nao 
satisfaz a condi~ao de sele~ao, somente o endere~o do elemento e 
0 status vazio sao transmitidos para 0 instantaneo. Embora este 
ultimo tipo de opera~ao possa parecer desnecessario, isso 
acontece porque entradas que nao satisfazem a restri~ao atual do 
instantaneo poderiam satisfaze-la antes da modificacao . Caso a 
rest ri~ao seja satisfeita, o endere~o, o status (OK} e o novo 
valor sao enviados para 0 instantaneo . Depois de percorrer a 
tabel a base, e transmitir os elementos que foram modificados, a 
marca do tempo (da tabela base) COrrente e enviada para 0 
instantaneo e passa a ser o seu novo "snaptime" 
Esse algoritmo detecta todas as mudancas na tabela base e as 
informa ao instantaneo. Conforme mencionado, quando a fun~ao de 







o algoritmo envia entradas superfluas para o 
Se entradas da tabela base que nao satisfazem a 
instantaneo eliminadas, inseridas ou 
OS endere~OS e statUS SaO transmitidos para 0 
KAHLER [KAH 1987] apresentam dois metodos para guardar as 
modifica~oes feitas em uma rela~ao base para posteriormente 
proceder a atualiza~ao de urn instantaneo : urn log sequencial e urn 
log condensado. Os metodos foram submetidos a testes com varias 
frequencias e composi~oes de atualiza~oes. Os resultados mostram 
que 0 log sequencia! possui urn born desempenho quando 0 
instantaneo e unico e 0 conjunto de modificacoes e pequeno em 
rela~ao ao tamanho da tabela base, ou se 0 instantaneo e gerado 
por sele~ao. Para o caso de instantaneos duplicados e urn numero 
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maior de modificac~es, o mitodo do log condensado i preferivel-
0 mecanisrno de "atualizacao diferencial" de [KAH 1987] foi 
projetado para satisfazer as seguintes situacoes: 
1) Manutencao de instantaneos que sao c6pias de relacoes ou 
gerados atravis de operacoes de selecao sobre uma relacao; 
2) Manutencao de urn ou mais instantaneos (replicados); 
3) Suporte a instantaneos independentes sobre uma tabela-
Os autores concentrarn a discussao sobre instantaneos 
baseados em uma unica tabela base , 
na definicao do instantaneo-
isto i, sern consultar juncao 
Para calcular o desempenho de acesso a instantaneos, existem 
varios fatores a considerar . Prirneiro, existe o possivel 
" overhead" das atualizacoes sobre a tabela base (ou seja 
insercoes, rnodificacoes e elirninacoes), que e 0 custo de 
processamento no local da tabela base. Existe tarnbim o custo de 
comunicacao de mensagens de atualizacao para o n6 onde reside o 
instantaneo eo do processamento do "refresh". Os dois ultimos 
dependem do numero de rnensagens enviadas do n6 onde reside a 
tabela base. 
Trabalhos anteriores ao de [KAH 1987] tern se concentrado na 
rninirnizacao do envio de rnensagens quando da atualizacao do 
instantaneo. No entanto, como observam OS autores, nao pode ser 
ignorado 0 custo do processamento local em consultas 
distribuidas. Enquanto a estratigia funciona na maioria dos 
casos, existem situacoes em que isso pode levar a custos 
inaceitaveis. Isso i especialmente importante se considerarrnos 
multiplos instantaneos definidos sobre uma tabela base-
Urn elernento chave de muitos dos algoritrnos de pri-
processamento e diferimento de operacoes encontrados na 
literatura i o log, usado para armazenar modificacoes da tabela 
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base. Urn log mantem, alem de outras informacoes, registros com 
todas as modificacoes do banco de dados desde 0 ultimo "backup", 
visando manutencao de integridade. 
Conforme ja mencionado, o trabalho de Kahler [KAH 1987) 
menciona dois tipos de log possiveis (sequencia! e condensado), 
que serao discutidos aqui, ja que dao uma boa ideia de pesquisas 
na area. 0 sistema implementado e discutido nesta tese adota 
algumas ideias do log condensado. 
0 log sequencia! de [KAH 1987] e tal que cada tabela base 




Est a log e utilizado para cada "refresh" de 
0 "refresh" e basicamente feito enviando todas as 
(ou seja o log) para o n6 onde se encontra o 
instantaneo e refazendo-as sobre o 
"refresh", 0 loge eliminado. 
instantaneo. Depois do 
0 log sequencia! impoe algum "overhead" sobre 0 
processamento normal da tabela base. Quando uma tupla e inserida, 
modificada ou eliminada, e cr i ada uma entrada no log refletindo a 
atualizacao feita na tabela base. A atualizacao em s1 pode ser 
registrada como uma entrada contendo imagens da tupla antes e 
depois da atualizacao, ou somente a imagem posterior. Sa a 
operacao for de insercao ou de modificacao, a tupla e adicionada 
ao log. No caso de eliminacao a chave primaria da tupla 
colocada no log. Cada entrada no log possui urn r6tulo que 
identifica o tipo de atualizacao. 
Como os registros do log sequencial contem todas as 
modificacoes feitas na tabela base desde a ultima atua li zacao, 0 
custo da atualizacao do instantaneo pode ser diminuido em termos 
de custo de processamento . 0 log sequencia! e percorrido e para 
cada entrada no log, uma mensagem de atualizacao e enviada para o 
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instantaneo se e somente se a entrada no log for de interesse 
(isto . e, corresponds a tupla que contribui para a forma~ao do 
ins tantaneo). 
S6mente as entradas do ' log do tipo inser~ao podem ter sua 
validade verificada previamente sem consulta ao instantaneo 
usa ndo a defini~ao do instantaneo para verificar se a nova tupla 
afeta 0 instantaneo. Essa verifica~ao nao pode ser feita para 
entr adas do tipo modificacao e eliminacao enquanto 0 valor 
anter ior da tupla da rela~ao base for desconhecido. Como 
consequencia , todas as modifica~oes e elimina~oes devem ser 
enviadas para 0 instantaneo. 0 pro·cesso de "refresh" dave, 
portanto , estar preparado para manipular (e recusar) atualiza~oes 
de tuplas nao presentes no instantaneo. Modifica~oes e 
elimina~oes "estranhas" no entanto nao provocam urna atualiza~ao 
incorreta do instantaneo; alas apenas causam urn "overhead" 
desnecessar io. 
A situa~ao pode ser remediada salvando-se o valo r anterior 
de cada tupla antes da modifica~ao. Como se vera ma i s tarde, esta 
a adotada na tese, de forma rnodificada . No caso de 
operacoes de elirninacao, a tupla e integralmente escrita no log 
(ao inves da chav e primar ia s6mente). No caso de rnodif icacao, a 
imagem anterior e colocada no log, imediatamente seguida pelo 
novo valor da tupla. Desse modo o processo de "refresh" pode 
agora descartar todas as entradas no log que nao sat isfa zem as 
condicoes de geracao do instantaneo da seguinte rnaneira: 
-insercoes que nao satisfazem a condicao de selecao na o sao 
enviadas; 
-modificacoes que nao satisfazern a restricao nem antes e nern 
depoi s da atualiza~ao enviadas. Todas as outras 
modif icacoes serao enviadas atraves de mensagens de inser~ao, 
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rnodifica~ao ou eliminacao dependendo dos valores anterior e 
posterior. 
-eliminacoes que nao satisfazem as restricoes 
ignoradas, e as demais : sao enviadas atravas de mensagens de 
elimina~ao com 0 valor da chave primaria. 
Urn log sequencia! que man tam valores anteriores e 
posteriores a modificacao requer rna is memoria. No en tanto 0 
nurnero de rnensagens pode ser reduzido significativamente para o 
caso de instantaneos gerados a partir de selecoes. 
Anteriorrnente a essa solucao, atualizacoes ainda que nao 
satisfazendo as condicoes de geracao do instantaneo , eram 
enviadas e cada modificacao era considerada separadamente. No log 
sequencia!, varias atualiza~oes para uma unica tupla resultam em 
varias entradas no log. Uma tupla que a atualizada varias vezes e 
depois eliminada da origem a varias mensagens de modificacao e 
uma mensagem de elimina~ao. Idealmente, s6mente uma mensagem de 
elimina~ao a necessaria. No entanto isso nao pode ser determinado 
sern percorrer as entradas do log. 
0 hist6rico de mudan~as para cada tupla (representado por 
uma sequencia de modifica~oes) pode ser condensado em uma unica 
modificacao (uma atualizacao seguida por outra atualiza~ao 
seguida de urna elirninacao resulta numa elimina~ao, etc.). Uma vez 
que s6rnente o resultado final a necessario para 0 "refresh" do 
instantaneo, s6mente este a enviado. Este tratarnento corresponds 
a solu~ao utilizando urn log condensado. 
Urn log condensado tern acesso por organizacao indexada a 
partir de urn identificador unico (por exernplo chave primaria). 
Cada entrada do indica aponta para a modifica~ao (condensada) da 
tupla desde a ultima atualizacao . 0 tamanho do log de 
modifica~oes a reduzido e grava~oes e leituras intermediarias sao 
totalmente eliminadas. 
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Por exemplo se nen huma entrada de mod i fica~ao e encontrada 
para uma tupla, isto e, nao existe nenhum pedido anterior de 
atualizacao, entao a modificacao em si e salva, ou seja, e a 
primeira modificacao feita par~ a tupla desde o 6ltimo "refresh" 
do instantaneo. 
Para superar o problema de incorporar todas as eliminacoes e 
modificac;oes no envio de mensagens de atualizacao para o 
instantaneo, o valor a n tigo da tupla e salvo antes da sua 
primeira modificacao depois do "refresh" do instantaneo. 0 log 
condensado e similar ao log sequencia! con tendo imagens 
anteriores e posteriores. Existe , no entanto, a l gumas 
diferencas: uma modificac;ao de uma tupla e representada por uma 
unica entrada no log . No log sequencial, uma entrada de 
modificac;ao possui os va l ores anter i or e posterior a at u alizac;ao, 
a cada modifica~ao. No log condensado, a imagem antes da 
atualiza~ao corresponde ao valor anterior a primeira modificac;ao. 
0 "overhead" resultante da condensacao de modificacoes de 
tuplas permite que o processo de atualizacao local determine se 
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urn a tupla rnodificada foi incluida no instantaneo, uma vez que 
sornente imagens anteriores de tuplas que satisfazem os criterios 
da definicao podem ser armazenadas no instantaneo. Atualizac;oes e 
elimina~oes que nao afetam o instantaneo podem ser descartadas 
aplicando as regras descritas para a estrategia sequencial 
revisada. Ao contrario da estrategia sequencia!, mensagens de 
atualizacoes "estranhas" podem ser evitadas. Segundo [ KAH 1987], 
para muitos instantaneos gerados a partir de selec;oes, isso pode 
resultar nurna boa economia de trafego de dados. 
E possivel que mais de uma c6pia de urn instantaneo possa 
existir sobre uma tabela base (instantaneos replicados) - A lam 
disso, diferentes ins tantaneos podem ser definidos sobre uma 
20 
tabela base (instantaneos independentes) . A principal difer-enca 
entr-e as duas formas e que , na primeir-a, 0 usuar-io desejar-a que 
todas as c6pias de urn instantaneo replicado sejam atualizadas 
concorrentemente, ao contrario da segunda, onde os instantaneos 
possuir~o sua pr6pr-ia frequincia e atualizac5es independentes. 
[KAH 1987] analisa a quest~o de qu~o toler-ante dave ser Q 
processo de replicas r-esidentes em nos 
desconectados devido a falhas, que ocorrem antes ou durante 0 
processo de atualizacao . Se o n6 torna-se indisponivel para 
atualizacao, existem duas possibilidades: 
- abandonar a atuali zac~o ate que todos os nos envolvidos 
estejam disponiveis. Porem essa solucao diminuiria a disponibi-
lidade das informac5es "atualizadas" nos instantaneos. 
- continuar atualizando os n6s restantes, se uma perda de 
consistincia de uma c6pia pode ser tolerada. Nessa caso e preciso 
definir qual o estado da tabela base que dave ser refletido 
quando os n6s em quest~o forem recuperados. De novo , existem duas 
alternativas: todas as c6pias deverao refletir o estado no tempo 
da .cbamada do pt-ocesso de "refresh", ou cad a replica pode 
refletir o estado mais atual da tabela base. 
0 exemplo a segulr e retirado do mesmo artigo, por ser uma 
instantaneos boa ilustr-ac~o de como pr-oceder ao "r-efr-esh" de 
replicados quando algum n6 on de reside urn a das c6pias do 
instantaneo em quest~o n~o esta disponivel. 
Considere uma mudanca de produto que produz uma atualizacao 
no catalogo de produtos de uma determinada empresa . Sejam todas 
as c6pias de instantaneos de catalogos: Sl , S2, ,Sn que est~o 
no mesmo estado. Urn novo produto , digamos Pl, e inserido no 
catalogo. No momento do "refresh" , o n6 que possui Sl n~o est a 
sao disponivel. 0 fa to e ignorado e as c6pias rest antes 
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atualizadas. Em ssguida, urn novo produto P2 e inssrido. Quando o 
n 6 de Sl sstiver disponivel novamsnts, dsve ssr imsdiatamsnte 
atualizado, segundo duas opcoes : a) Pl e P2 serao colocados no 
instantaneo; ou 
b) s6mente Pl sera inserido esperando a proxima atualizacao 
para P2 ser adicionado em todas as c6pias. Se esta ultima for 
e scolhida, informacoes necessarias para regerar o estado no 
instants da chamada do processo de "refresh", deverao ser 
mantidas por algum tempo, marcando apropriadamente novas mudancas 
para serem distinguidas das anteriores. 
Consideracoes similares devem ser feitas para instantaneos 
independentes. Como 0 problema de replicas e frequents no 




de atualizacao, instantaneos independentes possuem 
tempos de chamada de atualizacao/diferimento de 
Para manter instantaneos independentes, o log sequencia! nao 
p e de ser logo descartado depois do "refresh" de urn instantaneo. 
instantaneos 
atualizadas 
As entradas do log serao mantidas ate que todos OS 
d e finidos sobre a tabela base tanh am sido 
c o rretamente. A fim de evitar a pesquisa integral da tabela base 
pa r a urn p a rticular "refresh" de urn instantaneo , urn mecanisme e 
usado pa r a 
instantane o. 
a t ualiz:aca o " 
recentemente 
identificar 0 instants do ultimo "refresh" de cad a 
Cad a instantaneo sera associado com a "rna rca de 
no log, identificando a entrada atualizada ma1s 
para urn instantaneo. Na ocorrencia de urn novo 
" r ef resh", s6mente entradas no log com a marca precisam ser 
consideradas. Entradas ja examinadas para todos os instantaneos 
d e finidos sobre a tabela base (as "marcas de atuali zac ao" de 
mano r val o r) podem ser descartadas. 
At dives da associacao da "marca de atualizacao" com cada 
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instantaneo, refletindo 0 intante de seu ultimo "refresh", 0 
algoritmo pode suportar instantaneos independentes. Esta extensao 
permite tambem manter instantaneos replicados no caso onde ale e 
suficiente para permitir que cada copia reflita 0 estado da 
tabela base no instants da atualizacaD e nao no instante da 
chamada do procedimento de "refresh". 
Neste caso, cada copia e simplesmente tratada como se fossa 
urn instantaneo independents, sendo que a "marca" deve ser mantida 
e associada a cada replica. 
Os dois metodos (log sequencial e o log condensado) de [KAH 
1987] utilizados para a atualizacao diferencial de 
de instantaneos baseados numa tabela separada para urn log 
atualizacoes feitas para uma tabela base. 
Se o instantaneo esta replicado em varios nos, ou sa muitos 
instantaneos independentes sao definidos sobre a tabela base, 
entao 0 log condensado e preferivel. 
0 administrador Urn sistema pode suportar ambos OS metodos. 
do banco de dados pode entao escolher urn dales, como por exemplo 
utilizar o metodo sequincial quando a maioria das atualizacoes se 
referem a poucas tuplas, ou mesmo decidir dinarnicamente a mudanca 
do metodo como por exemplo se a tabela for vazia optar pelo uso 
de "refresh integral". 
Ambos OS metodos podem ser usados para suportar outras 
facilidades como visoes instanciaveis e rnecanismos de atualiza 
coes diferidas . 
Todas estas sugestoes para manutencao de varios instantaneos 
acarretam obviamente maior espaco ocupado palo log, 
ter que contar com marcas e modificacoes temporais. 
que passa a 
0 problema de aplicacao e propagacao de atualizacoes no caso 
de relacoes replicadas e chamado por EAGER e SEVCIK [EAG 1983] de 
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problema da "atualizacio perdida" (missing update) . 0 contexto 
nao 
, 
e o de instantaneos, mas as solucoes discutidas (como 
quando urn no deve fazer a propagacao de atualizacoes) pode ser 
aplicado a est a discussao. Uma atualizacao e dita "perdida" 
quando uma transacao nao pode atualizar uma copia de uma 
por queda do no. Neste caso, outros nos podem manter a informacao 
(diferencial) a ser enviada quando da restauracao do no. 
Outro trabalho sobre atualizacao de instantaneos fo i 
desenvolvido a partir de "visoes materializadas" ou "visoes 
instanciaveis" [BLA 1986]. Uma visao de urn banco de dados 
instanciada sob a forma de uma tabela, no lugar de uma definicao 
que seria avaliada toda vez que fossa referenciada numa consulta. 
A manutencao de visoes instanciaveis sugerida para ser 
executada de forma diferencial. t apresentado urn metodo atraves 
do qual se pode deduzir modificacoes necessarias na vi sao a 
partir de atualizacoes de tabelas referenciadas pela ' ,.. v1sao. 
[BLA 1987] estende o trabalho anterior de pre-processamento 
e diferimento de atualizacoes em bancos de dados relacionais de 
[BLA 1986). Seu trabalho e baseado num ambiente que pressupoe urn 
conjunto de relacoes base que e utilizado para cr-iar- arquivos 
(visoes) em varios nos de urn sistema distribuido. Apresentam 
algoritmos que determinam que fragmentos de relacoes base de vern 
ser enviados a quais nos para permitir a manutencao de VlSOeS 
materializadas, dos arquivos, atualizadas. 0 trabalho e associado 
a uma teoria que determina quando relacoes sao irrelevantes no 
calculo de fragmentos para transmissao, mesmo quando estas 
relacoes ser-vem de base a visoes. A diferenca de tratamento para 
instantaneos e que OS autores supoem que visoes materializadas 
devem ser modificadas imediatamente, ao contrario do processo 
intermitente de "refresh" de instantaneos . Os resultados podem , 
no entanto, ser utilizados neste ultimo tipo de aplicacao. 
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0 trabalho de [BLA 1987] voltara a ser discutido 
posteriormente nesta tese, para mostrar como as estruturas de 
dados aqui propostas podem servir para diferimento de atualiza~ao 
de instantaneos e processamento de visoes materializadas. 
1.2.2 DIFERIMENTO E GATILHOS. 
Quando atualiza~oes sao diferidas, o momento de sua 
aplica~ao i determinado por gatilhos inseridos por 
ou embutidos no sistema. 
programadores 
A utilizacao de gatilhos para processamento de opera~oes 
diferidas e exemplificada em BUNEMAN E CLEMONS [BUN 1982]. Os 
autores apresentam urn programa denominado de "alerter" que 
monitora urn banco de dados e informa ao usuar1o ou a urn programa 
quando uma condicao especifica ocorre. Associar urn "alerter" a 
urn a condi~ao que envolve opera~oes sobre varias rela~oes e 
equivalents a associa-lo a uma rela~ao virtual que representa a 
condi~ao (semelhante a uma visao) Alerters sao usados, entre 
outras coisas, para monitorar atualizacoes. 0 problema de 
determinar quando ou nao urn "alerter" sera ativado consiste em 
certificar-se de que uma atualiza~ao no banco de dados nio afeta 
a rela~ao vir tua 1, ou afeta de uma maneira irrelevante 0 
"alerter" (a atualiza~ao e pri-processada). 
A estratigia consiste ern transforrnar a condi~ao que ativa urn 
alerter ern expressoes de algebra relacional. Para cada urna das 
opera~oes desta expressao i verificado qual o efeito sobre uma 
dada rela~ao virtual gerada pela expressao. Estes efeitos sao 
gerados pelo algoritrno progressivarnente a medida ern que as 
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operacoes sao efetuadas. 
Urn outro sistema de diferimento de atualizacao associado a 
gatilhos .e proposto por [CAS 1988], no contexte de manutencao de 
integridade de relacoes sujeitas a restricoes de integridade 
referencial. Os pedidos de atualizacao sao pre-processados por um 
monitor, que determina que atualizacoes devem ser propagadas. A 
cada propagacao necessaria, o sistema cria entradas em uma tabela 
de propagacoes , sem, no entanto, p.rocessa-las. Terminada a 
sessao, a tabela e analisada e sao acionados gatilhos necessaries 
para restaurar a consistencia global. As entradas da tabela 
man tern informacao suficiente para acionamento dos gatilhos de 
forma a evitar propagacao recursiva de atualizacoes e facilitar o 
processamento do monitor. 
Em 
diferida 
alguns casos, o gatilho que aciona urn a atualizacao 
e a solicitacao de consulta do dado. CELIS [CEL 1984] 
descreve urn projeto conceitual de urn sistema de diferimento de 
atualizacoes para urn banco de dados relacional. A tecnica 
consists em adiar a atualizacao de qualquer tupla ate que est a 
seja acessada para leitura. 
0 algoritmo mantem relacoes generalizadas (uma forma mais 
compacta de representar a relacao original) na memoria principal-
Atualizacoes sao registradas nessas relacoes. No momento em que 
essas tuplas forem acessadas pelo usuario para leitura, essas 
relacoes serao pre-processadas e s6 entao 0 banco de dados sera 
modificado. 
Outro exemplo de diferimento de atualizacao a espera de uma 
consulta e encontrado em [ROU 1986]. Os autores utilizam o que 
chamam de estrategia "preguicosa" de atualizacao. A manutencao de 
visoes e objetos e diferida ate que sejam requisitados. Este 
procedimento visa diminuir 0 "overhead" de atualizacoes. 
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Utilizam, nesse sistema, urn algoritmo de atualizavao incremental 
que propaga atualizavoes de vis5es para visoes intermediarias ate 
atingir as relacoes base usadas na materializacao de uma visao. 0 
algoritmo se baseia em urn conjunto de arquivos diferenciais e as 
atualizacoes efetuadas sobre indices especiais usados para 
acessar (partes de) uma visao. 
0 custo de processamento de uma atualizavao e consider ado 
nulo, que as operacoes realizadas sao as mesmas que 
necessarias para acessar uma visao. Os autores utilizam o mesmo 
tipo de esquema para quaisquer objetos derivados (indices 
secundarios e multiplas capias). Desta forma, o custo 
acessar urn indica inclui o custo de sua atualizacao. 




DE DAD OS 
Muitas hip6teses importantes com relacao a aspectos de 
confiabilidade de dados de urn banco de dados nao sao considerados 




Exemplos deste tipo de hip6tese sao as utilizadas para 
de algoritmos de controls de concorrencia e recuperacao 
por e:x.emplo , [BER 1984] OU [COP 1988]). Estes e outros 
trabalhos dicutem como uma queda em urn n6 pode ser detectada e 
como proceder a recuperavao. 
Outros problemas sa encai:x.am neste conte:x.to, como manutenvao 
de log replicado ou nao em cada no, ou politica de resolucao 




importancia na analise de integridade em banco de dados 
distribuidos , sera abordado nesta tese. A razao, como se vera nos 
capitulos 2 e 3, e que o sistema aqui proposto pressupoe que toda 
a parte de serializa~ao · de tr ansa~oes , procedimento de 
recupera~ao de nos, manuten~ao de multiplas c6pias e envio de 
mensa gens fica a cargo do SGBD. Estes estudos sao citados a qui 
para indicar que nao se pretende atacar, com o sistema proposto, 
0 problema mais geral de distribui~ao e aloca~ao de dados 
execu~ao de transacoes em sistemas distribuidos. 
0 •tratamento de multiplas c6pias de rela~ao e discutido por 
DANIELS E SPECTOR [DAN 1983], que apresentam urn esquema para 
diret6rios duplicado s que permite opera~oes concorren tes e 
disponibilidade de dados e info rmalmente desenvolvem a 
da estrategia de duplicacao. 0 algoritmo apresentado 
nocoes de diferimento de atualizacoes. 
proposta 
utiliza 
0 algoritmo apresenta urn esquema para diret6rios duplicados 
que permite operacoes concorrentes e uma alta disponib ilidade de 
dados. A semantica de diret6rios dup l icados a tipicamente a de 
diret6rios que estao armazenados em urn unico n6. 
A estrategia de duplicacao esta baseada na manutencao de 
c6pias primarias e secundarias. A c6pia primaria recebe todas as 
atualizacoes, 
secundarias. 
que posteriormente sao transmitidas para as c6pias 
Uma consulta pod a ser enviada a urn a c6pia 
secundaria, poram a resposta pode nao refletir o estado mais 
recente dos dados. Assim, cada c6pia corresponds a uma versao da 
c6pia primaria. 
0 algoritmo associ a urn numero de versao a cad a possivel 
chave de cada c6pia. Essa tecnica permite operacoes concorrentes 
sobre diferentes entradas de uma mesma c6pia e soluciona 
problemas de implementacao da operacao de eliminacao. 
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certos 
A estrab3gia de atualizacao , A I " unan1me consiste em que 
qualquer operac;ao de atualizacao dave ser feita em todas as 
c6pias, porem leituras podem ser feitas em qualquer c6pia. Essa 
estrategia de duplicac;ao garante consistencia de dados se cad a 
sistema de armazenamento de c6pia garantir a consistencia de 
dados localmente. 
0 algoritmo apresentado em [DAN 1983] , segue a filosofia dos 
algoritmos do "peso do voto". Este tipo de procedimento atribui 
urn certo n~mero (quorum) de votos e urn n~mero de versao para cada 
rep resentante (ou c6pia) pertencente a urn conjunto de arquivos 
duplicados. Os tamanhos dos quoruns de leitura e escrita 
escolhidos de forma que todo quorum de leitura possua urn a 
intersec<;ao nao nula com todo quorum de escrita, o que garante 
que cad a consulta acesse palo menos uma c6pia atualizada de 
dados. 
A estrategia do "peso do voto" possui v~rios atributos que a 
tornam particular-mente interessante para a base de projetos de 
diret6rios duplicados. Em primeiro lugar , os tamanhos dos quoruns 
de leitura e escrita podem ser variados de forma a ajustar 0 
custo relativo e a disponibilidade das operacoes de escrita e 
leitura. Alem disto, consistencia e recupera<;ao sao 
principalmente de responsabilidade de transacoes do sistema de 
armazenamento que se encarregam de gerenciar a manutencao de cada 
represent ante. Como operacoes concorrentes sao sincronizadas 
at raves de transacoes do sistema de armazenamento de cad a 
representante, podera haver considerave1 flexibilidade na 
especificacao e implementac;ao do controle de concorrencia. 
Enquanto os artigos anteriores se referem a manutencao de 
varias c6pias de arquivos de dados, COOPER [COO 1984] descreve 
urn mecanismo para se conseguir maior disponibilidade de programas 
distribuidos. Em outras palavras, mantem varias c6pias de urn 
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mesmo modulo ao mesmo tempo. 0 algoritmo e uma combinac;;ao de 
chamada s de procedimentos remotos com modulos de programas 
replicados, visando tolerancia a falhas. 
Urn conjunto de copias de urn modulo e chamado de "troupe". 
Quando urn programa e construido segundo troupes, que aparecem ao 
usuario como urn unico modulo, uma chamada de procedimento resulta 
numa chamada de procedimento replicado (chama varias copias) . Urn 
programa escrito desse modo ira funcionar enquanto palo rne n os urn 
membro da troupe "v1va" (perrnanec;;a operants). 
Modulos podern ser replicados em qualquer numero de vezes. 0 
sistema admite chamadas de procedirnentos remotos, o que perrnite 
que um programa tenha m6dulos localizados em rnaquinas diferentes. 
Perrnite tambem ao programador escrever prograrnas distribuidos 
dentro do rnesmo padrao utilizado para programas convencionais de 
computadores centralizados. 
A ideia da duplicac;;ao tern como objetivo rnascarar falhas de 
componentes individuais. 0 custo do aurnento da confiabilidade de 
urn programa distribuido por duplicacao p ode ser compensado palo 
custo de prover facilidades de recuperacao de queda baseada em 
armazenamentos permanentes tais como "checkpoint" e log de 
rnensagens. 
Com o avanco da tecnologia, o problema de distribuic;;ao e 
alocacao de arquivos deixou de ser algo voltado apenas para 
aumentar a disponibilidade. Em [COP 1988), por exemplo, OS 
autores descrevem como alocar dados no sistema BUBBA, que e urn 
sistema com alto grau de paralelismo para aplicacoes que fa cam 
uso intenso da dados. Conforms explicam, por alto paralelismo 
querem dizer que o balanceamento de carga 
, 
e critico para 0 
desempenho do sistema ; uso intenso de dados (data-intensive) 
significa que a quantidade de dados e tao grande que as operacoes 
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devem ser executadas no local onde estao os dados. Em sistemas 
deste tipo, e mais eficiente e nviar dados intermediaries entre 
nos do que OS dados base, tendo em vista 0 volume dos mesmos. 
Este mesmo tipo de proble~a e discutido por [ABB 1988], que 
discute OS compromissos entre permitir autonomia (de execucao) em 
nos versus transparencia na manutencao de copias de objetos-
Como afirmam os autores , n A pesquisa sobre SGBD's 
distribuidos tern se concentrado no problema de acesso aos dados 
(traducao e decomposicao de uma atualizacao ou consulta em 
atualizacoes ou recuperacao de dados sobre urn conjunto de nos que 







de administracao de dados que e complicada pel a 
de fragmentacao, copia e alocacao de dados em uma 
trabalho de [ABB 1988] discute regras para alocacao de 
e copias de relacao, 







de urn no pode conflitar com o desejo de manutencao de 
copias de arquivos em varios nos (ja que neste caso a autonomia 
nao pode ser absoluta). 
Urn estudo recente de comparacao de varios algoritmos de 
controle de concorrencia em banco de dados distribuido e feito em 
[CAR 1988) , considerando estrategias de alocacao e replicacao. 




ao estudo comparative de desempenho de algoritmos de 
de concorrencia em banco de dados distribuidos. Neste 
examinam quatro familias de algoritmos tendo em vista , 
entre outros, varios niveis de distribuicao de dados e de 
replicacao. 
Como afirmam, distribuicao e copia de dados podem aumentar o 
desempenho por permitir execucao para lela de consultas e 
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balanceamento de carga, alem de maior acesso aos dados. Por outro 
lado, tern o inconveniente de criar problemas para controls de 
concorrencia a recuperacao. 0 trabalho dos autores, do ponto de 
vista de arquivos replica~os, difere dos demais, no sentido de 
que permite diferentes niveis de raplicacao. Vale entanto, 
observar que, no que toea a manutencao de c6pias de arquivos, os 
autores comprovaram que quanto maior 0 numero de c6pias pior 0 
desempenho devido ao custo de manutencao de atualizacao. 0 modelo 
adotado para esta parte da experiencia foi o mesmo que serve de 
pressuposto para esta tese, como sa ver~ nos capitulos a seguir: 
supoe-se que atualizacoas a urn a determinada c6pia sejam 
posteriormente enviadas as demais a que transacoes sa jam 
processadas sequencialmente a localmente. Em outras palavras, 
conforms afirmam os autores "para casos de c6pia unica, o sistema 
age como sa houvesse processamento centralizado; para multiplas 
' . cop1as, supoe-se que a presenca de varias copias sirva apenas 
para aumentar a disponibilidade dos dados". 
1.4 ESTRUTURA DA TESE. 
Os casos da literatura descritos neste capitulo correspondem 
a alguns dos principais enfoques na pesquisa de pre-processamento 
a diferimento de atualizacoes e consultas em banco de dados. 
No contexto de distribuicao , nota-sa a preocupacao em minimizar 
trafego de dados quer atraves de diferimento, quer de sua 
alocacao. Uma outra situacao na literatura e aquela que trata do 
processamento de atualizacao em arquivos replicados (diret6rios, 





para garantir a integridade e consistencia dos dados 
Finalmente, observa-se que na atualizacao de 
existe 0 cuidado em se evitar processamento de 
atualizac5es desnecessjrias. 
Como veremos adiante , a tecnica proposta nesta tese para 
pre-processamento de atualizac5es requer a manutencao de algumas 
estruturas de dados na mem6r ia principal. Ela parte do 
pressuposto de que os dados podem estar distribuidos, quer em 
fragmentos, quer replicados, mas que existe urn n6 central que 
processa transac5es. t neste n6 que e feito 0 diferimento e 0 
pre-processamento. 0 sistema utiliza algumas das sugest5es de 
Celis [CEL 
descrito 
1984] e implementa 
por [KAH 1987]. 
urn log condensado semelhante 
A utilizacao do sistema 
processamento de "refresh" aproveita resultados te6ricos de 
1987). 





processamento e diferimento de atualizac5es. Os demais capitulos 
da tese estao organizados da forma descrita a seguir. No capitulo 
2 apresentadas as definic5es necessarias ao 
desta tese. No capitulo 3 e apresentado o sistema 
para pre-processar atualizac;5es. 0 capitulo 4 





instantaneos. 0 capitulo 5 discute os testes efetuados utilizando 
0 prot6tipo implemen tado e apresenta alternativas para a 
implementac;ao adotada. 0 capitulo 6 contem conclus5es e propostas 
para extensao deste traba lho. 
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2. DEFINICOES. 
Este ca pi tulo contem urn co~junto de definicoes necessarias ao 
entendimen to do restante da tese. Supoe-se que o leiter conheca a 
operacoes de projacao , selecao a juncao na tural da algebra 
re lacional, como, por exempl o , descritas em [MAI 1983] ou [OAT 
1986] . 
2.1 RELACOES E ESQUEMAS 
Urn ESQUEMA Ri e urn conjunto de nomes de atributos {Aij}, onde 
cad a atributo corresponds a urn dominio de valores poss1Ve1s. 
Urn ESQUEMA RELACIONAL DE BANCO DE DADOS e urn conjunto de 
esq uemas, R= {Ri}. Uma TUPLA definida sobre o esq uema Ri a uma 
funcao que para cada atributo em Ri faz corresponder urn valor n o 
domini c de atributos. Uma RELACAO ri sobre Ri a urn conjunt o 
finite de tuplas defin ido sobre Ri. Urn ESTADO de urn esquema de 
banco de dados e uma funcao que para todo o esquema Ri fornece 
uma re lacao ri sobre Ri . 0 conjunto de restricoes de integridade 
I para urn esq u ema relacional R define urn estado legal para 0 
banco de dados: urn estado e l egal se todas as relacoes no banco 
de dados satisfazem toda restricao no conjunto I. Uma OCORR~NCIA 
ou EXTENSAO, de urn banco de dados e urn conjunt o de rel acoes em urn 
estado legal do esquema de banco de dados . 
2.2 DEPENDtNCIA DE DADOS . 
As restri~oes de integridade mais frequentemente mencionadas 
nesta tese sao dependencias funcionais. Seja t[A] o indicador da 
proje~ao sobre o atributo Ada tupla t em algebra relacional. Uma 
rela~ao composta palo conjunto de tuplas It I satisfaz urn a 
dependencia funcional X->A sa~ tl,t2 eft}, tlLX]=t2[X) => 
tl [A] =t2 [A]. 
Dado urn conjunto de dependencias funcionais F, existem 
axiomas de inferencia que podem ser usados para inferir todas as · 
dependencias funcionais implicadas por F. 0 FECHAMENTO de F, 
denotado por F+, e o manor conjunto contendo F de modo que a 
aplica~ao desses axiornas nao possa produzir qualquer dependencia 
funcional fora do conjunto. Nesta tese, se urn esquema e sujeito a 
urn conjunto de dependencias funcionais, esse conjunto sera 
consider ado urn con junto redundante, on de todas as 
dependencias -sao reduzidas i esquerda. Uma dependencia X->Y em F+ 
, 
e reduzida i esquerda se X nao contem nenhum subconjunto X' ta 1 
que X'-> Y esteja em F+. Urn conjunto de dependencias funcionais e 
NAO-REDUNDANTE se F nao contem urn subconjunto proprio F' onde F'+ 
= F+; ou seja F ~F'. 
Esquemas sao muitas vezes NORMALIZADOS, isto e, decompostos 
por proje~oes especiais, para eliminar alguns tipos de 
redundancias e solucionar certos problemas de atualiza~ao. A 
unica forma normal refe renciada nesta tese e a FORMA NORMAL BOYCE 
CODD ( BCNF) . Urn esquema Ri esta em BCNF se todo o lado esquerdo 
de uma dependencia nao trivial em urn esquema determina totalmente 
0 esquema. Oependencias triviais sao aquelas do tipo X -> x. 
Quando 0 esquema est a em BCNF diz-se tambem que obedece a 
dependencias (funciona is) de chave. Uma dependencia de chave 
aque la em que o lado esque~do constitui uma chave do esquema. 
Se ja R urn esquema sujeito a urn conjunto F de dependencias de 
c have e sejam Cl , C2, ... ,CN ch~ves distintas de R. Entao, F+ = ICl 
-> R, C2 -> R CN -> R} e nao ~edundante. Neste caso, as 
dependencias sao indicadas pela enume~acao das chaves, nao sendo 
necessa~io especificar seus !ados di~eitos). Em resumo, havendo 
apenas dependencias funcionais, e estando o esquema em BCNF, a 
desc ricao de suas restri<;oes de integridade e feita pel a 
enumera<;ao das chaves. Em ge~al apenas uma chave e designada. Na 
Pritica, ala i c hamada de chave primjria. 
0 motivo pelo qual a BCNF foi escolhida como ponto bisico 
nest a tese porque diminui a complexidade dos testes de 
integridade 
verif ica<;a o 
que precedem a atualizacao ·(restring em-se a 
de chave). A maioria dos estudos na ire a de 
atualiza<;ao de banco de dados (po~ exemplo [DAY 1982),[KEL 1986j 
parte do p~incipio que as rela<;oes devem esta~ em BCNF. 0 
t~atamento das atualiza<;oes feito na tese pode ser estendido 
pa~a 3NF, embo~a isto aca~rete urn maior nume~ o de teste s e impe<;a 
algumas das verificacoes de integridade efetuadas quando da 
insercao ou modificacao de tuplas. 
2-3 SISTEMA DO GERENCIAMENTO DO BANCO DE DADOS . 
Urn sistema de banco de dados envolve quatro componentes 
maiores: dados, hardware, software e usuirios. 
Entre o banco de dados fisico (os dados armazenados) e OS 
usujrios do sistema encont~a-se urn a camada de softwa~e . 
geralmente denominada de sistema de gerenciamento de banco de 
dados ou SGBD. Todas as solicitayoes dos usuarios para acesso ao 
banco de dados sao tratadas palo SGBD- No geral, a funyao do SGBD 
e isolar OS USUarios do banco de dados dos niveis mais baixos de 
detalhes, de hardware . Assim, o SGBD fornece uma visio do banco 
de dados acima do nive l de hardware, e suporta a operacio do 
usuario expressa em termos daquela vi s io em nivel mais alto-
2-4 NfVEIS DE DEFIN I CAO DE UM BANCO DE DADOS -
Palo modelo [ANS 1975] , a definicao de urn banco de dados dave 
ser feita segundo tris niveis gerais: 
externo-
fisico ( interno) , logico e 
( 1 ) NiVEL INTERNO - t: o nivel que esta ma1s prox1mo do 
armazenamento fisico, ou seja, esta voltado para a forma como os 
dadoH estao realmente armazenados; 
(2) NiVEL EXTERNO- t: o nivel mais pr6ximo dos usuar i os, isto 
a, o que esta voltado para a forma como os dados sao vistos por 
cada usuario. Muitas vezes e chamado de visao do usuario; 
( 3 ) NfVEL L6GICO- t: urn nivel situado entre os do is ante-
riores , on de sa define o projeto l6gico do banco de dados . As 
visoes do nivel externo sao integradas em urn unico nivel 
conceitual logico . 
Como ja foi dito anteriormente, o nivel externo esta voltado 
para as visoes de cada usuario . Desse modo o nivel 16gico pode 
ser imaginado como definindo a visao da comunidade de usuarios-
Isto e, havera muitas nvisoes externasn, cada uma consistindo em 
uma representa~ao abstrata de parte do banco de dados ( a maio ria 
dos usuarios esta interessada numa por~ao restrita do banco de 
dados) - Da mesma forma , haver a uma un1ca , 0 -v1sao interna", 
representando 0 banco de dados como ale est a na realidade 
armazenado - As opera~oes no nivel externo devem ser mapeada& para 
0 nivel l6gico e deste para o fisico. Operacoes a nivel fisico 
sao refletidas no nive l externo atraves do mapeamento inverso. 
Est a tese se atera a considera~oes referent as ao modelo 
16gico de banco de dados (nivel conceitual) , alam d~ implementar 
opera~oes de atualiza~ao em fun~ao de solicita~oes a nivel 
externo. Est as solicitacoes serao traduzidas em opera~oes de 
atualiza~ao sobre o modelo logico, sob a forma de rela~oes. Cabe 
ao SGBD utilizado fazer o mapeamento final para o modelo fisico. 
2.5 ATUALIZAC~ES EM UM BANCO DE DADOS. 
A tese desenvolve o pre-processamento de solicita~oes de 
de tuplas de rela~oes. Convem observar que e 
vantajoso, por exemplo , pre-processar sequencias de insercoes e 
elimina~oes porque desse modo evitamos inserir tuplas que 
posteriormente serao eliminadas e consequentemente ocorre a 
otimiza~ao de acessos a n6s onde residem as relacoes e nvolvidas. 
Vamos considerar agora atua liza~oes de rela~oes em BCNF-
Sabemos pel a sua defini~ao que nenhum atributo depende 
transitivamente de uma chave. Portanto, podemos concluir que 
qualquer atributo que determina funcionalmente outro atributo 
uma chave. Assim, para efeitos de inser~ao, elimina~ao e 
altera~ao de rela~oes em BCNF, temos que nos preocupar apenas com 
as chaves. Basta informar ao SGBD sobre as restri9oes de 
integridade indicando os atributo(s) constituinte(s) da chave. 
Todos OS outros atributos sao funcionalmente dependentes desse 
atributo ou combina9ao de atr1butos, sendo esta restri9ao mantida 
palo SGBD. 
Este capitulo apresentou conceitos formais necessarios ao 
entendimento da tese. 0 capitu lo seguinte trata do pre-
processamento de atualiza9oes. 
Para efeitos de atualizacao esta tese ira considerar as 
seguintes operacoes sobre tuplas de rela9oes: 
1-INSERCAO: inserir dados referentes a uma nova chave, is to 
e, inserir uma nova tupla no banco de dados. 
2-EL IMINACAO : dada uma chave , eliminar a tupla correspondents 
do banco de dados. 
3-ALTERACAO: dada uma chave alterar a tupla, isto e , mudar 0 
conteudo do campo ou campos da tupla correspondents do banco de 
dados (exceto a chave) . 
Algumas das hipoteses aqui feitas tambem adotadas em 
[ABB88): 
- OS usuarios enxergam uma visao logicamente cent ralizada do 
dicionario de dados e do banco de dados, sendo que a alocacao de 
dados a n6s lhes e transparente, bern como a exist encia 
multiplas c6pias. 




urn a relacao fragment ada 0 




3.SISTEMA DE PRt-PROCESSAMENTO DE ATUALIZACOES. 
Este capitulo apresenta uma abordagem para solucao de pre -
processamento de atualizacoes, baseada em utilizacao de logs 
condensados. 0 sistema discutido pode ser us ado tambem na 
manutencao 
arquivos. 
de instantaneos, visoes materializadas e versoes 
3.1 HIP6TESE DO AMBIENTE DE TRABALHO. 
de 
Est a tese pressupoe a existencia de urn banco de dados 
distribuido on de relacoes (ou fragmentos) a serem atualizadas 
podem ou nao estar replicadas. Os pedidos de atualizacao sao 
centralizados e pre-processados palo sistema aqui propos to e 
depois 
entrada 
enviados aos nos correspondentes. Este sistema tern como 
comandos de atualizacao d9 usuario, transmitidos pelo 
SGBD, e como saida transacoes com comandos de atualizacao para o 
SGBD (ja condensados) 
0 sistema 
rede, 
se preocupara com problemas 







de transacoes em sistemas distribuidos. Supoe-se 
igualmente que o SGBD ja haja feito a consistencia de dados, no 
que diz respeito a dominio de atributos. Desta forma, o sistema 
propos to se atera apenas ao pre - processamento e diferimento de 
atualizacoes como se efetuado em urn n6 que centraliza o processa-
ma nt o das atualiza~oes do banco de dados. Este n6 sera chamado de 
n.6 de procsssamsnto para distingui-lo dos demais. Note que esta 
hip6te s e permite tratar de forma indistinta sistemas on de 
repl i c acao de rela~oes e onde isto nao ocorre. Basta haver urn 
diretorio central no proprio no de processarnento indicando quais 
r el acoes e stao replicadas em cada n6. As atualizacoes para urn a 
rel a ~a o s e rao automaticamente enviadas para as suas cop1as apos o 
pre- p r ocessamento, 
est e e nvi o . 
sendo que o SGBD se encarrega de controlar 
0 s istema de pre-processamento recebe as solicita~oes de 
atua lizac ao (que podem vir de qualquer n6 da rede), efetua 
pre-p r ocessamento e gera tra n sacoes para sua execucao pelo 
o seu 
SGBD . 
0 control e do recebimento das solicitacoes dos usuarios, bern como 
da 
do 
execucao das transacoes , e deixado aos controles apropriados 
SGBD, q u e tambem se encarrega de transmitir aos usuar1os, 
qua n do c abivel , as mensagens emitidas palo sistema de pre-
pro c e ssamento (embora o prot6tipo implementado possua interface 
direta c om 0 usuario). Do ponto de vista deste sistema, tudo 
funcio n a c o mo sa tratasse de urn banco de dados centralizado, uma 
vez qu e OS controles caracteristicos de banco de dados 
disi t ri bui d os sao transparentes ao sistema . Por exemplo , se forern 
gerada s var i a s transacoes de atualizacao para copias de uma mesma 
re la ~ao e a lguns dos nos nao estiverem ativos, caber a ao SGBD 
dis t ribu i d o gerenciar a execu~ao posterior destas transacoes. 
Confo r ms se vera adiante, a geracao das transa~oes nao e 
imediata , ja que o sistema de pre-processamento executa tambem 
meca n i smo s d e diferimento das operacoes. Em outras palavras, 0 
a mbie n t e 
cap i t ul o 
1987]. 
de trabalho pressuposto e semelhante ao descrito no 
1 em trabalhos como os de [BLA 1986, CEL 1984, KAH 
A manuten~ao da consistencia dos nos onde possivelmente 
haja relacoes replicadas pode ser feita , por exemplo, atraves de 
t r abalhos como os mencionados no mesmo capitulo [EAR 1983, DAN 
1 9 84]. 
Se R uma relacao do banco de dados r e lacional, sua 
veri ficacao de integridade sera feita por Chaves, e atraves das 
dependencias funcionais da relacao R, que dave estar normalizada 
om BCNF. 
Outras hip6teses do ambiente de trabalho ja foram definidas 
no c a pitulo 2. 
3.2 A ESTRATtGIA DO PRt-PROCESSAMENTO DE ATUALIZA~~ES . 
Pel o metodo tradicional de atualizacoes, ao menos dois 
acessos s ao ne c essaries a cada atualizacao de tupla: 
( 1 ) Acesso no momento que a requisicao foi r ecebida que 
pode r equerer mai s de urn acesso fisico, dependendo dos indices, 
do t amanh o e c a racteristicas da relacao a ser atualizada) . No 
ca s o d e i nsercao de tupla, e necessario verificar se a tupla ja 
exi s t e, caso em que a insercao nao e permitida. 
( 2 ) Ar mazenamento da relacao atualizada (o que novamente 
pode reque r er mais de urn acesso). 
Dess e modo, se urn pedido de atualizacao seleciona urn a 
con sideravel quantidade de tuplas, essa operacao torna-se muito 
ca r a em te rmos de acesso a disco ( ou numero de vezes que urn 
determi nado n6 deve ser acessado). Se essas operacoes forem pre-
pr oc e ssadas, e possivel que haja diminuicao de trafego na rede 
Na v erdade , est a justificativa para pre-processamento de 
atualizacoes 
, 
e semelhante utilizada para otimizacao de 
consultas. 
Note que no caso de urn pedido de elimina~ao posterior ao 
pedido de inser~ao diferida de uma determinada tupla, nao haver-a 
n e cessidade de acessar o n6 onde reside a rela~ao a qual a tupla 
pertence. 0 pre-processamento permite, igualmente, urn a 
concentra~ao de trafego, 
e fechamento de arquivos. 
ou seja, per-mite otimiza~ao na abertura 
Para registrarmos o fato que determinadas tuplas devem ser 
atualizadas precisamos saber: 
(1) Quais tuplas a serem afetadas (chave e rela~ao afetada); 
(2) Qual opera~ao a ser aplicada; 
( 3 ) Se a tupla ja tern pedido anterior de atualiza~ao 
pendente. 
0 sistema propos to utiliza urn con)unto de estruturas de 
dados para rater est as e outras informa~oes sobre as 
atualizacoes. 0 metodo que esta tese propoe para armazenar essas 
informacoes e o de associar as solicitacoes de usuarios a urn "Log 
de atualiza~oes". Para facilitar a verificacao de (1) e (3), alem 
e mantido uma estrutura segundo uma arvore 8 [COM 1979] do 109, 






cad a valor de 
atualiza~oes 
chave, haver a indicacao da 
pendentes , para a tupla 
E mantido urn par (arvore-B,log) para cada relacao passive! 
0 numero de copias de uma relacao e irrelevante: 
se houver duplicacao, sera mantida uma arvore por rela~ao e as 
atualizacoes serao enviadas palo SGBD, ap6s o pre-processamento, 
a todos OS nos que possuirem c6pias. A fragmentacao de relacoes e 
transparente ao sistema. 
0 sistema de pre-processamento de atualizacoes sugerido 
consiste em tres modulos. 0 primeiro, de inicializacao, gera uma 
estrutura a partir das chaves das relacoes passive is de 
atualizacao 0 segundo modulo processa e condensa na estrutura 
as solicitacoes de atualizacoes que chegam ao no de 
processamento. 0 sistema de pre-processamento necessita das 
seguintes informacoes: 
a) Tipo de operacao (insercao, modificacao ou eliminacao) 
b) Nome da relacao a atualizar; 
c) Nome e o valor do atributo chave da tupla; 
d) Nomes e os valores dos demais atributos, se necessario 
(para insercao I ou modificacao de tuplas). 
0 sistema verifica se 0 pedido e valido (por exemplo, se a 
chave nao esta presente no indica dave se tratar de insercao de 
uma nova tupla). Se o pedido nao for valido, o SGBD e avisado 
palo sistema de pre-processamento e por sua vez informa ao 
usuario. Se o pedido for valido, a operacao e process ada 
condensada. Mais adiante a condensacao dessas operacoes sera 
explicada com maiores detalhes. 0 terceiro modulo "transforma" 
posteriormente a estrutura em transacoes de atualizacao com 
comandos para o SGBD . Este ultimo modulo e ativado nas seguintes 
situacoes: 
a) por solicitacao do usuario (por exemplo, se especificado 
ao final de uma sessao) [CAS 1988]; 
b) quando a area ocupada pel a estrutura ultrapassa OS 
limites definidos pelo administrador do banco de dados; 
c) quando ha consulta a uma tupla com atualizacao pendente 
[CEL 1984], [ROU 1986]; 
d) ao ser encerrada a execucao do sistema. Idealmente, 0 
sistema dave permanecer sempre ativo, embora essa 
. ~ 
seJa uma opcao 
que cabe ao administrador do banco de dados. 
As transa~oes geradas pelo terceiro passo sao opcionalmente 
armazenadas em urn arquivo executavel que pode ser process ado 
posteriormente pelo SGBD. Por exemplo, se as atualiza~oes 59 
referem apenas a rela~oes em urn n6 desconectado temporariamente 
da rede, o arquivo pode ser enviado para execu~ao no n6 quando 
for recuperada a comunica~ao. 0 n6 e entao acessado e efetuadas 
as atualiza~oes pendentes. Este tipo de procedimento e semelhante 
ao utilizado em "refresh" de instantineos replicados-
Como ja vimos anteriormente, as unicas restri~oes analisadas 
sao dependencias funcionais, sendo que as rela~oes devem estar em 
BCNF- Desta forma, tanto atualiza~oes como verifica~ao de 
integridade sao feitas a partir dos valores das chaves-
As opera~oes permitidas sao: 
(1) Inserir tupla, 
(2) Eliminar tupla, 
(3) Alterar campo nao chave da tupla , 
(4) Consultar tupla. 
A consulta pode ser respondida a partir das estruturas de 
dados (sem necessidade de acesso a rela~ao) nos seguintes casos: 
a) tupla foi eliminada, 
b) tupla inexistente e 
c) tupla foi inserida e a atualiza~ao ainda nao processada. 
Caso· haja consulta a tupla com atualiza~ao (ou condensa~ao de 
atualiza~oes) pendente, o sistema preve execu~ao da atualiza~ao, 
gerando o comando correspondente para o SGBD-
Para urn a dada 0 sistema de pre - processamento 
funciona da seguinte forma: 
a) M6dulo de inicializa~ao : cria a arvore indice (arvore B ) 
para as chaves da rela~ao, indicando que nenhuma tupla foi 
atualizada e aloca espa~o para o log ; 
b) Modulo de pre-processamento: armazena solicitacoes de 
atualizacao no log; se uma tupla ja tern indica<;ao de atualizacao 
( 0 que pode ser verificado atraves da arvore indica), pendente 
modi fica 0 log de modo a retratar o con junto (condensado) 
atualizacoes solicitadas. 
quando cabivel. 
Atualiza entradas do indica ( arvore 8 
c) Modulo gerador de transacoes: a partir do log de 
atualizacoes , gera transacoes de atualizacoes e m linguagem 
inteligivel palo SGBD. Libera as entradas correspondentes no log 
e modifica a arvore indica adequadamente. 
Est a arquitetura do sistema facilita sua adaptacao a varios 
SGBDs, uma vez que apenas 0 terceiro modulo tern grande 
dependencia do SGBD. 0 primeiro modulo utiliza comandos do SGBD 
para consultar esquemas e percorrer relacoes. 0 segundo apenas 
modulo utiliza comandos DML (linguagem de manipulacao de 
dados) . 
3.3 MANUTEN9AO DO LOG E DO 1NDICE DE CHAVES-
3-3-1 A ESTRUTURA DE DADOS DO LOG DE ATUALIZA9AO-
Como ja dissemos anteriormente, temos que saber quais tuplas 
devem ser atualizadas equal modificacao dave ser aplicada . Est a 
informacao e guardada, para cada tupla , no log de atualizacoes , 
formado por uma lista encadeada-
Cada registro do log tern o seguinte conteudo: 
*A chave da tupla, 
* A operacao a ser efetuada c6digos correspondentes as 
operacoes de elirninacao, insercao ou alteracao) 
* 0 conteudo da tupla ou campos da atualizacao (dependendo da 
operacao), sob forma de cadeia de atributos a serem atua l izados. 
Registros do log sao atualizados durante 0 processo de 
condensacao de atualizacoes: por exernplo, urna insercao seguida de 
urna rernocao insere e elirnina urn registro do log. 
A sugestao desta tese 
ligada 
e manter 0 log como urn a list a 
Est a circular duplamente corn cabeca de lista. 
representacao foi escolhida para facilitar a rnanutencao dinarnica 
do log. 0 acesso a urn registro e feito atraves do indica de 
chaves , descrito a seguir , que contern apontadores para cad a 
registro do log. 0 sistema dispoe tarnbern de urn "deposito" de 
registros livres denorninado de lista livre. Ocorrendo urn pedido 
de atualizacao, e retirado urn registro da lista livre , e a rnedida 
ern que 0 pre-processarnento e efetuado OS registros sao devolvidos 
novarnente para a lista livre. Quando as transacoes sao geradas, 
todos OS registros correspondentes do log devern ser devolvidos 
para a lista livre. 
A deteccao de quando o log estj cheio , sinal de que todas as 
transacoes devern ser geradas , e feita observando a lista livre, 
ou se]a, quando a lista livre nao contiver rnais nenhurn registro 
disponivel. Ern outras palavras , se urn novo pedido de atualizacao 
pode ser incorporado ao log, todas as transacoes devern ser 
geradas, processando inclusive a ultima atualizacao . A cabeca de 
lista e utilizada para detectar quando 0 log esta" vazio, ou seja , 
nao existern atualizacoes pendentes. 
As operacoes perrnitidas sobre o log de atualizacoes 
insercao (novos pedidos de atualizacoes a tuplas da relacao R) ' 
rernoc~o (resultants de urna elirninac~o posterior a urna inserc~o de 
urna rnesrna tupla ou firn de processarnento) e alteracao (resultants 
da condensacao de operacoes). 
Finalrnente, urn registro pode ser retirado do log quando ha 
consulta a tupla correspondents (no caso de rnodificacao). Neste 
caso, a transacao de atualizac~o e gerada. A opcao de retirar ou 
0 registro e deixada ao adrninistrador do banco de dados e 
corresponde a estrategia preguicosa de [ROU 1986). 
3-3-2 A ESTRUTURA DE DADOS DO iNDICE DE CHAVES-
Urn indica de chaves deve ser rnantido para cada relacao, para 
saber se urn a deterrninada tupla ja recebeu pedido anterior de 
atualizacao e para verificacao, ainda que prirnitiva, de 
integridade. 0 indica tarnbern pode ser utilizado para auxiliar a 
consulta ao banco de dados, . ' Ja que inforrna 0 status de 
atualizac~o de urna tupla. 
A figura a seguir nos rnostra o conteudo de urna entrada do 
indice. 
CHAVE C6DIGO APT_ LOG 
====================== ========== 
CHl I ----:---> 
================================ 
FIG 3.1: REGISTRO DO fNDICE DE CHAVES. 
Esse indica esta armazenado em uma arvore-B. Cada entrada de 
tupla do indice possui os seguintes campos: 
a chave CHi da tupla da relacio R; 
- 0 codigo de atualizacao ; 
o apontador para o registro de atualizacao no log. 
Para efeitos de consulta temos os seguintes codigos de 
atualizacao: 
I: Tupla est a no log e ainda nao foi inserida 
E: Tupla est a no log e ainda nao foi eliminada 
A: Tupla est a no log e ainda nao foi alterada 
NE: Tupla nao existe (tupla foi inserida e el iminada) 
": Tupla est a em R e nao existe pedido de atualizacao 
pendente. 
Note que no caso da operacao el imi nar , caso a tupla nao 
exista, e suficiente uma consulta ao indica de chaves para tomar 
conhecimento do fato: ao procurar a chave, esta nao e encontrada 
ou a tupla ja foi eliminada. 
0 mesmo vale para operacao insercao caso haja 
tentativa de inserir alguma tupla ja existents . 
consulta ou 
Assim para efeitos de atualizacao temos: 
ELIMINAR- Se a tupla existe, registrar a operacao no 
Caso contrario ha mensagem de erro , 
ALTERAR- Caso a tupla nao existir ocorre mensagem de 
senao registra-se no log a operacao. 
INSERIR- Se a tupla ja existe, havera mensagem de erro. 




Portanto nestes casos de erro, nao ha necessidade de acessar 
a relacao ou gravar no log . 
0 capitulo 5 apresenta uma discussao da validade de manter-
se todas as chaves no log para permitir esta verifica~ao 
preliminar de integridade. 
Tambem para consultas ao banco de dados as informa~oes do 
log e do indica podem ser utilizadas, como, por exemplo, leitura 
de uma tupla cuja inser~ao foi solicitada, esta presente no log 
de atualiza~oes mas ainda nao foi enviada para a rela~ao 
correspondente. 
3.3.3 PROCEDIHENTO DE MANIPULACAO DO LOG E DO fNDICE DE 
CHAVES. 
As tabelas a seguir resumem o efeito de condensar opera~oes 
no log e no indica, dada a atualiza~ao do cabe~alho (primeit"a 
operacao) seguida pela atualizacao da coluna (segunda opet"acao). 
:\la. OPERACJ\0: 
: \========== : INSERCJ\0 ELIMINACJ\0 : MODIFICACJ\0 
:za. OPERACJ\0\: 
==============:=============== :================:===============: 
INSERCJ\0 : INVALIDA INVALIDA 
: REMOCJ\0 : REMOVE DO LOG : 
INSERE NO LOG 
INVALIDA 
INVALIDA 
: REMOVE DO LOG 
:MODIFICA NO LOG: : MODIFICACJ\0 :MODIFICA NO LOG: 
================================================================ 
FIG 3.2: CONDENSACAO NO LOG. 
:\la. OPERACAO: 
: \========== : INSERCJ\0 
















FIG 3 . 3: CONDENSACAO NO fNDI CE . 
Como dito anteriormente, as opera~oes permitidas sobre o log 
de atualiza~oes sao : inserc;;ao, remoc;;ao e alterac;;ao. A apendice 
mostra os procedimentos para cada uma delas. Na realidade asses 
procedimentos, alem de efetuar as operac;;oes citadas, tratam 
tambem da interac;;ao do log de atualizac;;oes com o indica de 
chaves, 0 que, como veremos, e nada mais que 0 pre-processamento 
iterativo. 
Na implementac;;ao do prot6tipo, o conteudo dos atributos e 





sistema o nome e o valor de cada atributo (estes 
passados campo a campo, que iterativamente 
colocados em uma estrutura apropriada para inser~ao no l og). Sao 
pedido e de modifica~ao, 0 usuario fornece alem da chave, 0 nome 
e o novo valor do atributo a ser modificado. Se ja existir pedido 
anterior de atualiza~ao essa opera~ao e condensada no registro 
correspondents no log, caso co n trario urn novo registro 
adicionado ao log de atualiza~oes. Se o pedido for de elimina~ao, 
nao e necessario passar mais informac;;oes ao sistema alem daquelas 
ja fornecidas (chave e nome da relac;;ao). Uma atualizac;;ao do tipo 
inser~ao 
esquema. 
tern os atributos armazenados na ordem fornecida palo 
A descric;;ao destes procedimentos e feita no apendice, usando 
a metodologia de defini~ao de tipos abstratos de dados , com 
terminologia de LISKOV[LIS 1979) . Note que estes procedimentos 
descrevem o manuseio do log e nao atualiza~oes sobre as rela~oes. 
Se o usuario acessa dados replicados, o SGBD automaticamente 
transforma este acesso em acesso a uma dada c6pia em urn certo n6. 
Para o caso de atualizac;;ao, o SGBD gerencia sua propagac;;ao para 
todas as c6pias de forma a manter a consistencia. 
Nao serao levadas em conta considera~oes como criterios de 
alocavao de dados, copi as e fragmentos ou grau de autonomia de urn 
no. A este respeito, sugere-se ao leitor o estudo de [COP 1988] 
ou [ABB 1988]. 
3.3 .4 ESTRUTURA PARA TRATAMENTO DE MULTI-RELAC~ES. 
As estruturas discutidas anteriormente se referem a uma 
unica relacao. 0 tratamento multi -re lacao, contorme mencionado 
anteriormente , considera urn par (arvore, log) para cada relacao 
passive! de atualizacao. Sugere-se definir uma matriz onde cada 
entrada corresponds a uma relacao e contem tres elementos: 
* nome da relacao; 
* ponteiro para a raiz da arvore B correspondents a relacao; 
* nomes dos atributos da relacao (esquema obtido do SGBD). 
A fig ura a seguir mostra a estrutura correspondents: 









FlO 3.4: ESTRUTURA DOS PARES (ARVORE,LOO). 
Esta estrutura permite que conjuntos diferentes de relacoes 
possam ser processados em ativavoes diferentes do sistema. 
3.3 . .5 EXEMPLOS. 
Est a secao apresenta exemplos do fu n cionamento do algoritmo 
de pri-proceasamento, para uma ~nica relacao R-
Inicialmente temos o log de atualizacoes vazio e o indica de 
associ ado a relacao R. 0 campo c6digo de atualizac;ao chaves 
con tern " It " r o que significa que a tupla esta em R e nao existe 
pedido de atualizacao pendente. Quando urn pedido de insercao e 
efetuado pelo USUario OS seguintes paSSOS sao tornados: 
1) verificado 59 0 pedido a valido atravas do indica de 
Chaves {isto e, sea tupla nao existe na relacao); 
2) t inserido entao urn no na arvore contendo a chave da nova 
tupla a o r6tulo correspondents a operacao insercao (I); 
3) t requisitado urn registro para o log que contera o pedido 
de insercao. 0 campo apontador no indica de chaves contera 0 
endereco desse registro. Os atributos sao armazenados, em cadeia, 
na ordem do esquema. 
A figura 3.5 mostra como ficam o indica de chaves e o log de 
atualizacoes. 
0 segundo exemplo mostra urn pedido de eliminacao dessa mesma 
tupla. 0 registro do log que contim o pedido de insercao 
removido e OS campos de atualizacao e apontador no indica de 
chaves passam a tar os codigos "NE" (tupla nao existe) e "NULL" 
respectivarnente . A figura 3 . 6 mostra essa situacao. 
Se urn pedido de insercao i efetuado e ja exists urn pedido 
anterior de elimina cao, o c6digo no indica de chaves a atualizado 
como r6tulo "I" (insercio). 
0 terceiro exemplo de pre-processamento de atualizacao 
mostra quando ha pedidos de modificacao consecutivos de urn a 
tupla. Podemos tar as segui ntes situacoes . 
1 ) existe pedido anterior de atualizacao (ou seja, 0 
campo do c6digo no indica de chaves contem o r6tulo "n ") 
la) E requisitado urn registro livre que contera o pedido de 
atualizacao. Esse registro e inserido no log; 
lb) 0 campo c6digo do indica de chaves e atualizado com 0 
c6digo de atualizacao correspondents ("A"); 
lc) 0 campo apontador no indica tara 0 endereco desse 
registro (FIG 3.7) ; 
2) Exists pedido anterior de alteracao. 
2a) efetuado urn novo pedido de alteracao desse mesmo 
campo dessa mesma tupla. 
Ao consultar o indica de chaves e verificado que ja exists 
urn pedido anterior . Nessa caso basta atraves do campo apontador 
no indica acessar o registro no log e indicar a nova alteracao 
(FIG 3.8) 
2b) efetuado urn novo pedido de alteracao dessa mesma 
tupla, porem para urn campo diferente do anterior. Do mesmo modo, 
0 registro no log e acessado, e e acrescentado na cadeia de 
alteracoes o novo valor para o campo desejado (FIG 3 . 9). 
3) Ja exists pedido anteri or de insercao. 0 r6tulo de 
insercao ("I"), permanece no indica de chaves, o registro no log 
e acessado e a atualizacao e efetuada para 0 campo correspondents 
(FIG 3.10). 
0 quarto exemplo mostra quando ha pedido de eliminacao. 
Podemos tar as seguintes situacoes: 
3.1) Nao existe nenhum pedido anterior de atualizacao. Aqui e 
tornado o mesmo procedimento que no exemplo 1. 0 campo c6digo no 
indica de chaves i atualizado para ~E" (FIG 3.11)-
3.2) Existe pedido anterior de inser~ao. 
Nessa caso o registro no log i removido e o r6tulo no indica 
da chaves i atualizado para "NE" (tupla nao existe)( FIG 3.12). 
3.3) Existe pedido anterior de modificacao. 
0 c6digo no indica de chaves, e o campo correspondente no 
log sao atualizados para "E" (FIG 3 . 12). 
A figura 
nos exemplos. 
3.13 mostra as regras de forma resumida adotadas 
---- -----------------------------, 



















FIG 3 - 5 : I'EDIDO DE INSERCAO SEH PEDIDO AIHERIOR DE ATUALIZACAO. INICIAUIENJE HMOS 0 LOG DE 
AIUALI ZACOES VAZIO E 0 INDICE DE CHAVES ASSOCIADO A RELACAO 
R, E NAO EXISIE PEDIDO DE AJUALIZACAO PENDB~IE . 
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FIG 3 - 6 : PEDIDO DE ELIHINACAO DE UHA TUPLA COM PEDIDO ANTERIOR DE IHSERCAO. 
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F I G 3 - 7 : PEDI DO DE ALTERACAO DE UHA TUI'LA SEH ck I 
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F I G 3 • 8 : PEDIDO DE ALTEMCAO DE UMA DETERHINADA TUPLA, 
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ALTERACAO DE UHA TUPLA COM PEDIDO ANTERIOR DE ATUALIZACAO, 
POREH DE UH CAHPO DIFERENTE DO PEDIDO ANTERIOR. 
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FI G3 .12: PEI>IDO DE ELIHIHACAO COM PEI>IDO ANTERIOR DE ALTEMCAO. 
---
CHy E -l 
======== ======================================;====~ = ===== ~====== 
: \ l A. OPERA(:.!..o 
: \========== NENHUMA : INSERC.!..O : MOD IFICAC.!..O : ELIMI NAC .!..O: 
:2A . OPERAC.!..O\ 





MODI FICACAO: INSERC.!..O : MODIFICAC.!..O : 
ELIMINAC.!..O : REl109..!..0 : ELil1I NACJ\O 
==================== ======================== ===================== 
FIG. 3.13: REGRA PARA CONDENSAR OPERA~~ES DURANTE 0 PRt-
PROCESSAMENTO. 
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4. MANUTENCXO DE INSTANTANEOS E VIS~ES MATER I ALIZADAS. 
0 sistema proposto no capitulo anterior pode ser utilizado 
para manutencao de arquivos diferenciais para "refresh" de 
instantaneos. Neste caso, cada par (arvore, log) se refere a 
operacoes sobre urn determinado instantaneo e sobre urn a 
relacao. Basta adicionar uma camada de software para filtrar 
solicitacoes de atualizacao de relacoes: se uma relacao a ser 
atualizada e utilizada na geracao de urn instantineo e a tupla 
envolvida na operacao contribui para a formacao do instantaneo, a 
operacao passada ao sistema de pre-processamento 
descrito (FIG. 4.1) 
t possivel assim manter c6pias de instantaneos e 
instantaneos independentes aos quais serao aplicadas operacoes de 
"refresh", correspondentes as transacoes geradas pelo terceiro 
modulo do sistema. Este capitulo descreve a camada adicional de 
software que veri fica se urn a atualizacao afeta ou nao urn 
instantaneo. 0 sistema proposto neste capitulo sera chamado de 
"pre-processamento 
no capitulo 3. 
para refresh" para diferencia-lo do descrito 
Enquanto todos os casos analisados na literatura se limitam 
a "refresh" de instantaneos gerados a partir de selecao sobre uma 
{mica relacao, este capitulo mostra como utilizar as estruturas 
para uma classe mais abrangente de operacao de geracao de 
instantaneos. 
0 capitulo utiliza alguns dos resultados de Blakeley [BLA 
1987) em sua tese de doutorado e que sao mencionados a seguir. 0 
sistema tambem pode ser utilizado na manutencao de visoes 
materializadas, on de as operacoes de "refresh" nao pod em ser 
esporadicas. Neste ultimo caso , vale a opcao de atualizacao sob 
demanda: ao ser requisitada uma porcao de uma vi sao 
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geradoras compostas por sele~oes, proJe~oes e jun~ao natural. 
Vale observar que, dep e ndendo da fun~ao geradora, pode haver 
rna is de urn a tupla em uma rela~ao base que contribua par a urn a 
mesma tupla de um i nstant ~neo, dad o urn deterrninado estado do 
banco de dados. Po r exemplo , seja R = (ABC) com chave A e 0 
instantaneo gerado por pro je~ao sobre BC Para urn esta do r= 
{(al,bl,cl) (a2,bl , cl) ( a3,b2,c2)} exis ts o estado do instantaneo 
i = {(bl cl) ,(b2 c2) } Ou seja ha duas tuplas de r que contribuem 
para uma tupla de 1. Esta observa~ao e irnportante ja que rnostra 
urn a das dificuldades de "refresh" de instantaneo gerado por 
proje~ao como a c have de R nao e rnantida pela funyaO geradora, 
uma atual iza~io de r nao e necessariamente refletida em i . No 
exemplo , a elirnina~ ao de (al bl cl) nao afet a 0 instantaneo 
(embo ra esta tupla contribua para a sua forma~ao). Alem disto, a 
modifica~ao de (al bl cl) para (al b2 cl) refletida como 
inser~io de (b2 cl) no instant~neo. 
Para que as est ruturas do capitulo 3 possam se r utilizadas , 
e preciso que sejam feitas as seguintes hip6teses basicas sobre a 
forma~ao de instantaneos: 
a) nenhum i nstantaneo tern restri~oes que nao sejam 
dependencias funcionais. Ademais, nenhum instantaneo tern 
restr i~ oe s adicionais ~s "herdadas" das rela~oes que o geram, 
exceto nos casos c2) e c3). 
b) a integridade de urn instantaneo depende exclusivarnente da 
integridade de s uas rela~oes base. Desta forma, qualquer opera~ao 
aceita para uma relacao base pode ser propagada para 0 
instantaneo sam necessidade de verifica~ao adicional de 
integridade que nao seja a irnposta por sua funcao g e radora. 
c ) todo o instantaneo tern urn identificador de suas tuplas , 
para isso considerado sua (unica) chave: 
cl) se 0 instantaneo tern urna unica rela~ao base, e sua 
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funcao geradora inclui uma das chaves desta relacao: esta chave e 
tambjm o identificador do instantineo. 
c2) se 0 instantineo tern uma unica relacao base e nenhuma 
chave e incluida (funcao de projecao): cabe ao administrador do 
banco 
chave 
de dados definir o conjunto de atributos que servirao de 
ao instantineo. No pior caso, cada tupla 0 proprio 
identificador. 
c3) o instantineo tern mais de uma relacao base (gerado por 
juncoes de relacoes). S6 serao considerados instantineos com mais 
de uma relacao base se nao houver projecao sobre o resultado e a 
jundio for sem perdas. Neste caso, ·a chave do instantineo e a 
chave da relacao resultante. 
Note que C3 se refere a uma juncao sem perdas onde a relacao 
resultante pode nao estar nem mesmo em 3NF, o que contraria uma 
das hip6teses do sistema de pre-processamento . No entanto, como 
se supoe (hip6tese b) que as relacoes base sao consistentes, nao 
e preciso processam~nto adicional para verificar a 




EXEMPLO: Sejam Rl = (ABC), chave A e R2 = (CD), chave c 
relacoes base do instantaneo I = R1 R2- Entao a chave de I e A e 
ele tern a dependencia (transitiva) A -> C -> D. A principio, 
insercoes ou modificacoes no instantineo deveriam verificar as 
dependencias transitivas. Como, no entanto, essas operacoes sao 
fruto de atualizacoes nas relacoes base, isto nao e necessario-
As hip6teses feitas semelhantes as utilizadas no 
tratamento dado a manutencao de visoes quando se atualiza suas 
relacoes base [KEL 1986]. 
A tese de [BLA 1987] define formalmente quando atualizacoes 
sobre relacoes base afetam visoes materializadas sobre est as 
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relac;;oes. Alguns dos resultados de [BLA 1987) que serao usados 
nest a tese sao descritos a seguir. Alguns de seus teoremas 
simplificados, tendo em vista que o universo de func;;oes geradoras 
cons ide radas aqui e mais reduzido que o de Blakeley. 
0 autor busca manter as visoes materializadas consistentes de 
forma a evitar que sejam regeradas a cada atualizacao das suas 
relac;;oes base . Desta forma , visoes materializadas funcionam como 
urn a especie de instantaneo, sempre mantido consistente (nao ha 
"refresh" peri6dico) . Blakeley determina as seguintes situacoes: 
a) condicoes necessarias e suficientes para a caracterizacao 
de atuali zacoes irrelevantes. 
Uma atualizacao de uma relacao base e irrelevante quando nio 
afa±a a visao materializada ou, no nosso caso , o instantaneo) 
Estas condicoes independem do estado do banco de dados. 
b) caracterizacao de atualizacoes compu±adas au±onomamente . 
Est as sao atualizacoes a relac;;oes base cujo reflexo na 
materializada pode ser determinado usando apenas a operacao de 
atualizacao, a definicao da visao e o conteudo da visao (sem se 
preocupar como estado da relac;;ao base). 0 autor diferencia entre 
atualizac;;oes computadas autonomamente de forma incondicional 
(quando 0 estado do banco de dados -nao interessa nunca) ou 
condicional (quando o estado do banco de dados pode interessar). 
No ultimo caso, define em que situacoes se pode ignorar o estado 
do banco de dados. Define condic;;oes necessarias e suficientes 
para uma atualizacao ser do tipo incondicional e para insercoes e 
eliminacoes serem do tipo condicional. 
c) tratamento de atualizacao diferencial de visoes 
materializ adas utilizando pre-processamento de conjuntos de 
operacoes (de forma semelhante a otimizac;;ao de consultas 
multiplas descrita no capitulo 1). 
Quando considerado que definicoes de instantaneos nao 
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envolvem juncoes, as modificacoes de urn instantaneo sao urn 
subconjunto de modificacoes feitas na tabela base correspondents 
e podem ser tratadas tupla a tupla. 
Est a tese utilizara alguhs dos resultados das partes (a) e 
(b) . Assim como [BLA 1987], sera suposto que as unicas funcoes 
geradoras de instantaneos aceitaveis sao expressoes do tipo PSJ, 
ou seJa, formadas por combinact5es de projec5es, selecoas e 
juncoes. Como comentado por Blakeley , urn resultado da teoria 
relacional que expressoes PSJ podem ser tranformadas em 
expressoes da forma produto cartesiano seguido de uma selecao 
seguido de uma projecao. A condicao de selecao cor responde ao 
conjunto de selecoes e condicoes de juncao da expressao PSJ. 
As expressoes PSJ consideradas nesta tese para geracao de 
instantaneos sao: 
a) para uma unica relacao base: uma selecao seguida 
opc ionalmente por uma projecao 
b) para mais de uma relacao base: produto cartesiano das 
relacoes base seguido de urn a selecao , ou, equivalentemente, 
juncao natural das relacoes base seguido opcionalmente por urn a 
selecao . 
hip6teses feitas para est a tese que permitam Outras 
simplificar 
sao: 
e adotar apenas alguns dos resultados de [BLA 1987) 
supoe-se que os pedidos de atualizac~o sejam analisados 
sobre uma tupla de uma relacao de cada vez (ou seja, ignoram-se 
transacoes e atualizacao multi-relacoes) 
* as relacoes base estao sempre disponiveis para que o SGBD 
possa verificar a validade de urn a atualizacao. 





* a func;ao geradora nao admite junc;ao de uma relac;ao consigo 
mesma. 
* a inicializac;ao do sistema de pre-processamento para 
"refresh" pressupoe que todos os instantaneos 





forma, ind iferente se o par (arvore,log) gerado para urn 
instantaneo I e criado a partir de alguma copia de I ou a partir 
da materializac;ao de I no no de processamento dadas sua relac;oes 
base. Para aproveitar o sistema do capitulo 3, e 6bvio que a 
gerac;ao destes pares sera feito a partir dos instantaneos. 
* sera gerado apenas urn par (arvore, log) para cada funcao 
geradora de instantaneo. Todas as copias do instantaneo 
correspondents deverao ser atualizadas a partir do mesmo par. 
* consultas a instantaneos causarao "refresh". 
"refresh" sera aplicado mediante solicitac;ao ou quando 0 log 
instantaneo estiver cheio. 




processadas da seguinte forma: o resultado da consulta e avaliado 
e verifica-se se ha atualizac;ao pendente. Se houver, as tuplas ja 
atualizads sao mostradas ao usuario e a seguir efetuada a 
atualizac;ao na visao. 
4.2 PRE-PROCESSAMENTO PARA "REFRESH" . 
Seja 
eliminada 
R urn esquema, t uma tupla atualizada (inserida, 
ou modificada) em r. Sejam Il ... Ij os instantaneos a 
serem mant idos com func;oes Gl. . Gj. A notac;ao at(Ik) denota urn 
conjunto (possivelmente vazio) de atualizac;oes no instantaneo Ik 





de pre- processamento para "'refresh" e 0 
Passol: Determinar o conjunto de instantineos T = IIA ... Ikl 
para OS quais R e rela~ao base. 
Passo2: Para cada Ij em T, determinar at(Ij) 
Passo3: Aplicar as opera~oes de at(Ij) ao par (arvore, log) 
do instantaneo Ij, utilizando o sistema do capitulo 3 . 
Valem as seguinte observa~oes: 
* algumas das opera~oes at(Ij) podem ser superfluas (por 
exemplo , inser~ao de tupla ja existents no instantineo). A secao 
a seguir tent a definir 0 passo 2 de forma a evitar tais 
operacoes. 
* caso Gj contenha uma proje~ao que nao mantenha a chave da 
rela~ao base, e preciso alterar a estrutura da arvore de Ij. Est e 
caso e analisado a parte. A alteracao consists na coloca~ao no 
indica de urn contador indicando quantas tuplas da relacao base 
dao origem a tupla correspondents no instantineo . 
* caso at(Ij) contenha mais de uma atualizacao sua ordem de 
execu~ao no passo 3 nao importa para 0 resultado final. Como se 
vera a seguir, at(Ij) corresponds a urn conjunto de atualiza~oes 
somente quando Gj contem uma jun~ao. Neste caso, como a operacao 
juncao e monotonica , projecoes nao sao aceitas e 0 instantaneo 
nao tern restricoes adicionais, vale 0 seguinte: 
uma insercao em r corresponds a zero ou mais insercoes em 
Ij 
- uma eliminacao em r cor responde a zero ou mais 
eliminacoes em Ij 
- uma modificacao em r lembrando que so se admits 
modificacao de elementos nao chave) corresponds a zero ou mais 
modifica~oes em tuplas distintas de Ij. 
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A proxima se~ao descreve a determina~ao de at(Ij). 
4.3 DETERMINACAO DAS ATUALIZAC~ES DIFERENCIAIS at(Ij} 
Caso a) Gj e a identidade (ou seja, Ij = R). 
Entao o conjunto de atualizacoes no instantaneo Ij, at(I j), 
causadas pela atualiza~ao de t, sera · igual ao conjunto de todas 
as atualiza~oes de t da relacao base. 
Caso b} Gj e urna a operacao PS (urna projecao e urna selecao} 
bl} Gj =(cR , onde c e uma condicao. 
Entao o conj unto de atualiza~oes sera igual ao conjunto 
de atualizacoes para t tal que t satisfaz a condi~ao c. 
b2) Gj = r[x] e k£x para k chave de R. 
Entao o conjunto de atualiza~oes no instantaneo Ij, 
at(Ij) sera igual ao conjunto das atualizacoes para t que afetam 
os atributos X . 
b3) Gj = ~r[x] onde c ex sao definidos em bl) e b2). 
0 conjunto de atualiza~oes no instantaneo I j , at(Ij), 
sera igual ao conjunto de atualiza~oes para t tal que os 
atributos 
X de t satisfa~arn a condi~ao C . 
b4) Gj = r[x) e nao existe chave K de R tal que K X-
0 instantaneo tern urn ident if i cador IDS X, sendo uti 1 i zado 
na arvore como contador de tuplas. 
Seja n o numero de tuplas t' que contribuern para gera~ao 
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de tj pert e ncente a Ij e X i atributo de t' 
As operacoes sobre a tupla tj do instantaneo com 
ide ntificador ID sao 
EL_ CO ND ( tj): 
Se n > 1 entao n <- n - l 
els e San = 1 entao at(Ij) = EL(tj), 
INS-COND (tj) 
n <- 0, 
else arro. 
Se n > 0 e ntao n <- n + 1 senao n <- 1, at(Ij) = INS(tj ) 
MOD(tj) 
at(Ij) = MOD(tj) 
= modificacao de valor nao partencente a ID: 
Seja o pedido AT(t): 
Processa-lo da seguinte forma: 
INS(t) = p rocessar INS_COND(tj) 
EL(t) = processar EL_COND (tj) 
MOD (t) = sa valor modificado nao per te nce a ID, 
procassar como MOD(tj), se o valor modificado pertencer a ID, 
procesar como (EL_C OND (tj) , INS_COND (tj}) 
b5) Gj = ~cr[x) onda C eX sao definidos em b1) e b4). 
Entao o con junto de atualizacoes no instantaneo Ij, 
at(Ij), ser~ igual ao conjunto gerado por b4) menos as tuplas que 
nao satisfazem a condicao c. 
Caso c ) 
naturais} . 
Gj i gua 1 a operacao SJ (uma selecao e juncoes 
Entao o conjunt o de atualizacoes no instantaneo Ij, at(Ij}, 
sera igual ao conjunto gerado por bl} considera ndo o conjunto de tup 
gerado pela funca o juncao. 
Formalmente temos : seja uma atualizacao AT(t), onde t r afeta 
Ij. Sa o instantaneo e c6pia da relacao , at (lj)= AT(t). 
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a) casos onde funyao ger.adora G e do tipo PS (projec;ao e 
seleca o sobre r) 
al) G =("cR (c e urn predicado sobre os atributos de R) 
Se t€~cr, 
[BLA 1987]. 
en tao a_t( I j ) = AT ( t ) ; senao, AT(t) e irrelevante 
a2) G = r[x] e (aK/K -> RI'\.K£X) (alguma chave de R e 
mantida) 
Se AT(t) e alterayao de atributos Y e Yr-..X-=.1::>• entao AT(t) e 
irrelevante; senao, at(Ij) = AT(t[x)). 
a3) G = r[x] e h=:\K /){ -> R"KSX) (nenhuma chave de R e 
mant ida). 
Neste caso o instantaneo tern urn identifi cador ID,5=-X e e 
utilizada a arvore com contador de tuplas nos nos (FIGS. 4.2 e 
4.3 e 4.4). 
Se AT(t) = elirninar/inserir(t) entao at (Ij) = EL-COND/INS-
COND( t[x)), onde EL-COND e INS-COND sao procedirnentos de remoc;ao 
Olt insercao na arvore condicionados ao valor do contador 
associado a (t[x)): a tupla dave ser removida se o valor do 
contador for 1 e inserida se nao existir. Caso contrario, basta 
atualizar o contador. 
Se AT(t) e alteracao de atributos Y e Y(\X = ~. entao AT(t) e 
irrelevante, senao at(Ij) = 
sendo 0 a tupla modificada. 
a4) G =(cr[x] 
{ EL-COND ( t [ x] ) , 
Se tc;:: c;-cr, aplicar regras a2 ou a3; 
irrelevante. 
INS-COND ( t' [ x] ) } 
senao, AT(t) 
b) Casos onde a funcao geradora e SJ (juncao seguida de 
seleyao) 
bl) G = Rl~···""~Rz,. ... ""'Rn e (3i/R =Ri) 
Neste caso, at(t) nao e computavel autonomamente [BLA 1987] 
rn), 
sendo at(Ij) = AT(t). 
b2) G = E;""c(Rl~ ... ~R2~ .. -~Rn) e (::\i/ R = Ri) 
Se a condicao envolver atributos de Ri, gerar~ =(rli)Q ... t""" .. ...rn) 
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S.TESTES E ESTRUTURAS ALTERNATIVAS. 
5 . 1 PROT6TIPO I MPLEMENTADO. 
0 sistema foi implementado em PASCAL 3-4com o SGBD ROB em urn 
VAX 11/785, havendo sido feitas as seguintes simp1ificacoes: 
1) Apenas uma relacao e atualizada; 
2) A interface para a chegada de solicitacoes de atualizacao 
e diretamente feita entre 0 usuario e 0 sistema de pre-
processamento sem a interferincia do SGBD. 0 SGBD so e acionado 
no momento de processar as transacoes (M6DULO 3) e manter as 
estrutur as (M6DULO 1). 
0 sistema recebe os pedidos de atualizacao atraves de uma 
e ntrada que possui o seguinte formato: 
Em primeiro 
operacao desejada: 
lugar 0 usuario informa ao sistema 0 
- Insercio (~STORE"); 
- Modificacio (~MODIFY~) 
- Eliminacao ("ERASE"). 
tipo de 
Em seguida o sistema pede o nome da relacio, o nome e o 
valor do atributo chave (aqui o sistema verifica se o pedido e 
valido). 0 sistema ainda dave saber: 
1) Se o pedido for de insercao de uma nova tupla: 
a) n6mero de campos que a tupla possui ; 
b) nome dos atributos seguido dos seus valores; 
2) Se o pedido for de modificacao: 
a) Nome do atributo seguido do seu valor. 
No caso de insercao de tupla, usou-se a mesma rotina da 
modificacao, ou seja, o log contem urn registro que aponta para 
Rl 
uma lista formada p o r pares (nome do atributo, valor do 
atributo}. No cas o geral, isto causa grande desperdicio de espa~o 
ja que a inser~ao pal o especificado no capitulo 3 obedece ao 
esquema fixo da rela~ao. 
0 sistema foi testado utilizando uma rela~ao real do CPqO. 
Os testes envolveram misturas de varies tipos de atualizadio 
(arquivo contendo cern pedidos de atualiza~ao}, sendo geradas 32 
transa~oes de atualizacao . As misturas v1saram testar a 
condensa~ao. Alem disto, foram feitos testes com urn unico tipo de 
atualiza~ao (s6 modifica~oes ou s6 inser~oes) para testar a carga 
de cria~io e manuten~io de log. Os resultados de desempenho nio 
foram c onclusivos, ]a que seria necessa rio comparar este sistema 
com processamento nao condensado de atualiza~io, bern como 
utiliza-lo em ambiente distribuido. Em outras palavras, urn estudo 
comparativo bern feito exigi ria utiliza~io de ferramentas 
especificas (por exemplo monitores) 
5.2 COMPARACAO ENTRE AS ESTRUTURAS DE DADOS UTILIZADAS E 
ALGUMAS ALTERNATIVAS . 
5.2 .1 iNDICE DE CHAVES 
Est a tese optou pela implementa~ao do indica de chaves 
segundo uma arvore-B. Uma outra al ternati va seria a de manter o 
indica em uma tabela de »hash", o que garantiria urn acesso ma1s 
' as chaves da rela~ao. Entretanto, a escolha de funcoes de 
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"hash" utilizadas poderia trazer problemas, sob o ponte de vista 
de que a funcao a ser escolhida deveria variar a cad a relacao 
para minimizar 0 problema de coli soes, considerando-se urn 
programa geral para processar qualquer conjunto de relacoes. 
Alem disso , deveria ser permitido o "rehash" nos cases da 
relacao associ ada ao indica de chaves ter seu tamanho muito 
aumentado ou diminuido. Idealmente, no case de haver var1as 
relacoes deveria existir diferentes tipos de funcoes (uma para 
cada relacao) de modo a auferir as vantagens da utilizacao desse 
metodo. 
Assim, para evitar esse tipo de problema, optou-se pel a 
utilizacao de arvores-B para manutencao do indica de chaves. 
Decidiu-se manter uma arvore completa por relacao, is to e, 
con tendo todas as chaves da relacao para permitir a deteccao 
op<;ao de precoce de algumas violacoes de integridade. Est a 
implementadio permi te que se recuse algumas atualizacoes 
invalidas mesmo que venha a ocorrer uma queda na rede (per 
exemplo, insercao de tuplas ja existentes). Uma alternativa mais 
eficiente em termos de espaco ser1a manter na arvore apenas 
chaves 
cujas 
referentes a atualizacoes solicitadas e nao processadas, 
chaves seriam inseridas na arvore a medida em que foss em 
chegando OS pedidos. Esta segunda alternativa dificultaria 0 
reconhecimento de atualizacoes invalidas (como por exemplo 
modificacao de tuplas nao exist entes). A arvore completa e urn a 
racional quando se trata de processar instantaneos 
(capitulo 4) ' que nao sejam copias de relacao. Neste case, 0 
conjunto de chaves e urn subconjunto das chaves da(s) relacao(s) 
base. Case haja poucas atualizacoes entre do is "refresh", a 
estrutura completa e ainda pouco econ6mica em termos de espa<;o. 
Por outre lade, economiz a entradas no "log", que case contrario 
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precisa ter informac;:oes sobre es tado a nterior de cad a tupla 
acessada [KAH 1987] 
Uma outra alternativa para o i n dica s e ria ter uma ar v ore 
on de apenas as folhas seriam paginas de apontadores para o log 
(arvore-B+). A vantagem dessa organizac;:ao e que ela oferece maior 
eficiencia no aproveitame n to de espac;:o e na execuc;:ao 
atualizac;:oes na arvore, permitindo pesquisa sequencia! ordenada 
de chaves. Em contrapartida existe o problema do manuse i o de 
para acessar a pagina, a arvore dave ser percor r ida, 
sendo a busca da chave na pagina feita sequencialmente. Uma 
consulta se da a partir da raiz atraves do i ndica at e as fo lhas. 
Uma vez que todas as chaves residem nas folhas , nao se dave l evar 
em conta os valores encontrados ao longo do caminho ate a folha 
Corrente para responder a consulta. 
nao ter 0 mesmo tamanho. 
Alem disto , as paginas podem 
A opc;:ao adotada por est a tese foi a de ma n ter a estrut u ra da 
arvore B, com nos contendo as chaves da relac;:ao, OS COdigoS de 





seja menos eficiente em termos de espac;:o , 
aos requisitos de manutenc;:ao e acesso ao log 
on de OS reg i stros nao estao ordenados e nem 
5.2.2 LOG DE ATUAL I ZAC~ES 




Urn a das alternativas quanto a manutencao dos registros do 
log seria a de utilizar alocac;:ao seq u e nc ia! (log tabular de 
R4 
tamanho fi:x:o). No entanto, isso seria ineficiente, pois cada vez 
que ocorresse uma inser~ao ou elimina~ao os registros teriam que 
ser rearra njados. Uma outra solu~ao seria mante-lo em uma lista 
circular, que resolveria o problema de reorganiza~ao, mas no caso 
de haver uma elimina~ao de urn registro aleat6rio seria n8cessjrio 
0 conhecimento de pelo menos dois apontadores, 0 do proprio 
registro a ser eliminado e o do elemento anterior para 
fazer a concatena~ao com elemento seguinte ao eliminado. 
poder 
Embora 
haja solu~oes mais economicas em termos de ponteiros (por 
e:x:emplo, cadeia coral, urn tipo de cadeia mista em que alguns 
registros sao duplamente encadeados) r adotoJ-se uma estrutura sob 
a forma de uma lista circular duplamente ligada, para solucionar 
o problema anterior. Alem de possibilitar a navega~ao pelo log em 
ambos os sentidos, facilita a atualiza~ao de seus elementos e os 
algoritmos para a sua manuten~ao sao bern mais simples. 
0 
chaves 
log de atualiza~oes, alem dos registros que 





atualiza~oes propriamente ditas . Em particular, para as opera~oes 
de altera~ao e inserc;;;ao, foi adotada uma lista ligada, is to e, 
para as opera~oes de inserc;;;ao e alterac;;;ao do registro do log 
possui urn apontador que fornece o endere~o da lista que contem a 
cadeia de atributos, (nome e valor do atributo) . 0 tamanho ma:x:imo 
da lista, para uma relac;;;ao, e 0 numero de atributos da relac;;;ao. 
Essa solu~ao foi adotada para acomodar o caso de e:x:istir mais de 
urn a rela~ao, com tuplas de tamanhos diferentes. 0 prot6tipo 
implementado utiliza um tipo definido palo PASCAL var:ring of 
char, que permite cadeias de elementos de tamanho variavel, 
embora a priori seja alocado espa~o para 0 tamanho ma:x:imo que a 
variavel pode assumir. 
Essa estrategia foi adotada visando linguagens de 
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manipuladio de dados (como o RDB) que axigam qua para as 
operacoes de insarcao e modificacao haja aspacificacao do noma de 
cad a campo. No caso de se utilizar uma linguagam que ace ita 
insercao sam dafinicao de campos isto e , INS IRA "string") e 
possivel supor urn tamanho maximo de registro, sando este pass ado 
para 0 1 og. Para oparacoes de alteracao se 0 padido de 
envolver apenas urn campo da tupla, essa lista sera 
de urn unico elarnanto; sa envolver dois campos sera 
atualizacao 
constituida 
constituida de dois elementos a ass1m por dianta. Essa solucao 
aconorn1za espaco: se as atualizacoas fossern rnantidas em registros 
fixos, axistiriarn campos vazios que nern todas as 
atualizacoas anvolvarn todos OS atributos de tuplas Por 
exernplo, 
atributos 
se urna daterrninada relacao possui urna tupla de cinco 
(ordem maxima), e ocorre urn pedido de atualizacao que 
envolve apenas alteracao de urn atributo, a opcao adotada na tese 
sera de urna lista formada por apanas urn alemento enquanto que 0 
registro fixo possuit·ia quatr:o camp os dasperdicados. 
5.2.3 LOG ONICO. 
A tess propoe urna arvora a urn log por relacao. Urn a 
seria urna arvore por ralacao a urn log unico de atualizacao onde 
cad a elernento seria acr:ascido do nome da relacao a ser 
atualizada. Est a ultima opcao pode apresentar vantagens no 
processarnento do modulo 3, ja que bastaria gerar transacoes a 
partir de uma unica lista. No entanto, e possivel que nero todas 
as relacoes devam ser atualizadas ao mesmo tempo, o qua exigiria 
processamento seletivo do log . Adernais, est a opcao traria 
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problemas no processamento das arvores indica (vide 5.2.1). 
Cabe ainda mencionar que a opcao do log unico aumentaria 0 
espaco gasto palo log. 
[KAH 1987]. 
A opcao de urn log por tabela e a mesma de 
5.3 PROCESSAMENTOS ALTERNATIVOS. 
5.3.1 LIBERACAO DO LOG. 
Sao permitidos dois tipos de liberacao total do log: 
a)Fim de processamento: a ~rvore ~ process~da, o log 
liberado sequencialmente e em seguida a jrvore tambim i liberada. 
b) log de atualizacoes cheio: Neste caso, foram estudadas 
alternativas par-a liberacao do log, sendo desejavel manter a 
arvore. Estas alternativas sao indicadas a seguir 
bl) Modificar o registro do log para que contenha urn 
campo que aponta de volta para o no correspondents na ~rvore-8. 
Neste caso, para liberar o log basta percorrer os seus registros 
9 atualizar OS respectivos nos da arvore-8 com 0 c6digo adequado 
ou seja , indicando que nao existem pedidos de atualizacoes 
anter-iores). 
b2) A cada registro do log a ser liberado, procura-se o 
correspondente na ~rvore e atualiza-se o c6digo de operacao. 
Atrav~s do campo chave do registro do log, procura-se o campo com 
a chave correspondents na arvore-8 e o campo c6digo i atualizado 
indicando que nao existem atualizacoes pendentes. Esta opcao e 
R7 
rnuito dernorada, pois exige que a arvore Se)a percorrida var1as 
vezes. 
b3) Liberar log atraves do processarnento da arvore, ou 
seja, como a arvore possui apontadores para 0 log, a medida que 
ela processada os registros do log podem ser liberados e OS 
respectivos campos c6digos atualizados. 
A opdio b3 e melhor no sentido de que a quantidade de 
ponteiros reduzida, mas possui a desvantagern de 






a arvore for do tipo reduzido (discutido em 5.2.1, 
informacoes sobre tuplas a serem atualizadas), 
eliminar o log sequencialmente sam haver a necessidade 
de se preocupar com a arvore. 
5.3.2 ESTRUTURA MULTI-RELACAO. 
A estrutura proposta para permitir processamento de multi-




a o 1 og . 
o que sempre pode ser obtido diretarnente do SGBD. No 
este desperdicio (·pequeno) de espaco e cornpensado pel a 
ern evitar uma consulta via DML ao esquema a cada acesso 
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6. CONCLUS6ES E EXTENs~ES. 
Est a tese discutiu o problema de condensac~o e diferimento 
de atua lizacoes em bancos de dados relacionais, principalmente no 
que diz respeito a bancos de dados distribuidos, com a 
possibilidade de varias c6pias de uma mesma relacao distribuidas 
ao longo da rede. A tese apresentou urn sistema para efetuar a 
condensacao de a tuali zacoes. 0 sistema recebe solicitacoes de 
atualizacoes, efetua seu pre-processamento e gera, peri6dicamente 
transacoes sob a forma executavel pelo SGBD. 0 sistema foi 
desen volvido de forma modular, de modo a torna-lo independents na 
medida do possivel de urn SGBD especifico. 
Vale salientar que esta independencia nem semp re e benefica. 
No caso das estruturas de dados, por exemplo , redundou na criacao 
de i ndices adicionais quando os proprios indices do sistema 
poderiam ter sido utilizados com consequents economia de espaco. 
Optou-se , ass 1m, pel a independencia em troca de maior tempo de 
processamento i ni cial (no prepar e dos indices) e de aumento de 
espaco necesario para 0 sistema funcionar. 
Dentre as vantagens de urn sistema deste tipo pod em ser 
cita<.las a economia de processamento na condensacao (supondo que 
nao haja consultas entre duas atualizacoes de uma mesma tupla), 
bern como o suporte ~ manutencao de c6pias de uma mesma relacao. 
No pr 1me1ro caso, pode-se imaginar que uma atualizacao s6 seja 
aplicada no memento em que uma tupla e consultada. A consulta e 
precedida por acesso ~s estruturas de arvore e log; caso haja 
atualizacao (modificacao) pendente, a transacao correspondents e 







No segundo caso, se urn dos nos onde reside uma c6p i a nao 




aqui proposto, para executa-las 
enquanto aplica as transa~oes as 
quando 
demais 
ja que todas as c6pias sao atualizadas a 
partir do mesmo conjunto de transa~oes, garante - se a consistencia 
do sistema. 
A tese mostrou, no capitulo 4, como o sistema pod a ser 
utilizado para "refresh" de instantineos a manuten~~o de visoes 
materializadas. Enquanto os trabalhos pesquisados na literatura 
sa limitam a discutir estruturas de "re~resh" de instantaneos 
gerados por sele~ao, a tese generaliza a discussao para casos em 
que OS instantaneos sao gerados por sele~ao e proje~ao, abordando 
tambem tratamento de alguns tipos de instantaneos gerados por 
expressoes PSJ. 
Finalmente , o capitulo 5 discute o prot6tipo implementado e 
justifica algumas das decisoes de implementa~ao, alem de prover 
estruturas alternativas. 
0 sistema proposto para condensa~ao e diferimento 
recomendavel para todos os casos, ja que ha situa~oes em que pode 
impactar o desempenho. Este sistema e recomendavel principalmente 
nas seguintes situac;:oes: ambientes com muitas transa~oes de 
atualizac;:ao sobre urn conjunto pequeno de dados (caso em que a 
manutenc;:~o das estruturas nao ocuparia espa~o e haveria economia 
de atualizac;:oes intermediarias) ; ambientes com transa~oes de 
atualiza~oes extensas (a manutenc;:ao do log evitaria que muitos 
arquivos de dados fossem trancados durante a transac;:ao, adiando 
est a atividade ate o fim da transac;:ao); ambientes com poucas 
atualiza~oes as atualizac;:oes podem ser adiadas ate ser feita 
consulta aos dados modificados); ambientes distribuidos onde haja 
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quedas em nos em arquivos replicados (caso em que 0 sistema 
funcionaria como backup) . As estruturas pod em tambem ser 
utilizadas para a manuten~ao de visoes materializadas [BLA 1987]. 
Em alguns outros casos, e preciso urn estudo de desempenho 
para verificar o impacto do sistema. Urn exemplo e urn ambiente em 
que grande numero de atualiza~oes, porem distribuidas 
uniformemente sobre todos os dados. Nesta ultima situa~ao, 
possivel que os custos de manuten~ao as estruturas nao compensem 
as vantagens de diferimento, se nao conseguir condensa~ao. 
Finalmente, vale salientar que as estruturas propostas podem 
ser consideradas arquivos diferenciais para facilitar a consulta. 
Assim, ao se consultar dados , o resultado da consulta pode ser 
calculado, modificado a partir das informa~oes das estruturas, e 
so en tao apresentado ao usuario. Desta forma, haveria 
necessidade de aplicar a atualiza~ao nos arquivos quando efetuada 
urn a consulta: as atualiza~oes podem ser adiadas em fun~ao da 
decisao do administrador de banco de dados. Neste contexto, as 
estruturas funcionariam como em [TUC 1988], como uma especie de 
arquivo diferencial a ser aplicado ao resultado de consultas . 
Urn a extensao ao sistema implementado na tese seria a 
implementa~ao da camada adicional proposta no capitulo 4, que 
permitiria o processamento de instantaneos. Outra extensao seria 
a implementa~ao de algumas estruturas alternativas discutidas no 




Esta tese a~resenta urn prot6tipo, que parte do principio de 
OS tipos de dados definidos nas rela~oes do banco de dados 
varying of char. Outra aplica~ao poderia e x igir chaves de 
tipo. Uma alternativa seria pre-processar rela~oes para 
tranformar suas chaves para char e depois quando da atualiza~ao 
fazer exatamente o inverso -
Ql 
Urn outro topico que merece maior atenvao e o processamento 
de atualizavao sob demanda: atualizav5es seriam condensadas e 
diferidas ate o momento de consulta a(s) tupla(s) envolvida(s), 
quando entao sariam aplicadas. As estrutur as propostas talvez nio 
sejam as mais adequadas para este tipo de tratamento. Alem disto, 
hj que considerar o possivel noverl1ead" de consulta is estruturas 
para verificar atualizav5es pendentes a cada consulta ao banco de 
dados. No prototipo implementado , este passo limitou-se a geravao 
da transavao correspondents, com liberavao da entrada no log. No 
entanto , no caso de multiplas copias de uma mesma relavao, talvez 
seja conveniente realizar a atualizavao sobre todas as 
cop1as. Neste caso, nao faria sentido liberar a entrada no log. 
0 sistema pressupoe que e acionado palo SGBD, que lhe passa 
as informav5es necessarias a cada pedido de atualizavao/consulta. 
No entanto, a implementavio do prototipo recebe as solicitav5es 
diretamente do usuario e se comunica com o SGBD para geravao de 
necessario 
interface 












ou en tao criar 
No primeir-o cauo, 




de usuario deve incluir- chamada para 0 
is to teria que considerar fatores como 
concorrencia, serializavao e outros. 
0 sistema foi implementado em banco de dados centralizado. 
Seria conveniente testar sua implementa<;ao em urn sistema 
distribuido, para melhor avaliar as vantagens e desvantagens que 
apresenta. 
As extensoes propostas nos paragrafos anteriores se referem 
a implementavao. alem disto, varios outros pontos em aberto 
que diz respeito a projeto de sistemas deste tipo. Entre outros, 
e necessario realizar analise de diferimento de atualizavao sobre 
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instantaneos ge rados a partir de operacoes mais gerais (por 




as estruturas de 
de instantaneos 
g_1 
Alem disto, talvez seja possivel 
dados propostas nos casos de 
independentes sobre urn a mesma 
AP~NDICE. PROCEDIHENTOS DE HANIPU~ACAO DO LOG. 
1-INSERCAO 
INSERCAO(REGISTRO: 
LISTA.. CIRC_ CAB); 
ERR OS 
TIPO_LOG, LOG:LISTA_CIRC_CAB, LOG_ATUAL: 
1- Log che io (detectado quando mensagem e recebida indicando que 
lista livre esta vazia) 
OBS: Nessa momento o log dave ser "transformado" em transac6es 
com comandos para SGBD e os seus registros liber ados novarnente 
para a lista livre. 
2- Se o pedido for de eliminacao de uma tupl a nao existente. 
3- Se o pedido for de uma tupla existente e jj existe pedido 
anterior de elimi n acao. 
4- Se o pedido for de inse rcao de uma tup la ja exist e nte. 
5- Se o pedido for de alteracao e tupla nao exis te . 
OBS: Os erros 2,3,4 e 5 sao detectados atraves do indica de 
chaves. 
MODI FICA 
LOG para LOG_ATUAL {0 log passa a ter urn novo registro ind icando 
o novo pedido de atualizacao) 
REQUER 
-Que os dados sejam do tipo especificado para o registro. 
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- t necessario verificar para qualquer pedido de atualizavao, no 
indica de chaves, se existe algum pedido anterior de 
atualizacao, pois dependendo da operavao nao ha necessidade de 
inserir urn novo registro, isto ~. se a tupla a ser atualizada ja 
est a registrada no log e tambem para verificar a tentativa de 
operacoes invalidas. 
EFEITO 
1-Se nao houver erro e a chave ainda nao esta no indica, 
n6 no indica, 
ins ira 
2- Sa nao existe pedido anterior de atualizacao entao insira o 
novo registro no log de atualizacoes 
3-senao ALTERA9XO (chamada de procedimento). 
2-REMOCAO. 
REMO~XO(REGISTRO:TIPO_LOG;LOG:LISTA_CIRC_ CAB;LOG_ATUAL : LISTA_ CIRC_CAB); 
ERR OS 
1-Log vaz1o (s6 existe a cabeca de lista) 
MODI FICA 
LOG para LOG_ATUAL (o log passa a tar urn registro a menos nos 
casos de consulta ou em que existe pedido anterior de insercao 
seguido de pedido de eliminavao ; ou todos os registros sao 
devolvidos para a lista livre quando finda o pre-processamento) · 
REQUER 
Que existam atualizacoes pendentes 
EFEITO 
Se existe pedido anterior de atualizacao, entao atualize os 
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ponteiros do log, devolva o registro para a lista livre, senao 
enquanto existir registro devolva para a lista livre. Os dados do 
registro eliminado sao passados, 
geracao de transacoes para o SGBD. 
3-ALTERACAO 
quando cabivel, ao modulo de 
ALTERACAO(REGISTRO:TIPO_LOG ,LOG:LISTA_CIRC_CAB,LOG_ATUAL :LIS 
TA_CIRC_CAB); 
ERR OS 




Se nao existe erro entao acrescente a nova atualizacao do 
registro co~respondente do log. 
BIBLIOGRAFIA 
[ABB 1988] ABBOT , K., Me CARTHY, D. In a replication-
transparent distributed SGBD . Procedings 14 VLDB, pgs. 195 - 205, 
1988. 
[ANS 1975] ANSI/X3/SPARK , Study Group on Data Base Management 
Systems. Artigo provis6rio. FDT (ACM SIGMOD bulletin)?, No 2 (1975). 
[BER 1984] BERNSTEIN, P.A . e GOODMAN , N. An algorthm in 
concurrency control and recovery in replicated distributed 
databaF>es. ACM TODS, 9(4), 1984, pgs. 596- 616. 
[BLA 1996] BLAKELEY , J. A. ; LARSON, P . A. E TOMPA , F .W. 
Efficiently Updating Materialized ViewB, 
1986, pgs. 61-71. 
Proc. of SIGl10D 
(BLA 1987] BLAKELEY, J. A. »Updating MateriRlizad Database 
Views''. Tese de doutorado , relat6rio t~cnico CS-87.32, University 
o f W a t e t" 1 o o , 1 9 8 ? . 
[BUN 1979] BUNEMAN , O.P . E CLEMON E.K. n Efficiently Monitoring 
Relational Databases'', ACM TRANSACTIONS ON BASE SYSTEMS. Vol.4 No. 3 
september 1979. 
[CAR 1988] CAREY, M. J., LIVANY, M. Distributed Concurrency 
Control Performance: A study of algorithms , distribution and 
replication. Procedings VLDB 1988, pgs. 13 - 25. 
97 
[CASA 1988] CASANOVA, M.A. TUCHERMAN , L. E FURTADO, 
A.L. "A Monitor Enforcing Referencial Integrity". Anais 3o. SBBD , 
1988, pgs. 1- 16. 
[CEL 1984] CELIS, L.E.L. · "Deterring Updates Without Delayed 
Integrity Checking", University of Waterloo, relatorio nao publicado. 
lCER 1985] CERI, S. E PELEGATTI, G. Distributed Databases 
Principles & Systems. McGrawHill 1985. 
[COM 1979] COER, D. The Ubiquitous B - Tree. ACM Computing 
Surveys vol 11(2), 1979, pgs. 121-138 
[COO 1984] COOPER, E.C. "Replicated Procedure Call", 3o. PODC 
Confrence Proceedings. ACM 1984. 
[COP 1988] COP ELAND, G., ALEXANDER, W., BOUGHTER, E e KELLER, 
T. Data placement in BUBBA. 
1988. 
lOAN 1983J DANIELS, o. 
Proceedings SIGMOD'88, pgs. 99 - 1 08, 
E SPECTOH , A.Z. "An Algorithm For 
Replicated Directories", 2o. PODC Conference Procedings. ACM 
1983. pgs. 24-43. 
[OAT 1986] DATE, C. "An Introduction to Database Systems". 
4o. edi~ao. Addison-Wesley, 1986. 
[DAY 1982] DAYAL, u. E BERNSTEIN, P.A. "On The Corre 
Translation of Update Operations on Relational Views", ACM TOD 
8{3), pgs. 381-416 , )982. 
[ EAG 1983) EAGER, D. e SEVCIK, K. "Achieving Robustness in 
98 
of ADMS +-: A workstution mainframe integrated architecture for 
DBMS". Procedings XII VLDB, pgs. 355-364. 
lSEV 1976] SEVERANCE, D.G. E LOHMAN, G. "Differential files: 
Their aplication to the Maintenance of Large Databases". ACM TODS 
1(3), pgs. 256·-267. 
[TUC 1988] TUCHERMAN, L. E FURTADO , A.L. "Upda te oriented 
database structures" . Procedings 2o. EDBS conference, 1988' 
pg.10. 
100 
