Aspects on the behavior of a general second order iterative learning control (ILC) algorithm are presented from a frequency domain perspective. This includes stability as well as performance and robustness issues. The basis for the analysis is linear iterative systems and these are briefly described. A design algorithm for second order ILC schemes is proposed and analyzed both theoretically as well as in an experiment. In the experiment, done on a commercial industrial robot control system, the second order ILC design is compared with a first order ILC design. The result from both the analysis and the experiment is that the second order design is not better with respect to performance or robustness. 
Introduction
It is a fact that many systems in applications like robotics repeat the same actions over and over again. Often it is also the case that there is a difference between what should be achieved and what is actually achieved. The idea of iterative learning control (ILC) is to use the information from previous iterations in such a way that the difference between what should be achieved and what actually is achieved eventually becomes smaller. The first papers on this topic are from 1984, [1, 2, 3] , and since then a lot of publications have been published. Just to mention a few [4, 5, 6] that can serve as a deeper introduction to the topic.
The contributions in this paper are: An analysis of the behavior of second order ILC systems from a transient and asymptotic point of view, and a proposed design scheme, which is also tested on an industrial robot control system. The result from using the second order ILC algorithm is also compared with that of a first order ILC design. Second and higher order ILC methods have been analyzed in previous works, e.g., [7, 8, 6] and [9] . What has not been so much addressed, however, is what kind of transient behavior can be expected and how the filters in the second order ILC scheme shall be chosen.
Problem formulation
The discussion will be restricted to linear time invariant SISO systems that can be described in discrete time by
where y k (t) is the output, r(t) is the desired output, u k (t) is the control signal that can be modified by the ILC algorithm, and k is the iteration number. The signals are all assumed to be defined on a time interval t ∈ [0, t f ]. The transfer operators T r (q) and T u (q) are assumed to be stable discrete time filters. The system formulation in (1) is discussed in more detail in [10] and it covers easily both open loop as well as closed loop systems. It should be stressed however that here it will be assumed that a feedback control solution is applied before introducing ILC. This means that ILC will be considered as being a control strategy applied in addition to feedback control, not instead of feedback control.
In this paper a first and a second order ILC algorithm will be considered. By defining the error, e k (t) = r(t) − y k (t), the first order ILC updating equation becomes,
while the second order becomes,
For the analysis of the second order ILC algorithm the notion of linear iterative systems will be used. These are presented briefly in the next section.
Linear Iterative Systems
A linear iterative system can be described as
where z k (t) ∈ R N , r(t) ∈ R, and F (q), F r (q) are matrices of discrete time transfer operators. In addition it is assumed that t is limited, 0 ≤ t ≤ t f . In the analysis of high order ILC systems, z k (t) can be chosen as
T . See [10] for more details. Now, a theorem that gives the condition for bounded input bounded output (BIBO) stability of a linear iterative systems is presented.
Theorem 1 (BIBO stability) The iterative system given by (4) is BIBO stable if
where ρ(·) is the spectral radius of the matrix F (e iω ).
For the proof see [10] . F (e iω ) is the frequency domain representation of F (q). The intuitive interpretation of this theorem is that, if we have a vector of a certain size (norm) and this vector eventually is mapped into a vector of smaller size (norm), then we have a stable iterative mapping function. Having the spectral radius smaller than one guarantees that the size eventually will become smaller. When the linear iterative system in (4) is BIBO stable, the asymptotic value of z k (t) can be calculated as
The fact that higher order systems can be written in this form has also been explored in, e.g., [11] and [12] .
Stability analysis
The results from the previous section can be used for the analysis of ILC systems. Here only first order and second order ILC algorithms will be discussed but it is straightforward to extend the results to higher order ILC systems.
First order ILC
Using the first order ILC updating formula given by (2) on the system described by (1) it results in an updating equation for u k according to
Now, let
. This means that it is possible to write (6) in the same form as (4) and from Theorem 1 the well known stability criterion follows,
where the Q-filter can be used to increase the stability region. Notice however that by choosing a Q different from 1 the asymptotic error will no longer be guaranteed to be zero.
Second order ILC
When using the second order ILC updating formula (3) on the system described by (1) the resulting update equation becomes,
with
it is possible to apply the general stability result of Theorem 1. To guarantee that the asymptotic error decreases to zero Q 1 + Q 2 has to be chosen equal to one, see [10] for the proof. Compare this with the condition Q ≡ 1 for guaranteed zero error convergence in the first order case in Section 4.1.
Convergence behavior
It is not only the stability of the ILC system that is important. Also the performance should be considered. The convergence speed is here analyzed from a frequency domain perspective. For a more detailed discussion the reader is referred to [13] and [10] .
First order ILC
When considering convergence speed it is important to see how fast the system with the ILC algorithm converges to a pre-specified trajectory. This is the same as studying how
converges to zero. Using the first order ILC scheme in (2), the definition of the error
, and the system description in (1) it follows that
With
which gives a clear message about the convergence. It is exponential with the rate decided by the frequency function |F (e iω )|.
Second order ILC
First the main result for second order ILC systems is presented.
Theorem 2 (Eigenvalue decomposition)
It is possible to writeŨ k,ω on the following decomposed form,
is defined according to (9) and,
and λ 1,ω , λ 2,ω are the eigenvalues of the matrix F (e iω ) from (8) .
The proof (see [10] ) is based on the fact thatZ
can be written in the base constructed from the eigenvectors of the matrix F (e iω ) at every frequency. The result in Theorem 2 is the basis for the results on the behavior of |Ũ k,ω |.
Design
Before going into the actual design example and the experiments, some general comments on the choices of eigenvalues that are actually reasonable.
The eigenvalues of the matrix in (8) can be calculated using
with F 1 (e iω ) and F 2 (e iω ) as the frequency domain representations of the corresponding F 1 (q) and F 2 (q) in (8) .
From now on it is assumed that the system where ILC is applied can be described as in (1) . The proposed second order ILC updating formula is given by (3) . A design methodology for this ILC algorithm has to be able to find the filters Q 1 , Q 2 , L 1 , and L 2 . How to choose the Q and the L filters in a first order ILC formulation is quite well known and there exist some algorithms that from a model can compute the filters, see for example [6, 4, 10] .
Design algorithm proposal
By considering (11) it is clear that given a value of F 1 (e iω ) the best eigenvalue, with respect to the amplitude, is
. This is the case when F 2 (e iω ) is chosen such that
which is equivalent to
This choice will, however, only fulfill the condition
The approach here will instead be to choose an approximate solution based on a first order ILC design.
Algorithm 1 (Second order ILC design)

Design a first order ILC algorithm, i.e., choose the filters Q and L according to one design methodology for first order ILC algorithms.
2. Choose Q 1 and L 1 according to,
3. Choose Q 2 and L 2 such that
The approach suggested in Algorithm 1 is model based since T u is used in the construction of the L 2 filter. One important difference compared to many suggested first order ILC design schemes is however that it is the model and not its inverse that is included. If the first order ILC algorithm is chosen as the optimal solution L 1 = T −1 u , without considering robustness, then from the choice of L 2 in the algorithm it is obvious that also L 2 = T −1 u . The choice of Q 1 and Q 2 stem from the condition mentioned in Section 4.2. In the frequency band where the first order ILC system has zero error convergence, i.e., Q ω = 1, the second order design using Algorithm 1 will also converge to zero since
Analysis of resulting design
A natural way of evaluating the second order ILC design is to compare it with the corresponding first order design, both from a performance as well as a robustness point of view.
Performance and robustness for a first order ILC
From Section 5.1 it is clear that the first order ILC algorithm will give an exponential convergence in the frequency domain. The rate will depend on the frequency function
whereF (e iω ) is the nominal value. A sufficient condition for stability becomes
If there is an absolute uncertainty,
the corresponding sufficient criterion for robust stability becomes
Now the proposed second order ILC design can be compared with the first order ILC scheme.
Eigenvalue based design
When using Algorithm 1 the eigenvalues are given by
Obviously this means that if
) is the result of the original first order ILC design, the nominal eigenvalues are λ 1,ω = F (e iω ) and
. From a robustness perspective this is exactly the same result as for the first order ILC algorithm since the amplitude margin for the second order case,
is exactly the same as the one of the first order. It is also important to consider the performance that can be achieved compared to the first order ILC design. For the second order design it follows from Theorem 2 that
To compare the first and the second order ILC algorithms consider,
Using the following bound
which is found using the triangular inequality and the fact that |F (e iω )| < 1. It is obvious that the second order ILC algorithm designed using the eigenvalue based design will never work better compared to the first order ILC design on which it is based.
Experiment
The theory developed in the previous sections can now be applied on a design example for a real industrial system. The system, an ABB IRB1400 industrial robot, is depicted in Figure 1 . For a more thorough description of the technical part of the experimental setup see [10] . In this example ILC is applied to three of the robot's six joints. Each of the three joints is modeled as a transfer operator description from the ILC control input to the measured motor position on the robot, i.e., T u in (1). It should be stressed that T u is in fact a model of a closed loop system. The conventional feedback controller in the S4C control system is working in parallel with the ILC scheme. The models, T u are calculated using System Identification Toolbox [14] and are given by,
%% starting at p1 movec p2,p3,v60; movec p4,p5,v60; movec p6,p3,v60; movec p4,p5,v60; movec p7,p1,v60; 
Description of the experiment
The experiment is done on the ABB IRB1400 robot in the research lab of Division of Automatic Control at Linköping University. In Figure 2 the program used in the experiment is shown together with the resulting trajectory on the armside of the robot. The instruction movec p2,p3,v60 refers to an instruction that produces an arc on the arm-side of the robot. The arc starts from the current position, not explicitly stated, and goes through the points p2 and p3. The speed along the path is programmed to be 60 mm/s. Actual position of p1 in the base coordinate system is x = 1300 mm, y = 100 mm, and z = 707 mm. The configuration of the robot is also shown in Figure 1 .
ILC design
The design of the first order ILC scheme is based on an algorithm discussed in, e.g., [10] . The procedure will only be briefly described here. The filter L is chosen as
The corresponding Q filter is chosen as Q(e iω ) = Q 1/2 (e iω )Q 1/2 (e −iω ), i.e., a zero-phase filter, with Q 1/2 (q) as a second order Butterworth filter with cut-off frequency 0.2 of the Nyquist frequency. The resulting nominal Q(e iω )(1 − L(e iω )T ui (e iω )) are depicted in Figure 3 and it is obvious that the convergence criterion in (7), is fulfilled for all the three joints.
The second order ILC algorithm is designed based on the first order ILC design according to Algorithm 1. 
Results from the experiments
The result from the experiments can be evaluated from two different points of view. First the result achieved on the motor side can be studied. This is the measure used by the ILC algorithms and it is the error in this measure that will be minimized. Clearly, from an application's point of view it is more interesting to minimize the arm side error. The industrial robot does not have this possibility today since the only measurements that are available come from the motors. The motors are then connected to the arms through gear-boxes which in them self are dynamic systems. Using models it is possible to predict how the arm will move and generate a trajectory for the motors that will produce the desired path on the arm-side. We will assume that the given motor trajectory is correct with respect to the gear-box and arm dynamics.
Motor-side
The two ILC algorithms have run for 10 iterations. Since in the first iteration ILC is not applied, u 0 ≡ 0 , the same circle has been done 11 times. In Figure 4 the resulting normalized ∞-norm and 2-norm of the error on the motor-side are shown. The ∞-norm is simply defined as the maximum value of the absolute value of the error. The 2-norm is instead a measure of the root mean square of the error.
In the first iteration both the algorithms use the same updating equations and should,in theory, therefore also reach the same level of error. As can be seen in Figure 4 this is not the case. The ILC designed according to Algorithm 1 gives a lower value of the error in the first iteration. In the second iteration the size of the error is again about the same and after the fifth iteration the error stabilizes on a level where e k ∞ is about 15 % of the initial value. The reason why the error does not converge to zero is that there are disturbances acting on the system in the form of measurement disturbances and load disturbances. The load disturbance comes from the fact that the robot actually is in contact with the surface of the table when it draws the circles. The measurement disturbances also gives a remaining error which will not be possible to remove by using the proposed ILC schemes since they are, in general, not periodic with respect to the iterations.
Arm-side
When evaluating the result of the ILC iterations on the armside of the robot a pen is used, as shown in Figure 1 . The resulting drawings are not so easy to evaluate since the pen in itself produces a quite thick line. In Figure 5 the resulting circles are shown for the two different approaches for the first 5 iterations (iteration 0 to 5, from left to right). Clearly the error reduces also on the arm-side as it was on the motorside. In an application, such as laser cutting, the accuracy demand is an absolute error of about 0.1 mm. Using this setup with the pen mounted on the robot is not sufficient to evaluate this accuracy.
It is also possible to evaluate the result from the ILC experiments on the arm-side by doing a transformation of the measured motor angles to the arm side using the forward kinematic model of the IRB1400, see e.g., [15] . The forward kinematic model maps the motor angles into a tool position and orientation, although only the position has been used here. This transformation relies on the fact that the robot is totally rigid which works well in steady state but not as well when the robot is moving. It does, however, give an idea on how well an idealized robot would follow the desired path and it also tells us how well the real robot is approximated by this idealized case if we compare the result in Figure 6 and the result in Figure 5 . Clearly a similar behavior is achieved in the two cases. Notice that although the error is reduced monotonically on the motor-side this does not have to be the case on the arm-side. The error is actually bigger on the arm-side in iterations 1 and 2 compared to iteration 0 although, on the motor-side, the error is reduced in every iteration evaluated in both norms.
Conclusion
The analysis of second order ILC systems based on linear iterative systems is very promising and gives a lot of insight into the behavior of second order ILC schemes. From the results presented in the paper it is not possible to say that a second order ILC algorithm does better than a first order algorithm. From the analysis and, in fact, also the experiments it is evident that it works as well as the first order design. Some facts are however important to stress when thinking of moving from a first order ILC design to a second order ILC design.
• The second order design should not use more information about the system than the first order design.
• The amount of memory required for the second order ILC scheme, as implemented in this paper, is double the amount used by the corresponding first order ILC scheme.
• One aspect that has not been considered in this paper but that can make the second order ILC scheme very competitive is when there is an uncertainty in the plant that makes the plant different between iterations. The second order algorithm can smooth the behavior of the system by using the control and the error signal from more than one iteration.
Further work in the area could be to consider the effects of nonlinearities on the resulting control signals and the resulting error. For example, Coloumb friction is a nonlinear effect that is always present in real servo systems and a comparison between a first and second order ILC algorithms for dealing with this could be worth to consider. 
