ABSTRACT T-spherical fuzzy set (T-SPFS) is a generalization of several fuzzy concepts such as fuzzy set (FS), intuitionistic FS, picture FS, Pythagorean FS, and q-rung orthopair FS. T-SPFS is a more powerful mathematical tool to handle uncertain, inconsistent, and vague information than the above-defined sets. In this paper, some limitations in the operational laws for SPF numbers (SPFNs) are discussed and some novel operational laws for SPFNs are proposed. Furthermore, two new aggregation operators for aggregating SPF information are proposed and are applied to multiple-attribute group decision-making (MAGDM). To take the advantages of Muirhead mean (MM) operator and power average operator, the SPF power MM (SPFPMM) operator, weighted SPFPMM operator, SPF power dual MM (SPFPDMM) operator, weighted SPFPDMM operator are introduced and their anticipated properties are discussed. The main advantage of these developed aggregation operators is that they take the relationship among fused data and the interrelationship among aggregated values, thereby getting more information in the process of MAGDM. Moreover, a novel approach to MAGDM based on the developed aggregation operators is established. Finally, a numerical example is given to show the effectiveness of the developed approach and comparison with the existing approaches is also given.
I. INTRODUCTION
There are a large number of multiple attribute decisionmaking (MADM) or MAGDM problems in decision making, and the attributes used are usually ambiguous and can easily be represented by fuzzy information. Since the initiation of FS by Zadeh [1] , FS has gained a significant concentration from the researchers all over the world and they studied its theoretical as well as practical aspects. Several extensions of FS has been developed such as interval-valued FS (IVFS) [2] , which can be explained by the truth-membership degree (TMD) by some closed interval the unit [0, 1], intuitionistic FS (IFS) [3] , which can be explained by the clustering (PFC) [5] - [7] . Recently, studies have been originated on MADM with PF information [8] . Wei et al. [9] , [10] proposed cross entropy for PFS and proposed operational laws for PFNs and applied these to deal with MADM problem. Wang et al. [11] advanced some new operational rules for PFNs and proposed geometric aggregation operators based on these operational laws and applied these to MADM problems. Ashraf et al. [12] proposed some aggregation operator for PFNs and applied these to MAGDM problem.
Some other generalizations of IFS, which gain much more attention from the scholars, are PGFS [13] - [15] , q-rung orthopair fuzzy sets (QROFS) [16] . But these two extensions have same limitations as IFS have. To deal with such situations, recently, Mahmood et al. [17] developed the concepts of T-spherical fuzzy set (T-SPFS), T-spherical fuzzy number (T-SPFN) and defined some relations, operational laws, aggregation operators and discussed there applications in medical diagnosis and pattern recognition. Some similarity measures for T-SPFS are defined by Ullah et al. [18] and discussed its application in pattern recognition. However, the defined operational laws for SPFNs have some limitations which will discuss in Section 2.2.
Due to the enhanced complexity in real decision making problems, we have to examine the following questions, when modifying the best alternative. (1) In some situations, the values of the attributes provided by the decision makers may be too low or too high, have a negative impact on the final ranking results. The power average (PA) operator initially developed by Yager [19] is a handy aggregation operator that permits the evaluated values to mutually supported and enhanced. Therefore, we may use the PA operator to diminish such awful impact by designating distinct weights produced by the support measure. (2) In some practical decision making the values of attribute are dependent. Therefore, the interrelationship among the values of the attributes should be examined. The Bonferroni mean (BM) operator [20] , [21] , Heronian mean (HM) operator [22] , Murihead mean (MM) operator [23] can attain this function. However, some advantages of MM operator over BM and HM are discussed by Liu and Li [24] , Liu and You [25] . Some existing aggregation operators such as, BM and Maclaurin symmetric mean (MSM) operator [26] are special cases of MM operator. Moreover, MM operator consists of the parameter vector, which enlarged the flexibility in the aggregation process. Recently, Li et al. [27] developed the concept of power Murihead mean operator under PGF environment and apply them to MADM. From the existing literature, PA operator and MM operator was not combined to deal with T-spherical fuzzy environment.
Therefore, the main aim of this article is to propose some novel operational laws for T-SPFNs, combine PA operator with MM operator, and extend the idea to T-spherical fuzzy environment, and develop some new aggregation operators such as T-spherical fuzzy power Muirhead mean operator, weighted T-spherical fuzzy power Muirhead mean operator, T-spherical fuzzy power dual Muirhead mean operator, weighted T-spherical fuzzy power dual Muirhead mean operator and discussed some special cases of the developed aggregation operator and apply them to MAGDM to achieve the two requirements discussed above.
To do so, the rest of the article is organized as follows. In Section 2, some basic definitions, about spherical fuzzy sets, T-spherical fuzzy sets, Muirhead Mean operator, PA operator are given. In Section 3 we extend Muirhead mean operator to T-spherical fuzzy environment. In Section 4, based on these proposed aggregation operators a novel method to MAGDM is developed. In Section 5, a numerical example is illustrated to show the effectiveness and practicality of the developed approach and a comparison with some existing methods are given.
II. PRELIMINARIES A. SPHERICAL FUZZY SETS AND THEIR OPERATIONS
Definition 1 [17] : Let ϒ be a universe of discourse set. A SPFS is defined and mathematically denoted as:
where (a), (a), Z(a) ∈ [0, 1] are respectively, representing the membership degree (MD), abstinence degree (AD) and non-membership degree (NMD) such that 0 ≤ ( (a))
For computational simplicity, we shall denote a spherical fuzzy number (SPFN) by the triplet = ( , , Z).
The operational laws for SPFS were defined by Mahmood et al. [17] and are given below:
Definition 2 [17] : Let 1 and 2 be any two SPFSs. Then
For comparison of SPFSs 1 and 2 Mahmood et al. [17] defined the score function, accuracy function and comparison rules which are described as follows: 
B. SHORTCOMINGS IN THE OPERATIONS OF SPFSs AND T-SPFSs
The defined partial order for SPFSs by Mahmood et al. [17] , has some limitations in some situations while comparing 
Proof: We prove Equation (13) , Equation (15) and Equation (17) . The proof of other Equation is similar to these Equations.
(1) From Equation (8), we have
From Equation (10) , for the left hand side of Equation (15), we can have
Furthermore, we have
Hence we can have,
Definition 5: Assume that 1 = 1 , 1 , Z 1 and 2 = 2 , 2 , Z 2 are two T-SPFNs. Then the normalized Hamming distance between 1 and 2 is defined as follows:
D. POWER AVERAGE OPERATOR
The PA operator was first introduced by Yager [19] for classical number. The dominant edge of PA operator is its capacity to diminish the inadequate effect of unreasonably high and low arguments on the inconclusive results. Definition 6 [19] : Let R z (z = 1, 2, . . . , a) be a group of classical numbers. Then the PA operator is represented as follows:
where
Supp (R z , R x ) and Supp (R z , R x ) are the support degree for R z and R x . The support degree must satisfy the following axioms:
(
is the distance measure among R z and R x .
E. MUIRHEAD MEAN OPERATOR
The MM operator was first introduced by Murihead [23] for classical numbers. MM operator has the advantage of considering the interrelationship among all aggregated arguments.
Definition 7: Let R z (z = 1, 2, . . . , a) be a group of classical numbers and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. Then, the MM operator is explained as (21) where, S a is the group of permutation of (1, 2, . . . , a) and θ (z) is any permutation of (1, 2, . . . , a). Now we can give some special cases with respect to the parameter vector Q of MM operator. Which are shown as follows:
(1) If Q = (1, 0, 0, . . . , 0), then MM operator degenerate to the following form:
That is the MM operator degenerate into arithmetic averaging operator.
a , then MM operator degenerate to the following form:
That is the MM operator degenerate into geometric averaging operator.
, then MM operator degenerate to the following form:
That is the MM operator degenerates into BM operator. 
That is the MM operator degenerate into MSM operator.
III. POWER MUIRHEAD MEAN OPERATOR FOR T-SPFSs
In this part, we first give the definitions of PMM operator and propose the concept of PDMM operator. Then, we extend both the aggregation operators to SVN environment.
Definition 8 [27] : Let R z (z = 1, 2, . . . , a) be a group of classical numbers and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. Then, the PMM operator is defined as (26) where
is the support degree for R z and R z , satisfying the above conditions. Definition 9: Let R z (z = 1, 2, . . . , a) be a group of classical numbers and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. Then, the PDMM operator is given as
is the support degree for R z and R z , satisfying the above conditions.
A. THE T-SPFNPMM OPERATOR
Definition 10: Let z (z = 1, 2, . . . , a) be a group of T-SPFNs and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. If
Then, we call SPFPMM Q the T-spherical fuzzy power Murihead mean operator, where S a is the group of all permutation, θ (z) is any permutation of (1, 2, . . . , a) and
is the support degree for z and x , satisfying the following axioms:
To write Equation (28) in a simple form, we can specify it as
For suitability, we can call ( 1 , 2 , . . . , a )
T the power weight vector (PMV), such that z ∈ [0, 1] and
From the use of Equation (29), Equation (28) can be expressed as
Based on the operational rules given in Definition 4 for T-SPFNs, and Definition 10, we can have the following result.
Theorem 2: Let z (z = 1, 2, . . . , a) be a group of T-SPFNNs and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. Then, the aggregated value obtained by using Equation (16) is still a SPFNN and (31), as shown at the top of the next page Proof: According to operational laws for T-SPFNs, we have
Hence, the equation can be derived, as shown at the top of next page. This is the required proof of Theorem 2.
In the above equations, we calculate the PWV , we first have to calculate the support degree Supp ( z , x ). According to the Equation (19), we can get Supp ( z , x ) utilizing
Therefore, we use the equation
To determine, T ( z ) (z = 1, 2 . . . , a). Then according to Equation (29) we can get the PWV.
Theorem 3 (Idempotency):
Let z (z = 1, 2, . . . , a) be a group of T-SPFNs, and z = for all z = 1, 2, . . . , a. Then
Proof: As z = for all z = 1, 2, . . . , a, we have Supp ( z , x ) = 1 for all z, x = 1, 2, . . . , a. Therefore, we can get z = 1 a for all z. Moreover, the equation can be derived, as shown at the top of next page, Which is the require proof of Theorem 3.
Theorem 4 (Boundedness):
be a group of T-SPFNs,
where, u, as shown at the top of next page, and v, as shown at the top of next page, Proof: Since 
In a similar way we can also show that
T-SPFPMM operator does not have the property of monotonicity.
One of the leading advantage of T-SPFPMM is its capacity to represent the interrelationship among T-SPFNs. Furthermore, T-SPFPMM operator is more flexible in aggregation process due to parameter vector. Now we will discuss some special cases of T-SPFPMM operators by assigning different values to the parameter vector.
Case 1: If Q = (1, 0, . . . , 0) , then T-SPFPMM operators degenerate into the following form:
This is the SPF power averaging operator.
a , then T-SPFPMM operators degenerate into the following form:
This is T-SPF power geometric operator.
Case 3: If Q = (1, 1, . . . , 0) , then T-SPFPMM operators degenerate into the following form (38), as shown at the top of the next page: This is the T-SPF power Bonferroni mean operator (p = q = 1) . 
IV. WEIGHTED T-SPHERICAL FUZZY POWER MURIHEAD MEAN (WSPFPMM) OPERATOR
The T-SPFPMM operator does not consider the weight of the aggregated T-SPFNs. In this subpart, we develop the weighted T-spherical fuzzy power Murihead mean (WT-SPFPMM) operator, which has the capacity of taking the weights of T-SPFNs. Definition 11: Let z (z = 1, 2, . . . , a) be a group of T-SPFNs and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. If
Then, we call T − WSPFPMM Q the weighted T-spherical fuzzy power Murihead mean operator, where
ϒ z = 1, S a is the group of all permutation, θ (z) is any permutation of (1, 2, . . . , a) and
From Definition 11, we have the following Theorem 5. Theorem 4: Let z (z = 1, 2, . . . , a) be a group of T-SPFNs and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. Then, the aggregated value obtained by using Equation (40) is still a T-SPFN and (41), as shown at the top of the next page.
Proof: Proof of Theorem 5 is same as Theorem 2.
A. THE T-SPHERICAL FUZZY POWER DUAL MURIHEAD MEAN (SPFPDMM) OPERATOR
In this subpart, we develop the T-SPFPDMM operator and discuss some related properties. Definition 12: Let z (z = 1, 2, . . . , a) be a group of T-SPFNs and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. If
Then, we call T − SPFPDMM Q the T-spherical fuzzy power dual Murihead mean operator, where S a is the group of all permutation, θ (z) is any permutation of (1, 2, . . . , a) and
To write Equation (42) in a simple form, we can specify it as
For suitability, we can call ( 1 , 2 , . . . , a ) T the power weight vector (PMV), such that z ∈ [0, 1] and a z=1 z = 1. From the use of Equation (43), Equation (42) can be expressed as
Theorem 6: Let z (z = 1, 2, . . . , a) be a group of T-SPFNs and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. Then, the aggregated value obtained by using Equation (42) is still a T-SPFN and (45), as shown at the top of the next page.
Proof: Same as Theorem 1. Theorem 7 (Idempotency): Let z (z = 1, 2, . . . , a) be a group of T-SPFNs, and z = for all z = 1, 2, . . . , a. Then
(41)
where u, as shown at the top of next page, and v, as shown at the top of next page, Now we will discuss some special cases of T-SPFPDMM operator with respect to the parameter vector Q. Case 1: If Q = (1, 0, . . . , 0) , then T-SPFPDMM operators degenerate into the following form:
This is the T-SPF power geometric averaging operator.
This is T-SPF power arithmetic averaging operator.
.
(50) 
B. WEIGHTED T-SPHERICAL FUZZY POWER DUAL MURIHEAD MEAN (WSPFPDMM) OPERATOR
The T-SPFPDMM operator does not consider the weight of the aggregated T-SPFNs. In this subpart, we develop the weighted spherical fuzzy power dual Murihead mean (WSPF-PDMM) operator, which has the capacity of taking the weights of T-SPFNs.
Definition 13: Let z (z = 1, 2, . . . , a) be a group of T-SPFNNs and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. If
Then, we call WT − SPFPDMM Q the weighted T-spherical fuzzy power dual Murihead mean operator, where
ϒ z = 1, S a is the group of all permutation, θ (z) is any permutation of (1, 2, . . . , a) and z is PVW satisfying
From Definition 13, we have the following Theorem 9. Theorem 8: Let z (z = 1, 2, . . . , a) be a group of T-SPFNs and Q = (q 1 , q 2 , . . . , q a ) ∈ R a be a vector of parameters. Then, the aggregated value obtained by using Equation (52) is still a T-SPFN and (53), as shown at the top of the next page.
Proof: Proof of Theorem 9 is same as Theorem 2.
V. THE MAGDM METHOD BASED ON WT-SPFPMM AND WT-SPFPDMM OPERATORS
In this part, an innovative method to MAGDM with T-SPFNs is introduced, in which the weights of the expert's and attributes are known. Let the set of alternatives and attributes be respectively, expressed as
. . , -λ b } and the set of experts is represented by Z = {Z 1 , Z 2 , . . . , Z c }. Suppose that the assessment value for the alternative g given by the expert Z k about the attribute -
T represent the weight vector of the expert
Then the aim of this MAGDM problem is to rank the alternatives. To do the following steps are to followed.
Step 1: Standardize the decision matrix. Generally, there are two types of attributes, one is of cost type and the other is of benefit type. We need to convert the cost type of attributes into benefit types of attributes by utilizing the following formula:
Hence the decision matrix M = k gh a×b can be trans-
Step 2: Determine the supports
is the distance measure among two SVNNs δ k gh and δ k gl defined in Definition (5).
Step 4:
, c). (57)
Step 5: Utilize the WT-SPFPMM or WT-SPFPDMM operators
To calculate the overall T-SPFNs δ k g (g = 1, 2, . . . , a; k = 1, 2, . . . , c).
Step 6: Determine the supports Supp
where,
is the distance measure among two T-SPFNs δ k g and δ m g defined in Definition (5).
Step 8: Determine
, c). (62)
Step 9: Utilize the WT-SPFPMM or WT-SPPDMM operators
Step 10: Using Definition 2, Equation (2), to calculate the score values of the overall T-SPFNs δ g (g = 1, 2, . . . , a).
Step 11: Rank all the alternatives and the select the best one.
Step 12: End. 
VI. ILLUSTRATIVE EXAMPLE
In this section, a numerical example is given to show the effectiveness and practicality of the proposed aggregation operators and decision making approach is initiated. The following examples are adapted from Ashraf et al. [12] . T . The evaluation values of the three air quality monitoring stations under the three attributes are provided in the form of T-SPFNs, which are given in Table 1 ,2 and 3.
The evaluation steps by utilizing WT-SPFPMM operator or WTSPFPMM are as follows.
Step 1: Since all the attributes are of the same type, so there is no need to normalize it.
Step 2: Determine the supports Step 5: Utilize the WT-SPFPMM operators defined in Equation (58), we have (assume m = 2). The collective decision matrix is given in Table 4 .
Step 6: Determine the supports S 41 = 0.9818, S 42 = 0.9758, S 43 = 0.9722.
Step 7: Determine the T k g (g = 1, 2, 3, 4; k = 1, 2, 3) using Equation (61), we have Step 8: Determine K Step 10: Utilizing Equation (2), to get the score values of the T-SPFNs.
Step 11: Utilizing the comparison rules defined for TSPFNs in Definition (2), and select the best one.
Hence 4 is the best alternative, while 1 is the worst one.
In a similar way, we utilize WT-SPFPDMM operator.
Steps 1-4 are same
Step 5: Utilize the WT-SPFPDMM operators defined in Equation (59), we have (assume m = 2). The collective decision matrix is given in Table 5 . Step 6: Determine the supports Step 9: Utilize the WT-SPFPDMM given in Equation (64) Step 10: Utilizing Equation (2), to get the score values of the T-SPFNs.
Step 11: Utilizing the comparison rules defined for T-SPFNs in Definition (2) , and select the best one.
Hence 4 is the best alternative, while 1 is the worst one. 
A. EFFECT OF THE DIFFERENT PARAMETER VALUE Q
In this subpart, different values to the parameter vector Q utilizing WT-SPFPMM and WT-SPFPDMM operators are given. The score values and ranking order are shown in Table 6 and Table 7 . From Table 6 and Table 7 , we can see that, when the value of the parameter vector is (1, 0, 0), then the best alternative is 3 , while the worst one remains the same. In simple words, when we do not consider the interrelationship among the input arguments the best alternative is In this subpart, we take different values for m and the score values and ranking order are shown in Table 8 and Table 9 .
From Table 8 we see that the sore values are different for different values of m. The best alternative remains the same but the worst alternative changed, when the values of m are odd using WT-SPFPMM operator. From Table 9 , we can see that when the values of m ≤ 4, utilizing WT-SPFPDMM operator, the ranking order are same as obtained above. values of m > 4, utilizing WT-SPFPDMM operator, the ranking order change and the best alternative is 3 , while the worst one remain the same.
C. COMPARISON AND DISCUSSION
To epitomize the usefulness and advantages of the developed method, a comparative analysis is managed. We utilize some existing methods to solve the same example and examine the result. In this subsection, we compare our developed approach with that developed by Wei [10] based on picture fuzzy weighted averaging (PFWA) operator, Mahmood et al. [17] based on T-SPFGWA operator, Q(1, 1, 1) ).
picture fuzzy Bonferroni mean (PFBM) operator extended from Xu et al. [21] . The ranking score values and ranking orders obtained by these methods are shown in Table 10 .
The methods developed by Wei [10] , Mahmood et al. [17] are based on basic weighted averaging and weighted geometric operators for PFNs and T-SPFNs. Both methods cannot consider the interrelationships among PFNs and T-SPFNs. In addition, both methods cannot diminish the effect of awkward data. Our developed method is based on WT-SPFPMM operator and WT-SPFPDMM operator, which can consider the interrelationship among input arguments and also eliminate the effect of awkward data at the same time. Thus our developed method is more judicious and practical in MADM and MAGDM problems. Q(1, 1, 1) ). The Xu et al. [21] is based on Bonferroni mean, for IFS, we extend it for picture fuzzy sets, and solve the same example. The Xu et al. [21] method can consider the interrelationship between any two arguments and cannot remove the influence of the awkward data. The main advantage of the proposed aggregation operator is that, these aggregation operators are special cases of it.
VII. CONCLUSION
In this article, some limitations in the operational laws for SPFNs and T-SPFNs are found out, and some novel operational laws for SPFNs and T-SPFNs are defined. Then based on these operational laws, some new aggregation operators are defined such as SPF power Murihead mean (SPFPMM) operator, weighted SPFPMM operator, SPF power dual MM operator, weighted SPFPDMM operator and discussed its desired properties. The developed aggregation operator take full advantage MM operator and PA operator at the same time. In simple words the developed aggregation operator can consider the interrelationship among input arguments by MM operator and eliminate the effect of awkward data by PA operator at the same time. Furthermore, based on these aggregation operators, we developed a novel MAGDM with T-SPF information. Finally, we give a numerical example to show the effectiveness and advantages of the proposed aggregation operators.
In future, we shall extend the proposed aggregation operators to different environment, such as IFS [3] , PGFS [13] , and so on.
