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A parameterized algorithm for the well-known NP-complete problem 3-set packing is
presented. The algorithm is based on the following new approaches: (1) an efficient
algorithm for problem instances in which one element is known for each of the 3-sets in
a solution packing (i.e., type-1 instances); (2) an efficient algorithm for problem instances
in which at least two elements are known for each of the 3-sets in a solution packing (i.e.,
type-2 instances); and (3) an effective decomposition of a general instance of 3-set packing
into two instances of type-1 and type-2, respectively, whose base sets are disjoint. This
technique results in an improved parameterized algorithm of running time O∗(3.533k) for
the 3-set packing problem, improving the previous best upper bound O∗(4.613k).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A set is a 3-set if it contains exactly 3 elements. A collectionP of 3-sets is a packing if no two 3-sets inP intersect. In this
paper, we are focused on the following well-known NP-complete problem 3-set packing [8].
3-set packing: Given a pair (C, k), where C is a finite collection of 3-sets, and k is an integer (the parameter), either
construct a packing of k 3-sets in C, or report that no such packing exists in C.
Parameterized algorithms for the 3-set packing problem have been a very active research direction, in which one is
looking for algorithms for the problem whose running time is bounded by a polynomial of the input size n times a function
f (k) of the parameter k. The research was initiated by Downey and Fellows [5], who presented an algorithm of running
time O∗((3k)!(3k)9k+1).1 Jia et al. [9] applied the technique of greedy localization [2] and developed an improved algorithm
of running time O∗((5.7k)k). Based on the technique of color-coding [1], Koutis [11] proposed an algorithm of running
time O∗(c3k1 ), where c1 is a very large constant. Fellows et al. [6] gave an algorithm of running time O∗(c
3k
2 ), where c2 is
much smaller than c1 but is still larger than 100. Kneis et al. [10] developed an algorithm of running time O∗(163k) by de-
randomizing a randomized divide-and-conquer algorithm. Chen et al. [4] presented an algorithm of running timeO∗(12.83k)
based on a refined color-coding scheme. Currently, the best algorithm for the 3-set packing problem is due to Liu et al. [13],
whose running time is O∗(4.613k).
In this paper,weprovide further study on the structures of the 3-set packingproblem, anddevelop a different algorithmic
approach to the problem. In particular, we follow the general approach of greedy localization [2] to study the relationship
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between a maximal k-packing and a (k + 1)-packing. This study allows us to further classify the unknown elements, and
further effectively reduce the search space while we are looking for a (k + 1)-packing. Different from the previous work,
which is either based on enumeration [9] or based on color-coding techniques [13], we partition unknown elements using
the recently developed randomized divide-and-conquermethod [4,10] and its de-randomization [3,15]. Combining all these
techniques, we are able to derive an algorithm of running time O∗(3.533k) for the 3-set packing problem, improving the
previous best algorithm of running time O∗(4.613k) for the problem [13].
Finally, we should remark that very recently, Koutis [12] has reported an O∗(23k) time randomized algorithm for the
3-set packing problem. However, as indicated in [12], it is unclear if this algorithm can be de-randomized and what is the
overhead of the de-randomization. In particular, the results in [12] do not imply a deterministic algorithm for the 3-set
packing problem that improves the upper bound presented in the current paper.
2. Related terminology and results
A packing P in a collection C of 3-sets is maximal if there is no 3-set S in C − P such that P ∪ {S} is a packing in C. A
packing is a k-packing if it contains exactly k 3-sets. For any collection C of 3-sets, define set(C) =S∈C S, i.e., set(C) is the
union of all 3-sets in C.
Similar to some earlier work [9,13], our algorithm for the 3-set packing problem is based on a careful study on the
structures of the following packing problem.
3-set packing augmentation: Given a pair (C,Pk), where C is a finite collection of 3-sets, andPk is a k-packing in C,
either construct a (k+ 1)-packing in C, or report that no (k+ 1)-packing exists in C.
It is easy to see that if the k-packing Pk in an instance (C,Pk) of 3-set packing augmentation is not maximal, then we can
trivially construct a (k+ 1)-packing by searching through all 3-sets in C − Pk. Therefore, only for a maximal k-packing Pk
does the instance (C,Pk) become non-trivial and more interesting.
The following two simple but important lemmas have been proved in [13].
Lemma 2.1 ( [13]). For any constant c > 1, the 3-set packing augmentation problem can be solved in time O∗(ck) if and only
if the 3-set packing problem can be solved in time O∗(ck).
Lemma 2.2 ( [13]). Let (C,Pk) be an instance of 3-set packing augmentation, wherePk is a maximal k-packing inC. IfC also
has (k+ 1)-packings, then there exists a (k+ 1)-packingPk+1 in C such that every 3-set inPk contains at least two elements in
set(Pk+1).
By Lemma 2.1, the 3-set packing problem and the 3-set packing augmentation problem have the same time complexity
(up to a polynomial factor). Therefore, improving the time complexity of the 3-set packing augmentation problem is our
focus.
Let (C,Pk) be an instance of 3-set packing augmentation, where Pk is a maximal k-packing in C. A (k + 1)-packing
Pk+1 in C is called aPk-dense (k+1)-packing if every 3-set inPk contains at least two elements in set(Pk+1). By Lemma 2.2,
if for the instance (C,Pk), the collection C also has (k + 1)-packings, then C has at least one Pk-dense (k + 1)-packing.
Moreover, since the packing Pk is maximal in C, every 3-set in a Pk-dense (k+ 1)-packing contains at least one element in
set(Pk). In fact, we can have a more precise characterization of the 3-sets in aPk-dense (k+ 1)-packing, as described in the
following lemma.
Lemma 2.3. Suppose that (C,Pk) is an instance of the 3-set packing augmentation problem, wherePk is a maximal k-packing
in C, and that Pk+1 is a Pk-dense (k+ 1)-packing in C. Let si be the number of 3-sets in Pk+1 that contain exactly i elements in
set(Pk), for i = 1, 2, 3. Then, s1 ≤ (k+ 3)/2 and s2 ≤ k+ 3− 2s1.
Proof. The union of the s1 3-sets in Pk+1 that contain exactly one element in set(Pk) has exactly s1 elements in set(Pk).
Each of the remaining k + 1 − s1 3-sets in Pk+1 can contain at most 3 elements in set(Pk). Therefore, the total number of
elements in set(Pk+1) that are in set(Pk) is bounded by s1 + 3(k+ 1− s1). On the other hand, sincePk+1 isPk-dense, each
3-set in the k-packing Pk contains at least two elements in set(Pk+1). As a consequence, there are at least 2k elements in
set(Pk+1) that are in set(Pk). This gives
s1 + 3(k+ 1− s1) ≥ 2k,
from which it can be easily derived that s1 ≤ (k+ 3)/2.
Now we prove the bound for the number s2. The total number of elements in set(Pk+1) that are in set(Pk) is exactly
s1 + 2s2 + 3s3, which is at least 2k. Since s3 = k+ 1− s1 − s2, we get
s1 + 2s2 + 3(k+ 1− s1 − s2) ≥ 2k,
from which we easily derive s2 ≤ k+ 3− 2s1. 
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Assume that n and k are integers such that n ≥ k. Denote by Zn the set {0, 1, . . . , n − 1}. A splitting function over Zn is a
{0, 1} (i.e., Boolean) function over Zn. A splitting function f over Zn can be naturally interpreted as a partition (X0, X1) of the
set Zn (i.e., putting all x in Zn such that f (x) = 0 in X0 and putting all y in Zn such that f (y) = 1 in X1).
A subset S of Zn is a k-subset if S consists of exactly k elements. Let (S0, S1) be a partition of the k-subset S, i.e., S0 ∪ S1 = S
and S0 ∩ S1 = ∅. We say that a splitting function f over Zn implements the partition (S0, S1) if f (x) = 0 for all x ∈ S0 and
f (y) = 1 for all y ∈ S1.
Definition ( [15]). A setΨ of splitting functions over Zn is an (n, k)-universal set if for every k-subset S of Zn and any partition
(S0, S1) of S, there is a splitting function f in Ψ that implements (S0, S1). The size of an (n, k)-universal set Ψ is the number
of splitting functions in Ψ .
Note that in the definition of the (n, k)-universal set, the set Zn can be replaced by any set T of n elements: we can simply
rename the elements in T . In this case, we will say that the (n, k)-universal set of splitting functions is for the set T . Also note
that an (n, k)-universal set also works for a set T ′ of less than n elements: we can simply add elements to T ′ to make it a set
T ′′ of n elements, and any k-subset of T ′ is also a k-subset of T ′′.
Noar et al. [15], while working on a more general structure (the (n, k, l)-splitters), indicated that an (n, k)-universal
set can be constructed efficiently. A detailed description of the construction of an (n, k)-universal set is also presented
in [3]. Specifically, we will use the following result in our development of parameterized algorithms for the 3-set packing
augmentation problem (see [3] for a detailed construction that achieves the stated bound).
Proposition 2.4 ([15]). There is an O(n2k+12 log2 k+12 log k) time deterministic algorithm that constructs an (n, k)-universal set of
size bounded by n2k+12 log2 k+12 log k+6.
3. Dealing with constrained 3-set packing problems
Beforewe present an improved algorithm for the general 3-set packing problem, we first study two constrained versions
of the problem and develop efficient algorithms for these constrained versions. These algorithms will be useful for our
algorithm for the general version of the problem.
3.1. When an element is known in each set
Our first constrained version is defined as follows:
3-set packing(1): Given a finite collection C of 3-sets, and a set Q of k elements, either construct a k-packing Pk in C
such that each 3-set in Pk contains exactly one element in Q , or report that no such a k-packing exists in C.
We say that a function g over Zn is injective from a subset S of Zn if for any two different elements x and y in S, g(x) ≠ g(y).
Proposition 3.1 ([7]). Let n and k be integers such at n ≥ k. There is a family Φn,k of at most 2n functions mapping Zn to Zk2
such that for each k-subset S in Zn, there is a function g inΦn,k that is injective from S. The function familyΦn,k can be constructed
in time O(n).
Now we are ready for our algorithm for the 3-set packing(1) problem. Consider the algorithm given in Fig. 1.
Theorem 3.2. The algorithm Packing-1 correctly solves the 3-set packing(1) problem in time O(42k+O(log3 k)m), where m is the
size of the input instance (C,Q , k).
Proof. We first consider the subroutine Packing-Rec. By the algorithm, no 3-set in the subcollection C0 constructed in step
4.3 shares a common element with a 3-set in the subcollection C1 constructed in step 4.4. Therefore, if step 4.5 returns an
(h/2)-packing P ′h/2 in C0 in which each 3-set contains exactly one element in Q0, and if step 4.6 returns an (h/2)-packing
P ′′h/2 in C1 in which each 3-set contains exactly one element in Q1, then the union P
′
h/2 ∪ P ′′h/2 must be an h-packing in C ′
in which each 3-set contains exactly one element in Q ′ = Q0 ∪ Q1. Thus, if the algorithm Packing-Rec returns at step 4.8,
it must return a valid solution to the input instance. As a consequence, if the main algorithm Packing-1(C,Q , k) returns at
step 4.3, it must return a k-packing in C in which each 3-set contains exactly one element in Q .
Now we prove that if the input instance (C,Q , k) has a valid solution, then the algorithm Packing-1must return at step
4.3. For this, suppose that there is a k-packing Pk = {S1, . . . , Sk} in the collection C such that each 3-set in Pk contains
exactly one element in the set Q . Let Si = {ai, bi, ci} where ai ∈ Q , for i = 1, . . . , k, and let A2k = {b1, c1, . . . , bk, ck}.
Since A2k is a set of 2k elements in the set U , by Proposition 3.1, there is a function g0 in the function family Φn,2k that is
injective from A2k. Under this function g0, the 2k elements in A2k are contained in 2k different sets in the corresponding
partitionW = {W0, . . . ,W(2k)2−1} constructed in step 4.1. Therefore, when the loop of step 4 in the algorithm Packing-1
picks this function g0 inΦn,2k, the call to the subroutine Packing-Rec(C,Q , {W0, . . . ,W(2k)2−1}, k) has the property that the
2k elements in the set A2k are contained in 2k different sets in the partition {W0, . . . ,W(2k)2−1} of the set U = set(C)− Q .
We prove that this subroutine call must return a valid k-packing in C. For this, we analyze the subroutine Packing-Rec.
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Algorithm Packing-1(C,Q , k)
Input: a collection C of 3-sets and a subset Q of k elements in set(C)
Output: a k-packing in C in which each 3-set contains exactly one element in Q
1. U = set(C)− Q ; suppose |U| = n;
2. construct the function familyΦn,2k (on the set U) given in Proposition 3.1;
3. for h = 1 to 2k do construct a ((2k)2, h)-universal set Ψ(2k)2,h;
4. for each function g inΦn,2k constructed in step 2 do
4.1 for i = 0 to ((2k)2 − 1) do letWi = {a | a ∈ U and g(a) = i};
4.2 P = Packing-Rec(C,Q , {W0, . . . ,W(2k)2−1}, k);
4.3 if P ≠ ‘‘No’’ then return P ; stop;
5. return(‘‘no such a packing exists in C’’).
Subroutine Packing-Rec(C ′,Q ′,W, h)
Input: a collection C ′ of 3-sets, a subset Q ′ of h elements in set(C ′), and a partition
W = {Wi1 , . . . ,Wiq } of the set set(C ′)− Q ′ , where {i1, . . . , iq} ⊆ Z(2k)2
Output: an h-packing in C ′ in which each 3-set contains exactly one element in Q ′
1. if |Q ′| ≤ 1 then solve the problem directly;
2. arbitrarily partition the set Q ′ into two equal halves Q0 and Q1 of h/2 elements;
4. for each splitting function f in the ((2k)2, 2h)-universal set Ψ(2k)2,2h do
4.1 W0 = {Wi | Wi ∈ W and f (i) = 0}; U0 =Wi∈W0 Wi;
4.2 W1 = {Wi | Wi ∈ W and f (i) = 1}; U1 =Wi∈W1 Wi;
4.3 let C0 be the subcollection of C ′ in which each 3-set contains only elements in Q0 ∪ U0;
4.4 let C1 be the subcollection of C ′ in which each 3-set contains only elements in Q1 ∪ U1;
4.5 recursively call Packing-Rec(C0,Q0,W0, h/2);
4.6 recursively call Packing-Rec(C1,Q1,W1, h/2);
4.7 if step 4.5 returns an (h/2)-packing P ′h/2 and step 4.6 returns an (h/2)-packing P
′′
h/2
4.8 then return the union P ′h/2 ∪ P ′′h/2; stop;
5. return ‘‘No’’.
Fig. 1. Solving the 3-set packing(1) problem.
The input to the subroutine Packing-Rec is a collection C ′ of 3-sets, a subset Q ′ of h elements in set(C ′), and a partition
W of the elements in set(C ′)−Q ′. If |Q ′| ≤ 1, the problem can be solved trivially by step 1: (1) if |Q ′| = h = 0, then simply
return the empty packing, which is a valid solution to the input instance; (2) if Q ′ = {a}, then either return any 3-set in C ′
that contains a (if such a 3-set exists) or return ‘‘No’’.
Now suppose that Q ′ = {a1, . . . , ah}, where h > 1. Also suppose that there is an h-packing Ph = {S1, . . . , Sh} in C ′ such
that (1) each 3-set Si = {ai, bi, ci} in Ph contains exactly one element ai in Q ′; and (2) the 2h elements b1, c1, . . . , bh, ch in
set(Ph)−Q ′ are contained in 2h different sets in the given partitionW = {Wi1 , . . . ,Wiq}. As we explained, these conditions
are satisfied when the main algorithm Packing-1 picks the correct function g0 in the function family Φn,2k and calls the
subroutine Packing-Rec in step 4.2. Without loss of generality, suppose that Q0 = {a1, . . . , ah/2} and Q1 = {ah/2+1, . . . , ah}.
By the definition of a ((2k)2, 2h)-universal set, there is a splitting function f0 inΨ(2k)2,2h that assigns b1, c1, . . . , bh/2, ch/2 with
value 0, and assigns bh/2+1, ch/2+1, . . . , bh, ch with value 1. Therefore, under this function f0, the collection C0 contains the
(h/2)-packing P ′h/2 = {S1, . . . , Sh/2} and the collection C1 contains the (h/2)-packing P ′′h/2 = {Sh/2+1, . . . , Sh}. Moreover,
the 2(h/2) = h elements b1, c1, . . . , bh/2, ch/2 are contained in h different sets in the partition W0, and the h elements
bh/2+1, ch/2+1, . . . , bh, ch are contained in h different sets in the partition W1. Also note that Q0 = {a1, . . . , ah/2} and
Q1 = {ah/2+1, . . . , ah}. By the inductive hypothesis, the subroutine Packing-Recworks correctly in steps 4.5–4.6. Therefore,
each of them will return an (h/2)-packing, which enables step 4.8 to return a valid h-packing in which each 3-set contains
exactly one element in Q ′. This proves the correctness of the subroutine Packing-Rec, thus that of the algorithm Packing-1.
To study the complexity of the algorithm, first consider the complexity of the subroutine Packing-Rec. Let T (m, h) be
the running time of the subroutine on input (C ′,Q ′,W, h), wherem is the size of the input instance and h = |Q ′|. It is easy
to see that T (m, h) = O(m) for h ≤ 1. By Proposition 2.4, the ((2k)2, 2h)-universal set Ψ(2k)2,2h has at most
(2k)222h+12 log
2(2h)+12 log(2h)+6 ≤ 4h((2k)2212 log2(2k)+12 log(2k)+6
= 4h212 log2(2k)+14 log(2k)+8
= 4hτ(k)
splitting functions, where τ(k) = 212 log2(2k)+14 log(2k)+8. Therefore, the function T (m, h) satisfies the following recurrence
relation:
T (m, h) ≤ 4hτ(k)[cm+ 2T (m, h/2)],
where c is a constant. By induction, it can be easily verified that
T (m, h) ≤ c ′42h212 log3(2k)+14 log2(2k)+8 log(2k)m = O(42h+O(log3 k)).
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Algorithm Packing-2(C,Q , k)
Input: a collection C of 3-sets and a subset Q of elements in set(C)
Output: a k-packing in C in which each 3-set contains at least two elements in Q
1. let U = set(C)− Q = {a1, a2, . . . , ap};
2. Ynew = {(∅,∅)};
3. for i = 1 to p do
3.1 Yold = Ynew;
3.2 for each pair (T ,P ) in Yold do
3.3 for each 3-set S in C that contains ai and two elements in Q do
3.4 if T has no common elements with S − {ai} then
3.5 T ′ = T ∪ (S − {ai}); P ′ = P ∪ {S};
3.6 if there is no pair containing T ′ in Ynew
3.7 then add (T ′,P ′) into Ynew;
4. for each 3-set S in C whose 3 elements are all in Q do
4.1 Yold = Ynew;
4.2 for each pair (T ,P ) in Yold do
4.3 if T has no common element with S then
4.4 T ′ = T ∪ S; P ′ = P ∪ {S};
4.5 if there is no pair containing T ′ in Ynew
4.6 then add the pair (T ′,P ′) into Ynew;
5. if there is a pair (T ,P ) in Ynew where P contains at least k 3-sets
6. then return any k 3-sets in P
7. else return ‘‘No’’.
Fig. 2. Solving the 3-set packing(2) problem.
To conclude with the complexity of the main algorithm Packing-1, letm be the size of the input instance. Step 1 can be
done in timeO(m). Step 2 takes timeO(n) = O(m)by Proposition 3.1. By Proposition 2.4, each ((2k)2, h)-universal setΨ(2k)2,h
can be constructed in time O(k22h+12 log2 h+12 log h). Therefore, step 3 takes time bounded by O(k32(2k)+12 log2(2k)+12 log(2k)) =
O(4k+O(log2 k)). By Proposition 3.1, there are at most 2n = O(m) functions in the function familyΦn,2k. By the analysis for the
subroutine Packing-Rec above, we can easily derive that step 4 totally takes time O(42k+O(log3 k)m).
In conclusion, the algorithm Packing-1 runs in time O(42k+O(log3 k)m) on an input instance of size m and a parameter k.
This completes the proof of the theorem. 
3.2. When at least two elements are known in each set
Our second constrained version is defined as follows:
3-set packing(2): Given a finite collection C of 3-sets, and a set Q of elements in set(C), either construct a k-packing
Pk in C such that each 3-set in Pk contains at least two elements in Q , or report that no such a k-packing exists in C.
The 3-set packing(2) problem is solved using a dynamic programming approach. Consider the algorithmPacking-2 given
in Fig. 2.
Theorem 3.3. The algorithm Packing-2 solves the 3-set packing(2) problem, and has its running time bounded by O(2hm3) on
an input instance (C,Q , k), where m is the size of the input instance, and h = |Q |.
Proof. The algorithm Packing-2 keeps a collection Ynew of pairs of the form (T ,P ), where T is a subset of the set Q , andP
is a packing in C whose elements are in T ∪ {a1, . . . , ap} such that each 3-set in P contains at least two elements in T . We
first consider step 3.
Claim 1. For all i ≥ 0, if the collection C contains a packing P whose elements are in Q ∪ {a1, . . . , ai} and each 3-set
inP contains exactly two elements in Q , then after the ith execution of the loop 3.1–3.7, the collectionYnew contains
a pair (T ,P ′), where T = set(P )∩Q , andP ′ is a (|T |/2)-packing in which each 3-set contains exactly two elements
in T and one element in {a1, . . . , ai}.
Claim 1 holds true for the case i = 0 because the collection Ynew is correctly initialized as {(∅,∅)} in step 2. Now
inductively, we consider a general value i > 0. First note that by our assumption on the packing P , the set T = set(P ) ∩ Q
must have an even number of elements.
Suppose that the collection C contains a packingP = {S1, . . . , Sh}, where Sj = {a′j, bj, cj}, a′j ∈ {a1, . . . , ai}, bj, cj ∈ Q for
all j, and T = {b1, c1, . . . , bh, ch}.
If no a′j is ai for 1 ≤ j ≤ h, then P is a packing whose elements are in Q ∪ {a1, . . . , ai−1}. By our inductive hypothesis,
after the (i− 1)-st execution of the loop 3.1–3.7, there is a pair (T ,P ′) in Ynew , where T = set(P )∩ Q , andP ′ is a (|T |/2)-
packing in which each 3-set contains exactly two elements in T and one element in {a1, . . . , ai−1}. Now note that pairs in
the collection Ynew are never removed (only step 3.7 updates the collection Ynew but it only adds pairs to the collection).
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Therefore, after the ith execution of the loop 3.1–3.7, the above pair (T ,P ′) is still in Ynew . Thus, in this case, the claim
holds true.
Now suppose that a′j = ai for some j.Without loss of generality, suppose a′h = ai. Then in the packingP1 = {S1, . . . , Sh−1},
each 3-set contains exactly two elements in Q and one element in {a1, . . . , ai−1}. By our inductive hypothesis, after the
(i− 1)-st execution of the loop 3.1–3.7, there is a pair (T1,P ′1) inYnew , where T1 = set(P1) ∩ Q = {b1, c1, . . . , bh−1, ch−1},
and P ′1 is a (|T1|/2)-packing in which each 3-set contains exactly two elements in T1 and one element in {a1, . . . , ai−1}.
Therefore, during the ith execution of the loop 3.1–3.7 when the pair (T1,P ′1) is picked at step 3.2 and the 3-set Sh =
(a′h, bh, ch) is picked at step 3.3 (note a
′
h = ai), the set T = T1 ∪ {bh, ch} and the packingP ′ = P ′1 ∪ {Sh} are constructed and
the pair (T ,P ′) is added to the collection Ynew . This completes the proof for Claim 1.
Therefore, at the end of step 3, the collection Ynew contains a pair (T ,P ), where T = set(P ) ∩ Q and P is a (|T |/2)-
packing inwhich each 3-set contains exactly two elements in T and one element inU , if and only if there is a (|T |/2)-packing
P ′ in C in which each 3-set contains exactly two elements in Q and one element in U .
Now we consider step 4. First we prove the following claim.
Claim 2. At any moment, every pair (T ,P ) in the collection Ynew satisfies the following conditions: T = set(P ) ∩ Q ,
and each 3-set in the packing P contains at least two elements in T .
The claim holds true before step 4 starts, by our analysis above for step 3. Inductively, suppose that (T ,P ) is a pair in Ynew
and that a new pair (T ′,P ′) is added toYnew in step 4.6, where T ′ = T ∪ S,P ′ = P ∪{S}, and the 3-set S has all its elements
in Q and shares no common elements with T . Then since the new added 3-set S has all its elements in T ′, the pair (T ′,P ′)
obviously satisfies Claim 2. This proves Claim 2.
By Claim 2, if in step 5, there is a pair (T ,P ) in Ynew where the packing P contains at least k 3-sets, then by Claim 2,
every 3-set in P contains at least two elements in T ⊆ Q . Therefore, any k 3-sets in P will make a k-packing in C in which
each 3-set contains at least two elements in Q , i.e., the packing returned by step 6 is a valid solution to the input instance.
This proves that if step 6 of the algorithm returns a packing, then the packing must be a valid solution to the input instance.
Finally, we need to prove that if the input instance has a valid solution, then the algorithm Packing-2 must return a
packing in step 6. For this, suppose that there is a k-packingP = {S1, . . . , Sk} in C in which each 3-set contains at least two
elements inQ .Without loss of generality, suppose that each of the first h3-sets S1, . . . , Sh inP contains exactly two elements
in Q , and each of the remaining k − h 3-sets Sh+1, . . . , Sk in P contains three elements in Q . Therefore, Ph = {S1, . . . , Sh}
is an h-packing in C in which each 3-set contains exactly two elements in Q . By Claim 1, after step 3, the collection Ynew
contains a pair (Th,P ′h), where Th = set(Ph)∩Q , |Th| = 2h, and each 3-set inP ′h contains exactly two elements in Th and one
element in U . Now this pair (Th,P ′h), and the k− h 3-sets Sh+1, . . . , Sk will eventually make the collection Ynew to contain a
pair (T ′,P ′), where T ′ ⊆ Q , P ′ is a k′-packing with k′ ≥ k, and each 3-set in P ′ contains at least two elements in T ′ ⊆ Q .
Finally, this pair will enable step 6 of the algorithm to return a valid solution to the input instance.
We now analyze the complexity of the algorithm. First note that for each subset T of Q , we keep at most one pair of
the form (T ,P ) for some packing P in the collection Ynew . Therefore, the collection Ynew contains at most 2h pairs, where
h = |Q |. Now it is easy to see that the running time of step 3 is bounded by O(2hm3) and the running time of step 4 is
bounded by O(2hm2), where m is the size of the input instance. In summary, the running time of the algorithm Packing-2
is bounded by O(2hm3). This completes the proof of the theorem. 
Note that the running time of the algorithm Packing-2(C,Q , k) is independent of the parameter value k. In fact, if we
let ΓQ be the collection of all packings in C in which each 3-set contains at least two elements in Q , then it is not difficult
to modify the algorithm Packing-2 so that it returns a packing in ΓQ whose cardinality is the maximum over all packings
in ΓQ .
4. The algorithm for 3-set packing augmentation
Now we are ready for solving the 3-set packing augmentation problem. We first give an intuitive explanation of the
algorithm. Let (C,Pk) be an instance of 3-set packing augmentation, where C is a collection of 3-sets, andPk is a maximal
k-packing in C.
Suppose that the collection C also contains (k + 1)-packings. By Lemma 2.2, C contains a Pk-dense (k + 1)-packing
Pk+1. SincePk is a maximal packing, each 3-set inPk+1 contains at least one element in set(Pk). Without loss of generality,
suppose that
Pk+1 = {S1, . . . , Sr , Sr+1, . . . , Sr+s, Sr+s+1, . . . , Sk+1},
where (1) for all 1 ≤ i ≤ k+ 1, Si = {ai, bi, ci}; (2) for 1 ≤ i ≤ r , ai ∈ set(Pk) and bi, ci ∉ set(Pk); (2) for r + 1 ≤ i ≤ r + s,
ai, bi ∈ set(Pk) and ci ∉ set(Pk); and (4) for r + s+ 1 ≤ i ≤ k+ 1, ai, bi, ci ∈ set(Pk). Let U = set(C)− set(Pk).
By Lemma 2.3, the number r of 3-sets in Pk+1 that contain one element in set(Pk) is bounded by (k + 3)/2, which is
small. Therefore, we can find the elements a1, . . . , ar in set(Pk) by exhaustively enumerating all subsets of no more than
(k+ 3)/2 elements in set(Pk). In the case that the r elements a1, . . . , ar are correctly selected, the elements in set(Pk) are
partitioned into two sets Q1 = {a1, . . . , ar} and Q2 = set(Pk) − Q1. For the set Q1, we need to construct an r-packing Pr
in which each 3-set contains exactly one element in Q1 and two elements in U , while for the set Q2, we need to construct a
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Algorithm Packing-Aug(C,Pk)
Input: a collection C of 3-sets and a maximal k-packing Pk in C
Output: a (k+ 1)-packing in C if such a packing exists
1. for r = 0 to (k+ 3)/2 do
2. for each subset Q1 of r elements in set(Pk) do
3. let Q2 = set(Pk)− Q1;
4. let U = set(C)− set(Pk); suppose |U| = n;
5. for each splitting function f (on U) in the (n, k+ 3)-universal set Ψn,k+3 do
5.1 U ′ = {a | a ∈ U and f (a) = 0}; U ′′ = {a | a ∈ U and f (a) = 1};
5.2 let C ′ be the subcollection of C in which each 3-set contains only elements in Q1 ∪ U ′;
5.3 let C ′′ be the subcollection of C in which each 3-set contains only elements in Q2 ∪ U ′′;
5.4 call Packing-1(C ′,Q1, r);
5.5 call Packing-2(C ′′,Q2, k+ 1− r);
5.6 if step 5.4 returns an r-packing Pr and step 5.5 returns a (k+ 1− r)-packing Pk+1−r
5.7 then return the union Pr ∪ Pk+1−r ; stop;
6. return ‘‘No’’.
Fig. 3. The general algorithm for 3-Set Packing Augmentation.
(k + 1 − r)-packing Pk+1−r such that set(Pk+1−r) ⊆ Q2 ∪ U and that each 3-set in Pk+1−r contains at least two elements
in Q2.
This has been very close to our formulations of the 3-set packing(1) and 3-set packing(2) problems, except that we also
require that no 3-set in the r-packing Pr shares a common element in U with a 3-set in the (k + 1 − r)-packing Pk+1−r .
Note that the set set(Pr) contains exactly 2r elements in U . By Lemma 2.3, the number of 3-sets inPk+1−r that contain two
elements in set(Pk) (i.e., that contains one element inU) is bounded by k+3−2r and all other 3-sets inPk+1−r contain three
elements in set(Pk) thus contain no element in U . As a consequence, the set set(Pk+1−r) contains no more than k+ 3− 2r
elements in U . Let Ur = set(Pr) ∩ U and Uk+1−r = set(Pk+1−r) ∩ U . Then the set Uk+1 = Ur ∪ Uk+1−r contains at most
k+ 3 elements. Note that Uk+1 is an unknown subset in the set U and we are looking for the partition (Ur ,Uk+1−r) of Uk+1.
Therefore, if we can successfully partition the set U into two parts U ′ and U ′′ such that Ur ⊆ U ′ and Uk+1−r ⊆ U ′′, then
the r-packing Pr will be in the subcollection C ′ that consists of all 3-sets in C that contain only elements in Q1 ∪ U ′, and
the (k+ 1− r)-packing Pk+1−r will be in the subcollection C ′′ that consists of all 3-sets in C that contain only elements in
Q2 ∪ U ′′. Since the sets Q1 ∪ U ′ and Q2 ∪ U ′′ are disjoint, the union of any r-packing in C ′ and any (k+ 1− r)-packing in C ′′
will be a (k+ 1)-packing in the input collection C. Thus, the problems have been reduced to the 3-set packing(1) and 3-set
packing(2) problems.
Therefore, what remains is a proper partition of the set U so that the set Uk+1 of no more than k+ 3 elements is correctly
partitioned into Ur and Uk+1−r . To do this, we use the (n, k+ 3)-universal set Ψn,k+3 given in Proposition 2.4.
Fig. 3 presents our algorithm for the 3-set packing augmentation problem.
Theorem 4.1. The algorithm Packing-Aug solves the 3-set packing augmentation problem in time O∗(3.533k).
Proof. Again first note that since the sets Q1∪U ′ and Q2∪U ′′ are disjoint, for the collections C ′ and C ′′ constructed in steps
5.2–5.3, no 3-set in C ′ shares a common element with a 3-set in C ′′. Therefore, if step 5.4 returns an r-packing Pr in C ′ and
step 5.5 returns a (k + 1 − r)-packing Pk+1−r in C ′′, then the union Pr ∪ Pk+1−r is a valid (k + 1)-packing in the input
collection C. In consequence, if the algorithm returns at step 5.7, it must return a (k+ 1)-packing in C.
Now we show that if the collection C contains a (k + 1)-packing, then the algorithm Packing-Augmust return at step
5.7. For this, suppose that the collection C contains a (k+1)-packing. By Lemma 2.2, C contains aPk-dense (k+1)-packing
Pk+1:
Pk+1 = {S1, . . . , Sr , Sr+1, . . . , Sr+s, Sr+s+1, . . . , Sk+1},
where (1) for all 1 ≤ i ≤ k+ 1, Si = {ai, bi, ci}; (2) for 1 ≤ i ≤ r , ai ∈ set(Pk) and bi, ci ∉ set(Pk); (3) for r + 1 ≤ i ≤ r + s,
ai, bi ∈ set(Pk) and ci ∉ set(Pk); and (4) for r + s+ 1 ≤ i ≤ k+ 1, ai, bi, ci ∈ set(Pk).
By Lemma 2.3, r ≤ (k+ 3)/2. Therefore, the subset Q1 = {a1, . . . , ar}will be eventually picked at step 2. For this Q1, let
Q2 = set(Pk)− Q1, and U = set(C)− set(Pk), where |U| = n. Consider the set
Uk+1 = {b1, c1, . . . , br , cr , cr+1, . . . , cr+s}.
Uk+1 ⊆ U is the set of elements that are in set(Pk+1) − set(Pk). Since Pk+1 is Pk-dense, set(Pk+1) contains at most k + 3
elements not in set(Pk), i.e., |Uk+1| ≤ k+ 3. Therefore, in the (n, k+ 3)-universal set Ψn,k+3 on the set U , there is a splitting
function f0 that assigns all elements b1, c1, . . . , br , cr with value 0, and assigns all elements cr+1, . . . , cr+s with value 1.When
this function f0 is picked at step 5, all elements in the sets S1, . . . , Sr will be contained in set(C ′), where C ′ is the collection
constructed in step 5.2, and all elements in the sets Sr+1, . . . , Sk+1 will be contained in set(C ′′), where C ′′ is the collection
constructed in step 5.3. In particular, the collection C ′ contains the r-packing {S1, . . . , Sr} in which each 3-set Si contains
exactly one element ai in Q1, and the collection C ′′ contains the (k+ 1− r)-packing {Sr+1, . . . , Sk+1} in which each 3-set Sj
contains at least two elements aj and bj in Q2. By Theorems 3.2 and 3.3, step 5.4 will return an r-packing Pr in C ′ and step
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5.5 will return a (k + 1 − r)-packing Pk+1−r in C ′′. This will enable step 5.7 of the algorithm to return a (k + 1)-packing
Pr ∪ Pk+1−r in the collection C.
This proves the correctness of the algorithm Packing-Aug.
To study the complexity of the algorithm, let m be the size of the input instance. Since the set set(Pk) contains exactly
3k elements, there are totally
3k
r

subsets Q1 of r elements in set(Pk). As a consequence, the set Q2 contains exactly
3k − r elements. By Proposition 2.4, we can assume that the (n, k + 3)-universal set Ψn,k+3 contains no more than
O(m2k+O(log2 k)) splitting functions and that the (n, k + 3)-universal set Ψn,k+3 can be constructed in time O(m2k+O(log2 k)).
By Theorem 3.2, step 5.4 of the algorithm runs in time O(42r+O(log3 r)m), and by Theorem 3.3, step 5.5 of the algorithm runs
in time O(2|Q2|m3) = O(23k−rm3). Therefore, the running time T (m, k) of the algorithm Packing-Aug satisfies
T (m, k) = O

(k+3)/2−
r=0

3k
r

(m2k+O(log
2 k))(m+ 42r+O(log3 r)m+ 23k−rm3)

= O

(k+3)/2−
r=0

3k
r

(m2k+O(log
2 k))23k−rm3

= O

m42O(log
2 k)
(k+3)/2−
r=0

3k
r

24k−r

, (1)
where the second equality is because of r ≤ (k+ 3)/2, so 42r+O(log3 r)m = O(23k−rm3).
The function b(r) = 3kr 24k−r is increasing when 0 ≤ r ≤ (k+ 3)/2. In fact,
b(r + 1)
b(r)
=
 3k
r+1

24k−r−13k
r

24k−r
= 3k− r
2r + 2 .
Thus, b(r + 1)/b(r) > 1, i.e., b(r) is increasing, for all values 0 ≤ r < k− 2.
Therefore, we can derive from Equality (1) that
T (m, k) = O

m42O(log
2 k)
(k+3)/2−
r=0

3k
r

24k−r

= O

m42O(log
2 k) · k+ 3
2
·

3k
(k+ 3)/2

24k−((k+3)/2)

= O∗

2O(log
2 k)

3k
(k+ 3)/2

23.5k

= O∗(3.88k · 23.5k)
= O∗(3.533k),
where in the fourth equality, we have used Stirling’s approximation for factorials, which gives 2O(log
2 k)
 3k
(k+3)/2
 = O∗(3.88k).
This completes the proof of the theorem. 
Combining Lemma 2.1 and Theorem 4.1, we obtain the following result.
Theorem 4.2. The 3-set packing problem can be solved in time O∗(3.533k).
5. Conclusions
In this paper, we studied improved algorithms for the well-known NP-complete problem 3-set packing. We observed
that a smaller packing can containmuch information for a larger packing. In particular, we showed that amaximal k-packing
may densely overlapwith a (k+1)-packing. This observation enables us to significantly reduce the search spacewhilewe are
looking for a (k+ 1)-packing. A number of new algorithmic techniques have been developed, including the (n, k)-universal
sets that de-randomize a randomized divide-and-conquer process, and dynamic programming that takes advantage of a
known set of elements. The combination of these new techniques leads to anO∗(3.533k) time algorithm for the 3-set packing
problem, improving the previous best algorithm of running time O∗(4.613k) for the problem. Our improved algorithms
also imply improved algorithms for various triangle packing problems in graphs (see [14] for detailed discussions in this
direction). Moreover, our study has provided efficient algorithms for a number of constrained versions of the 3-set packing
problem. For example, by Theorem 3.2, if a set Q1 of k elements is given that provides exactly one element for each 3-set in
a k-packing, then a k-packing can be constructed in time O∗(42k+O(log3 k)) = O∗(2.523k); and by Theorem 3.3, if a set Q2 of 2k
elements is given that provides exactly two elements for each 3-set in a k-packing, then a k-packing can be constructed in
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time O∗(22k) = O∗(1.593k). These results are interesting because of the following fact: even when all 3k elements are given
for a k-packing, currently no known algorithm can do better than the dynamic programming algorithm, which for the given
3k elements constructs a k-packing in time O∗(23k).
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