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DIFFEOMORPHISMS OF Rn
WITH OSCILLATORY JACOBIANS
WALDYR M . OLIVA* , NELSON M. KUHL AND LUIz T . MAGALHAES
Abstract
The paper presents, mainly, two results : a new proof of the spec-
tral properties of oscillatory matrices and a transversality theorem
for diffeomorphisms of R' with oscillatory jacobian at every point
and such that Nm(f(x) -- f(y)) < NM(x-y) for all x, y E R',
where Nm(x) - 1 denotes the maximum number of sign changes
in the componente zi of z E R", where all zi are non zero and
z varies in a small neighborhood of x . An application to a semi-
implicit discretization of the scalar heat equation with Dirichlet
boundary conditions is aleo made .
I . Introduction
The present paper deals with diffeomorphisms f : Rn -> R'z such that
f(x) is an oscillatory matrix for all x E R' . Oscillatory matrices were
studied extensively by Gantmacher and Krein (see [G Kr]) and present
very interesting spectral properties . They belong to the class of matrices
that are variation-diminishing, Le ., transformations that decrease the
number of sign changes in the components of a vector . These matrices
have applications in mechanical systems, in approximation theory and in
probability. Many results about oscillatory matrices as well as historical
notes and a long list of referentes appear in the book "Total Positivity",
by S . Karlin (see [Ka]) .
In Section II we decided to present another proof of the spectral prop-
erties of oscillatory matrices, summarized in Theorem 2 .12 ; our approach
is based on some ideas appearing in [FO-1] and [FO-2], where other kind
of matrices were also studied . Theorem 2.13 shows that diffeomorphisms
f with oscillatory jacobians satisfying an additional hypothesis have the
*This research was supported in part by the "Projeto BID-USP" and by FAPESP,
pros . n° 90/3918-5 .
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property that given two hyperbolic fixed points, the corresponding un-
stable and stable manifolds are transversal . The proof follows some
techniques and, as a matter of fact, was motivated by the main result of
[FO-1] where it is studied a class of ordinary differential equations whose
flow map at a fixed time is a diffeomorphism with oscillatory jacobian .
In Section III, after a semi-implicit double discretization of the heat
equation with Dirichlet boundary condition, we constructed a class of
Morse-Smale diffeomorphisms of R' with oscillatory jacobians .
The first author wants to thank Jaume Llibre and Carles Simó by the
invitation to visit the "Centre de Recerca Matemática" of the "Institut
d'Estudis Catalans" where in October 1990 he developed his contribution
for the present work .
II . Definitions. Basic results. Main Theorem
All the matrices we will use are real .
2.1 . Notation .
For a m x n matrix A, let's use the notations
1 < v < min(m, n) ;
2 .2 . Definition .
for all 1 < v < min(m, n),
a22r,,
aj.rv J
1<21<i2< . . .<i <m- r,1<r,2< . . .<rv <n.
A mx n matrix A is called totally positive (strictly totally positive) if
A ( il i2 . . . av ) > 0 (resp . > 0)r,1 ice
Le ., if all its minors are non-negative (resp. positive) .
A square matrix A is called oscillatory if it is totally positive and if
some of its power AX (X a positive integer) is a strictly totally positive
matrix .
2.3 . The product C of two totally positive matrices A and B is a
totally positive matrix.
The product C of two square matrices A and B, where one is strictly
totally positive and the other is totally positive and non-singular is a
strictly totally positive matrix .
i2 . . . iv aZaK1 ai2r-2 . . .) - det
K2 . . . Kv
La¡, .., ai w2 . . .
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2.4 . The product C = AB of two oscillatory matrices is an oscillatory
matrix.
The product A = Aj A2 . . . A,, of m >_ n - 1 n x n oscillatory matrices
is a strictly totally positive matrix.
Let A be a totally positive square matrix . Then, A is oscillatory if,
and only if, A is non-singular and aij > 0 for 1 i - j1 = 1 .
2.5 . For a matrix A, let A* denote the matrix defined by a*, =
Then, if A is an oscillatory matrix, the same is true for(_1)i+iaij .
(A*) -1 .
2 .6 . Let
J=
al b1 0
cl a2 b2
bn-1
0 Cn-1 an
be an n x n Jacobi matrix . Then, J is ocillatory if, and only if, the minors
j(1
2 . . . v) ,
1 < v < n, aj , 1 < j < n, and the coefficients bi
and ci, 1 < i < n - 1, are positive (> 0) .
Following Fusco and Oliva, let us define now the discrete functional
already considered in [FO-1] . (See also [K-L-S]) .
For x = (x 1 , . . . , xn) E Rn such that xi =,A 0, 1 _< i _< n, let N(x) -
1 be the number of sign changes in the sequence x1, x2' . . .' xn . For
an arbitrary x E Rn, define .,,(x) and Nm(x) as the minimum and
maximum value of N(x'), for x' varying in a small neighbourhood of
x with (x') i 0 0, 1 _< i _< n . Extend N to the set N = {x E Rn
N,,(x) = Nm(x)} making N(x) = N,,(x) = Nm(x) for all x EN. N is
the functional used in [FO-1] .
The next two results can be found in [Ka], and for completeness we
reproduce the proofs .
2 .7 . Proposition . Let A be an n x m matrix (m < n) such that all
the minors A (i1 2
. . .
m are nonzero and Nave the same sign,. . . )
and let x E Rm , x =,,~ 0 . Then y = Ax satisfies NM (y) < m .
Proof..
Suppose, arguing by contradiction, that there is a nonzero vector x E
Rm such that Nm(y) >_ m + 1 (y = Ax) . Let y = (y 1 , y2 . . . . , yn) .
Then there exist indices il < i2 < . . . < in,.+1 with the property that
for v = 1, 2, . . .,m+ 1 the quantity (- 1)'y'- is of constant sign, even in
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the possible case where several of there numbers are zero . Now sople of
the y'-'s are nonzero ; otherwise, if y i1 , y'2, . . . , y'- are all zero, then the
system of homogeneous equations
has a nontrivial solution, which implies
in contradiction with the hypothesis . Consider now the determinant
Proof.
ai,7x7 =0 v=1,2, . . .,m
A
21 i2 . . . in , __
(
01 2 . . . m)
This determinant is zero, since yi  =
elements of the last colunln, we obtain
1
.
(- 1)m+1+v y i  A 21 i2 . . .
1 2 . . .
m
1 a?.jx3 . Expanding by the
-1 iv+1 . . . %m+1 .
Now, since the y's alternate in sign, some of them being nonzero, and
since the A's all Nave the same proper sign, the righthand side cannot
be zero . This contradiction completes the proof.
2.8 . Lemma. Let A be an n x m strictly totally positive matriz and
let x E R"1, x :7~ 0 . Then y = Ax satisfies NM(y) < Nm(x) .
Let p + 1 = Nm(x) . Then the components of x can be divided into
p + 1 groups,
1 2 vl +1 +2 v p v y+1 vp + 2 m(x ,x , . . . . x ), (x"
,XVI , . . .,x ), . . .,(x ,x , . . .,x )
where each component in the ith group, say, either is zero or has a sign
(-1)i+1 . F~zrthermore, there must be at least one nonzero component in
ai11 aá12 . . . ailm y i 1
ai2 1 ai22 . . . ai2m y i2
ai_+1 1 aim+12 . . ai~, +1m .Zm+1
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each group . Unless n > p + 1, which we assume to be the case, there is
nothing to prove . We set vo = 0, vp+1 = m, and construct the vectors
and
orem .
vk =
j=vk-i+l
V (i, i2 . . . ip+11 2 . . . p+ 1 )r_ji
1 Ixi laiij
Qi=1 22=v1+1
where aj is the jth column vector of A . Then
r_",v~1 IxjIaln+lj . . . Ej=m v~,+1 Ixj I ain+ij
21 22 . . . 2p+1
V (1 2 . . . p+1)
k=1,2, . . .,p+1
p+1r(- 1)k+1 Ixjlaj =(-1)k+lvk
j=1 k=1 j=vk-1+1 k=
m
j=v p + 1 I xJ Iaáij
f lx e1 1 X121 . . . ixQ r+ 1 JA ~
zli2 . . . p+1
)~L Q1~2 . . .2P+1=vn+i ~p+1
where V is the matrix whose kth column vector is vk . By the nature of
the construction of the blocks we know that there is at least one selection
(~1, ~a, . . . , Qp+1) for which Ixel 1 X121 . . . IxeP 1 > 0 . Thus all the minors
are positive . Now y = l:PCi(-1)k+lvk and since V satisfies the hy-
pothesis of Proposition 2.7, we obtain NM(y) < p-1- 1 = N,, (x).
Lemma 2 .8 will be crucial in the proof of the spectral theorem for
oscillatory matrices . Before we go to this spectral theorem, let us prove
another change-sign result, Lemma 2.9, useful to the transversality the-
2.9 . Lemma. Let A be a nonsingular totally positive n x n matrix.
Then NM(Ax) < Nm(x) for any x E Rn .
260
	
W. M. OLIVA, N . M . KUHL, L. T . MAGALHAES
0
and let K1 be the set
0
1 E 0
J(E) = E
1 E .
E
(0 E 1
By continuity and by 2.6 there exists Eo > 0 such that J(E) is oscillatory
for any 0 < E < Eo . Hence, by 2 .4 B(E) = J(E)n-1 is a strictly totally
positive matrix for any 0 < E < Eo and using 2.3 and continuity we
conclude that C(E) = B(E)A is strictly totally positive, 0 < E < Eo, and
lim,-o C(E) = A. Thus, for E sufficiently small,
N,,,(Ax) < N..(C(E)x) < NM(C(E)x)
and by Lemma 2.8, applied to C(E), we obtain for x SA 0
N.(Ax) <,.x)
Now, since A is nonsingular, there exists a neighbourhood U of x such
that N,(x) = max N(x') and NM(Ax) = max N(y) .
x~EuniV yEAUnN
Thus NM(Ax) = N(A.T) for some x E U and by (*)
N(A.t) < N,,~(x) < Nm(x)-
Since x E U, Nm(x) < Nm(x) and the lemma is proved .
Following [FO-1] we introduce now a family of "tones" in Rn which
plays an important role in the spectral and transversality theorems .
2.10 . Definition .
For any given integer 1 < i < n let Ki be the set
Kz={XERn :NM(x)<i}
K1 = {0} U int Ki = {0} U {x E Rn : Nm(x) < i} .
Remark. Note that by Lemma 2.9, ifA is totally positive nxnmatrix,
the sets Ki and {0} U (Rn\K¡) are invariant under A and A-1, respec-
tively. Also, K1f1{0}U(Rn\Ki)) _ {0} and C$[KiU{0}URn\Ki)] = Rn.
As we will see, there invariant and transversality properties will be useful
to prove the transversality theorem .
We state now, without proof, the generalization of Perron's Theorem,
with the version due to C . Fusco and W. M. Oliva, which, together with
Lemma 2 .9, will be the tools to prove the spectral theorem for oscillatory
matrices .
Proof.
Let J(E) be the n x n Jacobi matrix
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2.11 . Theorem ([FO-2]) . Let E be an n-dimensional real vectors
space, let K C E be a closed set with non empty interior and let T be a
linear transformation of E finto E . Assume that
hl) xEK,aER=>axEK;
h2) max{dim W : W a subspace, W C K} = d, 1 <_ d < n; and
h3) T(K\{0}) C intK .
Then there exist (unique) subspaces Wl, W2 such that
1) Wl n W2 = {0}, dimWl = d, dim W2 = n - d;
2) TWj C Wj , j = 1, 2; and
3) Wl C {0} U int K, W2 nK = {0} .
Moreover, if oI(T), Q2(T) are the spectra of T restricted to Wl, W2,
then, between al (T) and Q2 (T) there is a gap
A E u1(T), tt E 0`2(T) ==> JAJ > Iwl .
2 .12. Theorem ([G Kr]) . Let A be an n x n oscillatory matrix.
Then,
(a) all the eigenvalues of A are real, simple and positive ;
(b) If A1 > A2 > . . . > An > 0 denote the eigenvalues of A and uá is
an eigenvector corresponding to ai, then ui E V and N(ui) = i ;
and
(c) If w = j:kj=h Ciu7, where 1 < h < k < n, then w 7É 0 implies
h < Nm(w) < NM(w) < k .
Proof.
It suffices to prove the theorem for a strictly totally positive matrix
since by 2.4 A''-i and A' are strictly totally positive matrices .
We refer the reader to [FO-2, Theorem 2] for the proof, including the
facts that the sets Ki, 1 < i < n, satisfy hl) and h2), with d = i .
Lemma 2 .8 implies that A(Ki\{0}) C int Ki, 1 <_ i < n, since if
x E Ki\{0} then N,,,,(x) < i and hence NM(Ax) < N,,(x) < i (remem-
ber that intKi = {x E Rn : NM(x) < i}) . Therefore Theorem 2.11
implies that, for each 1 < i < n, there is an A-invariant ¡-dimensional
0
subspace Wi C Ki and an A-invariant (n - i)-dimensional subspace
W2, WZ n Ki = {0} with corresponding spectral gap . Clearly (with
W1 = W2 = Rn) we have Wi C Wi+l , WZ C W2-1 , 1 <_ i < n .
For each 1 < i <_ n let Vi = Wi n W2-1 . V is an A-invariant sub-
space and dim Vi = 1 because Wi n W2i = {0} . It is also clear that
span{Vl, . . . , Vn} = Rn, therefore the spectrum of A is the set of the
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(real) eigenvalues {A1, A2, . . . . A2} corresponding to Vl , . . . . V, . Since A
is strictly totally positive, for each 1 <_ r <_ n the rth exterior power
of A is a matrix with positive coefficients and by the classical Per-
ron Theorem (which is a particular case of Theorem 2 .11) one easily
concludes that all the ai's are positive . By the spectral gap we llave
Al > A2 > . . . > An > 0 . Let uti E Vi be a nonzero vector, then
ui E int KZ and therefore NM(ui) _< i . Also, ui 1 Ki_1 and therefore
N,(u¡ ) > d - 1 . It follows that ui E N and N(ui) = i . The last state-
ment is proved similarly, just remembering that w = _ kj=h Cjuj 0 0
belongs to the subspaces Wi n WZ-1 .
Remark.
Let A be an n xm matrix . We say that A is strictly sign regular (see
zl . . . iQ[Ka]) if for each 1 < v < min(m, n), all the minors A ~ ki . . . k,
are nonzero and llave the same sign . Lemma 2.8 is true for these matrices
and hence we llave the same spectral theorem for strictly sign regular
square matrices if we disregard the positiveness of the eigenvalues and
consider them in decreasing order of their moduli .
We now prove the transversality theorem :
2.13 . Theorem . Let f : Rn --, Rn be a Ck diffeomorphism, k >_ 1,
such that:
(H1) For all x, y E Rn, Nm(f(x) - f (y)) < NM(x - y) ; and
(H2) For all x E Rn, f, (x) is an oscillatory matrix .
Then, if e- and e+ are two hyperbolic fixed points of f, the unstable
manifold W''(e- ) and the stable manifold Ws(e+) are transversal.
Proo£
Let x E W'u(e- ) n Ws(e+) . Consider the sequence
By (H1), NM(u+ ) < NM(u-) .
fk+l(x)__
fk(x)uk 11fk+i(x) _ fk(x)I1
Taking a subsequence if necessary we llave :
lim uk = U+ E Te+Ws (e+)k-.+oo
lim uk = u- E Te-Ws (e- ) .
k -~ _oo
k E Z .
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Let {u }i=1, . . .,n be a basis formed by eigenvectors of f'(et ) as in
Theorem 2.12 and let m:~ be the dimension of W'(e :~) . Then,
u- á ui
c, uz
From Theorem 2 .12 NM(u+) >_ m+ + 1 and Nm(u- ) <_ m- ; since
NM(u+) < Nm(u- ), we have
m+ <m- -l .
Now we proceed as in the proof of the main result of [F0-11 . In fact,
the last inequality implies that the n-m- eigenvectors u.- +15 . . . )un of
f'(e+) belong te Te+W'(e+) and by Theorem 2.12 we conclude that E =
span{u+m-+1, . . . , uñ } is contained in {0} U (Rn\Km- ) . Since Rn\K, .-
is an open set and Ws(e+) is a smooth manifold, there exists an integer
no > 0 such that Tfn o (,,)W' (e+) contains a (n -m- )-dimensional vector
subspace E contained in {0} U (Rn\K,,-) . Let Eo be the vector space
E° _ (f-no), f.o (x)) E. Then, dim Eo = n - m- and by (H2) we have
Eo C T,,:W-1(e+) n ({0} U (Rn\Km-» . A similar argument shows that
0 0
T'WU(e- ) C K,n- . Since dim(TS Wu(e- )) = m- and since Km- n
({0} U (Rn\K,,-)) = {0} we have Eo ®T,,Wu(e+) = Rn and therefore
the theorem is proved .
2.14 . Example. Let A be a strictly totally positive matrix and A be
an eigenvalue of A with eigenvector u .
Define g : Rn __> Rn by
1 xi xñ
g(x) = 2A ~u2 + x1, . . . , u2 + xn1 n
where x = (x1, . . . , xn ) and u = (u1, . . . , un) .
g is a C°°-diffeomorphism with derivative
3 CUI
z
+ 1 J
forallxER' .
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The map f : Rn ---> Rn defined by f = A o g satisfies the following
properties :
(i) f is a C°°-diffeomorphism .
(ii) f(x)-f(y)=A(g(x)-g(y)) and by Lemma 2 .8 we have Nm(f (x)-
f(y)) < N..(g(x) - g(y)) . On the other side [g(x) - g(y)ji =
Proof.
a z
Zá (xi - y¡) [ ~ + ] , 1 < i < n . Since x? + xiyi +y? > 0 one
can conclude that N,,(g(x) - g(y)) < N,,(x - y) and finally
Nm(f(x) - f (y» < N. (x - y) :5 Nmz(x - y) .
(iii) f'(x) = Ag'(x) `dx E Rn . Since A is strictly totally positive and
g'(x) is totally positive and non-singular, by 2.3 f'(x) is strictly
totally positive .
(iv) By i), ii) and iii), f satisfies the hypothesis of Theorem 2 .13.
Moreover, f(0) = Ag(0) = A.0 = 0 and f (u) = Ag(u) = A. -!u =
Au = u. Then 0 and u are fixed points of f . We have f (au) =
a32a u ; this shows that au belongs to Wu (u) nWs (0) for 0 < a <
1 .
We also have
g,(0) -I f(0) = -A
g'(u) = -I f'(u) = -A.
Denoting by Mi(0) (resp . pi (u» i = 1, . . . . n, the eigenvalues of f'(0)
(resp . f(u)) we have pi(0) = ái and pi(u) _ -, where \1 > 1\2 >
> \n > 0 are the eigenvalues of A . The next Lemma 2.15 shows that
it is possible to choose A such that 0 and u are hyperbolic fixed points,
neither sink nor source, obtaining this way a non trivial application of
Theorem 2.13 .
Lemma 2.15 . Let \1 > A2 > . . . > \n > 0 be n given real numbers.
Then, there exists a strictly totally positive matrix A with eigenvalues
Ai, i = 1, . . . , n .
Let ¡t i = ~nñi, 1 < i <_ n . By Lemma 14 of [FO-1], there exists a
positive Jacobi matrix J with eigenvalues pi, 1 <_ i <_ n . Let A = el
that has eigenvalues ai . For a proof that A is strictly totally positive see
[L] and [Ka] .
Consider the following problem :
ut=u..+f(u);0<x<L;t>0
(3-1)
	
u(0, t) = u(L, t) = 0
u(x,0) = uo(x)
where f : R -> R is C1 -function satisfying
(3-11) j'(x)j < k, d x E R.
For the discretization of this problem, denote by h > 0 the time
spacement and divide the interval [0, L] in N + 1 subintervals of length
D = Ñ+1, choosing the points xi = i * D, 0 <_ i _< N + 1, as the knots .
A semi-implicit discretization of the PDE above gives us the following
system of equations :
or
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III . Application
u(xi, t + h) - u(xi, t)
h -
- u(xi-1, t + h) - 2u(xi, t + h) + u(xi+l, t + h) + f(u(xi, t))
D2
- D2 u(xi-1, t +
h) +
(h
1 + 22 )u(xi,t+h)- l2 u(xi+l, t + h)
_
Using the Dirichlet boundary conditions u(xo, t) = u(XN+l, t) = 0 we
can rewrite these equations in next vectorial form (3-111) :
1 2 1
h + D2 - D2 . . . 0
1 1 2 1
-752 h + D2 2 0
1
D2
1 1 2
0 . . . -D2 h+D2-
= 1 u(xi, t) + f(u(xi, t)) .
u(xl,t + h) 1
u(x2, t + h) I
u(XN-1, t + h)
u(XN, t + h) J
hu(xl, t) + f(u(xl, t))
hzz(x2, t) + f (u(x2, t))
hu(XN-1, t) + f(u(XN-1Y t))
hu(XN, t) + f (u(XN, t))
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Denote by Jh,D the tri-diagonal matrix of the system (3-111) . We can
prove the following lemma :
3.1 . Lemma. For any h > 0 and D > 0, Jh,D is non-singular and
Jh,D is an oscillatory matrix .
Proof.
Using the notation introduced in 2 .5, Jh.D is a Jacobi matrix with
positive non-diagonal coefflcients, and for any 1 < v < N,
Jh,D(1 2 . . . v)-H{h+D2 11 +cos(v+1),}>0
.
k=1
FYom 2.6 it follows that Jh,D is an oscillatory matrix. Hence, Jh D 1S
non-singular and by 2.5 J '~D is an oscillatory matrix .
Remark. One can prove that the power X which makes (J~ Dl )x
strictly totally positive is exactly N - 1 and hence, for N >_ 3, Jh
is not a strictly totally positive matrix .
Since Jh,D is non-singular, equation (3-III) induces a map Oh,D
RN -> RN . Denoting by x a vector in RN and by _f : RN --> RN
the extension of f to RN , Le ., [f(x)] i = f (x i ), 1 <_ i <_ n, we can write
Oh,D in the form :
Let us introduce now a functional V which is a discrete version of a
functional used in the heat equation problem 3-I) :
N
V (x) = 1 [xi+1 - xi]2 - F(xti){ 2D2
where xN+1 = xo = 0 and F(t) = fo f (s) ds .
We have the following theorem :
Oh,D(x) = Jh,D
[
hx + f(x) ] .
3.2 . Theorem. If hk < 1, then :
(a) wh,D is a diffeomorphism ofRN satisfying
(a-1) For any x, y E RN , NM(Oh,D(x) - Oh,D(y)) <_ NM(x - y) ;
and
(a-2) For any x E RN , Oh D(x) is an oscillatory matriz;
(b) For any x E RN , V((h D(x)) _< V(x) and the equality occurs if
and only if x is a fixed point Of Oh,D
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Proof.
(a) For any y E RN , the equation y = hx+f(x) has a unique solution,
since it is equivalent to the fixed-point equation x = hy - h_f(x) and
hk < 1 implies that the map x ~--> hy - hf(x) is a contraction, d y E RN.
Hence, Oh,D(x) = Jh,D [hx + f(x)] is one-to-one and onto . But,
Oh,D(x) = Jh,D [hI + f~(x)] and hk < 1 implies that O' D(x) is non-
singular for any x E RN . By the inverse function theorem we conclude
that Oh,D is a diffeomorphism .
To prove (al) note that from Lemma 2 .9 we have
NM(Oh,D(x) - Oh,D(y»' NM Ch x + f(x) - hy
- f(y)J ,
because Jh, D is an oscillatory matrix . Also, hk < 1 implies that
and hence (al) .
sign 1 xi + f(x
2
) - 1yi - f(y 2 )] = sign[xi
[h h
For (a2), let us write again 0',D(x) :
_ r
Oh,D(x) = Jh,D
L1
h I + f'(x)J =
I h + f/(xl)
=Jh,
i
D
.
0
h + f,(xN)
Since hk < 1, h + f'(x
i
) > 0, 1 <_ i <_ N, and the result follows from
2 .3, 2 .4 and by the fact that Jh,D is an oscillatory matrix .
(b) Note that V(x) can be written as :
V(X)
2 (Jh,DX, x) 2h (x' x)
-
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where ( ., .) is the usual inner product of RN. Take y = Oh,D(x) . Then,
V(x) - 2h (x - y,x - y) _
N
=
1
(Jh,Dx, x) - 1 (x, x) + 1 (x, y) - 1 (y, y) - F(xz ) _2 h h 2h i=1
N
= 2 (Jh,DX, x) - h (x, x -y) - 2h (x, x) - 1: F(xz)i=1
=
2
(Jh,DY, y) - 2h (y, y) + (Jh,DY -
hx, x - Y)+
lrom Taylor's Theorem :
N
-f- 2 (Jh,D(x - y), x - y) - F(x') .
i=1
F(y') = F(x2) + f(x') (y' - x2) + 2f'(~')(x 2 - yx)2
F(x') < F(y2) -f- f(x 2)(x 2 - yi ) + 2
(x i -
y¡)2
Y' F(x z ) : F(y z ) + (f(x), x - y) + 2 (x - y, x
i=1 i-1
Substituting the inequality in (*) we get
V(X) - 2h (x - Y, x - y) ~ V(Y) + (Jh,DY - hx - f(x), x - y)
-2(x-y,x-y)+-(Jh,D(x-y),x-y)
y)
V (y) C V (x) - 2
[I-hhk
(x - y, x - y) + (Jh,D(x - y), x - Y)]
and since hk < 1 and Jh,D is symmetric positive definite, (b) is proved .
Remark. The fixed points of Oh,D are exactly the critical points of
V.
3.3 . Corollary. Ifhk < 1, the unstable and stable manifolds W''(e- )
and Ws(e+) of two hyperbolic fixed point e- and e+ of 0h,D are transver-
sal, and the set of non-wandering points of Wh,D coincides with the set
of its fixed points .
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Proof.
Theorem 3.2 (a) states that Oh,D satisfies the hypothesis of Theo-
rem 2.13 and the transversality is proved .
For the result about the set of non-wandering points, note that The-
orem 3.2 (b) implies that V is a Liapunov functional for the dynamical
system generated by Oh,D .
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