Intelligent reflecting surface (IRS) serves as an emerging paradigm to enhance the wireless transmission with a low hardware cost and a reduced power consumption. In this letter, we investigate the IRS-assisted downlink multi-input multi-output (MIMO) system, where an Alice-Bob pair wishes to communicate with the assist of IRS. Our goal is to maximize the spectral efficiency by designing the active beamformer at Alice and the passive reflecting phase shifters (PSs) at the IRS, which turns out to be an intractable mixed integer non-convex optimization problem. To tackle this problem, we propose an efficient algorithm to obtain an effective solution. Specifically, the PSs at the IRS are optimized to maximize the sum of gains of different paths. Such a criterion is also referred to as the maximizing the sum of gains (MSG) principle. Then, an alternating direction method of multipliers (ADMM) algorithm is developed to solve the MSG-based optimization problem. With the obtained PSs, the beamformer at Alice is obtained by classic singular value decomposition (SVD) and water-filling (WF) solutions.
I. INTRODUCTION
Traditional cooperative transmission technologies, such as amplify-and-forward relaying and decode-and-forward relaying [1] , allow wireless networks to coordinate among distributed equipments and achieve considerable performance gains. However, the required hardware complexity and system cost are still the main hindrance to the practical implementation [2] .
In order to satisfy wireless communication quality in a green and effective way, intelligent reflecting surface (IRS) has emerged as an innovative and cost-effective paradigm for improving the transmission coverage and signal quality via passive reflecting arrays [3] . Different from conventional passive reflector which retains fixed phase shifters (PSs) once fabricated, IRS is able to induce a certain phase shift independently on the incident electromagnetic by controllable meta-material. Compared to traditional relay schemes that enhance sourcedestination transmission by generating new signals, IRS does not buffer or process any incoming signals but only reflects the wireless signal as a passive planar array, which incurs no additional power consumption [4] . Generally, the advantages such as low cost, lightweight, and conformal geometry render the IRS a promising and potential implementation for future wireless systems. Prior works mainly aim to maximize the spectral efficiency by optimizing the IRS and the transmitter beamformer for multi-input single-output (MISO) systems, in which the IRS designs are equivalent to quadratically constrained quadratic programs [4] - [8] . Nevertheless, there is limited literature considering above problems for multi-input [8] .
Motivated by the above discussion, in this letter, we investigate the IRS and the transmitter beamformer design for downlink MIMO systems. Our goal is to maximize the spectral efficiency by designing the active beamformer at Alice and the passive reflecting PSs at the IRS. It is worth noting that the problem is non-convex due to the objective function by nature as well as the magnitude constraints imposed by IRS. To tackle the problem, we propose an effective way to obtain a suboptimal solution. First, a criterion is proposed for PSs design, which is refered to as the maximizing the sum of gains (MSG) principle. Then, we tactfully formulate a MSG-based problem which can be suboptimal solved by alternating direction method of multipliers (ADMM). With the obtained PSs design, the optimal transmitter beamformer design is derived by invoking the classic singular value decomposition (SVD) of effective channel and the water-filling (WF) power allocation solution.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. System Model
Consider a MIMO downlink channel as depicted in Fig. 1 , where a transmitter, i.e., Alice, equipped with N t antennas communicates N s data streams to a receiver, i.e, Bob, equipped with N b antennas. To enhance the communication, an IRS equipped with N r passive elements is installed on surrounding wall to overcome unfavorable propagation conditions and enrich the channel with more paths. We assume that the global channel state information is available at centralized controller, which is the same as [4]- [8] . In tth transmission, one round of the information transmission is composed of two phases. First, Alice sends the source signal s(t) ∈ C Ns×1 with distribution CN (0, I Ns ) by linear precoder F ∈ C Nt×Ns to Bob and IRS simultaneously. The received signal at Bob and IRS in the first phase can be expressed as
respectively. In (1), x(t) = F s(t) is the transmit vector at Alice, and H H d ∈ C N b ×Nt denotes the channel between Alice and Bob. M ∈ C Nr×Nt (resp. H H r ∈ C N b ×Nr ) denotes the channel between Alice and the IRS (resp. the IRS and Bob). n (1) b ∈ C N b ×1 and n (1) r ∈ C Nr×1 are zero-mean additive white Gaussian noise.
In the second phase, the received signal y (1) r (t) at the IRS is linearly transformed by a diagonal phase-shift matrix Θ = diag(βe jθ1 , βe jθ2 , · · · , βe jθN r ) and reflected to Bob,
, and β ∈ [0, 1] are imaginary unit, PSs, and amplitude reflection coefficient on the combined incident signal, respectively. The received signals in the second phase can be written as
where the normalized power constraint is given by F 2 2 = N s and P is the total transmitted power, i.e., F = P/N s F. Further, n (1) and (2), the overall received signals which combine the signals received over the two phases can be expressed as
In this letter, our interest lies in the maximization of the spectral efficiency by designing the transmit beamformer F and the PSs {θ i } Nr i=1 under power and hardware architecture constraints. Let v = [e jθ1 , e jθ2 , · · · , e jθN r ] H denotes the phase-shift vector, i.e., Θ = β · diag(v * ) and the superscript {·} * is conjugate operation. Define the effective channel as H H eff = H H r ΘM + H H d . Given the maximum transmit power P , the associated problem can be formulated as
Despite the conciseness of (4), it is difficult to optimally solve (4) with existing matrix transform and convex optimization techniques due to its non-convex objective function, as well as the equality constraints.
III. PSS AND BEAMFORMER DESIGN
In this section, the PSs design and the transmit beamformer design are considered one after another. In particular, we propose to first design the PSs under an introduced MSG principle. With the obtained PSs, the optimal transmit beamformer is easily obtained by invoking the SVD and WF solutions.
A. PSs Design under MSG principle
Since the role of IRS is to provide additional tunable propagation paths, which allows us to independently design PSs by considering the effective channel quality. Thus, the PSs design problem can be equivalently formulated as
where Q * = F * F H * denote the optimal input covariance matrix at Alice. Define the Alice-IRS-Bob channel's thin-SVD to be
We note the optimal precoder F * is simply given by VΓ and N s = rank(H H eff ), which decouple the considered effective channel into N s parallel subchannels without loss of optimality. The path gain of each independent subchannel is |Λ
Γ is the diagonal matrix of allocated power to each path. While it is difficult to design the PSs by directly solving (5), a MSG principle is proposed as MSG principle: Given H H eff , all these independent paths gain {Λ(i, i)} Ns i=1 are related to PSs. To provide preferable effective channel quality, we propose to maximize the sum of each path gain, i.e., max
As outlined above, we have proposed the MSG principle in perspective of physical significance. To further explore the relation between MSG principle and (5), we tactfully construct a MSG-based problem, which could bound (5) in a window. Functionally, maximizing the sum of each path gain can be transformed into another form by following relation
in which |Λ(i, i)| 2 is the eigenvalue of H H eff H eff . Let λ i (·) denotes the ith eigenvalue of its matrix argument in decreasing order, and the equality (a) comes from linear algebra any A ∈ C N ×N , Tr(A) = N i=1 λ i (A). Thus, the PSs design under the MSG principle can be formulated as
LetR andR denote the objective function of (5) and (7) . We mentioned that above MSG-based problem (7) is close related to the original problem (5) by following two propositions.
Proposition 1. Solving the MSG-based problem (7) provides an potential alternative to solving (5) since theR in (7) is the lower bound of theR in (5) , i.e., R ≤R.
Moreover, In case of MISO system employed, we haveR =R.
Proof: For N s ≥ 1, let λ 1 ≥ λ 2 ≥ ... ≥ λ Ns > 0 denote the nonzero eigenvalues of (P/σ 2 n N s )H H eff H eff . Consider equal (EQ) power allocation Γ = I Ns , we have
in which as for any A ∈ C N ×N , det[A] = λ i (A) and λ i (A + I) = λ i (A) + 1 [9] . It can be easily seen that if MISO system is employed, i.e., N b = 1, we have R =R.
Proposition 2. The objective functionR of MSG-based problem (7) provides an upper bound of (5) such as R ≤ N sR .
Proof: For any matrix A, B, the Cauchy-Schwartz inequality holds as
represents the frobenius norm of its argument. Let A = H H eff and B = VΓ, using Tr(AB) = Tr(BA), we have 
in which (b) comes from the inequality of arithmetic and geometric means [9] . Substituting (8) for
Then, proposition 2 can be easily proved by arranging (9) .
To study the MSG-basd problem (7) , let us express (7) in a more explicit equivalent form
The above objective function can be equivalently rewrit-
By applying the fact that h H k diag(v * ) ≡ v H diag(h H k ), we tactfully construct a correlative matrix and a vector such as 
where
For the problem (12), the augmented Lagrangian function is given as
(13) where ν ∈ C Nr+1 is the Lagrange multiplier corresponding to the constraint (12b) and the penalty parameter ρ is positive. Let (u 0 , x 0 , ν 0 ) be the initialized primal-dual variables. The standard ADMM consists of the following iterative procedure:
(14)
x k+1 = arg min
It can be readily seen that the above problem (14) admits a closed-form solution u k+1 = ∠(x k − ρ −1 ν k ) , where ∠(·) represents the phase vector of its argument. The subproblem (15) is an unconstrained least-squares problem. Take the firstorder derivative and set it to zero, we get
Rearrange the above (17) yields
Moreover, by following the equations in (16) and (17), we have
Here, we establish the whole non-convex ADMM process for solving (12) has convergence guarantee when the penalty parameter is chosen ρ > max{ 2λ 1 ( T), λ 1 ( T)} [10] . Finally, the latent solution v to problem (10) can be recovered by
where a (1:N ) denotes the vector that contains the first N element of vecter a.
B. Beamformer Design with Obtained PSs
Our next endeavour is to optimize the beamformer with the obtained PSs. Let {a 1 , a 2 , ..., a Ns } and D denote the largest N s eigenvalues and corresponding eigen-vectors matrix of H H eff H eff . Consider the problem (4), it is well known the optimal precoder is Ddiag([ √ p 1 , √ p 2 , ..., √ p Ns ]). The optimal power allocation {p i } Ns i=1 can be solved by resorting the Karush-Kuhn-Tucker (KKT) method, which is given by
in which ⌈·⌉ + = max{·, 0}. The Lagrange parameter µ > 0 is chosen by 1-D search to satisfy the constraint Ns i=1 p i = N s . For explicit exposition, we summarize the previously developed PSs and beamformer design for (4) in Algorithm 1.
Algorithm 1 MSG-based PSs and beamformer design Given: P, β, σ 2
denotes the objective value of (12) after the kth iteration.
3:
Repeat 4:
x k+1 ← (ρI + T) −1 (ρu k+1 + ν k ); 6: ν k+1 ← Tx k+1 ; 7: k ← k + 1.
8:
Until 
n Ns P ai , i = 1, ..., N s .
15:
Until
IV. NUMERICAL RESULTS In this section, numerical results are provided to demonstrate the performance of Algorithm 1. To model the channels, we use a ray cluster based spatial channel model [11] , i.e.,
for all channels, where N tr and N re is the antenna number of transmitter and receiver. L is the number of propagation paths between transceivers. α l ∼ CN (0, 1) is the complex gain of the lth path between transceivers. The variables φ l t and φ l r ∈ [0, 2π) are the azimuth angles of departure and arrival (AoDs/AoAs) corresponding to different paths. a t (φ) and a r (φ) are the antenna array response vectors at transceivers, respectively. Furthermore, we consider a uniform linear array configuration with N antenna elements, i.e., a(φ) = (1/ √ N )[1, e jkd sin φ , ..., e jkd(N −1) sin φ ] T , where k = 2π/λ. λ is the wavelength and d is the antenna spacing. The following parameters are used in the simulation. We set σ 2 n = 1, β = 1 and d = λ/2. The number of antennas is N t = 16, N r = 16, and N b = 4 respectively. Each channel contains L = 5 paths and the number of data streams is N s = 4. The results were averaged over 1,000 random channel realizations. Fig. 2 shows the spectral efficiency versus transmit power achieved by different schemes. Under the EQ power allocation and WF power allocation, we compare our proposed MSGbased IRS-assisted solution with the optimal non-IRS-assisted solution. For fairness, the effective channel is considered as H H r ΘM + H H d in both schemes 2 , where the non-IRS-assisted channel is set by randomly choosing Θ. In Fig. 2 , it can be observed that our proposed MSG-based IRS-assisted scheme can significantly outperform the non-IRS-assisted scheme. This is because the IRS can determine the quality of propagation environment by optimizing the PSs, and the MSG-based scheme provides a reasonable solution to reap the IRS gain. Meanwhile, it is also observed that the IRS gain under WF allocation is much more than that under EQ allocation. This phenomenon validates that even though more propagation paths can be provided by optimizing IRS, the power allocation of transmit beamforming on these paths plays an essential role.
V. CONCLUSION
We have considered the IRS and transmit beamformer designs for IRS-assisted downlink MIMO system. Specifically, we proposed a MSG principe to design the PSs at the IRS. To tackle the non-convex MSG-based problem, we reformulated this problem into an ADMM framework. With obtained PSs, the optimal transmit beamformer is easily obtained by invoking the SVD and WF solutions. Numerical results showed significant performance improvement of our proposed designs as compared with the non-IRS-assisted scheme.
