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Abstract
The Dirac constraint formalism is used to analyze the first order
form of the Einstein-Hilbert action in d > 2 dimensions. Unlike previ-
ous treatments, this is done without eliminating fields at the outset by
solving equations of motion that are independent of time derivatives
when they correspond to first class constraints. As anticipated by
the way in which the affine connection transforms under a diffeomor-
phism, not only primary and secondary but also tertiary first class
constraints arise. These leave d(d − 3) degrees of freedom in phase
space. The gauge invariance of the action is discussed, with special
attention being paid to the gauge generators of Henneaux, Teitelboim
and Zanelli and of Castellani.
1 Introduction
Einstein’s formulation of general relativity leaves unanswered the question
of which variables are most appropriate to discuss the canonical structure of
the theory. The second order formalism in which the Einstein-Hilbert (EH)
action in d dimensions
Sd =
∫
ddx
√−gR (1)
is expressed in terms of the metric gµν has been treated in refs. [1-9]; the
first order formalism with the metric gµν and symmetric affine connection
Γλµν being independent was discussed for d = 4 in refs. [10, 11] and for d = 2
in [12-17].
In this first order formalism, the Lagrangian can be taken to be [18-19]
Ld = hµν
[
Gλµν,λ +
1
d− 1 G
λ
λµG
σ
σν −GλσµGσλν
]
(2)
where
hµν =
√−g gµν
(
det hµν = −(−g)−1+d/2
)
(3)
and [20]
Gλµν = Γ
λ
µν −
1
2
(
δλµΓ
ρ
ρν + δ
λ
νΓ
ρ
ρµ
)
. (4)
Only if d > 2 can the equations of motion for Gλµν following from eq. (2)
be solved for Gλµν in terms of h
µν ; if this solution is substituted back into eq.
(2) the second order form of the EH action is recovered.1 The case d = 2 is
discussed in ref. [21, 22] where it is shown that in 2d the equation of motion
does not fix Γλµν in terms of gµν unambiguously. In the next section we will
define variables in terms of the independent fields hµν and Gλµν that will
facilitate the canonical analysis of Sd. In the following section this analysis
will be performed using the Dirac constraint procedure [23-28]. The gauge
invariance of the action is then discussed.
The principle difference between this treatment and that of refs. [10,
11] where the first order form of the EH action has also been considered
is that not only primary and secondary, but also tertiary constraints arise.
This is because we do not use constraint equations arising from equations of
motion not involving time derivates to eliminate fields when these equations
1From eq. (2), if d > 2 then the equation of motion for Gλµν yields G
λ
µν =
1
2
hλρ (hµρ,ν + hνρ,µ − hµν,ρ) − 1d−2hλρhµν(lnh),ρ where h = det hµν . If d = 2, then the
equation of motion for hµν is consistent only if h,λ = 0 and then if this condition is
satisfied, Gλµν =
1
2
hλρ (hµρ,ν + hνρ,µ − hµν,ρ) + hµνXλ where Xλ is arbitrary.
of motion correspond to first class constraints. Such tertiary constraints
should be expected to occur, as only if tertiary first class constraints are
present can a gauge transformation involving the second derivative of the
gauge function arise when the formalism of refs. [29, 30, 31] is used to derive
the gauge invariance present in a theory. The diffeomorphism invariance of
Sd in eq. (1) is
δ Gλµν = −∂2µνθλ +
1
2
(
δλµ∂ν + δ
λ
ν∂µ
)
∂ρθ
ρ − θρ∂ρGλµν +Gρµν∂ρθλ
−
(
Gλµρ∂ν +G
λ
νρ∂µ
)
θρ (5a)
δhµν = hµλ∂λθ
ν + hνλ∂λθ
µ − ∂λ
(
hµνθλ
)
(5b)
(which follow from
δgµν = −θλ∂λgµν + gµλ∂λθν + gνλ∂λθµ
δΓλµν = −∂µ∂νθλ + Γρµν∂ρθλ − θρ∂ρΓλµν −
(
Γλµρ∂ν + Γ
λ
νρ∂µ
)
θρ
δg = g gαβδgαβ . )
The second derivative of the “gauge parameter” θλ appears in eq.(5a); if there
were no tertiary constraints in the theory, such second derivatives would not
be generated by the first class constraints. We will pay special attention
to how first class constraints generate gauge invariances, when using the
approach of Henneaux, Teitelboim and Zanelli [30, 31, 25] and of Castellani
[29].
We now rewrite Sd in terms of variables that simplify the canonical anal-
ysis.
2 Choosing Variables
After an integration by parts (dropping the surface term) and defining h =
h00, hi = h0i, π = −G000, πi = −2G00i, πij = −G0ij , ξi = −Gi00, ξij = −2Gij0,
ξijk = −Gijk, we find that
Ld = πh,0 + πihi,0 + πijhij,0 + A+ ξiAi + ξijAji + ξijkAjki
+
1
4
(
1
d− 1ξ
k
kξ
ℓ
ℓ − ξkℓ ξℓk
)
h+
(
1
d− 1ξ
k
kiξ
ℓ
ℓj − ξkℓjξℓkj
)
hij
+
(
1
d− 1ξ
k
kξ
ℓ
ℓi − ξkℓ ξℓki
)
hi (6)
where
A =
2− d
d− 1
[
hπ2 + hiπ πi +
1
4
hijπiπj
]
(7)
Ai = h,i − hπi − 2hjπij (8)
Aji = h
j
,i +
1
d− 1hπ δ
j
i +
1
2(d− 1)h
kπkδ
j
i −
1
2
hjπi − hjkπik (9)
Ajki = h
jk
,i +
1
d− 1π
(
δjih
k + δki h
j
)
+
1
2(d− 1)
(
δji h
kℓ + δki h
jℓ
)
πℓ . (10)
Eq. (6) can be further simplified by first decomposing ξij into its trace t
and its traceless part ξ
i
j,
ξij = ξ
i
j +
1
d− 1 δ
i
jt (11)
followed by a shift to separate ξ
i
j from ξ
i
jk
ξ
k
ℓ = ζ
k
ℓ −
2
h
(
ξkℓm −
1
d− 1 δ
k
ℓ ξ
j
jm
)
hm (12)
so that
Ld = πh,0 + πihi,0 + πijhij,0 + A+ ξiAi + ζ ji Aij +
t
d− 1A
i
i (13)
+ξijk
(
Ajki −
1
h
(
hjAki + h
kAji
)
+
1
(d− 1)h
(
hjδki + h
kδji
)
Aρρ
)
−1
4
ζ
i
j ζ
j
i h+
(
1
d− 1ξ
k
kiξ
ℓ
ℓj − ξkℓiξℓkj
)(
hij − hihj/h
)
.
In eq. (13) we see that the effect of making the change of variables defined
in eqs. (11, 12) is two fold. First of all, t appears only linearly in eq. (13)
which means that eventually its presence will lead to a secondary constraint
(χ, defined in eq. (16) below) that turns out to be first class. Secondly, the
traceless quantity ζ
i
j and the quantity ξ
i
jk are “decoupled” in eq. (13) as eq.
(12) is effectively a “completing the square” operation. These two quantities
only enter eq. (13) quadraticly, resulting eventually in two second generation
constraints (see eqs. (23, 24) below) which are necessarily second class. The
tracelessness of ζ
i
j will require special consideration when defining its Poisson
Bracket with its conjugate momentum (see. eq. (18) below). Indeed, one
might supplement Ld in eq. (13) with a terms λζ ii where λ is a Lagrange
multiplier used to generate a constraint that ensures that ζ
i
j is traceless, but
this is not necessary.
We now perform the change of variables
H ij = h hij − hihj
(
HikH
kj ≡ δji
)
(14a)
πij = hΠij (14b)
πi = Πi − 2Πijhj (14c)
π = Π +
Πij
h
(
H ij + hihj
)
; (14d)
t =
1
d− 1
(
t+
2
h
ξiijh
j
)
(14e)
ξ
i
= ξi − ξijkhjk/h (14f)
so that
Ld = Πh,0 +Πihi,0 +ΠijH ij,0 + ξ iχi + tχ (15)
+
2− d
d− 1
[
hΠ2 + hiΠΠi +
1
4h
(
H ij + hihj
)
ΠiΠj
+
1
h
(
H ijHkℓ +H ikhjhℓ
)
ΠijΠkℓ
+
1
h
(
hiHkℓ −H ikhℓ
)
ΠiΠkℓ + 2H
ijΠΠij
]
+ζ
i
j
(
hj,i −
1
2
hjΠi −HjkΠik
)
− h
4
ζ
i
j ζ
j
i
+ξijk
[
1
h
Hjk,i −
1
h
HjkΠi +
1
2(d− 1)h
(
δjiH
kℓ + δkiH
jℓ
)
(Πℓ − 2hmΠℓm)
+
1
h
(
hjHkp + hkHjp
)
Πip
]
+
1
h
H ij
(
1
d− 1ξ
k
kiξ
ℓ
ℓj − ξkℓiξℓkj
)]
where
χi = h,i − hΠi (16)
χ = hi,i + hΠ . (17)
With the choice of variables used to express Ld in the form of eq. (15), we
can now examine its canonical structure.
3 The Canonical Structure
We begin by noting that the momenta conjugate to h, hi and H ij are given
by Π, Πi and Πij respectively, while the momenta conjugate to t, ξ
i
, ζ
i
j and
ξijk (which we denote by IP , IPi, IP
j
i and IP
jk
i respectively) all vanish. The
fundamental Poisson Brackets (PBs) are standard except for
{
ζ
i
j(~r, t), IP
k
ℓ (~r
′, t)
}
=
(
δiℓδ
k
j −
1
d− 1δ
i
jδ
k
ℓ
)
δ3(~r − ~r ′) (18)
where the second term on the right hand side of eq. (18) ensures consistency
with the tracelessness of ξ
i
j and IP
k
ℓ . (As mentioned above, one could use a
Lagrange multiplier in the action to generate the constraint ζ
i
i = 0 in which
case eq. (18) actually becomes a Dirac Bracket (DB) associated with this
constraint and the gauge condition IP
i
i = 0 as discussed below.)
It is now possible to read off the canonical Hamiltonian Hc from eq. (15)
as Ld is of the form
Ld = Πh,0 +Πihi,0 +ΠijH ij,0 −Hc . (19)
The Dirac constraint formalism [23-28] now should be implemented as
there are the obvious primary constraints
IP = IPi = IP
j
i = IP
jk
i = 0 . (20a− d)
The primary constraints IP = IPi = 0 immediately give rise to the sec-
ondary constraints
χ = χi = 0 . (21a, b)
Test functions f and g can be used to compute [32] the PB of χi and χ;∫
d~rd~r ′f(~r) {χi(~r, t), χ(~r ′, t)} g(~r ′) ≡ f {χi, χ} g
= f {h,i,Π}hg − fΠi {h,Π}hg − fh
{
Πi, h
j
,j
}
g
= −f.ihg − fhΠig + fh(−g,i)
=
∫
d~rf(~r) (h,i(~r, t)− h(~r, t)Πi(~r, t)) g(~r)
= fχig
or, more compactly,
{χi, χ} = χi . (22)
It is also apparent that {χi, χj} = 0 = {χ, χ}. Consequently IP , IPi, χ and
χi are all candidates for being first class constraints but no conclusion about
the class of χ and χi can be drawn until the complete set of constraints is
determined as it is possible that χ and/or χi do not have a weakly vanishing
PB with a tertiary constraint.
In ref. [10,11] equations of motion that do not involve time derivatives
were used to eliminate fields from the initial action. Two of these equations
are the constraints χ and χi (ie, the trace of eq. (A3) and eq. (A4) of ref.
[11]). Consequently, tertiary constraints cannot arise in the approach of refs.
[10,11].
The constraints IP
i
j = IP
jk
i = 0 also lead to secondary constraints Θ
i
j and
Θjki respectively. These are linear in ζ
i
j and ξ
i
jk and so all these constraints are
immediately seen to be second class. These secondary constraints correspond
to eq. (A2) and the traceless part of eq. (A.3) in ref. [11]. As they are second
class, they can be used to eliminate fields from the action provided PBs are
replaced by the appropriate DB.
If d = 2, Θij does not arise and Θ
jk
i reverts to being a single first class
constraint, making the canonical analysis [12-17] considerably simpler than
when d > 2.
Once the DB replaces the PB, Θij and Θ
jk
i are effectively eliminated from
the theory and hence one need not worry about the fact that the constraints
χ, χi have non-vanishing PB with Θ
i
j and Θ
jk
i [33].
The portions of the Hamiltonian Hc that contributes to Θij and Θjki are
of the form
A = −ζ ijλji +
h
4
ζ
i
jζ
j
i (23)
B = −ξijkσjki −
H ij
h
(
1
d− 1ξ
k
kiξ
ℓ
ℓj − ξkℓiξℓkj
)
(24)
≡ −ξijkσjki − ξkℓmM ℓm dek c ξcde
where
λji = h
j
,i −
1
2
hjΠi −HjkΠik
σjki =
1
h
Hjk,i −
1
h
HjkΠi +
1
2(d− 1)h
(
δjiH
kℓ + δkiH
jℓ
)
(Πℓ − 2hmΠℓm) + 1
h
(
hjHkp + hkHjp
)
Πip
The constraints Θij and Θ
jk
i that arise from A and B can be solved, yielding
ζ
i
j =
2
h
(
λij −
1
d− 1δ
i
jλ
k
k
)
(25)
ξijk = −
1
2
(
M−1
)i ℓ
jk mn
σmnℓ (26)
where
(
M−1
)x k
yz ℓm
= −h
2
[(
Hℓyδ
k
z δ
x
m +Hℓzδ
k
yδ
x
m +Hmyδ
k
z δ
x
ℓ +Hmzδ
k
yδ
x
ℓ
)
+
2
d− 2
(
HkxHℓmHyz
)
−Hkx (HℓzHmy +HℓyHmz)
]
. (27)
(Decomposing ξijk so that ξ
i
ij = tj and H
ijξkij = s
k by setting
ξijk = η
i
jk +
1
(d− 2)(d+ 1)
[
dHjks
i −
(
δijHkℓ + δ
i
kHjℓ
)
sℓ
−2H iℓHjktℓ + (d− 1)
(
δijtk + δ
i
ktj
)]
does not really simplify the canonical analysis.)
One could now substitute eqs. (25, 26) into Hc provided the appropriate
DBs are subsequently used. To illustrate how these DBs are worked out, we
note that A and B of eqs. (23, 24) are both of the form (with I = 1, 2)
/C = faI (qi, pi)Q
a
I −
1
2
QaIg
ab
IJ(qi)Q
b
J (28)
where qi and pi are canonically conjugate variables. The momentum IP
a
I
conjugate to QaI vanishes and this primary constraint leads to the secondary
constraint
θaI = f
a
I (qi, pi)− gabIJ(qi)QbJ (29)
with ΘaI = (IP
a
I , θ
a
I ) being second class, as{
IP aI , θ
b
J
}
= gabIJδIJ (30)
{
θaI , θ
b
J
}
≡MabIJ . (31)
In order to form the DB
{A,B}∗ = {A,B} − {A,ΘaI} (d−1)a bI J
{
ΘbJ , B
}
(32)
one needs the inverse of
da bI J =


0 g1 0 0
−g1 M11 0 M12
0 0 0 g2
0 −M12 −g2 M22

 . (33)
Using the standard relation

 A B
C D


−1
=



 I B
0 D



 A−BD−1C 0
D−1C I




−1
(34)
=

 (A− BD−1C)−1 −(A−BD−1C)−1BD−1
−D−1C(A− BD−1C)−1 D−1C(A−BD−1C)−1BD−1 +D−1


we see that
d−1 =


g−11 M11g
−1
1 −g−11 g−11 M12g−12 0
g−11 0 0 0
−g−12 M12g−11 0 g−12 M22g−12 −g−12
0 0 g−12 0

 . (35)
(In fact this inverse is not unique, as is discussed on pg. (66) of ref. [27], but
the form given in eq. (35) suits our purpose.) From eqs.(32, 35) we find that
the non vanishing DBs are
{qi, pj}∗ = δij (36)
{qi, QIa}∗ = {qi, θcI} (g−1)caIJδIJ (37)
{pi, QIa}∗ = {pi, θcI} (g−1)caIJδIJ (38){
QaI , Q
b
J
}
∗
=
(
g−1
)am
IK
MmnKL(g
−1)nbLJ (39){
QaI , IP
b
J
}
∗
= 0 . (40)
If we use these DBs, it is now possible to employ the second class constraint
θaI = 0 to write /C in eq. (28) as
/C =
1
2
QaIg
a b
I J(qi)Q
b
J (41)
and so by eqs. (36-40) for any function Z(qi, pi)
{Z (qi, pi) , /C}∗ = QaI {Z (qi, pi) , faI (qi, pi)} (42)
−1
2
QaI
{
Z (qi, pi) , g
ab
IJ(qi)
}
Qbj .
Using eq.(42) it is quite easy to show that (with Hc =
∫
dd−1xHc)
{χ,Hc}∗ = Hc − 2ξ iχi − tχ + δi,i (43)
where
δi =
d− 2
d− 1
[
Πkℓ
h
(
hiHkℓ −H ikhℓ
)
+Π hi +
1
2h
(
H ij + hihj
)
Πj
]
+
1
2
ζ
i
jh
j +
1
h
ξijkH
jk − 1
d− 1
H ij
h
ξkjk (44)
so that a tertiary constraint arises that differs from the Hamiltonian Hc by
a linear combination of secondary constraints and a total derivative.
In fact, the Hamiltonian that follows from eq. (15) can be written as
Hc = 1
h
(
τ + hiτi
)
+
3
2(d− 2)
1
h2
HkℓH
kℓ
,i H
ijχj − 3d− 5
4(d− 2)
1
h3
H ijχiχj
− 3
h2
H ijχiΠj −
(
1
h2
H ijχi
)
,j
+
2
h2
H ij,iχj +
hi
h
χ,i (45)
− 1
h2
hi hj,iχj − 2
(
d− 2
d− 1
)
1
h
HmnΠmnχ− 1
h
hiΠχi
−H
mnΠmn
h2
hiχi − 2
h2
hkH ijΠikχj +
d− 3
d− 1Πχ
+
1
d− 1
χ2
h
− 1
d− 1
1
h
hiΠiχ− ξ iχi − tχ
where
τ = H ij,ij −
1
2
Hmi,nHijH
nj
,m −
1
4
H ijHmn,iH
mn
,j (46)
− 1
4(d− 2)H
ijHkℓH
kℓ
,i HmnH
mm
,j +H
ijHkℓ (ΠijΠkℓ − ΠikΠjℓ)
and
τi = 2 (H
mnΠmi),n −HmnΠmn,i − (HmnΠmn),i . (47)
It is evident from the form of the Hamiltonian given in eq. (45) that the
secondary constraints χ and χi imply tertiary constraints τ and τi. We im-
mediately see that χ and χi have vanishing PBs with τ and τi. Furthermore,
we find that the PBs amongst τ and τi are [61]
{τi(~x), τj(~y)} = −∂xj δ (~x− ~y) τi(~y) + τj(~x)∂yi δ (~x− ~y) (48)
{τ(~x), τ(~y)} = ∂xi δ (~x− ~y)H ij(~y)τj(~y) (49)
−H ij(~x)τj(~x)∂yi δ (~x− ~y)
{τi(~x), τ(~y)} = −∂xi δ (~x− ~y) τ(~y) + τ(~x)∂yi δ (~x− ~y) . (50)
(Using test functions as in the derivation of eq. (22) is useful in demonstrating
eqs. (48-50).) The PB algebra of eqs. (48-50) is that of ref. [11] even though
in this reference the constraints are distinct from those of eqs. (46, 47).
Furthermore the “ADM constraints” appearing in ref. [11] are secondary
constraints derived from an “ADM action” found by substitution of solutions
to the true secondary constraints, both first class (χ and χi) and second class
(Θij and Θ
jk
i ), into the first order EH action of eq. (2). After this substitution,
the EH action becomes the “ADM action”. In contrast, the constraints τ
and τi appearing in eqs. (48-50) are true first class tertiary constraints that
follow from the secondary first class constraints χ and χi and the EH action.
It is evident that because of the form of Hc in eq. (45) no further constraints
of a generation beyond the third arise.
We thus have the complete constraint structure of the EH action of eq.
(2). Initially there are d(d + 1)2 variables in phase space (hµν , Gλµν and
their conjugate momenta). There are d(d + 1) primary second class con-
straints identified with the canonical momenta conjugate to h, hi and H ij .
In addition there are d(d2 − 3)/2 primary second class constraints associ-
ated with the vanishing of the momenta conjugate to ζ
i
j and ξ
i
jk which in
turn lead to the d(d2 − 3)/2 secondary second class constraints Θij and Θjki .
Finally there are 3d first class constraints spanning three generations (IP ,
IPi; χ, χi; τ , τi) which require 3d gauge conditions. In total then there are
d(d+ 1) +
d(d2 − 3)
2
+
d(d2 − 3)
2
+ 3d+ 3d = d(d2 + d+ 4) restrictions on the
system leaving d(d + 1)2 − d(d2 + d + 4) = d(d − 3) independent degrees of
freedom in phase space. In d = 3 this is zero; if d = 4 this is four which
corresponds to the two polarizations of the graviton and their conjugate mo-
menta.
In the ADM approach to the first order action of eq. (2) [10, 11] just
d = 4 dimensions is considered. Only six of the ten components of the metric
(gij) are taken to be dynamical, the remaining four form the non-dynamical
“lapse” (N) and “shift” (Ni) functions. All thirty constraint equations χ =
χi = Θ
i
j = Θ
jk
i = 0 are used to eliminate fields in the EH action. Once
this is done the four fields Γµ00 disappear from this reduced “ADM action”
and are not considered to be dynamical. There are then six components
of Γλµν remaining which are used to form the momenta conjugate to the six
dynamical components of the metric. The four ADM constraints derived from
the ADM action when combined with their associated gauge conditions leave
just the two degrees of freedom present in the metric plus their conjugate
momenta. We thus see how the analysis of this paper, which exclusively uses
the Dirac constraint formalism, is related to the more conventional ADM
approach to the first order action of eq. (2). It is apparent that the ADM
approach initially resembles that of ref. [34] in that equations of motion not
containing time derivatives are used to eliminate fields; only after this has
been done in Dirac’s constraint formalism invoked. This approach cannot
lead to tertiary constraints, which are necessary if one is to obtain the term
−∂2µνθλ in the gauge transformation of eq. (5a) from a generator constructed
from the first class constraints in the theory. The relationship between the
Dirac constraint formalism and that of [34] is further discussed in ref. [35].
4 The Gauge Transformation
There are several ways of deriving the form of the gauge transformation that
leaves the action invariant from the first class constraints present in the the-
ory [29-31]. These methods have been applied to the complete constraint
analysis of the second order EH action to show that its gauge symmetry is
in fact diffeomorphism symmetry [8, 9], while the second order ADM action
is invariant only under a diffeomorphism if there is a field dependent gauge
function [29,36,37] (which would alter the group properties of the gauge sym-
metry [37]).
We first will examine the symmetries of the first order EH action from
the Lagrangian point of view, then give an (incomplete) discussion based on
the approachs of Henneaux, Teitelboim and Zanelli (HTZ) appearing in [30,
31, 25] and of Castellani [29].
In discussing the invariances of the action from the Lagrangian point
of view, we will adapt the approach of [38] in a way that retains manifest
covariance. In general, if an action depends on a field φA(x), then variation
of the action under a variation δφA of the field is given by
δS =
∫
ddx
[
−∂µ δL
δ (∂µφA)
+
δL
δφA
]
δφA ≡
∫
ddxLAδφA (51)
provided δφA vanishes at infinity. (LA is the “Euler-Lagrange” (EL) deriva-
tive.) We now consider variations of the form
δφA =
N∑
s=0
[
(−1)s ∂
s
∂xµ1 . . . ∂xµs
ηB(x)
]
ρABµ1...µs (x) (52)
where ηB are unspecified “gauge functions” and the quantities ρABµ1...µs are to
be determined. Substitution of eq. (52) into eq. (51) yields
δS =
∫
ddx ηB
N∑
s=0
[
∂s
∂xµ1 . . . ∂xµs
ρABµ1...µs L
A
]
(53)
which vanishes even if φA does not satisfy the equations of motion provided
N∑
s=0
[
∂s
∂xµ1 . . . ∂xµs
ρABµ1...µs L
A
]
= 0 (54)
and surface terms are neglected. This equation is used to determine ρABµ1...µs
systematicly as illustrated below. If an invariance of the action were known
(so that we have the explicit form of the functions ρABµ1...µs) then eq. (54)
would give the associated Noether currents of the model.
Varying the fields appearing in eq. (2) we find that
δSd =
∫
ddx
[(
Gλµν,λ +
1
d− 1G
λ
λµG
σ
σν −GλσµGσλν
)
δhµν (55)
+
(
−hµν,λ +
1
d− 1 (h
µρδνλ + h
νρδµλ)G
σ
σρ
− (hµρGνλρ + hνρGµλρ)
)
δGλµν
]
.
Eq. (55) will be used to systematicly determine the invariances of Sd. If the
fields φA of eq. (51) are identified with (h
µν , Gλµν), we can construct δφA from
eq. (55) using a step-by-step procedure which amounts to expanding ρABµ1...µ5
in eq. (52) in powers of φA. We assume that we can expand δφA =
N∑
k=1
δ(k)φA
where δ(k)φA contains k factors of φA. δS in eq. (8) is then expressed as a
series in powers of φA with each term in this expansion being set equal to
zero in order to fix δ(k)φA in terms of δ
(k−1)φA. If this procedure terminates
with δ(N+1)φA = 0 then we have an invariance of the theory.
For example, in Yang-Mills theory, we have
Sym = −1
4
∫
d4x
(
∂µA
a
ν − ∂νAaµ + ǫabcAbµAcν
)2
so that
δSym =
∫
d4x
[(
∂µδ
ab + ǫapbApµ
) (
∂µA
b
ν − ∂νAbµ + ǫbcdAcµAdν
)]
(δAaν).
If now δAaν =
N∑
k=0
δ(k)Aaν , then δSym = 0 at each order in A
a
µ if
∫
d4x
[
∂µ
(
∂µA
a
ν − ∂νAaµ
)]
(δ(0)Aaν) = 0
∫
d4x
[(
∂µ(∂µA
a
ν − ∂νAaµ)
)
(δ(1)Aaν)
+(ǫapbApµ)
(
∂µA
b
ν − ∂νAbµ
)
(δ(0)Aaν)
+
(
∂µ
(
ǫabcAbµA
c
ν
))
(δ(0)Aaν)
]
= 0
etc. These equations are automaticly satisfied if δ(0)Aaν = ∂νθ
a, δ(1)Aaν =
ǫabcAbνθ
c and δ(2)Aaν = 0; thus δA
a
µ = ∂µθ
a + ǫabcAbµθ
c is an invariance of the
Yang-Mills action.
There is another more direct way of constructing δφA by using eq. (54)
that is used in ref.[45].
Applying this approach to eq. (55), we find that δSd = 0 provided∫
ddx
[
Gλµν,λδ
(0)hµν +
(
−hµν,λ
)
δ(0)Gλµν
]
= 0 (56a)
and∫
ddx
[
Gλµν,λδ
(i+1)hµν +
(
−hµν,λ
)
δ(i+1)Gλµν +
(
1
d− 1G
λ
λµG
σ
σν −GλσµGσλν
)
δ(i)hµν
+
(
1
d− 1 (h
µρδνλ + h
νρδµλ)G
σ
σρ
− (hµρGνλρ + hνρGµλρ)
)
δ(i)Gλµν
]
= 0 (56b)
(i = 0, 1 . . . , N − 1).
If d = 2, then eq. (56a) can be satisfied in two ways, first with
δ(0) hµν = 0 δ(0)Gλµν = −∂2µνθλ +
1
2
(
δλµθ
ρ
,ρν + δ
λ
ν θ
ρ
,ρµ
)
(57a, b)
and second with
δ
(0)
hµν = 0 δ
(0)
Gλµν = −ǫλτξµν,τ . (58a, b)
(In eq. (58), ξµν is a symmetric tensor and ǫ
01 = −ǫ10 = 1.) Eq. (57) can be
used in conjunction with eq. (56b) to yield
δ(1)hµν = hµλ∂λθ
ν + hνλ∂λθ
µ − ∂λ
(
hµνθλ
)
(59a)
δ(1)Gλµν = −θρ∂ρGλµν −
(
Gλµρ∂ν +G
λ
νρ∂µ
)
θρ +Gρµν∂ρθ
λ (59b)
and
δ(2)hµν = 0 = δ(2)Gλµν . (60a, b)
Eqs. (57, 59, 60) all can be generalized to d > 2 dimensions; this is the
diffeomorphism transformation of eq. (5).
Together eqs. (56b) and (58) lead to
δ
(1)
hµν = − (ǫµρhνσ + ǫνρhµσ) ξρσ (61a)
and
δ
(1)
Gλµν = ǫ
λρ
[
ξµρG
σ
σν + ξνρG
σ
σµ − ξµσGσρν − ξνσGσρµ
)
which is equivalent to
= −ǫρσ
(
Gλµρξνσ +G
λ
νρξµσ
)
. (61b)
These in turn result in
δ
(2)
hµν = δ
(2)
Gλµν = 0. (62a, b)
Together, eqs. (58, 61, 62) are the form of the gauge transformation that
leaves the action of eq. (2) invariant when d = 2 that is derived in refs. [12,
14] from the first class constraints associated with this action.
Generalizing eq. (58) to d > 2 dimensions by taking
δ
(0)
hµν = 0 δ
(0)
Gλµν = −ǫλτρ1...ρd−2ξµνρ1...ρd−2,τ (63a, b)
does not lead to consistent expressions for δ
(2)
hµν and δ
(2)
Gλµν . This indicates
that while there are two invariances associated with the action of eq. (2) when
d = 2 (one of which is a “gauge” invariance in that it is generated by the
first class constraints in the model), the only invariance present when d 6= 2
is a diffeomorphism invariance.
If we follow the HTZ approach to determining the generator of a gauge
transformation, then we consider an extended action
SE =
∫
dd−1x dt
[
πA
∂
∂t
φA −Hc
(
φA, πA
)
− Uαiγαi
(
φA, πA
)]
(64)
where φA is a field with conjugate momentum πA, γαi is a first class con-
straint of the ith generation and Uαi is a Lagrange multiplier. (Second class
constraints have been eliminated and all brackets are DBs.)
Variation of any function F of φA, πA is given by δF = {F,G} where the
generator G is G =
∫
dd−1yλαiγαi with λ
αi being a gauge parameter. This
leads to (upon dropping a surface term)
δSE =
∫
dd−1x dt
[
∂φA
∂t
{πA, G}∗ − ∂πA
∂t
{
φA, G
}
∗ −
{
φA, G
}
∗ δHc
δφA
(65)
−
{
πA, G
}
∗ δHc
δπA
− δUαiγαi − Uαi {γαi , G}∗
]
.
If, as is the case of the EH action (see eq. (36)), the second class constraints
are such that the DB and PB are identical in eq. (65), we find that
δSE =
∫
dd−1x dt
[
−∂φ
A
∂t
δG
δφA
− ∂πA
∂t
δG
δπA
− {Hc, G}
−δUαiγαi − Uαi {γαi, G}
]
. (66)
Since
dG
dt
=
∫ (
γαi
∂λαi
∂t
+
∂φA
∂t
δG
δφA
+
∂πA
∂t
δG
δπA
+ γαiU˙
βj
δλαi
δUβj
+ . . .
)
dd−1y
≡
∫ (
γαi
Dλαi
Dt
+
∂φA
∂t
δG
δφA
+
∂πA
∂t
δG
δπA
)
dd−1y (67)
and {Uαi , G} = 0 we find that
δSE =
∫
dd−1x dt
[
Dλαi
Dt
γαi + {G,Hc + Uαiγαi} − δUαiγαi
]
. (68)
Working in the gauge in which Uαi = 0 = δUαi(i ≥ 2), δSE = 0 if
∫
dd−1x
[
Dλαi
Dt
γαi + {G,Hc + Uα1γα1} − δUα1γα1
]
= 0. (69)
This condition can be used to find the gauge parameters λαi that ensure that
the “total” action
ST =
∫
dd−1x dt
(
πA
∂φA
∂t
−Hc
(
φA, πA
)
− Uα1γα1
(
φA, πA
))
(70)
is left invariant. An invariance of the total action is an invariance of the
initial action S =
∫
dd−1x dt L [33].
The first and second order forms of the EH action are distinct when d = 2
[21, 22]. The canonical structure of the second order form appears in ref. [39];
the first order form is discussed in refs. [12-17].
The action for d = 2 that follows from eq. (2) can be written
S2 =
∫
d2x
[(
−G000h,0 − 2G001h1,0 −G011h11,0
)
+
(
−G100
) (
h,1 + 2hG
0
01 (71)
+2h1G011
)
+
(
−2G101
) (
h1,1 − hG000 + h11G011
)
+
(
−G111
) (
h11,1 − 2h1G000
−2h11G001
)]
where h = h00, h1 = h01. We identify (−G000, −2G001, −G011) with the mo-
menta (π, π1, π11) associated with (h, h
1, h11) respectively. If ζ1 = G100, ζ =
2G101, and ζ1 = G
1
11, then the Hamiltonian that follows from eq. (71) is
H =
∫
dx
[
ζ1φ1 + ζφ+ ζ1φ
1
]
(72)
where
φ1 = h,1 − hπ1 − 2h1π11, φ = h1,1 + hπ − h11π11 φ1 = h11,1 + 2h1π + h11π1 .
(73a, b, c)
The momenta Π1,Π,Π
1 associated with ζ1, ζ, ζ1 respectively all vanish. These
primary first class constraints lead to the secondary first class constraints
φ1, φ, φ
1 respectively. There are no tertiary constraints since
{
φ1, φ
1
}
= 2φ,
{
φ, φ1
}
= φ1, {φ1, φ} = φ1 . (74a, b, c)
Upon making the identification
(γ11 , γ21 , γ31 , γ12 , γ22 , γ32) =
(
Π1, Π, Π
1; φ1, φ, φ
1
)
(75)
then eq. (69) leads to
λ11 = λ˙12 + ζλ12 − ζ1λ22 (76a)
λ21 = λ˙22 + 2ζ1λ
12 − 2ζ1λ32 (76b)
λ31 = λ˙32 + ζ1λ
22 − ζλ32 . (76c)
If now ξ01 = ξ10 = −12 λ22 , ξ11 = −λ32 , ξ00 = −λ12 then the generator G
of the gauge transformations is seen to generate the transformation of eqs.
(58, 61, 62). This generator was obtained in ref. [12] by using the method of
Castellani [29].
We reserve the term “gauge transformation” for a transformation gener-
ated by the first class constraints which leaves the action invariant in form.
This does not preclude the existence of transformations that leave the action
invariant that are not a consequence of the existence of first class constraints.
In this sense, the action of eq. (2) when d = 2 is invariant under a gauge
transformation defined by eqs. (58, 61, 62) while the diffeomorphism trans-
formation of eqs. (57, 59, 60), even though it is an invariance of the action,
is not referred to as a “gauge transformation”. (It appears that the general
belief is that any local transformation which leaves the action invariant is a
result of the presence of first class constraints; we see that this is not always
the case.) The fact that there might be a number of invariances associated
with a model that are not what we call “gauge invariances” does not increase
the number of restrictions on the number of degrees of freedom present be-
yond those following from constraints that arise in the course of applying the
Dirac constraint formalism; for example, the presence of a diffeomorphism
invariance in S2 of eq. (2) does not reduce the number of degrees of freedom
in S2 as diffeomorphism invariance is not a consequence of the first class
constraints. Indeed, the presence of diffeomorphism invariance in this model
is of no consequence in the quantization of this model [17]; one need only
consider the invariance under the transformation of eqs. (58, 61, 62) when
defining the path integral. That is, the invariance associated with the dif-
feomorphism invariance does not require gauge fixing and does not generate
ghost fields - one need only consider the invariances of eqs. (58, 61, 62) when
applying the Faddeev-Popov quantization procedure (or its extension [62])
associated with the path integral.
When d > 2, the generator of the gauge transformation is of the form
G =
∫ (
aIP + aiIPi + bχ + b
iχi + cτ + c
iτi
)
dd−1y , (77)
where eq. (70) is used to determine the coefficients (a, ai, b, bi) in terms of
(c, ci). In fact, to find the variations δh, δhi and δH ij under a gauge transfor-
mation, the coefficients (a, ai) are not required. Furthermore, to obtain (b, bi)
in terms of (c, ci), one need only ensure that eq. (70) is satisfied by these
terms linear in (τ, τi); terms linear in (χ, χi) fix the coefficients (a, a
i) while
terms linear in (IP, IPi) fix the variations (δU
1, δU1i) of the Lagrange multi-
plier coefficients associated with the primary first class constraints (IP, IPi).
The Hamiltonian of eq.(45) and the secondary first class constraints of
eqs. (16, 17) have the PBs
{χ,Hc} = 1
h
(
τ + hiτi
)
+ . . . (78)
{χi,Hc} = τi + . . . (79)
where only the terms dependent on τ , τi have been displayed. Furthermore,
it follows from eqs. (45, 48-50) that
{∫
dy
(
cτ + ciτi
)
,
∫
dxHc
}
=
∫
dx
[
−(ch),i
h2
H ijτj +
(
(hc),ih
i
h2
− ch
i
,i
h
)
τ (80)
+
(hci),i
h2
τ +

ci,jhj
h
τi −
cihj,i
h
τj +
cihjh,i
h2
τj

+ . . .
]
where again only terms dependent on τ , τi are given explicitly.
From eqs. (78-80) it follows that eq. (70) is satisfied by those terms linear
in (τ, τi) provided
∂c
∂t
+
b
h
+
(hc),ih
i
h2
− ch
i
,i
h
+
(hci),i
h2
= 0 (81)
and
∂ci
∂t
+
bhi
h
+ bi − (ch),j
h2
H ij +
ci,jh
j
h
− c
jhi,j
h
+
cjhih,j
h2
= 0 . (82)
Eqs. (81, 82) fix b and bi in terms of c(x, t), ci(x, t) to be
b = −hc,t − (hc),jh
j
h
+ chj,j −
(hcj),j
h
(83)
bi = −ci,t + hic,t +
hi(hc),jh
j
h2
− h
ichj,j
h
+
hi (hcj),j
h2
+
(ch),j
h2
H ij − c
i
,jh
j
h
+
cjhi,j
h
− c
jhih,j
h2
. (84)
Using eqs. (83, 84) the generator of eq. (77) leads to the gauge transfor-
mation of h, hi and H ij (and all other fields). We find that
δh = {h,G} =
{
h,
∫
dd−1y(bχ)
}
= −h2c,t − (hc),jhj + chhi,j − (hcj),j (85)
δhi =
{
hi, G
}
=
{
hi,
∫
dd−1y(bjχj)
}
(86)
= hci,t − hihc,t + hichj,j −
hi(hcj),j
h
−(ch),jhij + ci,jhj − cjhi,j +
cjhih,j
h
δH ij =
{
H ij, G
}
=
{
H ij,
∫
dd−1y(cτ + ckτk)
}
(87)
= c(H ijHkℓ −H ikHjℓ)Πkℓ − (H ikcj +Hjkci),k
+(H ijck),k + c
k
,kH
ij.
From eq. (5b) we find that
δh = 2hθ,t + 2h
iθ,i − (hθ),t − (hθi),i (88)
δhi = hθi,t + h
jθi,j − hi,tθ + hijθ,j − (hiθj),j (89)
δhij = δ
(
H ij + hihj
h
)
(90)
= hiθj,t + h
jθi,t + h
ikθj,k + h
jkθi,k
−(hijθ),t − (hijθk),k.
Eqs. (85) and (86) can be reconciled by making the field dependent redefi-
nition θ = −hc, θi = ci− hic, but the presence of Πkℓ in eq. (87) prevents us
from reconciling eqs. (87) and (90) in the same way. Consequently the in-
variance of the first order EH action uncovered by our application of the HTZ
formalism is not diffeomorphism invariance. We have not as yet explicitly
examined how the affine connections transform.
In a superficially similar situation, the gauge invariance of the ADM ac-
tion considered in refs. [29, 36, 37] is only consistent with diffeomorphism if
there is a field dependent gauge parameter, while the gauge invariance that
follows from the second order EH action, when using the metric gµν as the
configuration space variable, is the diffeomorphism invariance of eq. (5b)
[8,9].
All this prompts us to reflect on the way in which gauge invariance is
related to the constraints in a system. We begin by noting that the change
of variables that has taken us from the EH action of eq. (1) written in terms of
the configuration space metric gµν and the affine connection Γ
λ
µν to where it is
written in eq. (13) in terms of the variables h, hi, H ij etc. of course does not
alter the equations of motion derived by applying the principle of least action
to the Lagrangian form of the action; using either eq. (1) or (13) will result in
the Einstein equations of motion. If qi and Qi denote the set of old and new
configuration space variables respectively, then if there were no constraints
one could pass from the Lagrangian to the Hamiltonian formalism using
either L(qi, q˙i) or L(Qi, Q˙i) (The transformation from qi to Qi is invertible.).
The phase space variables (qi, pi = ∂L/∂q˙i) and (Qi, IPi = ∂L/∂Q˙i) would
then be related by a canonical transformation, and the Hamilton equations of
motion derived from using either H(qi, pi) or H(Qi, IPi) would be equivalent
to each other and to the Lagrange equations of motion following from either
L(qi, q˙i) or L(Qi, Q˙i).
When there are constraints in a theory as in the EH action, more care
must be taken when changing variables. One can change variables in config-
uration space from qi to Qi and obtain equivalent equations of motion from
either L(qi, q˙i) or L(Qi, Q˙i) as in the case when there are no constraints.
However, when passing from the Lagrangian to the Hamiltonian formalism,
the canonical variables (qi, pi) and (Qi, IPi) may not be related by a canonical
transformation when there are constraints in the theory. This is explicitly
demonstrated in refs. [8,9] in the context of passing from using the configu-
ration space variables gµν to (gij, N,Ni) of the ADM formalism when treat-
ing the second order form of the EH action. In these references, the phase
space variables (gµν , p
µν) derived from L(gµν) are shown to not be canonical
transforms of the phase space variables (gij , N,Ni,Π
ij ,Π,Πi) derived from
L(gij, N,Ni). This is despite the fact that the Hamilton equations of motion
derived from H(gµν , p
µν) and H(gij, N,Ni,Π
ij ,Π,Πi) are both equivalent to
the Einstein field equations. Nevertheless, there is a significant difference
between the actions in phase space written in terms of these two sets of vari-
ables that is pointed out in refs.[8,9]; the action in terms of (gµν , p
µν) can
be used to derive the diffeomorphism gauge invariance of the action while
the action in terms of (gij , N,Ni,Π
ij ,Π,Πi) can only be used to derive a
diffeomorphism gauge invariance with field dependent gauge functions. (The
group properties of gauge transformations when there are field dependent
gauge functions is discussed in refs. [67, 37].)
It is apparent though that when starting from the first order action of eq.
(1) in terms of gµν ,Γ
λ
µν the phase space position and momentum variables
are related by a canonical transformation to those derived from eq. (13).
By construction, the generator G given in eq. (77) will provide a gauge
invariance of the action defined in terms of the phase space variables being
used. However this invariance may not be unique. The tertiary constraints
(τ, τi) appearing in eq. (77) could be supplemented by a function of the
secondary constraints so that instead of (τ, τi) appearing in eq. (77), one
could have
τ˜ = τ +Xχ+X iχi (91)
τ˜i = τi + Yiχ + Y
j
i χj (92)
where X,X i, Yi, Y
j
, are arbitrary functions of the dynamical variables such
as h,Π etc. Indeed, in determining the tertiary constraints from examining
{χ,Hc} and {χi,Hc} with Hc given by eq. (45), it is not τ and τi that
immediately appear, but rather expressions of the form of eqs. (91, 92).
With τ˜ and τ˜i now appearing in eq. (77), the solution for b and b
i will no
longer be given by eqs. (83, 84) and so the gauge transformation generated
by G will be altered. This is because the analogue of eq. (80) with (τ˜ , τ˜i)
appearing in place of (τ, τi) does not follow if X , X
i, Yi, Y
j
i are arbitrary
and hence (b, bi) are dependent on the form of the tertiary constraints used
in eq. (77). Thus the invariances of the original action which follow from
the generator G are dependent on the ansatz used initially for G; it is not
apparent which ansatz leads to a diffeomorphism.
The ambiguity present in the HTZ formalism that has been noted here
is likely to be absent [60] in the approach of Castellani [29]. To see this, we
first will sketch the way in which the gauge generator G can be derived using
the methods of ref. [29].
If a system has canonical variables (qi, pi), and a gauge generator G, then
(qi(t), pi(t)) and (qi(t) + αi(t), pi(t) + βi(t)) would both be solutions of the
equations of motion if
αi = {qi, G} = ∂G
∂pi
and βi = {pi, G} = −∂G
∂qi
(93)
so that by the weak equation [23, 33] d
∂t
A(qi, pi, t) ≈ {A(qi, pi, t), HT} +
∂A(qi,pi,t)
∂t
α˙1 ≈
{
∂Gi
∂pi
, HT
}
+
∂2G
∂t∂pi
and β˙1 ≈ −
{
∂G
∂qi
, HT
}
− ∂
2G
∂t∂qi
. (94)
Furthermore, the equations of motion themselves yield
q˙i+α˙1 ≈ ∂
∂pi
HT (qi+αi, pi+βi) and p˙i+β˙1 ≈ − ∂
∂qi
HT (qi+αi, pi+βi) (95)
or to lowest order in αi and βi
α˙i ≈ ∂
∂pi
(
∂HT
∂qj
αj +
∂HT
∂pj
βj
)
and β˙i ≈ − ∂
∂qi
(
∂HT
∂qj
αj +
∂HT
∂pj
βj
)
.
(96)
(The weak equality is one which holds if the primary constraints vanish.)
If now there are three generations of constraints, we take
G = ǫ(t)G0 + ǫ˙(t)G1 + ǫ¨(t)G2.
Upon equating our two expressions (94, 96) for α˙i, β˙i and eliminating αi
and βi using eq. (93) we derive the “master equation”
[ǫ {G0, HT}+ ǫ˙(t) (G0 + {G1, HT}) + ǫ¨(t) (G1 + {G2, HT}) + ...ǫ(t)G2] ≈ 0.
(97)
We now identify the primary constraints IPA = (IP, IPi), secondary con-
straints χA = (χ, χi) and tertiary constraints τA = (τ, τi). With these sets of
constraints and the canonical Hamiltonian of eq. (45), we have equations of
the form
{IPA, HT} = χA, {χA, HT} = VABτB+V ABχB, {τA, HT} = WABτB+WABχB
(98)
so that from the master equation (97)
G2 ≈ 0⇒ G2 = IPA (98)
G1 + {G2, HT} ≈ 0⇒ G1 = −χA + λABIPB (99)
(for some λAB)
G0 + {G1, HT} ≈ 0⇒ G0 = κABIPB + (VABτB + V ABχB) (100)
−{λAB, HT} IPB − λABχB
(for some κAB)
and
{G0, HT} ≈ 0⇒ κABχB + {κAB, HT} IPB + VAB(WBCτC +WBCχC)
+ {VAB, HT} τB
+
{
V AB, HT
}
χB + V AB
[
VBCτC + V BCχC
]
−2 {λAB, HT}]χB − {{λAB, HT} , HT} IPB
−λAB
[
VBCτC + V BCχC
]
≈ ρABIPB. (101)
(for some ρAB)
(The quantities ρ, κ and λ may be non-local.) This last equation is satisfied
if the coefficients of IPA, χA and τA all vanish, so that
{κAB, HT} − {{λAB, HT} , HT} = ρAB (102)
κAB + VAPWPB +
{
V AB, HT
}
+ V APV PB − 2 {λAB, HT} (103)
−λAPV PB = 0
VAPWPB + {VAB, HT}+ V APV PB − λAPVPB = 0. (104)
These equations can be solved for λAB, κAB and ρAB using eqs. (104), (103)
and (102) in turn leading to a unique gauge generator G. An explicit calcula-
tion is quite formidable (especially on account of the complicated structures
of V AB) and is currently being considered. However, the procedure of ref.
(29) outlined here for obtaining the generator of a gauge transformation ap-
pears to be unambiguous, once the primary constraints are found, in contrast
to the HTZ method [30, 31, 25] discussed above. In particular, it is insensi-
tive to how one identifies τA in eqs. (91, 92), though it is dependent on the
choice of primary constraints [59].
5 Discussion
From the outset, we have applied in a fully consistent way the Dirac con-
straint formalism to the d dimensional EH action. This has led to primary
and secondary second class constraints as well as primary, secondary and
tertiary first class constraints, leaving d(d − 3) degrees of freedom in phase
space. The gauge transformations which leave the first order EH action in-
variant in d dimensions that is implied by the first class constraints do not
appear to coincide with the diffeomorphism transformation when the HTZ
formalism is used.
It would be interesting to analyze the implications of having not only
primary and secondary, but also tertiary first class constraints (and all their
attendant gauge conditions) on the quantization of the first order EH action
of eq. (2). The quantization of this action was considered in ref. [40] using the
Faddeev-Popov-Feynman-deWitt-Mandelstam quantization procedure with
the diffeomorphism of eq. (5) as the gauge invariance of the theory, although
explicit calculations do not appear to have been performed using the first
order form of the action. (See however ref. [41].) The first order form has an
advantage over the second order form in that its interaction is only cubic as
opposed to being non-polynomial; even in Yang-Mills theory the first order
form has calculational advantages [42].
If one were to use the path integral to quantize this model, the non-
trivial second class constraints ΘaI =
(
IP
i
j, IP
jk
i ,Θ
i
j,Θ
jk
i
)
must be taken into
account in the measure of the functional integration. This is because a factor
of det1/2
{
ΘaI ,Θ
b
J
}
occurs in this measure [57], and from eqs. (23, 24), this
factor is non-trivial. It is not clear how this factor would be generated if one
were to apply the Faddeev-Popov procedure (or its extension [62]) for using
the path integral to quantize a gauge theory. A more elaborate approach [63]
is likely required.
The first order action for general relativity when expressed in terms of the
spin connection and tetrad (the Einstein Cartan (EC) action) is not equiv-
alent to the EH action in that the tetrad cannot be uniquely expressed in
terms of the metric [43]. A canonical analysis of this EC action for d = 3
[44] and d > 3 [45] dimensions reveals that its first class constraints generate
translational and rotational transformations in the tangent space and can-
not generate the diffeomorphism transformation. Such transformations have
been found in refs. [64, 65, 66]. For the vierbein eaµ and the spin connection
ωµab it was found that there is both the rotational invariance
δrωµab = −∂µrab −
(
ω cµa rcb − r ca ωµcb
)
(105a)
;
δreµa = r
b
a eµb (105b)
and the translational invariance
δtωµab = Rµλabe
λctc
(
Rµνab ≡ ∂µωνab − ∂νωµab + ωµacω cν b − ωνacω cµ b
)
(106a)
δte
µa = eρa(eµctc),ρ −
[
∂ρe
µa + ωρabe
µb
]
(eρctc). (106b)
The transformations of eqs. (105, 106) are in tangent space. They are related
to the usual diffeomorphism transformations
δeµa = −eµa,λξλ + eλaξµ,λ (107a)
δωµab = −ωµab,λ ξλ + ωλabξµ,λ (107b)
by [66]
ta = eλaξ
λ (108a)
rab = ωλabξ
λ . (108b)
All indications are [45] that the transformations of eqs. (105, 106) and not
those of eqs. (107) are generated by the first class constraints arising from the
EC action. Once again, as in the 2D first order EH action, not all invariances
are generated by the first class constraints in the theory. We do note though
that the diffeomorphism transformation of eq. (107) can be found using eqs.
(54) [68]. This will likely affect the quantization of the EC action, since much
like the case of the action S2 of eq. (2) being quantized, the diffeomorphsim
invariance that is present is not to be associated with the presence of ghosts
[17]. (In ref. [58], however, the translational invariance of the EC action was
ignored and diffeomorphism invariance was in fact used to generate ghost
fields.)
6 Appendix A: Canonical Analysis of the Spin
Two Field in First Order Formalism
We now apply the Dirac constraint formalism to the first order form of the
spin two action as it differs in interesting ways from that of the EH action
considered in the body of the paper. Various aspects of this problem have
been discussed in [46-54].
In order to linearize the action of eq. (2) we replace it by
Sd =
1
2
∫
ddx
[
hµνGλµν,λ + η
µν
(
1
d− 1G
λ
λνG
σ
σν −GλσµGσλν
)]
(A1)
provided d > 2. (The case of d = 2 will be dealt with below.) Here we use
the flat space metric diag ηµν = (−,+ . . .+).
Expressing Gλµν in terms of hµν using the equations of motion leads to
Sd =
∫
ddx
[
hµλ,σ h
σ
µ ,λ −
1
2
hµν,λh
λ
µν, +
1
2(d− 2) h
µ
µ ,λh
ν λ
ν,
]
(A2)
which when d = 4 is the spin two action in refs. [55, 56].
If now we define
π = −G000, πi = −2G00i, πij = −G0ij (A3a− c)
and
ξk = Gk00, ξ
i
j = 2G
i
j0 = ζ
i
j +
1
d− 1tδ
i
j , ξ
i
jk = G
i
jk (A4a− c)
where ζ
i
i = 0, then the canonical Hamiltonian density is
Hc = πh,0 + πihi,0 + πijhij,0 −L
=
2− d
d− 1
(
π2 − 1
4
πiπi
)
+ ξk (πk + h,k) +
t
d− 1
(
−πii − π + hi,i
)
+ζ
i
j
(
−πij + hj,i
)
− 1
4
ζ
i
j ζ
j
i (A5)
+ξijk
(
hjk,i +
1
d− 1 δ
j
i πk
)
+ ξijkξ
j
ik −
1
d− 1 ξ
i
ikξ
j
jk .
The momenta IPk and IP conjugate to ξ
k and t vanish leading to the secondary
constraints
χk = h,k + πk (A6)
χ = hi,i − πii − π . (A7)
The momenta conjugate to ζ
i
j and ξ
i
jk also vanish; these momenta and the
equations of motion associated with these variables obviously form a set of
second class constraints. Using their equations of motion, ζ
i
j and ξ
i
jk can
then be eliminated from Hc in eq. (A5) to yield
Hc = 2− d
d− 1π
2 +
d− 3
4(d− 2) πiπi + ξ
k (πk + h,k) (A8)
+
t
d− 1
(
−πii − π + hi,i
)
+
(
πijπij − 1
d− 1πiiπjj − 2πijh
i
,j +
2
d− 1 πkkh
ℓ
,ℓ
+
d− 2
d− 1 h
k
,kh
ℓ
,ℓ
)
−
(
1
2(d− 2)h
ii
,j πj +
1
2
hjk,i h
ik
,j +
1
4(d− 2)h
mm
,j h
nn
,j
−1
4
hmn,jh
mn
,j
)
.
The secondary constraints of eqs. (A6), (A7) satisfy (with Hc =
∫
dd−1xHc)
{Hc, χ} = −τ (A9)
{Hc, χk} = −2
(
d− 2
d− 1χ,k + τk
)
(A10)
so we have the tertiary constraints
τ = hij,ij + πi,i (A11)
τk = πii,k − πik,i . (A12)
Since {τ,Hc} = 0, {τk, Hc} = −12τ,k there are no fourth generation con-
straints. All constraints (IP, IPk, χ, χk, τ, τk) have vanishing PBs with each
other and hence all are first class. It can be shown using eq. (70) that
generator of the gauge transformation is given by
G =
∫
dd−1x
[(
−(d− 1)ǫ¨+ 1
4
(d− 3)ǫ˙k,k
)
IP − 1
4
ǫ¨kIPk (A13)
−
(
1
4
ǫk,k + ǫ˙
)
χ− 1
4
ǫ˙kχk + ǫτ +
1
2
ǫkτk
]
.
This leads to the spin two gauge transformation
δhµν = ∂µf ν + ∂νfµ − ηµν∂ · f (A14a)
δGλµν = −∂2µνfλ +
1
2
(
δλµ∂ν + δ
λ
ν∂µ
)
∂ · f (A14b)
which is a linearized version of eq. (5). Without tertiary constraints, the
second derivates appearing in eq. (A14b) would not appear.
If d = 2, then one cannot solve for Gλµν in terms of hµν using the action
of eq. (A1). However, if one were to set
Gλµν = G
λ
µν + V
ληµν
(
ηµνG
λ
µν ≡ 0
)
(A15)
then one can solve for G
λ
µν in terms of hµν . If this solution is substituted
back into the action we find that
S2 = −
∫
d2xhµν,λ ηµνV
λ , (A16)
showing the triviality of the theory when d = 2. If we set h = h00, h1 = h01,
π = −G000, π1 = −2G001, π11 = −G011, ξ = G100, ξ1 = 2G101, ξ11 = G111, then S2
becomes
S2 =
∫
d2x
[
h,0π + h
1
,0π1 + h
11
,0π11 − ξφ1 − ξ1φ− ξ11φ1
]
(A17)
so that
φ1 = h,1 + π1 (A18a)
φ = h1,1 − π − π11 (A18b)
φ1 = h11,1 + π1 (A18c)
are all first class constraints. Any two of these constraints have a vanishing
PB.
7 Appendix B: Inclusion of Scalars
We can supplement the action of eq. (2) with
Sφ =
1
2
∫
ddxhµν (∂µφ) (∂νφ) . (B1)
This does not alter the primary and secondary constraints of eqs. (20, 21).
From eq. (B1) though, the momentum associated with φ is
p = hφ,0 + h
iφ,i (B2)
so that the Hamiltonian gets supplemented by
Hφ = 1
2h
(
p2 −H ijφ,jφj
)
− ph
iφ,i
h
(B3)
= Hφ − ph
iφ,i
h
.
Since
{χ,Hφ} = Hφ (B4)
{χi,Hφ} = −pφ,i (B5)
the tertiary constraints of eqs. (46, 47) become
Ti = τi − pφ,i (B6)
T = τ +
1
h
Hφ . (B7)
Since
{−p(x)φ,i(x), −p(y)φ,j(y)} = −∂xj δ(x−y) (−p(y)φ,i(y))+∂yi δ(x−y) (−p(x)φ,j(x))
(B8)
{
Hφ(x), Hφ(y)
}
= ∂xi δ(x−y)
H ij(y)
h2(y)
(−p(y)φ,j(y))−∂yi δ(x−y)
H ij(x)
h2(x)
(−p(x)φ,j(x))
(B9)
{
χ,Hφ
}
= Hφ (B10){
χi,Hφ
}
= 0 (B11)
we find that the form of the PBs of (IP, IPi, χ, χi, τ, τi) with each other are of
the same as the PBs of (IP, IPi, χ, χi, T, Ti) with each other.
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