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Summary
The Internet has revolutionized the way that people interact with communication services by 
making available the services anytime and anywhere. However, access to the Internet can be 
limited particularly in isolated or less-favored areas due to economic or geographical reasons. 
Lack of the access to the Internet is often referred to as digital divide, an imaginary barrier that 
prevents the access to the Internet. The quickest way to break this barrier is to deploy satellite 
networks. However, the Internet cannot operate efficiently over the satellite networks due to 
several unique characteristics inherent to satellite links, i.e. high capacity, long latency and 
frequent channel error. These affect the performance of TCP, a networking protocol on which 
most Internet applications and services are based. As a result, deriving mechanisms to support 
QoS enabled transport for the ubiquitous Internet is the main motivation of this research.
The research begins with the development of TCP Module, i.e. a simulation module of INET 
simulation framework, by reusing real-world TCP codes of Linux TCP/IP network stack. The 
significance of TCP Module rests in the ability to emulate precisely the operational behaviors of 
real-world TCP. In addition, it creates a realistic simulation platform for implementing and testing 
real-world congestion control protocols as well as for evaluating the performance of different 
Linux TCP variants for different simulated network environments.
Based on the new platform, a novel end-to-end TCP-delta for a high-speed long-distance lossy 
connection is proposed. TCP-delta is capable of adapting its operational characteristics to several 
network factors, i.e. link utilization, link congestion, window size and round trip time. Study 
shows that TCP-delta exhibits remarkable performance in term of RTT-scalability and BER-. 
robustness in comparison to other Linux TCP variants.
Moreover, two novel TCP-aware resource management techniques, i.e. Small Window First Out 
Last Drop and Predictive Fair Bandwidth on Demand, are proposed in order to resolve overall 
performance degradation problem caused by slow throughput convergence and unfair resource 
consumption of multiple TCP connections competing over the same bottleneck link. Both 
techniques incorporate cross-layer collaboration between the transport layer and the lower layers 
to optimize the performance. Study shows that these techniques improve TCP performance in term 
of friendliness and fairness to the level that is not normally achieved by TCP alone.
Key words: Internet, TCP, INET, Linux TCP/IP Network Stack, QoS, Satellite Network.
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Chapter 1
1 Introduction
1.1 Technology Overview
1.1.1 Internet
History of the Internet began in the early 1970s when the United State Defense Advanced 
Research Projects Agency (DARPA) initiated a networking research that focused on building 
robust, fault-tolerant, distributed computing networks [1]. The research resulted in a global system 
of interconnected communication networks, which is later known as the Internet. The underlying 
infrastructure of the Internet consists of two fundamental parts; hardware components that are 
necessary to support the Internet and a system of software layers that control various aspects of the 
Internet. However, it is the software components that actually characterize the Internet and it is 
responsibility of the Internet Engineering Task Force (IETF) [2] for designing architectures of the 
software system for the Internet. Ongoing discussions and final standards pertaining to various 
aspects of the Internet are published in a series of IETF publications called Request for Comment 
(RFC).
RFC 791 [3] and RFC 793 [4] describes the main responsibilities of the first two networking 
protocols of the Internet, i.e. Internet Protocol (IP) and Transmission Control Protocol (TCP). On 
the one hand, IP provides necessary functions that move IP packets or datagram from a source 
host to a destination host as quickly as possible. Moreover, it is prohibited to augment any 
reliability, flow control, sequencing or host-to-host services at the IP level. On the other hands, 
TCP provides a host-to-host (end-to-end) reliable communication service. Together, TCP/IP offers 
an end-to-end reliable communication services over heterogeneous networks. Due to 
unprecedented popularity of the Internet, TCP/IP has become the de facto standard for a reliable 
connection-oriented data transport services of the today Internet.
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Figure 1-1: Internet Protocol Suite
RFC 1122 [5] and RFC 1812 [6] describes the working software architecture of the Internet, i.e. 
Internet protocol suite, for Internet hosts and Internet routers. The Internet protocol suite consists 
of four communication layers, i.e. from top to bottom Application, Transport, Internet and Link.
Figure 1-1 displays the Internet protocol suite with examples of layer-specific communication 
protocols. The main function of each communication layer is summarized as follow.
■ Application: provides services directly to users, i.e. FTP for file transfer and HTTP for 
web browsing, or common system services via support protocols, i.e. DHCP for host 
configuration and SNMP for network management.
■ Transport: provides end-to-end communication services. The two primary transport-layer 
protocols are TCP and UDP. TCP is a connection-oriented protocol that provides end-to- 
end reliability, sequencing and flow control whereas UDP is a connectionless protocol that 
provides datagram transport service.
■ Internet: provides addressing and forwarding services over IP. IP is a connectionless 
protocol that moves IP datagram from a source host to a destination host without any 
guarantees.
■ Link: provides communications to the directly connected network. A proper link-layer 
protocol, i.e. PPP, LAN and WAN, is necessary to interface Internet hosts and Internet 
routers to the desired network. It is worth mentioning that design of link layer protocols is 
not responsibility of IETF.
2
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A layer is a collection of software systems or communication protocols that gives services to the 
layer directly above it and receives services from the layer directly below it. The benefits of the 
layer design is that one protocol layer operates independently of the others, a large complex 
problem can be partitioned into a number of small simple problems that can be solved separately 
at each protocol layers and changes in one protocol layer have no effects on the others. The 
Internet is designed, loosely following this layer principle that undoubtedly lays foundation for 
scalability and success of the Internet.
Internet Router B
Host B
(b) Protocol stack connection
Application 
"  1
Transport
I
Internet
t
Link
Ethernet
Link
3  [
host-to-host
Internet
I  f
Internet
Internet
1 f
Link
3  [
Figure 1-2: Interconnected hosts
Application
Transport
I
Internet
IE
j Link
Ethernet 4
Figure 1-2 (a) and (b) display two hosts that are interconnected over the Internet from two 
perspectives. From the network perspective, two hosts are interconnected through a series of 
routers. However, from the protocol stack perspective, two hosts are interconnected through a 
series of communication protocols, illustrating on how the Internet actually works.
In 1995, the Federal Networking Council (FNC) agreed on the definition of the term Internet [71
Internet refers to the global information system that is logically linked together 
by a globally unique address space based on the IP or its subsequent extensions 
/follow-ons; is able to support communications using the TCP/IP protocol suite 
or its subsequent extensions/follow-ons, and/or other IP-compatible protocols; 
and provides uses or makes accessible, either publicly or privately, high level 
services layered on the communications and related infrastructure described 
herein.
Based on the FNC definition, the Internet is a global information system that provides uses or 
makes accessible communication services via TCP/BP network and its subsequent extensions. 
Since the Internet was first available to the public, it has continuously evolved and has finally
3
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become the convergence technology that accommodates many existing network technologies as 
well as a new generation of fixed, wireless and mobile network technologies.
1.1.2 Next Generation Network
According to the original design of TCP/IP, the Internet operates in Best Effort (BF) manner 
where Quality of Service (QoS) assurance is never considered [1]. The Internet simply moves 
datagram from a source host to a destination host as quickly as possible without attempting to 
control delivery time of the datagram. Therefore, delay and jitter may vary considerably at the 
application level. To this end, traditional Internet services, i.e. web, file transfer and e-mail, can 
tolerate delay and jitter and operate properly in presence of network congestion. Although the 
Internet is not originally intended for real-time interactive multimedia services, i.e. internet 
telephony and video conferencing, it still offers partial support to these services via another 
transport-layer protocol, i.e. User Datagram Protocol (UDP). These real-time services are often 
extremely sensitive to delay and jitter and may fail to provide proper communication services 
when network congestion occurs. As a result, to enable a new multiservice platform for the 
Internet, Next Generation Network (NGN) arises.
ITU-T Rec. Y.2001 [8] describes NGN as:
A packet-based network able to provide telecommunication services and able to 
make use o f multiple broadband, QoS-enabled transport technologies and in 
which seivice-related functions are independent from underlying transport 
related technologies. It enables unfettered access for users to networks and to 
competing seivice providers and/or services o f their choice. It supports 
generalized mobility, which will allow consistent and ubiquitous provision o f 
seivices to users.
According to the ITU-T definition, NGN refers to the next evolution of the Internet that supports 
QoS enabled transports, multiple broadband technologies and ubiquitous provision of digital 
services. To this regard, two primary QoS architectures, i.e. Integrated Service (IntServ) [9] and 
Differentiated Service (DiffServ) [10], have already been initiated by the IETF to create QoS 
enabled transport over the Internet. In addition, owing to the layer design that separates network 
dependent technology from the other aspects of the Internet, any wired and wireless broadband 
technologies can be deployed in the Internet provided that the required link layer protocols are 
readily available. The Internet can interconnect different packet-switching communication 
networks, i.e. Ethernet, SDH/SONET, WiFi/WiMAX, Frame Relay, ATM, 3G/UMTS/HSDPA, 
Cable and satellite, creating a global system of heterogeneous communication networks.
4
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Figure 1-3: A system of heterogeneous networks
Figure 1-3 displays a system of heterogeneous networks. It is clear that terrestrial wired and 
wireless networks are the main network infrastructure for the Internet; however, they can be 
occasionally found limited or non-existent, particularly in isolated or less-favored areas due to 
economic and geographical reasons. To provide anytime anywhere access to the Internet to the 
previously excluded areas, deployment of communication satellite networks becomes crucial since 
a communication satellite is the only available technology that is capable of providing global 
coverage to satellite fixed or mobile terminals under satellite footprints. As a result, the integrated 
terrestrial satellite network is able to support the NGN architecture.
The integration of terrestrial and satellite networks creates a unique opportunity for satellite 
networks to offer broadcasting/multicasting bandwidth intensive multimedia services [11], i.e. 
digital television broadcasting, digital radio broadcasting, high-definition video streaming and 
high-speed long-haul Internet connection, to complement the services readily accommodated by 
the terrestrial counterparts. However, in order to support efficiently the Internet services over 
satellite networks, it is very important to understand characteristic of a communication satellite.
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1.1.3 Communication Satellite
A communication satellite [12] is
an orbiting artificial earth satellite that receives a communications signal from a 
transmitting ground station, amplifies and possibly processes it, then transmits it 
back to the earth for reception by one or more receiving ground stations.
History of commercial communication satellites began in the mid 1960s when Early Bird or 
Intelsat I  was launched and operational [13], providing transatlantic communication services 
between North America and Europe. Since then, communication satellites have progressively 
evolved and have finally turned into the mainstream wireless transmission technology that is 
omnipresent in the today global telecommunication network infrastructure and is now quickly 
becoming an important part of everyday life as evidenced by the presence of satellite dishes on 
rooftops or nearly instantaneous global news during time of crisis. In addition, communication 
satellites own very unique features that are not readily available with the alternative means of 
terrestrial transmissions, i.e. microwave, cable or fiber optic. The advantages of communication 
satellites include [12]:
■ Distance Independent Costs. The cost of satellite transmission is the same regardless of 
the distance between transmitting and receiving satellite terminals.
* Fixed Broadcast Costs. The cost of satellite broadcasting is fixed and is independent of 
the number of receiving ground terminals.
■ High Capacity. Communication satellites involve high carrier frequencies in Ka band that 
is capable of providing high link bandwidth.
■ Diverse User Networks. Communication satellites interconnect together many users from 
different areas of the earth.
1.1.3.1 Orbits
In a satellite communication network, orbital location plays an important role in determining 
coverage areas and communication services provided by a satellite. A satellite can be positioned 
on different orbit or at different altitude depending on the design of the satellite and the orbits 
commonly used in the communication satellites are Geostationary Orbit (GEO), Low Earth Orbit 
(LEO) and Medium Ear th Orbit (MEO).
1.1.3.1.1 Geostationary Orbit
GEO locates at an altitude of 36000 km above the earth equator. Most recent communication 
satellites operate in this orbit due to several advantages offered by the orbital location.
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* A GEO satellite appears stationary to ground stations with respect to the rotating earth, 
which requires little to no satellite tracking systems.
■ A GEO satellite covers approximately one-third of the earth surface and three GEO 
satellites are sufficient for global coverage with the exception of high latitude areas.
However, a GEO satellite does suffer from a number of disadvantages.
■ A great distance between a GEO satellite and a ground station contributes to very high
path loss and very long delay, which affect QoS of certain communication services. In 
addition, high power amplifier and large size antenna are needed to overcome the path 
loss.
■ A number of GEO satellites that can be placed simultaneously in the orbit are limited 
since GEO satellites have to be properly spaced within one equatorial plane in order to 
avoid interference from each other.
1.13.1.2 Low Earth Orbit
LEO locates at altitudes of 160 to 2500 km that is below the inner Van Allen radiation belt [14].
Satellites in this orbit have a number of characteristics that can be beneficial for mobile
communication applications.
■ A relatively short distance between a LEO satellite and a ground station in comparison to
a GEO satellite link results in low path loss and short delay, which in general does not 
affect QoS of communication service. Moreover, high power amplifier and large size
antenna are not necessary, making it suitable for mobile handheld terminals.
■ A LEO satellite with proper inclination can provide coverage to high latitude areas that 
cannot be reached by GEO satellites.
However, a LEO satellite is not without its weakness.
* A LEO satellite does not appear stationary in the sky but sweeps across the sky in 8 to 10 
minutes with respect to a fixed location on the earth, which requires complex satellite 
tracking and satellite handover systems to avoid service interruption.
■ A constellation of up to 60 LEO satellites with inter-satellite links is required to offer 
continuous global coverage.
1.1.3.1.3 Medium Earth Orbit
MEO locates at altitudes of 10,000 to 20,000 km that is between LEO and GEO altitude or
between the inner and the outer Van Allen radiation belt. The pros and cons of MEO satellites
effectively lie between those of LEO and GEO satellites.
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* A moderate distance between a MEO satellite and a ground station causes moderate path 
loss and moderate delay.
■ A MEO satellite provides 1 to 2 hours of observation time for a ground station where 
simple satellite tracking and satellite handover systems is sufficient.
* A constellation of up to 24 MEO satellites with inter-satellite links is needed to offer 
continuous global coverage.
1.1.3.2 Multiple Access
Multiple Access (MA) refers to a general process that in a systematic way allows users to access 
shared resources in a communication system. It provides a valuable means of ensuring resource 
availability particularly during heavy use of the system. In a satellite context, MA is an essential 
component since communication capacity provided by a satellite is often insufficient to support all 
users at all times. The primary asset of any satellite communication systems is the satellite 
transponder that can be accessed in a number of different configurations, depending on the 
requirements imposed by communication services and system design.
* Single Channel Per Carrier (SCPC) is a system that uses a carrier per communication 
channel.
* Multiple Channel Per Carrier (MCPC) is a system that uses a carrier to accommodate a 
number of communication channels.
In a satellite communication network, MA is used to avoid unnecessary collision of multiple 
information-bearing signals when attempting to access the transponder. To be able to distinguish 
one signal to the others, signals can be transmitted on different carrier (frequency separation), at 
different time (time separation) or with different code (code separation). As a result, satellite MA 
techniques can be created, based on the domain used in the separation process, i.e. Frequency 
Division Multiple Access (FDMA), Time Division Multiple Access (TDMA) and Code Division 
Multiple Access (CDMA).
1.1.3.2.1 Frequency Division Multiple Access
FDMA is the first MA technique to be applied in a satellite communication system and it is the 
simplest technique in principle and in operation. The entire transponder is partitioned into a 
number of small non-overlapping frequency bands. Each ground station is assigned a frequency 
band for its uplink transmission where it has an exclusive use of its portion of the uplink at any 
time. On the downlink, a full FDMA spectrum, consisting of information-bearing signals from all 
ground stations, is transmitted. Each ground station must be able to receive the full spectrum in 
order to select the desired carrier for demodulation and detection processes.
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FDMA is suitable for both analog and digital services and it is very useful to applications that 
require full-time channel occupancy, i.e. video and audio distribution. In addition, it is the least 
expensive to implement but it makes inefficient use of the transponder due to the idle periods 
when there is no data transmission. FDMA is considered a SCPC system with multiple carriers per 
transponder. Since more than a carrier can be present at the transponder at any time, a FDMA 
satellite system suffer intermodulation and can only operate with a power amplifier set to drive the 
output power to well below the full saturation region to avoid the problem, making the system 
power inefficient.
1.1.3.2.2 Time Division Multiple Access
TDMA is the second multiple access technique to be used in a satellite communication system. 
The entire satellite transponder is partitioned into a number of small non-overlapping time slots. 
Each ground station is given a time slot plan for its uplink transmission where it has exclusive use 
of the uplink and the full transponder bandwidth during its designated time. On the downlink, a 
full TDMA frame, consisting of an interleaved set of packets from all ground stations, is 
transmitted. To be able to track individual time slot in the downlink transmission, a reference 
station, i.e. Network Control Center (NCC) or a system delegate, is needed to provide necessary 
synchronization clock and time slot allocation table, i.e. Transmit Burst Time Plan (TBTP), to all 
ground stations.
TDMA is highly suitable for digital services due to the burst nature of data transmission that fits 
the time slot architecture. In addition, it is the most flexible technique due to ease of TBTP 
reconfiguration to match users’ demands that can occur as frequently as every frame. TDMA is 
considered a SCPC system with only one carrier present at the transponder at any time; therefore, 
the problem with intermodulation does not exist. This allows a TDMA satellite system to operate 
with a power amplifier set to drive the power output to the full saturation, making the system 
power efficient.
1.1.3.2.3 Code Division Multiple Access
CDMA utilizes code separation technique as well as frequency and time separation techniques. It 
is the most complex technique to implement and requires several levels of synchronization at both 
transmitting and receiving stations. The entire satellite transponder is divided into a combination 
of frequency bands and time slots. A series of non-overlapping frequency bands and time slots for 
data transmission are indentified by a unique coded sequence. Each ground station is assigned a 
unique code for its uplink transmission where it can use its code for satellite uplink transmission at 
any given time. On the downlink, a full CDMA spectrum, consisting of an interleaved set of all 
packets from all ground stations, is transmitted. The receiving ground station must know the exact
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code in order to detect the complete data sequence and recoup the intended information-bearing 
signals from noise-like signals that appear to other ground stations that do not know the exact 
code.
CDMA is applicable for digital data only. It offers the highest power and spectral efficiency 
among the three MA techniques and extra advantages due to its architecture. Information is 
protected from unintended users since the coded sequence is distributed only to authorized users. 
Moreover, several CDMA systems can share the same frequency band since undetected signals 
behave as noise to all other ground stations that do not have the coded sequence. The impact of 
fading and jamming on the overall link performance is minimized since only a small portion of 
signal energy presents in any frequency bands at any one time.
1.1.4 Next Generation Satellite Network
In a traditional bent-pipe system, a satellite relays information from a transmitting station to a 
receiving station. The only data processing that occurs on board a satellite is the frequency 
translation of information-bearing signals that completely fit into the transponder from uplink 
frequency band to downlink frequency band. On the contrary, in a new regenerative system, a 
satellite often equips itself with an On-Board Processor (OBP) for additional data processing 
capabilities, i.e. demodulation and re-modulation of information-bearing signals. Clearly, the 
regenerative satellite system offers several benefits over the bent-pipe satellite system since an 
OBP satellite employs digital transmission techniques, allowing a wide range of modulation and 
multiple access techniques to be used. In addition, noise induced on satellite uplink does not 
propagate to satellite downlink since the received waveform is completely reduced to baseband 
signal and a new waveform is regenerated from the baseband signal for downlink transmission. 
Moreover, link budget of uplink and downlink can be improved separately with Forward Error 
Correction (FEC) techniques. With an advent of OBP, switching and routing of information- 
bearing signals as well as QoS enabled transport are possible over the satellites.
In addition, the European Telecommunications Standards Institute (ETSI) [15] has published 
Digital Video Broadcasting (DVB) standard for satellite transmission, i.e. DVB via Satellite 2nd 
generation (DVB-S2) [16] and DVB via Return Channel Satellite (DVB-RCS) [17]. By adopting 
DVB-S2/DVB-RCS downlink/uplink architecture [18], a two-way satellite communication link 
can be provisioned at an economically low cost and it allows link quality to be observed as a 
closed-loop control mechanism. The feedback message can be used by Adaptive Coding and 
Modulation (ACM) to match the transmission waveform to the observed link quality for optimal 
transmission bit rate [19]. In addition, flexible framing structure of DVB-S2/DVB-RCS allows
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transmission of individual user to be optimized on frame-by-frame basis. The result is efficient 
exploitation of satellite resources.
However, due to costly subscription fee that is usually associated with use of satellite uplinks, 
widespread deployment of satellite networks for data communication is throttled. Although the use 
of satellite networks is often seen in large international corporations and organizations, it is not the 
case for the public. Despite the cost, satellite networks still play a very important role in the today 
pervasive global communication networks. The synergy of DVB-S2/DVB-RCS and OBP 
communication satellites present the Next Generation Satellite Network (NGSN). As a result, the 
seamless integration of terrestrial and satellite networks is no longer just a farfetched dream and 
ubiquitous provision of digital services can truly be envisaged [20].
1.2 Research Motivations
The Internet has continuously evolved and has turned into the most important networking 
technology in history. It lays a solid foundation of the new global telecommunication network 
over which innovative Triple Play (3P) communication services can be distributed to millions of 
users worldwide. Today, it becomes very clear that a majority of day-to-day activities involves use 
of the Internet, i.e. reading online news and article, exchanging e-mail and message, finding 
location and direction, watching on-demand video, listening to streaming music, sharing digital 
contents, playing online games, enjoying social networking, shopping on online store, managing 
online banking or just searching for information. The unprecedented success and popularity of the 
Internet come from two features; the former is the anytime anywhere Internet that ensures 
availability of communication services regardless of time and location and the latter is the 
innovation of the 3P communication services that merge voice-only, video-only and data-only 
services into one interactive feature-rich multimedia services.
Today, the use of the Internet is no longer limited for education and research but also open for 
business, leisure and entertainment purposes. As a result, it is very crucial to bridge the digital 
divide that prevents broadband access to the Internet and exposure to digital global information. 
Satellite networks provide the easiest and the quickest solution to the problem, especially in 
isolated or less-favored areas [21]. The main advantages of satellite networks include unlimited 
access within satellite footprints and massive downlink capacity. All can be exploited to offer 
broadband Internet access to the areas that previously are excluded from traditional terrestrial 
access means.
In the emerging integrated terrestrial-satellite networks, TCP has to cope with a new unfriendly 
network environment unique to the satellite segment, commonly characterized as a high-speed
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long-distance network with lossy connections or an Erroneous Long Fat Network (ELFN) [22-24]. 
Although the standard TCP has been subjected to a number of modification, from Tahoe, Reno to 
NewReno [24-25], the latest revision resolves only the problem concerning multiple data losses 
that occur within the same transmission window by being able to recover multiple data losses 
without resorting to multiple window reduction. However, the problem with low link utilization 
and false window reaction due to random data losses in lossy connections still need to be 
addressed. Without solutions to the problem, deployment of the integrated terrestrial-satellite 
networks can be discouraged. To promote widespread use of the Internet over the integrated 
terrestrial-satellite networks and to support QoS enabled ubiquitous provision of digital services, 
TCP performance over satellite network need to be optimized. As a result, research that focuses on 
deriving necessary mechanisms to improve TCP performance over ELFN is carried out.
1.3 Research Objectives
Due to the recent evolution of the Internet and satellite related technologies, providing anytime 
anywhere communication services is no longer just a farfetched dream. NGSN, i.e. a synergy of 
DVB-S2/DVB-RCS and OBP, offers broadband Internet access to isolated or less-favored areas 
that is normally not reachable by terrestrial means at a reasonably low cost, creating a new niche 
for satellite networks to support the Internet.
A majority of the communication services offered over the Internet are based on the TCP/IP 
protocol. Study shows that TCP performance can be degraded significantly by large bandwidth 
delay product and frequent random data losses [26]. Responding to random data losses, TCP 
falsely reduces its transmission window. This response is considered a harmful and counter­
productive strategy since no congestion actually occurs but it is unavoidable since TCP has no 
means to differentiate the cause of the data losses whether it is due to network congestion or 
channel error. The problem is further amplified by the large bandwidth delay product since it 
increases the time that TCP requires to reopen its congestion window to reach the same level of 
link utilization as before the last data loss occurs.
Furthermore, when a number of TCP connections are sharing the same bottleneck link, it is 
possible that one connection gets higher throughput than the others do, resulting in undesired 
performance difference. This problem is caused by slow throughput convergence and unequal 
resource consumption of competing TCP connections.
As a result, the primary objective of this thesis is to design and develop necessary means to 
improve TCP performance over NGSN.
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First, a new network simulation platform that can reproduce consistently and accurately the 
operational dynamic of real-world TCP implementation is needed in order to ensure realistic and 
credible simulation results. To this end, a simulation module, i.e. TCP Module, is proposed and 
developed. The implementation of TCP Module utilizes existing real-world TCP codes of a real- 
world TCP/IP network stack, making possible execution of real-world TCP within the network 
simulator.
Second, TCP Module enables simulation study of existing real-world TCP over ELFN with 
different round trip time and different bit error rate. Note that NGSN is a special case of ELFN. 
The study is to evaluate performance of real-world TCP in term of throughput in relation to link 
utilization. In general, throughput indicates the quality of service of the Internet as perceived by 
end users, i.e. completion time, and by network operators, i.e. link utilization. To this regard, 
certain TCP properties are investigated. The first two properties are scalability and robustness, 
which describe TCP performance when a TCP connection operates in a network with different 
round trip time and different bit error rate. The other two are friendliness and fairness, which 
describe TCP performance when a TCP connection is interacting with another TCP connection 
over the same bottleneck link. Accordingly, TCP performance enhancement mechanisms are 
separated into two groups.
* To improve scalability and robustness, TCP needs to cope with long round trip time delay 
and high bit error rate while maintaining acceptable link utilization. As a result, a new 
high-speed TCP will be proposed.
■ To improve friendliness and fairness, TCP needs to converge quickly to the fair share of 
link bandwidth after initial contention and needs to maintain the fair share during the 
contention period. As a result, two new cross-layered resource management techniques are 
proposed.
1.4 Research Contributions
This research has contributed a number of achievements to the internet and satellite research 
communities.
1.4.1 Linux TCP/IP Network Stack Extension for INET
TCP Module, a Linux TCP/IP network stack extension for INET simulation framework, enables 
execution of real-world Linux TCP within a simulated network environment. The choice of Linux 
TCP/IP network stack is due to a pluggable congestion control interface that allows new real- 
world congestion control algorithms to be implemented and included into the stack without
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modifying the stack. Despite a number of well-known network simulators that are freely or 
commercially available, such as NS-2 [27], INET [28-29] and OPNET [30], none of these tools 
begin with accurate TCP implementation. Nonetheless, INET, a network simulator based on 
OMNeT++ [31], is chosen as the main simulation tool due to its generic and flexible framework in 
addition to being open-source. To emulate precisely and consistently dynamic of real-world TCP, 
a significant part of TCP codes of Linux TCP/IP network stack is encapsulated in TCP Module. In 
addition, verification and validation of TCP Module are carried out to ensure that the reproduction 
of Linux TCP operational behavior is accurate and valid. The significance of this work is that it 
provides a realistic simulation platform for designing, developing, testing and evaluating real- 
world Linux TCP implementation.
1.4.2 Simulation Study of Linux TCP
One of many applications applicable to the TCP Module is the simulation study of real-world 
Linux TCP in a simulated network that is normally inaccessible or unavailable for research use, 
i.e. satellite communication links, fiber optic connections or any new/experimental network 
technologies. In addition to the standard TCP-reno, TCP Module has a number of different TCP 
variants. Therefore, simulation study on the performance of different TCP variants over ELFN 
with different configurations is carried out [28]. In the study, algorithm and performance of each 
TCP variant are studied and compared in order to identify cause of the performance degradation 
problem. The significance of this work is that it provides comprehensive knowledge with respect 
to the implementation and the performance of each Linux TCP variant from which performance 
improvement mechanisms can be derived.
1.4.3 High-Speed TCP Variant
Study shows that TCP performance undesirably decreases as round trip time or bit error rate 
increases. Although finding a solution to the performance problem could be a difficult task, it is 
not entirely impossible. By enhancing scalability and robustness of the protocol, improved TCP 
performance can be achieved. Based on the study conducted previously, a novel TCP-delta is 
proposed. By incorporating a number of network-aware capabilities, TCP-delta can adapt its 
operation to changing network conditions, i.e. link utilization, network congestion, window size 
and round trip time. The significance of this work is the proposal of TCP-delta that outperforms 
all other Linux TCP variants in a simulated 10-Mbps network with round trip time up to 1 s and 
bit error rate up to 10-6 .
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1.4.4 TCP-Aware Resource Management
During heavy use of the Internet, study shows that TCP performance can be degraded when 
multiple TCP connections are sharing the same bottleneck link. To improve TCP performance in 
such a competitive network environment, it is necessary to enhance friendliness and fairness of the 
protocol. Instead of designing a new high-speed TCP variant, using resource management 
techniques could provide alternative solutions. By relaxing the layer design principle, additional 
information that is not normally available can be exploited for optimizing TCP performance in 
certain circumstances. As a result, a cross-layer design that allows collaboration between the 
transport layer and the lower layers is adopted for developing two novel TCP-aware resource 
management techniques, namely Small Window First Out Last Drop (SWFOLD) and Predictive 
Fair Bandwidth on Demand (PFBoD). Both techniques rely on TCP window size and average 
TCP window size respectively. Study shows that these two new techniques improve friendliness 
and fairness of the protocol to the level that is not normally achieved by the protocol alone.
1.5 List of Publications
The contributions of this research have been published and submitted to several international 
conferences and journals and are listed in chronological order as follow.
■ S. Kittiperachol, Z. Sun, and H. Cruickshank, "TCP-Aware Active Queue Management 
for Improved Friendliness and Fairness over Satellite Network," IET Communications, 
(revision in review)
■ S. Kittiperachol, Z. Sun, and H. Cruickshank, "Integration of Linux TCP and Simulation: 
Verification, Validation and Application," Journal o f Network, vol. 1, 2010
■ S. Kittiperachol, Z. Sun, and H. Cruickshank, "Evaluation of TCP variants and bandwidth 
on demand over next generation satellite network," in Proceeding o f International 
Workshop on Satellite and Space Communications (IWSSC), Toulouse, France, 1-3 
October 2008
■ S. Kittiperachol, Z. Sun, and H. Cruickshank, "Performance evaluation of on-board QoS 
support for multiservice applications on the integrated next generation satellite-terrestrial 
network," in Proceeding o f Advanced Satellite Mobile System (ASMS), Bologna, Italy, 26- 
28 August 2008
■ S. Kittiperachol, Z. Sun, and H. Cruickshank, "Integration of Linux TCP implementation: 
verification and validation," in Proceeding o f International Symposium on Performance 
Evaluation o f Computer and Telecommunication Systems (SPECTS), Edinburgh, UK, 16- 
18 June 2008
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1.6 Thesis Outline
The thesis is outlined as follow. Chapter 2 focuses on background and related research works. 
Chapter 3 implements TCP Module, a real-world Linux TCP extension for INET simulation 
framework. Chapter 4 studies algorithm and performance of each Linux TCP variant over a 
simulated high-speed network with different round trip time and bit error rate. An end-to-end 
high-performance TCP-delta is proposed in Chapter 5. Respectively, two TCP-aware resource 
management schemes, i.e. Small Window First Out Last Drop and Predictive Fair Bandwidth on 
Demand are proposed in Chapter 6 and Chapter 7. Finally, conclusions and future works are 
presented in Chapter 8.
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Chapter 2
2 Background and Related Research
In the early 1970s, the Defense Advanced Research Projects Agency (DARPA) initiated an 
advanced networking research that later became known to the public as the Internet [32]. The 
Internet was originally designed to function on the first two networking protocols, Internet 
Protocol (IP) at the Internet layer [3] and Transmission Control Protocol (TCP) at the transport 
layer[4]; therefore, it is often referred to as a TCP/IP network. Due to capabilities of TCP/IP, i.e. 
error recovery, network disruption resilience, and transmission technology independence, the 
Internet gains substantial amount of attention from private sectors, academic communities and 
public. Recent innovative communication services evolve around the Internet. Certainly, the 
Internet is constantly advancing and turning into the most scalable and economical means of 
distributing interactive feature-rich Triple Play (3P) services to millions of users worldwide.
A communication satellite is an artificial star placed in an orbit above the earth exclusively for 
communication purposes. The first commercial communication satellite, namely Early Bird or 
IntelSat 7, was launched in 1965 by the International Telecommunication Satellite Organization 
(INTELSAT) [33]. It was placed in the geostationary orbit and offered communication services 
between Europe and North America. After the successful launch of IntelSat I , communication 
satellites have evolved progressively from a simple bent-pipe to complex regenerative system. 
Furthermore, On-Board Processer (OBP) is becoming very common in recent communication 
satellites, which allows processing of information-bearing signals on-board the satellite, i.e. 
modulation and demodulation of radio frequency, error detection and correction of baseband 
signal and other supports of satellite systems. OBP creates a new possibility for routing and 
forwarding information-bearing signals without requiring Network Control Center (NCC), 
reducing end-to-end delay and provides QoS enabled transport for satellite networks.
It is not until recently that another major achievement in communication satellite technologies 
appears. In the mid 2000s, the European Telecommunications Standards Institute (ETSI) [15] 
published two new standards on Digital Video Broadcasting (DVB) technology for satellite 
transmission, i.e. DVB via Satellite 2nd generation (DVB-S2) [16] and DVB via Return Channel 
Satellite (DVB-RCS) [17]. A combined DVB-S2/DVB-RCS provides a highly cost-effective 
bandwidth-efficient technology that enables two-way high-speed reliable satellite links at an
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economically low cost. Moreover, a synergy of DVB-S2/DVB-RCS and OBP creates the Next 
Generation Satellite Network (NGSN), capable of supporting broadband access to the Internet 
[18].
The initiative of the Internet over NGSN is primarily to support ubiquitous provision of digital 
services and to bridge the digital divide by using the anytime services of the Internet and the 
anywhere access of NGSN. Even though being able to provide high link capacity, NGSN is 
unfortunately accompanied by harsh network environments, i.e. long latency and frequent data 
losses, which have negative impacts on QoS of the Internet [34]. Therefore, further research is 
necessary to derive enhancement mechanisms to improve TCP performance over NGSN.
2.1 Transmission Control Protocol
Transmission Control Protocol (TCP), the most dominant protocol on the Internet, was mainly 
primarily to be an end-to-end reliable protocol with abilities to react and recover in an event of 
congestion as well as to operate efficiently in the state at which network resources are highly 
utilized and fairly shared.
Source Port (16) Desitnation Port (16)
Sequence Number (32)
Acknowledgment Number (32)
Off (4) Reserved (6) Flags (6) Window (16)
Checksum (16) Urgent Pointer (16)
Options and Padding (variable)
Data (variable)
Figure 2-1: TCP header format
Figure 2-1 displays TCP header (20-bytes) with additional Option and Padding and Data parts [4]. 
The maximum length of a TCP header, including options and padding, is 60 bytes.
TCP is a byte-oriented protocol and has a boundary of four octets. Moreover, it relies on a 
sequencing mechanism, i.e. the sequence number field in TCP header, to indicate each byte of 
data. Sequence number has to be first initialized via Initial Sequence Number (ISN) exchange 
between a sending host and a receiving host during initial connection establishment and needs to 
increase for every byte that is sent. The sender assigns the sequence number of the first byte of 
data it transmits to the sequence number field whereas the receiver assigns the sequence number of 
the next byte of data it expects to receive to the acknowledgement number field. To demonstrate 
how TCP sequence number works, a cycle is used to represent 32-bit TCP sequence space.
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(a) send sequence numbers (b) receive sequence numbers
Figure 2-2: TCP sequence space
Figure 2-2 (a) displays TCP send sequence space. Note that sn d jin a  is the first unacknowledged 
sequence number, s n d j ix t  is the sequence number that will be transmitted in the next round and 
snd_wnd is the sender's advertised window that indicates a limit on outstanding bytes that can be 
handled by a sender. First, the send sequence number starts with ISN. After that, [ISN, snd juna ) 
is the old sequence numbers that have been transmitted and acknowledged, [sndjuna, snd jnxt)  
is the sequence numbers that have been transmitted but not yet acknowledged and 
[sndjnxt, sndjuna  -I- sndjw nd) is the sequence numbers that are allowed for valid transmission. 
Finally, [sndjuna -I- snd_wnd, ...) is the future sequence numbers that are not yet permitted for 
transmission.
Figure 2-2 (b) displays TCP receive sequence space. Note that rcv jnx t is the latest sequence 
number that has been received and rcvjw nd  is the receiver's advertised window that indicates a 
limit on non-contiguous bytes that can be handled by a receiver. First, the receive sequence 
number starts with ISN. After that, [ISN, rcv jn x t) is the old sequence numbers that have been 
received and [rcvjnxt, rcv jnx t -I- rcv_wnd) is the sequence numbers that are allowed for valid 
reception. Finally, [rcvjnxt -I- rcvjw nd , ...) is the future sequence numbers that are not yet 
permitted for reception.
By relying on TCP sequencing, a receiver can be assured that bytes are received reliably and 
sequentially regardless of any reordering or losses that might occur during transmission of data. 
Furthermore, discarding of duplicate packets and retransmission of missing packets can be 
performed according to the sequence numbers.
Over time, TCP has gradually become the most dominant protocol on the Internet. It has to 
undergo a number of revisions, i.e. Tahoe, Reno and NewReno, in order to gain performance 
improvement [24, 35]. Despite a number of revisions, the core foundation of TCP, i.e. flow  
control, error control and congestion control, remains.
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2.1.1 Flow Control
Flow control is an end-to-end window-based algorithm that effectively prevents a TCP sender 
from sending too many bytes to be reliably handled by a TCP receiver. It controls a number of 
bytes that is allowed to transmit at any time and can be mathematically expressed as
bytes < min(snd_wnd,rcv_wnd) (2.1)
where bytes  is a number of bytes that can be transmitted and received reliably, snd_wnd is a 
sender’s advertised window and rcv_wnd is a receiver’s advertised window. It is clear that flow 
control imposes a hard limit on a number of bytes that can be transmitted based on hardware 
capability, i.e. buffer size at both sender’s and receiver’s transmission interfaces. Otherwise, a 
TCP sender needlessly has to retransmit bytes that exceed the limit since they are not reliably 
received by a TCP receiver. As a result, an appropriate transmission window size can be found.
2.1.2 Error Control
Error control is an end-to-end event-based algorithm that deals mainly with recovery of data 
losses, providing a reliable communication service between two end hosts. At a receiver, TCP 
relies on checksum and sequencing to ensure safe and contiguous reception of data that move 
across unreliable interconnected networks where the next expected byte, i.e. r c v jix t ,  could be 
missing due to invalid checksum or out-of-order arrival. In either case, the receiver reacts 
immediately by sending an acknowledgement with its acknowledgment number field set to 
r c v jix t,  back to the sender. The receiver continues to transmit acknowledgements with the same 
acknowledgement sequence number back to the sender until bytes that covers r c v j ix t  arrive. Due 
to the same sequence number that appears in the acknowledgment number field, the sender can 
infer to congestion and data losses by counting the number of the acknowledgements that 
acknowledges the same sequence number, i.e. a duplicate acknowledgement. If less than three 
duplicate acknowledgements are observed, the sender usually assumes that bytes starting from 
sn d jin a  is simply reordered inside the network and no further action is needed; but, if three 
duplicate acknowledgements arrive, the sender assumes that bytes starting from sn d jin a  are 
dropped somewhere in the network due to network congestion and need to be retransmitted. 
However, in absence of acknowledgement feedbacks, the sender relies on the retransmission timer 
in detecting network congestion. If the sender does not receive an acknowledgement within a time 
limit, i.e. retransmission timeout (RTO), the retransmission timer will expire. In this particular 
case, bytes starting from sn d jin a  are considered lost due to heavy network congestion and 
immediately retransmitted. As a result, reliable data transmission can be guaranteed.
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2.1.3 Congestion Control
Congestion control was proposed by Van Jacobson in the early 1970s [36]. It is an end-to-end 
window-base algorithm that controls operational behavior of TCP by fine-tuning congestion 
window or cwnd. The main goal of congestion control is to prevent network breakdown due to 
excessive and prolonged network congestion based on the following mathematical expression
in flig h t < min(cwnd, bytes/MSS)  (2.2)
where inf l ight  is a number of packets that have been transmitted but not yet acknowledged, 
cwnd is a congestion window, bytes  is a limit imposed by the flow control in (2.1) and MSS is a 
maximum segment size. It is clear that data transmission is possible only when the number of 
outstanding packets is less than or equal to the minimum between network capacity (cwnd) and 
hardware capability (bytes/MSS).
To manage congestion, TCP has to fine-tune its congestion window to match closely a network 
condition. However, the main difficulty is that the network condition is usually unknown and 
constantly varying. To this regard, TCP relies on slow start and congestion avoidance to probe 
available network capacity continuously by increasing its congestion window. In an event of 
congestion where data losses occur, TCP relies on fast retransmit and fast recovery to prevent 
network breakdown by reducing its congestion window and to avoid incomplete service by 
recovering all lost data. Together, slow start, congestion avoidance, fast retransmit and fast 
recovery [37] constitutes the congestion control protocol that governs dynamic of congestion 
window in order to prevent the Internet from breakdown.
2.1.3.1 Slow Start
Slow start is an algorithm that quickly scans a network of unknown conditions for available 
bandwidth. It is defined as
cwnd <- cwnd +  a (2.3)
where a  is an additive increase parameter and a — 1. Clearly, the congestion window grows by 
one segment for every acknowledgement received or it roughly doubles every round trip time 
during the slow start phase. Due to an exponential growth rate, slow start is only used in one of the 
following circumstances: at the beginning of a connection, after a long idle period and after a 
retransmission timeout.
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TCP continues to operate in the slow start phase if the congestion window stays below the slow 
start threshold
cwnd < sstkresh  (2.4)
Once (2.4) is violated, congestion avoidance takes over.
2.1.3.2 Congestion Avoidance
Unlike slow start, congestion avoidance very slowly scans a network and it is defined as
a
cwnd <r~ cwnd H   (2.5)
cwnd
where a  is an additive increase parameter and a — 1. Clearly, the congestion window grows by a 
very small fraction for every acknowledgement received or it roughly increases by one segment 
for every round trip time during the congestion avoidance phase. Due to a linear growth rate, 
congestion avoidance is used to avoid sudden congestion.
TCP continues to operate in the congestion avoidance phase until network congestion occurs. 
Reacting to the congestion, fast retransmit is activated.
2.1.3.3 Fast Retransmit
Reacting to network congestion, TCP exhibits different behaviors depending on its design, i.e. 
Tahoe [38], Reno [39] and NewReno [25]. Note that these TCP variants are standardized by the 
IETF. The inclusion of fast retransmit separates Tahoe and the other standard TCP. Tahoe relies 
only on the retransmission timer to detect congestion and consequent data losses. Therefore, 
Tahoe has to wait for the retransmission timer to expire [40] prior to being able to react to the 
congestion by retransmitting the lost data starting with snd juna .
After the retransmission timer expires, Tahoe resets its slow start threshold and its congestion 
window
ssthresh  /? • cwnd (2.6)
cwnd «- 1 (2.7)
where ft is a multiplicative decrease factor and /? = 1/2. It is clear that (2.6) resets the slow start 
threshold to half of the congestion window just before the congestion occurs and (2.7) resets the 
congestion window to one segment. As a result, Tahoe cannot perform well in a network with high 
data loss rate since Tahoe needs to restart its congestion window every time congestion occurs.
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On the contrary, Reno and NewReno relies on the retransmission timer only as the last resort in 
detecting congestion. Rather, Reno and NewReno speed up the congestion detection process by 
interpreting three duplicate acknowledgements as a sign of possible congestion. Consequently, 
Reno and NewReno can retransmit the presumably lost data, i.e. bytes starting with sn d jm a ,  
without having to wait for the retransmission timer to expire. As soon as network congestion is 
detected, Reno and NewReno reset their slow start threshold and their congestion window
ssthresh  <- (3 ■ cwnd (2.8)
cwnd «- ssthresh + 3 (2.9)
where (3 is a multiplicative decrease factor and (3 =  1/2. It is clear that (2.8) resets the slow start 
threshold to half of the congestion window prior to the congestion while (2.9) resets the 
congestion window to the slow start threshold plus three. The addition of three segments to the 
congestion window is because three packets have successfully left the network as seen by the three 
duplicate acknowledgements and window reduction is to alleviate network congestion by 
immediately reducing the congestion window to approximately half of its previous value, i.e. 
exponential back-off.
By comparison, Reno and NewReno are more efficient when dealing with congestion and data 
losses than Tahoe. After all data losses are recovered, Tahoe resumes its operation in the slow start 
phase whereas Reno and NewReno forwards to fast recovery.
2.1.3.4 Fast Recovery
During fast recovery, Reno and NewReno have to keep the transmission alive in order to avoid 
unnecessary timeout. However, additional data transmission is possible if and only if the flow 
control in (2.2) is satisfied, i.e. the congestion window needs to be larger than the outstanding 
segments. To this regard, Reno and NewReno keep increasing their congestion window by one 
segment, as if they were in the slow start phase, for every duplicate acknowledgement received
cwnd <- cwnd + 1 (2.10)
Once the congestion window is sufficiently large, Reno and NewReno can inject additional data 
into the network. As soon as the acknowledgement from the fast retransmit arrives, similarity 
between Reno and NewReno ends.
In the case of Reno, the congestion window is reset again
cwnd «- ssthresh  (2.11)
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and the loss recovery phase is considered complete and Reno resumes its operation in the 
congestion avoidance phase. However, a problem occurs when multiple data losses occur in the 
same transmission window. In this particular case, Reno suffers multiple window reduction; 
therefore, performance degradation.
Unlike Reno, NewReno stores the highest transmitted sequence number or s n d j ix t  in an internal 
parameter, named high_data, just before the fast retransmit is activated. Furthermore, NewReno 
differentiates acknowledgements received during the fast recovery phase into two different 
classes, i.e. a full acknowledgement if it covers highjdata  and a partial acknowledgement if it 
covers only sn d jin a  but not highjdata.
If a partial acknowledgement arrives, NewReno deflates its congestion window by the amount 
equivalent to the number of packets covered by that partial acknowledgement. Nevertheless, 
NewReno does not exist the fast recovery phase since a partial acknowledgement implicitly 
suggests subsequent data losses. On the contrary, if a full acknowledgement arrives, NewReno 
behaves exactly like Reno by resetting its congestion window as in (2.11) and exits the fast 
recovery process. Then, NewReno resumes its operation in the congestion avoidance phase.
In summary, TCP is a transport layer protocol and its main responsibility is to provide a reliable 
end-to-end byte-oriented in-order-delivery data transport service over unreliable interconnected 
networks. To achieve this goal, TCP relies on
* flow control to control transmission rate based on capability of sender’ and receiver’s 
hardware as well as available capacity of a network
■ error control to control error-free data transmission based on checksum, retransmission 
timer and duplicate acknowledgements
■ congestion control to control network congestion based on congestion window
Due to the additive increase of congestion avoidance and the multiplicative decrease of fast 
recovery, the operational behavior of the standard TCP in steady state is known as an Additive 
Increase Multiplicative Decrease (AIMD) in which the long-term average throughput of the 
standard TCP in packet per second can be computed [41]
1
throughput -
where RTT is round trip time and p is packet loss rate. It is clear that the long-term average TCP 
throughput is inversely proportional to round trip time and square root of packet loss rate. As a 
result, TCP performance can be easily degraded by long delay and frequent data losses.
_  (2.12) 
2 • p
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2.2 Reference Model
A reference model is an abstract representation of entities that establish the foundation for 
designing and developing protocols in communication and computer network. The two most 
commonly used models [42] are Open Systems Interconnection (OSI) reference model of the 
International Organization for Standardization (ISO) [43-44] and TCP/IP protocol suite of the 
Internet Engineering Task Force (IETF) [2, 5].
|  communication exchange
Figure 2-3: OSI reference model and TCP/IP protocol suite
Figure 2-3 illustrates OSI reference model and TCP/IP protocol suite [42, 45-46]. Both OSI and 
TCP/IP models can be generally grouped into two operational layers, i.e. host layer and media 
layer, depending on intended supports of each protocol layers.
Although communication protocols associated with OSI are rarely used in today network, the 
features discussed by the OSI model are still valid, general and very important for studying and 
comparing communication protocols. On the contrary, the TCP/IP model does not provide any 
benefits for study or comparison purposes but communication protocols associated with it are 
widely implemented and used in real world. Undoubtedly, TCP/IP has become the protocol 
architecture of the future.
2.2.1 OSI Reference Model
OSI reference model provides a description that abstracts the designs of communication and 
computer network protocols into seven layers as seen in Figure 2-3. A layer can generally be 
described as a collection of communication functions that offer services to the layer directly above 
it and receives services from the layer directly below it, underlying the notion of layer principle. In 
addition, a layer is defined such that any changes made in one layer will have no impact on the
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other layers and exchange of information between adjacent layers is kept at the minimum. Most 
importantly, the layer principle allows large complex problems that occur in communication and 
computer network systems to be broken down into a number of small simple problem that can be 
solved independently at each protocol layer, making the problems highly manageable.
The communication functions provided by each protocol layer are summarized as follow.
■ Application: provides applications to users or services to systems.
■ Presentation: provides data transformation and encryption.
■ Session: provides connection point between host and media.
■ Transport: provides end-to-end connection.
■ Network: provides routing and addressing.
■ Data Link: deals with reliability of data transfer over a physical link.
■ Physical: deals with transmission of signals over a physical link.
2.2.2 TCP/IP Protocol Suite
In the early 1970s, TCP/IP was originated out of the US Department of Defense (DoD) in the 
Advanced Research Projects Agency (ARPA) research program where a research on networking 
technology called packet switching was initiated [1]. This research focused mainly on ensuring 
survivability of a network in an event of hardware failure. In effect, it is required that existing 
connections have to remain intact as long as the sources and the destinations are still working 
regardless to whatever happens to network gears and transmission lines in between. The main 
result of this research was a communication network called ARPANET, which later became 
known to the public as the Internet. Since it was first invented, the TCP/IP protocol suite has 
played an important role in shaping the evolution of the Internet.
TCP/IP or the Internet protocol suite also follows the layer principle similar to the OSI model as 
seen Figure 2-3. However, the TCP/IP protocol suite has only four protocol layers [5] instead of 
seven layers and responsibilities of each protocol layer are summarized as follow.
•  Application: provides applications to users and common services to systems.
• Transport: provides end-to-end connection.
• Internet: provides routing and addressing.
• Link: transmits datagram.
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2.3 Cross-Layer Optimization
Traditionally, communication and computer network protocols are developed based on the layer 
architecture where the significance of the layer principle is evidenced by great flexibility and 
enormous success of the Internet. However, due to advance in transmission technologies, the same 
protocols may not operate at their optimal performance in new time-varying conditions inherent in 
modern wireless transmission, i.e. fading or multipath. In order to improve protocol performance, 
additional information from adjacent layers and non-adjacent layers is sometimes required [47- 
51]. Based on the idea of shared database across layers [47], a new cross-layer information-sharing 
architecture is proposed.
OSI Reference Model | Board
Application |f
Presentation Jf
$
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Transport If
' . .........T  ........
Network |f>
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Data Link |f>
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Figure 2-4: Cross-layer information-sharing architecture
Figure 2-4 illustrates a cross-layer information-sharing architecture. The architecture introduces 
two additional components, Information Sharing (IS) board and cross-layer entity, into the OSI 
model. IS board acts as a public announcement board where cross-layer entities can post and 
retrieve any layer-specific information. The key idea is to have all layer-specific information kept 
in single location in order to simplify information management and to avoid having to create 
dedicated communication channels between all non-adjacent layers. Clearly, the architecture 
allows communication exchange in two dimensions, i.e. vertical plane between adjacent layers and 
horizontal plane between non-adjacent layers. As a result, like the architecture presented in the 
Mobile Man [48], the proposed cross-layer information-sharing architecture preserves the layer 
structure while being able to exploit cross-layer information.
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2.4 Performance Metrics for the Internet over a Satellite Network
The commonly used performance metrics in the evaluation of TCP is throughput.
* Throughput is the most important performance metric since it indicates the performance
that can be perceived by end users, i.e. service quality, and by network operators, i.e. link 
utilization [52]. It describes an average data transmission rate that can be achieved in a 
network and is relates to network utilization and it can be measured by taking the ratio of
the total transmitted data to the total transmission time.
TCP was originally designed with the terrestrial wired network in mind where bandwidth delay 
product is small and data loss rate is low. Nonetheless, in an emerging NGN, a communication 
link could be of different bandwidth delay product and different bit error rate. It is very essential 
for TCP to be able to cope with a wide range of long fat lossy communication links in order to 
achieve acceptable throughput and service quality. To this regard, the two performance metrics, 
stability and robustness, are investigated.
■ Scalability characterizes TCP performance with respect to bandwidth delay product of a 
connection and it can be measured as a degree of bandwidth delay product that TCP is still 
able to maintain satisfactory level of performance.
■ Robustness characterizes TCP performance with respect to data loss rate of a connection 
and it can be measured as a degree of data loss rate that TCP is still able to maintain 
satisfactory level of performance.
During heavy use of the Internet, multiple TCP connections need to compete over the same 
bottleneck link. In many cases, TCP might not be able to operate in a state at which network 
resources are fairly shared among competing connections. This problem is mainly due to slow 
throughput convergence of multiple TCP connections during the congestion avoidance phase; 
however, the problem could be amplified further if different TCP variants coexist over the same 
bottleneck link. It is very important for TCP to be able to converge quickly to a fair share and to 
remain closed to the fair share for the entire period of contention in order to achieve acceptable 
throughput and service quality. As a result, friendliness and fairness are the other two crucial 
performance metrics, which needs to be investigated.
* Friendliness characterizes TCP performance with respect to the willingness to release 
previously captured network resources to be used by other connections and it can be 
measured as a rate at which TCP connections converges after the initial contention.
* Fairness characterizes TCP performance with respect to the ability to remain close to a 
fair share of network resources and it can be measured by the Jain’s fairness index [53].
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In a satellite context, satellite transponder is the most precious and limited resources. Ensuring 
efficient utilization of satellite resources is of the most importance. With regard to the main 
performance metric, a direct relation between throughput and resource utilization exists and 
ensuring high throughput is the same as ensuring high resource utilization. Consequently, TCP 
needs to be scalable and robust in order to ensure QoS in a satellite network with large bandwidth 
product and frequent data losses. Moreover, TCP needs to be friendly and fair in order to ensure 
QoS during high demand of limited satellite resources.
Currently, a majority of Internet services are still based on TCP, designed specifically for the 
environment of terrestrial wired networks where bandwidth delay product is small and random 
data losses are infrequent. However, due to technological advancements, wireless transmission 
plus advanced coding and modulation can be utilized to improve coverage areas, mobility and link 
capacity. Therefore, adoption of a high-speed wireless communication link as a high-speed long- 
haul connection or broadband last-mile access for both private and public is becoming common in 
the terrestrial segment. Although advanced technologies improve usability of the Internet in term 
of coverage, mobility and speed, they also increase occurrence of random data losses, creating a 
new network characteristic, i.e. Erroneous Long Fat Network (ELFN). As a result, the Internet 
continues to evolve from the latest standard NewReno to new high-speed variations in order to 
cope with the new network characteristics efficiently.
A satellite network is the only readily available technology capable of providing global coverage 
and high-bandwidth connection to both fixed and mobile terminals. It sets a good example of 
ELFN by inheriting long delay and frequent random losses. First, radio signals have to travel 
across a great distance between a satellite and a ground station. This distance depends largely on 
the orbital location that the satellite operates and from the lowest to the highest altitude are Low 
Earth Orbit (LEO), Medium Earth Orbit (MEO) and Geostationary Orbit (GEO). A two-way 
satellite communication system based on a LEO, MEO or GEO satellite can experience typical 
round trip time of roughly 20 ms, 200 ms or 500 ms respectively. Second, occurrence of random 
data losses is frequent in a satellite network due to susceptibility of the satellite wireless radio 
transmission to signal interference, i.e. fading and multipath.
It is the known fact that performance of the standard TCP can be affected by delay and data losses. 
Therefore, a very long delay of a satellite link can surely cause significant performance 
degradation. The problem is further amplified by unnecessary window reduction that is falsely 
triggered by random data losses due to channel error. Since the standard TCP is unable to 
differentiate origin of data losses, i.e. network congestion or channel error, it has no other 
alternatives but to treat all losses simply as an indication of network congestion and reduce its 
congestion window. This course of action is a conservative choice that was made in the original
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design of the standard TCP and it is strongly supported by the fact that channel error is very rare in 
traditional terrestrial wired networks in comparison to network congestion. However, in a wireless 
satellite radio channel, random data losses may occur frequently. In this particular case, the 
reduction of congestion window turns into a harmful counter-productive response since network 
congestion does not actually occur and reopening of the congestion window is greatly slowed 
down by large bandwidth delay product of a satellite link. Study shows that performance of the 
standard TCP over a satellite network is degraded significantly by large bandwidth delay product 
and high random data losses [54-57]. Although many solutions have been proposed specifically to 
resolve the performance problem posed at the transport layer protocol by wireless satellite radio 
channels [58], a definitive solution is yet to be discovered.
2.5 Related Research Works
A number of related research works have been carried out by other researchers and are grouped 
into three main categories.
■ Network simulation and real-world TCP/IP network stack
■ High-speed TCP for satellite network
* Interaction between TCP and lower layers
These related research works aim at deriving necessary means for evaluating and improving TCP 
performance.
2.5.1 Network Simulator and Real-World TCP/IP Network Stack
Over time, open-source discrete event network simulators have been increasingly recognized by 
academic and research communities as the most invaluable tools in networking research and 
protocol development. Examples of commonly used open-source network simulation platforms are 
NS2 [27] and INET [59]. Based on these software packages, a networking protocol can be 
programmed in a number ways depending on researchers and developers. Unluckily, different 
implementations of the same protocol normally yield inconsistent and imprecise operational 
characteristics when compared to the desired real-world protocol.
It is only recently that significant of exploiting real-world codes within a network simulator 
platform is acknowledged. A number of independent research works on integrating real-world 
TCP/IP network stack into a network simulator platform have been carried out, namely A Linux 
TCP Implementation and OppBSD.
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2.5.1.1 A Linux TCP Implementation
A Linux TCP Implementation or TCP-Linux [60-61] is a part of a NS2 enhancement project, 
developed and maintained by Network Laboratory, California Institute of Technology, CA, USA. 
Originally, TCP-Linux was provided as a software patch but later it was integrated into the main 
NS2 distribution, signifying the importance of using real-world codes within a network simulator. 
By loosely following the pluggable congestion control interface provided by Linux TCP 
implementation (v2.6.22), thirteen Linux TCP variants become available within NS2 [62]. 
However, since TCP-Linux only port a small part, i.e. slow start and congestion avoidance, of 
Linux TCP implementation to NS2, all other necessary data processing, i.e. fast retransmit, fast 
recovery and all other options and enhancements, needs to be individually coded and handled by 
NS2. To this regard, it is very likely that NS2 with TCP-Linux might not capture the operational 
behavior of real-world Linux TCP precisely since most of the real-world TCP codes are excluded. 
Although NS2 with TCP-Linux offers a number of different network technologies and Linux TCP 
variants, additional programming works are still very necessary to ensure realistic emulation of 
real-world Linux TCP within a simulated network environment.
2.5.1.2 OppBSD
Based on an OMNeT++ [31] simulation platform, OppBSD is a complete open-source network 
simulator that integrates FreeBSD TCP/IP network stack (v6.2) [63-64] into the platform. It was 
developed and maintained by Institute of Telemetics, university of Karlsruhe, Germany [65], 
OppBSD supports IPv4/IPv6 dual stack, Mobile IPv6 and TCP analysis via tcpdump [66]. In 
addition, every Internet hosts and Internet routers within the simulator runs its own copy of 
FreeBSD TCP/IP network stack and internal state variables. Although OppBSD can emulate 
precisely operational characteristic of FreeBSD TCP/IP implementation, it supports only the 
standard TCP variant and no pluggable congestion control interface. In addition, OppBSD has 
only two modes of network transmission, i.e. point-to-point and Ethernet. Lack of the pluggable 
congestion control interface that facilitates additions of new congestion control protocols makes 
OppBSD an unsuitable platform for researching new real-world congestion control protocols.
2.5.2 High-Speed TCP for Satellite Network
The original design of TCP-reno focused mainly on the traditional terrestrial wired network 
environment where link capacity is low, link latency is small and random data losses are rare. 
However, due to technological advancement in network and satellite related fields, the Next 
Generation Network (NGN) and the Next Generation Satellite Network (NGSN) architectures
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emerge. By unifying NGN and NGSN, the omnipresent global telecommunication network 
infrastructure can be envisaged.
In general, NGSN can be characterized as a network with a high-bandwidth long-delay lossy 
connections or ELFN. Based on the original design, TCP-reno may not operate efficiently over 
NGSN due to large bandwidth delay product and frequent random data losses. To cope with the 
new ELFN environment, TCP-reno needs to be redesigned in order to resolve its disadvantages 
inherent in the original design. Although a number of high-speed TCP variants are readily 
available for real-world and research uses, only five of them are discussed, i.e. TCP-highspeed 
[67], TCP-cubic [68], TCP-compound [69], TCP-hybla [70] and TCP -peach [71].
2.5.2.1 TCP-highspeed
TCP-highspeed is a high-speed TCP variant that evolved from TCP-reno. TCP-highspeed was 
designed and developed by the IETF. The key idea is to increase window growth rate in relation to 
congestion window. This is due to the fact that large congestion window implies large link 
capacity. Therefore, TCP-highspeed is able to capture network resources at a faster rate as the 
congestion window grows, improving its performance in a high-speed network. To achieve this 
effect, both additive increase and multiplicative decrease parameters varies with the congestion 
window. Specifically, different ranges of the congestion window are mapped into two unique 
numbers in the range [0,1.0], one for the additive increase parameter and the other for the 
multiplicative decrease factor. As a result, performance of TCP-highspeed over a high-speed 
network remarkably improves due to the modified Additive Increase Multiplicative Decrease 
(AIMD) scheme. Moreover, TCP-highspeed reverts to TCP-reno when the congestion window is 
smaller than a pre-defined threshold in order to maintain compatibility between TCP-highspeed 
and TCP-reno when they co-exist in the same traditional networks.
2.5.2.2 TCP-cubic
TCP-cubic is a high-speed TCP variant that evolved from another high-speed TCP variant, i.e. 
TCP-bic [72]. It is designed primarily for a high-speed long-latency network and it is currently 
used as the default congestion control in the latest Linux operating system. The key idea is to 
increase window growth rate to match closely a pre-defined function. Specifically, the additive 
increase parameter goes up and down according to three factors, i.e. difference between the 
congestion window and a desired target window, elapsed time since the last congestion and 
minimum round trip time delay. Rather than relying on the conservative AIMD, TCP-cubic 
exploits cubic function in governing dynamic of the congestion window. After each congestion 
event, TCP-cubic increases its congestion window at a very fast rate. However, the window 
growth rate slows down as the congestion window approaches the desired target window and
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speeds up once again as the congestion window moves away from the desired target window. 
Moreover, the window growth rate is scaled by the minimum round trip time in order to reduce the 
impact of long latency on the window growth rate. As a result, performance of TCP-cubic over a 
high-speed long-distance network significantly improves due to the new cubic function scheme.
2.5.2.3 TCP-compound
TCP-compound is a high-speed TCP variant. It was developed mainly for a high-speed network by 
Microsoft research [73] and is currently the congestion control of Microsoft Window Vista 
platform [69, 74]. The key idea is to divide the congestion avoidance phase into two different 
modes, controlled by either loss-based (conservative) or delay-based (binomial) component, based 
on link utilization. To this regard, TCP-compound makes use of the algorithm originally proposed 
in TCP-vegas [75], i.e. an estimates on a number of backlogged packets, in evaluating link 
utilization. If the link is underutilized, the congestion window increases very quickly at a binomial 
rate since the loss-based component is active; but, if the link is fully utilized, the window growth 
rate becomes linear since the loss-based component is turned off and only the delay-based 
component remains. Clearly, TCP-compound increases its congestion window at a binomial rate 
when there is no congestion and at a linear rate when congestion begins to accumulate. As a result, 
performance of TCP-compound over a high-speed network remarkably improves due to a synergy 
of a loss-based and a delay-based component.
2.5.2.4 TCP-hybla
TCP-hybla is a high-speed TCP variant that is designed mainly for a high-speed long-distance 
network, i.e. satellite networks. The key idea is to vary the additive increase parameter in relation 
to normalized round trip time, i.e. a ratio of the minimum round trip time to the reference one, in 
order to resolve the performance degradation problem of TCP-reno over a satellite network. In 
particular, the additive increase parameter is set to two raised to the power of the normalized 
round trip time if TCP is in the slow start phase and it is set to the normalized round trip time 
raised to the second power if TCP is in the congestion avoidance phase. Clearly, TCP -hybla is 
extremely aggressive in comparison to TCP-reno. As a result, performance of TCP-hybla over a 
high-speed long-distance network significantly improves due to use of a very aggressive scheme. 
Furthermore, TCP -hybla reverts to TCP-reno if the normalized round trip time falls below a 
certain threshold in order to maintain compatibility between TCP-hybla and TCP-reno when co­
existing in the same traditional networks.
33
Chapter 2: Background and Related Research
2.S.2.5 TCP-peach
TCP-peach is a high-speed TCP variant that is designed mainly for a high-speed long-distance 
network, i.e. satellite networks. The key idea is to use QoS enabled transport, i.e. IntServ [9] or 
DiffSen> [10], to accelerate network probing process of TCP. To this end, TCP -peach relies on 
interaction between QoS enabled transports and low-priority dummy packets in establishing a very 
fast network scanning technique. Unlike other TCP variants, TCP -peach scans a network rapidly 
by injecting a number of low-priority dummy packets into the network during the first round trip 
time of the slow start and the fast recovery phase. The number of these low-priority dummy 
packets equals the receiver’s advertised window in order to match the flow control algorithm and 
transmission of these packets is spread out equally over one round trip time to reduce data burst. 
During heavy congestion, QoS enable routers must drop these low-priority dummy packets prior 
to being able to drop high-priority data packets. However, some of the dummy packets may 
survive the congestion. These dummy packets can be translated into the remaining bandwidth at 
the bottleneck link and acknowledgements of these dummy packets can be used to inflate the 
congestion window artificially. It is clear that full link utilization can be obtained within a few 
round trip times. As a result, performance of TCP -peach greatly improves due to smart interaction 
between QoS enable transports and TCP.
2.5.3 Interaction between TCP and Lower Layers
The layer design architecture, i.e. the Internet Protocol Suite, has been proven very successful 
since the beginning of the Internet as it permits large complex problems to be partitioned into a 
number of small simple problems and resolved them independently at each protocol layer. 
However, due to widespread adoption of broadband wireless transmission technologies in the 
terrestrial segment, designing and optimizing a communication protocol without having any 
knowledge pertaining to time-varying conditions inherent to a wireless network environment 
becomes a very challenging task.
A wireless network introduces several new factors, i.e. radio channel conditions and power 
availability, which need to be addressed before performance of a communication protocol can be 
optimized. To this regard, a cross-layer design has been proposed [76] and widely adopted as a 
alternative in designing and optimizing a communication protocol since it relaxes the layer 
principle, enforced in the original design of the Internet, by allowing communication exchanges 
between non-adjacent layers to take place.
For an instance, the basic assumption of TCP that data losses are due to network congestion may 
be inapplicable in a wireless system where data losses caused by channel error can easily occur. In 
this particular case, use of a cross-layer signaling scheme that allows a link layer protocol to notify
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TCP about the time-varying radio channel conditions could help TCP make the most effective 
decision in managing its congestion window.
Study shows that a simple cross-layer optimization can result in a significant performance 
improvement even in an extreme case of a wireless network, i.e. a satellite network [77-78]. 
Although a cross-layer design can lead to effective optimization, communication exchanges 
between non-adjacent layers have to be kept at minimal and be implemented in a systematic way 
so that the layer principle does not eventually break. For a good example, ad-hoc coordination 
between non-adjacent layers can easily lead to spaghetti code [47] that destroy scalability and 
reusability in protocol design.
Although a cross-layer design may relax or sometimes break the layer principle of the Internet, 
better optimization can be of greater benefit [50]. Three cross-layer design approaches that are 
commonly adopted to support interaction between non-adjacent communication layers [79] are 
given below.
• Packet Headers: extra options of IP header can be defined and used specifically to carry 
cross-layer information that can be later extracted and exploited by other layers
• Internet Control Message Protocol (ICMP): dedicated communication messages can 
propagate through the protocol stack by an appropriate communications channel
• Third Parties: internal or external entities can be delegated to keep necessary protocol 
state information that can be later extracted and exploited by other layers
Examples of research works that adopt the cross-layer design are path Maximum Transmission 
Unit (MTU) discovery, explicit window adaptation, explicit congestion notification, explicit loss 
notification, TCP-aware bandwidth allocation and TCP-aware window assignment.
2.5.3.I Path MTU Discovery
Path MTU Discovery [80] is a technique that finds the maximum size of a packet that can be 
moved from a source host to a destination host without being subject to fragmentation at the IP 
level. Packets that do not entirely fit into one Maximum Transmission Unit (MTU) cannot be 
forwarded by an Internet router; however, an oversized packet can be fragmented into a number of 
small packets of at most MTU size with necessary information required for each fragmented 
packets to be routed individually to the destination. These fragmented packets can now be treated 
like any other datagram. Furthermore, fragmentation of all oversized packets occurs at every 
Internet router that does not have large enough MTU to accommodate the oversized packets until 
the packets eventually arrive at the destination host where reassembly of fragmented packets 
occurs.
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With Path MTU discovery, Internet routers simply drop oversized packets and return an ICMP 
message to a TCP sender of the oversized packets, reporting the largest packet size that can be 
accommodated by that Internet router. As a result, segment overhead due to fragmentation and 
reassembly process at the IP level can be reduced and the congestion window can be increased 
rapidly in term of bytes.
2.5.3.2 Explicit Window Adaptation
Explicit Window Adaptation (EWA) [81] is a technique that prevents unnecessary packet drops 
caused by buffer overflow. Having limited resources and capacity, an Internet router cannot 
support every packet during heavy use of the Internet and network congestion is unavoidable. 
Once buffer space of an Internet router is fully occupied, excessive packets will be dropped. 
However, by limiting the number of the outstanding packets to bandwidth delay product of a 
bottleneck link, network congestion can be prevented without impairing link utilization. This is 
due to the fact that packets exceeding bandwidth delay product merely results in an end-to-end 
delay increase but not throughput or utilization improvement.
An EWA Internet router compute the bandwidth delay product for each TCP connection that is 
traversing the same bottleneck link. The desired window size communicates back to the TCP 
sender by replacing the window field in the TCP header of acknowledgement packets, i.e. the 
receiver’s advertised window, with the desired one. Once acknowledgements arrive, the TCP 
sender updates its sending window, i.e. snd_wnd, based on the window field and the number of 
outstanding packets is simply limited by the flow control.
2.5.3.3 Explicit Congestion Notification
Explicit Congestion Notification (ECN) [82] is a mechanism that distinguishes origin of data 
losses, i.e. network congestion or channel error. On the one hand, in an event of data losses, a TCP 
sender simply reacts by retransmitting lost data and reducing its congestion window since it has no 
necessary means to differentiate the origin of data losses. This window reduction is the correct 
course of action to alleviate congestion. On the other hand, in an event of channel error, the same 
window reduction turns into a counter-productive response since congestion does not actually 
occur. However, ECN mechanism can be used to notify the TCP sender regarding the origin of 
data losses.
In a simple drop-tail Internet router, an ICMP Source Quench message can be sent back to the 
TCP sender when data losses occur due to network congestion, i.e. buffer overflow. Once the 
ICMP Source Quench message arrives at the TCP sender, it is delivered to the transport layer 
through a dedicated communication channel in the protocol stack, making TCP aware of the origin 
of the imminent data losses.
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In a Random Early Detection (RED) [83] Internet router, incipient network congestion can be 
detected by simply comparing an average queue occupancy to a pre-defined threshold. If the 
average exceeds the threshold, the RED Internet router will set ECN bit in the TCP header of 
every incoming packet. This ECN flag is echoed back to the TCP sender over acknowledgement 
packets, making TCP aware of imminent data losses.
As a result, TCP can make an appropriate decision when dealing with data losses based on the 
cross-layer information provided by ICMP or ECN.
2.5.3.4 Explicit Loss Notification
Similar to ECN, Explicit Loss Notification (ELN) [84] is a mechanism that distinguishes the 
origin of data losses, i.e. network congestion or channel error, particularly in a wireless network. It 
exploits the fact that data frames do not simply disappear when they are corrupted by channel error 
but they arrive at the receiving end in a damaged condition. In addition, since payload is usually 
much longer than header, corruption is most likely to occur in the payload while the header is 
usually left intact. To this regard, a link layer protocol needs to be modified so that it does not 
drop corrupted data frames but hands payload of a corrupted data frame over to the upper-layer 
protocol. If the headers of all upper-layer protocol are unharmed, TCP segment can reach the 
transport layer of a TCP receiver.
To validate integrity of TCP header of a corrupted TCP segment, a new header checksum is 
needed since TCP header have no dedicated protection [85]. If the header is undamaged, an ELN 
bit and certain information, i.e. sequence number, extracted from the undamaged header are sent 
back to the TCP sender. Once the ELN arrives, the TCP sender knows exactly the cause of data 
losses and the location, if provided, of the lost data. According, the TCP sender retransmits the 
missing data but does not have to reduce its congestion window conservatively. As a result, TCP 
can make an appropriate decision when dealing with data losses based on ELN information.
2.5.3.5 Link-Aware Window Assignment
A link-aware window assignment [86] is an algorithm that controls congestion window during 
slow start. It is applicable only to an Internet host that connects to a satellite network via a 
bandwidth-varying communication channel. It exploits the fact that if TCP is able to match its 
congestion window to available satellite link bandwidth, full link utilization can be achieved 
quickly without having to wait for a complete scan of the satellite link.
To this regard, TCP sends a cross-layer signal after a connection is setup, inquiring the link 
bandwidth that is currently provisioned to the host. Upon receiving the signal, the link layer 
returns the available link bandwidth to the transport layer. With this link-layer information, the
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congestion window can be adjusted accordingly. However, the link-aware window assignment can 
be carried out only when an acknowledgement arrives in ensure that the bandwidth-varying 
communication channel is working properly. It is clear that full utilization of satellite resources 
can be achieved at the beginning of a connection. Then, the link-aware window assignment is 
deactivated since congestion could occur somewhere outside the satellite domain and TCP still 
needs to reduce its congestion window regardless of the available link bandwidth. As a result, TCP 
performance over a satellite network improves remarkably due to the use of link-layer information 
in assigning the initial window size.
2.5.3.6 TCP-Aware Bandwidth Allocation
A TCP-aware bandwidth allocation [87] is an algorithm that controls provision of satellite 
bandwidth based on TCP dynamic. It is applicable only to an Internet host accessing a satellite 
network via a bandwidth-varying communication channel. It exploits the fact that TCP simply 
cannot utilize the portion of satellite resources that is larger than its congestion window, causing 
inefficient use of satellite resources. However, by using certain TCP state information, i.e. an 
estimate on TCP window size in the next round trip time and a state at which TCP operates, 
whether slow start or congestion avoidance, excessive provision of satellite resources can be 
avoided.
To this regard, the link layer sends a cross-layer signal, inquiring TCP state information. The 
transport layer returns the inquired information to the link layer. With this transport-layer 
information, the link layer makes a bandwidth request and submits it to a proper authority, i.e. 
Network Control Center (NCC). Once the request arrives, NCC compares the TCP window size 
estimate to the portion of satellite bandwidth that was given previously to the host. If the TCP 
window size estimate is smaller, it suggests that congestion has occurred and new bandwidth 
allocation is set to the estimate. However, if the TCP window size estimate is larger, it suggests 
that congestion does not yet occur. In this specific case, NCC prioritizes the request associated 
with the slow start state over the ones associated with the congestion avoidance state. As a result, 
TCP performance over a satellite network improves significantly due to the use of transport-layer 
information in provisioning satellite resources.
2.6 Summary
In this chapter, the implementation of the standard TCP, i.e. Tahoe, Reno and NewReno, are 
discussed in detail. In addition, the performance problem of TCP over NGSN is identified and 
related research works on improving TCP performance are presented in three different categories,
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i.e. network simulator with real-world TCP/IP network stack extension, high-speed TCP variants 
for a satellite network and interaction between TCP and lower layers.
This chapter outlines important information that could eventually be used to derive a number of 
new performance improvement proposals for TCP in which actual research works are carried out 
from Chapter 3 to Chapter 7.
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Chapter 3
3 Simulation and TCP/IP Network Stack
A combination of real-world TCP implementation and a simulation framework allows realistic 
evaluation of TCP in simulated network environments with less complication and lower cost when 
compared to a real network experiment. This research work presents an integration between 
TCP/IP network stack of Linux kernel (v2.6.21) [88] and OMNeT++ (v3.3) simulation framework 
[31]. OMNeT++ is a well-known open-source Discrete Event Simulation (DES) environment. It 
utilizes a modular component design architecture where small and simple components, coded in 
C++, can be assembled into large and complex modules by OMNeT++ built-in NEtwork 
Description (NED) language. In addition, OMNeT++ features Graphical User Interface (GUI), 
allowing visualization during design and animation during execution. Most importantly, 
OMNeT++ provides simulation kernel support, allowing other kernels to be embedded into the 
simulation framework. OMNeT++ is gaining widespread recognition in academic and scientific 
communities as a network simulation platform due to its generic and flexible framework. A 
number of open-source network simulators that have been built with OMNeT++ include INET 
Framework [31] in the field of the Internet, Mobility Framework [31] in the field of mobility and 
ad-hoc networks, OverSim [13] in the field of Peer-to-Peer (P2P) network, PAWiS [89] and 
Castalia [90] in the field of Wireless Sensor Network (WSN), Chsim [91] in the field of wireless 
channel modeling and xMIPv6 [92] in the field of mobile IPv6 modeling.
INET Framework (v20062010) was developed mainly for the simulation of the Internet. INET 
maintains a number of protocol implementation, i.e. UDP, TCP, SCTP, IP, IPv6, Ethernet, PPP, 
IEEE 802.11, MPLS, OSPF, and several other protocols; however, only the transport layer 
protocols are of interest. In general, responsibility of the transport layer protocols is to establish 
end-to-end data connections between peers in an either reliable or unreliable manner. For a 
reliable service, TCP is used. TCP offers byte-oriented in-order-delivery error-free data transport 
services. As documented in the INET framework, two TCP variants, i.e. Tahoe and' Reno, are 
already present. However, study [35] shows that both variants do not perform well when they 
operates in a network with high data loss rate, implying that the use of Tahoe and Reno is no 
longer efficient in the modern Internet where data losses can easily occur, particularly in wireless 
links. As opposed to the traditional Internet, the Next Generation Internet (NGI) focuses on
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offering high-speed wired and wireless Internet access with interactive feature-rich Triple Play 
(3P) services with QoS assurance. Certainly, NGI is advancing beyond the original design of 
Tahoe and Reno [38] where network reliability and best effort service are often assumed. The 
main weakness of both TCP variants lies in ineffectiveness of their loss recovery algorithm 
essentially when having to deal with multiple packet losses that occur in the same transmission 
window. In order to mitigate this problem, fast recovery algorithm is modified and the latest 
standard TCP known as NewReno is defined [25].
From research point of views, it sounds rational and productive to focus on the latest standard TCP 
or NewReno rather than its previous incarnations. With INET as a simulation platform, addition of 
NewReno is necessary. On the one hand, by following operational description of NewReno, TCP 
Module can be programmed and included into INET. Although flexible, this approach might lack 
of certain TCP features, making the module unable to reproduce precisely operational behavior of 
real-world TCP. This limitation is most likely due to implementation difference between the 
standard and the real world as well as implementation variation incurred by different researchers. 
On the other hand, existing real-world TCP codes, after modification, can be encapsulated into 
TCP Module and then the module is integrated into INET. Although introducing development 
complexity, this encapsulation approach offers great benefits since it allows real-world TCP to be 
studied in a simulated network environment. Moreover, by using real-world codes, researchers can 
get themselves familiar with real-world programming style. This work follows the latter approach.
The research work on integrating real-world TCP implementation into INET is arranged as follow. 
Section 3.1 introduces Linux TCP/IP network stack. Section 3.2 proposes TCP Module, i.e. a real- 
world Linux TCP extension for INET. Section 3.3 and Section 3.4 respectively discuss 
verification and validation of TCP Module. Finally, summary is given in Section 3.5.
3.1 Linux TCP/IP Network Stack
Linux TCP/IP network stack [88] is found to be the most appropriate implementation for real- 
world TCP codes since it is a part of a real-world operating system, includes NewReno and has 
been widely used in research communities. Furthermore, it includes a pluggable congestion 
control interface, i.e. a skeleton necessary for programming and adding a new congestion control 
protocol. Most importantly, it has a number of TCP options and TCP extensions [5, 58, 93-98] that 
are ready to be used.
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3.1.1 TCP Options
length j option field
1 octet 1 octet length -  2 octets
Figure 3-1: TCP option format
Figure 3-1 displays TCP option format, consisting of one-octet kind  field, one-octet length  field 
and (length — 2)-octet option  field. The kind  field indicates type of option, the length  field 
indicates total length of that option and the option  field has parameters used for that option. In 
addition, one-octet No Option kind  or NOP is used to align each TCP option to the four-octet 
boundary. A number of different kind  of options can be carried along with TCP header, seen in 
Figure 2-1, provided that the total length of all carried options does not exceed the maximum 
length of 40 bytes. Furthermore, TCP options can only be used when the desired options are 
negotiated during initial connection setup and agreed by both ends of the connection.
3.1.1.1 TCP Maximum Segment Size Option
4 ]  maximum segment size
Figure 3-2: TCP Maximum segment size option
Figure 3-2 displays TCP Maximum Segment Size (MSS) option, i.e. kind (2) and length (4), 
which is used to assign maximum size of a TCP segment arbitrarily. However, it is very vital to 
use the best possible MSS value since TCP performance depends directly on it, i.e. if it is too 
large, fragmentation overhead occurs but if it is too small, low throughput is the result. In practice, 
MSS is assigned in relation to Maximum Transmission Unit (MTU), i.e. maximum datagram size 
(Data + TCP header + IP header) that fits entirely into one link layer frame. As a result, to 
achieve the best possible performance, the following relation is needed.
MSS + IP header = MTU
3.1.1.2 TCP Timestamp Option
10
TS Value (Tsval)
TS Echo Reply (Tsecr)
Figure 3-3: TCP Timestamp option
Figure 3-3 displays TCP Timestamp (TS) option, i.e. kind (8) and length (10), which is used to 
record a timestamp and to echo the previously recorded timestamp. In particular, the time at which 
a packet is sent is stamped in the TSval field. Once the packet reaches its destination, the recorded 
timestamp in the TSval field is copied over to the TSecr field of an acknowledgement packet and
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the time at which this acknowledgement packet is sent is recorded in the TSval field. Therefore, 
round trip time measurement can be measured with great accuracy by observing the values of 
TSval and TSecr.
3.1.1.3 TCP Window Scaling Option
shift.cnt
Figure 3-4: TCP Window scaling option
Figure 3-4 displays TCP Window Scaling (WS) option, i.e. kind (3) and length (3), which is used 
to scale the 16-bit window  field virtually up to the 30-bit window field. To fit an actual window 
size into the 16-bit window  field, the receiver’s advertised window or rcv_wnd is down scaled by 
sh ift , cnt.
window <-rcv_wnd »  sh ift .c n t  (3.1)
where »  is a mathematical notation for binary right shift, i.e. divided by 2shi^tcnt. To extract the 
actual advertised window at the receiving end, the window  field is up-scaled.
snd_wnd «- window «  s h ift .c n t  (3.2)
where «  is a mathematical notation for binary left shift, i.e. multiplied by 2shl^tcnt. Obviously, a 
very large transmission window size becomes possible with WS option, allowing more packets to 
be handled in one round trip time. This option is very vital for TCP to achieve high throughput 
particularly in a high-speed long-distance network.
3.1.1.4 TCP Selective Acknowledgement Option
var
Left Edge of the 1st block
Right Edge of the 1*1 block
Left Edge of the n"1 block 
Right Edge of the n*" block
Figure 3-5: TCP Selective acknowledgement option
Figure 3-5 displays TCP Selective Acknowledgement (SACK) option, i.e. kind (5) and length 
(var), which is used to convey information about non-contiguous blocks of data that have been 
successfully received and queued at a receiver back to a sender. Length of the option varies but in 
a form of (8 • n + 4) bytes since it depends on a number of a sequence pairs or n that is filled in 
the option. On reception of out-of-order data segments, a receiver fills SACK option with non­
contiguous blocks of data and sends it back to the sender. On reception of the SACK blocks, a
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sender recreates a structure that matches closely the recent non-contiguous blocks of data seen by 
the receiver. By carefully observing the structure, lost data segments can be identified quickly.
3.1.2 TCP Extensions
TCP extensions, unlike TCP options, are not a part of the TCP header and do not require any 
agreement between both ends of a connection before they can be used. TCP extensions can be 
self-contained or can be used in conjunction with certain TCP options, such as SACK option.
3.1.2.1 Large Initial Window
A typical TCP often starts its congestion window with one segment. However, Initial Window 
(IW) allows larger window size to be used at the beginning of a connection [99],
snd_cwnd <- m in(4 • MSS, m ax(2  • MSS, 4380)) (3.3)
Clearly, initial window size is dependent on MSS and it can be set to accommodate up to four 
MSS-sized segments. For an example, given a 1460-byte MSS, i.e. Ethernet friendly, initial 
window size can be set to 4380 bytes, large enough to support three MSS-sized segments. By 
using large window size at the beginning of a connection, congestion window can grow more 
quickly.
3.1.2.2 Delayed Acknowledgement
An acknowledgement is sent immediately for every data segment that is received. However, 
Delayed Acknowledgement (DACK) can delay transmission of an acknowledgement up to a 
certain period, i.e. typically 500 ms [5] but it is set to 200 ms in Linux TCP implementation, after 
a data segment is received. If the next data segment does not arrive with the time limit, the 
pending acknowledgement is transmitted. However, if the next data segment does arrive within the 
time limit, the pending acknowledgement is discarded and a new one corresponding to the latest 
data segment is transmitted. Furthermore, in an event that an out-of-order data segment arrives 
instead of the next expected one, the pending acknowledgement is discarded and a new one 
corresponding to the received out-of-order data segment is sent out immediately. Therefore, one 
acknowledgment can cover up to two ordered data segments that are successfully received and 
bandwidth usage in the return direction can be reduced by half. Unfortunately, DACK also slows 
down the rate at which congestion window grows by half since congestion window is incremented 
based on the number of received acknowledgements.
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3.1.2.3 Appropriate Byte Counting
Unlike the standard congestion protocol where the rate at which congestion window grows is 
dependent on the number of received acknowledgements, Appropriate Byte Counting (ABC)
[ 100] increases congestion window grows based on a number of bytes that are covered by an 
acknowledgement. On reception of an acknowledgement, congestion window increases in a 
number of packets.
a «- min(\bytes_acked/M SS\, 2) (3.4)
where bytes_acked is a number of bytes acknowledged and [x\ is a mathematical notation that 
returns the largest integer that is smaller than x. In addition, the additive increase parameter or a  is 
limited to a maximum of two A/SS-sized segments in order to prevent unnecessarily large data 
burst. It is clear that ABC mitigates the negative impact of DACK on window growth rate.
3.1.2.4 Fast Retransmit with SACK
[__  I transmitted MSS-sized segment but not yet acknowledged
s n d jjn a
i i i
 3 or more missing MSS-sized segments-------
Figure 3-6: Fast retransmit with selective acknowledgement
Besides using three duplicate acknowledgements, network congestion can also be detected by 
exploiting SACKed blocks. Given non-contiguous blocks of SACKed data as seen in Figure 3-6, 
if cumulative bytes of the gaps, i.e. the number of missing data segments, equal at least (3 • MSS) 
bytes, segment starting from sndjuna  is assumed lost and is retransmitted immediately by fast 
retransmit [94]. Certainly, network congestion can be detected by less than three duplicate 
acknowledgements if SACK option is enabled.
3.1.2.5 Fast Recovery with SACK
transmitted MSS-sized segment but not yet acknowledged 
snd_una ▼
—  RETXed T ~ ~  Wfte&M  H H f i t  1
---------------------------3 or more missing MSS-sized segments--------------------------
Figure 3-7: Fast recover with selective acknowledgement
Furthermore, exploitation of SACKed blocks can accelerate the overall loss recovery process [94]. 
After each retransmission, a sender updates its virtual copy of SACKed blocks by marking the 
block of the retransmitted bytes as being outstanding to prevent the same bytes from being 
retransmitted twice without a proper cause. For each duplicate acknowledgement received, the 
sender updates and scans its SACKed blocks for possible data losses. If the cumulative bytes of
46
Chapter 3: Simulation and TCP/IP Network Stack
the gaps, stating from the lowest sequence number that has been neither acknowledged nor 
retransmitted, equal at least three MSS-sized segments as seen in Figure 3-7, bytes starting from 
that sequence number is assumed lost. As a result, rather than having to wait for another round trip 
time for an acknowledgement of retransmission to arrive, subsequent data losses can quickly be 
identified and retransmitted. With SACK option, it is possible to retransmit a number of data 
losses within one round trip time.
3.1.2.6 Fast Recovery with Forward Acknowledgement
Congestion control is the main mechanism that manages transmission of data segments during 
normal operation and loss recovery. However, Forward Acknowledgement (FACK) [101], i.e. rate 
halving algorithm, completely decouples the loss recovery from the congestion control by 
allowing a new data segment to be transmitted every two duplicate acknowledgements that are 
received irrespective of the congestion control, i.e. size of congestion window. Consequently, 
acknowledgement self-clocking behavior can be maintained since transmission of new data 
segments are not suddenly paused but do continue at a reduced rate and retransmission timeout 
due to missing of acknowledgement feedbacks can be avoided. Furthermore, FACK decreases 
congestion window by one segment every transmission of a data segment and the final value of 
the congestion window gives a close estimate on available network capacity.
3.2 INET Simulation Framework with Linux TCP/IP Network Stack
INET, a discrete-event network simulator based on OMNeT++, aims at the simulation of the 
Internet. Although development of a simulation module for INET is largely based on codes that 
are written by researchers, use of real-world code is also possible. OppBSD [65] is an example of 
a network simulator that exploits real-world code of FreeBSD TCP/IP network stack. Similarly, 
this research work present integration of real-world Linux TCP/IP network stack with INET.
3.2.1 Integration Methodology
According to the layer principle, the transport layer only communicates with its adjacent layers, 
i.e. the Internet layer and the application layer, via dedicated communication channels. This 
principle has been the foundation to success of the Internet and TCP/IP design. Although not in a 
straightforward way, real-world TCP codes can be extracted off Linux TCP/IP network stack. 
Based on programming structure of Linux, two data structures are identified as two possible 
programming interfaces that can be exploited for the integration purpose.
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Definition Location Role
inet_stream_ops /net/ipv4/tcp_ipv4.c TCP command interface
tcp_protocol /net/ipv4/af_inet.c TCP data interface
Table 3-1: TCP/IP data structure definition
Table 3-1 lists two data structures along with their location and role. These data structures are 
specific to the operation of TCP only. Respectively, inet_stream_ops and tcp_protocol are two 
definitions of proto_ops and net_protocol, i.e. two general declarations of data structures that 
serve as common interfaces for accessing networking protocols, i.e. IP, TCP or UDP.
tcp_ipv4.c
const struct proto_ops inet_stream_ops = {
release inet_release // release a connection
.bind inet_bind // bind to a port
connect i ne t_stream_co nnec t // connect to a host
.accept inet_accept // accept the pending connection
.listen inet_listen // listen to connection
.shutdown inet_shutdown // close a connection
B_______________________________________________________________
Table 3-2: TCP command interface
af_inet.c
static struct net_protocol tcp_protocol = {
.handler tcp_v4_rcv / / handle received data
h_______________________________________________________________
Table 3-3: TCP data interface
Declaration Location Role
tcp_hdr /net/tcp.h TCP header
tcp_sock /linux/tcp.h TCP socket
ip_hdr /net/ip.h IP header
sk_buff /linux/skbuff.h data packet
timerjist /linux/timer.h timer
Table 3-4: TCP/IP data structure for internal parameters
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Table 3-2 and Table 3-3 list definition of inet_stream_ops and tcp_protocol. Both definitions 
assemble INET-Linux programming interface necessary for integration and exploitation of real- 
world TCP code. inet_stream_ops serves as a TCP command interface dealing primarily with 
connection management and inet_stream_ops serves as a TCP data interface dealing primarily 
with data reception. As a consequence, it is possible to invoke Linux TCP functionality from 
INET via these two programming interfaces.
Table 3-4 lists a number of other data structures necessary for proper operation of Linux TCP, 
which include tcp jidr , tcp_sock, ip jid r , skjbujf and timer_list. They are usually used as input 
arguments to the programming interfaces.
The core design of INET simulation framework loosely follow the layer design where different 
INET modules communicate with one another by exchanging communication messages, which is 
analogous to dedicated communication channels used in the TCP/IP protocol suite design. By 
encapsulating and integrating real-world TCP code of Linux TCP/IP network stack into INET 
simulation framework, a real-world Linux TCP simulation module for INET, i.e. TCP Module, 
can be realized. To this regard, an interface-based approach is proposed.
INET Framework
✓  N  
INET-Linux Interface
Linux
TCP/IP Network Stack
■ ■ ■■ ■ ■ ■ Programming Trap
■ ■ ■ ■ ■ ■ « information signaling ^
k command 
lx > data
1/ timer
v  J
Figure 3-8: Interface-based integration methodology
Figure 3-8 displays structure of the interface-based INET-Linux integration. At the transport layer, 
communication messages are initiated from INET based on two simulation factors, i.e. event and 
parameters. The simulation events are application command, data reception or timer expiration 
while the simulation parameters typically are input arguments associated with the events. On 
reception of a communication massage, the INET-Linux interface maps the event to a 
corresponding Linux TCP function and then the function is called with the provided input 
parameters.
As a result, integration of Linux TCP/IP network stack and INET simulation framework, i.e. Linux 
TCP/IP Extension for INET or TCP Module, becomes possible.TCP Module operates by updating 
its internal parameters as well as returning packets, data or acknowledgement, back to INET. 
Moreover, since TCP Module is based on real-world code, it can be assumed that TCP Module has
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accurate TCP functionality with respect to real-world implementation. Due to this assumption, the 
interface-based integration approach relies heavily on validity and integrity of input arguments, 
therefore, making TCP Module very sensitive to bad input arguments. To ensure proper operation 
of TCP Module, programming traps
is systematically inserted along the INET-Linux interface to check input arguments against 
specific conditions before passing them to TCP Module. For example, TCP/IP header (tcpjidr  
and ipjidr) of a packet (skjbuff) is always compared against known INET parameters, i.e. 
source/destination IP addresses and source/destination TCP ports. This test is for two purposes.
■ to validate should integrity of packets has been compromised or not
■ to verify should packets received by a correct connection or not
In addition, numerous modifications are very essential to success of the integration process 
possible; however, they are not discussed due to irrelevancy to TCP functionality.
3.2.2 Simulation Setup
Figure 3-9 illustrates simulated network scenario that consists of three parts, a client, a server and 
an Internet domain. Both client and server connect to designated edge Internet routers via a Fast 
Ethernet connection with link speed of 100 Mbps and link latency of 1.0 ms. This Ethernet 
network can be viewed as a typical Local Area Network (LAN). In addition, two edge Internet 
routers are interconnected over the Internet via a 10-Mbps backbone connection. This backbone 
connection can be viewed as a typical Wide Area Network (WAN). Each WAN interface has 
simple droptail queue and Maximum Transmission Unit (MTU) of 1500 bytes, i.e. Ethernet 
friendly.
To study operational characteristic of real-world TCP provided by TCP Module, the client is set to 
download a 700-MB data file, i.e. a CD containing a full-length movie, from the server over the
ASSERT (conditions) -* i f  (conditions fail) then  terminate simulation
Figure 3-9: Simulated network scenario
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Internet. Lastly, round trip time (RTT), bit error rate (BER) and queue size (Q) of the Internet 
backbone link are configurable with the following choices of parameters.
■ RTT E (0.1,0.2, ••• ,1.0} in seconds
■ BER E (0 ,1(T9,1CT8,1 (T 7,1 (T 6}
■ Q «- bandwidth delay product
It is worth mentioning that, under an assumption that bit error is not bursty, there is a direct 
relationship between BER and packet loss rate (PER). For an instance, BER of 10“9 is equivalent 
to one bit error for every 109 bits on average. It is also the fact that 109 bits, divided by a MTU- 
sized packet, can translate to roughly 83333 packets. Equivalently, since one bit error suggests one 
packet loss, therefore, one packet could be lost every 83333 packets on average. Therefore, BER 
of 109 is approximately equal to PER of 1/83333.
In this study, a transfer of large data is used to observe long-term operational behavior of Linux 
TCP, RTT is used to describe bandwidth delay product and BER is used to characterize random 
data losses. Finally, Q is queue size of a WAN interface and is setup to match bandwidth delay 
product of the network.
download
upload *►
Application Layer
satellite
ethernet
t e i K
reno
H TTP  Module bic
Transport Layer cubic
hamilton
TC P  Module highspeed
Network Layer hybla
scalable
IPv4 Module vegas
Data Link Layer veno
westwood
Link Module compound*
Figure 3-10: INET host/router with TCP Module
Figure 3-10 displays Internet hosts and Internet routers. According to the TCP/IP reference model, 
hosts and routers within INET can equips themselves typically with
• HTTP module at the application layer for HTTP services
• Linux module at the transport layer for real-world Linux TCP
• IP module at the network layer for addressing and routing
• Link module at the link layer for physical access to the network
Note that the standard NewReno is called TCP -reno in Linux TCP implementation.
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3.2.3 HTTP Modeling
A majority of TCP-based applications provided over the Internet are based on HTTP. In this study, 
a HTTP application is modeled by a two-level request-response architecture [102]. A HTTP 
session is made up of a series of web-requests. A web-request consists of one main HTTP object 
and zero or more embedded objects. When a client submits a (first-level) web-request to a server, 
the server responds to the request by returning the main HTTP object as requested along with a list 
of the web-requests for other embedded objects, if exists. Once the client receives the main HTTP 
object, it automatically generates the other (second-level) web-requests for the embedded objects 
as listed in the returned main HTTP object and submits them to the server. Moreover, the second- 
level web-requests can be submitted either one by one, i.e. the next web-request is sent after the 
current web-request is complete, or pipelining, i.e. web-requests are sent all at once. However, 
pipelining is preferred since it improve operational efficiency of HTTP [103] and is included in 
HTTP/1.1 [104].
client server
first-level web-request
second-level web-request 
with pipelining
complete
Figure 3-11: HTTP/1.1 with pipelining
Figure 3-11 displays operational characteristic of HTTP/1.1 with pipelining.
3.3 Verification of TCP Module
According to [105] and [106], model verification refers to building the model right that generally 
means if the model in question is working properly or not, and according to dynamic testing, the 
model in question has to be executed under various conditions and the resulting outcomes are 
observed in order to ensure accuracy of the implementation of the model. Verification of TCP 
Module follows this guideline.
Based on two-tuple setup, i.e. RTT and BER, and ten different random sequence numbers, a total 
of 500 simulations are executed for the verification process. Moreover, the programming traps are
52
Chapter 3: Simulation and TCP/IP Network Stack
systematically placed along the INET-Linux interface to catch any possible breakdown of TCP 
Module due to invalid or compromised input arguments. If any of the assertions is not satisfied, 
simulation is terminated and verification is considered unsuccessful.
Study shows that long-term average TCP throughput in number of bit per second is inversely 
proportional to round trip time delay and square root of packet lost rate [107],
, 8 -MSS 8 -M S S -W m ,
throughput = m in  (  j = , ------— ------ | (3.5)
RTT
where MSS is maximum segment size, RTT is round trip time, p is average packet loss rate and 
WM is maximum congestion window size imposed by a link capacity.
1e-9 1e-8 1e-7 1e-6
Figure 3-12: Long-term average TCP throughput (analytical)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
round trip time (seconds)
Figure 3-13: Long-term average TCP throughput (simulated)
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Figure 3-12 illustrates long-term average TCP throughput derived from the analytical expression 
in (3.5) in a 10-Mbps network with different round trip time and different bit error rate. On the one 
hand, where link error does not exist, the average throughput remains relatively unchanged 
regardless of round trip time since it is limited by the 10-Mbps bottleneck link. On the other hand, 
where link error exists, the average throughput drops as either round trip time or bit error rate 
increases.
Figure 3-13 illustrates long-term average TCP throughput as a result of downloading a 700-MB 
data over a 10-Mbps network with different round trip time and different bit error rate. In this 
case, the long-term average throughput is simply a ratio of the total transmitted data size to the 
total transmission time. The result shows that the average throughput complies with the 10-Mbps 
backbone link and decreases as either round trip time or bit error rate increases.
Finally, of 500 simulation runs, no assertion is flagged. Moreover, by comparing the result of 
Figure 3-12 with the result of Figure 3-13, it is evident that both results agree with one another. 
Therefore, it can be concluded that verification of TCP Module passes.
3.4 Validation of TCP Module
The verification process, discussed earlier in Section 3.3, indicates that TCP Module behaves 
reasonably with respect to long-term behavior of TCP in a simulated network environment of 
various configurations. However, further investigations are necessary in order to validate TCP 
Module operationally.
Model validation according to [105] and [106] refers to building the right model that generally 
means if the model in question behaves consistently and accurately with respect to its intended 
applications or not. In the next study, operational graphic is exercised as the main validation 
technique and a network with 500-ms round trip time, 420-packet queue size and error-free link 
configuration is chosen as a reference network scenario. This scenario can be viewed as a typical 
geostationary satellite network [22] that interconnects two remote networks.
3.4.1 Slow Start & Congestion Avoidance
To study operational behavior of real-world Linux TCP or TCP -reno, congestion window and 
sequence number of TCP is closely observed. In a reliable network environment, congestion 
window evolution can be best described as a perfect uniform-spaced saw-tooth like trajectory due 
to Additive Increase Multiplicative Decrease (AIMD) behavior of the standard congestion control 
algorithm.
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time (seconds)
Figure 3-14: Congestion window evolution of TCP-reno
time (seconds)
Figure 3-15: Congestion window evolution of TCP-reno (slow start)
time (seconds)
Figure 3-16: Congestion window evolution of TCP-reno (congestion avoidance)
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Figure 3-14 illustrates congestion window evolution of TCP-reno, i.e. slow start, congestion 
avoidance, fast retransmit and fast recovery. The result fits the description of the perfect saw-tooth 
behavior of the standard congestion control algorithm. The up ramp and the sharp dtop of the 
evolution are the result of linear window inflation during congestion avoidance and rapid window 
deflation during fast recovery. To refill the connection, it can take as long as 300 s or roughly 600 
round trip time. In this particular case, congestion window increases by roughly 400 packets or by 
less than one packet per round trip time. Evidently, when congestion window grows beyond 
network capacity, it requires slightly longer than one round trip time to increment congestion 
window by one segment.
Figure 3-15 highlights slow start of the congestion window evolution. It is clear that congestion 
window increases at an exponential rate. However, congestion window does not always increase 
for every acknowledgement received. This pause behavior is due to certain restriction imposed by 
tcp_is_cwnd_Limited function that prevents congestion window from advancing any further if the 
congestion window is larger than the number of outstanding segments. This particular function is 
usually left unimplemented in many network simulators. Moreover, congestion window during the 
slow start phase is not always equal to the number of outstanding packets since Linux strictly 
limits the number of data burst. After congestion occurs, congestion window is reduced to match 
the actual number of outstanding packets as seen by sudden drop in congestion window at t — 
9.867 s from 1834 to 1312 packets from which the slow start threshold is estimated.
Figure 3-16 highlights congestion avoidance of the congestion window evolution. It is clear that 
congestion window increases at a linear rate and decreases very quickly once congestion occurs. 
However, congestion window deflates differently from the conventional behavior [25] where it 
drops immediately to half of the window size prior to the congestion plus three packets. Linux 
TCP deflates congestion window quickly and continuously without causing sudden discontinuity. 
In this particular result, congestion window deflates from 842 to 221 packets.
To strengthen the findings, simulation details are further discussed. In this study, the bandwidth 
delay product of 420 segments and the queue size of 420 packets provide maximum network 
capacity of 840 segments. Figure 3-15 shows that congestion window initially exceeds 1800 
packets or more than twice of the network capacity before congestion is detected. This behavior is 
not unexpected since congestion window is doubled every round trip time during slow start. 
Figure 3-16 shows that congestion window reaches 842 segments before congestion is detected. 
This result is not unexpected since congestion window grows linearly during the congestion 
avoidance.
Therefore, it is evident that TCP Module behaves consistently and accurately with respect to the 
slow start and the congestion avoidance algorithms of TCP.
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3.4.2 Delayed Acknowledgement and Appropriate Byte Counting
x 104
time (seconds)
Figure 3-17: Delayed acknowledgement
Figure 3-18: Appropriate byte counting
Figure 3-17 highlights sequence numbers of transmitted data and received acknowledgements 
during slow start. It is clear that only one acknowledgement is transmitted in response to cover 
two data segments that are successfully received. This behavior is consistent with Delayed 
Acknowledgement (DACK), i.e. a technique that uses an acknowledgement to cover up to two 
data segments.
Figure 3-18 highlights congestion window evolution during slow start. It is clear that congestion 
window increases by two segments per acknowledgement. This behavior is consistent with 
Appropriate Byte Counting (ABC), i.e. a technique that increment congestion window rate based 
on a number of full-size segments covered by an acknowledgement.
Note that Figure 3-17 and Figure 3-18 are plotted over the same time interval but on different y- 
axis.
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3.4.3 Fast Retransmit and Fast Recovery with SACK
time (seconds)
Figure 3-19: Fast retransmit with selective acknowledgement
time (seconds)
Figure 3-20: Fast recovery with selective acknowledgement
Figure 3-19 and Figure 3-20 highlight retransmission of lost data with respect to reception of 
duplicate acknowledgements. It is clear that congestion can be detected and retransmission of 
missing data segments can be triggered by as few as one duplicate acknowledgement rather than 
by three. Most importantly, a number of subsequent lost data segments can be retransmitted within 
one round trip time rather than having to wait for an acknowledgement of the previous 
retransmission to arrive before subsequent data losses can be found and retransmitted.
The improvement on the loss recovery process against multiple data losses can only be achieved 
by adopting SACK option. By observing SACKed data blocks, a sender is able to identify and 
retransmit data losses quickly.
Note that Figure 3-19 is the closed-up illustration of Figure 3-20 during the fast retransmit.
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3.4.4 Fast Recovery with FACK
time (seconds)
Figure 3-21: Fast recovery with rate halving
time (seconds)
Figure 3-22: Fast recovery with rate halving
Figure 3-21 and Figure 3-22 highlight operational behavior of rate-halving algorithm, i.e. on 
transmission of data segments and reduction of congestion window during loss recovery. It is clear 
that for every two duplicate acknowledgements that are received, a data segment is sent and 
congestion window is deflated by one. With rate halving, transmission of data segments during the 
loss recovery phase is allowed without having to comply with the congestion control in (2.2) and 
congestion window is reduced at least by half. As a result, acknowledgement feedbacks do not 
suddenly disappear but slow down rapidly and gracefully, avoiding retransmission timeout due to 
lack of the acknowledgement feedbacks.
Note that Figure 3-21 and Figure 3-22 are plotted over the same time interval but on different y-
axis.
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Furthermore, it is also worth mentioning that, according to Linux implementation, rate halving 
only take effects when the following condition is satisfied.
cwnd > cwndmin (3.6)
where cwndmin is minimum congestion window threshold during the loss recovery phase. In this 
case, the minimum congestion window threshold is half of the new slow start threshold.
ssthresh  (3.7)
cwndmin <--------------
Note that cwndmin also accepts other values, depending on TCP variants. As soon as congestion 
window falls below the minimum congestion window threshold, rate halving is deactivated and 
congestion window is updated.
cwnd «- min (cwnd, in flig h t + 1) (3.8)
where in flig h t is a number of outstanding packets. In other words, congestion window becomes a 
non-increasing function of in fligh t.
3.4.5 Round Trip Time Measurement with Timestamp
Figure 3-23: Round trip time
In general, round trip time is measured in the following manner. Initially, sequence number and 
transmission time of a transmitted data segment are recorded for future reference and subsequent 
data transmission continues as normal. Once an acknowledgement that covers the recorded 
sequence number arrives, a coarse round trip time is measured by taking the difference between 
the current time and the recorded time. After that, another round trip time measurement can be 
repeated.
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However, timestamp option allows the round trip time measurement to be carried out on a per data 
segment basis, providing a very accurate value. Figure 3-23 illustrates round trip time 
measurement with timestamp. The result shows that the round trip time measurement closely 
resembles the saw-tooth behavior similar to the congestion window evolution found in Figure 
3-14. This is not unexpected since there exists a direct relation among round trip time, queue 
occupancy and congestion window. The result also shows minimum and maximum round trip 
times of approximately 506 ms and 1013 ms. Given 504 ms from the round trip time delay and 
504 ms from the time required to dequeue 420 MTU-sized packets at a 10-Mbps interface, it is 
evident that the result closely matches the reference network configuration.
According to the simulation results, the operational behaviors of TCP Module in the given 
simulated network environment are found to be accurate and consistent since they coincide with 
the anticipation of how the real-world Linux TCP responds to a real-world network. Therefore, it 
can finally be concluded that TCP Module is valid with respect to Linux TCP functionality and 
INET simulation framework.
3.5 Summary
This chapter presents TCP Module, an integration of Linux TCP/IP network stack and INET 
simulation framework. TCP Module allows operational behavior of real-world Linux TCP to be 
emulated accurately and consistently within a simulated network environment of different 
configuration without having to rely on complicated testbed or costly real network experiment. 
This research work utilizes a simple but effective approach, i.e. dynamic testing and operational 
graphic, to verify and validate TCP Module. Finally, it is concluded that TCP Module is valid 
within the simulated network environment provided by INET simulation framework.
The novelty of this work is the proposal of TCP Module that enables flexible, scalable, realistic 
simulation platform for TCP research. TCP Module allows execution of real-world Linux TCP 
within INET. In addition, it provides practical means for studying interaction between real-world 
Linux TCP and different network technologies, i.e. LAN, WAN, Ethernet, WiFi, WiMAX or 
satellite, opening an opportunity for researches to evaluate new or existing network technologies 
with real-world Linux TCP. Most importantly, it creates a practical framework for developing, 
testing, debugging and modifying new or existing Linux TCP variants within INET simulation 
framework, optimizing development cycle since all finished works are readily compatible with 
real-world implementation of Linux TCP.
In comparison to Linux TCP for NS2, which provides only the pluggable congestion control 
interface, TCP Module provides a complete Linux TCP implementation. Undoubtedly, TCP
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Module provides numerous potential applications for research on TCP. The next chapter will 
demonstrate a simple application of TCP Module on evaluating other Linux TCP variants, i.e. 
TCP-bic, TCP-cubic, TCP-Hamilton, TCP-highspeed, TCP-hybla, TCP-scalable, TCP-vegas, 
TCP-veno, TCP-westwood and TCP-compound.
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Chapter 4
4 Evaluation of Linux TCP Variants
In addition to the standard TCP defined by the Internet Engineering Task Force (IETF), also 
known as NewReno [25, 37], a number of high-speed TCP variants began to appear as the result of 
ongoing research and development, aiming at improving TCP performance over emerging Quality 
of Service (QoS) oriented Next Generation Network (NGN). Most of these high-speed TCP 
variants are available only in certain network simulators while some others evolve and become a 
part of real-world Linux TCP/IP network stack. Having ability to utilize real-world TCP/IP 
network stack within a network simulator gives great benefits, including but are not limited to 
emulation of real-world TCP functionality and reusability of real-world TCP code. Therefore, 
integration [108] of real-world Linux TCP/IP network stack [88] and INET simulation framework 
[59] has been designed and developed and it is ready for exploitation.
The integration permits an efficient platform for developing and optimizing Linux TCP within 
INET environments as if it were in a network stack of a real-world system [29]. However, given 
INET capability, new and existing Linux TCP variants can be evaluated in a simulated network 
environment without having to deal with complicated testbed or costly real-world network 
experiment. Once these new TCP variant give good results, they can be put into real-world use 
simply by adding code of the implementation into Linux TCP/IP network stack and recompiling 
the Linux kernel.
This chapter targets at demonstrating capability of INET simulation framework with Linux 
TCP/IP network stack extension by conducting simulation study of Linux TCP variants over a 
network with a long fat lossy connection and the chapter is outlined as follow. Section 4.1 
introduces Linux TCP variants. Section 4.2 illustrates simulation setup. Section 4.3 presents 
simulation results and discussion. Finally, summary is given in Section 4.4.
4.1 Linux TCP Variants
In addition to the standard TCP-reno, ten other non-standard TCP variants available in Linux 
kernel v.2.6.21 are TCP-bic, TCP-cubic, TCP-highspeed, TCP-hamilton, TCP-hybla, TCP-Ip, 
TCP-scalable, TCP-vegas, TCP-veno and TCP-westwood [67-68, 70, 72, 109-112]. Although
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implemented differently, these TCP variants share the same pluggable congestion control interface 
provided by Linux kernel [113]. Via this pluggable interface, any compatible TCP implementation 
can be included into Linux TCP/IP network stack with relative ease. To this regard, TCP- 
compound. originally designed for Microsoft Window Vista platform [69, 74], is reprogrammed 
and included into Linux TCP/IP network stack specifically for research purposes [61]. These TCP 
variants, except TCP-//?, are the results of on-going TCP research in attempting to resolve 
performance problem of TCP-reno that occurs over Erroneous Long Fat Network (ELFN).
4.2 Simulation Setup
100 Mbps C
,ms “ 1u
Internet Domain
Figure 4-1: Simulated network scenario
Figure 4-1 illustrates a simulated network scenario. Note that description of this scenario is 
identical to the one previously given in Section 3.2.2. Nonetheless, for reference purpose, only 
important configuration is relisted here.
■ RTT G [0.1,0.2, ...,1.0] in seconds 
- BER E [0,10"9,10"8,10~7,10"6 ]
■ MTU <- 1500 bytes
■ Q «- bandwidth delay product of the network
To demonstrate an application of TCP Module or Linux TCP/IP network stack extension for 
INET, simulation study of a large data transfer by a Linux TCP connection over the Internet is 
considered. In particular, client downloads a 700-MB data, i.e. a CD containing a full-length 
movie, from the server, using a two-level request-response HTTP model [102]. The simulation 
study is repeated for each Linux TCP variant.
4.3 Simulation Results and Discussions
The simulation study begins with detailed implementation of Linux TCP and its operational 
characteristic over a simulated Erroneous Long Fat Network (ELFN) environment with RTT =
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0.5 and BER =  0. This scenario is equivalent to a satellite network that employs a synergy of 
OBP and DVB-S2/DVB-RCS technologies, i.e. Next Generation Satellite Network (NGSN). 
Then, TCP performance over ELFN for different RTT and different BER is evaluated in order to 
assess scalability and robustness of Linux TCP. Given a high-speed network with a fixed link 
capacity, TCP is said to be scalable and robust if it is capable of achieving an acceptable level of 
performance, i.e. throughput, in a network with increasing round trip time and bit error rate 
respectively.
In general, dividing throughput by the total link capacity gives percentage of link utilization. 
Ideally, 100-percent link utilization is considered the best TCP performance; nonetheless, it is 
impossible to achieve that level of performance due to inherent behavior of TCP, i.e. slow start, 
congestion avoidance and loss recovery. In the previous study, TCP -reno can achieve only a 
maximum throughput of 9.5 Mbps in a 10-Mbps link or 95 percents of link capacity in the best 
scenario, i.e. 100-ms round trip time and error-free link, as displayed in Figure 3-13. Therefore, 
TCP that is able to reach 90 percents of link capacity is said to achieve an acceptable level of 
performance. Note that the choice of the 90-percent mark instead of other value in the range 
(90,100) is for simplicity.
To this end, let [b e r ,r tt]* be a TCP performance indicator indicating the state at which TCP is 
able to achieve at least 90 percent link utilization over a network with bit error rate of ber and 
round trip time of up to r t t  s. For an example, the study shows that TCP-reno has performance 
indicators of [0,1.0]* and [10“9, 0.2]*.
Simulation study of Linux TCP variants will be presented in the following order, starting with 
TCP -bic, TCP-cubic, TCP-highspeed, TCP-hamilton, TCP-hybla, TCP -scalable, TCP-vegas, 
TCP-veno TCP -westwood and TCP -compound. In particular, the study is very interested in the 
design of the additive increases (AI) parameter and the multiplicative decrease (MD) factor of 
individual Linux TCP variant.
Let a  and (3 be AI and MD parameter for the rest of this study. Furthermore, every Linux TCP 
variant follows the same standard behavior, i.e. on reception of an acknowledgement,
a
cwnd <r- cwnd +
cwnd (4.1)
and in an event of congestion,
ssthresh  <- /? • cwnd (4.2)
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4.3.1 TCP-bic
Figure 4-2: Congestion window evolution of TCP-bic
1e
10
9 ______
8
1  7
______
2 6 ---
H 5 _ _ _
?  4 —
1 3 ---
0.2 0.4 0.5 0.6 0.7
round trip time (seconds)
Figure 4-3: Long-term average throughput of TCP-bic
TCP-bic [72, 114] presents a new congestion control paradigm in which it operates on binary 
increase and max probing algorithms. These two algorithms are dictated by a relation between 
cwnd and Wmax,
binary increase if cwnd < Wmax 
m ax probing  if cwnd > Wmax (4.3)
where Wmax is conditional maximum window size after congestion. Depending on mode of the 
operation,
d i f f
Wmax cwnd
CWnd — Wrr
if binary increase 
if m ax probing
(4.4)
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and the AI parameter can vary,
’max
'min
’max
’min (4-5)
where Smax and Smin are a maximum and a minimum limit for window size increment. Note that 
Smin ~  1 and Smax =  16 according to the implementation.
Lastly, in an event of congestion,
Reacting to the congestion, TCP-bic resets the slow start threshold with an aggressive MD 
parameter or (3 =  819/1024.
As a result, TCP-bic controls the window growth rate based on the distance between congestion 
window and conditional maximum window as well as the operational mode. Note that TCP -bic 
reverts to TCP-reno if congestion window is smaller than 14 packets.
Figure 4-2 illustrates congestion window evolution of TCP-bic.
■ At (1), slow start ends without congestion. This is due to the initial slow start threshold 
that is set to 100 packets. Then, max probing begins.
■ At (2), congestion occurs and loss recovery becomes active to deal with data losses. The 
network is continuously probed until the steady state is reached.
* At (3), binary increase begins and the rate at which congestion window grows becomes
slower and slower as the congestion window moves closer to Wmax.
■ At (4), binary increase ends since congestion window is larger than Wmax. Then, max 
probing begins and the rate at which congestion window grows becomes faster and faster 
as the congestion window moves further away from Wmax.
■ At (5), congestion occurs and loss recovery becomes active to deal with data losses. Also, 
Wmax is reset.
■ At (6), all losses are recovered and the entire process repeats, starting from (3).
Figure 4-3 illustrates long-term average throughput of TCP -bic over a 10-Mbps connection for 
different round trip time and different bit error rate. It is evident that TCP-bic has performance
(4.6)
indicators of [0.0.8]*, [10"9,0.7]* and [10"8,0.1]*.
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4.3.2 TCP-cubic
time (seconds)
Figure 4-4: Congestion window evolution of TCP -cubic
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
round trip time (seconds)
Figure 4-5: Long-term average throughput of TCP-cubic
TCP-cubic (68, 115-116] is designed specifically to simplify and enhance TCP-bic by replacing 
the binary increase algorithm with cubic function. For every reception of acknowledgement, the 
AI parameter can vary as a function of Wtarget and cwnd,
<*■ Wtarget ~  Cwnd (4.7)
where Wtarget is target window size derived from a cubic function,
Wtarget ^origin + ^  ' { j j g  ~  (4-8)
where Worigin is window size at the cubic origin, t is elapsed time (in ms) since the last window 
reduction and K  is a conditional time shifting parameter. Note that C = 410/1024 and HZ =
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1000 according to the implementation. Moreover, Smax or the maximum window increment size 
is upper bounded by 0.16 • RTTbase, limiting the AI parameter to the range [1,0.16 • RTTbase].
In an event of congestion,
+  2~ ~ " °  i f  CW nd <  Wrnax (4 -9)
W0 if otherwise
In addition,Worigin «- Wmax and K  «- (Wmax -  cwnd) / C based on the new value of Wmax
Reacting to the congestion, TCP-cubic resets the slow start threshold with an aggressive MD 
parameter or /? = 717/1024.
As a result, TCP -cubic controls the window growth rate based on the elapsed time t  since the last 
congestion and the round trip time scaling factor. Unfortunately, TCP-cubic does not revert to 
TCP-reno in any cases.
Figure 4-4 illustrates congestion window evolution of TCP-cubic.
■ At (1), slow start ends since congestion window exceed the initial slow start threshold that 
is set to 100 packets. Then, congestion window grows at a constant rate of cwnd 150 per 
round trip time.
■ At (2), congestion occurs and loss recovery becomes active to deal with data losses. The 
network is continuously probed until the steady state is reached.
■ At (3), due to the cubic function, the rate at which congestion window grows becomes 
slower and slower as the congestion window moves closer to Worigin.
■ At (4), due to the cubic function, the rate at which congestion window grows becomes 
faster and faster as the congestion window moves further away from Worigin.
• At (5), congestion occurs and loss recovery becomes active to deal with data losses.
■ At (6), all losses are recovered. Wmax is reset and so do Worigin and K. Then, the entire 
process repeats, starting from (3).
Figure 4-5 illustrates long-term average throughput of TCP -cubic over a 10-Mbps connection for 
different round trip time and different bit error rate. It is evident that TCP-cubic has performance 
indicators of [0,0.6]*, [10" 9, 0 .8]* and [10“8, 0.2]*.
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4.3.3 TCP-hamilton
time (seconds)
Figure 4-6: Congestion window evolution of TCP-hamilton
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Figure 4-7: Long-term average throughput of TCP-hamilton
TCP-hamilton [109, 117] is a variation of TCP-reno. In particular, the AI-MD parameter is no 
longer of fixed values but vary with elapsed time since the last congestion and an operational 
mode. i.e. low-speed or high-speed regime. Let A is elapsed time measured in ms since the last 
congestion and AL be a threshold measured in ms. In relation, the operational mode of is in
low speed if A < AL
highspeed if A > AL (4.10)
For every acknowledgement that is received,
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Note that AL = 1000 and HZ =  1000 according to the implementation. Moreover, a  is further 
scaled by minimum round trip time factor,
BTTbase (4.12)
a  <- a  • m in (m ax( 1Qy - , 0.1^ >2^
where RTTbase is minimum round trip time (in ms). The min-max function is to limit the scaling 
factor to the range [0.1,2]. Furthermore, a  has to be updated again,
a  <- 2 • (1 — /?) • a: (4.13)
in order to maintain the AI-MD relationship inherent in the design of the standard protocol.
Lastly, in an event of congestion,
Bjc ~  Bk-10.5 if
Bk
BTTmin
> 0.2
(4.14)
RTTmax if otherwise
where is instantaneous throughput just before the k th congestion, RTTmax and RTTmin are 
maximum and minimum round trip time measured since the last congestion.
Reacting to the congestion, TCP-hamilton reset the slow start threshold with the MD parameter 
derived in (4.14).
As a result, TCP -hamilton controls the window growth rate based on the elapsed time since the 
last congestion and the minimum round trip time. Note that TCP-hamilton may revert to TCP -reno 
depending on the network conditions.
Figure 4-6 illustrates congestion window evolution of TCP-hamilton.
■ At (1), slow start ends due to congestion. Reacting to the congestion, loss recovery 
becomes active to deal with data losses. The network is continuously probed until the 
steady state is reached.
■ At (2), congestion avoidance begins and the rate at which congestion window grows 
continues to increase proportionally to the elapsed time since the last congestion.
■ At (3), congestion occurs and loss recovery becomes active to deal with data losses.
■ At (4), all losses are recovered and the entire process repeats, starting from (2).
Figure 4-7 illustrates long-term average throughput of TCP-hamilton over a 10-Mbps link for
different round trip time and different bit error rate. Evidently, TCP-hamilton has performance 
indicators of [0,0.7]* and [10“9, 0.7]*.
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4.3.4 TCP-highspeed
time (seconds)
Figure 4-8: Congestion window evolution of TCP -highspeed
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Figure 4-9: Long-term average throughput of TCP-highspeed
TCP-highspeed [67, 118] was implemented by modifying the response function of TCP-reno, 
creating a new aggressive scheme. In particular, the AI parameter varies according to the given 
expression,
a «- cwnd2 • p • 2
and
2 — /? (4.15)
(0.5 — High_Decrease) • (log (cwnd) — log (Low jw indow))
B *-----------------------------------------------------------------------------------h 0.5
log (Highjwindow) — log (Low _window) (4.16)
Note that High_Decrease = 0.1, Low_window = 38, High_window = 83000 and p = 10 7 
according to the implementation. Furthermore, to reduce computational complexity of (4.15) and
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(4.16), the AI-MD parameter for congestion window up to 94717 packets are already tabulated 
and readily available in [67]. The partial list is shown in Table 4-1.
cwnd a P
38 1 0.50
118 2 0.56
221 3 0.59
347 4 0.62
495 5 0.63
663 6 0.65
851 7 0.66
1058 8 0.67
: : :
Table 4-1: Mapping table
Lastly, in an event of congestion, TCP-highspeed resets the slow start threshold with the MD 
parameter given in the table. For an example, if congestion window is in the range (851,1058], an 
aggressive choice of AI-MD parameter, i.e. a  = 7 and (3 =  0.66, is used.
As a result, TCP-highspeed controls the window growth rate based on the size of congestion 
window. Note that TCP-highspeed reverts to TCP -reno if congestion window is smaller than 38 
packets.
Figure 4-8 illustrates congestion window evolution of TCP-highspeed.
■ At (1), slow start ends due to congestion and loss recovery becomes active to deal with
data losses. Unlike other Linux TCP variants, limited slow start [119] is used to limit the 
window growth rate to a maximum of 50 packets per round trip time. The network is 
continuously probed until the steady state is reached.
■ At (2), slow start resumes since congestion window is still smaller than the slow start 
threshold.
■ At (3), slow start ends and congestion avoidance takes over since congestion window is 
larger than the slow start threshold.
■ At (4), congestion occurs and loss recovery becomes active to deal with data losses.
■ At (5), all losses are recovered and the entire process repeats, starting from (2).
Figure 4-9 illustrates long-term average throughput of TCP-highspeed over a 10-Mbps link for 
different round trip time and different bit error rate. Evidently, TCP-highspeed has performance 
indicators of [0,0.1]* and [10- 9, 0.3]*.
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4.3.5 TCP-hybla
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Figure 4-10: Congestion window evolution of TCP-hybla
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Figure 4-11: Long-term average throughput of TCP-hybla
TCP-hybla [70, 120] is another variation of TCP-reno. The key idea is to make the AI parameter 
dependent on normalized round trip time,
p <- max
/ RTTbas e \ 
V RTT0 ' / (4.17)
where RTTbase is minimum round trip time (in ms) seen since the beginning of a connection, and 
RTT0 is reference round trip time (in ms). Note that RTT0 =  25 according to the implementation. 
In addition, the AI parameter changes depending on operating mode, i.e. in slow start,
a <- 2P — 1 (4.18)
and in congestion avoidance.
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a<r-p2 (4.19)
Moreover, to prevent congestion window from taking an extremely large value during the slow 
start phase, the congestion window is limited by the expression,
cwnd <- min(cwnd, ssthresh ) (4.20)
In an event of congestion, TCP-hybla resets the slow start threshold with the conservative MD 
parameter or /? =  1/ 2 .
TCP-hybla controls the window growth rate based on the minimum round trip time and the 
operating mode. Note that, TCP-hybla reverts to TCP-reno if the minimum round trip time is 
smaller than the reference round trip time.
Figure 4-10 illustrates congestion window evolution of TCP-hybla.
■ At (1), congestion window increases at a very alarming rate, i.e. roughly 220 packets per 
acknowledgement. Therefore, it is excluded from the figure due to limited y-axis range. 
However, investigation reveals that the number of outstanding packets never exceeds 1100 
packets since Linux implementation poses a limit on data burst.
* At (2), congestion occurs and loss recovery becomes active to deal with data losses. The 
network is continuously probed until the steady state is reached.
■ At (3) slow start resumes because congestion window is still smaller than the slow start 
threshold.
* At (4), slow start ends and congestion avoidance takes over since congestion window is 
now larger than the slow start threshold.
■ At (5), congestion occurs and loss recovery becomes active to deal with data losses.
■ At (6), all losses are recovered and the entire process repeats, starting from (3).
Figure 4-11 illustrates long-term average throughput of TCP-hybla over a 10-Mbps connection 
for different round trip time and different bit error rate. Evidently, TCP-hybla has performance 
indicators of [0,0.6]*, [10“9, 0.6] and [10“8, 0.2]*.
Note that there is a noticeable irregularity when the round trip time reaches 0.8 s. In this case, p 
roughly equals 32 and the AI parameter during slow start becomes as large as 232 — 1 that is the 
number that cannot be fit entirely into a typical 32-bit integer used in a typical 32-bit system. 
Inevitably, problem of buffer overflow occurs. Furthermore, due to the fixed point arithmetic of 
Linux implementation, the maximum value of p  is limited to 25 or equivalent to round trip time of 
600 ms. Therefore, operational behavior of TCP-hybla during slow start in a long-distance 
network having the round trip time of more than 600 ms is likely to be inaccurate and inconsistent.
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4.3.6 TCP-scalable
lime (seconds)
Figure 4-12: Congestion window evolution of TCP -scalable
1e,-6
Figure 4-13: Long-term average throughput of TCP -scalable
In an event of congestion. TCP -scalable resets the slow start threshold with an aggressive MD 
parameter or (3 = 7/8.
TCP-scalable [110, 121] is a slightly modified version of TCP-reno. The key idea is to increase 
the AI parameter during congestion avoidance with size of congestion window,
and
a <- m ax( 1, X • cwnd )
\bytes/M SS]\
X <- min 0.02,
100 7
(4.21)
(4.22)
where bytes  is a number of bytes being covered by an acknowledgement and [•] is a mathematical 
expression that returns the smallest integer that is larger than the argument. In particular, X = 0.02
76
Chapter 4: Evaluation of Linux TCP Variants
if delayed acknowledgement is used and X =  0.02 if otherwise. It is clear that the rate at which the 
congestion window grows during congestion avoidance increases proportionally to the size of the 
congestion window when the congestion window is sufficiently large, i.e. 50 packets if delayed 
acknowledgement is used and 100 packets if otherwise..
TCP -scalable controls the window growth rate based on the size of the congestion window when 
the congestion window is sufficiently large, i.e. in high-speed network. Note that TCP-scalable 
converts to TCP-reno when congestion window is smaller than 50 or 100 packets when delayed 
acknowledgement is used and not used respectively.
Figure 4-12 illustrates congestion window evolution of TCP-scalable.
■ At (1), slow start ends due to congestion and loss recovery becomes active to deal with 
data losses. The network is continuously probed until the steady is reached.
■ At (2), slow start resumes because congestion window is smaller than the slow start 
threshold.
■ At (3), slow start ends and congestion avoidance takes over since congestion window is 
larger than the slow start threshold.
■ At (4), congestion occurs and loss recovery becomes active to deal with data losses.
■ At (5), ail losses are recovered and the entire process repeats, starting from (2).
Figure 4-13 illustrates long-term average throughput of TCP-scalable over a 10-Mbps link for 
different round trip time and different bit error rate. Evidently, TCP-scalable has performance 
indicators of [0,0.8]*, [10" 9, 0 .8]* and [1(T8, 0.2]*.
4.3.7 TCP-vegas
TCP-vegas [75, 111, 122] is a totally different congestion control protocol. Unlike a loss-based 
TCP-reno that interprets data losses as a sign of network congestion, TCP-vegas is a delay-based 
protocol that interprets an increase in delay as a sign of network congestion. The key idea is to 
send the right number of packets into a network without introducing congestion.
Let d be a difference between congestion window in last round trip time and a target window,
d <r- cwnd -  Wtarget (4.23)
and
RTTbase
Wtarget <" Cwnd ■   (4.24)
l min
11
Chapter 4: Evaluation of Linux TCP Variants
2000
1800
1600
_  1400v>
® 1200 
g. 1000
I  800 
°  600 
400 
200 
0
(rf-
IJ(2)
50 100
(3)
150 200
lime (seconds)
250 300 350 400
Figure 4-14: Congestion window evolution of TCP-vegas
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Figure 4-15: Long-term average throughput of TCP-vegas
where Wtarget is target window that can be used without causing an increase in overall round trip 
time, RTTbase is minimum round trip time seen since the beginning of a connection and RTTmin is 
minimum round trip time seen during time Tm, i.e. a non-overlapping period, starting from 
transmission of a data segment to reception of an corresponding acknowledgment
During initial slow, d is compared to a threshold,
d > Y (4-25)
Note that y — 1 according to the implementation. If the above condition is true, it suggests that 
congestion window is larger than network capacity and congestion begins to accumulate. As a 
result, slow start is terminated indefinitely and the additive increase additive decrease takes over. 
The AIAD scheme can increase, decrease or keep the congestion window unchanged, depending 
on the number of backlogged packets,
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(4.26)
where yL and yH are lower and upper thresholds for a number of backlogged packets.
Note that yL =  2 and yH =  4 according to the implementation.
In an event of congestion, TCP-vegas resets the slow start threshold with the conservative MD 
parameter or (3 =  1/2.
As a result, TCP -vegas controls the window growth rate based on the number of backlogged 
packets observed in Tm. Unfortunately, TCP-vegas does not revert to TCP-reno in any cases.
Figure 4-14 illustrates congestion window evolution of TCP -vegas.
■ At (1), slow start ends due to congestion and loss recovery becomes active to deal with 
data losses.
■ At (2), all losses are recovered. Due to the additive increase additive decrease, congestion 
window continues to change to match link capacity.
■ At (3), congestion window is now at the right size. Consequently, the congestion window 
remains relatively unchanged until significant changes in network conditions occur. Then, 
the entire process repeats, starting from (2).
Figure 4-15 illustrates long-term average throughput of TCP-vegas over a 10-Mbps connection for 
different round trip time and different bit error rate. Evidently, TCP-vegas has performance 
indicators of [0,0.4]* and [10“9, 0.1]*.
TCP-veno [112, 123-124] is essentially TCP-reno augmented with the delay-based algorithm of 
TCP-vegas. However, unlike TCP-reno that updates congestion window per acknowledgement, 
TCP -veno uses a number of backlogged packets as a factor on how frequent congestion window 
will be updated. The key idea is to maintain congestion window as long as possible in a state at 
which network is fully utilized. In particular, d derived by TCP-vegas in (4.23) is used to set the 
number of acknowledgements required to update congestion window.
Let r  be a required number of acknowledgements required to update congestion window,
4.3.8 TCP-veno
(4.27)
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Figure 4-16: Congestion window evolution of TCP-mio
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Figure 4-17: Long-term average throughput of TCP-mio
where y is a threshold. Note that y = 3 according to the implementation. The relation between d 
and y implies network utilization. On the one hand, if d < y, network utilization is considered 
unsatisfactory and congestion window is updated as usual, i.e. r  = 1. On the other hand, if d > y, 
network is considered fully utilized in which network congestion starts to accumulate and a rate at 
which congestion window grows during congestion avoidance is reduced by half, i.e. r  =  2.
In an event of congestion, TCP-veno resets the slow start threshold with different MD parameters, 
i.e. aggressive and conservative, depending on network utilization,
4/5  if d < y, 
1/2  if d > y ,
(4.28)
In other words, congestion window is reduced by 1/2 if network is fully utilized and by 4 /5  if 
otherwise.
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As a result, TCP-veno is not designed to increase the window growth rate. Nonetheless, TCP-veno 
reduces the window growth rate based on the level of network utilization. Note that TCP-veno 
may operate like TCP-reno depending on network conditions.
Figure 4-16 illustrates congestion window evolution of TCP-veno.
■ At (1), slow start ends due to network congestion and loss recovery becomes active to deal 
with data losses. Note that the network is continuously probed until the steady state is 
reached.
■ At (2), congestion avoidance begins because congestion window is larger than the slow 
start threshold. Then, congestion window continues to increase until congestion occurs. 
After all losses are recovered, the entire process repeats, starting from (2).
Figure 4-17 illustrates long-term average throughput of TCP -veno over a 10-Mbps link for 
different round trip time and different bit error rate. Evidently, TCP-veno has performance 
indicators of [0,1.0]* and [10“9, 0.1]*.
4.3.9 TCP-westwood
TCP-westwood [125-127] is essentially TCP-reno. However, the main difference is the way that 
the slow start threshold is reassigned. The key idea is to reassign the slow start threshold to an 
estimate of available network capacity. To this end, a new technique referred to as bandwidth 
estimation (BWE) technique is developed primarily to approximate available network capacity. 
The detail of the BWE can be found in the given reference.
In an event of congestion,
bwe • RTTbase
ssthresh  *------——  (4.29)MSS
where bwe is an estimate on available network capacity, RTTbase is minimum round trip time 
since the beginning of a connection and MSS is maximum segment size.
Note that bwe estimates bandwidth based on a number of successfully transmitted and 
acknowledged bytes in one round trip time. By dividing these bytes by one round trip time, an 
estimate on bandwidth estimate, measured in bytes per second, can be derived.
As a result, TCP-westwood is not designed to increase the window growth rate but it presents a 
new technique that can be exploited to mitigate adverse impact of random data losses on the 
reassignment of the slow start threshold.
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Figure 4-18: Congestion window evolution of TCP-westwood
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Figure 4-19: Long-term average throughput of TCP -westwood
Figure 4-18 illustrates congestion window evolution of TCP-westwood.
■ At (1), slow start ends due to congestion and loss recovery becomes active to deal with 
data losses.
■ At (2), congestion avoidance begins because congestion window is larger than the slow 
start threshold. Note that the slow start threshold is reset to an unnecessarily low value and 
that cause serious performance degradation. Then, the congestion window continues to 
increase until congestion occurs and the entire process repeats, starting from (2).
Figure 4-19 illustrates long-term average throughput of TCP-westwood over a 10-Mbps link for 
different round trip time and different bit error rate. Evidently, TCP -westwood has performance 
indicators of [0,0.3]*, [10~9, 0.3]* and [10"8,0.2]*.
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4.3.10 TCP-compound
TCP-compound [69, 74] is a hybrid congestion control algorithm that combines a loss-based 
component of TCP-reno and a delay-based component of TCP-vegas into one scheme. Unlike 
other congestion control protocols, effective window size is sum of loss-based window, cwnd , and 
delay-based window, dw nd ,
win  =  cwnd + dwnd  (4.30)
In an event where there is no increase in round trip time or data losses, the effective window 
increases per round trip time as follow,
win  <- win  -1- p • w ink (4.31)
where p and k  are two internal parameters. Note that p =  1 /8  and k = 3 /4  according to the 
implementation. The key ideal is to increase the effective window very quickly when there is no 
congestion. To this regard, the standard congestion avoidance algorithm is accordingly modified 
in order to compensate for an increase in the effective window,
1
cwnd <r- cwnd H— — (4.32)
win
Therefore, the delay-based component needs to be carefully redesigned in order to complement the 
loss-based component. Like TCP-vegas, the relation between d and y  is used to indicate link 
utilization; i.e. a link is underutilized if d > y  and a link is fully utilized if otherwise. For every 
acknowledgment,
dwnd + \a  • w ink — l l + i f d < y
r «+  ' (4.33)
| dwnd  — £ • d | if otherwise
where [•‘|+ is a mathematical expression that returns the argument or zero whichever is greater and 
<f is reduction rate of the delay-based window. Note that £ =  1 and y  = 30 according to the 
implementation. In addition, an increase in effective window due to the delay-based component 
gradually disappears when full network utilization is achieved.
In an event of congestion, TCP-compound resets the slow start threshold with the conservative 
MD parameter or (3 =  1/2.
As a result, TCP -compound controls the window growth rate based on the level of network 
utilization. Note that TCP-compound behaves like TCP-reno when the network utilization is at 
satisfactory level.
dwnd  «-
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Figure 4-20: Congestion window evolution of TCP-compound
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Figure 4-21: Long-term average throughput of TCP -compound
Figure 4-20 illustrates congestion window evolution of TCP-compound.
■ At (1), slow start ends due to congestion and loss recovery becomes active to deal with 
data losses. Note that the network is continuously probed until the steady state is reached.
■ At (2), congestion avoidance begins because congestion window is larger than the slow
start threshold,
■ At (3), congestion occurs and loss recovery becomes active to deal with data losses.
■ At (4), all losses are recovered and congestion avoidance begins.
■ At (5) when the network is not fully utilized, the delay-based component is activated, but,
when the network is fully utilized, the delay-based component is deactivated. In either 
case, the loss-based component continues to increase the window until congestion occurs. 
After all losses are recovered, the entire process repeats, starting from (4).
84
Chapter 4: Evaluation of Linux TCP Variants
Figure 4-21 illustrates long-term average throughput of TCP-com pound  over a 10-Mbps link for 
different round trip time and different bit error rate. Evidently, TCP-com pound  has performance 
indicators of [0,1.0]* and [10~9, 0.4].
4.4 Summary
This research work demonstrates an application of TCP Module, i.e. real-world Linux TCP/IP 
network stack extension for INET, by exploiting Linux TCP variants in a simulated network 
environment. As a result, TCP Module effectively creates the most scalable and flexible means for 
researching behavior and performance of Linux TCP variants in a simulated network provided by 
INET.
Variants AI Parameter Factor MD Parameter Factor
TCP-reno 1 N/A 0.5 N/A
TCP-bic [1,16] window size 0.8 N/A
TCP-cubic [l,0.16-/?7Tmin] round trip time elapsed time 0.7 N/A
TCP-hamilton [1 ,« ] elapsed time [0.5,0.8] round trip time
TCP-highspeed [1,72] window size [0.5,0.9] window size
TCP-hybla (RTTmin/ 25)2 round trip time 0.5 N/A
TCP-scalable max(l, 0.02 • W ) window size 0.875 N/A
TCP-vegas 1, 0 or - 1 utilization level 0.5 N/A
TCP-veno 1 or 0.5 utilization level 0.5 or 0.8 utilization level
TCP-westwood 1 N/A b utilization level
TCP-compound 0.125 • W 075 or 1 window size utilization level 0.5 N/A
Table 4-2: Additive increase and multiplicative decrease parameters
Table 4-2 lists Additive Increase (AI) and Multiplicative Decrease (MD) parameters. These values 
are taken from the implementation of Linux TCP variants. Unlike TCP-reno, it becomes certain 
that other Linux TCP variants usually utilize an aggressive or adaptive choice of AI-MD 
parameter in order to improve their performance over a long fat lossy connection. In particular, the 
AI-MD parameters can vary with changing network conditions.
■ Window Size: implies the size of available network capacity.
■ Round Trip Time: implies the overall latency.
■ Elapsed Time: implies the congestion-free period.
■ Utilization Level: implies the degree of network congestion.
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As a result, these adaptation techniques can be exploited, creating new designs of new future TCP 
variants in order to optimize their performance further.
bic cubic hamilton highspeed hybla scalable vegas \©no westwood compound
Linux TCP variants
Figure 4-22: Performance indicator of Linux TCP variants
This research work also investigates performance of Linux TCP variants over a simulated 
Erroneous Ix>ng Fat Network (ELFN) environment with different network configurations, i.e. the 
round trip time (RTT) from 0.1 s to 1.0 s in 0.1 ms interval and the bit error rate (BER) from 0, 
10"9, 1(T8, 1(T7 and 10"6.
Figure 4-22 illustrates performance indicator of Linux TCP variants. In terms of scalability and 
robustness, the result reveals that different Linux TCP variants achieve different performance 
level.
Scalability (error-free condition) Robustness (lossy connedtion)
TCP -veno and TCP -compound TCP-scalable
TCP-highspeed TCP-toc, TCP-hamilton and TCP-hybla
TCP-Atc and TCP -scalable TCP-cubic
TCP-hamilton and TCP-hybla TCP-compound
TCP -cubic TCP-highspeed and TCP-westwood
TCP-vegas TCP-vegas and TCP-veno
TCP-westwood
Table 4-3: Performance ranking of Linux TCP variants
I able 4-3 indicates performance ranking of Linux TCP variants. In an error-free environment, 
TCP -veno and TCP-compound are the best scalable TCP whereas TCP-westwood is the worst. 
This may be due to the fact that TCP -veno and TCP-compound resemble TCP-reno very closely in 
the sense that they increase their congestion window slowly and linearly during congestion
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avoidance; therefore, full network utilization could be maintained for a long period of time and a 
number of data losses per congestion could be minimized. Although TCP-westwood resembles 
TCP-reno, inaccurate value of the slow start threshold set during initial slow start contributes to 
serious performance degradation.
However, it is not always possible for a high-speed long-distance network to operate in the ideal 
condition or without channel error. In a lossy environment, TCP-scalable is the most robust TCP 
whereas TCP-vegas and TCP-veno are the worst. This may be due to the fact TCP-scalable relies 
on a very aggressive choice of parameters in which congestion window can be doubled in 70 
round trip times and no less than five congestion events are required to halve the slow start 
threshold. On the contrary, TCP-vegas and TCP -veno suffers from slow and linear window growth 
rate coupled with the conservative MD parameter.
The significance of this research work is the demonstration of TCP Module application, which 
includes comprehensive study of different Linux TCP variants and full AI-MD profile for all 
Linux TCP variants. This simulation study helps identify necessary mechanisms that could be 
utilized to enhance TCP performance over the NGN architecture. Based on the study, a future 
Linux TCP variant will be proposed in which it will be presented and discussed in the next 
chapter.
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Chapter 5
5 High-Speed TCP Variant
NewReno is the latest standard TCP defined by the Internet Engineering Task Force (IETF) [25]. 
Study shows that NewReno has been exceptional in providing end-to-end reliable data transport 
services over the traditional Internet where link capacity is low and link reliably is high [67]. To 
this regard, it is logical to assume that data losses are most likely due to network congestion and 
NewReno is able to interpret data losses as an indication of network congestion. Accordingly, 
NewReno is designed to reduce its transmission rate once data losses are detected in order to 
prevent network from collapsing due to excessive and prolonged network congestion. However, as 
transmission and network technologies continue to evolve, widespread use of broadband wireless 
links is now becoming an integral part of the Internet. Although broadband wireless technologies,
i.e. Wi-Fi, WiMAX, UMTS, HSPA and DVB-S2/DVB-RCS, can be deployed to enhance mobility 
and ubiquity of the Internet, unfortunately brought with the technologies is susceptibility to radio 
signal interference, i.e. multipath and fading, which corrupts information-bearing signal. In other 
words, increasing use of broadband wireless links increases random data losses and invalidates the 
assumption about the origin of data losses. With broadband wireless links becoming common, data 
losses can be caused by either congestion, which is deterministic, or link error, which is random. 
As a result, NewReno is unable to disambiguate random losses from deterministic losses. Reacting 
to random losses, NewReno unnecessarily and falsely backs off its transmission rate. However, 
since random losses are not associated with congestion, reducing transmission rate becomes a 
counter-productive response and serious performance degradation is the result. Moreover, this 
performance problem is amplified by large bandwidth delay product since it increases the time 
required for congestion window to reopen and refill a connection to a satisfactory level of link 
utilization.
The actual implementation of NewReno  in Linux TCP/IP network stack is enhanced with TCP 
options and TCP extensions and is simply named TCP-reno [29]. Like NewReno, TCP -reno  
includes congestion control, i.e. slow start and congestion avoidance, and loss recovery, i.e. fast 
retransmit and fast recovery. However, Linux TCP implementation equips its fast recovery with 
rate halving algorithm [97]. Therefore, the loss recovery process of all Linux TCP variants is 
independent on the congestion control algorithm.
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In normal operation, TCP-reno operates in either slow start or congestion avoidance, depending 
largely on two internal parameters, i.e. slow start threshold or ssthresh  and congestion window or 
cwnd .
i f  cwnd <  ssthresh  
slow  s ta r t
else
congestion  avoidance
end i f
On the one hand, slow start is used to scan a network of unknown condition very quickly for initial 
available bandwidth by increasing congestion window at an exponential rate. On the other hand, 
congestion avoidance is used to scan a network very slowly for additional bandwidth by 
increasing congestion window at a linear rate. In an event of congestion, TCP-reno activates the 
fast retransmit to retransmit the first missing data and the rate halving is immediately followed to 
recovery subsequent missing data as well as to maintain acknowledgment feedbacks.
For each congestion episode, it can be observed that slow start generates much more data losses 
than congestion avoidance, suggesting that the number of data losses is directly related to the 
window increment size prior to congestion. As a result, use of slow start is restricted only to one 
of the following circumstances, i.e. at the beginning of a connection, after retransmission timeout 
and after a long idle period.
Reacting to the congestion, the slow start threshold is simply set to half of congestion window 
prior to congestion and the congestion window is quickly deflated by rate-halving algorithm. Once 
all losses are recovered, TCP-reno resumes its operation in either slow start or congestion 
avoidance depending on cwnd and ssthresh. Although reducing congestion window effectively 
prevents network from breaking down, it could also result in low performance if queue size at a 
bottleneck link is not properly configured.
In general, bandwidth delay product is a good estimate on a total network capacity. As a result, the 
maximum window size prior to congestion or WQ approximately equal
W0 = Q + <p (5.1)
where (p is a bandwidth delay product and Q is queue size at a bottleneck interface. To maintain an 
acceptable level of throughput after each congestion, it is necessary to have
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where n  is a number of window reduction. Under the assumption that data loss is deterministic or 
caused by congestion, substituting (5.1) into (5.2) yields
Q + (p
- y T -  ^  V (5-3)
For a minor congestion event, only one window reduction occurs per congestion episode, i.e. 
n =  1, and (5.3) can be reduced to
Q > (p (5-4)
In other words, to maintain an acceptable level of throughput, queue size at a bottleneck link has 
to be greater than or equal to the bandwidth delay product of a network. As a result, the minimum 
queue size requirement is
Q =  (p (5.5)
Nonetheless, if within a congestion episode appear multiple window reductions, (5.5) may not 
suffice to sustain an acceptable level of throughput.
This research work aims at designing a high-speed Linux TCP variant for a high-speed long­
distance network with lossy connections, i.e. ELFN, in order to promote widespread use of 
satellite networks in ‘supporting the ubiquitous Internet and it is outlined as follow. Section 5.1 
proposes TCP-delta. Section 5.2 illustrates simulation setup. Section 5.3 presents simulation 
results and discussions. Finally, summary is given in Section 5.4.
5.1 TCP-delta
In a specific case where only one connection exists in a network, TCP-reno can maintain an 
acceptable level of throughput even in a satellite network with a very large bandwidth delay 
product provided that queue size is properly configured and link is error-free. However, in a 
realistic case where network conditions constantly and rapidly change, TCP -reno is unable to 
maintain an acceptable level of throughput. As a result, TCP-delta, i.e. a new high-speed Linux 
TCP variant, is proposed in attempting to resolve the inherent performance problem of TCP-reno 
that occurs over the ELFN environment.
Based on the study of Linux TCP variants over ELFN carried out in the previous chapter, certain 
aspects of TCP are found in need of revision in order to improve TCP performance.
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•  slow start is an algorithm that quickly scans a network for available bandwidth and is still 
quite effective even over an emerging high-speed long-distance network with lossy 
connections.
• congestion avoidance is an algorithm that slowly scans a network for bandwidth and is 
affected largely by a large bandwidth delay product. The problem often arises when the 
congestion avoidance starts before full network utilization is reached since a very long 
time period is needed to reopen congestion window to refill a long fat connection pipe. 
The problem is further escalated by presence of link error that forces window reduction 
unnecessarily.
•  fast retransmit is an algorithm that deals with detection and retransmission of the first 
data loss as well as reassignment of the slow start threshold when triggered by a number
of duplicate acknowledgements. However, since being unable to differentiate origin of
data losses, i.e. congestion or link error, a proper course of action might not be chosen.
• fast recovery is an algorithm that mainly deals with the recovery of data losses and the
maintenance of acknowledgement feedback clock via rate halving. However, rate halving
cannot be modified within the congestion control algorithm since it is actually an integral 
part of Linux TCP implementation.
5.1.1 Protocol Adaptation
The major disadvantage of TCP-reno is the conservative congestion avoidance algorithm that 
lacks ability to adapt its operational behavior to match changing network conditions. In practice, 
TCP-reno is unable to increases its window growth rate during congestion avoidance despite the 
fact that network capacity is not fully utilized, causing serious performance degradation. This 
weakness is addressed in the design of TCP-delta.
Based on Linux TCP implementation, two existing algorithms can be re-utilized to provide an 
estimate on changing network conditions. The former, originally proposed for TCP-vegas [111], 
computes a number of backlogged packets, which is used to indicate network congestion. The 
latter, originally proposed for TCP-westwood [128], computes an amount of utilized bandwidth, 
which is used to indicate bandwidth availability. These two algorithms are incorporated in the 
design of TCP-delta.
TCP-vegas Adaptation
Let d be an estimate on a number of backlogged packets.
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RTTbase
d < r - W - W ■ °ase (5.6)
*min
where VP is a window size, RTTbase is a minimum round trip time seen since the beginning of a 
connection and RTTmin is a minimum round trip time of all packets received in time T where T is 
non-overlapping time interval marked between transmission of a packet and reception of an 
acknowledgement that covers the first transmitted packet of that interval. Therefore, TCP-delta 
can infer an acceptable level of network utilization from d.
TCP-westwood Adaptation
Let b be an estimate on available link capacity measured in a number of packets that is actually 
utilized by TCP,
f  bwe ■ RTTbase
S<“  MSS  (5'7)
where bwe is an estimate on link bandwidth measured in bytes per second, RTTbase is minimum 
round trip time seen since the beginning of a connection and MSS is maximum segment size. As a 
result, TCP-delta can infer an amount of available bandwidth from b.
5.1.2 Algorithms of TCP-delta
To be able to incorporate network-sensing capability given by TCP-vegas and TCP-westwood 
algorithms, a new adaptive congestion avoidance algorithm is proposed,
a
cwnd <- cwnd + — (5.8)
where a is an additive increase parameter and A is window size required to increase congestion 
window by a. In addition, A depends on the slow start threshold,
A <- cwnd -  8 • ssthresh  (5.9)
where 5 is a scaling factor and 8 E [0,1.0]. Clearly, the rate at which congestion window grows 
becomes slower and slower as A becomes larger and larger or when congestion window moves 
further away from 8 • ssthresh. Unlike other Linux TCP variants, the window growth rate of 
TCP-delta varies inversely window growth rate with congestion window. After each congestion 
episode, TCP -delta begins with a very speedy window growth rate to compensate for window 
reduction of loss recovery and it gradually decreases the window growth rate as congestion 
window moves closer to the next congestion episode to reduce data losses.
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Let S be a congestion state of a network, i.e.
(5.10)
where y  is a congestion threshold. After a number of simulations, y — 1 appears to be a good 
choice. In other words, a network is considered in the congestive state if the sum of a number of 
backlogged packets from the last two estimates is larger than one and it is in the non-congestive 
state if otherwise. Clearly, the congestive state implies full link utilization.
According to the congestion state of a network,
where p is a scaled version of the additive increase parameter, K is a constant set to 25 ms as 
suggested in TCP-hybla [70] and RTTbase is minimum round trip time (in ms) seen since the 
beginning of a connection. On the one hand, a varies with the minimum round trip time when a 
network is in the non-congestive state in order to minimize negative effect of long delay. On the 
other hand, a  is set to one to be comparable to TCP-reno when a network is in the congestive 
state. In addition, a belongs to the range [1, RTTbase/K ] to prevent a  from being less than one 
when the minimum round trip time is found to be shorter than 25 ms. Therefore, TCP -delta can 
change its operational behavior based on the congestion state and the minimum round trip time.
An estimate on available link bandwidth is used to update constantly the slow start threshold,
where max(-) is an expression that guarantees ssthresh  to be a strictly non-decreasing function 
between two consecutive congestion episodes. The constant update on the slow start threshold 
affects A in (5.9) by increasing the rate at which congestion window grows once link bandwidth 
becomes additionally available.
According to (5.8), a and A are the two main parameters used to manage dynamic of TCP-delta 
algorithm. Furthermore, both parameters are regularly updated to reflect changing network 
conditions. For an example, consider a case where un-utilized link bandwidth becomes suddenly 
available due to completion of other connections. Traditionally, TCP-reno is unaware of such
(5.11)
with
BTTbase 
P* T? (5.12)
ssthresh  max(£, ssthresh ) (5.13)
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changes and cannot make quick and efficient use of that new portion of bandwidth. With the 
adaptive capability, TCP-delta is now able to re-evaluate the slow start threshold accordingly. 
Consequently, TCP-delta is able to increase window growth rate to capture quickly un-utilized 
link bandwidth in comparison to the standard protocol.
Besides the adaptive congestion control algorithm, for each congestion episode, the slow start 
threshold is reset,
The factor takes a more aggressive value, i.e. (3 =  0.8, as suggestede in TCP-veno [112] if the 
network is in the non-congestive state and a less aggressive value, i.e. /? =  0.7, as suggested in 
TCP-cubic [68] if otherwise. These choices correspond to the fact that data losses that happen 
during the non-congestive state are most likely caused by link error but those that occur in the 
congestive state are most likely caused by congestion.
The assignment of the multiplicative decrease factor in (5.15) allows the reduction of the slow 
start threshold to follow to changes in network condition as estimated by b. After all data losses 
are recovered, congestion window is reset,
The reassignment of the congestion window in (5.16) is to get rid of unnecessary slow start in case 
of congestion window falling below the slow start threshold. Therefore, TCP-delta always 
resumes its operation in the adaptive congestion avoidance phase.
s s th r e s h  <- m a x (b ,{3  • c w n d ) (5.14)
where /? is a multiplicative decrease factor and, depending on the congestion state,
(5.15)
c w n d  <- s s th r e s h (5.16)
9
9
9
Figure 5-1: Dynamic of TCP-delta
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Figure 5-1 illustrates congestion window evolution of TCP-delta in the steady state under the 
assumption that data losses are deterministic or caused by congestion. To assign a suitable value to 
S, two extreme cases are considered; the former is at tcl or just before congestion occurs and the 
latter is at tc2 or just after congestion occurs. Note that at tc l, it is assumed that cwnd = W0 and 
at tc2 it is assumed that cwnd =  /? • WQ.
Let WA1 and WA2 be window increment size at tcl and tc2,
W0 1
(5-17)
p -  w 0 1
^  = V  = (5-18)
Ideally, TCP -delta is designed to be more aggressive than TCP-reno; therefore, it is reasonable to 
set the window increment size of TCP-delta just before congestion occurs to twice the value of 
TCP-reno, i.e. WA2 =  2. Solving (5.17) for 6 with WA2 =  2 yields the following relation,
£ - / ? = i  (5.19)
Consequently, it is sensible to set (3 =  1.0 when in the non-congestive state and (3 — 0.7 when in 
the congestive state,
fl.O if Sc
8<- I (5.20)
(.0.7 if Sc
Purposely, the choice of 8 = 1.0 is to increase window growth rate in the non-congestive state and 
the choice of 6 =  0.7 is to minimize computational complexity of the implementation. By 
substituting the values of 6 and (3 in the congestive state into (5.17) and (5.18), it can be found that
s  2 (5.21)
and
Aj =  5 (5.22)
The operational characteristic of TCP-delta can be summarized as follow. Upon entering the 
adaptive congestion avoidance phase, TCP-delta increases its congestion window approximately 
by WA1 packets per round trip time. A rate at which congestion window grows becomes slower 
and slower as the congestion window continues to grow and move further away from the slow 
start threshold. As the congestion window reaches a point at which congestion is imminent, i.e.
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W = W0, the window growth rate reduce to WA2 packets per round trip time. Note that it is always 
that WA1 > WA2 and the window increment size.
5.1.3 Analytical Studies
It is known that congestion window of TCP -scalable increase per round trip time as
W <r- W  • (1 + 0.01)n
where W  is window size and n is a number of round trip time. Accordingly, TCP-scalable can 
double its congestion window in 70 round trip times regardless of the window size. Likewise, 
TCP-delta follows the following expression.
I BTTbase/K  \ n
W<T- W - 1 + —   , ----- r  )
\  W  — 8 • ssthreshJ
First, it is assumed that TCP-delta just recovers from a congestion episode, i.e. W  =  ssthresh  =
P - w Q,
( RTTbase/K  \ n 
W  <r- W  • 1 + base/ '——V
■ w j
where W0 is the window size just before the congestion. Furthermore, in the worst case scenario 
when the network is in the congestive state, i.e. (3 — 0.8 and 8 — 0.7,
( RTTbase/K \n
W <r-W * I 1 + -----  I
V 0.24 ■ Wo )
or approximately,
/  4 • RTTbase/K \n
W < - W - [ l + ---------------- -
V Wq /
In a typical network where the minimum round trip time is less than 25 ms,
(  4 
‘ V +  Wq)
W <r~W
It is clear that TCP-delta can double its congestion window in less than 70 round trip times if W0 
or the window size prior to the congestion is smaller than 400 packets. In addition, in a satellite 
network where the minimum round trip time could reach 500 ms,
(  80 \ n 
w - w i 1 + w J
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TCP-delta can double its congestion window in less than 70 round trip times if W0 is smaller than 
8000 packets. In a satellite network with 500-ms delay, 8000 packets in one round trip time is 
roughly equal to 200 Mbps that is much faster than any typical broadband Internet access.
The primary aim of TCP-delta is to improve TCP performance by allowing the rate at which 
congestion window grows to adapt to changing network conditions according to recent estimates 
on the network congestion state and the available link bandwidth. By design, TCP -delta decreases 
the window increment rate as the congestion window increases; however, it can be shown that the 
window increment rate never falls below one packet per round trip time,
W
lim — = 1 (5.23)lV->00 W  — C
Therefore, window growth rate of TCP-delta is lower bounded by that of TCP-reno. In fact, 
window increment size of TCP-delta can be expressed,
a+wa-  i
£  ; ^  ™ (5.24)i < W
i=A
where WA is effective window increment size that can be achieved in one round trip time. In 
addition, WA > 1 since only congestion avoidance is considered. However, finite summation in 
(5.24) can be rewritten,
W l + (2 • A -  1) • WA — 2 ■ W = 0 
where a solution to the quadratic equation is known, i.e.
(5.25)
Wa =  - ( 2 - A - l )  +  V ( 2 - A - i y  +  8 . U '  (5 26)
Mathematically, change in window size per round trip time can be expressed as,
dW  1
dt RTT
WA (5.27)
Clearly, differential equation for WA as in (5.26) is too complicated to be solved for a closed form 
expression for W. However, an estimate on WA can be used instead,
Wa ~  W - 8  ' P - W 0 (5'28)
Solving differential equation in (5.27) for W  with the estimate on WA in (5.28) yields another 
expression that relates window size and round trip time,
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W ct ' t
W - c - S - p - W a - \ n (5.29)
According to the description depicted in Figure 5-1, window size at t cl is W = W0 and window 
size at tc2 is W = Wc+ — (3 • W0 The difference between t f  and t f  is an elapsed time between 
two successive congestion episodes,
and
tc-  - t+ =  Kd ■ W0 ■ RTT (5.30)
u = f [ a - P ) ~ S - p - \ n j ]  (5.31)
In addition,
and
t~ +  t+ = Ks • W0 ■ RTT (5.32)
Ks = ~  
a
(1 + P ) - 8  ■ p  ■ In i]  (533)
By replacing parameters in (5.31) and (5.33) with a =  1, /? =  0.7 and 8 • (3 — 0.5, the values of 
Kd and Ks approximately are
Kd = 0.12 (5.34)
and
Ks ~  1.52 (5.35)
The average window size of TCP-delta can be derived by following the derivation of the long­
term average window size of TCP-reno [107]. However, the expression for the window size in 
(5.29) has to be simplified first.
Let WT — • (t/R TT ) + (3 • W0 be a linear equation of window size. Integrating the equation
from tcl and tc2 give the total window size,
^ =•? ■ (% #)+e-w'- (r536)
where A* = (Ac + Ac)/2, i.e. average window increment size of the two extreme cases, i.e. just 
before and after congestion, and it can be rewritten,
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1 l  +  B - 2 - P ‘ 8 
^  =  2 > ( l - g ) . ( l - f i . S )  ( 5 3 7 )
By substituting (3 — 0.7 and 6 =  0.7 into (5.37), the average window increment size becomes
WA =  3.33 (5.38)
To solve (5.36), a closed form expression for t 22 ~~ t 21 needs to be found. Fortunately, it is the fact 
that A2 — B2 =  (A — B) * (A + £?), therefore,
t h  ~  tci =  0<d ‘ W0 • RTT) • (Ks • VF0 • RTT) (5.39)
Now, by substituting the value of t 22 — t 2t and tc2 — tcl into (5.36), the closed form expression 
for WT can be rewritten,
WT = i  • [A* • Kd ■ Ks + 2 • (3 • Kd] * VV02 (5.40)
Substituting A* =  3.33, IQ =  0.12, = 1.52 and /? = 0.7 into the expression,
WT ~  0.39 ■ W02 (5.41)
Under the deterministic loss assumption, relation between total window size WT and packet loss 
rate p can be given,
and consequently,
1
WT = -  (5.42)
V
Wo = -7= = =  (5.43)
VO-39 • p
In particular, the average throughput can be found,
WT
throughput =  — (5.44)
C^2 “  tcl
Using the relations in (5.30) and in (5.41), the average throughput of TCP-delta is
3.25
throughput = • W0 (5.45)
Replacing W0 with (5.43), the average throughput measured in packets per second becomes
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5.20 1
throughput < • —  (5.46)
Note that the average throughput of TCP-reno is expressed by 1.22/RTT  • 1/Vp [107]. Clearly, 
TCP-delta always has better performance than TCP-reno by at least four times given the same 
data loss rate.
Lastly, it is worth mentioning that TCP-delta is implemented via TCP Module [29].
5.2 Simulation Setup
Client 1 \d
Client 2
Internet Domain
Server 1
100 Mbps
1 ms
router Server 2
Figure 5-2: Simulated network scenario
Figure 5-2 illustrates a simulated network scenario, consisting of two clients, two servers and an 
Internet domain. The clients and the servers locate in a typical Fast Ethernet network, i.e. 100- 
Mbps link and 1-ms delay. The client and the server networks are geographically separated but 
interconnected via an Internet domain that contains three routers, creating a 10-Mbps backbone 
Internet connection. In addition, the edge Internet routers support the Maximum Transmission 
Unit (MTU) of 1500 bytes, i.e. Ethernet friendly. Furthermore, it is assumed that round trip time 
delay, bit error rate and queue size of the Internet routers are configurable.
■ RTT 6 [0.1,0.2, ...,1.0] in seconds
■ BER E [0,10"9,1 0 "8,1 0 "7,10“6 ]
■ MTU <- 1500 bytes
■ Q «- bandwidth deiay product of the network
To assess performance of TCP-delta over a simulated Erroneous Long Fat Network (ELFN) 
environment, a typical HTTP download application, based on a two-level request-reply HTTP 
model [129], is setup to download 700-MB data, i.e. a CD containing a full-length movie.
101
Chapter 5: High-Speed TCP Variant
5.3 Simulation Results and Discussions
Like other TCP study, congestion window evolution of TCP-delta is closely observed. First, 
operational characteristic of TCP -delta over a 10-Mbps link with 500-ms round trip time and 
error-free condition is investigated. This network scenario can be viewed as an emerging Next 
Generation Satellite Network that utilizes DVB-S2/DVB-RCS for forward and return satellite 
transmission [130-131] to achieve high-capacity link as well as On-Board Processer (OBP) for 
advanced coding and modulation [132] to achieve quasi error-free state [133]
5.3.1 Dynamic of TCP-delta
time (seconds)
Figure 5-3: Congestion window evolution of TCP-delta
Figure 5-3 illustrates congestion window evolution of TCP-delta over typical NGSN along with 
bandwidth estimation, i.e. b , and a number of backlogged packets, i.e. d.
■ At (1), slow start is terminated due to the initial slow start threshold that is set to 100 
packets as implemented in TCP-cubic [68]. Then, congestion avoidance becomes active. 
However, due to adaptive congestion avoidance, TCP-delta continues to operate in an 
aggressive mode by utilizing a very fast window growth rate, i.e. p/A  per round trip time, 
since the network is in the non-congestive state as implied by a zero <2. Moreover, this 
setting is to demonstrate adaptive capability of TCP-delta during congestion avoidance 
when the slow start threshold is assigned unintentionally to a value that is much lower 
than available link capacity.
■ At (2), full link utilization is achieved as implied by a non-zero d and a increase in b. 
Therefore, TCP-delta begins to operate in a less aggressive mode by utilizing a slower 
window growth rate, i.e. 1/A per round trip time. In this mode of operation, the rate at
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which congestion window opens decreases as the difference between the window size and 
the slow start threshold increases.
■ At (3), congestion occurs. Reacting to the congestion, loss recovery becomes active to 
deal with data loss. In addition, the slow start threshold is reset to 70 percents of the 
window size prior to the congestion. This high value is to keep available link capacity well 
utilized.
■ At (4), all losses are recovered and the entire process repeats, starting from either (1) or
(2) depending on network conditions.
Therefore, TCP-delta is aware of changing network conditions and is able to utilize available 
network capacity very quickly. Moreover, TCP-delta keeps certain characteristics of TCP -reno, 
for an instance, the uniformly spaced saw-tooth like behavior dominant in the Additive Increase 
Multiplicative Decrease (AIMD) of the standard congestion control.
In the next section, performance of TCP-delta is investigated in two different cases; the former 
focuses on scalability and robustness of the protocol in a non-competing network environment 
whereas the latter focuses on friendliness and fairness of the protocol in a competing network 
environment.
5.3.1.1 Scalability and Robustness
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
round trip time (seconds)
Figure 5-4: Long-term average throughput of TCP-delta
TCP is said to be scalable if it is capable of achieving an acceptable level of throughput in a 
network with increasing bandwidth delay product and TCP is said to be robust if it is capable of 
achieving an acceptable level of throughput in a network with increasing data loss rate. In this 
study, the acceptable level of throughput exercised is 9.0 Mbps. To evaluate both scalability and 
robustness, a web download application is used to transport bulk data across a network. Note that
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\ber,rtt]* is performance indicators for TCP that can achieve the acceptable level of throughput 
or 9.0 Mbps in a 10-Mbps network with bit error rate of ber and round trip time of up to r tt.
Figure 5-4 illustrates long-term average throughput of TCP-delta over a 10-Mbps network for 
different round trip time and different bit error rate. It is evident that TCP-delta has performance 
indicators of [0,1.0]*, [10"9,1.0]*, [10"8,0.9]* and [10~7,0.3]*.
To assess performance improvement of the new TCP design, TCP-delta is compared to other 
Linux TCP variants. However, only four of the available Linux TCP variants, i.e. TCP-reno [25], 
TCP-highspeed [67], TCP -cubic [115] and TCP-compound [74], are used. The rationale behind 
this selection is that TCP -reno is the standard congestion control defined by the IETF, TCP- 
highspeed is an enhanced version of TCP-reno also defined by the IETF, TCP-cubic is the TCP 
used in the recent Linux based OS platform and TCP-compound is the TCP used in Microsoft 
Window Vista OS platform.
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Figure 5-5 illustrates performance indicators of Linux TCP variants over a 10-Mbps network for 
different network configurations. Evidently, the result shows TCP-delta exhibits remarkable and 
exceptional performance in comparison to the other four Linux TCP variants, especially in term of 
robustness. As a result, TCP-delta gives significant performance boost over a long fat lossy 
connection of an emerging NGN.
5.3.1.2 Friendliness and Fairness
Typically, TCP is said to be friendly if it is capable of releasing the previously captured network 
resources during the initial contention and TCP is said to be fair if it is capable of maintain the fair 
share of network resources during the steady state. To evaluate friendliness and fairness, two 
clients are used to generate two competing TCP flows. The first flow starts randomly within the 
first second while the second flow starts at approximately 100 s after the first flow.
1e-9 1e-8 1e-7 1e-6
highspeed cubic compound delta
Linux TCP variants
Figure 5-5: Performance indicators of Linux TCP variants
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Furthermore, the study is separated into two different scenarios; the former is for intra-protocol 
property where competing flows are of the same TCP variant while the latter is for inter-protocol 
property where competing flows are of different TCP variants.
Intra-Protocol Property
In general, Jain's fairness index [134] is used to describe protocol fairness,
QX)2 (5-47)
where x t is throughput of flow i and n is a total number of flows passing through the same 
bottleneck link. Moreover, Jain’s fairness index belongs to the range [0.5,1.0]. Note that j =  0.5 
indicates extreme unfairness and jj = 1.0 indicates ideal fairness.
Let x 1 = f  + V /2  and x 2 = f  — V /2  be throughput of two TCP flows competing over the same 
bottleneck link. Note that /  is the fair share and V /2  is variation about the fair share. Therefore, 
by substituting x1 and x 2 into (5.47), Jain’s fairness index can be rewritten,
4 - f 2 + V 2
(5.48)
For two TCP flows traversing over the same bottleneck link, the fair share is half of available 
bandwidth, i.e. /  =  5.0 Mbps, and (5.48) becomes
100
(5.49)* 100 + v 2
As a result, Jain’s fairness index can be related to the difference in throughput, i.e. xt — x 2 = V
Figure 5-6: Throughput different vs. fairness index
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time (seconds)
Figure 5-7: Congestion window evolution of TCP-delta
time (seconds)
Figure 5-8: Throughput of TCP -delta
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Figure 5-9: Throughput difference of TCP -delta
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Figure 5-6 illustrates throughput difference against Jain’s fairness index. Clearly, the throughput 
difference decreases as the fairness index increases, suggesting that one of the two competing 
flows is releasing more and more of the previously captured bandwidth in excessive of the fair 
share to the other. In other words, a rate at which the throughput difference decreases implies 
friendliness. Furthermore, the throughput difference of 1.0 Mbps is roughly equivalent to the 
fairness index of 0.99, which is used to indicate a very good level of fairness.
Figure 5-8 shows congestion window evolution of two competing TCP-delta flows over typical 
NGSN. Clearly, congestion window of both flows converges to each other and are in perfect 
synchronization.
Figure 5-8 illustrates throughput of two competing TCP-delta flows over typical NGSN. Clearly, 
the first flow captures all available network bandwidth in the first 100 s. After the second flow is 
introduced into the same network at about 100 s later, throughput of both flows converges very 
quickly at the beginning of contention when compared to the convergence rate at later time. It is 
because window growth rate during slow start is very much faster than that during congestion 
avoidance.
Figure 5-9 illustrates throughput difference of two competing TCP -delta flows over typical 
NGSN. It is clear that the full network utilization is achieved in the first 100 s. After the second 
flow is introduced into the same network about 100 s later, the throughput difference steadily 
decreases over time to nearly zero, implying that throughput of both flows converges to each 
other. However, a rate at which the throughput converges is initially fast due to the slow start 
phase of the second flow and is steady in the congestion avoidance phase. At roughly 300 s after 
the initial contention, the throughput difference falls to 1.0 Mbps, achieving the fairness index of
0.99, and it remains below the 1.0-Mbps mark for the rest of the competition.
As a result, TCP-delta is friendly since the throughput difference decreases during the initial 
contention and it is fair since the throughput difference decreases below the 1.0 Mbps mark during 
the steady state.
Inter Protocol Property
Today, the most dominant TCP variant over the Internet is still TCP-reno. Consequently, new 
TCP variants that will be introduced to the Internet need to co-exist with TCP-reno unavoidably. 
In this particular case, the second flow is setup with TCP-reno while the first one is setup with 
TCP-delta in order to study dynamic of TCP-reno when introduced into the network already 
saturated with TCP-delta.
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time (seconds)
Figure 5-10: Congestion window evolution of TCP-delta vs. TCP -reno
time (seconds)
Figure 5-11: Throughput trajectory of TCP -delta vs. TCP-reno
time (seconds)
Figure 5-12: Throughput difference of TCP -delta vs. TCP-reno
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Figure 5-10 illustrates congestion window evolution of competing TCP-delta and TCP -reno over 
typical NGSN. In steady state, TCP-delta and TCP-reno look nearly identical, stay in perfect 
synchronization and does not seem to converge to each other. In addition, TCP -delta always has 
higher window size.
Figure 5-11 illustrates throughput of competing TCP-delta and TCP -reno over typical NGSN. 
After the initial contention at approximately 100 s, the throughput of both flows converges very 
quickly at the beginning possibly due to the slow start of the second flow and then it stabilize and 
as oscillates about two separate fixed points without converging further. In addition, TCP-delta 
always has higher throughput.
Figure 5-12 illustrates throughput difference of competing TCP-delta and TCP -reno flows over 
typical NGSN. It is clear that the throughput difference decreases after the initial contention. 
However, the throughput difference only decreases to about 4.0 Mbps and varies around that 
point. In the steady state, TCP-delta captures roughly 70 percents whereas TCP-reno captures 
about 30 percents of network bandwidth. As a result, TCP-delta is friendly to some extent but 
unfair toward TCP-reno.
5.3.2 TCP-delta and Other High-Speed TCP Variants
To compare intra-protocol property between TCP -delta and other high-speed TCP variants, i.e. 
TCP-highspeed, TCP-cubic and TCP-compound, two flows of the same variant are introduced into 
the network about 100 s apart.
I
3
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Figure 5-13: Throughput difference of Linux TCP variant (intra-protocol)
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Figure 5-13 illustrates throughput difference (intra-protocol) of Linux TCP variants. After the 
initial contention, the throughput difference of all TCP variants begins to decrease but clearly at a 
different rate. However, the throughput difference eventually decreases to 1.0-Mbps mark and
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remains under that mark for the rest of contention regardless of TCP variants. As a result, it is 
clear that all five Linux TCP variants exhibit different level of intra-protocol friendliness and 
comparatively the same level of intra-protocol fairness.
According to the result, TCP -cubic has the fastest convergence rate or the shortest convergence 
time of 1(X) s whereas TCP-delta has the second shortest convergence time of 300 s, followed by 
TCP-compound that has the convergence time of 500 s since. Lastly, TCP-highspeed appears to 
have the longest convergence time but manage to close the gap in last minute, resulting in 500 s, 
which is equivalent to that of TCP -compound. Moreover, all five TCP variants show fair uses of 
network resources. Evidently, TCP -delta is second only to TCP -cubic in term of intra-protocol 
friendliness and comparable to other TCP variants in term of intra-protocol fairness.
In a similar way, to compare inter-protocol property, the same simulation is repeated. The two 
Hows still are introduced about 100 s apart; however, the first flow uses one of the high-speed 
Linux TCP variants, i.e. TCP-highspeed, TCP-cubic, TCP-compound and TCP-delta, while the 
second flow is TCP-reno.
time (seconds)
Figure 5-14: Throughput difference of Linux TCP variant (inter-protocol)
Figure 5-14 illustrates throughput difference (inter-protocol) between high-speed Linux TCP 
variant and TCP-reno. After the initial contention, the throughput difference begins to decrease 
but at a different rate. Furthermore, the throughput difference does not necessarily decrease to 1.0- 
Mbps mark nor remains relatively at the same point in the steady state. As a result, all four Linux 
TCP variants exhibit different level of both inter-protocol friendliness and inter-protocol fairness.
According to the result, TCP-delta has the fastest convergence rate or the shortest convergence 
time, followed by TCP -compound and TCP -highspeed respectively, despite the fact that none 
converges to the fair share while TCP-cubic hardly converges at all. In addition, TCP-compound 
shows the highest level of fair resource utilization. TCP-delta is the second, which is followed by
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TCP-highspeed whereas TCP-cubic is considered extremely unfair. Evidently, TCP-delta has the 
best inter-protocol friendliness and is second only to TCP-compound in term of inter-protocol 
friendliness.
5.4 Summary
A new high-speed congestion control algorithm for a network with long fat lossy connection, 
named TCP-delta, is proposed. The proposed algorithm incorporates new adaptive congestion 
avoidance that utilizes additional information, i.e. an estimate on available link capacity and a 
number of backlogged packets, in order to make an appropriate decision. The study shows that 
TCP-delta demonstrates significant performance improvement in scalability and robustness in 
comparison to TCP-reno and it surpasses other high-speed Linux TCP variants, i.e. TCP-cubic, 
TCP-highspeed and TCP-compound. TCP-delta also possesses good intra-protocol friendliness 
second only to TCP-cubic and intra-protocol fairness comparable to the other high-speed Linux 
TCP variants. In addition, TCP-delta is the first in term of inter-protocol friendliness while it is 
second only to TCP-compound in term of inter-protocol fairness.
The significance of this research work is the proposal of TCP-delta, a novel congestion control 
algorithm for a high-speed long-distance network with loss connections based on Linux TCP 
implementation. TCP-delta can be deployed over a 10-Mbps network with round trip time delay of 
up to 1.0 s and with bit error rate of up to 10" 8. In addition, TCP-delta is the only TCP that can 
operate over typical NGSN having bit error rate up to 10~7. During heavy use of the internet, 
TCP-delta is second only TCP-cubic in term of the intra-protocol friendliness and is second only 
to TCP-compound in term of the inter-protocol fairness. Other than that, TCP-delta has highly 
exceptional performance.
The study shows that although different Linux TCP variants can achieve an acceptable level of 
performance in term of scalability and robustness, it might not be the case for intra-protocol and 
inter-protocol property. As a result, an external mechanism that can improve these properties is 
needed and it will be presented and discussed in the next chapters.
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6 TCP-Aware Active Queue Management
The Internet has proven itself to be the most popular and scalable means of distributing new 
interactive feature-rich Triple Play (3P) applications. A majority of these Internet applications, i.e. 
HTTP for small data transfer (web) services and FTP for large data transfer (bulk) services, are 
still based on Transmission Control Protocol (TCP) that was originally developed in the early 
1970s [1]. The original design of TCP cannot operate at its optimal performance in an emerging 
Next Generation Network (NGN) architecture, i.e. QoS enabled transports, multiple broadband 
technologies and ubiquitous provision of digital services. The roles of satellite networks in NGN 
includes provision of alternate routes to congested networks, long-haul connections to remote 
networks and broadband Internet access to fixed and mobile users. Associated with the Next 
Generation Satellite Network (NGSN) is long delay and high bandwidth or Long Fat Network 
(LFN), which can significantly impede TCP performance. This degraded performance is mainly 
due to slow acknowledgement feedback, linear window growth rate and large connection pipe [26, 
58, 135]. In addition, during heavy use of the Internet, TCP connections that are sharing the same 
bottleneck link have to compete for available network resources. Therefore, a QoS enabled 
mechanism is necessary to ensure fair play among competing connections.
The main goal of this research work is to design Active Queue Management (AQM) to improve 
TCP performance over satellite networks during heavy use of the satellite networks in term of 
friendliness and fairness. TCP is said to be friendly if it is able to release the previously capture 
link bandwidth that is excessive to the fair share and TCP is said to be fair if it is able to maintain 
the fair share during the steady state. These two performance metrics are necessary for ensuring 
certain availability of network resources and equity of resource consumption over a congested 
satellite network. On the one hand, friendliness is very important to web or short-lived transfer 
since all short-lived connections should reach the fair share and complete as quickly as possible. 
On the other hand, fairness is very crucial to bulk or long-lived transfer since all long-lived 
connections should receive only the fair share of network resources during the steady state. An 
improvement in friendliness and fairness among competing TCP flows and better quality of 
service over LFN can help promote use of satellite network not only to support NGN but also to 
bridge the digital divide [7].
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The rest of this chapter is outlined as follow. Section 6.1 proposes a novel TCP-aware AQM 
scheme. Section 6.2 illustrates simulation setup and Section 6.3 presents simulation results and 
discussions. Finally, summary is given in Section 6.4.
6.1 Cross-Layer Active Queue Management
Active Queue Management (AQM) is a general technique that actively manages a queue of an 
interface. To develop a new AQM scheme, it is important to understand the entities that are 
associated with AQM in order to derive an effective design.
[ ....................
P £ >  d r o p  c n ^  [ P j  packet
PUSH
p HQueue
tail
head
— i
p o p  m \ |> M  packet
J .........
Figure 6-1: Basic entities of active queue management
Figure 6-1 displays basic entities of AQM, consisting of queue, drop, push and pop entities. On 
arrival of a packet during congestion, the packet is subjected to a queueing discipline, typically 
involving the following mechanism
■ DROP: drops packets.
■ PUSH: inserts packets into the queue.
■ POP: removes packets from the queue.
A classic and simple example of AQM is First In First Out (FIFO) with Drop-Tail (DT) queue. In 
this case, DROP drops all incoming packets once all queue spaces are fully occupied, PUSH 
inserts a packet to the tail of a queue and POP removes packets from the head of a queue. A 
slightly complex example is FIFO with Random Early Detection (RED) queue [136] where DROP 
drops incoming packets according to dropping probability that is computed on average queue 
occupancy.
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In this study, the cross-layer information-sharing approach, described earlier in Chapter 2, is 
incorporated into the design of AQM, specifically aiming at improving TCP performance in term 
of friendliness and fairness during heavy use of the network.
Figure 6-2: TCP-aware resource management framework
Figure 6-2 illustrates TCP-aware resource management framework. The framework involves 
cross-layer interaction between the transport layer and the network layer so that AQM can utilize 
TCP-specific information, i.e. TCP window size, in making decisions. To achieve the desired 
cross-layer interaction, the transport layer has to publish TCP window size to the Information 
Sharing (IS) board. When the network layer builds an IP header for datagram, it retrieves TCP 
window size from the IS board and includes the window size into a dedicated IP option defined 
specifically to accommodate cross-layer information similar to the packet header method [79].
6.1.1 TCP-A ware Queueing Schemes
A TCP-aware queueing scheme, named Small Window First Out (SWFO), is designed primarily to 
improve window growth rate by minimizing the overall round trip time experienced by each 
packet. In general, a round trip time or RTT can be expressed by
Q
RTT  =  2 -  P + ^  +  £ (6-1)
where P is a one-way propagation delay, Q and R respectively is a queue occupancy and a
transmission rate at a bottleneck interface and £ is a small delay that is accumulated from various 
parts of the network. Moreover, it is assumed that P is constant and e is insignificant. By taking 
the expectation on both sides of (6.1), the following relation is the result.
E[Q]E[RTT] = 2 - P + (6.2)
Clearly, the average round trip time can be reduced by decreasing the average queueing delay.
Accordingly, the key idea of SWFO is not to control queue length, but to insert and to remove 
packets based on TCP window size according to the following general description.
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packets with smaller window size has to be transmitted prior to the ones with 
larger window size and the order o f the arrival o f the packets belonging to the 
same connection has to be preserved regardless the TCP window size
It is assumed that queueing process has access to the following information, i.e. link capacity, link 
delay and link buffer size. Let be target network resource measured in packets for all TCP 
connections traversing the same bottleneck link.
(p o  - Q
+ ----   (6.3)n  n
where <p is a bandwidth delay product, a  is a percentage of queue occupancy for each connection, 
Q is queue occupancy at a bottleneck interface and n  is a number of concurrent connections that 
are sharing the same bottleneck interface. The first term is the fair share of the link capacity and 
the second term is the given share of the queue occupancy.
To this regard, PUSH can simply insert a packet into the queue according to the order of arrival. 
However, POP needs to search the entire queue for the right packet every time when a packet is 
needed. To minimize this complexity, another approach is considered.
Based on Figure 6-1, PUSH is responsible for inserting packets as well as reordering the 
packets from tail to head in a non-increasing order with respect to window size while 
maintaining arrival order of packets belonging to the same flow, POP is simply to remove 
a packet from the head of the queue when needed. The benefit of this approach is that 
PUSH does not always have to search the entire queue for the right location before a 
packet can be inserted and PUSH stops as soon as a queued packet belonging to the same 
connection or having smaller or the same window size is found.
Although SWFO can improve performance of short-lived TCP connections by reducing overall 
end-to-end delay, the performance degradation due to data losses during the initial slow start phase 
of the short-lived connections still needs to be addressed. This is because the slow start threshold 
can be reassigned to a very low value if the slow start ends prematurely. As a result, a 
complementary mechanism is needed to prevent the untimely termination of slow start and to 
allow the slow start threshold to be reassigned to a proper value.
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PUSH:
on reception of a packet (pkt) 
pktwindow <- window size of pkt 
i f  (pktwindow > threshold) then 
insert pkt to tail
else
do search: starting from tail (packet)
i f  (pkt e the same connection as packet) then 
insert pkt after packet 
return
end i f
i f  (pktWindow < pticketwindow) then 
insert pkt after packet 
return
end i f  
end search:
end if
POP:
on request of a packet (queue)
pkt <- remove a packet off the queue head
return p k t
6.1.2 TCP-A ware Dropping Scheme
A TCP-aware dropping scheme, named Small Window Last Drop (SWLD), is designed mainly 
improve the first reassignment of the slow start threshold during the initial slow start. Similar to 
SWFO, the key idea of SWLD scheme is to drop packets based on TCP window size according to 
the following general operational description.
packets with larger window size has to be dropped prior to the ones with smaller 
window size.
Based on Figure 6-1, SWLD requires only DROP entity that is responsible for removing a packet 
with large window size off the queue prior to the one with small window size.
In the event of congestion, DROP searches the queue for a packet associated with the largest 
window size. In addition, to increase the efficiency of the operation, DROP stops once the first 
packet having the window size that is two times larger than the target network resource is found.
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The choice of the twice the target is because the slow start threshold is reduced to half of the 
window size for each congestion episode. Due to SWLD, the network resources previously 
captured by the connections with large window size are released in which they can be recaptured 
by the other connections with small window size. As a result, short-lived TCP connections can 
continues to increase without experiencing the early termination of the slow start.
DROP:
on the reception of a packet (pkt) 
target «- pkt
targetwindow «- window size of pkt 
do search: starting from tail (packet)
i f  (targetwindow 5? pucketwindow') then 
target <- packet 
targetwindow *— packetwindow
end if
i f  (targetwindow > 2* threshold) then 
break
end if  
end search: 
return target
Finally, a novel TCP-aware AQM, named Small Window First Out Last Drop (SWFOLD), which 
is the hybrid combination of SWFO and SWLD, is proposed.
6.2 Simulation Setup
Figure 6-3: Simulated network scenario
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Figure 6-3 displays simulated network scenario, consisting of two clients, two servers and a 
satellite network. The clients and the servers locate in a typical Local Area Network (LAN), i.e. a 
100-Mbps link and 1-ms delay Fast Ethernet, and are interconnected over the satellite network. 
The satellite network is made up of two satellite gateways and a geostationary satellite. The 
satellite link bandwidth of 10 Mbps is provisioned in both forward and return directions and the 
propagation delay of one satellite hop is roughly 250 ms. Therefore, the satellite link can be 
viewed as a typical high-speed long-distance Wide Area Network (WAN) connection. At the
satellite gateways, the Maximum Transmission Unit (MTU) is 1500 bytes, i.e. Ethernet friendly,
and the buffer size is set to accommodate 420 packets, roughly equivalent to a bandwidth delay 
product of the satellite network. It is also assumed that network environment is error free due to 
use of OBP [137] and DVB-S2/DVB-RCS [16-17], i.e. NGSN.
To summary the network configuration,
■ RTT <-0.5 seconds
■ BER <- 0
■ MTU <- 1500 bytes
■ Q <- bandwidth delay product of the network
To study benefits of SWFOLD on TCP over NGSN, a two-level request-reply HTTP application 
[129] are setup. In particular, the first client requests for a bulk data download of 700-MB data, 
representing long-lived background traffic. The second client request a web download of various 
file sizes, characterizing traffic of interest. The two connections begin approximately 100 s apart.
The network simulator used in this study is INET with TCP Module [33-34]. TCP Module is 
Linux TCP/IP network stack (of kernel v2.6.21) extension [35] for INET. The benefit of TCP 
Module is emulation of real-world implementation of Linux TCP within a simulated network 
environment. Five of Linux TCP variants are selected for this study due to their implication to the 
real-world network. The first one is TCP-reno since it is the standard congestion control protocol 
and is commonly used as a reference for comparison purpose. The second selection is TCP- 
highspeed [36] since it is considered the high-speed version of TCP-reno. Note that both TCP- 
raw  and TCP-highspeed were designed by IETF. The third choice is TCP-cubic [37-38] since it is 
the default congestion control protocol in the recent Linux based OS platform. The fourth choice is 
TCP-compound [39-41] since it is derived from the congestion control algorithm of Microsoft 
Window Vista OS platform. The last one is TCP -delta since it is the new Linux TCP variant 
proposed earlier in Chapter 5.
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6.3 Simulation Results and Discussions
The study of TCP-aware Small Window First Out Last Drop (SWFOLD) is divided into two 
different cases, based on the length of the second TCP flow, i.e. short-lived and long-lived 
connection.
6.3.1 TCP-reno and AQM
6.3.1.1 Short-Lived TCP Connection
In the case of short-lived connection, data size of the second TCP flow varies from 200 KB up to 
10 MB.
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Figure 6-4: Congestion window evolution of short-lived TCP (200 KB)
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Figure 6-5: Congestion window evolution of short-lived TCP (2 MB)
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Figure 6-4 and Figure 6-5 respectively show congestion window evolution of 200-kB and 2-MB 
web data transfer over typical NGSN that has already been saturated by another bulk data transfer 
in two different scenarios, i.e. FIFO and SWFOLD. In the case of FIFO, the 200-kB transfer does 
not experience congestion since data size is small while the 2-MB transfer does suffer untimely 
termination of slow start since window reduction occurs before it reaches the fair share. In the case 
of SWFOLD, it is evident that the overall round trip time delay can be reduced and the untimely 
termination of slow start can be avoided.
file (KB)
Figure 6-6: Completion time of short-lived TCP (200 KB -  1000 KB)
file (MB)
Figure 6-7: Completion time of short-lived TCP (2 MB -  10 MB)
Figure 6-6 and Figure 6-7 respectively show completion time of short-lived TCP connections of 
different data sizes ranging from a few hundred KB up to several MB. It is clear that SWFOLD, in 
comparison to FIFO, reduces the completion time of 200-1000 KB web data transfer by 6 - 9 s and 
the completion time of 2 - 10 MB web data transfer by 15 - 35 s.
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As a result, it can be concluded that SWFOLD can reduce overall round trip time and prevents 
early termination of slow start of a short-lived connection. The result is shorter completion time 
and better quality of service even during heavy use of the satellite network. Note that as data size 
becomes larger, the benefit of SWFOLD becomes more significant.
6 .3 .1 .2  Long-Lived TCP Connection
Unlike the previous part of study where the second TCP flow is a short-lived connection, the 
second TCP flow is a long-lived connection whose data size is fixed at 700 MB, i.e. a CD that 
contains a full-size movie. In addition to completion time, friendliness and fairness are the other 
two important aspects of TCP particularly for the long-lived connections.
In general, the difference between throughput of two competing TCP connections, i.e. background 
traffic and traffic of interest, is used to describe operational behavior of competing connection.
di f f erence  = \background t r a f f i c  — bulk transfer\ (6.4)
In addition, in a case of two competing connections over a 10-Mbps bottleneck link, it is known 
from Chapter 5 that throughput difference of 1.0 Mbps and 2.0 Mbps are equal to Jain’s fairness 
index of 0.99 and 0.96 respectively.
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Figure 6-8: Throughput difference of TCP-reno
F igure 6-8 shows throughput difference of two long-lived TCP connections over typical NGSN in 
two different scenarios, i.e. FIFO and SWFOLD. In the case of FIFO, the throughput difference 
slowly decreases to the 1.0-Mbps mark in about 500 s and remains under the mark for the rest of 
the contention. In the case of SWFOLD, the throughput difference quickly decreases to the 1.0- 
Mbps mark in about 25 s but the difference can vary up to the maximum of 2.0 Mbps.
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Clearly, SWFOLD improves friendliness by reducing convergence time from 500 s to 25 s. This is 
equivalent to reducing completion time of short-lived connections. Furthermore, the throughput 
difference during the steady state varies but remains within Jain’s fairness index of 0.96. Although 
the index of 0.96 is not as good as the index of 0.99 in the FIFO case, the resulting fairness is still 
significant. The rationale behind this lower Jain’s fairness index is that SWFOLD completely 
prevents window synchronization of congestion window due to synchronized drop of packets from 
different TCP connections within the same congestion episode. Therefore, it can be concluded that 
SWFOLD can significantly improve friendliness while maintaining a good level of the fairness.
6.3.2 High-Speed TCP Variants and AQM
Due to new network characteristics and new network requirements imposed by an emerging Next 
Generation Network (NGN) architecture [142], exploitation of a non-standard TCP variant is often 
necessary in order to deliver digital services over the Internet with a satisfactory level of QoS. The 
study therfore includes a number of high-speed TCP valiants, i.e. TCP-highspeed, TCP-cubic, 
TCP-compound and TCP-delta, in the study. The study is conducted in two different scenarios; the 
former is in a network with single TCP variant for intra-protocol property while the later is in a 
network with two TCP variants for inter-protocol property.
In general, TCP is said to be friendly if it is capable of releasing the previously captured network 
resources during the initial contention and TCP is said to be fair if it is capable of maintain the fair 
share of network resources during the steady state.
6.3.2.1 Network with Single TCP Variant
A network with single TCP variant is to evaluate intra-protocol property between two TCP flows 
of the same TCP variant and the study is carried out for four different Linux TCP variants.
Throughput difference of two competing long-lived TCP connections of the same variant over 
typical NGSN in cases of TCP-highspeed, TCP-cubic, TCP -compound and TCP-delta, is shown 
respectively in Figure 6-9, Figure 6-10, Figure 6-11 and Figure 6-12. Each figure illustrates the 
throughput difference in two different scenarios, i.e. FIFO and SWFOLD.
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In the case of FIFO, the throughput difference slowly decreases to the 1.0-Mbps mark in about 500 
s for TCP-highspeed, 100 s for TCP-cubic, 500 s for TCP-compound and finally 300 s for TCP- 
delta. In any cases, the throughput difference remains under the 1.0-Mbps mark for the rest of 
contention regardless of the TCP variants.
In the case of SWFOLD, the throughput difference decreases to the 1.0-Mbps mark in about 25 s 
for TCP -highspeed, 50 s for TCP-cubic, 25 s for TCP -compound and finally 25 s for TCP-delta. 
Nevertheless, unlike in the FIFO scenario, the throughput difference for the rest of the contention 
can go up to the maximum of 1.5 Mbps for TCP-highspeed, 1.0 Mbps for TCP-cubic, 2.0 Mbps 
for TCP-compound and 1.0 Mbps for TCP-delta.
According to the result, SWFOLD significantly improves intra-protocol friendliness by reducing 
convergence time of two competing TCP flows regardless of Linux TCP variants while still 
maintaining a good level of intra-protocol fairness throughout the entire contention.
6.3.2.2 Network with Two TCP Variants
A network with two TCP variants is to study inter-protocol property between two TCP flows of 
different TCP variants. In this particular case, the first long-lived TCP connection or background 
traffic is based on one of the high-speed TCP variants while the second long-lived TCP connection 
or traffic of interest is based on TCP-reno. This is to evaluate performance of TCP-reno when it 
needs to co-exist with another high-speed TCP variant.
Throughput difference of two competing long-lived TCP flows of different variants over typical 
NGSN for TCP-highspeed, TCP-cubic, TCP-compound and TCP-delta, is respectively shown in 
Figure 6-13, Figure 6-14, Figure 6-15 and Figure 6-16. Each figure illustrates the throughput 
difference in two different scenarios, i.e. FIFO and SWFOLD.
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In the case of SWFOLD, the throughput difference quickly decreases to the 1.0-Mbps mark in 
approximately 20 s regardless of TCP variants. However, the throughput difference can still vary 
up to 3.0 Mbps for TCP -highspeed, 3.0 Mbps for TCP -cubic, 2.0 Mbps for TCP -compound and 
5.0 Mbps for TCP-delta.
Evidently, SWFOLD significantly improves inter-protocol friendliness and inter-protocol fairness 
between high-speed TCP variants, i.e. TCP-highspeed, TCP-cubic and TCP-delta, and TCP-reno 
by reducing the convergence time and the throughput difference regardless of TCP varaints.
6.4 Summary
TCP is the transport layer protocol on which the majority of communication services provided 
over the Internet are based. During heavy use of the Internet, TCP connections of different data 
length, i.e. short-lived and long-lived, have to compete with one another for available network 
resources. Consequently, friendliness (fast convergence to the fair share) and fairness (small 
variation about the fair share) are considered the most important aspect in achieving higher 
performance and better quality of service.
In this research work, a novel TCP-aware active queue management, named Small Window First 
Out Last Drop (SWFOLD), is proposed. The advantages of SWFLOD is that the overall round trip 
time can be reduced and the early termination of slow start can be avoided. According to the 
results, it can be concluded that SWFOLD can greatly improve intra-protocol and inter-protocol 
friendliness while maintaining a good level of intra-protocol and inter-protocol fairness. In 
addition, SWFOLD can improve inter-protocol fairness in certain cases, i.e. when high-speed TCP 
variant does not behave like TCP-reno in the steady state.
127
Chapter 6: TCP-Aware Active Queue Management
The significance of this research work is the proposal of the TCP-aware SWFOLD that greatly 
improves TCP performance during heavy use of the Internet. In particular, intra-protocol and inter­
protocol friendliness significantly improve, allowing competing TCP flows to converge to the fair 
share faster regardless of the variants. Although, intra-protocol fairness is maintained at a good 
level, inter-protocol fairness greatly improve TCP connections, forcing high-speed TCP variants 
and TCP-reno to remain closer to the fair share in the steady state. As a result, higher overall 
quality of service of the internet over satellite networks can be achieved.
In this study, a satellite network is deployed mainly as a high-speed back-haul communication link 
to interconnect two remote networks. It operates in a Single Channel Per Carrier (SCPC) scheme 
and the entire satellite link bandwidth is given to a satellite gateway. However, a satellite network 
can also in a Multiple Channel Per Carrier (MCPC) that can be used to provide direct access to the 
Internet via shared satellite uplink. In this case, dynamic bandwidth allocation is necessary to 
ensure efficient use of satellite resources. The impact of a dynamic bandwidth allocation on TCP 
performance is the topic of the next study.
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Chapter 7
7 TCP-Aware Bandwidth on Demand
The Internet has become one of the most crucial technologies that successfully enable interactive 
feature-rich Triple Play (3P) applications across the globe. Traditionally, the Internet relies on the 
terrestrial wired and wireless network as the main network infrastructure; but in numerous 
occasions, the terrestrial network fails to provide broadband Internet access in remote or isolated 
less-favored areas mostly due to practical and economic implications. Furthermore, unforeseen 
network equipment failure often contributes to sudden services interruption of the Internet. Today, 
lack of broadband Internet access is usually characterized as digital divide, i.e. an imaginary 
barrier that prevents access to the Internet and to global digital information. As a result, in order to 
improve availability of Internet is required omnipresent long-distance wireless technologies, i.e. a 
satellite network.
In the early day, widespread use of satellite network was hindered primarily due to very high 
subscription cost of using satellite uplinks. The struggle was further escalated by the fact that 
resources provided by the satellite network were very limited in comparison to the terrestrial 
counterpart. However, recent advancement in the satellite related technologies initiates the Next 
Generation Satellite (NGS), featuring multiple spot beams with beam-forming technology and 
most importantly on-broad processor (OBP). OBP satellites are equipped with sophisticated data 
signal processing besides vast coverage area, simple deployment and native broadcasting and 
multicasting capability [22]. Moreover, the adoption of the latest standards in the Digital Video 
Broadcasting (DVB) technology for satellite-specific transmission, defined by the European 
Telecommunication Standard Institute (ETSI) [15], i.e. DVB-S/S2 [130, 138] for the forward 
satellite channel and DVB-RCS [17] for the return satellite channel, enables two-way high-speed 
reliable communication links over satellite networks at an economically low cost. Furthermore, via 
close-loop control of Adaptive Coding and Modulation (ACM) system and flexible framing 
structure of DVB-S2/DVB-RCS architecture, provision of satellite bandwidth to end users can be 
optimized on a frame-by-frame basis. A synergy of NGS and DVB-S2/DVB-RCS represents the 
Next Generation Satellite Network (NGSN). With the advent of NGSN, ubiquitous provision of 
the Internet over a satellite network can be envisaged.
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Figure 7-1: Bridging the digital divide
Figure 7-1 displays the role of NGSN in bridging the digital divide. It is clear that providing 
broadband Internet access in the remote or isolated less-favored areas can be as very simple as 
installing new satellite dishes, emphasizing the significance of NGSN in today pervasive global 
telecommunication network. A satellite network has played an important role in providing 
ubiquitous access to the Internet. NGSN offers broadband access to the Internet via satellite 
uplinks that is available to millions of users under satellite footprints. In such a communication 
system, a multiple access scheme is needed. Specific to a satellite network, a dynamic bandwidth 
allocation technique is used to provision satellite resources to users on a request basis. In this 
scenario, users are required to submit a bandwidth request before actual data transmission can 
begin and it is the Network Control Center (NCC) or a network delegate that is responsible for 
computing and broadcasting bandwidth allocation table or Transmit Burst Time Plan (TBTP) to all 
users. With TBTP, unnecessary collision among data transmission of different users can be 
avoided. Although dynamic bandwidth allocation allows efficient use of satellite resources, it 
increases overall latency due to additional access delay.
Although the latest standard TCP, i.e. NewReno defined by the Internet Engineering Task Force 
(IETF) [25], performs exceptionaUy well over the traditional wired and wireless networks where 
link capacity is low and link error are rare [139], it displays quite limited performance over NGSN 
largely due to a large bandwidth delay product of a satellite network [34]. Moreover, the 
performance degradation problem is further amplified by the extra access delay.
To promote widespread use of satellite networks and ubiquitous provision of the Internet, an 
efficient dynamic bandwidth allocation algorithm is necessary to reduce access delay and at the 
same time to improve friendliness and fairness of TCP connections competing over the same 
satellite uplink.
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The rest of the research work is outlined as follow. Section 7.1 describes dynamic bandwidth 
allocation. Section 7.2 proposes a novel TCP-aware bandwidth on demand while Section 7.3 
illustrates simulation setup. Section 7.4 presents results and discussion. Finally, summary is given 
in Section 7.5.
7.1 Dynamic Bandwidth Allocation
Dynamic bandwidth allocation is a general technique that provisions satellite resources to users,
i.e. Satellite Interactive Terminals (SIT), on a need basis and it is often utilized in a satellite 
communication system with TDMA uplink to ensure efficient use of satellite bandwidth. By 
following the framing architecture in [140], a TDMA frame is segmented into 48 time slots of 
equal length. Of the 48 available time slots, the first time slot is designated as a preamble slot 
exclusive for data management while the rests of the time slots are designated as data slots for data 
transmission. Lastly, the length of each time slot equals 8 MPEG-II frames or 1504 bytes in order 
to support the Ethernet frame of 1500 bytes.
In general, dynamic bandwidth allocation consists of two components, a requester at SIT and an 
allocator at NCC or at a network delegate. In this study, an OBP satellite is considered and an 
allocator is placed on board the satellite. For every three TDMA frames, i.e. a superframe, SIT 
submits a request for satellite uplink access measured in a number of data slots. On board the 
satellite, the allocator collects all requests, computes slot allocation and broadcasts TBTP at the 
beginning of the next superframe back to all SITs under satellite footprints. If the allocator is not 
able satisfy all requests, it adds the remaining unsatisfied requests into the next computation.
According to DVB-RCS [17] architecture, four classes of request are specified.
■ Constant Rate Assignment (CRA) allocates a constant bit rate based on either short-term 
or long-term contract, making it very suitable for real-time interactive services, i.e. Video 
Teleconferencing (VTC) or Voice over IP (VoIP).
■ Rate Based Dynamic Capacity (RBDC) allocates a constant bit rate as requested by 
users, making it suitable for near real-time services, i.e. Video and Audio on Demand 
(VAoD).
■ Volume Based Dynamic Capacity (VBDC) allocates a variable bit rate as requested by 
users, making it suitable for non real-time services, i.e. web browsing (HTTP) and data 
transfer (FTP).
■ Free Capacity Assignment (FCA) allocates the remaining of bit rate on opportunistic 
requests, making it suitable for any non real-time services.
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A typical bandwidth on demand scheme for dynamic bandwidth allocation commonly used is 
support Internet access via a satellite network is VBDC requester and Proportional allocator 
(VPBoD) [141].
VBDC Requester and Proportional Allocator
Let Tj be a slot request from SIT i,
Qi(Aty
M
(7.1)
where Qi(At) is queue occupancy at a satellite link since the last request, M is a number of frames 
per superframe and [ • ] is a mathematical expression that returns the smallest integer greater than 
the argument.
I>et Ai and /^respectively be a slot allocation and a total slot request of SIT i seen at an allocator,
At N if otherwise (7.2)
where N is a total number of data slots per frame. In addition,
Rt <— Tj -f dj (7.3)
where r, is a number of data slot request of SIT i and d< is a number of data slot deficit of SIT i.
Clearly, slot allocation is set to match the slot request if the allocator can satisfy all requests, 
however, data slots are allocated in a proportional manner based on the ratio of an individual 
request to the total request.
cycle time
Figure 7-2: Operation of bandwidth on demand
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TBTP is broadcasted at the beginning of each superframe. After receiving TBTP, SIT can begin 
transmitting data burst in their designated data slots of the corresponding superframe. Note that the 
access time or T can be computed,
T — ri' M - N - Ts (7.4)
where n  is the smallest integer that satisfies T >• 2 • P since the access time has to be at least one 
satellite hop and Ts is a time length of data slot.
Figure 7-2 displays simplified operation of bandwidth on demand with respect to TCP data 
transmission. Each block corresponds to a superframe. Moreover, two additional parameters are 
noted, i.e. access time or the time required for a request to become effective and cycle time or the 
time between transmission of a segment and reception of a corresponding acknowledgement. 
Under the assumption that the length of a superframe is longer than the propagation delay of a 
satellite link, interaction between bandwidth on demand and TCP can be described.
At the beginning of each superframe,
■ At (1), a sending SIT submits a request and the request gets to the satellite within the 
superframe since the propagation delay of a satellite link is shorter than the length of a 
superframe.
■ At (2), the on-board allocator computes slot allocation for terminal and broadcasts TBTP. 
TBTP arrives at the sending SIT within the superframe.
■ At (3), the sending SIT updates its allocation table based on the received TBTP and begins 
to transmit data in its designated data slots.
■ At (4), nothing happens yet. However, the transmitted data arrive at a receiving SIT within 
this superframe and they are forwarded to the receiving host where corresponding 
acknowledgements are returned. Note that the acknowledgements have to arrive at the SIT 
within this superframe in order to have a request ready for transmission in the next 
superframe.
■ At (5), the receiving SIT submits a request. The request gets to the satellite within the 
superframe.
■ At (6), the on-board allocator computes slot allocation and broadcasts TBTP. TBTP 
arrives at the receiving SIT within this superframe.
■ At (7), the receiving SIT updates its allocation table based on the received TBTP and 
begins to transmit acknowledgements in its designate data slots
* At (8), the transmitted acknowledgements arrive and the sending SIT forwards them to the 
sending host. If available, more data will be sent. Note that a new set of data has to arrive
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at the SIT within this superframe in order to have a request ready for transmission in the 
next superframe.
■ At (9), the sending SIT submits a request. Then, the entire process repeats.
Based on this simple description, it is clear that access time and cycle time equal two superframes 
and eight superframes respectively. Therefore, if there is no congestion, the same amount of data 
or more is going to be transmitted again after eight superframes. Therefore, a predictive request 
scheme can be derived by adding the average window size computed at superframe (1) to the 
request at superframe (6) so that a number of data slots based on the predication at (1) is going to 
be available at superframe (8) in anticipation of new data transmission.
Moreover, it can be shown that the proportional allocator does not offer friendliness and fairness 
to new users that just access a satellite uplink during heavy use of the satellite link. Based on the 
design, the proportional allocator often flavors a request for large window size the one for small 
window size, impairing TCP performance significantly in early state of a connection, i.e. slow 
start. Consider a case when new users request one or two data slots, i.e. at the beginning of a 
connection. During heavy use of shared satellite uplink, the sum of the total request of all SITs 
might exceed available satellite uplink capacity by many folds. Based on the ratio, the allocator 
often provisions only one or no data slot to new users. By using one data slot per frame, the 
resulting window growth rate can be very slow and it can take a very long time before new users 
can make a request for large window size. This slow window growth rate greatly affects TCP 
performance and quality of service of the Internet. Therefore, a new allocator is designed 
specifically to improve friendliness and fairness for TCP connections competing over a shared 
satellite uplink.
7.2 Cross-Layer Bandwidth on Demand
A new BoD technique aims at minimizing access delay based on prediction and enforcing fair 
provision of satellite resources based on window size.
7.2.1 Predictive Requester
To minimize access delay, a novel Predictive requester is proposed. The proposed requester is 
made up of a new request structure and a new predictive component. The new request structure 
consists of primary and secondary components. The primary components is still based on the 
existing VBDC request while the secondary components is based on the new predictive request 
that involves cross-layer collaboration [76].
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Board
^  information exchange 
cross-layer entity
Figure 7-3: TCP-aware bandwidth on demand architecture
Figure 7-3 display TCP-aware bandwidth on demand architecture that relies on cross-layer 
collaboration between the transport layer, the Internet layer and the link layer, which is possible 
via the cross-layer Information Sharing (IS) architecture discussed earlier in Chapter 2.
In particular, TCP publishes TCP window size to the IS board. When datagram is created, TCP 
window size is retrieved from the board and is embedded into an IP option designed specifically to 
carry cross-layer information. This method is analogous to the packet header method [79]. When a 
requester at the link layer wants to make a request, it inquires the Internet layer about average 
TCP window size. The Internet layer computes the average window size based on the TCP window 
size embedded in the IP option of queued datagram and returns the information to the link layer 
where the resulting average window size is inserted into the predictive request.
However, unlike the VBDC request, the predictive request is effective only when there is free 
satellite bandwidth available. In other words, the predictive request is an opportunistic allocation 
intended for the Free Capacity Assignment (FCA) because it is the result of prediction not real 
measurement.
7.2.2 Fair Allocator
To resolve the bias problem of the proportional allocator, a novel Fair allocator is proposed.
f Ri if < Ns 
At «- \ (7.5)
(min(Rj, F) if otherwise
where F is a fair share of satellite bandwidth that can be computed.
free  data slots
number of unsatisfied terminals (7.6)
After the first allocation, there may still be free data slots available as well as a number of 
unsatisfied requests due to fair provision process. In this particular case, the allocation can be
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repeated in order to utilize all available data slots. Therefore, the fair allocation scheme is 
recursive until either all requests are satisfied or all data slots are allocated. Furthermore, if all 
requests are satisfied but there are still free data slots available, FCA can be carried out on the 
predictive request.
Therefore, a synergy of the predictive requester and the fair allocator gives a novel Predictive Fair 
Bandwidth on Demand (PFBoD) scheme.
7.3 Simulation Setup
Figure 7-4: Simulated network scenario
Figure 7-4 displays simulated network scenario, consisting of two clients in a remote network, two 
servers in a main network and a satellite network. The remote network is geographically separated 
from the main network, i.e. digital divide, and consequently the satellite network is deployed to 
bridge the gap. The main network represents a server domain in a typical Local Area Network 
(LAN), i.e. 100-Mpbs Ethernet connection and 1-ms delay, and is connected to the satellite 
network via a Satellite Interactive Terminal (SIT). Similarly, the two remote clients are connected 
to the satellite network via two SIT. However, the two remote clients are under the same satellite 
footprint and share the same satellite uplink. The satellite network features a next generation 
geostationary satellite with OBP and TDM/TDMA downlink/uplink. With OBP, data can be 
switched and forwarded as well as shared satellite uplink can be managed on-board the satellite 
rather than by NCC at a ground station, reducing a one-way latency from two satellite hops to one. 
Furthermore, DVB-S2/DVB-RCS enables two-way high-speed reliable satellite links that can be 
viewed as a typical Wide Area Network (WAN). The satellite uplink and downlink are 10-Mbps 
backbone connections and 250-ms delay. In addition, every satellite interface supports the 
Maximum Transmission Unit (MTU) of 1500 bytes, i.e. Ethernet friendly, and a queue size of 420 
packets is setup, which is equivalent to the bandwidth delay product of the satellite network.
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To summarize the network configuration,
■ RTT «- 0.5 seconds
■ BER <- 0
■ MTU <- 1500 bytes
■ Q <- bandwidth delay product of the network
and numerical values regarding the length of different frame types are given in the below table.
data slot (ms) frame (ms) superframe (ms) access time (ms)
1.2 57.6 172.8 345.6
Table 7-1: Length of different frame type
To study benefits of PFBoD on TCP over NGSN, a two-level request-reply HTTP application
[129] are setup. In particular, the first client requests for a bulk data upload of 700-MB data, 
representing long-lived background traffic. The second client request a web download of various 
file sizes, characterizing traffic of interest. The two connections begin roughly 100 s apart. With 
respect to the two start times, it is possible to study the performance of TCP in a non-competitive 
environment during the first 100 s and in a competitive environment after the first 100 s.
The network simulator used in this study is INET with TCP Module [33-34]. TCP Module is 
Linux TCP/IP network stack (of kernel v2.6.21) extension [35] for INET. The benefit of TCP 
Module is emulation of real-world implementation of Linux TCP within a simulated network 
environment. Five of Linux TCP variants are selected for this study due to implication of these 
variants. The first one is TCP-reno since it is the standard congestion control protocol and is 
commonly used as a reference for comparison purpose. The second selection is TCP -highspeed
[36] since it is considered the high-speed version of TCP-reno. Note that both TCP-reno and TCP- 
highspeed were designed by IETF. The third choice is TCP-cubic [37-38] since it is the default 
congestion control protocol in the recent Linux based OS platform. The fourth choice is TCP- 
compound [39-41] since it is derived from the congestion control algorithm of Microsoft Window 
Vista OS platform. The last one is TCP-delta since it is the new Linux TCP variant proposed 
earlier in Chapter 5.
7.4 Simulation Results and Discussions
The beneficial impact of the TCP-aware Predictive Fair Bandwidth on Demand (PFBoD) on 
operation characteristic of TCP is investigated in two different cases, one is when TCP-reno is 
used and the other is when one of the high-speed TCP variants is used.
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7.4.1 TCP-reno and BoD
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Figure 7-5: Throughput difference of TCP-reno (VBDC-Proportional BoD)
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Figure 7-5 illustrates throughput difference of two TCP -reno flows over typical NGSN with 
VBDC-Proportional BoD (VPBoD). The result shows that the first connection achieves only the 
maximum throughput of 9.0 Mbps during the first 100 s. After the second flow is introduced into 
the same network, the throughput difference decreases to the 1.0-Mbps mark and remains below
1.5 Mbps for the rest of contention. Clearly, the main drawback of VPBoD is the performance 
degradation of TCP-reno during slow start caused by extra access delay. Therefore, to minimize 
the access delay, a predictive requester is exploited.
Figure 7-6 illustrates throughput difference of two TCP-reno flows over typical NGSN with 
Predictive-Proportional BoD (PPBoD). The result shows that the first flow is able to achieve full 
network utilization in about 30 s. Furthermore, the result reveals a problem associated with the 
proportional allocator after the second flow is introduced into the same network. When satellite 
bandwidth is fully utilized, the proportional allocator acts in an extremely unfriendly manner 
toward the second flow since the allocator is unable to redistribute fairly the satellite resources 
between the two competing flows. In this case, the throughput difference only begins to converge 
in 270 s after the second connection is introduced. Once the throughput difference decreases, it 
remains below 1.5 Mbps for the rest of contention.
Although satellite resources are fully utilized, owing to the predictive requester plus FCA, the 
second connection has to wait for an extremely long time before the resources can be redistributed, 
resulting in low overall QoS of the Internet. Since the Internet operates in the best-effort manner, 
competing TCP connections should have been treated equally and fairly unless some sorts of 
Service Level Agreement (SLA) are made between users and the satellite service providers as 
normally found in a network with Integrated Service or Differentiated Service architecture [9-10]. 
Clearly, the main drawback of PPBoD is extreme lack of friendliness inherent in the proportional 
allocator when satellite resources are at full utilization. Therefore, to improve friendliness, the fair 
allocator is exploited.
Figure 7-7 illustrates throughput difference of two TCP-reno flows over typical NGSN with 
Predictive-Fair BoD (PFBoD). The result shows that after the second flow is introduced into the 
same network, the throughput difference decreases to the 1.0-Mbps mark in roughly 30 s and 
remains at the fair share for the rest of contention. It is clear evident satellite resources can be 
distributed equally and fairly despite heavy use of the satellite uplink.
As a result, it can be concluded that the TCP-aware Predictive-Fair BoD significantly improves 
performance of TCP -reno over a satellite network with TDMA uplink particularly in terms of 
utilization, friendliness and fairness.
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7.4.2 High-Speed TCP Variants and BoD
Due to new network characteristics and new network requirements imposed by an emerging Next 
Generation Network (NGN) architecture [142], exploitation of a non-standard TCP variant is often 
necessary in order to deliver digital services over the Internet with a satisfactory level of QoS. The 
study therfore includes a number of high-speed TCP variants, i.e. TCP-highspeed, TCP-cubic, 
TCP-compound and TCP -delta, in the study. The study is conducted in two different scenarios; the 
former is in a network with single TCP variant for intra-protocol property while the later is in a 
network with two TCP variants for inter-protocol property.
In general, TCP is said to be friendly if it is capable of releasing the previously captured network 
resources during the initial contention and TCP is said to be fair if it is capable of maintain the fair 
share of network resources during the steady state.
7.4.2.1 Network with Single TCP Variant
time (seconds)
Figure 7-8: Throughput difference of TCP-highspeed
time (seconds)
Figure 7-9: Throughput difference of TCP -cubic
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Figure 7-11: Throughput difference of TCP-delta
A network with single TCP variant is to evaluate intra-protocol property between two TCP flows 
of the same TCP variant and the study is carried out for four different Linux TCP variants.
Throughput difference of two competing long-lived TCP connections of the same variant over 
typical NGSN in cases of TCP-highspeed, TCP-cubic, TCP-compound and TCP-delta, is shown 
respectively in Figure 7-8, Figure 7-9, Figure 7-10 and Figure 7-11 TCP. The study is carried out 
in two different scenarios, i.e. VPBoD and PFBoD.
In the case of VPBoD, the first flow hardly achieve full link utilization and can only reaches the 
maximum throughput of 6.0 Mbps for TCP-cubic, 9.0 Mbps for TCP-compound and 2.0 Mbps for 
TCP-delta. Note that only TCP-highspeed reaches full link utilization in about 80 s. After the 
second flow is introduced into the same network, the throughput difference decreases and varies 
up to 1.5 Mbps for TCP-highspeed, 7.0 Mbps for TCP -cubic, 1.5 Mbps for TCP-compound and
1.5 Mbps for TCP -delta for the rest of contention. Clearly, although being based on high-speed
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TCP variants, TCP performance over TDMA satellite uplink is not necessarily good in term of 
utilization and fairness.
In the case of PFBoD, the first flow is able to achieve full link utilization approximately in 50 s for 
TCP-highspeed, 60 s for TCP-cubic, 20 s for TCP-compound and 30 s for TCP-delta. It takes the 
throughput difference to decrease to the 1.0-Mbps mark in 10 s for TCP-highspeed, 50 s for TCP- 
cubic, 30 s for TCP-compound and 20 s for TCP-delta after the second flow is introduced into the 
same network. Furthermore, the throughput difference remains at the fair share for the rest of 
contention regardless of TCP variants.
As a result, it can be concluded that the TCP-aware Predict Fair BoD significantly improves TCP 
performance over typical NGSN with TDMA uplink particularly in term of throughput and intra­
protocol fairness.
1 .4 .2 .2  Network with Two TCP Variants
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Figure 7-12: Throughput difference of TCP-highspeed vs. TCP-reno
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Figure 7-13: Throughput difference of TCP-cubic vs. TCP-reno
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time (seconds)
Figure 7-14: Throughput difference of TCP -compound vs. TCP-reno
time (seconds)
Figure 7-15: Throughput difference of TCP -delta and TCP-reno
A network with two TCP variants is to investigate inter-protocol property of two TCP flows of 
different TCP variants over typical NGSN with TDMA uplink. In this particular case, the first 
flow or background traffic is based on one of the four high-speed TCP variants while the second 
flow or traffic of interest is based on TCP-reno in order to evaluate performance of TCP -reno 
when it needs to co-exist with another high-speed TCP variant.
Throughput difference of two competing long-lived TCP flows of different variants over typical 
NGSN with TDMA uplink for TCP-highspeed, TCP -cubic, TCP-compound and TCP-delta, is 
respectively shown in Figure 7-12, Figure 7-13, Figure 7-14 and Figure 7-15. The study is carried 
out in two different scenarios, i.e. VPBoD and PFBoD.
In the case of VPBoD, the throughput difference decreases to the 1.0-Mbps mark regardless of 
TCP variants after the TCP-reno flow is introduced in to the same network. In addition, the 
throughput difference varies up to 1.0 Mbps for TCP-highspeed, 5.0 Mbps for TCP-cubic, 1.5 s
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for TCP-compound and 1.5 Mbps for TCP-delta. Note that BoD helps improve inter-protocol 
friendliness when compared to the result found in Chapter 6.
In the case of PFBoD, it takes about the same time for the throughput difference to decrease to the 
1.0-Mbps mark for each of the TCP variants in comparison to the VPBoD case. Furthermore, the 
throughput difference remains at the fair share for the rest of contention regardless of TCP 
variants.
As a result, it can be concluded that the Predictive Fair BoD significantly improves performance 
of competing TCP connections, i.e. TCP-reno vs. a high-speed Linux TCP variant, over typical 
NGSN with TDMA uplink particularly in term of utilization and fairness.
7.5 Summary
In this research work, a novel TCP-aware Predictive Requester Fair Allocator (PFBoD) is 
proposed. The benefit of PFBoD is two folds. The former is the reduction of access time by 
making an efficient use of free data slots based on an opportunistic request of the predictive 
requester. The prediction exploits cross-layer collaboration between the transport layer, the 
Internet layer and the link layer. Because of this prediction, data slots can be provisioned in 
anticipation of new data transmission. Therefore, link utilization improves significantly. The later 
is the mitigation of preferential treatment inherent in the proportional allocator by enforcing fair 
provision of satellite resources based on the fair allocator. Therefore, intra-protocol and inter­
protocol fairness improve significantly.
The significance of this research work is the proposal of TCP-aware PFBoD that greatly improve 
TCP performance over NGSN, allowing any TCP connections, i.e. short-lived or long-lived, to co­
exist and compete fairly with one another regardless of TCP variants while a good level of QoS is 
maintained. Therefore, another QoS-enabled broadband Internet access over a satellite network is 
realized and widespread use of satellite networks to support ubiquitous provision of digital 
services as well as the Internet can be promoted.
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Chapter 8
8 Conclusion and Future Research Works
This thesis carries out simulation studies of real-world Linux TCP implementation over IP satellite 
network. The main objective is to improve TCP performance over a satellite network, which 
promotes widespread use of satellite networks to support ubiquitous provision of digital services 
and QoS enabled transport.
Simulation studies shows that performance of TCP-reno, the standard TCP based on Linux 
implementation, over satellite networks is greatly affected by large bandwidth delay product and 
frequent data losses. In a satellite network, the origin of data losses can be deterministic due to 
network congestion or random due to channel error. However, it is the random data losses that 
significantly deteriorate performance of TCP-reno. The assumption that network congestion 
causes data losses is not always applicable in a wireless system since data losses caused by 
channel error can easily occur. Reacting to the congestion losses, TCP-reno is designed to reduce 
both its congestion window and its slow start threshold in order to prevent the Internet from 
collapsing due to prolonged and excessive network congestion. However, the random losses can 
falsely trigger the fast retransmit, forcing TCP-reno to follow the same conservative course of 
action even though no congestion actually occurs, resulting in unnecessary window reduction. The 
problem is further amplified by large bandwidth delay product since it increases the time needed 
to reopen the congestion window to refill the long fat connection pipe.
Furthermore, when multiple TCP connections are sharing the same bottleneck satellite link, the 
need to compete for link resources with one another. In a long fat connection, competing TCP 
connections could take a very time to converge to a fair share of the link resources due to slow and 
conservative AIMD response of the standard TCP design.
In attempting to resolve the performance degradation problem of TCP-reno over a long fat 
network, a number of high-speed TCP variants, i.e. TCP-highspeed, TCP-cubic, TCP-compound 
and TCP-delta, have been proposed. However, introduction of high-speed TCP into a long fat 
network raises an unfair resource distribution concern when high-speed TCP and TCP -reno need 
to co-exist in the same network, specifically due to aggressive nature of high-speed TCP.
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To this regard, this thesis derives a number of novel enhancement proposals that improve TCP 
performance and QoS over a satellite network.
8.1 Conclusions
hi this thesis, five contributions are made to the Internet and satellite research communities.
* Linux TCP/IP network stack and INET simulation framework
■ Evaluation of Linux TCP variants
■ Novel high-speed TCP variant
■ Novel TCP-aware active queue management
■ Novel TCP-aware bandwidth on demand
8.1.1 Linux TCP/IP Network Stack and INET Simulation Framework
To improve credibility of simulation studies of TCP and the Internet, TCP Module for INET 
simulation framework is proposed. Unlike building other simulation modules, TCP Module makes 
use of real-world TCP codes extracted from TCP/IP network stack of real-world Linux Operating 
System. The exploitation of the real-world TCP codes allows precise emulation of Linux TCP 
within the INET simulation framework.
To integrate TCP Module with the INET simulation framework, an interface-based integration 
technique is proposed, which reuses certain data structures of Linux TCP implementation as 
INET-Linux programming interface. The interface allows communication exchanges between 
INET and TCP Module. Furthermore, TCP Module is verified and validated over a simulated 
high-speed long-distance network with lossy connections in a number of configurations. Result 
shows that TCP Module operates consistently and accurately with respect to real-world TCP 
behaviors.
Implementation of TCP Module is presented and discussed in Chapter 3. The novelty of TCP 
Module is that real-world TCP implementation from Linux TCP/IP network stack is readily 
available for research uses in the INET simulation framework. TCP Module enables the most 
flexible and realistic simulation platform for studying and evaluating existing real-world Linux 
TCP as well as implementing, testing and debugging new Linux TCP capabilities in a variety of 
different network technologies without having to depend on a costly complicated testbed or real 
network experiment.
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8.1.2 Evaluation of Linux TCP Variants
Based on Linux kernel v2.21.6, TCP Module includes the standard TCP-reno as well as nine other 
non-standard TCP variants, namely TCP-bic, TCP-cubic, TCP-highspeed, TCP-hamilton, TCP- 
hybla, TCP-scalable, TCP-vegas, TCP-veno and TCP-westwood. TCP-compound, TCP designed 
specifically for the Microsoft Window Vista platform, is reprogrammed and added to TCP Module 
via the pluggable congestion control interface. The inclusion of TCP-compound highlights 
flexibility of Linux TCP implementation when it comes to experimenting with new congestion 
control algorithms.
Performance of Linux TCP in a high-speed long-distance network with lossy connections is 
accessed in a number of different configurations. Specifically, round trip time is from 0.1 to 1.0 s 
and bit error rate is from error-free, 10-9 to 10”6. Result shows that TCP -cubic exhibits the best 
overall performance in term of scalability and robustness. However, the actual goal of this 
research work is to demonstrate one of many applications of TCP Module as well as to profile 
operational characteristic of Linux TCP variants over the given network environment. For an 
example, it is evident that non-standard Linux TCP variants often have the ability to adapt their 
operational characteristic to reflect changing network conditions based on certain factors, i.e. 
congestion window, round trip time, elapsed time or link utilization. This simulation study is 
presented and discussed in Chapter 4.
The novelty of this contribution is that the profiling obtained from the simulation study could 
pinpoint the cause of the performance degradation problem that could eventually lead to a new 
design of yet another high-speed Linux TCP variant.
8.1.3 Novel High-Speed TCP Variant
Based on the simulation study, TCP-delta, a novel high-speed TCP variant, is proposed. It is 
designed specifically to possess the ability to adapt its operational characteristic to changing 
network conditions according to several factors, i.e. link utilization, round trip time and window 
size. The adaptive capability is possible via delay-based and bandwidth estimation algorithms 
originally proposed respectively for TCP-vegas and TCP -westwood.
TCP-delta has two modes of operation during the congestion avoidance phase based on link 
utilization level. On the one hand, if link utilization is satisfactory, the window growth rate 
decreases as the congestion window increase. The rational is that once link is fully utilized, it is 
not necessary to increase congestion window quickly because an additional increase in window 
size only results in an increase in round trip time not throughput. Although the window growth 
rate is reduced, it never falls below the window growth rate of TCP-reno. On the other hand, if
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link utilization is not satisfactory, the window growth rate is further scaled by the normalized 
round trip time in order to capture the remaining of available bandwidth as quickly as possible. 
Moreover, the slow start threshold is reset based on link utilization level. If link utilization is about 
a threshold, data losses are most likely caused by network congestion and the slow start threshold 
is reset to a more aggressive value. If link utilization is below a threshold, data losses are likely 
caused by channel error and the slow start threshold is reset to a less aggressive value. Clearly, 
TCP-delta can react differently and appropriately.
Study shows that TCP-delta exhibits the best performance over a high-speed long-distance 
network with lossy connections in terms of scalability and robustness in comparison to all other 
Linux TCP variants. However, TCP-delta is second to TCP-cubic in term of intra-protocol 
friendliness and second to TCP-compound in term of inter-protocol fairness. Development of 
TCP -delta is presented and discussed in Chapter 5.
The significance of this contribution is the proposal of a novel end-to-end TCP-delta that shows 
exceptional performance in a high-speed long-distance network with lossy connections.
8.1.4 Novel TCP-Aware Active Queue Management
During heavy use of the Internet, when multiple TCP connections are sharing over the same 
bottleneck link, they might not operate at their optimal performance due to slow throughput 
convergence rate during contention and unfair resource distribution during steady state. The 
problem is further amplified when these competing TCP connections are the mixture of the 
standard TCP-reno and other non-standard TCP variants since they possess different level of 
aggressiveness.
To this regard, an active queue management technique is utilized to control dynamic of TCP by 
organizing the order of which packets are inserted, removed or dropped. As a result, a Small 
Window First Out Last Drop (SWFOLD) queueing discipline is proposed. Unlike others, this 
queueing technique is driven by cross-layer information, specifically TCP window size, which 
could be embedded in a dedicated IP option of a packet. By exploiting the TCP window size, 
SWFOLD services a packet with small window size prior to the one with large window size. In 
addition, SWFOLD drops a packet with large window size prior to the one with small window 
size. The result is a decrease in round trip time and no premature termination of the slow start, 
which increases convergence rate of link utilization and decreases unbalanced consumption of link 
resources. Development of SWFOLD is presented and discussed in Chapter 6.
The significance of this contribution is the proposal of a novel Small Window First Out Last Drop 
queueing discipline that improves TCP performance greatly during heavy use of the Internet.
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8.1.5 Novel TCP-A ware Bandwidth on Demand
TCP operates under the assumption that link bandwidth is constant and is always available. 
However, it might not always be true in a satellite network that deploys dynamic bandwidth 
allocation or Bandwidth on Demand (BoD) technique, which allocates bandwidth on a request 
basis. Therefore, available bandwidth can be different from one request to the others and it 
possibly does not match what TCP needs. The problem is further escalated by an increase in 
overall round trip time due to extra access time that is needed before the requested bandwidth 
becomes available and actual transmission of data can begin.
To this regard, a typical VBDC-Proportional (VP) BoD is used to oversee bandwidth provision 
process. In addition to the problem with access time, VPBoD scheme exhibits bias behavior that 
usually favors a large bandwidth request over a small one. As a result, a novel Predictive Fair 
(PF) bandwidth on demand scheme is proposed. In addition, to accommodate the use of this new 
predictive capability, new bandwidth request structure is also proposed, consisting of VBDC 
request and new predictive request. The predictive request is based on cross-layer information, 
specifically average TCP window size, in anticipation of packets that are likely to arrive in the 
near future. Once the bandwidth request has been submitted, Network Control Center (NCC) 
allocates satellite bandwidth in a fair manner based on the average TCP window size that is 
associated with the request. However, NCC needs to complete the VBDC request before being 
able to treat the predictive request. In addition, an unsatisfied predictive request cannot be 
accumulated over time, meaning that if it cannot be satisfied, it simply has to be dropped. 
Development of PFBoD is presented and discussed in Chapter 7.
The significance of this contribution is the proposal of a novel Predictive Fair Bandwidth on 
Demand that significantly improve satellite bandwidth provision as well as TCP performance 
during heavy use of the Internet.
8.2 Future Research Works
This research has contributed a number of key proposals that primarily aims at improving TCP 
performance over a satellite network in order to support the anytime anywhere Internet without 
breaking the end-to-end paradigm of the Internet. However, deriving long-term solutions to the 
performance degradation problem of TCP over a satellite network are still open as an on-going 
research. To this regard, future research works could be outlined as follow.
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■ TCP Module with latest software implementation
■ Evaluation of Linux TCP variants
■ High-Speed TCP variant
* TCP-aware active queue management
■ TCP-aware bandwidth on demand
8.2.1 TCP Module with Latest Software Implementation
It is the fact that all software is subjected to update, minor or major. INET and Linux TCP/IP 
network stack are of no exception. Currently, the latest version of OMNeT++ is v4.0 and the latest 
version of INET is called INETMANET. Therefore, future research work includes porting the 
current TCP Module to INETMANET in order to use new features, i.e. 64-bit computation and 
improved GUI, provided by the new simulation platform. In addition, new Linux kernel (v2.6.32) 
is available to the public. A quick examination shows that most parts of Linux TCP 
implementation, i.e. the pluggable congestion control interface and the kernel structure, are 
modified due to bug fix, update or code refactoring. Therefore, another future research work 
includes developing yet another TCP Module from the latest Linux kernel for INETMANET.
8.2.2 Evaluation of Linux TCP Variants
New TCP Module has been incorporated with a number of changes, i.e. new Linux kernel 
(v2.6.32), new INETMANET and two new Linux TCP variants, i.e. TCP-YeAH and TCP-illinois. 
Therefore, future research work includes evaluating Linux TCP variants over a long fat lossy 
connection as a part of verification and validation process as well as comparing these results to the 
ones from the previous Linux kernel v2.6.21 in order to trace evolution of real-world Linux TCP 
implementation.
8.2.3 The High-Speed TCP Variant
Study shows that TCP -delta exhibits exceptional performance over a long fat lossy connection that 
exceeds the performance of other Linux TCP variants. Despite outstanding results, future research 
work includes fine-tuning TCP-delta for different network setups. For instances, a connection 
could have multiple bottleneck links, cross traffic connections could be introduced into the setup, 
competing connections could have different round trip time, an inter-planetary communication 
system with an extremely long fat lossy link could be used as a setup and etc. Moreover, another 
future research work might include testing TCP -delta on a testbed or a real network system.
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8.2.4 TCP-A ware Active Queue Management
Study shows that, by adopting cross-layer optimization according to TCP window size, Small 
Window First Out Last Drop (SWFOLD) improves overall TCP performance greatly by raising 
friendliness and fairness to the level that is not normally achievable by TCP alone. Therefore, 
future research work includes modifying and enhancing capabilities of this TCP-aware active 
queue management to be able to make use of other TCP related information, such as a state at 
which TCP is operating, i.e. slow start, congestion avoidance or loss recovery, in providing 
efficient and fair resource management.
8.2.5 TCP-Aware Bandwidth on Demand
Study shows that, by adopting cross-layer optimization based on average TCP window size, 
Predictive Fair Bandwidth on Demand (PFBoD) improves overall TCP performance significantly 
by raising link utilization as well as friendliness and fairness to the level that is not normally 
achievable by TCP alone. Therefore, future research work includes modifying and enhancing 
capabilities of TCP-aware bandwidth on demand to be able to make use of other TCP related 
information, such as a state at which TCP is operating, i.e. slow start, congestion avoidance or loss 
recovery, in providing efficient and fair provision of bandwidth.
8.3 Summary
Although the internet is of the best effort by nature, it eventually could have QoS enabled as a 
result of extensive research on TCP. This ensures that all users are going to experience reasonably 
the same quality of service of the Internet in term of throughput regardless of time and location, 
provided that applications are of the same or comparable type. Therefore, widespread deployment 
of satellite networks to support the NGN architecture for general or mission-critical use of the 
Internet can effectively be promoted, bridging the digital divide.
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