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JOHNSON’S BIJECTIONS AND THEIR APPLICATION TO
COUNTING SIMULTANEOUS CORE PARTITIONS
JINEON BAEK, HAYAN NAM, AND MYUNGJUN YU
Abstract. Johnson recently proved Armstrong’s conjecture which states that
the average size of an (a, b)-core partition is (a+b+1)(a−1)(b−1)/24. He used
various coordinate changes and one-to-one correspondences that are useful for
counting problems about simultaneous core partitions. We give an expression
for the number of (b1, b2, · · · , bn)-core partitions where {b1, b2, · · · , bn} con-
tains at least one pair of relatively prime numbers. We also evaluate the largest
size of a self-conjugate (s, s+ 1, s+ 2)-core partition.
1. Introduction
Let N denote the set of non-negative integers. If λ = (λ1, λ2, · · · , λ`) is an `-tuple
of non-increasing positive integers with
∑`
i=1 λi = n, then we call λ a partition of
n. One can visualize λ by using Ferrers diagram as in Figure 1. Each square in a
Ferrers diagram is called a cell. By counting the number of cells in its NE (North
East) and NW (North West) direction including itself, we define the hook length of
a cell. For example, the hook length of the colored cell in Figure 1 is 6.
Figure 1. λ = (6, 3, 2, 2, 1)
We say λ is an a-core partition (or, simply an a-core) if there is no cell whose
hook length is divisible by a. Similarly, we say a partition is an (a1, a2, · · · , an)-core
if it is simultaneously an a1-core, an a2-core, · · · , and an an-core.
Anderson [4] proved that if a and b are coprime, the number of (a, b)-cores is
Cata,b :=
1
a+b
(
a+b
a
)
, which is a generalized Catalan number. Since Anderson [4],
many mathematicians have been conducting research on counting simultaneous core
partitions and related subjects: [1], [2], [3], [5], [8], [9], [10], [11], [14], [15], [16],
[18].
Armstrong [5] conjectured that if a and b are coprime, the average size of an
(a, b)-core partition is (a + b + 1)(a − 1)(b − 1)/24. Johnson [8] recently proved
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Armstrong’s conjecture by using Ehrhart theory. A proof without Ehrhart theory
was given by Wang [13].
In [8], Johnson estabilished a bijection between the set of (a, b)-cores and the set{
(z0, z1, · · · , za−1) ∈ Na :
a−1∑
i=0
zi = b and a |
a−1∑
i=0
izi
}
.
By showing that the cardinality of this set is Cata,b, he gave a new proof of An-
derson’s theorem. Inspired by Johnson’s method and this bijection, we count the
number of simultaneous core partitions. We find a general expression for the num-
ber of (b1, b2, . . . , bn)-core partitions where {b1, b2, . . . , bn} contains at least one
pair of relatively prime numbers. As a corollary, we obtain an alternative proof for
the number of (s, s + d, s + 2d)-core partitions, which was given by Yang-Zhong-
Zhou [17] and Wang [13]. Subsequently, we also give a formula for the number of
(s, s+ d, s+ 2d, s+ 3d)-core partitions.
Many authors have studied core partitions satisfying additional restrictions. For
example, Berg and Vazirani [7] gave a formula for the number of a-core partitions
with largest part x. We generalize this formula, giving a formula for the number of
a-core partitions with largest part x and second largest part y.
This paper also includes a result related to the largest size of a simultaneous
core partition which has been studied by many mathematicians. For example,
Aukerman, Kane and Sze [6, Conjecture 8.1] conjectured that if a and b are coprime,
the largest size of an (a, b)-core partition is (a2 − 1)(b2 − 1)/24. This was proved
by Tripathi in [12]. It is natural to wonder what would be the largest size of
an (a, b, c)-core. Yang-Zhong-Zhou [17] found a formula for the largest size of an
(s, s + 1, s + 2)-core. In section 4, we give a formula for the largest size of a self-
conjugate (s, s + 1, s + 2)-core partition. We also prove that such a partition is
unique (see Theorem 3.3).
The layout of this paper is as follows. In Section 2, we introduce Johnson’s c-
coordinates and x-coordinates for core partitions. In Section 3, we give a formula
for the largest size of a self-conjugate (s, s + 1, s + 2) core partition. In Section 4,
using c-coordinates, we count the number of a-core partitions with given largest
part and second largest part. In Section 5, we derive formulas for the number of
simultaneous core partitions by using Johnson’s z-coordinates.
2. Review of Johnson’s bijections
In this section, we review Johnson’s bijections in [8], which are fundamental in
this paper. For an integer a greater than 1, let Pa denote the set of a-core partitions.
Let
Ca :=
{
(c0, c1, · · · , ca−1) ∈ Za :
a−1∑
i=0
ci = 0
}
.
We first construct a bijective map from Ca to Pa.
2.1. One-to-one correspondence between Pa and Ca. For each element
(c0, c1, · · · , ca−1) ∈ Ca, we associate a “tilted a-abacus” to it.
First, draw a vertical line L. Consider an infinite row of beads spaced a units
apart along with a − 1 similar rows of beads below it, with each row shifted one
unit to the right of the row above it (see Figure 2). Each bead will be colored black
or white. No white bead is allowed on the right side of a black bead in the same
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row. In ith row, 0 ≤ i ≤ a − 1, we denote the number of white beads to the right
of L by ri, and the number of black beads to the left of L by `i. Let ci = ri − `i.
Then, we have a tilted a-abacus for (c0, c1, · · · , ca−1).
Now we construct the corresponding a-core partition which is given by a path
that consists of NE and SE steps. In a tilted a-abacus, let each black bead represent
a NE step, and each white bead represent a SE step. The condition
∑
ci = 0 implies
that the number of NE steps to the left of L equals the number of SE steps to the
right of L. Black beads to the left of the right-most white bead correspond to parts
of the partition. Now, ignoring what row the beads are in, each part is obtained by
counting the total number of white beads anywhere to the right of the black bead.
For example, (1, 2, 0,−3) ∈ C4 corresponds to the 4-core partition (9, 6, 3, 1, 1, 1)
in Figure 2. The map from Ca to Pa defined in this way is bijective (see [8] for
details).
Figure 2. (1, 2, 0,−3) ∈ C4 and its associated 4-core partition
(9, 6, 3, 1, 1, 1). The part sizes below the black beads are the num-
ber of white beads anywhere to the right of that black bead.
We write ϕa : Pa → Ca for the inverse map. Define
Xa :=
{
(x0, x1, · · · , xa−1) ∈ Qa :
a−1∑
i=0
xi = 0 and xi ≡ i
a
− a− 1
2a
(mod 1)
}
.
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There is a natural bijection from Ca to Xa by letting xi = ci + ia − a−12a . The
composition of this map with ϕa gives the bijection
ψa : Pa → Xa.
For the rest of this section, we fix an a-core λ, ϕa(λ) = (c0, c1, · · · , ca−1), and
ψa(λ) = (x0, x1, · · · , xa−1). Below are several lemmas which we use throughout the
paper.
Lemma 2.1. [8, Theorem 2.10] The size of λ is
a−1∑
k=0
(a
2
c2k + kck
)
.
Lemma 2.2. For each 0 ≤ i ≤ a − 1, the partition λ is self-conjugate if and only
if ci = −ca−1−i.
Proof. The lemma follows from the construction of the bijection beween Pa and
Ca. 
Lemma 2.3. [8, Lemma 3.1] The partition λ is also a b-core, and therefore an
(a, b)-core, if and only if for any 0 ≤ i ≤ a− 1,
ci+b − ci ≤ qa(b+ i),
where qa(b+ i) is the remainder (between 0 and a− 1) when b+ i is divided by a.
Lemma 2.4. [8, Lemma 3.4] The partition λ is also a b-core partition, and therefore
an (a, b)-core, if and only if for any 0 ≤ i ≤ a− 1,
xi+b − xi ≤ b/a.
3. The largest size of a self-conjugate (s, s+ 1, s+ 2)-core partition
The goal of this section is to give a formula for the largest size of a self-conjugate
(s, s + 1, s + 2)-core partition. Yang, Zhong, and Zhou [17] evaluated the largest
size of an (s, s+ 1, s+ 2)-core partition depending on the parity of s.
Theorem 3.1 (Yang-Zhong-Zhou). The largest size of an (s, s + 1, s + 2)-core
partition is {
m
(
m+1
3
)
if s = 2m− 1,
(m+ 1)
(
m+1
3
)
+
(
m+2
3
)
if s = 2m.
Moreover, the largest size partition comes from a unique self-conjugate partition
when s is even, and a unique pair of conjugate partitions if s is odd.
We devote this section to find the largest size of a self-conjugate (s, s+ 1, s+ 2)-
core partition.
Remark 3.2. Our result in Theorem 3.3 coincides with Theorem 3.1 if s is even.
In this case, we get a unique largest size partition. On the other hand, when s is
odd, the size of the largest self-conjugate (s, s + 1, s + 2)-core is smaller than the
size of the largest unrestricted (s, s+1, s+2)-core, and the difference between them
is {
(2w − 1)w2 if s = 4w − 1,
(2w − 1)(w − 1)2 if s = 4w − 3.
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If s is odd, Yang, Zhong, and Zhou [17] showed there are two (s, s+ 1, s+ 2)-cores
(a pair of conjugate partitions) with the largest size, whereas there is a unique
self-conjugate (s, s+ 1, s+ 2)-core with the largest size (see Theorem 3.3).
Let λ be a self-conjugate (s, s + 1, s + 2)-core partition. Let a = s + 1 and
ϕa(λ) = (c0, c1, · · · cs). Then Lemma 2.3 shows
−1 ≤ c1 − c0 ≤ 1,
−1 ≤ c2 − c1 ≤ 1,
...
−1 ≤ cs − cs−1 ≤ 1,
0 ≤ c0 − cs ≤ 2.
(1)
Theorem 3.3. The largest size of a self-conjugate (s, s+ 1, s+ 2)-core partition is
w(2w+1)(4w2+2w+1)
3 if s = 4w,
w2(8w2−6w+1)
3 if s = 4w − 1,
w(2w−1)(4w2−2w+1)
3 if s = 4w − 2,
(w−1)(2w−1)(4w2−5w+3)
3 if s = 4w − 3.
Moreover, there is a unique self-conjugate (s, s+ 1, s+ 2)-core partition having the
largest size.
Proof. Recall a = s+ 1. We give details for the cases s = 4w − 1 and s = 4w − 3.
The other cases can be proved similarly, or follow from Theorem 3.1. First assume
that s = 4w−1. Note that c2w−1 = c2w = 0 and c0 = 0 or 1 by Lemma 2.2 and (1).
Lemma 2.1 and Lemma 2.2 gives the size of a partition in terms of ci-coordinates:
(2)
s∑
k=0
(
s+ 1
2
c2k + kck
)
=
2w−1∑
k=0
(
4wc2k − (4w − 1− 2k)ck
)
.
For simplicity, let
fk(ck) = 4wc
2
k − (4w − 1− 2k)ck.
For 0 ≤ k ≤ 2w−1, we define mk := min(k+1, 2w−1−k) and nk := −min(k, 2w−
1− k). We claim (2) has its maximum either when
(i) ck = mk for 0 ≤ k ≤ 2w − 1, or
(ii) ck = nk for 0 ≤ k ≤ 2w − 1.
Note that case (i) is when ck’s are “as large as possible” and case (ii) is when ck’s
are “as small as possible” under the restrictions on ci. In case (i), {ck} is increasing
for 0 ≤ k ≤ w− 1 and decreasing for w− 1 ≤ k ≤ 2w− 1 with the peak cw−1 = w.
In case (ii), {ck} is decreasing for 0 ≤ k ≤ w− 1 and increasing for w ≤ k ≤ 2w− 1
with two lowest terms cw−1 = cw = −(w − 1).
Let c0 = 0. It is clear that fk(ck) has its maximum when ck = −min(k, 2w−1−
k), so (2) gets its maximum in case (ii) . If ck > 0 for 0 ≤ k ≤ 2w − 2, then fk(ck)
has its maximum if ck = min(k + 1, 2w − 1 − k), which is the case (i). Finally, if
c0 = 1 and there is some 1 ≤ i ≤ 2w − 2 such that ci = 0, we may assume i is the
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smallest such index. By a similar reasoning as above we conclude that (2) acquires
its maximum (in the case ci = 0) when
ck = lk :=
{
min(k + 1, i− k) if 0 ≤ k ≤ i,
−min(k − i, 2w − 1− k) if i ≤ k ≤ 2w − 1.
However, the maximum size in this case is bounded by the value of (2) in case(ii).
To justify it, it is enough to note the following:
fk(lk) < fk+1(nk+1) if 0 ≤ k ≤ i− 1
fk(lk) = f0(n0) = 0 if k = i
fk(lk) ≤ fk(nk) if i+ 1 ≤ k ≤ 2w − 1
By simple calculations, one can see
2w−1∑
k=0
fk(mk) =
w2(8w2 − 6w + 1)
3
,
2w−1∑
k=0
fk(nk) =
w2(8w2 − 6w − 2)
3
.
Therefore, the maximum of (2) is w
2(8w2−6w+1)
3 .
Similarly, if s = 4w − 3 then c2w−2 = c2w−1 = 0, and the size is
(3)
s∑
k=0
(
s+ 1
2
c2k + kck
)
=
2w−2∑
k=0
(
(4w − 2)c2k − (4w − 3− 2k)ck
)
.
By the exactly same argument as above, the equation (3) has its maximum either
when
(i) ck = min(k + 1, 2w − 2− k) for 0 ≤ k ≤ 2w − 2, or
(ii) ck = −min(k, 2w − 2− k) for 0 ≤ k ≤ 2w − 2.
Simple computations show (3) has its maximum in the latter case, so the maxi-
mum of (3) is (w−1)(2w−1)(4w
2−5w+3)
3 . Note that it follows from the proof that if∑s
k=0
(
s+1
2 c
2
k + kck
)
has its maximum value, then ck is determined uniquely, so
there is a unique self-conjugate (s, s+ 1, s+ 2)-core of the largest size. 
4. Simultaneous Core Partitions with Fixed Largest Part
In this section, the convention is that
(
a
b
)
= 0 if either a or b is negative. We
begin with a standard combinatorial fact.
Lemma 4.1. Let b ∈ Z and si ∈ Z for 0 ≤ i ≤ a− 1. Then∣∣∣∣∣
{
(z0, z1, · · · , za−1) ∈ Za : zi ≥ si and
a−1∑
i=0
zi = b
}∣∣∣∣∣ =
(
b+ a−∑a−1i=0 si − 1
a− 1
)
.
Lemma 4.2. If a partition λ = (λ1, λ2, · · · , λn) is an a-core, then
(1) λk − λk+1 ≤ a− 1 for all 1 ≤ k ≤ n.
(2) For any s ∈ N, s appears at most a− 1 times among λk for 1 ≤ k ≤ n.
Proof. If λi − λi+1 ≥ a for some i, it is easy to see that there is a cell with hook
length a on the ith row of the Ferrers diagram of λ, which proves (1). Now (2)
follows from (1) by considering the conjugate of λ. 
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Berg and Vazirani proved the following.
Theorem 4.3 (Berg, Vazirani). The number of `-core partitions with largest part
k is
(
`+k−2
k
)
.
In the rest of the section we give a new proof and generalize the theorem.
Theorem 4.4. Let i ≥ 1 be an integer. Let Px,ia denote the set of a-core partitions
λ such that the largest part of λ is x and there are exactly i parts of λ equal to x.
Then, we have the following.
(1) |Px,ia | =
(
x+a−2−i
a−1−i
)
.
(2) The number of a-core partitions with largest part x is
(
x+a−2
x
)
.
(3) The number of a-core partitions with largest part x and second largest part
y is {(
y+a−3
y
)
if x− y < a− 1,(
y+a−2
y
)
if x− y = a− 1.
Proof. Recall the construction of ϕa in subsection 2.1. Let λ be a partition with
i many parts of x where x is the largest part. Let ϕa(λ) = (c0, c1, · · · , ca−1) such
that
∑a−1
k=0 ck = 0. Let k1 := min(t : ct ≤ cs for t 6= s). Then by the construction
of ϕa, we have
x = (c0−ck1−1)+(c1−ck1−1)+· · · (ck1−1−ck1−1)+(ck1+1−ck1)+· · ·+(ca−1−ck1).
This implies −ack1 − k1 = x, which determines k1 since −k1 ≡ x (mod a), and
ck1 = −(x+ k1)/a.
First we assume i+ k1 ≤ a− 1. Then we have
cj ≥ −x+k1a + 1 if 0 ≤ j ≤ k1 − 1,
cj = −x+k1a if k1 ≤ j ≤ k1 + i− 1,
cj ≥ −x+k1a + 1 if j = k1 + i,
cj ≥ −x+k1a if k1 + i+ 1 ≤ j ≤ a− 1.
Then, by Lemma 4.1, we have that
∑a−1
k=0 ck = 0 has
(
x+a−2−i
a−1−i
)
values of
(c0, · · · , ca−1) satisfying these conditions. Now we assume i + k1 ≥ a. Then we
have 
cj = −x+k1a + 1 if 0 ≤ j ≤ i− (a− k1)− 1,
cj ≥ −x+k1a + 2 if j = i− (a− k1),
cj ≥ −x+k1a + 1 if i− (a− k1) + 1 ≤ j ≤ k1 − 1,
cj = −x+k1a if k1 ≤ j ≤ a− 1.
Again, it follows from Lemma 4.1 that
∑a−1
k=0 ck = 0 has
(
x+a−2−i
a−1−i
)
values of
(c0, · · · , ca−1) satisfying these conditions, and this complete the proof of (1). The
second assertion follows from (1).
Now suppose λ has y as the second largest part. Note that x − y ≤ a − 1 by
Lemma 4.2. If x − y = a − 1, then the second black bead from left locates on the
same runner (k1th runner) as the first black bead from left. This shows{
cj ≥ −x+k1a + 2 if 0 ≤ j ≤ k1 − 1,
cj ≥ −x+k1a + 1 if k1 + 1 ≤ j ≤ a− 1,
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so there are
(
y+a−2
y
)
values of (c0, · · · , ca−1) satisfying these conditions due to
Lemma 4.1. If x− y < a − 1, we first assume k2 := k1 + x− y + 1 ≤ a− 1. Here,
ck2 = ck1 = −x+k1a and
cj ≥ −x+k1a + 1 if 0 ≤ j ≤ k1 − 1,
cj ≥ −x+k1a + 1 if k1 + 1 ≤ j ≤ k2 − 1,
cj ≥ −x+k1a if k2 + 1 ≤ j ≤ a− 1.
Then
∑a−1
k=0 ck = 0 has
(
y+a−3
y
)
values of (c0, · · · , ca−1) satisfying these conditions
by Lemma 4.1. Now we assume k2 = k1 + x − y + 1 ≥ a. Then we have ck2−a =
−x+k1a + 1 and 
cj ≥ −x+k1a + 2 if 0 ≤ j ≤ k2 − a− 1,
cj ≥ −x+k1a + 1 if k2 − a+ 1 ≤ j ≤ k1 − 1,
cj ≥ −x+k1a + 1 if k1 + 1 ≤ j ≤ a− 1.
Then
∑a−1
k=0 ck = 0 has
(
y+a−3
y
)
values of (c0, · · · , ca−1) satisfying these conditions
by Lemma 4.1 in this case too, so (3) follows. 
5. Counting simultaneous core partitions
We continue to assume that a ≥ 2 is an integer. We also keep the convention
that
(
a
b
)
= 0 if any of a or b is negative.
Definition 5.1. Let T denote the operator on Na such that
T (z0, z1, · · · , za−1) = (z1, · · · , za−1, z0),
for any (z0, z1, · · · , za−1) ∈ Na. Let S be a set of tuples (z0, z1, · · · za−1) ∈ Na. We
say S is stable under T if T (S) = S.
Lemma 5.2. Suppose (a, b) = 1. Suppose S is stable under T . Let
Y1 =
{
(z0, z1, · · · , za−1) ∈ Na :
a−1∑
m=0
zm = b, and a |
a−1∑
m=0
mzm
}
∩ S,
Y2 =
{
(z0, z1, · · · , za−1) ∈ Na :
a−1∑
m=0
zm = b
}
∩ S.
Then |Y1| = |Y2|/a.
Proof. There is a natural action of Z/aZ on Y2 such that 1 ∈ Z/aZ acts as T . Let
f be the function on Y2 such that f((z0, z1, · · · za−1)) =
∑a−1
m=0mzm. Let s ∈ Y2.
Note that
(1) f(T i(s)) and f(T j(s)) are in different residue classes modulo a for 0 ≤ i 6=
j ≤ a− 1, and
(2) Each orbit has a elements.
Noting that a and b are coprime proves (1), and (2) follows from (1) consequently.
Now the lemma follows immediately. 
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Remark 5.3. As Aaron Berger pointed out, a more general version of Lemma 5.2
holds: Let Θ : Y2 → R be a T -invariant function, i.e, Θ ◦ T = Θ. Then we have∑
x∈Y1
Θ(x) =
1
a
∑
y∈Y2
Θ(y).
The proof is identical to that of Lemma 5.2, and one can recover Lemma 5.2 simply
by taking Θ = 1. We will not need this general fact in the sequel.
The following theorem gives an expression for the number of (a, b0, b1, · · · , bn)-
core partitions for any non-negative integer n when a and b0 are coprime. Note
that when n = 0, the following theorem is the same as Lemma 3.5 in [8]. In fact,
Johnson used this to give a new proof of Anderson’s theorem on the number of
(a, b)-core partitions.
Theorem 5.4. Let a, b0, b1, · · · , bn be positive integers, where none of bi is a mul-
tiple of a. Suppose that a and b0 are coprime. For 1 ≤ i ≤ n, let li be such that
1 ≤ li ≤ a − 1 and a | b0li + bi. Then there is a bijection between the set of
(a, b0, b1, · · · , bn)-core partitions and(z0, · · · , za−1) ∈ Na :
a−1∑
m=0
zm = b0, a |
a−1∑
m=0
mzm, and
j+li−1∑
m=j
zm ≤ (b0li + bi)/a
 ,
where the inequality holds for all 1 ≤ i ≤ n and 0 ≤ j ≤ a − 1. Here, indices are
interpreted modulo a. In particular, the number of (a, b0, b1, · · · , bn)-core partitions
is
1
a
∣∣∣∣∣∣
(z0, · · · , za−1) ∈ Na :
a−1∑
m=0
zm = b0, and
j+li−1∑
m=j
zm ≤ (b0li + bi)/a for all i, j

∣∣∣∣∣∣ .
Proof. We follow the proof of [8, Lemma 3.5]. Lemma 2.4 implies that the set of
(a, b0, b1, · · · , bn)-core partitions is in one-to-one correspondence with the set
{(x0, x1, · · · , xa−1) ∈ Xa : xi+bj − xi ≤ bj/a for all i, j }.
Let k ≡ −(b0 + 1)/2 (mod a). Then xk = ck + ka − a−12a , so axk ≡ −a−b02 (mod a).
Let
(4) zm := xmb0+k − x(m+1)b0+k + b0/a.
Then
∑a−1
m=0 zm = b0 and zm ≥ 0 by Lemma 2.4. Also,
zj + zj+1 + · · · zj+li−1 = xjb0+k − xjb0+k+lib0 + lib0/a
= xjb0+k+lib0+bi − xjb0+k+lib0 + lib0/a
≤ (lib0 + bi)/a,
where the last inequality follows from Lemma 2.4 for bi. Moreover,
(5)
a−1∑
m=0
mzm = −axk + b0(a− 1)
2
≡ 0 (mod a),
so
∑a−1
m=0mzm is a multiple of a. Similarly, by (4) and (5) it is easy to see a tuple
(z0, z1, · · · za−1) satisfies the conditions∑
zm = b0, a|
∑
mzm, and zj + zj+1 + · · · zj+li−1 ≤ (b0li + bi)/a for all i, j,
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determines xk uniquely, so does xj for any j. Finally, Lemma 5.2 justifies the last
assertion. 
Corollary 5.5. Suppose (a, b0) = 1 and a | (b0 + b1). Let m = (b0 + b1)/a. Then
the number of (a, b0, b1)-core partitions is
1
a
∑
mym+···2y2+y1=b0
(
a
ym
)(
a− ym
ym−1
)
· · ·
(
a− ym − · · · − y2
y1
)
.
Proof. In the summand, the letter yi stands for the number of i’s in the tuple
(z0, · · · , za−1). Then the corollary follows from the previous theorem. 
Letting a = s + 1, b0 = s, b1 = s + 2, Corollary 5.5 recovers a theorem of Yang-
Zhong-Zhou [17]. Letting a = s + d, b0 = s, b1 = s + 2d, Corollary 5.5 recovers
Theorem 1.6 of Wang [13].
Corollary 5.6 (Yang-Zhong-Zhou, Wang). Suppose s and d are coprime. Then
the number of (s, s+ d, s+ 2d)-core partitions is
1
s+ d
bs/2c∑
y2=0
(
s+ d
y2
)(
s+ d− y2
s− 2y2
)
.
Theorem 5.7. Suppose (s, d) = 1. The number of (s, s + d, s + 2d, s + 3d)-core
partitons is
1
s+ d
bs/2c∑
k=0
{(
s+ d− k − 1
k − 1
)
+
(
s+ d− k
k
)}(
s+ d− k
s− 2k
)
.
Proof. Putting a = s+ d, b0 = s, b1 = s+ 2d, and b2 = s+ 3d in Theorem 5.4, it is
enough to compute 1s+d |A|, where
A :=
{
(z0, · · · , zs+d−1) ∈ Ns+d :
s+d−1∑
i=0
zi = s, 0 ≤ zj ≤ 2, and zj + zj+1 ≤ 3 for all j
}
.
Let a tuple (z0, z1, · · · , zs+d−1) be an element of A and k be the number of 2’s in
the tuple. Since
∑s+d−1
i=0 zi = s, we have k ≤ bs/2c. Based on the given restrictions,
the tuple cannot have two consecutive 2. Among indices 0 through s + d − 1, we
select all indices 0 ≤ i1 ≤ · · · ≤ ik ≤ s+ d− 1 where zij = 2 for 1 ≤ j ≤ k.
Then the “no adjacent 2” condition on zj is equivalent to the following:
w1 := i1 ≥ 0,
w2 := i2 − i1 − 1 ≥ 1,
...
wk := ik − ik−1 − 1 ≥ 1,
wk+1 := s+ d− 1− ik ≥ 0,
w1 + wk+1 ≥ 1.
Obviously w1 + w2 + · · · + wk+1 = s + d − k. If w1 = 0, then wk+1 ≥ 1, so
there are
(
s+d−k−1
k−1
)
pairs of such (wj) by Lemma 4.1. If w1 ≥ 1, then wk+1 ≥ 0,
so there are
(
s+d−k
k
)
pairs of such (wj) by Lemma 4.1. Once there are k many 2 in
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zj , there should be s− 2k many 1 in zj by the condition
∑s+d−1
i=0 zi = s. Therefore
the theorem follows. 
Remark 5.8. There is another result on the number (a1, a2, · · · , an)-core parti-
tions, where (ai) forms an arithmetic progression. Fix a positive integer p. Let fs
be the number of simultaneous (s, s+ 1, . . . , s+ p)-cores. Xiong [14] gives a recur-
rence relation satisfied by fs and gives an expression for the generating function of
this sequence.
Recall Cata,b = 1a+b
(
a+b
a
)
is the number of (a, b)-core partition if a and b are
coprime.
Theorem 5.9. Suppose that 3 < a < b are coprime, a|(2b+ c), and c > 12ab− 2b.
Write m = (c+ 2b)/a. Then, the number of (a, b, c)-core partitions is
Cata,b − (m+ 1)
(
b+ a−m− 3
a− 2
)
+
(
b+ a−m− 3
a− 1
)
.
Remark 5.10. Note that all binomial terms in Theorem 5.9 is equal to 0 when
c > ab − a − b, which gives a constant value Cata,b for the number of (a, b, c)-
core partitions. Indeed, for any c > ab − a − b, c can be represented as a linear
combination of a and b, like c = sa+ tb for some nonnegative integer s and t. Then,
an (a, b, sa+ tb)-core is simply an (a, b)-core.
Proof of Theorem 5.9. The proof is based on the inclusion-exclusion priciple. Let
Ai :=
{
(z0, z1, · · · za−1) ∈ Na :
∑
zj = b, zi + zi+1 > m
}
.
Note first that m > b/2, so Ai∩Ai+2 = ∅ (since a > 3). Clearly |Ai| and |Ai∩Ai+1|
are independent of the choice of i. Theorem 5.4 shows that the number of (a, b, c)-
core partitions is
(6)
1
a
∣∣∣{(z0, z1, · · · za−1) ∈ Na : ∑ zj = b, zi + zi+1 ≤ m for all i}∣∣∣ .
By the inclusion-exclusion principle and Lemma 4.1, (6) equals
1
a
(
b+ a− 1
a− 1
)
− |A0|+ |A0 ∩A1|.
We now compute |A0|. If z0 ≥ m + 1, then z1 ≥ 0, so there are
(
b+a−m−2
a−1
)
many
such tuples (z0, z1, · · · , za−1) by Lemma 4.1. If z0 = l ≤ m, then z1 ≥ m+ 1− l, so
there are
(
b+a−m−3
a−2
)
many such tuples by Lemma 4.1. Therefore
|A0| =
(
b+ a−m− 2
a− 1
)
+ (m+ 1)
(
b+ a−m− 3
a− 2
)
.
Now we compute |A0 ∩A1|. If z1 ≥ m+ 1, then z0, z2 ≥ 0, so there are
(
b+a−m−2
a−1
)
such tuples by Lemma 4.1. If z1 = l ≤ m, then z0, z2 ≥ m + 1 − l, so there are(
b+a+l−2m−4
a−2
)
such tuples by Lemma 4.1. It follows that
|A0 ∩A1| =
(
b+ a−m− 2
a− 1
)
+
b+a−m−4∑
k=a−2
(
k
a− 2
)
=
(
b+ a−m− 2
a− 1
)
+
(
b+ a−m− 3
a− 1
)
,
which completes the proof. 
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