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On measures which generate the scalar
product in a space of rational functions.
Victor Katsnelson
Abstract. Let z1, z2, . . . , zn be pairwise different points of the unit disc
and L(z1, z2, . . . zn) be the linear space generated by the rational frac-
tions 1
t−z1
, 1
t−z2
, · · · , 1
t−zn
· Every non-negative measure σ on the unit
circle T generates the scalar product
〈 f , g 〉
L2
σ
=
∫
T
f(t) g(t)σ(dt), ∀ f, g ∈ L2σ.
The measures σ are described which satisfy the condition
〈 f , g 〉
L2
σ
= 〈 f , g 〉
L2
m
, ∀ f, g ∈ L(z1, z2, . . . zn),
where m is the normalized Lebesgue measure on T.
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• R stands for the set of all real numbers.
• C stands for the set of all complex numbers.
• T is the unite circle: T = {t ∈ C : |t| = 1}.
• D+ is the open unite disc: D+ = {z ∈ C : |z| < 1}.
• D− is the exterior of the unite circle: D− = {z ∈ C : 1 < |z| ≤ ∞}.
The main objects of this note are spaces of functions on the unit circle
T and measures generated scalar products in such spaces. Let us set some
notation.
For a non-negative measure σ on T, the space L2σ is the set of all square
integrable functions with respect to the measure σ. The space L2σ is provided
by natural linear operations and by the scalar product
〈 f , g 〉
L2
σ
=
∫
T
f(t) g(t)σ(dt). ∀ f, g ∈ L2σ.
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Let z1, z2, . . . , zn, n < ∞, be a sequence of pairwise different points of the
unit disc D+:
zk ∈ D+, 1 ≤ k ≤ n, (1a)
zp 6= zq, 1 ≤ p, q ≤ n. (1b)
We relate two objects to this sequence. The first object is the Blaschke prod-
uct1
B(t) =
∏
1≤k≤n
zk − t
1− zkt
·
|zk|
zk
· (2)
The second object is the sequence
e(t, zk) =
1
t− zk
, 1 ≤ k ≤ n, (3)
of rational fractions.
Let L(z1, z2, . . . , zn) be the linear space generated by the functions
e(t, zk), 1 ≤ k ≤ n. In other words, L(z1, z2, . . . , zn) is the set of all linear
combinations
∑
1≤k≤h
αk e(t, zk), where αk, 1 ≤ k ≤ n, are arbitrary complex
numbers.
Functions which belong to the linear space L(z1, z2, . . . , zn) are contin-
uous on the unit circle T. Therefore they belong to every space L2σ, where σ
is a nonnegative measure on T. If
f(t) =
∑
1≤k≤n
ξk e(t, zk), g(t) =
∑
1≤k≤n
ηk e(t, zk) (4)
belong to L(z1, z2, . . . , zn), then their scalar product in the space L
2
σ is equal
to
〈 f , g 〉
L2
σ
=
∑
1≤k,l≤n
ξk ηl 〈 e(., zk) , e(., zl) 〉
L2
σ
. (5)
Among all nonnegative measures σ on T, we distinguish the normalised Lebesgue
measure m(dt).
We discuss the following
Problem 1. Let pairwise different points z1, z2, . . . , zn from D+ be given. How
to describe those nonnegative measures σ on T for which the property
〈 f , g 〉
L2
σ
= 〈 f , g 〉
L2
m
, ∀ f, g ∈ L(z1, z2, . . . , zn). (6)
holds?
Definition 1. Given the set z1, z2, . . . , zn of pairwise different points from
D+, let Σ(z1, z2, . . . , zn) be the set of all non-negative measures on T for
which the property (6) holds.
Lemma 2. Given the set z1, z2, . . . , zn of pairwise different points from D+,
then the set Σ(z1, z2, . . . , zn) is not empty, convex, and bounded set of mea-
sures which is closed with respect to the weak topology.
1If zk = 0 for some k, then the appropriate factor of the Blaschke product (2) is equal just
to t, but not to zk−t
1−zkt
·
|zk|
zk
·.
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Proof. The set Σ(z1, z2, . . . , zn) is not empty: the Lebesgue measure m be-
longs to this set. The convexity of this set and its weak closeness are evident.
The Σ(z1, z2, . . . , zn) is bounded. In Lemma 13 we establish the estimate
σ(T) ≤
1 +B(0)
1−B(0)
, ∀σ ∈ Σ(z1, z2, . . . , zn). (7)
(We emphasize that the inequalities (36) holds.) 
In view of (5), the equality (6) is equivalent to the totality of equalities
〈 e(., zk) , e(., zl) 〉
L2
σ
= 〈 e(., zk) , e(., zl) 〉
L2
m
, 1 ≤ k, l ≤ n. (8)
The expressions in the right hand side of (8) can be calculated explicitly:
〈 e(., zk) , e(., zl) 〉
L2
m
=
1
1− zkzl
, 1 ≤ k, l ≤ n. (9)
The expressions in the left hand side of (8) can be presented as
〈 e(., zk) , e(., zl) 〉
L2
σ
=
∫
T
1
t− zk
1
t− zl
σ(dt), 1 ≤ k, l ≤ n. (10)
Thus the Problem 1 can be reformulated as follows:
Problem 1′. Let pairwise different points z1, z2, . . . , zn from D+ be given.
How to describe such nonnegative measures σ on T for which the totality of
equalities ∫
T
1
t− zk
1
t− zl
σ(dt) =
1
1− zkzl
, 1 ≤ k, l ≤ n, (11)
hold?
It turns out that the Problem 1′ can be reduced to a very special
Newanlinna-Pick interpolation problem.
Let σ be a nonnegative measure on T. We associate the function
ϕσ(z) =
∫
T
t+ z
t− z
σ(dt), z ∈ D+, (12)
with this σ. It is clear that the function ϕσ is holomorphic in D+.
If ζ′, ζ
′′
∈ D+, then
ϕσ(ζ
′) + ϕσ(ζ
′′)
2(1− ζ ′ζ ′′)
=
∫
T
1
t− ζ ′
1
t− ζ ′′
σ(dt). (13)
For ζ
′
= zk, ζ
′′
= zl, the expression in the right hand side of (13) coincides
with the expression in the left hand side of (11). Thus the equalities (11) can
be rewritten in the form
ϕσ(zk) + ϕσ(zl)
1− zkzl
=
2
1− zkzl
, 1 ≤ k, l ≤ n,
that is
ϕσ(zk) + ϕσ(zl) = 2, 1 ≤ k, l ≤ n. (14)
Thus the following statement is proved.
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Lemma 3. Let z1, z2, . . . , zn be pairwise different points of the unit disc D+.
For a non-negative measure σ on T, let ϕσ be the function associated with
the measure σ according to (12).
1. If σ ∈ Σ(z1, z2, . . . , zn), then the equalities (14) hold.
2. If the equalities (14) hold, then the σ ∈ Σ(z1, z2, . . . , zn).
We consider the equalities (14) as a system of equations with respect to
the values ϕσ(zk).
Lemma 4. Let ϕ1, ϕ2, . . . , ϕn be complex numbers satisfying the system of
equations
ϕk + ϕl = 2, 1 ≤ k, l ≤ n. (15)
Then there exists a real number β such that
ϕk = 1− iβ, 1 ≤ k ≤ n. (16)
Vice versa, if β is an arbitrary real number and ϕk are defined by (16), then
the equalities (15) hold.
Thus the set of solutions of the system of equations (15) is an one-
parametric family. The arbitrary real number β is a free parameter which
parameterizes this family according to (16).
Proof. Let e = [1, 1, . . . , 1] and be ϕ = [ϕ1, ϕ2, . . . , ϕn] be 1 × n matri-
ces (rows), e∗ and ϕ∗ be the Hermitian conjugate matrices (columns). The
system (15) can be rewritten in a matrix form
ϕ
∗
e+ e∗ϕ = 2 e∗e . (17)
The matrix in the right hand side of (17) is of rank one. Thus ϕ must be of
the form ϕ = ζ e, where ζ ∈ C. (Otherwise the matrix in the left hand side of
(17) is of rank two.) Substituting ϕ = ζ e into (17), we see that ϕ = (1−iβ) e,
where β ∈ R. 
From the equalities (14) and Lemma 4 it follows that there exists a real
number β such that the equalities
ϕσ(zk) = 1− iβ, 1 ≤ k ≤ n. (18)
hold.
Given a non-negative measure σ on T and a real number β, we associate
the function
cσ,β(z) = iβ +
∫
T
t+ z
t− z
σ(dt), z ∈ D+. (19)
with these σ and β. It is clear that
Re cσ,β(z) = hσ(z), (20)
where
hσ(z) =
∫
T
1− |z|2
|t− z|2
σ(dt), z ∈ D+. (21)
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The equalities (18) can be rewritten as
cσ,β(zk) = 1, 1 ≤ k ≤ n. (22)
Lemma 3 can be reformulated as follows.
Lemma 5. Let z1, z2, . . . , zn be pairwise different numbers from D+. For a
non-negative measure σ on T and a real number β, let cσ,β(z) be the function
associated with these σ and β according to (12).
1. If σ ∈ Σ(z1, z2, . . . , zn), then there exists the real number β such that
the interpolation conditions (22) hold for the function cσ,β.
2. If the interpolation conditions (22) hold for some function cσ,β, then
σ ∈ Σ(z1, z2, . . . , zn).
The functions of the form (22), where σ is an arbitrary non-negative
measure on T and β is an arbitrary real number, can be characterized by
their properties.
Definition 6. The Caratheodory class C is the class of all functions c(z) which
possess the properties:
1. The function c(.) is defined and holomorphic in the disc D+.
2. The real part of the function c(.) is non-negative in D:
Re c(z) ≥ 0 ∀z ∈ D+. (23)
The Representation Theorem for the Caratheodory class.
1. Let σ be a non-negative measure on T, β is a real number, and cσ,β(.)
be the function defined by the equality (19). Then the function cσ,β(.)
belongs to the Caratheodory class C.
2. Let c(.) be a function which belongs to the Caratheodory class C. Then
the function c(.) is representable in the form (19):
c(z) = cσ,β(z) (24)
with some non-negative measure σ and real number β. The measure σ
and number β are determined by the function c(.) uniquely.
The next statement is an immediate consequence of Lemma 5 and of
the Representation Theorem.
Lemma 7. Let z1, z2, . . . , zn be pairwise different points from D+. Then the
set of non-negative measures σ belonging to the set Σ(z1, z2, . . . , zn) coincides
with the set of measures σ appearing as the representing measures, (24), for
those functions c(.) ∈ C which satisfy the interpolating conditions
c(zk) = 1, 1 ≤ k ≤ n. (25)
Thus the original problem, i.e. Problem 1, is related to the following
interpolation problem in the Caratheodory class.
Problem 2 C. Let z1, z2, . . . , zn be pairwise different points from D+. The
function c is a solution of the Problem 2 C if c ∈ C, and the interpolation
conditions (25) are satisfied.
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This interpolation problem is the Nevanlinna-Pick problem in the class
C with generic interpolation nodes, but with very special interpolation values.
There is the very well developed machinery for study the Nevanlinna-
Pick problems in various functional classes. (See [Kov].) This machinery in-
cludes the solvability criteria as well as the description of the set of all solu-
tions in the case of solvability. We do not need to use such machinery. The
set of solutions of the Nevanlinna-Pick problem (25) in the class C can be
easily describe without using the mentioned general theory.
Definition 8. The Schur class S is the class of all functions s(z) which possess
the properties:
1. The function s(.) is defined and holomorphic in the disc D+.
2. The absolute value of the function s(.) does not exceed one in D:
|s(z)| ≤ 1 ∀z ∈ D+. (26)
The fractional linear transformation
c(z) =
1 + s(z)
1− s(z)
(27)
establishes one-to one correspondence between classes C and S.
It is clear that if the functions c and s are related by the transformation
(27), then the interpolation conditions
s(zk) = 0, 1 ≤ k ≤ n, (28)
for the function s correspond to the interpolation conditions (25) to the
function c.
Thus the interpolation Problem 2 C in the class C is reduced to the
following interpolation problem in the class S.
Problem 2S . Let z1, z2, . . . , zn be pairwise different points from D+. The
function s is a solution of the Problem 2S if s ∈ S, and the interpolation
conditions (28) are satisfied.
Lemma 9. Let c and s be functions related by the fractional linear transfor-
mation (27). The function c is a solution of the interpolation Problem 2 C if
and only if the function s is a solution of the interpolation Problem 2S .
Lemma 10. The interpolation Problem 2S is solvable. The formula
s(z) = B(z)ω(z), (29)
where B(z) is the Blaschke product (2) constructed from the given interpo-
lation nodes zk, 1 ≤ k ≤ n, parameterizes the set of all solutions s of the
Problem 2S by means of arbitrary functions ω ∈ S:
1. If s is a solution of the Problem 2S , then s is representable in the form
(29), where ω ∈ S.
2. If ω ∈ S and s is related to ω by (29), then s is a solution of Prob-
lem 2S.
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3. The correspondence (29) between parameters ω ∈ S and solutions s of
Problem 2S is one-to-one.
In view of the mentioned relation between Problems 2S and 2C , the
following result is established.
Lemma 11. The interpolation Problem 2C is solvable. The formula
c(z) =
1 +B(z)ω(z)
1−B(z)ω(z)
, (30)
where B(z) is the Blaschke product (2) constructed from the given interpo-
lation nodes zk, 1 ≤ k ≤ n, parameterizes the set of all solutions c of the
Problem 2C by means of arbitrary functions ω ∈ S:
1. If c is a solution of the Problem 2C, then c is representable in the form
(30), where ω ∈ S.
2. If ω ∈ S and c is related to ω by (30), then c is a solution of Prob-
lem 2C.
3. The correspondence (30) between parameters ω ∈ S and solutions c of
Problem 2C is one-to-one.
Lemmas 5 and 11 allow to describe the set of all measures σ which
belongs to the set Σ(z1, z2, . . . , zn). Holomorphic functions cσ,β from the
Caratheodory class appear in such description. However it is more convenient
to formulate the final result not in terms of functions of the Caratheodory
class but in terms of real parts such functions. This allows to eliminate the
value β which is not related to the original problem.
Definition 12. The Herglotz class H is the class of all functions h(z) which
possess the properties:
1. The function h(.) is defined and harmonic in the disc D+.
2. The function h(.) is non-negative in D:
h(z) ≥ 0, ∀z ∈ D+. (31)
The following theorem characterizes functions h ∈ H as functions which
admit the representation
h(z) =
∫
T
1− |z|2
|t− z|2
σ(dt), z ∈ D+, (32)
with a non-negative measure σ.
Riesz-Herglotz Representation Theorem.
1. Let h be a function from the class H. Then the function h is repre-
sentable in the form (32), where σ is a non-negative measure on T.
2. Let σ be a non-negative measure on T and the function h be constructed
from this σ according to (32). Then h ∈ H.
3. The correspondence (32) between h and σ is one-to-one.
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The following Theorem is the main result of this note.
Theorem. Let z1, z2, . . . , , zn be pairwise different points from D+ and B(z)
be the Blaschke product constructed from these points, (2).
The formula
h(z) = Re
1 +B(z)ω(z)
1−B(z)ω(z)
, z ∈ D+, (33)
parameterises the set Σ(z1, z2, . . . , zn). The function ω ∈ S serves as a pa-
rameter.
1. Let ω(z) be a function from the Schur class S and the function h be
constructed from this ω by the formula (33).
Then
(a) The function h is a harmonic function from the Herglotz class H.
(b) The measure σ which appears in the Riesz-Herglotz representation
(32) of the function h belongs to the set Σ(z1, z2, . . . , zn).
2. Let σ be a measure which belongs to the set Σ(z1, z2, . . . , zn). Let h be
the function which is constructed from this σ according to (32).
Then there exists the function ω(z) from the Schur class S such that
the equality (33) holds.
3. Different functions h correspond to different parameters ω.
The parametrization (33) allows to estimate the values σ(T) for the
measures σ ∈ Σ(z1, z2, . . . , zn).
Lemma 13. Let z1, z2, . . . , zn be pairwise different points from D+. Then
max{σ(T) : σ ∈ Σ(z1, z2, . . . , zn)} =
1 +B(0)
1−B(0)
, (34a)
min{σ(T) : σ ∈ Σ(z1, z2, . . . , zn)} =
1−B(0)
1 +B(0)
· (34b)
Proof. Let σ be the measure which represents the function h from (33). Then
σ(T) = h(0) = Re
1 +B(0)ω(0)
1−B(0)ω(0)
· (35)
Since B(0) =
∏
1≤k≤n
|zk|, the inequalities
0 ≤ B(0) < 1 (36)
hold. When the parameter ω runs over the whole Schur class S, the value ω(0)
runs over the closed unit disc D+ = D+ ∪ T. Therefore the value in the right
hand side of (35) attained its maximum for ω(0) = +1 and its minimum for
ω(0) = −1. The maximum corresponds to the choice of the parameters ω(z) ≡
+1, the minimum corresponds to the choice of the parameters ω(z) ≡ −1. 
Remark. The space L(z1, z2, . . . , zn) can be identified with the subspace
H2− ⊖ B
−1H2− of the Hilbert space L
2
m, where H
2
− is the Hardy class in the
domain D− and ⊖ is the orthogonal complement with respect to the scalar
product in L2m.
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