Abstract Six month coupled hindcasts show the central equatorial Pacific cold tongue bias development in a GCM to be sensitive to the atmospheric convective parameterization employed. Simulations using the standard configuration of the Community Earth System Model version 1 (CESM1) develop a cold bias in equatorial Pacific sea surface temperatures (SSTs) within the first two months of integration due to anomalous ocean advection driven by overly strong easterly surface wind stress along the equator. Disabling the deep convection parameterization enhances the zonal pressure gradient leading to stronger zonal wind stress and a stronger equatorial SST bias, highlighting the role of pressure gradients in determining the strength of the cold bias. Superparameterized hindcasts show reduced SST bias in the cold tongue region due to a reduction in surface easterlies despite simulating an excessively strong low-level jet at 1-1.5 km elevation. This reflects inadequate vertical mixing of zonal momentum from the absence of convective momentum transport in the superparameterized model. Standard CESM1simulations modified to omit shallow convective momentum transport reproduce the superparameterized low-level wind bias and associated equatorial SST pattern. Further superparameterized simulations using a three-dimensional cloud resolving model capable of producing realistic momentum transport simulate a cold tongue similar to the default CESM1. These findings imply convective momentum fluxes may be an underappreciated mechanism for controlling the strength of the equatorial cold tongue. Despite the sensitivity of equatorial SST to these changes in convective parameterization, the east Pacific double-Intertropical Convergence Zone rainfall bias persists in all simulations presented in this study.
Introduction
While the skill of global climate models has generally increased with increasing resolution and updated parameterization, significant biases in simulating tropical Pacific rainfall and sea surface temperature (SST) patterns remain. Specifically, most global climate models (GCMs) participating in the Coupled Model Intercomparison Project phase 5 (CMIP5; Taylor et al., 2012 ) simulate a spurious band of precipitation extending into the southeastern tropical Pacific and a tongue of depressed equatorial sea surface temperatures (SSTs) spanning most of the basin (Li & Xie, 2014) .
In observations, precipitation in the tropical Pacific is concentrated into two regions: a zonal band of convection spanning the basin near 78N known as the Intertropical Convergence Zone (ITCZ) and a second band of convection extending southeast from the maritime continent into the south-central Pacific known as the South Pacific Convergence Zone (SPCZ). While the observed ITCZ migrates seasonally with a southern hemispheric maximum in March and April (Mitchell & Wallace, 1992; Waliser & Gautier, 1993; Zhang, 2002) , observed zonal mean annual mean precipitation exhibits a single northern hemispheric maximum which coupled GCMs struggle to reproduce (Li & Xie, 2014; Lin, 2007) . In a study examining earlier versions of coupled GCMs, Mechoso et al. (1995) described the canonical double-ITCZ bias as occurring when the simulated SPCZ is too zonally oriented and extends too far into the southeast Pacific leading to a spurious southern hemispheric precipitation maximum in the zonal annual mean. The presence of a local, annual mean precipitation maximum in each hemisphere is the hallmark of the so-called double-ITCZ bias, and it can be found in most modern GCMs (Li & Xie, 2014; Lin, 2007) .
In addition to the excess southern hemispheric rainfall, simulated precipitation along the equator is also weaker in GCMs than observations, despite GCMs simulating too much precipitation overall in the tropics More recent studies have expanded on the role of cloud and convective parameterizations in the development of the double-ITCZ bias. Many of these studies suggest the double-ITCZ bias results from deep convection parameterizations being too sensitive to SSTs and too insensitive to inhibitive large-scale dynamic forcings (Hirota et al., 2011; Oueslati & Bellon, 2015; Song & Zhang, 2009; Wang et al., 2015) . The enhanced sensitivity of convection to SST supports a coupled feedback cycle which can amplify otherwise small biases (Zhang et al., 2007) , leading to the development of a double-ITCZ within the first year of integration (Liu et al., 2012) .
While coupled feedbacks are important for explaining the full amplitude of the double-ITCZ bias in coupled GCMs, the antecedent bias is generally thought to derive from the atmospheric model. Xiang et al. (2017) showed the amplitude of the coupled double-ITCZ bias can be anticipated from the surface flux bias in a corresponding atmosphere-only simulation. Similarly, Song and Zhang (2009) attribute the initial bias development to excessive downwelling shortwave radiation. Other studies suggest the double-ITCZ bias arises because of uncertainty in the entrainment rate leading to deep convection that is too insensitive to large scale subsidence (Hirota et al., 2011) , insufficient rain re-evaporation within the deep convection parameterization leading to overly strong coupling between the boundary layer and deep convection (Bacmeister et al., 2006) , or overly strong shallow convection leading to an overly moist boundary layer (Wang et al., 2015) .
In addition to local processes, remote model biases, such as the downwelling shortwave bias over the Southern Ocean, have been hypothesized to play a role in controlling the location of the zonal mean ITCZ (Hwang & Frierson, 2013) . This view is consistent with earlier studies in which a model with a slab ocean coupled to a fully dynamic atmosphere was used to demonstrate the ITCZ and associated Hadley circulation shift toward the more energetic hemisphere when a hemispherically asymmetric energy perturbation is applied to the system (Broccoli et al., 2006; Kang et al., 2008 Kang et al., , 2009 . Such studies imply the improvement of extratropical model biases, e.g., the Southern Ocean cloud bias, may improve the double-ITCZ bias in coupled models. Several, recent studies suggest the role of remote biases in driving tropical precipitation shifts are overemphasized by slab ocean studies, as changes in meridional ocean heat transport tend to dominate the change in atmospheric transport in fully coupled modeling studies (Hawcroft et al., 2016; Kay et al., 2016; Tomas et al., 2016) . However, Mechoso et al. (2016) show the magnitude of atmospheric response to asymmetric high-latitude heating is underestimated in a coupled model where the tropical SSTstratocumulus feedback is too weak, suggesting the true climate response to asymmetric high latitude heating remains uncertain.
Eastern Pacific water to the west and promotes local Ekman induced upwelling, which combine to produce overly cool SSTs across the equatorial Pacific (Large & Danabasoglu, 2006) . The connection between overly strong zonal wind stress and too cool SSTs is also present in CMIP5 models (Li et al., 2015) . Surface fluxes damp the dynamically driven temperature changes, mainly through a reduction in surface latent heat flux. Other studies suggest the cold tongue bias is driven thermodynamically rather than dynamically. These studies suggest cold biases in the subtropical upper ocean are subducted into the subtropical cells. The resulting upwelling of this water along the equator leads to the development of the CT bias (Li et al., 2013; Thomas & Fedorov, 2017; Vanniè re et al., 2014) . Paleoclimate studies support the connection between midlatitude and equatorial SSTs (Burls & Fedorov, 2014; Fedorov et al., 2015) . The two theories for the CT bias development, dynamically driven through upwelling or thermodynamically driven through upwelling of cooler water, suggest vastly different time scales for the development of the biases: months for the development of a dynamically driven bias and years to decades for a thermodynamically driven bias.
The relationship between convective parameterizations and the CT bias has not been as extensively studied as the relationship between convective parameterizations and the double-ITCZ bias, though several studies have examined its impact on simulations of the El Nino-Southern Oscillation (ENSO), the leading mode of equatorial Pacific climate variability. Neale et al. (2008) showed that including convective momentum transport by deep convection leads to a less regular ENSO and enhanced zonal wind speed along the equator. Though Neale et al. (2008) do not directly discuss the CT bias, the change in equatorial winds suggests convective momentum transport parameterizations may impact equatorial upwelling and thus also SST. Guilyardi et al. (2009) showed convective parameterization changes can suppress simulated ENSO events through changes in the amplitude of the shortwave-SST feedback. The strength of the shortwave-SST feedback may also directly affect a model's mean state by acting on other preexisting model biases. More recently, Zhu et al. (2017) used a series of initialized hindcast experiments to show that a change in convective parameterizations within the Climate Forecast System affects ENSO prediction skill through modification of the amplitude of coupled ocean-atmosphere feedbacks along the equator.
In this paper, we reexamine the role of convective parameterization in the development of both the double-ITCZ and cold tongue biases using short, coupled hindcast model simulations. We first examine the development of the biases in the standard configuration of the Community Earth System Model version 1 (CESM1). We then assess the response of the system to two changes in to the atmosphere model's convective parameterization. First, we perform a sensitivity test in which we disable the deep convection parameterization, thereby forcing all convection to be simulated by the shallow cumulus parameterization. Second, we examine simulations with a superparameterized atmosphere, which replaces all moist physics with output from an embedded two-dimensional cloud resolving model. Finally, a sensitivity test was performed to isolate the role of shallow cumulus momentum transport in determining the hindcast development. Section 2 of this paper describes the CESM1 modeling system, the convective parameterizations employed, and details of the model initialization and validation data sets utilized in the study. Results of the simulations are discussed in detail in section 3. The paper concludes with a summary and discussion of the implications of these results in section 4.
Models and Data

Models
Simulations presented in this study were performed using the Community Earth System Model version 1 (CESM1 [River Transport Model (RTM) ]. CAM5 and CLM are run at a horizontal resolution of 1.98x2.58. POP2 and CICE are run at nominal 18 resolution with higher resolution near the equator than at the poles. Further details about the CESM1 modeling system can be found in Hurrell et al. (2013) .
Convective Parameterizations
For this study, we ran CAM5 with three different convection and moist physics parameterizations. The first set of simulations utilized the standard configuration of CESM version 1.2.2. In this configuration, deep Journal of Advances in Modeling Earth Systems 10.1002/2017MS001176 convection is parameterized using a plume ensemble approach with an additional parameterization for convective momentum transport (Neale et al., 2008; Richter & Rasch, 2008; Zhang & McFarlane, 1995) . Shallow convection in CAM5 is parameterized using a mass-flux scheme combined with a buoyancy sorting algorithm ); this scheme also includes a simple representation of convective momentum transport. Simulations run using this set of parameterizations are referred to as the control (CTRL) simulations for the remainder of this paper.
A simple test of the modeling system's sensitivity to convective parameterization was performed by disabling the deep convection parameterization, which forced all convection to be resolved by the shallow convection parameterization. This modification produces a climate with an elevated fraction of large scale versus convective precipitation as the shallow convection parameterization alone is unable to fully compensate for absence of an explicit deep convection parameterization despite being able to operate on all model levels. Simulations in which the deep convective scheme has been disabled are denoted as NODC. The NODC simulation still simulates some vertical momentum transport from the shallow convection and moist turbulence parameterizations despite the disabling of the deep convective momentum transport parameterization.
A third set of simulations was run in which all of CAM5's moist physics parameterizations were replaced by a two-dimensional cloud-resolving model (CRM) contained within each grid cell (Grabowski & Smolarkiewicz, 1999; Khairoutdinov & Randall, 2001; Wang et al., 2011) . The CRM used two-moment microphysics (Morrison et al., 2005) and had 32 columns and 30 vertical levels with a horizontal resolution of 4 km. The CRM time step was 20 s whereas the standard physics time step for CAM5 is 1,800 s (30 min). This configuration of CESM1 is known as the superparameterized CESM (SP-CESM). Simulations run with SP-CESM are denoted as SP in this paper. As in almost all prior implementations of SP, the version of SP-CESM used for this study does not pass momentum tendencies from the CRM to the GCM. Since the additional deep and shallow convective momentum flux computations used in the standard version of CESM1 are disabled, the implication is that convective momentum transport is not represented by SP-CESM, although vertical diffusion of momentum by the PBL turbulence scheme is allowed to operate. The SP-CESM codebase used for this study is Revision 71690 at https://svn-ccsm-models.cgd.ucar.edu/cam1/branches/UltraCAM-spcam2_0_cesm1_1_1/. The version of CESM1 from which our version of SP-CESM was created, CESM1.1, differs slightly from the version of CESM1 used for the CTRL and NODC simulations, CESM1.2. Differences between the versions are slight, mainly consisting of updating parameterizations rather than significant changes to the model code (http://www.cesm.ucar. edu/models/cesm1.2/tags/index.html). Nonetheless, to account for the slight changes in model solution between the versions, a parallel control simulation was run for the SP simulations using the standard version of CESM1.1. This set of control simulations is denoted as NOSP to differentiate them from the CTRL simulations described previously. As the CTRL and NOSP simulations are very similar, results are only shown for the CTRL simulation unless otherwise noted. A summary of all model simulations used in this paper, including sensitivity tests described in section 3.3, can be found in Table 1 .
Hindcast Initialization and Description
Previous studies have shown the double-ITCZ bias development to begin within the first year of integration in the CCSM3 modeling system, a predecessor to CESM1 (Liu et al., 2012) . Here we examine the rapidly developing component of the double-ITCZ and CT biases within the fully coupled GCM CESM1. Using hindcast simulations, we are able to compare simulated fields to observed and reanalyzed fields enabling more thorough analysis of the transient bias development. To increase confidence in the fidelity of the early parts of the simulations and to minimize the impact of initialization shocks, we use the following initialization procedures.
Coupled model simulations are initialized on the first of January in three different years: 1981, 1986 , and 1991. The initial conditions for the atmosphere model are computed from the European Center for Midrange Weather Forecasting's ERA-Interim reanalysis (Dee et al., 2011) interpolated to the CAM5 grid. A three-member ensemble of coupled simulations is created for each start date by introducing random noise of order 10 24 K to the atmospheric temperature initial conditions. The land initial conditions are taken from a standalone CLM simulation forced by atmospheric forcings from Qian et al. (2006) . The land model is run with satellite prescribed phenology and is spun up for five years prior to coupled initialization. The ocean and sea ice initial conditions are taken from a standalone simulation forced with four full cycles of the
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60-year long CORE version 2 forcings (Large & Yeager, 2009 ). This standalone simulation is nearly identical to the standalone simulation described in Yeager and Danabasoglu (2014) and Yeager (2015) . We take ocean initial condition files from the appropriate dates within the fifth cycling of the CORE surface forcing data set. The CORE forcings are based on a combination of wind and surface fluxes from observations and reanalysis, designed to produce upper ocean and sea ice states that are nominally in balance with cotemporaneous atmospheric forcings.
After initialization, the fully coupled model is run freely for 6 months. This allows for sampling across various ocean and atmospheric initial states. The atmosphere component is run forward in a standalone configuration from the coupled initialization date using prescribed SSTs from the merged Hadley Center sea ice and SST data set version 1 and National Ocean and Atmosphere Administration optimum interpolation SST version 2 product used in the Atmospheric Model Intercomparison Project simulations (Hurrell et al., 2008) . Ocean and sea ice only simulations used for comparison in this study are denoted as OCN for the remainder of this paper. The OCN simulations are subsets of the simulation from which the ocean and sea ice states were taken for coupled initialization (Yeager, 2015; Yeager & Danabasoglu, 2014) . While the standalone ocean-sea ice simulation includes weak salinity restoring, temperatures were allowed to evolve freely.
Validation Data Sets
Modeled precipitation fields are compared to the Global Precipitation Climatology Project (GPCP) version 2.1 (Huffman et al., 2009) . Ocean properties are compared to the Simple Ocean Data Assimilation version 2.2.4 (SODA2; Carton & Giese, 2008; Giese & Ray, 2011) . SODA2 is produced by forcing POP2 with surface wind stress, insolation, specific humidity, cloud cover, 2 m air temperature, precipitation, and 10 m wind speed from the 20CRv2 data set. The reanalysis system used to produce SODA2 assimilates subsurface temperature and salinity from the World Ocean Database 2009 (Boyer et al., 2009 ) and sea surface temperatures from ICOADS version 2.5 (Woodruff et al., 2011) . Surface momentum fluxes are compared against both CORE2 (Large & Yeager, 2009 ) and SODA (which uses a different surface forcing data set than CORE2). Atmospheric variables are compared to ERA-I (Dee et al., 2011) . Figure 1a shows the mean precipitation over the tropical Pacific from GPCP for the period covering our first hindcast ensemble, January to June 1981. Mean precipitation for the 1986 and 1991 ensembles are similar to those for the 1981 ensemble and are shown in supporting information Figures S1 and S2, respectively. For the 1981 ensemble, the observed intertropical convergence zone spans the Pacific basin near 88N, while Zhang and McFarlane (1995) . b Park and Bretherton (2009) .
Results and Discussion
Rapidly Developing Bias Characteristics
Journal of Advances in Modeling Earth Systems 10.1002/2017MS001176
the observed south Pacific convergence zone extends southeastward from the maritime continent. We define the western edge of the equatorial Pacific dry zone as the easternmost longitude at which the mean precipitation between 28S and 28N exceeds 2 mm/d. In observations, this exhibits considerable interannual variability, with the edge of the dry zone reaching 1558W, 1778W, and 1608W in the 1981, 1986, and 1991 simulations, respectively.
In the CTRL simulation, the northern hemispheric ITCZ is also near 88N as seen in Figure 1b , though the rainfall is more intense than in observations. The SPCZ in the CTRL simulation is too zonal with precipitation in excess of 2 mm/d extending across nearly the entire deep tropical Pacific for all three initialization times. This eastward extension of SPCZ rainfall is characteristic of the double-ITCZ bias. The equatorial dry zone in the CTRL simulation is more expansive than observed with near equatorial precipitation in excess of 2 mm/ d limited to longitudes west of 1808. The westward extension of the equatorial dry zone is seen for all initialization times and is coincident with a westward shift of precipitation within the west Pacific warm pool.
The double-ITCZ bias has been found to be sensitive to convective parameterization, but surprisingly two key tropical Pacific precipitation features related to the double-ITCZ bias persist in the NODC simulations ( Figure 1c) . As in the CTRL simulation, the SPCZ in the NODC simulation is too zonally oriented and extends too far east with mean precipitation rates in excess of 2 mm/d as far east as 1008W. Precipitation along the equator remains suppressed with warm pool precipitation shifted westward. The NODC simulation differs somewhat from the CTRL simulation in that the equatorial dry zone is more meridionally expansive and rainfall within the SPCZ is more intense, while rainfall within the ITCZ is diminished.
The enhanced southeast Pacific rainfall seen in the CTRL and NODC simulations as compared to observations is also present in our 1981 superparameterized hindcast though the bias amplitude is slightly reduced (Figure 1d ). The SP SPCZ is also zonally elongated with precipitation in excess of 2 mm/d present in the southeast Pacific for the 1986 simulations (supporting information Figure S1 ) though the enhancement is absent from the 1991 simulation (supporting information Figure S2 ); such similarities between SP and NOSP double-ITCZ rainfall patterns have also been noted in long coupled simulations (Kooperman et al., 2016) . Notably, unlike in CTRL or NODC, near equatorial precipitation in excess of 2 mm/d reaches the dateline in all SP simulations. While the dry zone terminus is still west of its observed location, SP shows improvement in this region over both the CTRL and NODC simulations. This improvement is also associated with an equatorward shift in both the ITCZ and SPCZ with the change to superparameterization.
The precipitation responses to altered convective parameterization in our fully coupled hindcasts, especially related to the meridional extent of the equatorial dry zone, are poorly captured in similar hindcasts using prescribed sea surface temperatures (SSTs) (supporting information Figure S5 ). The inability of the prescribed SST simulations to capture these changes suggest the precipitation response is mediated through coupling with the upper ocean rather than being forced directly by the changes in convective parameterization.
The six-month mean SST for the period January to June 1981 from SODA is shown in Figure 2a . Mean SSTs for 1986 and 1991 are qualitatively similar and are shown in supporting information Figures S3 and S4 , respectively. Unsurprisingly, the SST patterns are qualitatively similar to the precipitation patterns shown in 
Figure 1a: mean SST is higher in the west Pacific than in the east and is also higher in the northeast Pacific than in the southeast Pacific. There is also a local minimum in SST along the equator which is coincident with the equatorial dry zone. This region of cool SST results from Ekman-driven upwelling of cool subsurface water.
Before looking at SSTs in the fully coupled simulation, we examine an ocean-only hindcast (OCN) to assess the ocean model's ability to reproduce the observed SST field when driven by realistic surface temperature, humidity, and winds. Weak salinity restoring is used in these simulations, but temperatures are allowed to freely evolve. As seen in Figure 2b , the OCN simulation reproduces the observed SST pattern relatively well with an RMSE of 0.43 K over to tropical and subtropical Pacific basin (308S-308N), but with some imperfections that highlight nuances and limitations of current data sets available for ocean model initialization in coupled hindcasts. Most of the tropical Pacific basin is warmer in the OCN simulation than in SODA though there is a region of depressed SST in the northeast corner of the basin. Along 108N, positive surface wind stress curl drives upwelling and ridging of the thermocline (not shown). This results in an eastward geostrophic surface current known as the North Equatorial Countercurrent (NECC) along the ridge's southern flank. The wind stress curl and consequently the NECC are both present in SODA. However, the CORE data set, which is used to force the OCN simulation does not accurately represent the positive wind stress curl along 108N (Tseng et al., 2016) . As a result, the thermocline ridge and NECC are poorly simulated in the OCN simulation (supporting information Figure S6 ). The advectively driven cold bias is damped by a reduction in surface latent heat flux due to the prescribed forcings. Even though the fully coupled simulations are initialized with this NECC bias, they partially recover by developing a thermocline ridge near 108N and a NECC by the third month of integration, though both are weaker than seen in SODA.
There is considerable sensitivity of SSTs to convective parameterization, particularly within the strongest cold bias found along the equator from 1608E to 958W of the CTRL simulation (Figure 2c ). The overly cool SST along the equator is characteristic of the development of the Pacific cold tongue (CT) bias. Partly due to the development of the CT bias, the RMSE with respect to SODA increases to 0.67 K in the CTRL simulation. The amplitude and meridional extent of the equatorial cooling is enhanced in the NODC simulation (Figure 2d ). This enhancement contributes strongly to the SST RMSE increase to 0.80 K for the NODC hindcast. The magnitudes of the warm biases are also reduced, due in part to basin-wide cooling in the NODC simulation as compared to the CTRL simulation of 0.8 K to 1.0 K depending on initialization year. 
Interestingly, SP appears to significantly reduce the CT bias. In contrast to the CTRL and NODC simulations, the SP simulation does not simulate a zonally extensive cold bias along the equator (Figure 2e ) leading to its improved RMSE of 0.57 K. Rather, the equatorial Pacific is cooler than SODA to the west of 1508W and generally warmer than SODA east of 1508W. The warm bias between 108S and 208S is still present in the SP simulation.
We have established that the strength of the CT bias development in CESM1 is sensitive to the atmospheric convective parameterization.
To quantify this sensitivity, we define a Pacific cold tongue index as the mean SST over the central Pacific cold tongue region (1808 to 1408W; 38S to 38N; black box in Figure 2c ) minus the mean SST averaged over the greater the tropical Pacific basin (1508E to 1108W; 208S to 208N; dashed box in Figure 2c ). Subtracting the mean tropical Pacific SST from the cold tongue SST removes the effect of mean tropical Pacific SST drift from the index. This allows for comparison of the cold tongue bias strength across simulations despite a drift in mean SST, which can become an issue in the NODC and SP simulations since they have not been retuned to minimize climate drift. Figure 3 shows the evolution of the cold tongue index for all three 6 month periods of integration for all simulations and SODA. The ensemble members and ensemble means are included for the fully coupled simulations. For all three start dates, the CT index for the OCN and SP simulations remain within 0.8 K of the observed CT index with a mean bias of 0.22 K and 0.02 K, respectively, across all three integration periods. By contrast, the CT index in the CTRL and NOSP simulations drifts cold within the first month of integration for all start dates, reaching a maximum in the third month of integration then stabilizing. Regardless of initialization date, the NODC simulation produces the largest CT bias with a mean bias of 1.38 K with respect to observations.
Cold Tongue Bias Development
The CT biases can be analyzed using the upper ocean heat budget over the cold tongue region. We compute a budget for the upper 100 m ocean heat content (OHC 100 ) from 1808 to 1408W and 38S to 38N (solid box in Figure 2c ). OHC 100 from SODA averaged over January to June 1981 is shown in Figure 4a for comparison with the SSTs shown in Figure 2a . The general structure of warmer water in the west Pacific and cooler temperatures along the equator and in the east Pacific is well captured. There are two regions of locally cooler temperatures in OHC 100 not seen in the SST field: across the basin along 108N and in the far east Pacific, east of 1208W. The cooler temperature in these regions is due to shoaling of the thermocline to depths less than 100 m. This results in cooler waters from below the mixed layer being included in the calculation of OHC 100 . The impact of shoaling associated with imperfect ocean initialization of the NECC is seen clearly in the strong warm bias in the OCN simulation along 108N as compared to SODA (Figure 4b ). This is the result of the missing thermocline ridge discussed in section 3.1. This warm bias persists in all of the fully coupled simulations as the developing thermocline ridge in the fully coupled simulations is still weaker than seen in SODA (supporting information Figure S6 ). The strong warm bias east of 1208W in the SP simulation is due its overly deep thermocline in this region.
Despite the differences between the OHC 100 and SST biases in regions of thermocline shoaling, the bias structure in the central equatorial Pacific is similar across the two fields. The OCN simulation exhibits a slight warm bias (0.23 K) along the equator (1808E-2208E) as compared to SODA. The CTRL and NODC simulations both exhibit equatorial cold biases of 1-2 K. The SP simulation shows a weak cold bias centered at 1808 longitude that is less zonally extensive than that seen in the CTRL simulation. As the cold tongue bias 
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characteristics are similar between SST and OHC ; 100 we can use a budget analysis of OHC 100 to better understand the drivers of the SST bias in this region.
The upper 100 m ocean heat budget is as follows:
where c p;ocn is the heat capacity of ocean water, taken to be 3,996 J kg 21 K 21 ; q ocn is the density of ocean water which is taken from the model output; T is the mean ocean temperature. Depth averaging over the upper 100 m is indicated by square brackets. The heating tendencies consist of net surface heat flux, _ Q sfc , net advection, _ Q adv , and ocean physics, _ Q phys , which is computed here as a residual and includes the effects of parameterized vertical diffusion, baroclinic eddies, and isopycnal mixing. The net surface heat flux is the sum of surface turbulent and radiative heat fluxes. Shortwave fluxes through the bottom of a layer are considered in computing the net surface heat flux. The advective heating term is the sum of the zonal, meridional, and vertical advection tendencies:
where _ Q adv;x , _ Q adv;y , and _ Q adv;z are the zonal, meridional, and vertical components of the advective heat flux, respectively; u, v, and w are the zonal, meridional, and vertical velocities, respectively. For our study, the advective flux is not computed directly from model outputs of temperature, density, and velocity as suggested in equation (2). These fields are only available as monthly means for the OCN simulation, but sub-monthly transients are important particularly for meridional heat advection. However, the model does output the component-wise net heat flux through each grid box boundary, e.g., uT where u is the zonal ocean velocity vector. These quantities can be used to derive the advective flux by subtracting the heat transport due to a reference flow that accounts for mass convergence in a given direction, e.g.,
where ðÞ on the right hand side of the equation indicates a monthly mean at a given grid point. Similar equations are used to compute the meridional and vertical advection terms. The computation presented in 
equation (3) agrees well with advective fluxes computed from daily outputs of temperature and velocity from the fully coupled simulations. For consistency, monthly means are also used for all other budget terms.
To reduce numeric losses, all heat budget terms are computed on the native ocean model grid. As POP uses a shifted northern hemisphere grid, the modeled fluxes in the northern hemisphere are truly in the model grid x and y-direction rather than being directly along lines of constant latitude or longitude. However, as the budget terms we examine are near the equator, the direction correction is small and can be neglected.
Previous studies suggest ocean advective processes are responsible for the CT bias development in fully coupled GCMs (Li et al., 2015; Thomas & Fedorov, 2017) . Figure 5a shows the difference in the OHC 100 budget between the CTRL and OCN simulations over the cold tongue region for all modeled years. Consistent with the rapid initial decline in the CTRL cold tongue index relative to SODA/OCN shown in Figure  3 , the CTRL-OCN anomaly in net upper ocean heat flux is strongly negative for the first two months of integration with net cooling in excess of 50 W/m 2 for all initialization dates. The rapid initial cooling is driven by the net advective tendency whose components are shown in Figure 6a . In 1981 and 1991, the increased advective cooling is the result of increased zonal advection while in 1986, the cooling results from enhanced upwelling. The difference in net surface heat flux between the OCN and CTRL simulations is weakly negative at the start of the simulations but shows no consistent sign through the continued simulation. Thus, net surface fluxes weakly aid the development of the cold tongue bias in the first month of integration but have little net effect on the bias development as the simulations progress. The contribution of ocean physics to the cold tongue bias development is also small compared to the initial effect of the advective fluxes.
When the deep convection parameterization is disabled, the cold tongue bias worsens. The associated difference in the OHC 100 budget between the NODC and CTRL simulations is shown in Figure 5b . The cold tongue bias develops and intensifies strongly within the first three months of integration for the 1986 and 1991 simulations and more gradually in 1981. As with the difference between the OCN and CTRL simulations, the additional cooling in the NODC simulation is driven by advective processes, primarily enhanced upwelling with smaller contributions from zonal and meridional advection (Figure 6b ). After month 3, the advective fluxes switch from net cooling to a net warming tendency, which is balanced by a combination of surface flux and ocean physics driven cooling. 
In contrast to the NODC simulation, the SP simulation exhibits a weakened cold tongue bias as compared to its respective control simulation, NOSP (Figure 3) . Unlike in the NODC simulation, the advective flux anomalies in the first three months of the SP simulation are not of uniform sign. While the SP simulation shows reduced cooling due to zonal advection throughout the integration period (Figure 6c ), this warming is strongly compensated by enhanced equatorial upwelling. Surface flux differences between the SP and NOSP simulations are weakly negative, contributing a slight tendency toward an enhanced cold tongue bias. The net OHC 100 change with respect to the NOSP simulation is highly variable across simulation start dates, with the 1981 simulation showing a general warming tendency while the 1986 simulation experiences stronger cooling in SP than NOSP for months two and three. Some of the variability between ensemble start dates is driven by the relative severity of the NOSP cold tongue bias: the NOSP bias is strongest in 1981; this is also the year SP shows the greatest improvement.
We next discuss the mechanisms behind the changes in the advective fluxes and the relationship between these fluxes and the convective parameterization employed. Ocean circulations are driven by momentum and buoyancy exchanges with the overlying atmosphere. Buoyancy-driven circulations operate on time scales much longer than the length of the simulations presented here. Thus, this discussion will focus on the response of the near-surface wind-driven ocean circulation. Figure 7a shows the meridional mean zonal wind stress over the equatorial central Pacific (38S to 38N) for the first two months of integration of the 1981 ensemble alongside the SODA and CORE data sets. This corresponds to the period of strongest advective biases between the OCN and CTRL simulations (Figure 5a ). In this region, the CORE data set exhibits weaker easterlies than the SODA data set west of 1508W and stronger easterlies east of this longitude. Despite this difference, the CT index in the CORE-forced OCN simulation is similar to that of SODA (Figure 3 ). Figure 7b shows the difference in near-equatorial zonal wind stress between the fully coupled simulations and the CORE data set over the same period as Figure 7a . The CTRL simulation exhibits enhanced easterly wind stress west of 1408W. The enhanced easterlies drive a stronger zonal flow thereby cooling the central Pacific. The enhanced easterly wind stress in the central Pacific of the CTRL simulation is also seen in 1991. In 1986, the enhanced easterlies are shifted to west of 1708E. This interannual variability is likely responsible for the differing importance of zonal advection and upwelling for the formation of the cold tongue bias as seen in Figure 6a . 
In 1981, the NODC wind stress response is similar to that of CTRL (Figure 7d ). Thus, their CT biases are quite similar. However, in the 1986 and 1991 simulations, the zonal wind stress in NODC is much stronger than in CTRL (Figures 7e and 7f) . Thus, these years see stronger advective cooling ( Figure 6b ) and a stronger cold tongue bias. The SP simulations exhibit a similar relationship between equatorial zonal wind stress and CT bias strength. However, the change in wind stress in the SP simulations is opposite in sign to that induced by NODC leading to the greatly improved CT index in the SP simulations.
The mean boundary-layer easterlies along the equator are accelerated by the large-scale zonal pressure gradient and decelerated by surface drag (wind stress). A third important source of boundary-layer zonal momentum is vertical eddy momentum fluxes that mix down stronger easterly momentum from the overlying shallow cumulus layer into the boundary layer (Stevens et al., 2002) . Meridional advection of zonal momentum by a cross-equatorial flow and lateral eddy flux convergence of meridional momentum appear to be less important in the boundary layer overlying the central Pacific cold tongue. Thus biases in simulated wind stress biases most likely stem from biases in pressure gradients or in cumulus momentum transport.
The meridional mean of near equatorial surface pressure is shown in Figure 8 . The zonal pressure gradient in the central and west Pacific of the CTRL simulation is stronger than seen in ERAI, consistent with the enhanced zonal wind stress seen in the CTRL simulation in this region. Figures 8d-8f compares the surface pressure response of the NODC and SP simulations to their respective control simulations. The differences in the near equatorial surface pressure field between the NODC and CTRL simulation are qualitatively consistent with the wind stress changes seen in Figures 7d-7f . In 1981, they have similar zonal surface pressure gradients and similar near equatorial zonal wind stresses. In 1986 and 1991, NODC develops a stronger surface pressure gradient resulting in stronger surface wind stresses. Thus, the chain of events leading to the NODC cold tongue amplification is quite simple: disabling the deep convection parameterization enhances the zonal surface pressure gradient, which drives stronger near surface zonal winds, which produces a stronger zonal wind stress on the ocean surface and more oceanic advective cooling. However, this simple chain breaks down when applied to the SP simulations.
Compared to NOSP, the surface pressure response in the SP simulations shows either little change in the zonal pressure gradient (1981) or a slight increase (1986 and 1991) (Figures 8d-8f ). This suggests the near 
equatorial zonal wind stress in SP should be similar to or more easterly than the NOSP simulation, contrary to the weaker wind stress response seen in Figure 7 . This incongruity between zonal winds and zonal surface pressure gradient exists for all initialization years, suggesting an important role for changes in 
downward eddy momentum fluxes in determining the changes in surface wind stress in the superparameterized simulations, similar to that discussed for the tropical Atlantic in Zermeño-Diaz and Zhang (2013).
The vertical profiles of zonal wind in the first month of integration of the fully coupled hindcasts over the equatorial central Pacific (38S to 38N and 1808 to 1408W) are shown in Figures 9a-9c . The zonal wind is too easterly at all levels in the CTRL simulation as compared to ERAI. Both the low level jet and the top of the free tropospheric easterlies are too high in CTRL as compared to their location in ERAI. In the free troposphere (700 hPa to 300 hPa), both the NODC and SP simulations show reduced easterlies as a result of a dearth of deep convective momentum transport which brings easterly momentum up from the surface in the CTRL simulation.
Figures 9d-9f shows an expanded view of the zonal wind profiles below 800 hPa most relevant for surface wind stress. The SP simulations show a strikingly enhanced low level jet near 850 hPa along with reduced zonal wind speed near the surface and increased low level zonal wind shear. While the SP and NODC wind anomalies agree aloft (above 750 hPa), the low level NODC zonal wind profile is similar to that of the CTRL simulation, suggesting SP's enhanced vertical wind shear is due to its lack of shallow convective momentum transport.
The standard configuration of CESM1 includes an explicit convective momentum transport parameterization as part of the deep convection parameterization (Neale et al., 2008; Richter & Rasch, 2008) and implicit momentum transport within the shallow cumulus and moist turbulence parameterizations ). The similarity in the low level wind gradient in the CTRL and NODC simulations suggest the low level zonal wind gradient is controlled more strongly by the shallow convection parameterization than the deep convection parameterization in this region. Vertical momentum transport in SP-CESM is accomplished through the resolved large-scale circulations within CAM5 and the CESM1 moist turbulence parameterization.
Inclusion of convective momentum transport in an atmospheric GCM accelerates the near surface zonal flow and slows zonal wind speeds above 900 hPa (Richter & Rasch, 2008) . Similarly, Zermeño-Diaz and Zhang (2013) highlight the importance of entraining free tropospheric easterly momentum into the boundary layer for accurately simulating near equatorial easterlies in the tropical Atlantic. In light of these previous Journal of Advances in Modeling Earth Systems 10.1002/2017MS001176 studies, the differences between the SP and NOSP simulations seen in Figure 9 are unsurprising. Thus, while the SP simulations show improvement in the development of equatorial SSTs, the improvements are likely due to missing processes rather than an improved representation of atmospheric dynamics. More broadly, convective momentum fluxes may be an underappreciated mechanism for controlling the strength of the equatorial Pacific cold tongue.
Sensitivity Tests
To confirm shallow convection momentum transport is the main driver of the differences between the SP and NOSP simulations, we performed a sensitivity test using three-member ensembles identical to the CTRL ensembles, except that momentum transport by the shallow convection parameterization is disabled. These simulations are referred to as NOUWCMT. Similar to the change in SP, near equatorial wind stress in NOUWCMT is less easterly than in CTRL as shown in Figure 10a despite little change in the surface pressure field as seen in Figure 10b . The NOUWCMT simulations' low-level zonal wind profile shows the same enhanced vertical gradient as the SP simulations (Figure 9 ). The change in surface wind produced by this modified profile also shows the same CT bias reduction as the SP simulations ( Figure  10c ), confirming the SP CT improvements to be the result of the nonphysical low level zonal wind structure. Khairoutdinov et al. (2005) showed inclusion of momentum tendencies from embedded three-dimensional CRMs within SP-CAM leads to improvements in tropical rainfall and SST patterns relative to tests that disable the CRMs' momentum tendencies. To test the effect of three-dimensional CMT, we simulated two new 1986 hindcast ensembles using an embedded 8x8-column CRM with the same 4 km horizontal resolution as our standard SP simulation. In the first, SP3D, CRM momentum tendencies are neglected, while in the second, SP3DMOM, these tendencies are fed back to the large-scale model. Due to computational expense, SP3D and SP3DMOM were only run for one month.
The change from SP to SP3D has limited effect on the vertical zonal wind profile, but when the momentum tendencies are included in SP3DMOM the near surface zonal wind speed is enhanced (Figure 11a ). This results from both increased vertical mixing, as indicated by the reduced low level wind shear, and an increased zonal pressure gradient (Figure 11b ). While SP is warmer than NOSP over the first month of integration, this CT bias improvement is weaker in SP3D (Figure 12 ). Inclusion of momentum tendencies in SP3DMOM leads to a worsened cold tongue as compared to NOSP, further confirming the SP improvement is achieved through a nonphysical representation of the low level zonal wind.
Finally, to assess the extent to which wind stress changes seen in the coupled simulations are driven by the atmospheric component of the coupled modeling system rather than by coupled feedbacks, we rerun the 1986 hindcasts using fixed SSTs for a lower boundary condition. For the following discussion, all simulations using fixed SSTs rather than a dynamic ocean will be denoted by an F preceding the simulation designation, e.g., FSP is the fixed SST version of the SP ensemble. Figure 13b shows the surface pressure bias as compared to ERAI for the first month of integration for the fixed SST hindcasts. There is little bias in the SP gradient in the central Pacific, yet the zonal wind profile exhibits the same reduced low level wind speed and enhanced low level jet seen in the fully coupled simulations. The profiles for the FCTRL, FNODC, and FNOSP simulations are also similar to their coupled counterparts as seen in Figure 13a , confirming the zonal wind profile in these hindcasts is set by the atmosphere alone and does not require coupled feedbacks to develop. Because the wind biases in the fixed SST simulations are unable to force changes in the underlying SSTs, the central Pacific precipitation patterns, which are largely governed by SST gradients (Lindzen & Nigam, 1987) , do not exhibit the meridional shifts with changes in convective parameterization as was seen in the fully coupled simulations (supporting information Figure S5 ).
Discussion and Conclusions
In this study, we showed the rapidly developing east Pacific double-ITCZ rainfall bias in CESM1 to be robust to extreme changes in convective parameterization. However, we also showed the central equatorial Pacific precipitation and cold-tongue (CT) SST biases to be very sensitive to the same changes. Simulations using the default configuration of CESM1 develop a double-ITCZ and cold tongue bias within the first six months of integration. When the deep convection parameterization is disabled (NODC simulations), the model continues to produce a double-ITCZ in the eastern tropical Pacific, and the central Pacific precipitation and CT biases amplify for two of the three initialization ensembles. In contrast, when all moist parameterizations are replaced by embedded cloud resolving models in the superparameterized version of CESM (SP simulations), the southeast Pacific double-ITCZ bias still develops, but the Pacific CT bias severity is greatly reduced leading to improved simulation of precipitation in this region.
In all of our simulations, the changes in cold tongue temperature were driven by changes in vertical and zonal oceanic advective heat fluxes. Given the two-month time scale of the CT bias development, these changes are dynamically driven by changes in the surface wind stress field. The CT bias within the CTRL simulation develops as a result of increased zonal wind stress and an associated increase in zonal advection of cool water from the east Pacific. When deep convection is disabled, the zonal pressure gradient is enhanced, leading to enhanced zonal surface wind stress, which drives increased upwelling. As a result, the NODC simulation developed a worsened CT bias.
The relationship between zonal pressure gradient and surface wind biases found in the CTRL and NODC simulations does not extend to the SP simulations because of changes in the superparameterized model's vertical profile of the zonal wind. The SP simulations lack convective momentum transport, which results in an acceleration of the zonal wind at the top of the boundary layer, near 850 hPa, and a deceleration of near surface zonal wind speed as surface drag effects are less efficiently mixed upward and thus concentrated in the lowest model levels. That is, free tropospheric easterly momentum is not efficiently mixed downward, as has been previously shown to produce biases in equatorial Atlantic surface winds (Zermeño-Diaz & Zhang, 2013) . As a result of this nonphysical redistribution of lower level momentum, the CT bias in the SP simulation is artificially improved in our hindcasts. Thus, convective momentum transport is an important control on SST in addition to its previously identified role in determining tropical Pacific precipitation patterns (Wu et al., 2003) .
A sensitivity test in which shallow convective momentum fluxes are disabled while all other parameterizations remain active is able to reproduce the change in the lower level zonal wind profile seen in SP and the associated improvement in the CT bias, confirming the lack of convective momentum flux as the main driver of the CT bias improvement seen in the SP simulations. Use of embedded three-dimensional cloud resolving models (CRMs) instead of the standard two dimensional CRMs, produced slightly reduced zonal wind shear and accelerated the near surface wind reducing the CT bias improvement. An additional Journal of Advances in Modeling Earth Systems 10.1002/2017MS001176 simulation wherein the momentum fluxes from the three-dimensional CRM were fed back to the large scale model (SP3DMOM) further reduced the zonal wind shear, enhancing the low level winds. As a result, the month one CT bias in SP3DMOM is stronger than in SP further suggesting the SP CT improvement is achieved through nonphysical treatment of atmospheric momentum.
Finally, simulations using prescribed SSTs in place of a dynamic ocean confirm the rapidly developing wind stress response seen in the fully coupled model simulations is primarily due to the atmosphere model rather than the result of coupled feedbacks. Thus, the SST response in the coupled model is likely a response to the altered zonal wind stresses rather than the driver. Because the uncoupled wind structure projects strongly onto the coupled simulations, this provides an additional, potentially valuable uncoupled benchmark, which may serve to reduce the computational time necessary for coupled model development. Our simulations also suggest the meridional shifts in precipitation seen in the fully coupled simulations result from the rapidly developing coupled-SST bias rather than resulting directly from the wind biases, though further work would aid in confirming this relationship.
While the hindcasts presented in this study demonstrate the importance of both large-scale pressure gradients and vertical momentum transport to the rapid cold tongue bias development in CESM1, further work is necessary to fully understand the role these processes play in determining the climate of longer integrations. Specifically, all simulations presented in this study were initialized during points in both the annual cycle (January) and the interannual ENSO cycle (one to two years prior to an El Niño), when equatorial SSTs are warming in the central Pacific. This may affect the balance of the large-scale pressure gradient and vertical momentum mixing key to determining the modeled surface wind stresses.
To this end, one member of the 1981 ensemble for each model configuration was extended out to encompass five years. The cold tongue index and its components for each of these simulations are shown in supporting information Figure S7 . Internal variability along the equator with regards to the ENSO cycle combined with a drift toward cooler SSTs across the tropical Pacific in the NODC and SP simulations swamps the expected response to convection parameterization discussed in this paper. Extended simulations with more ensemble members may prove enlightening for continued exploration of the impact of connective momentum transport on equatorial Pacific SST biases, particularly for the superparameterized simulations.
The simulations presented in this study suggest convective parameterizations play a large role in determining the mean state of the equatorial Pacific, not only through their impact on atmospheric heating and moistening, but also through their parameterized momentum transport and its effect on surface wind stress. The CTRL and NODC simulations produce low level vertical wind profiles with realistic shapes though the wind speed is slightly too strong. This suggests the shallow convection and planetary boundary layer physics are sufficient to produce the proper vertical wind profile, but it is the large scale pressure forcing that results in an overly strong mean surface wind, which in turn drives the rapidly developing cold tongue bias. The superparameterized simulations are unable to accurately simulate the vertical wind profile near the equator, serendipitously yielding a weaker surface wind stress that reduces the cold tongue bias and supports the improved central Pacific rainfall climatology noted in Kooperman et al. (2016) but for nonphysical reasons. Global rainfall statistics were improved by inclusion of a convective momentum transport parameterization in a superparameterized version of the Weather Research and Forecast model (Tulich, 2015) . However, as we show here, inclusion of convective momentum transport may uncover other compensating model biases in the superparameterized tropical Pacific, which must be corrected in order to properly simulate the cold tongue-ITCZ complex in this region.
Erratum
In the originally published version of this paper, an error is in the vertical regridding script used to produce Figures 9, 11, and 13. These figures have since been corrected, and this version may be considered the authoritative version.
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