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1 Introduction
As far as combination is concerned, it is better to go back to the original data,
rather than to combine results. However, this is not always possible. Also
combining data can involve a very large amount of work.
We consider two different sorts of combination of results: parameter values
and p-values.
2 Parameter Values
This can be the combination of several determinations of a single parameter, or
of two or more parameters. The uncertainties on the different determinations
can be independent or correlated; and for more than one parameter, also the
parameter uncertainties of an individual determination may be independent or
correlated.
2.1 One parameter, no correlations
We assume that there are N determinations xi ± σi of a physical quantity x. A
way of estimating xcomb is to minimise the weighted sum of squares
S(x) = Σ[(x− xi)/σi]2, (1)
with the summation running over the number of observations1. This yields
xcomb = Σwixi/Σwi, wi = 1/σ
2
i (2)
i.e. the best value of x is given by the weighted average of the xi, where the
weights are equal to 1/σ2i . Thus the smaller the uncertainty on a measurement,
the larger the weight. In an informal sense, the weight of an experiment can be
thought of as its information content.
The uncertainty σcomb on xcomb is given by
1/σ2comb = Σ(1/σ
2
i ) (3)
This ensures that σcomb is at least as small as the smallest of the individual
uncertainties; this is the motivation for combination. It is also guaranteed to
be not larger than the uncertainty on the unweighted average. In terms of the
weights, equation 3 is wcomb = Σwi, i.e. the information content of the combined
value is the sum of those for each of the individual measurements.
The uncertainties in this note depend only on the uncertainties of the indi-
vidual measurements, and their possible correlations, but not on the degree of
consistency of the separate measurements. Thus the uncertainty on the combi-
nation of uncorrelated measurements 0± 3 and z ± 3 will be ∼ 2, independent
of whether z is 1 or 7.
1Many people refer to this as χ2. We prefer to use a different symbol (S), as this makes
more understandable the question of whether or not the distribution of S is the mathematical
χ2.
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2.2 An apparent counter-example
An example demonstrates that care is needed in applying the formulae. Con-
sider high energy cosmic rays being recorded by a large counter system for two
consecutive one-week periods, with the number of counts being 100 ± 10 and
1 ± 1 2. Unthinking application of the formulae for the combined result gives
the ridiculous 2± 1. What has gone wrong?
The answer is that we are supposed to use the true accuracies of the indi-
vidual measurements to assign the weights. Here we have used the estimated
accuracies. Because the estimated uncertainty depends on the estimated rate3,
a downward fluctuation in the measurement results in an underestimated un-
certainty, an overestimated weight, and a downward bias in the combination. In
our example, the combination should assume that the true rate was the same in
the two measurements which used the same detector and which lasted the same
time as each other, and hence their true accuracies are (unknown but) equal.
So the two measurements should each be given the same weight, which yields
the more sensible combined result of 50.5± 5 counts per week.
A general way of mitigating this problem within this approach is discussed in
ref [1]. It incorporates the way the uncertainty for each result is expected to vary
with the estimated parameter value. It is equivalent to an iterative approach,
in which at each stage, the input uncertainties are recalculated assuming that
they can be obtained using the parameter value as determined in the previous
iteration.
2.3 BLUE for one parameter with correlated measure-
ments
Amethod of combining correlated results is the ‘Best LinearUnbiassedEstimate’
(BLUE) [2]. We look for the best linear unbiassed combination
xBLUE = Σwixi, (4)
where the weights are chosen to give the smallest uncertainty σBLUE on xBLUE .
Also for the combination to be unbiassed, the weights must add up to unity.
They are thus determined by minimising ΣΣwiwjE−1ij , subject to the constraint
Σwi = 1; here E is the covariance matrix for the correlated measurements. This
gives
wi = Σeij/ΣΣeij , (5)
2It is a crime (punishable by a forcible transfer to doing a doctorate on Astrology) to
combine such discrepant measurements. It seems likely that someone turned off the detector
between the two runs; or there was a large background in the first measurement which was
eliminated for the second; etc. The only reason for using such discrepant numbers is to
produce a dramatically stupid result. The effect would have been present with measurements
like 100± 10 and 81± 9.
3The problem arises here because the standard deviation in a Poisson process is equal to
the square root of the rate. Even worse, in determining the lifetime τ of a particle from a set
of N measured decay times, the uncertainty on τ is τ/
√
N i.e. the estimated uncertainty is
proportional to the estimated lifetime.
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where eij is an element of E−1, and the summation in the numerator is over
the index j, while the double summation in the denominator is over i and j.
The BLUE procedure just described is equivalent to the χ2 approach for
checking whether a correlated set of measurements are consistent with a com-
mon value. The advantage of BLUE is that it provides the weights for each
measurement in the combination. It thus enables us to calculate the contri-
bution of various sources of uncertainty in the individual measurements to the
uncertainty on the combined result.
When the correlation is so strong that the correlation coefficient4 ρ > σ1/σ2,
the best estimate of x falls outside the range of x1 and x2. This is in fact
reasonable. If the correlation is strongly positive, it is likely that x1 and x2
lie on the same side of the true value xtrue, with x1 (the measurement with
the smaller uncertainty) lying closer to xtrue than x2 does. Thus it is entirely
sensible that the best estimate should involve extrapolating from x2 to beyond
x1.
However, the resulting xBLUE is sensitive to the values of the uncertainties
and the correlations, so combining highly correlated values may not be sensi-
ble. This situation can arise, for example, when there is more than one group
within a collaboration, analysing more or less the same data but with slightly
different analyses, and with the same physics aim, e.g. measuring the top quark
mass. This is likely to produce a set of answers that will be highly correlated.
Rather than trying to combine the different results, it is better to decide which
procedure should be used as the published result of the Collaboration (with
the others being simply confirmatory). This choice should be based not on the
results of the different methods, but rather on the expected sensitivity of each
method; etc.
Another feature of large correlations is that the uncertainty on the combined
value tends to zero as the correlation coefficient tends to +1 or -1. (Remember
that even with complete correlation, the uncertainties do not have to be equal.)
When the individual measurements are uncorrelated, BLUE simplifies to
the method described in Section 2.1.
2.4 Why weighted averaging can be better than simple
averaging
Consider a remote island whose inhabitants are very conservative, and no-one
leaves or arrives except for some anthropologists who wish to determine the
number of married people there. Because the islanders are very traditional,
it is necessary to send two teams of anthropologists, one consisting of males
to interview the men, and the other of females for the women. There are too
many islanders to interview them all, so each team interviews a sample and then
extrapolates. The first team estimates the number of married men as 10, 000±
300. The second, who unfortunately have less funding and so can interview only
4Here σ1 ≤ σ2, and ρ is the covariance divided by the product σ1σ2.
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a smaller sample, have a larger statistical uncertainty; they estimate 9, 000±900
married women. Then how many married people are there on the island?
The simple approach is to add the numbers of married men and women, to
give 19, 000± 950 married people. But if we use some theoretical input, maybe
we can improve the accuracy of our estimate. So if we assume that the islanders
are monogamous, the true numbers of married men and women should be equal.
The weighted average is 9, 900± 285 married couples and hence 19, 800± 570
married people.
The contrast in these results is not so much the difference in the esti-
mates, but that incorporating the assumption of monogamy and hence using
the weighted average gives a smaller uncertainty on the answer. Of course, if
our assumption is incorrect, this answer will be biassed.
A Particle Physics example incorporating the same idea of theoretical input
reducing the uncertainty of a measurement is ‘Kinematic Fitting’. There the
uncertainties on the measured momenta and energies of the objects produced in
high energy interactions are reduced by assuming that energy and momentum
conservation applies between the initial state collision particles and the final
state objects measured in the detector.
3 Two or more Parameters
3.1 Different measurements uncorrelated
There are situations where analyses determine two or more parameters. For
example:
• When fitting a peak plus a smooth background to a mass spectrum, the
parameters include the location and strength of the signal, and perhaps
its width.
• In a search for neutrino oscillations where only two flavours are relevant,
the parameters are the amplitude of the oscillations sin2 2θ; and ∆m2, the
difference of the mass-squared of the two neutrinos, which determines the
oscillation frequency.
• One or more physics parameters φ and nuisance parameter(s) ν for sys-
tematic effects.
• Straight line fitting. The parameters are the gradient and the intercept of
the line.
In many cases the uncertainties on the parameters will be correlated.
When several independent5 measurements of the correlated parameters exist,
we may want to combine the results. For a pair of parameters, the weighted
5If there are correlations among the N separate measurements of the two parameters, the
covariance matrix E is expanded to be of size 2N × 2N , and equation (6) is readily modified
to include all correlations – see Section 3.2.
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sum of squares for consistency with a particular (a, b) is
S(a, b) = Σ[(ai − a)2ei,11 + (bi − b)2ei,22 + 2(ai − a)(bi − b)ei,12] (6)
where the summation is over the N independent measurements (ai, bi), and ei,kl
is the (k, l) element of the inverse covariance matrix E−1i of the i
th measurement.
Then S(a, b) is simply minimised with respect to the parameters a and b. The
uncertainties and correlation for the combined values are given by the covariance
matrix M ; the elements of its inverse are
M−111 = 0.5 ∗
∂2S
∂a2
M−122 = 0.5 ∗
∂2S
∂b2
M−112 = 0.5 ∗
∂2S
∂a∂b
(7)
The extension to the case where each analysis measures more than two pa-
rameters is straightforward.
3.2 Different measurements correlated
An extension of the above example is where we have N observables, each of
which is measured in p different experiments, and there are possible correlations
in all n = N × p variables. Valassi has extended BLUE, using the criterion of
minimising the uncertainty on each of the N combined values [3]. For Gaussian
uncertainties, this is shown to be equivalent to minimising the weighted sum
of squares. An example where this might be used would be a measurement
of the differential cross section for some process, using several different decay
channels; there could be correlations across the bins of the cross-section for
a given channel, and also among the different channels. The output is the
differential cross-section, with each bin being the combination of the different
channels, taking all correlations into account.
The Valassi procedure is as follows. Let us assume that we are interested
in N observables, Xα = {X1, ..., XN}, and that we have n experimental results
yi = {y1, ..., yn}, such that each of the measurements yi corresponds to one of
the observables xα (and all observables are measured at least once: n ≥ N).
The (n×N) matrix U is defined by
Uiα =
{
1 if yi is a measurement of Xα,
0 if yi is not a measurement of Xα.
(8)
Each of the n rows of U has one and only one element equal to 1. For instance,
if we would combine a 3-bin differential cross section measurement between two
channels, e.g. muon and electron, then n = 6, N = 3, and the U matrix would
be:
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Uiα =

1 0 0
0 1 0
0 0 1
1 0 0
0 1 0
0 0 1
 (9)
Let us also define the (n× n) covariance matrix of the measurements,
Mij = cov(yi, yj). (10)
Then the best linear estimate of each observable Xα is
xˆα =
n∑
i=1
λαiyi, (11)
where the weights λαi are
λαi =
N∑
β=1
(
U tM−1U
)−1
αβ
(
U tM−1
)
βi
, (12)
and U t is the transpose matrix of U . The covariance matrix for the estimates
is
cov(xˆα, xˆβ) =
(
U tM−1U
)−1
αβ
. (13)
3.3 Detailed Example: Straight Line Fits
Here we discuss a very simple example of combining straight line fits, where
the answer can be appreciated intuitively. It consists of a simplified tracking
situation, in which a particle passes through 6 detector planes, of which 3 are
closely spaced and separated by some distance from another 3 closely spaced
planes (See Fig. 1). The data consist of independent measurements yi ± σi at
well-defined xi values. There is no magnetic field and we consider only the x
and y coordinates so the track is parametrised by the straight line y = a + bx.
A straight line L1 is fitted to the hits in the 3 left-most planes, and L2 to the 3
right-most planes. Finally the results (a1, b1) and (a2, b2) are combined to give
(acomb, bcomb).
A straight line fit to a set of closely separated points will determine the line’s
gradient b with a large uncertainty. Furthermore, if these points are centred
away from x = 0, there will be a strong correlation between a, the intercept at
x = 0, and b. The large uncertainty on the gradient b then results in a large
uncertainty on the intercept a. The covariance of a and b is obtained from
equations 7, and is proportional to −〈x〉, where 〈x〉 is the weighted average of
the x-positions of the fitted data points (i.e. Σ(xi/σ2i )/Σ(1/σ2i )).
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Figure 1: (a) Three hits in each of 2 sub-detectors. The line L1 is a fit to the
three left-most points, and L2 is for the three on the right. Lcomb is the result
of correctly combining the intercepts and gradients (a and b respectively) for L1
and L2, taking the correlations between a and b into account; or equivalently, of
fitting a line to all 6 hits. (b) The large covariance ellipses for L1 and L2, and
the small one for Lcomb. The big improvement from combining is dramatically
evident.
Thus we expect that the lines L1 and L2 will have large uncertainties on a
and b, and strong correlations but of opposite signs. However, because of the
larger range of x-values, Lcomb will have very much smaller uncertainties. The
covariance ellipses for L1 and L2, as well as for Lcomb are shown in Fig. 1, and
bear out these expectations. In terms of the covariance ellipses shown there, it
is because they have different orientations that the combination results in vastly
reduced uncertainties.
When the two sets of sub-detector planes are centred on the same side of the
origin, as is usually the case in tracking, the best values of both the gradient
and of the intercept of the combined line can be outside the ranges of the
corresponding quantities for lines L1 and L2 (see Fig. 2).
For the straight line fits, the results for (a, b) and for their covariance matrix
M are the same whether we combine the L1 and L2 results, or whether we do
a single fit to all 6 data points.
A physical example of the big reduction in uncertainty when combining re-
sults of pairs of parameters with large internal correlations is the determination
of the fraction of dark energy in the Universe ΩΛ. There are several different
methods that provide information on this and the fraction of dark matter ΩM ,
but each on its own has a large uncertainty. Because of their different corre-
lations, however, their combination provides a precise measurement of ΩΛ (see
Fig. 3).
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Figure 2: (a) and (b) As in Fig. 1 but the two sets of hits are now on the same
side of the vertical axis. In this example, the best values of both the intercept
and the gradient of the combination lie outside the individual values for L1
and L2. (c) The logarithm of the profile likelihoods for L1, L2 and Lcomb, as
functions of a. The incorrect procedure of combining the profile likelihoods for
L1 and L2 does not give that for Lcomb; it would result in a parabola slightly
narrower than that for L1, and with its maximum a little to the right of L1’s
maximum. (d) The best value of b as a function of a for the two lines L1 and L2.
The overall best values of b for the two lines are equal; however, except when
a = acomb, the values of bbest(a) for these lines do not agree. That explains why
combining the profile likelihoods for the two lines is not a sensible procedure.
3.4 Profile Likelihood
For situations where we have several parameters, it is common and sometimes
natural to choose one as the parameter of interest (φ) and to profile or to
marginalise over all the others (ν); this is especially common when we have
one physics parameter, and several nuisance parameters related to systematic
effects. The profile likelihood is
Lprof (φ) = L(φ, νbest(φ)) (14)
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Figure 3: Confidence regions for (ΩΛ,ΩM ), the fractions of Dark Energy and
Dark Matter respectively, as determined from Supernovae (SNe), the Cosmic
Microwave Background (CMB) and Baryon Acoustic Oscillations (BAO). Each
individual measurement has a large uncertainty on ΩΛ, but because the methods
have different correlations, the combination determines it well.
where νbest(φ) is the value for ν that maximise the likelihood at that particular
φ. The profile likelihood is thus a function just of φ. Fig. 2(c) shows the profile
likelihood for the intercept a (i.e. profiled over the gradient b) for all three
lines. The widths of the curves for lnLprof correctly give the uncertainties on a.
However it is important to note that, in contrast to the situation with the full
likelihoods L(a, b), combining the profile likelihoods for L1 and L2 would not
give the profile likelihood for Lcomb, even though the best values of b for the
two lines happen to be the same. However, except when a = abest, the values
of bbest(a) for L1 and for L2 at the same a are different - see Fig. 2(d)); that is
a reason that the combination of profile likelihoods is not a sensible procedure.
3.5 Better combination?
If the only information available is the set of values µi from the separate mea-
surements and their covariance matrix , then the only possibilities for combining
are the methods described above. With a little more information, however, it
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might be possible to reconstruct approximately the likelihood functions and
then to combine them rather than just the results.
For example, when the uncertainties are asymmetric, Barlow has suggested
various ways of modifying the Gaussian shape by prescriptions for how the width
varies [6].
A note by Cousins [7] points out that in some simplified circumstances, the
shape of the likelihood is defined. Thus if the result is obtained by multiplying
several factors, the equivalent of the central limit theorem causes the distribution
of the product to be approximately log-normal. Some systematic uncertainties
might also result in such a distribution. For example, theorists might say that
their predicted cross-section for some process was accurate to within a factor of
2.
Alternatively for a search for a signal involving Poisson counting in the
signal and in background regions (the ‘on-off’ problem), the distribution is a
gamma function. This also applies to lifetime determinations using individually
observed decay times with an expected exponential distribution. In all cases
the parameters of the expected distributions are determined from the numerical
values of µ and σ.
Of course the ideal situations for these distributions to be relevant are rarely
realised in practice. For example, for the gamma distribution to apply to the
lifetime measurement, we require the expected decay distribution to follow a
perfect exponential. This means that we have a constant efficiency for observing
decays over the full range of decay times from zero to infinity, and can ignore
backgrounds, time resolution, etc.
3.6 Varying ρ
Because correlations can lead to extrapolation and to small uncertainties, it
is sometimes suggested that it would be a good idea to set the correlation
coefficient ρ to zero. This is thought to be conservative, but it throws away
information and is against the spirit of BLUE - ‘B’ stands for ‘Best’, which
means ‘smallest uncertainty’, rather than ‘most conservative’. Furthermore
ρ = 0 is not the most conservative choice. For example, if we have analysed a
large data set D and also a subset S of this data, and we combine them using
the covariance matrix with elements
E11 = σ
2
D, E22 = σ
2
S , E12 = E21 = σ
2
S , (15)
the weight ascribed to S turns out to be zero, i.e. the subsample S is ignored
and the ‘combined’ result is simply that from D (as is sensible). But if we set
the covariance to zero, our combined result will have an incorrect ‘improvement’
with reduced uncertainty σC given by
1/σ2C = 1/σ
2
D + 1/σ
2
S (16)
While it might be sensible to choose the most conservative value for ρ when
the value of ρ is unknown, otherwise its actual value seems a better choice.
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Another problem is that in ignoring ρ, we will obtain an incorrect contribu-
tion to the weighted sum of squares S. Thus if the pdf in (x, y) is a 2-dimensional
Gaussian centred on the origin with σx = σy = 1 and ρ = +0.9, the correct
contribution to S from a measurement at (+1.0, +1.0) is 1, while for (+1.0,
-1.0) it is 20; setting ρ = 0 would incorrectly result in a contribution of 2 for
both of them.
4 p-values
Sometimes the effect of New Physics could appear in several different reactions
in a given experiment; or in different experiments. It would then be sensible to
combine the information, in order to improve the sensitivity of the search. The
best way to do this is to perform a joint analysis, but this is not always possible,
so an alternative is to combine the individual p-values. Problems with this are:
• Different effects: Two analyses might each have small p0-values because
they both disagree with the Standard Model, but have different inconsis-
tent discrepancies e.g. peaks at quite different mass values.
• Non-uniqueness: Bob Cousins [4] has pointed out that in the combina-
tion of N p-values, we are trying to find a transformation from the N
(presumed uniform) 1-dimensional distributions6 to just one uniform dis-
tribution; this can clearly be achieved in many ways, thus yielding a large
variety of different possible combined p-values. Which is best requires ex-
tra information about the possible alternative hypotheses, and also more
details of the analyses beyond just their individual p-values. Again the
desirability of a combined analysis is demonstrated.
• Selection bias: Care must be taken to combine all relevant analyses, and
not just the ones which give small individual p-values.
One possibility is to calculate the product zobs of the n individual p-values.
Then the probability P of the product of n independent uniformly distributed
p-values being smaller than zobs is
P = zobsΣ(− ln zobs)j/j! (17)
where the summation extends over j = 0 to n− 1. Thus P is larger than zobs.
For two measurements P = p1p2(1− ln(p1p2)).
If the pi-values were obtained from weighted sums of squares Si which are
expected to have χ2 distributions with numbers of degrees of freedom νi, an
alternative is to use Scomb = ΣSi and νcomb = Σνi to obtain the overall P . In
the special case where the individual νi are all 2, this becomes equivalent to
using eqn. 17.
6The assumption of a uniform distribution for p-values will not be true if the data are
discrete.
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Table 1: Summary Table. For all cases below, beware of using estimated
uncertainties and correlations.
No. of params Correlated? Method Result
1 No χ2 wi = 1/σ2i
1 ρ 6= 0 χ2 If ρ > σ1/σ2, xcomb uses extrapolation
BLUE Gives weights for each xi
2 (x, y) x and y correlated χ2 (x, y)comb can be out of range of (x, y)i
(σx, σy)comb can be much smaller than (σx, σy)i
n p-values No Many Best method requires more than just p-values
A third approach is the Stouffer method [5] which uses
zcomb = Σzi/
√
n, (18)
where zi are the signed z scores (i.e the number of standard deviations corre-
sponding to the one-sided p-value, with p = 0.5 being equivalent to z = 0) and
zcomb is the combined value.
5 Conclusion
Although it is useful to combine results of different measurements of the same
physical parameter(s), it is almost always better to perform a single combined
analysis of all the data. However, for cases where this is not possible or is imprac-
tical, we discuss here combinations for the measurement of a single parameter;
of two or more parameters; and of p-values. For parameter determination, the
simpler situation is where the individual uncertainties are uncorrelated; we also
discuss the correlated case.
Large correlations can result in the combined value lying outside the range
of the individual values; and to significantly reduced uncertainties. This is
not unreasonable, but can be dangerous if the uncertainties and/or correlations
are inaccurately estimated. However, setting correlations to zero can result in
throwing away important information.
The main results of combinations are summarised in the Table.
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A An aside on profile likelihoods
There is sometimes confusion on whether profile likelihood ratios involving two
hypotheses are the ratio of the profile likelihoods, or are the likelihood ratio
profiled with respect to the nuisance parameter(s). The latter is not a sensible
procedure in that the profile likelihoods for the two hypotheses can require
different values of the nuisance parameter(s) at a given value of the parameter
of interest.
For the example of a straight line fit to some data (e.g. all 6 points of Fig. 1),
the parameter of interest might be the intercept a, with the gradient b being a
nuisance parameter. Then the hypothesis test could involve two different sets of
straight lines, the first with a = a0 and the second with a = a1. In this simple
case (and for a variety of other problems too), the log-likelihoods as functions of
b are parabolae of equal width, but with different locations and heights of their
minima (see Fig. 4). Then the difference of the log-likelihoods is linear in b,
with no stationary value anywhere. Even worse, if the widths of the individual
log-likelihoods for the two hypotheses are slightly different (as would be the
case when the uncertainties σi on the original data yi-values depended on the
parameters a and/or b), the plot of the log-likelihood ratio would have a weak
14
lnL a = a0 a = a1
b
Figure 4: Plots of the log-likelihoods as functions of the gradient b, for straight
lines with intercept a = a0 or a = a1. With the functions being equal width
parabolae, the log-likelihood ratio would be linear in b and hence have no sta-
tionary value.
quadratic dependence on b, so that profiling could result in a stationary value
at a large and irrelevant value of |b|.
Thus profiling a ratio of likelihoods is not a good procedure.
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