We formally define the mobile agent allocation problem from a system-wide viewpoint and then prove that it is strongly NPcomplete even if each agent communicates only with two agents. This is the first formal definition for scheduling mobile agents from the viewpoint of load balancing, which enables us to discuss its properties on a rigorous basis. The problem is recognized as preemptive scheduling with independent tasks that require mutual communication. The result implies that almost all subproblems of mobile agent allocation, which require mutual communication of agents, are strongly NP-complete.
Introduction
Multiagent systems [9] have been actively studied especially in the field of artificial intelligence. An agent is a computational entity such as a process, and a mobile agent is an agent that can migrate to any host, which is almost the same concept as process migration in a distributed environment. Studies on the mobility of mobile agents [1] in multiagent systems are expected to reduce communication costs between agents, i.e., to achieve load balancing. However, if an enormous number of agents assemble at a host, the host becomes heavily loaded, and this is contrary to the purpose of introducing mobile agents. Thus, efficient execution should be attained by moving agents to appropriate hosts to balance both CPU and communication costs. This kind of allocation, designed to minimize the high CPU cost, usually takes the form of task scheduling on multiprocessors. Therefore, achieving the load balancing of mobile agents can be regarded as an extension of task scheduling on multiprocessors in that mobile agents correspond to tasks and hosts correspond to processors. However, here the mutual communication between mobile agents and the migration cost are different from the original task scheduling problem. This is the first paper to define such a problem formally as mobile agent allocation so that we can discuss its properties on a rigorous basis. As a first theoretical result on this formulation, we prove that it is strongly NP-complete even if each agent communicates only with two other agents. This implies that almost all useful subproblems of mobile agent allocation, which require mutual communication between agents, are strongly NP-complete. Task scheduling on multiprocessors has been studied for over three decades. Conventional studies have mainly focused on balancing CPU costs [7] or the relation between tasks such as the partial order of task execution [8] . From the former viewpoint (considering independent tasks), if the tasks are nonpreemptive, the problem becomes multiprocessor scheduling [2] , which is strongly NP-complete. When the tasks are preemptive, such a schedule can be obtained in a polynomial time [5] .
In contrast, there have been no conventional studies on the load balancing of a mobile agent system from a systemwide viewpoint. We think this is because agents are autonomous entities. In fact, there have been some conventional studies on the optimization of agent migration. However, all of these studies focus on individual agent migration, e.g., they compare the performance for remote data access, message exchange, and migration [4] , an agent migration schedule for a series of tasks [3] , or the selection of mobile agents considering the itineraries of tasks and agents [6] , not overall system performance. They have not considered the interactions among mobile agents. They only consider the interactions between agents and hosts and have tried to optimize agent migration schedules. For system management agents, such a formalization is appropriate and useful, but many agent systems require agent interactions, e.g., information exchanges or contracts. Of course, much research has been undertaken on communication among agents, e.g., contract nets [9] . However, this research has not focused on load balancing. When we consider agent interactions, it is quite natural to optimize the system performance not the individual agent profits. This is because we can expect such a system optimization strategy to maintain individual agent profits that have good average values. Thus, we define a problem with mobile agent interactions to minimize the completion time of the whole work of the system.
A mobile agent can be considered a preemptive task. Therefore, if there is no communication (interaction) between agents, we can obtain an optimal allocation in a polynomial time. However, we do not know whether this can be obtained when agents mutually communicate. In this paper we prove that the problem is strongly NP-complete in this case. We prove it by restricting the problem so that we do Copyright c 2005 The Institute of Electronics, Information and Communication Engineers not need to consider CPU costs and preemption. Moreover, we restrict the problem so that each agent communicates only with exactly two agents. This restriction helps to reflect actual mobile agent environments because an agent usually communicates with a limited number (O(1)) of agents. Although this restricted problem is very simple, it is strongly NP-complete. Therefore, for almost all actual situations where agents need to communicate with each other, our results show that there is no efficient algorithm that gives an optimal agent allocation.
We formally define the mobile agent allocation problem in the next section. In Sect. 3 we restrict the problem as mentioned above and show that even the restricted problem is strongly NP-complete.
Problem
We consider a connected graph
called an agent graph, the initial assignment of agents x 0 , and a deadline D ∈ Z + . Here: H is a set of n hosts. L is a set of links connecting hosts. C = {c i j |c i j is the reciprocal of the communication speed through link l i j ∈ L}, i.e., |L| = |C|. S = {s i |s i is the reciprocal of the CPU power of host h i ∈ H}, i.e., |H| = |S | = n. A is a set of m agents. E is a set of edges connecting agents. C A = {c As described in the introduction, mobile agents are considered to be preemptive tasks with mutual communication, i.e., they can be executed in any host and can migrate to any host at any time, but they need communication with other agents to accomplish their work. That is, we need to consider three costs: CPU cost, communication cost, and migration cost. All of these costs are measured by using time, and the completion time of an agent execution is the sum of these three costs. The purpose of the problem is to minimize the completion time of the latest completed agent.
CPU cost:
The CPU cost is the time during which an agent uses the CPU resources, which is calculated by S , W A and the hosts in which the agent is located.
Although conventional problems such as the preemptive scheduling discussed in [5] involve the assumption that a processor can work on only one task at a time, agents can be executed simultaneously in a host. With this problem, if there are k agents in a host, an agent uses only 1/k of the CPU resource. Communication cost: The communication cost is the time needed for an agent to communicate with other agents through links, which is calculated by C A , C, and hosts in which the agents communicated with each other are located. For simplicity, we assume that agents communicate with each other throughout the agents' execution time, although in many actual mobile agent systems the communication is required in a specific time. Migration cost: The migration cost is the time needed for an agent to migrate from one host to another, which is calculated by B, C and the hosts that the agent migrates from and to.
Example 1:
We show an example of the calculation of the execution time f i of an agent a i . Scenario: Agent a i 's initial location x 0 i is host h i 0 , and then a i migrates to host h i where a j is located without any execution in h i 0 . w i > w j (w i , w j ∈ W A ). a i needs to communicate with agents a q and a r located at h q and h r , respectively, and then none of the agents migrate any more. In this scenario, the execution of a i is completed at (2) where p i q is a path from h i to h q and l hk ∈ L.
In summary, we can calculate f i if lists of migrations (h In this environment, the mobile agent allocation problem is defined to ask the following question: Is there an allocation (locations and movements) of mobile agents that meets the overall deadline D? That is, the problem is to find m lists of migrations for all agents that meet ∀i, f i ≤ D.
In Fig. 1 we show the relationship between four problems: Mobile agent allocation, preemptive scheduling with independent tasks, multiprocessor scheduling, and multiprocessor scheduling with communication between tasks. Fig. 1 Relationship between problems.
Proof of Strong NP-Completeness
We first restrict the mobile agent allocation problem to a communication cost minimization problem, i.e., we do not need to consider the weights of each agent and preemption, as shown in Fig. 1 . Then we show that the communication cost minimization problem is the same as a subproblem of subgraph isomorphism [2] , which includes the Hamiltonian circuit [2] .
We adopt the following five assumptions that make it unnecessary for us to consider the weights and sizes of agents:
1. The system is homogeneous, i.e., ∀s, s ∈ S , s = s . 2. All agents are the same weight, i.e., ∀w, w ∈ W A , w = w . 3. n = m. 4. ws > max i jqr {c i j c a qr }, where w ∈ W A , s ∈ S assuming conditions 1 and 2. 5. Migration costs can be ignored, i.e., ∀b ∈ B, b = 0.
The mobile agent allocation problem explicitly includes a problem that satisfies the above assumptions. In this restricted problem, it is clear that the agent locations satisfy the requirement that each host has one agent. Next we have five more assumptions to ensure that there is no further agent migration from the locations obtained above: The mobile agent allocation problem explicitly includes a problem that satisfies the above ten assumptions. Based on these assumptions, the problem is restricted to simply finding locations where the maximum communication time between agents is 1.
Since we do not need to consider preemption, the problem becomes a simple communication cost minimization problem, i.e., finding a minimum communication cost perfect matching between nodes in the host graph and those in the agent graph. Formally, the communication cost minimization problem is as follows: There are two complete graphs, a host graph G H = (H, L, C) and an agent graph G A = (A, E, C A ). These graphs satisfy the above assumptions. Then, we consider a solution graph We consider whether or not G contains a subgraph isomorphic to H, i.e., a subset V ⊆ V 1 and a subset E ⊆ E 1 such that |V| = |V 2 |, |E| = |E 2 |, and there is a one-to-one function f : [2] . Note that the subgraph isomorphism is strongly NP-complete [2] .
Moreover, we restrict the problem: There is an integer k ∈ Z + and ∀i, j c a i j = k. This restriction implies that the number of agents with which each agent needs to communicate is exactly k. In a large network with an enormous number of agents, the number of agents with which each agent needs to communicate is usually limited to a constant number. Thus, this restriction has much more meaning than simply a proof of NP-completeness. In the subgraph isomorphism with |V 1 | = |V 2 |, this restriction has an effect whereby, if we define d i as the degree of vertex v i ∈ V 2 , ∀i, d i = k.
It is clear that the subgraph isomorphism with |V 1 | = |V 2 | and k = 2 includes a situation where H is a ring, which implies that it includes the Hamiltonian circuit as a subproblem. In conclusion, since the Hamiltonian circuit is strongly NP-complete, the subgraph isomorphism with |V 1 | = |V 2 | and k = 2 is also strongly NP-complete, which implies that the mobile agent allocation problem is strongly NPcomplete.
Conclusion
We have proved that the mobile agent allocation problem, namely the finishing time minimization problem for mobile agents that takes the communication between agents into consideration, is strongly NP-complete even if the number k of agents with which each agent communicates is limited to two. Our result suggests that we need an approximation algorithm to obtain an optimal agent allocation when we need to consider mutual communication between agents.
