I. INTRODUCTION
The centennial anniversary of the discovery of CRs (in 2012) was marked by a series of exciting discoveries made a few years before it and during the following years [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . It became possible due to the superior instrumentation launched to the top of the atmosphere (e.g., BESSPolar, CREAM) and into space (PAMELA [11] , AMS-02 [3] , Fermi-LAT [12] ) and whose accuracy is now reaching an astonishing level of 1-3% (see a collection of CR data in [13] ). Not surprisingly, these recent developments raised anticipations that new measurements of composition and spectra of CR species may reveal signatures of yet unknown effects or phenomena and consequently led to the surge of interest in astrophysics and particle physics communities. Meanwhile, achieving this goal demands the appropriate level of accuracy from theoretical calls for a dedicated effort to improve on the accuracy of the nuclear production cross sections, especially in the context of recent anomalies seen in CRs, such as, e.g., spectral breaks [2, 4, 5, [38] [39] [40] . Note that the production cross sections are also the key ingredient for calculations of the production of cosmogenic radionuclides by Galactic CRs in Earth's atmosphere and meteorites [41] [42] [43] and for human radiation shielding applications [44] .
The realization that the correct interpretation of the CR measurements requires a corresponding accuracy of the nuclear cross sections is not entirely new. An evidence can be found in the proceedings of the 16th International Cosmic Ray Conference (ICRC, Kyoto) published back in 1979, as quoted from a talk by Raisbeck [45] : "...this is the first time anyone involved in the experimental determination of nuclear cross sections has been asked to give a rapporteur paper at these meetings. I conclude from this that there is a growing realization of the importance of such measurement for the interpretation of an increasingly abundant and sophisticated body of CR observational data."
At the end of the 1980s, several CR and particle physicists gathered in the so-called "Transport Collaboration" [46] , proposing a dedicated program focused on, but not restricted to, data from Z < 26 beams. A significant effort was made by Bill Webber and his colleagues, who measured a number of isotopic production cross sections using secondary ion beams on liquid hydrogen, carbon, and methylene CH 2 targets (and using a CH 2 -C subtraction technique) in the energy range ∼400-800 MeV/n [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] . The cross sections measured by the members of the Transport Collaboration and assembled from the literature along with the existing at that time semiempirical codes (WNEW and YIELDX [52, 60, 61] ) were made available to the community through a dedicated web-site.
Besides CRs, extensive efforts for the measurement of production cross sections were driven by the space-flight radiation shielding applications and by the interest in the production of cosmogenic isotopes. The former usually involve heavy targets [62, 63] , but hydrogen-target cross sections can be derived from C and CH 2 target measurements performed by the Zeitlin's group [64] [65] [66] [67] [68] . The latter are focused on the production of radioactive isotopes and involve proton [69] and neutron [43] beams. Nevertheless, extensive measurements by Michel and Leya's group [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] and Sisterson's group [80] [81] [82] [83] [84] [85] [86] carried out since 1990s cover many reactions needed for CR studies. Measurements of fragmentation of C [87, 88] , Fe [89, 90] , and some other nuclei [91] [92] [93] were also done in the past, but more recent measurements are focused on ultra-heavy species, highly deformed nuclei, and/or short-lived radioactive beams.
Meanwhile, even though many relevant production cross sections have been measured, most of the available data, if exists, is at low energies, below a few tens of MeV/n, and/or between hundreds of MeV/n to a couple of GeV/n with just one or a few data points available.
The latter are of interest for astrophysics of CRs, however, the data points published by different groups often differ by a significant factor. Besides, due to the different measurement techniques used by different groups, the published values are not easy to compare, as, e.g., in the case of the individual, direct, cumulative, differential, total, or isobaric cross sections, or reactions with metastable final states, while the target could be a particular isotope, a natural sample with mixed isotopic composition, or a chemical compound. On top of that, many astrophysically important reactions are not measured at all.
To account for the lack of data for many reactions and energies in the early days of CR physics back in the 1960s, efforts were made to establish systematic semiempirical parametrizations [94] . This approach was refined by Silberberg and Tsao's group from the 1970s till the end of the 1990s [60, 61, [95] [96] [97] [98] [99] [100] [101] , updating their parametric formula whenever new data became available. As an alternative to the semi-empirical approach, Webber and coworkers developed a data-driven empirical formula that, however, has a very limited validity energy range, with the last update in 2003 [19] . Unsurprisingly the latter was found to fare better in terms of overall accuracy (for Z ≤ 30) [60, 102] when compared to the data. Therefore, Webber's WNEW and Silberberg and Tsao's YIELDX codes remained the state-of-the-art cross-section codes used in CR studies for a long time.
An alternative approach has been used by the GAL-PROP team [28] who developed a set of routines called nuc package.cc 1 . It is based on a careful inspection of the quality and systematics of various datasets and semi-empirical formulae, and uses the best of parametric formulae (normalized to the data when exists) and results of nuclear codes [14, 15, 20, 21, 103] or even a direct fit to the data for each particular reaction. The nuclear codes used in this work included a version of the Cascade-Exciton Model (CEM2k) [21] and the AL-ICE code with the Hybrid Monte Carlo Simulation model (HMS-ALICE) [104, 105] . The package also includes an extensive nuclear reaction network built using the Nuclear Data Sheets. The total fragmentation cross sections are calculated using CRN6 code by Barashenkov and Polanski [106] , or using optional parametrizations [97] or [107] (with corrections provided by the authors). This was a very laborious work, often with getting into the details of the original measurements to find out which of the conflicting data points is more reliable, but produced probably the most accurate package for massive calculations of the nuclear cross sections so far. More recent attempt to characterize the uncertainties in the calculation of the isotopic production cross sections was made in the framework of the ISOtopic PROduction Cross Sections (ISOPROCS) project [22, 23] .
In a broader outlook, semi-empirical codes are still refined nowadays and systematically evaluated against existing data (NUCFRAG [108] [109] [110] [111] , EPACS [112] [113] [114] , SPACS [115, 116] , FRACS [117] ). Besides, progress in computing technology have made Monte Carlo simulation codes and event generators more appealing, often motivated by the problem of transport of ions in tissueequivalent materials (e.g., GEANT4 [118] , PHITS [119] [120] [121] , SHIELD-HIT [122] , FLUKA [123] ). These Monte Carlo codes rely on a combination of different physics implementations incorporating calculations of the nuclear cross sections, and their continuous improvements are of interest for a wide range of applications including Monte Carlo simulations of the design of CR instrumentation. However predictably, the accuracy of the cross section calculations provided by the transport codes still falls behind the dedicated nuclear codes. This is illustrated by the recent results and validations of CEM, LAQGSM, and MCNP6 codes [124] [125] [126] [127] .
Despite recent progress and a large variety of currently available nuclear codes, their accuracy does not exceed 5-10% at best for some reaction channels and in a narrow energy range, but those channels are not necessarily the most important for CR studies. In the absence of the reliable measurements for other channels their accuracy remains questionable. Besides, most (if not all) parametrizations listed above assume energyindependent behaviour of the production cross sections above a few GeV/n, whereas a rise in the total and inelastic nucleon-nucleon cross section is reliably observed [128, 129] . New measurements in the range from 1 GeV/n to 100 GeV/n would allow a similar rise in the fragmentation cross sections to be tested, which is of great interest for CR studies (e.g., [130] ).
The paper is organized as follows: in Sect. II, we present the propagation setup and cross section parametrizations used. In Sect. III, we discuss the choice of reactions and criteria we use in this first study. In Sect. IV, we provide the ranking tables of relevant reactions (projectile, target, and fragments). These tables are used in Sect. V to evaluate how cross section uncertainties propagate to the modelled CR fluxes; they are also used in Sect. VI to provide guidelines and recommendations to establish programs to measure cross sections with the accuracy corresponding to that of the AMS-02 data.
For the sake of readability, we moved to the Appendix many tables, plots, and discussions. In particular, the presentation of the dominant production channels (projectile and fragments), which may be of interest mostly to CR physicists, is deferred to App. A. Tables IX to XIII for the ranking of the most important reactions are given in App. B, while Fig. 4 in App. C provides a graphical view of the "flux impact" coefficients. The evolution of errors on Li to C flux from better measured reactions is shown in App. D. Plots for the cross section data and models are given in App. E (inelastic) and F (production).
II. CALCULATION SETUP

A. Propagation
The key components of CR propagation models include the description of the source spectra (injection spectra and isotopic abundances), a system of transport equations with spatial and momentum diffusion terms (diffusion, convection, reacceleration, energy losses) and their transport coefficients, particle and nuclear production and disintegration cross sections, and the description of the ISM (gas distribution, radiation and magnetic fields). Though the propagation codes may differ by their assumptions, description of their ingredients, geometry, and approaches to the solution of transport equations, the models with similar effective grammages (ISM gas density integrated along the path of a CR particle) yield a similar prediction for the secondary to primary nuclei ratios (e.g., B/C) [131] . Therefore, the ranking provided below is effectively independent of the specific model implementation.
To facilitate the computations, all calculations in this study are made using a semi-analytical 1D propagation model USINE [132] incorporating a nuclear reaction network from the heaviest 56 Fe isotope to the lightest 6 Li (contribution of species heavier than 56 Fe is negligible in the context of this study). Source abundances are normalized to match HEAO-3 elemental abundances at 10.6 GeV/n after the propagation [133] . Recent measurements of spectra of CR species Z ≤ 8 by AMS-02 [39, 40] are significantly more precise, but the analysis of heavier nuclei is still in progress. The isotopic composition of each element is assumed to match its Solar system values [134] . Our results depend on the latter assumption, which may not be valid for all isotopes (e.g., [135] ), but not critically. Besides, the isotopic composition of CRs at 10 GeV/n is unknown, and, therefore, such situation is unavoidable. The injection spectrum is assumed to be a single power law in rigidity (R = pc/Ze) without a spectral break 2 . The fractions of secondary components depend on the transport parameters, but as long as the B/C ratio is recovered (even loosely), the ranking is only mildly affected by their exact value.
To summarize, our results are robust against the choice of the propagation model and its transport parameters and only mildly dependent on the injection spectra and source distribution.
B. Cross section datasets
To establish the ranking of the cross sections, we rely on several GALPROP and WNEW/YIELDX parametrizations that are used to estimate the cross section uncertainties:
• WKS93, WKS98, S01, and W03: the parametrizations developed by Webber and co-workers are based on certain observed properties of nuclear fragmentation. The formulae are fitted to the data at a single energy ∼600 MeV/n and take advantage of similar energy dependencies for fragments of similar charge, with three terms: an exponential dependence on the charge difference between the parent nucleus and the fragment, dependence on the width of the mass-yield distribution of the fragment, and the energy dependence with the charge. Both WKS93 and WKS98 are based on the WNEW code, respectively run with initialization files given in [52] and [57] [58] [59] . The scaling σ He /σ p in WNEW is from [48] . [70, 73, 75] , and [88, [91] [92] [93] .
• TS00: this is the semi-empirical parametrization developed by Tsao and Silberberg in their YIELDX code. It was updated in 1998 [60, 61] , based on the data from the Transport collaboration, and the last iteration was made available on the internet in 2000. The parametrization relies on regularities observed for certain mass differences between the fragments and the parent nucleus, and the ratio of the number of neutrons and protons in the fragments. There are also parameters related to the nuclear structure, number of stable levels, and pairing factor of neutrons and protons in the fragmentation products.
• GALPROP12 and GALPROP22 (GP12, GP22): these are based on a careful inspection of the quality and systematics of various datasets and semiempirical formulae, and use the best of parametric formulae (normalized to the data when exists) and results of nuclear codes [14, 15, 20, 21, 103] or even a direct fit to the data for each particular reaction, as described in the Introduction. For less important cross sections, WKS93 (option 12 in GALPROP) or TS98 (option 22 in GALPROP) are used, normalized to the data when exists.
III. PROPERTIES OF Z = 3 − 7 FLUXES
In CR studies, it is customary to distinguish between "primary" and "secondary" species. The primaries are those that are present in the CR sources (e.g., 1 H, 4 He, C, O, Fe), whereas those produced mostly in nuclear fragmentation of heavier species in the ISM are called secondaries (e.g., 2 H, 3 He, Li, Be, B, sub-Fe). Of course, strictly speaking, there is always some fraction of secondaries present even in species that are mostly "primary".
A. Physics case
Secondary-to-primary ratios are key to CR physics because the source term mostly factors out of the ratio (they only depend on the transport coefficients or grammage). The most studied is the B/C ratio, the easiest one to measure experimentally, compared to sub-Fe/Fe which is less abundant and more difficult to resolve as it has a smaller value of ∆Z/A, or to 2 H/He and 3 He/He that require isotopic identification. The B/C ratio is the first secondary-to-primary ratio that have been analysed and published by the AMS-02 collaboration [6] , with an accuracy of a few per cent.
As already emphasized in the Introduction, the scientific case for improving the production cross sections of the secondary species Li, Be, and B, is very strong. Moreover, Be and B nuclei contain imprints of the decay of the so-called radioactive clock 10 Be→ 10 B [24] [25] [26] 136] , which is used to break the degeneracy between the normalization of the diffusion coefficient and the diffusion volume of the Galaxy. Lithium is also of great interest, but its measurement is difficult because of the contamination of the much more abundant He nuclei 3 . The interpretation of the recently published Li, Be, and B fluxes by the AMS collaboration [40] will be extremely valuable and can provide complementary tests of the interstellar transport.
C and O are the most abundant CR species after H and He. Their measurements from 2 GV to 3 TV have been recently published by the AMS collaboration [39] together with an updated spectrum of He. Oxygen is so abundant that contribution of heavier species to the production of secondary O is at the level of a few per cent and can be safely neglected for our purposes. Carbon is mostly primary, but has ∼ 20% of secondary contribution at about 1 GeV/n coming mostly from fragmentation of almost entirely primary 16 O. Nitrogen is about 50-50 primary-secondary. An accurate measurement of its isotopic production cross sections may help to unveil the origin of low-energy CRs in the vicinity of the solar system [14] , and provide long-awaited clues to the solutions of other current astrophysical puzzles, such as, e.g., the origin of the positron excess [1, 137] .
This makes the isotopes of Li-N the highest priority for the first run of the new production cross section measurements. The isotopic composition of Li-N elements is compiled in Table I . The three middle columns indicate the fractions of primary and secondary components in each isotope in CRs, along with the fraction that comes from the radioactive decay (all estimated at 10 GeV/n, see App. A 2). Pure secondary Li, Be, and B isotopes are also shown in the Table. About 15% of isotope 10 B is coming from the β − -decay of 10 Be. Elements C and N are a mixture of primary and secondary contributions. The Table also lists 14 C isotope, despite its short half-life and very low abundance, because its detection in CRs would shed light on propagation of CRs in the local interstellar medium.
C. Why go beyond 1-step reaction?
Strictly speaking, if the fluxes of CR species along with the change of their isotopic composition with energy were measured with a good precision, then for estimating the effects of the uncertainties in the production cross sections one would need to account only for direct reactions. However, the fluxes of the majority of CR species are known to 15%-20% at best, where uncertainties are steeply increasing with energy. The isotopic abundances were measured at energies below ∼500 MeV/n by ACE/CRIS [138] , Voyager 1, 2 [139] , Ulysses [140] , and by other instruments, but no information of CR isotopic composition is available at higher energies. Therefore, the accuracy of the calculated isotopic composition of each element depends on the accuracy of the production cross sections. Even though the predicted flux of an element often can be normalized to the observations by adjusting the fraction of the primary component, the remaining uncertainty in the isotopic composition propagates to all secondaries produced through fragmentation of this element.
This uncertainty can be accounted for by inclusion of multi-step reactions involving one or several stable or long-lived intermediate nuclei 4 . The three right columns in Table I show the fraction of a contribution to a particular isotope from a 1-step (direct) reaction, from 2-step reactions with a stable or long-lived intermediate nucleus that experiences the second interaction, and from >2-step reactions involving more stable intermediate nuclei.
They are discussed in the next Section. It can be seen that a contribution from 1-step reaction dominates in all cases, but contributions from reactions involving two or more interactions in the ISM are not negligible.
IV. RANKING OF PRODUCTION REACTIONS
For the practical purpose of ranking the most important reactions, one must isolate all contributions X + {p, α} → F (projectile X on H or He target producing a fragment F ) to the fragment of interest F summed over projectiles X and targets. The CR residence time in the Galaxy is very large, typically a few tens of Myr, as was first hinted at in [141] . Therefore, all isotopes with a half-life below a few kyr are considered short-lived. Time dilation increases the half-live of such isotopes, but it becomes relevant only at very-high energies (Lorentz factor of ∼100-1000), where the CR isotopic composition is not measured yet.
A. Ghost nuclei
Short-lived nuclei produced in the fragmentation of heavier species decay before they can interact with interstellar gas (the ISM can be considered a thin target). Therefore, we are interested only in their stable or longlived decay products that effectively increase the production cross sections of the corresponding daughter nuclei. The cumulative cross section σ c from a projectile X for a given fragment is given by the direct production, plus the production of the short-lived nuclei (decaying into this fragment) weighted by the branching ratio Br of the decay channel. For instance, for 10 B, there is a single short-lived nucleus,
with Br( 10 B → 10 C) = 100%. We dubbed these shortlived nuclei ghosts, as they only show up in the cumulative cross section, but do not appear at the propagation stage 5 . Ghost nuclei and their branching ratio must be minutely reconstructed from nuclear data tables [142] .
The first comprehensive lists of ghost nuclei and decay networks were compiled by [143, 144] in 1980s. More recently, the routine nucdata.dat calculating the nuclear reaction network was built in 2000 as a part of the GAL-PROP nuc package.cc, the package of routines handling isotopic production, nuclear disintegration, and radioactive decay. The routine has a capability to use the network that is built from scratch using the Nuclear Data Sheets or uses the network borrowed from [144] . Independently, a reconstruction of the ghosts was proposed by [145] in 2001 (based on 1997 NUBASE properties [146] ). The networks take into account that nuclei in CRs are fully ionized above a few GeV/n and, therefore, their decay via the electronic capture (EC) is blocked and corresponding EC-decay species are stable in CRs. Note that GALPROP can handle H-like ions, electron pickup from the interstellar gas [147] , and electron stripping [147, 148] that can make a difference in the abundances of some EC-decay species at low energies. Meanwhile, accurate experimental determination of the decay mode (EC or β + ) is often complicated, especially for heavy nuclei. This may lead to over-or under-estimate of their half-life in CRs. On the other hand, accurate determination of the decay modes of the ghost nuclei located far away from the valley of stability is not necessary, given their extremely short life-time and very small production cross sections.
We emphasize that the half-life of a ghost is a crucial input to determine whether it can be measured in the laboratory with a particular experimental setup, or if its contribution is hidden in the cumulative cross sections of the corresponding daughter nuclei.
The results obtained in the previous section are based on the cumulative cross sections. Now we have to consider all cross sections separately for two main reasons: first, even the short-lived fragments will most likely fly through the detector before decaying (depending on the experimental setup and nucleus half-life), and, second, at the fundamental level, these cross sections are those that matter for comparisons or validation against cross section calculations.
The light nuclei considered for this study are based on the list compiled in [145] . We have reprocessed the GALPROP GP12 and GP22 cross sections to provide separate contributions for the ghosts in the ranking. We then loop on all CR projectiles a, ISM targets b (H and He), and stable and ghosts fragments c, to calculate the fraction:
This fraction measures the influence of a given cross section on the total flux. In other words, if the corresponding cross section is set to 0, ψ sec would decrease by f abc . Note that a,b,c f abc > 100% 6 . We emphasize that for each f abc calculation, when switching one cross section off at a time, we always renormalize the elemental fluxes to the observations by re-adjusting the source abundances. This ensures that the provided uncertainties correspond to the standard way the CR propagation calculations are performed.
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C. Ranked reactions
Tables IX to XIII list the ranked reactions at 10 GeV/n for Li to N. The Tables are deliberately cut off when the combined listed f abc reach 70% of the sum of all calculated f abc . We rely on the two GALPROP datasets to see the scatter of the current models, the minimum and maximum values. Unsurprisingly, we recover first the reactions involved in the dominant channels of Tables IV to VII, but here the additional information is used:
• Targets: using the relative contribution of H (90%) and He (10%) in the ISM, and the simple A 2/3 dependence of cross sections, sufficient for our purposes, we expect the contributions of the reactions on He target to be ∼ 0.25 times of those on H target for similar projectiles and fragments. This is what we observe in the relative ranking of the H and He targets. Applying the same scaling to the next most abundant targets in the ISM, C and O, whose relative abundances are C/H≈ 2.7 · 10
and O/H≈ 4.9 · 10 −4 [149] , gives a 0.1% contribution for C and 0.3% for O. We conclude that target elements heavier than He in the ISM can be safely discarded.
• Ghost nuclei: their contributions (in boldface in Tables IX to XIII) can be very important, as much as ∼ 25% for certain isotopes (e.g., 11 C for Be, 13 O for C, and
15 O for N). The most important ghosts are collected in Table XIV in Appendix B.
• Cross section values: the tables also give the corresponding cross sections for these reactions, with the range (minimum and maximum) obtained from the two datasets considered. The cross section values are used in the next section to calculate generic beam time required to reach the AMS-02 precision.
We note that individual cross sections are involved in both 1-step and 2-step reactions, so that their contributions do not have a universal energy dependence. Meanwhile, only 1-step reactions matter at high energies and, therefore, the ranking of cross sections would become energy independent. At low energy, a small dependence is still expected.
V. ERROR PROPAGATION ON MODELLED FLUXES
Down to which value do we have to rank the above fractions f abc to ensure an x% accuracy on the modelled fluxes? As we show in this and the next sections, this question does not have a simple and unique answer, and the best answer may also depend on the way the cross sections are measured.
A. From f abc to error on CR fluxes
The infinitesimal variation of the secondary flux ψ sec for a fragment, with respect to the reaction a + b → c and its cross section σ abc , can be written in the generic form:
Using the definition of the flux impact f abc given in Eq. (2), one can rewrite
One can also express the relative uncertainty in the total flux (ψ tot ) through the relative uncertainty in the secondary production of the same species (ψ sec )
where f sec is the fraction of secondaries in that particular species shown in Table I . The value ∆ψ tot /ψ tot is exactly what we are interested in. We consider three different assumptions regarding the correlations between the cross section uncertainties, which result in the following formulae for the uncertainties in the total flux:
• fully correlated uncertainties:
• uncorrelated uncertainties:
• uncorrelated uncertainties for fragments of the same projectile, but correlated for different projectiles:
where we used Eqs. (3)- (5).
B. Cross-sections to improve: naive approach
The optimal strategy to reach a desired relative error on the total flux, ∆ψ tot r = ∆ψ tot /ψ tot , is to improve the cross section accuracy for as many reactions as required, starting with the dominating reactions and finishing when the required precision is reached.
Let us assume that we measure all the cross sections whose flux impact is above the threshold, f abc > f thresh , and that all new measurements are made with the new relative accuracy ∆σ new r
= ∆σ
abc /σ abc , the same for all newly measured channels, while all other cross sections have a typical 20% uncertainty. The condition that the required accuracy ∆ψ tot r is reached can be expressed as:
where we used Eq. (6) for correlated cross section uncertainties. Defining the total cumulative fraction
we can express the cumulative fraction below the threshold as
.
(11) In the case of uncorrelated uncertainties, defininĝ
and using Eq. (7), one can get the corresponding formulâ
. The values of f sec and C all (orĈ all ) for Li to N fluxes at 10 GeV/n are listed in the second and third row of Table II for fully correlated (top) or uncorrelated (bottom) errors. If we set the required precision to the level corresponding to the modern CR data ∆ψ tot r = 3%, then the remaining columns show the number of cross sections N >thresh (N >thresh ) that have to be measured with the relative accuracy ∆σ new r , the found threshold f thresh (f thresh ), and the threshold cumulative fraction C thresh (Ĉ thresh ). The Table shows very different behaviour for these two scenarios:
• In the case of fully correlated errors (top), the number of reactions to measure N >thresh strongly depends on the precision of these new measurements, and rapidly increases with ∆σ new r
. For species with a subdominant secondary contribution (C), very few measurements are needed, whereas the number of new measurements goes up from 27 for B to more than 60 for Li and Be in the ideal case of an infinite precision ∆σ new r = 0.
• In the case of uncorrelated errors (bottom), the number of reactions to measure does not depend much on ∆σ new r . This scenario implies that the calculated fluxes are already close to the targeted precision, with only three dominant reactions that require new measurements, and that the precision of the calculated carbon flux is already below 3%.
C. Cross-sections to improve: wanted reactions
In reality, cross section uncertainties could be partially correlated and, therefore, the truth is somewhere in between the two extreme scenarios that are described above. For example, measurements made with the same experimental setup are likely to have correlated systematic errors. Instead, the data sets from different groups made with different experimental setups are likely to be uncorrelated. Besides, the degree of correlation may be energy-dependent as many experimental setups can be used in a limited energy range that may be restricted by, e.g., the beam energy, detector efficiency, power of isotope separation, and by many other factors. On top of this, because the data are often scarce and present only in a limited energy range, the cross section calculations rely heavily on various parametrizations (see Sect. II B). In turn, these parametrizations are subject to the same correlations if they are (re-)normalized to the data (e.g., GP12 and GP22), or may introduce additional correlations due to the assumptions made to provide the best average reproduction of a certain collection of data in a particular energy range (e.g., S01, W03).
The regularities observed between various cross-section datasets can hint at the types of correlations between different reactions (or a lack of them). Fig. 8 in [17] shows the differences between several parametrizations by Webber and ST used in our analysis. One can see that the amplitudes of the relative differences are large for such combinations of projectiles and fragments when the difference in their nuclear charges is large ∆Z ac = Z a − Z c 1. Such combinations usually correspond to small absolute values of the production cross sections and often have a few or no experimental data points. Not surprisingly, different parametrizations exhibit significant discrepancies in this case. One can also see that the plots are dominated by one colour (blue in the middle and red at the top and bottom panels in Fig. 8 ) that implies significant biases. This simple analysis shows that different parametrizations are subjected to errors that correlate with the value of ∆Z ac . Surprisingly that even in the cases when only one or few nucleons are removed ∆A ac ∼ 1, the differences between different parametrizations are also considerable. Such cross sections are usually quite large in absolute values and relatively wellmeasured. Still such discrepancies indicate significant systematic errors between different parametrizations and possibly between different experimental setups.
Improvements in calculations of the nuclear cross sections will certainly remain data driven in the near future, therefore, it is important to stay close to the experimental practice. For this reason, we show in Fig. 1 the error evolution for the Li flux with new measurements grouped by projectile plus target combinations. In both panels, the starting value of the histogram ∼24% corresponding to the abscissa point marked with "current" shows the current estimated uncertainty for Li flux assuming ∆σ The top panel shows a comparison of the error evolution for three scenarios calculated using Eqs. (6), (7), and (8): correlated errors (dashed blue line) and uncorrelated errors (dash-dotted orange line) provide extreme cases, whereas a more realistic scenario is provided by the intermediate case (solid green line). Meanwhile, the ranking of the projectiles is mostly insensitive to the exact values of the cross-section uncertainties, and reflects the ranking of individual reactions shown in Table IX 7 Li species are among the most important. To have an even more realistic scenario, we have tried (not shown) to use directly the actual errors or the scatter between the data points above 1 GeV/n as the error proxy. At this energy the values of the production cross sections become largely energy independent (see Appendix F). We observed typical errors or error proxies that range from 5% to 20% and the corresponding error evolution plots look less dramatic than in the case of fully correlated errors. One of the main reasons for that is a limiting set of data available above 1 GeV/n.
The bottom panel in Fig. 1 shows two new histograms superimposed on top of the above-mentioned three scenarios (top panel). The thin blue line accounts only for the direct production of 6 Li and 7 Li (or through one of the ghosts) assuming correlated errors. This simple calculation involving very few reactions already captures the flux error evolution, giving another view of the fact that at 10 GeV/n most of Li is produced in direct reactions. The thick red curve shows the error evolution based on the C ab coefficients discussed in the next Section (Sect. VI). These coefficients are meant to capture realistic multinomial-like statistical uncertainties from measuring all fragments for a given projectile given N interactions in the target. Again, the behaviour is the same, although with a slower convergence.
Finally, we refer the reader to Figs. 5 and 6 in the Appendix D for error evolution plots for all elements considered in this study. In these plots, the shaded areas indicate the range of values for the assumed current crosssection uncertainties, namely ∆σ new r ∈ [15% − 25%]. The plots are shown for all three scenarios discussed above (fully correlated, uncorrelated, or mixed).
VI. GENERIC BEAM TIME CALCULATION
The purpose of the previous discussion was mostly to illustrate the current flux calculation uncertainties under the assumption of different benchmark scenarios for the uncertainties of currently available cross section parametrizations. In an experiment dedicated to the measurements of fragmentation cross sections, many fragments associated with a single projectile are measured at once, which leads to a somewhat different arrangement in the error evolution plots.
A. Definition: C ab for reaction a + b
The statistical uncertainty of such an experiment can be estimated using multinomial statistics 8 . Fragments of type c are produced with probability
where σ ab is the total inelastic cross section for a + b reaction and σ abc is the fragmentation cross section to produce a fragment c. For a number of N recorded interactions, the covariance of the measured number of fragments,
Furthermore, the Poissonian uncertainty for measuring N interactions has to be taken into account. Defining
this leads to the following expression for the relative (secondary) flux uncertainty resulting from the uncertainties of fragmentation cross sections in a + b interactions:
B. Ranked C ab
The constants C ab are listed in Tab. III. They are very useful for optimization of the beam requests for future measurements. They also allow the uncertainty of a particular secondary flux due to the statistical uncertainty of the cross section measurements in a + b interactions to be predicted for the given number of recorded interactions. Moreover, they provide clear guidelines on which combinations of projectile and target are the most important ones to measure. For instance, it can be seen that the dominating C-values for Boron are C 
C. Number of interactions
If n reactions are to be measured and the aspired combined relative flux uncertainty should be less than ξ, then each projectile and target combination needs to be measured until the individual uncertainty from this reaction becomes less than ξ/ √ n. In other words, the number of interactions to be recorded for each reaction is
For instance, to achieve a combined relative flux uncertainty of < 0.5% for the two aforementioned reactions dominating Boron production (C + p and O + p), the re-quired numbers of recorded interactions are 5.2×10 4 and 3.9 × 10 4 for Carbon and Oxygen projectiles respectively.
VII. CONCLUSIONS
The main goal of this study is to prioritize the list of cross sections of interest for Galactic CR studies that have to be measured with a higher precision. Indeed, the current generation of CR experiments (AMS-02, CALET, DAMPE, Fermi-LAT, ISS-CREAM, PAMELA) has brought about a revolution in astrophysics of CRs embarking a new high precision era. To fully exploit these data, we need a combined effort of the CR, nuclear, and particle physics communities and their facilities to meet the demand for high precision nuclear fragmentation data.
We have thoroughly discussed how to rank the most important reactions for the production of Li, Be, B, C, and N in CRs (Tables IX to XIII in Appendices B). We have also discussed in detail how to propagate the cross section uncertainties to the relevant CR fluxes. Cross section measurements are generally aimed at a certain combination of the projectile (a) and target (b), measuring as many fragments (c) as the experimental setup allows. For this reason, we have also sorted the most important reactions a+b required to reach a given accuracy of the elemental fluxes: this information can be directly read off Figs. 5 and 6 in Appendix D. Whereas the exact number of reactions to measure depends somewhat on the degree of correlations between the many cross sections errors, the ranking of these reactions does not. To help planning new experiments and estimate the required beam time in proposals, we have provided a formula to estimate realistically the number of reactions necessary to achieve the given precision in calculations of fluxes of CR species. This is encoded in Eq. (18) and the C ab coefficients (16) given in Table III. Key fluxes for GCR studies are Li, Be, and B. Because of their secondary nature, they give access to the transport mechanisms in the Galaxy and calibrate CR transport to search for possible signatures of new physics; AMS-02 will provide a typical 3% accuracy for all CR measurements. As illustrated in Fig. 2 , two reactions, 12 C+H and 16 O+H, provide 50% of all the reactions in LiBeB production; ten more reactions are necessary to have 80% of all the production; the distribution of a + b reactions has then a very large tail above 90%. It is worthwhile noting that any improvement on the uncertainties of the most important reactions will also help to refine the cross section modelling and thus improve the accuracy of other reactions including those which are not measured yet. Contributive and cumulative fractions of reactions for the overall production of secondary LiBeB in GCRs at 10 GeV/n. The labels on the abscissa give the projectile+target combination considered.
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We warmly thank F. This Appendix presents the ranking of channels, obtained from the sum over all ghost nuclei and over the chemical composition of the ISM (H, 10% of He by number). The main benefit of such ranking is that the sum over all channels (involving 1-, 2-or more than 2-steps) of each reaction for the given primary i and secondary j species (e.g., 12 C→ 10 B) gives the total fraction of the secondary species produced in this reaction, which is not the case when only individual cross sections are considered (see the next Section). An example of the 2-step channels is 16 O→ 12 C→ 10 B (i → j → k). We form the ratio with the flux calculated assigning zero values to all production cross sections, but those involved in the selected reaction channel (i → j). The fraction ratio, or f -ratio, for 1-step and 2-step reactions reads:
Here σ ij stands for the effective production cross section of species j from fragmentation of species i in the ISM. We do not consider 3-step channels as they are subdominant (see Table I ).
Energy dependence of f
The contributions of 1-step and 2-step reactions have different energy dependences, as illustrated in Fig. 3 . The origin of these differences is not the energy dependence of the production cross sections, the latter are about constant above a few GeV/n, but the effects of CR propagation. In the first approximation, in the pure diffusive regime with the source term Q(R) ∝ R −α and the diffusion coefficient D(R) ∝ R δ , where R is the rigidity, the flux of primary and secondary species produced in 1-step and 2-step reactions can be calculated as:
Therefore, the energy-dependences shown in Fig. 3 are mostly related to the slope of the rigidity dependence of the diffusion coefficient f 2−step /f 1−step = ψ 2−step /ψ 1−step ∝ R −δ . This leads to a higher ranking of 2-step reactions (w.r.t. 1-step contributions) at low energies, but conversely to negligible contributions at high energies, in the range of TeV/n.
Since the ranking of the 1-step and 2-step reactions is necessarily energy-dependent, we choose an effective energy of 10 GeV/n for the following reasons:
• this energy range encompasses the regime in which 2-step contributions matter: in order not to miss the corresponding cross sections, it must be done at the energy that is low enough; • the ranking depends on composition of CRs in the sources, and intermediate energies are best to mitigate several propagation effects that impact mostly low energies-such as the ionization energy losses, decay of 10 Be, distributed acceleration, convection by the Galactic wind, solar modulation and so onand the statistical accuracy of the CR measurements that degrades at high energy.
We note that in ∼1 GeV/n to 10 GeV/n range, the energy dependence of ranking is mild, so that a choice of that particular energy should not significantly affect our conclusions.
Ranked channels at 10 GeV/n
The f -ratios (Eq. [A1]) calculated for Li through C species for 1-step and 2-step channels at 10 GeV/n are listed in Tables IV to VII). The top portion of each Table provides an estimate of the total number of channels whose percentage contribution to the production of each species falls into one of the equally spaced logarithmic intervals: 0-0.0001%, . . . , 0.1%-1%, 1%-100%. The bottom portion is the actual ranking starting from the largest contributor down to the channels whose relative contribution exceeds ∼0.1%.
To ensure their robustness, the f -ratios are calculated using several available cross section parametrizations: Table IV is based on GP12 and GP22 since WNEW parametrization does not provide Li production cross sections, whereas for other Tables GP12, GP22 , S01, and W03 parametrizations are used. We report the minimum, median, and maximum f -ratio values derived from those parametrizations. The results are explicitly checked to be robust against acceptable choices of the injection indices and transport parameters.
Abundances of CR species depend on the isotopic composition of the ISM, which reflects the properties of stellar nucleosynthesis [150] , and acceleration selectivity in the CR acceleration sites [134, 151] . In turn, the dominant channels in 1-step reactions can be found by forming a product of the relative abundance of CR species and the associated production cross sections [23] . Such simple estimate can help to understand the main results of our ranking. Though the modern experiments, such as, e.g., AMS-02, provide an unmatched precision (see Introduction), they are still in the process of data acquisition and their published results are limited by the spectra of light species (Z ≤ 8). The best measurement of CR abundances from Be to Ni in the energy range from 0.62-35 GeV/n so far was done by the HEAO-3 instrument launched in 1979 [133] . Table 2 in the HEAO-3 paper TABLE V. Ranking of 1-and 2-step channels for Be at 10 GeV/n, from f 1−step ij and f 2−step ijk coefficients (A1). Channels < 0.1% and higher-level channels (> 2-step, contributing to ∼ 6.8 %, see TABLE VII. Ranking of 1-and 2-step channels for C at 10 GeV/n, from f 1−step ij and f 2−step ijk coefficients (A1). Channels < 1.0% and higher-level channels (> 2-step, contributing to ∼ 5.2 %, see TABLE VIII. Ranking of 1-and 2-step channels for N at 10 GeV/n, from f 1−step ij and f 2−step ijk coefficients (A1). Channels < 0.1% and higher-level channels (> 2-step, contributing to ∼ 3.5 %, see Combining these abundance values with the typical A 2/3 dependence for the nuclear cross sections, one can see that 16 O and 12 C are (well-known) dominant species for production of Li, Be, and B. Sub-dominant channels also follow the same trend with most prominent being 24 Mg, 20 Ne, 28 Si, and 56 Fe. Despite its abundance, Nitrogen is not one of the dominant species because it has only a ∼30% primary contribution (see Table I ), but appears in the 2-step reactions. In fact, 15 N is ranked higher than 14 N because of its larger production cross section ( 16 O→ 14,15 N). Note that the accurate cross section values mostly matter for the relative ranking of isotopes produced in fragmentation of the same species (e.g., relative production of 6 Li and 7 Li), or when the abundances of parent nuclei are similar (e.g., 20 Ne and 28 Si). Meanwhile, the accuracy of the isotopic production cross sections and especially their precise values are what we need to know. Tables of ranked reactions (and ghosts) at 10 GeV/n Tables IX to XIII show ranked f abc coefficients, as calculated from Eq. (2) and discussed in Sect. IV, along with their cross section values (extreme value and average). The next-to-last column indicates whether any data were found for this reaction (see App. F). The last column shows the ratio of the cumulative cross section σ c to the direct production σ; only values σ c /σ > 1.05 are shown (reactions involving ghosts, in boldface, have no cumulative).
Full ASCII files from which the tables are extracted are available upon request. Table XIV . TABLE XII. Reactions and associated cross sections important for calculations of C flux at 10 GeV/n, sorted according to the flux impact f abc , Eq. (2), until the cumulative of the flux impact > 3.5 × fsec × f abc , with fsec = 20% and f abc = 1.08 (see Sect. IV B). Reactions in bold highlight short-lived fragments (see Sect. IV A), whose properties are gathered in Table XIV . Here we summarize the error evolution plots for production of Li, Be, B, C, and N. , between 15% and 25%.
Appendix E: Plots for inelastic cross sections of Li, Be, B, and N isotopes in reactions with protons
The total cross section is usually divided into elastic and inelastic parts. Elastic scattering keeps both projectile and target nuclei intact and thus does not influence the CR propagation. The inelastic cross section can be subdivided into the quasi-elastic and the production cross sections. The former leads only to the breakup of the projectile nucleus, whereas in the latter case also new particles are produced (pions, kaons, etc).
The inelastic cross sections of CR nuclei are not frequently discussed in papers dedicated to the accuracy of the nuclear data. CR transport calculations are not very sensitive to their exact value, because: first, a typical fragmentation rate is smaller than other rates, such as escape (diffusion) rate and ionization energy losses; second, errors in the fragmentation rate can be compensated by the adjustments in the source abundances of the corresponding species. If the source abundances are fixed, then the uncertainties in the total inelastic cross sections from the models showed in Fig. 7 , translate into a maximal uncertainty of ∼10% for the B/C ratio at 1 GeV/n (not shown). Since the accuracy of astrophysical measurements nowadays exceeds the accuracy of the cross section calculations, we feel it is necessary to access the accuracy of all relevant cross sections including the total inelastic cross sections. Figure 7 shows total inelastic cross sections of isotopes of Li, Be, B, C, and N in reactions with protons. We use a with [97, 106] for 9 Be, and C and N isotopes. Parametrization proposed by [107] is valid for Z > 5, so we can compare it only with predictions for C and N, where it agrees well with other parametrizations above a few GeV/n. Below 2-3 GeV/n all parametrizations demonstrate different behaviour with significant scattering between their predictions that can be as large as 50-100% at ∼100 MeV/n, see, e.g., predictions by [106] and [155] for N. Especially disappointing is the absence of data in the energy range below ∼1 GeV/n, where the measurements of isotopic abundances of CR species are only available. Tuning propagated CR abundances to the data in this energy range could lead to significant errors at higher energies if incorrect cross sections are used.
Appendix F: Plots for production cross sections of the most important reactions with protons
In this Appendix we show the plots of the most important reaction channels discussed in the paper. For each shown reaction, all existing data above ∼100 MeV/n are plotted together with available parametrizations. Only reactions with hydrogen target are presented. Measurements with He beam are significantly more complicated and the data are scarce, so we do not include them.
We display, sorted by growing projectile atomic number Z, the cross-sections for which measurements are available and whose flux impact is > 0.01% in either Li, Be, B, or C (flux impact > 1% are highlighted in boldface) 11 . This means that plots of some potentially important channels (i.e. with a large flux impact) are not shown if such data points do not exist or are missing in our database: the list of important channels with missing data is indicated in the next-to-last column of Tables IX to XIII in appendix B. This review is based on the GALPROP cross-section data base assembled in the file isotope cs.dat supplemented by some other references pointed out in [156] . The references and some details of this data base are provided in Table XV . See also [157] for an independent attempt at listing all reactions ever measured in the MeV/n-GeV/n energy range.
Together with the data we also draw the benchmark parametrizations which were used in the computation of Tables IV-XIII, and are described in more details in the paper. Note that the widely used parametrization of W03 [19] includes the contributions of ghost nuclei: in order to compare this parametrization with the data, we subtract them, based on the ghost contributions calculated from W98 parametrization [57] . Both the original (with ghosts included, denoted W03c for cumulative) and rescaled (without ghosts, denoted W03*) values are shown. The proportion of the ghost nuclei contribution to the cumulative cross section for a particular reaction is an important quantity, but to our knowledge, it has never been reported explicitly. The last column in Tables IX to XIII in Appendix B shows the ratio of the cumulative (see Eq. 1) to the direct production cross sections, for reactions for which σ c /σ > 1.05. This number can be > ∼ 1 for some important reactions, emphasizing even further the need for their precise measurements. 11 The list of all reactions regardless of their flux impact value is provided as Supplementary Material. [59] The errors given in the paper are significantly underestimated. Relative errors adopted: B = 5%; C = 10%; D = 20%; E = 30%. [We98prc]
[57] Tables 7,12-15. For Table 7 , adopted relative errors are: 10% for those cross sections whose value >10 mb, 20% for cross sections <10 mb. In other Tables, relative errors adopted: A = 3%; B = 4%; C = 7%; D = 10%; E = 18%; F = 26%. 
