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In a multiparameter setting, considering a very large class of tests it is seen that 
under contiguous alternatives, unlike in the one-parameter case, identity of power 
up to the first order may not imply that up to the second order. It is, therefore, 
possible to discriminate among tests in terms of their second-order power in a 
multiparameter set-up. An explicit and easily applicable formula for second-order 
power difference has been obtained. It is also seen that identity of power up to the 
first order implies identity of “average” power up to the second order. The use of 
a new kind of polynomials, analogous to Hermite polynomials, is helpful in the 
derivation of the results. 0 wo Academic PESS, IIIC. 
1. INTRODUCTION 
In some recent articles, Chandra and Joshi (1983) and subsequently, 
Chandra and Mukerjee (1984, 1985), Mukerjee and Chandra (1987) and 
Mukerjee (1989) compared tests in terms of third-order power and proved 
various optimality properties of Rao’s test in the one-parameter case. The 
general multiparameter case has been considered in this paper. Our results 
differ from those due to Kumon and Amari (1983, 1985) and Amari (1985) 
in the sense that no assumptions have been made here regarding curved 
exponentiality or ‘sphericity’ of the power function. For further literature 
references in this area, see Chandra and Joshi (1983), Kumon and 
Amari (1985) and Mukerjee (1989). 
2. NOTATION, PRELIMINARIES, AND MAIN RESULTS 
Let Xi, X,, . . . . be i.i.d., possibly vector-valued random variables each 
with p.d.f. It/(x, cl), where peBp, or an open subset thereof. Consider the 
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problem of testing HO: ,U = ,u~ against p # po. The per observation informa- 
tion matrix at ,u~ will be denoted by 9 which is supposed to be positive 
definite. Let .Y = F’F, where F is non-singular. For notational simplicity, 
we consider an equivalent reparametrized version of the problem, Let 
e= (e,, . ..) 0,)’ = Fp; then the null hypothesis is equivalent to Ho: 8 = 8,, 
where B. = Fp,. Also 1,5(x, p) = $(x, F-lo) =f(x, e), say, and after 
reparametrization, the per observation information matrix at B. equals Z, 
the p x p identity matrix. Let H, be a p x 1 vector such that the ith element 
of H, equals n-I/* C,“= 1 d l”gf(Xj, eO)/Mi, 1 < i < p. 
Consider a family S of test procedures as described below. For con- 
tiguous alternatives 0(n) = 8, + n ~ ‘I26 and for every test procedure in 9, a 
set &j:, with Ps(,,(dn) = 1 + o(n-‘I*), uniformly over compact subsets of 6, 
can be obtained (cf. Chandra and Joshi [3]) such that over &n the test 
procedure is given by a critical region of the form 
T~T,,>~*+n~“*b,+o(n-“*), (2.1) 
where z* is the upper a-point of a chi-square variate with p degrees of 
freedom and 
T,=H,+n-“*(Q+b), Q = (Q,, . . . . QJ Qi= gi(Qil, ...) Qjr,), 
Q, =n-“* i (qJxj) - BiAeo)) 
(2.2) 
(1 ds6ri, 1 <i<p). 
j=l 
Here gi( .) are polynomials and qiS( .) are such that 
Ef?(4is(Xj)) = PiA@ (l dsGri3 l Gi<p), (2.3) 
which are assumed to exist. In the above, the scalar b, and the elements of 
the p x 1 vector b are constants, free from n, to be so determined that the 
test procedure has size a+o(n-‘I*) and is locally unbiased up to o(n-“*). 
Note that the Qls and the qiS’s depend on the particular test procedure in 
9 under consideration. The family 9 is very rich and includes the 
likelihood ratio, Rao’s and Wald’s tests-for the last two with modilica- 
tions to make them locally unbiased up to o(nP1j2). 
Let Q~=nP1’2~;=l {qis(Xj)-/?is(e(n))} (1 ds<ri, 1 <i<p), and Vi 
be a p x 1 vector such that for 1 < i < p, the ith element of I/, is given by 
n-l/* c,“= i a logf(Xj, e(n))/aej. The following assumptions are made. 
Since we are working with polynomial statistics, these should not be hard 
to verify. 
ASSUMPTION 1. For each i, the joint characteristic function of 
(Vi, Qi+i, . . . . QZ,,‘. under 0(n), admits an expansion up to O(n-‘12) and for 
that adequately many moments exist. 
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ASSUMPTION 2. For each i, E,,,,(Qi) exists. Furthermore the following 
may be calculated, up to the stated order of approximation, from the expan- 
sion for characteristic function considered in Assumption 1 above: 
E,cn,(Qi)= Ci(J) + W-1’2), l<i<p. 
Since each gi( .) is a polynomial, it follows from (2.2) that for each i, 
Ci( .) is a polynomial (see also the Appendix). Let 6 = (a,, . . . . dp)‘, C(6) = 
(Cl(4, “., C,(S))’ and 
W(S)=[-j(-D)‘C@-D) fi q+(yi-di) dy, 
i i= 1 I 
(2.4) 
where b( .) is the (univariate) standard normal density, D = (13/8y,, . . . . 
ajay,)’ is a vector of partial differentiation operators, y = ( y,, . . . . yp)‘, and 
the integral is taken over the region S = { y : y’y > z’}. For 1 < i < p, let 
W,!(O) be the first partial derivative of W(6) with respect to ai at 6 = 0. Also 
for 1 >O and positive integral v, let k,,( .) and K,J -) represent respec- 
tively the p.d.f. and the c.d.f. of a possibly non-central chi-square variate 
with v degrees of freedom and noncentrality parameter 1, and dK,,,(z2) = 
K v+~,&~) - K,Jz2). W e are now in a position to state one of the main 
results of the paper: 
THEOREM 1. Zf b, and b are chosen subject to the conditions of size and 
local unbiasedness up to o(n-“2), then the (local) power function of a test 
procedure of the form (2.1) is given by P= P,+n-‘/2P, + o(n-1’2), where 
P, and P, are free from n and 
0) PO = 1 - &.(z2L 
(ii) P, = W*(6) + W**(6), 
with W**(6) free from the Qls (and hence the same for all tests in the 
family 9), 2 = 6’6, and w*(d) = w4 - W(0)(~,.,(z2)l~,,,(z2)) - 
(Cf’= 1 SiW~(0))(~K~,%(z2)/~K~,,(Z2))~ 
In the one-parameter case, it can be shown that (cf. Mukerjee [S]) 
W*(6) s 0 for all tests in the family 9. Hence if p = 1 then identity of 
power up to the first order implies that up to the second order (see 
Pfanzagl [lo], Bickel, Chibisov, and van Zwet [2]). As shown through an 
example in the next section, in the multiparameter case, however, the 
second-order power difference W*(6) is not necessarily identically equal to 
zero-in fact W*(6) may be different for different tests in the family 9. 
Considering in particular the likelihood ratio, Rao’s and Wald’s tests, it 
will also be demonstrated in the next section that none of these tests is 
unzformly superior to the other two in terms of second-order power. 
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Incidentally, it may be remarked that the explicit evaluation of W*(6) is 
quite straightforward. 
Considering now the criterion of average power, for every i > 0 let 
w*(A)= (j- j W*(6) d6),/( j... jd6) (2.5) 
B’d=i 6’S = 1 
be the average of W*(6) along the sphere 6’6 = lb. In terms of the original - 
parameters, W*(l) represents the average of the second-order power 
difference along the ellipsoid (p - ,u~)‘Y(~ - pO) = l/n. 
THEOREM 2. For every test procedure in B and for every ,? > 0, 
w*(n) = 0. 
The proofs of Theorems 1 and 2 have been presented in Sections 4 and 
5, respectively. As Theorem 2 indicates, if average power be the criterion 
then all tests in 9 become equivalent up to the second order of com- 
parison and a third-order comparison becomes essential. This will be taken 
up in part II of this paper where a third-order optimality property of Rao’s 
test in terms of average power will be proved. 
3. AN EXAMPLE 
For 1 6 i, u, s Q p, let 
Let r, and r, be p x p2 matrices such that for 1 Q i6 p, their ith rows are 
given by (yj,‘j,, . . . . yi!:,, . . . . yjfj,, . . . . y$,) and (Y::/, . . . . Y$, . . . . Y$), . . . . Y:;$ 
respectively. Also, let H, be a p x p matrix such that for 1 < i, u < p, the 
(i, u)th element of H, equals 
n-l/* i {~‘logf(Xj, 0,)/aei80,-Z~,“)}, 
j= 1 
where Zi.“) = EBO{~* logf(Xj, B,)/~Bi a@,}. Clearly, because of the repara- 
metrization, I I,“’ = - 1 if i = u and = 0 if i # U. Then it may be seen that the 
likelihood ratio (LR) and Wald’s tests are of the form given by (2.1) and 
(2.2) with 
Q=;H2Hl+$-2(H10H1) and Q=H,H,-$,(H,@H,). (3.1) 
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respectively, where 0 stands for Kronecker product. The derivation of 
(3.1) follows along the line of Chandra and Joshi [3] who consider the 
case p = 1. From (3.1) (see also Assumption 2), one obtains 
for the LR test and 
for Wald’s test. The derivation of (3.2a), (3.2b), which involves application 
of simple regularity conditions, is again along the line of Chandra and 
Joshi [3 J and hence omitted here. 
EXAMPLE 1. Consider the sequence X, = (X,, , . . . . X,,)‘, n > 1, of i.i.d. 
random variables with a common p-variate p.d.f. over gp given by 
f(x, 0) = fi [8;‘(2n)p’/2 exp(- ~0;2(.xi-8i)‘}], 
i=l 
where 8 = (0,) . . . . 0,)’ > 0. Suppose interest lies in testing H,: 0 = B,, against 
0 # 8,, where B,, is a p x 1 vector with each element equal to ,/?. Then the 
per observation information matrix B0 equals the p x p identity matrix. 
Also y ~~~~=y~:;‘=O unless i=u=s, and yi,‘A= -10/33’2, y$‘= 16/33’2, 
1 < i < p. Hence by (2.4) and (3.2a), (3.2b) for both the LR and Wald’s test 
W(6) is of the form 
W(d)=7 
where 7 = l/3 ‘I2 for the LR test and 7 = 5/33J2 for Wald’s test. The deriva- 
tion of (3.3) is analogous to that of (5.9) in Section 5. By (3.3) for both the 
LR and Wald’s tests, W*(6), as defined in Theorem 1, is of the form 
W*(6)=1 
- (AK,,~(~*)/AK,,o(z2)) AKp,2,0 (z2)j] 
= -2’) k,+,.,(z*), (3.4) 
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where E, = 6’6, after some simplification using the fact that 
(3.5) 
Since Rao’s test is of the form (2.1), (2.2) with Q = 0, one has W(S) G 0 and 
W*(6)rO for Rao’s test. Let W:(6), W,*(6), W,*(6) stand for W*(6) 
corresponding to the LR, Rao’s, and Wald’s tests, respectively. If p > 2 
then by (3.4), W:(6) > W:(6)> W,*(6) for 6 = (6,, 0, . . . . 0)’ with 6, >O, 
while W,*(6) > W:(6) > W,*(6) for S = (6,, 0, . . . . 0)’ with 6, < 0. From 
Theorem 1, it follows that none of the LR, Rao’s, and Wald’s tests is 
superior to the other two in terms of second-order power uniformly in 6. 
4. PROOF OF THEOREM 1: 
DERIVATION OF THE POWER FUNCTION 
Let V2 be a p x p matrix such that for 1~ i, u < p, the (i, u)th element 
of V, equals n -‘I2 CT= 1 { a2 log f(X,, 0(n))/8ei 8, - ZiU}, where Ii, = 
I&,,,{ a2 log f(X,, t9(n))/8ei 8,). With H, and V, as in Section 2, a formal 
expansion yields (see Chandra and Joshi [3] when p = 1) 
H, = V+6+nd2m, +o(n-I’*), 
where (4.1) 
v= v I -n-‘/*v 6 2 ) 
and the p x 1 vector m, = m,(6) is free from n but may involve 6. 
ASSUMPTION 3. The characteristic function of V, under O(n), admits an 
expansion up to o(n-“2) andfor that adequately many moments exist. 
Note that E,,,,( V) = 0 + O(n ~ ‘I*) and disp,,,,( V) = Z+ O(n-‘12), recal- 
ling the reparametrization introduced in Section 2. Hence by Assumption 3, 
let 
E,tn,(es’Y) = ee’c’2[1 +K’/*L*(r, a)] + o(n-‘j2), (4.2) 
where 5 = (it I, . . . . it,,)‘, i* = -1, and L*(& 6) is a polynomial in 5 and 6 
which is free from n (cf. Chandra and Joshi [3] for the case p = 1). The 
following lemmas, proved in the Appendix, will be helpful. 
LEMMA 1. For 1 <U < p, Eec,,(Q,er’“‘) = eS’5’2C,(6 + 5) + O(n-I”). 
LEMMA 2. Eg~n~(eS’Tn)=ee’a+~‘C’2[1~-n~1’2{L(~,6)+~’b+~’C(6+~)}] 
+ o(nP’/2), where T,, is as in (2.2) and L(& 6)=L*(& 6)-t (‘m,(6). 
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Hence through a formal Edgeworth expansion, the (local) power func- 
tion of the test procedure (2.1) is given by 
x fi #(yi-6,)dy+o(n-“‘), 
;= 1 
(4.3) 
where, as before, d( .) is the standard univariate normal density, 
D = (ajay,,..., wb,)‘, Y = (yl, . . . . yP)‘, and the integral is over the region 
{y: y’y>z2+n-“2b,}. It is assumed that the formal Edgeworth expansion 
considered here is valid. Since the integral of nf= I #( yi- Si) over the 
region ( y : y’y > z2 + n-1/2b,} equals 
1 -KK,,&2+~~~‘%,)= 1 -K,,;.(z2)-n~“2b,k,j.(z2)+o(n-“2), 
where A = 6’6, it follows from (4.3) that 
P=P,+n-“2P, +o(np”2), (4.4) 
where P,, P, are free from 12 (but involve 6) and are given by 
P, = 1 -K&2) 
P,=W(b)+8(s)-b,k,,j,(Z2)+I...j(-D)’b ii ~(yi-6i)dy. 
(4.5) 
i=l 
In (4.5), the integral is over S= { y: y’y > z’}, W(6) is as given by (2.4), 
and Q(6) = j .. . IS L( -D, 6) nf= 1 $( yi - Si) dy. Note that 52(d) is free 
from the Q;s and hence is the same for all tests in the family 9. Now, 
I s ... J-D)‘b fi #(yi-6,)dy 
i=l 
= i bjj”‘J’s(Yjmhj) fi 4(Y~-~il~Y 
j=l i=l 
= -(b’6) dKp,Jz2), (4.6) 
where b = (b,, . . . . bp)‘, and as before, dKP,,(z2) = KP + 2,1(z2) - KP,,(z2). The 
relation (4.6) holds trivially if 6 = 0. If 6 # 0, then the truth of (4.6) follows 
after a lengthy algebra using an orthogonal transformation, (y,, . . . . y,) -P 
(Yl*, . . . . y,*) with y: = (C yi S,)/(S’S)‘/*, and proceeding as in the derivation 
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of the non-central chi-square distribution, The details are omitted here to 
save space. In fact, (4.6) is also indicated by the fact that 
where 5 = it, i’ = - 1, and ~(v, A, [) is the characteristic function of a non- 
central chi-square variate with v degrees of freedom and non-centrality 
parameter A. 
Writing P, = P,(6), from the conditions of size and local unbiasedness 
up to o(n-‘j2), it follows that b, and b = (b,, . . . . bp)’ must satisfy 
P,(O) = 0, P\,(O) = 0 (1 <i<p), (4.7) 
where Pii is the first partial derivative of P,(6) with respect to di at 
6 = 0. With I = 6’6 note that for each i (1 $ i < p) and each positive integral 
v, the first partial derivatives of KV,A(~2) and k,Jz2) with respect to ~3~ 
equal zero at 6 = 0. Hence by (4.5) (4.6), (4.7) 
W(0) + G?(O) - bok,,,,(z2) = 0, 
W;(O) + Q;(O) - bi dKp,,(z2) = 0 (1 <i<p), (4.8) 
where W:(O) and Q:(O) are the first partial derivatives of W(6) and L!(6), 
respectively, with respect to 6, at 6 = 0. If one substitutes the unique solu- 
tions for b, and b = (b,, . . . . bp)‘, as available from (4.8), in (4.5) and makes 
use of (4.6), then the expression for the power function, as in Theorem 1, 
follows immediately. 
5. PR~~FOF THEOREM 2 
For j = 0, 1, 2, . . . . define the jth degree polynomial G,(x) by 
Gj (x ) ex212 = 2 ex212. 
The polynomials {G,(x)} are similar to the Hermite polynomials and 
analogously to the Hermite polynomials, their generating function is given 
by exp(tx + t*/2). Hence Gj+ i(x) = XC,(X) +jGj- ,(x) (j= 1,2, . ..). and the 
following lemma can be easily proved by induction on j. 
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LEMMA 3. For non-negative integral j and any scalar s, 
(a) G,(s-d/dx)#(x-s)=x’#(x-s), 
(b) (s-d/dx)G,(s-d/dx)4(x-s)=(xj+‘--jxj-’)&x-s), 
where qS( .) is the standard univariate normal density. 
As noted earlier, C,(S) is a polynomial in 6 = (6,) . . . . S,)‘. Hence for each 
i, we can write Ci(S) as 
CJS) = 1 cf’ fi G&3,), (5.1) 
/=I 
where the summation, which is over u = (ui, . . . . u,), is finite and the scalars 
{cy’} are free from 6. From (2.4), (5.1), 
where for each i and u = (ui , . . . . u,), 
and, as before, the integral is over the region S = ( y: y’y > z2 >. 
By (5.2), W*(6), as in the statement of Theorem 1, is given by 
w*(b) = f c cf’{ w;)(s) - (kp,).(z2)/kp,o(z2)) w;‘(o)} 
i=l u 
(5.2) 
(5.3) 
(5.4) 
For each i, U, and for every 1 >O, let w!‘(n) be the average of W!‘(S), 
defined analogously to (2.5), along the sphere 6’6 = A. Since trivially for 
each i > 0, the integral of Cp= i di Wil(O), along the sphere 6’6 = ;1, equals 
zero, from (5.4) it is clear that in order to prove Theorem 2 one only needs 
to show that 
lvyn) = (k u ,(z2)/kp o(z2)) bv’(O) P.) Id.’ vfl>o, (5.5) 
for every i and every U= (u,, . . . . up). 
In order to prove (5.5), let, without loss of generality and for notational 
simplicity, i = 1. Then by (5.3) and Lemma 3, 
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w;y+ W~)(S,=j...js( 
-‘I j’eejslfi, Gu,(6,$) 4 4(Yjm6jldY 
1 .I--1 
= . . . 
s s 
u,+ 1 
(Yl -Z#-’ 
s 
-‘IY’;‘) fi Yj” fi 6(Yj-dj)@. (5.6) 
j=2 j=l 
Consider first the situation where u1 is odd and each of u2, . . . . up is even. 
Let u1 =2s, - 1, uj=2s, (2 < i<p), where sr (2 l), s2, . . . . sP are non- 
negative integers. Then after a considerable algebra one obtains 
I . f  
. . . ei.L*“‘( y’;’ + 1 _ u1 y;’ - ’ -61 YT’) fi Yt fi 4(Yj-6j)dY 
/p j=2 /=I 
= f f ..’ 2 p*(E1 )...) EJ(fi 6:“) 
q=o &J=O E” = 0 j= 1 
x V p+2 i (sj+Ej)3L,l 
H ,=I > ( 
-? p-2+2 i (sj+Ej),A,i) , 
j= 1 ) 
(5.7) 
where, as before, yl(v, I, [) is the characteristic function of a noncentral 
chi-square variate with v degrees of freedom and non-centrality parameter 
A, [ = it, I. = 6’6, and 
P*(&, 3 . . . . &p) = PO 
I[ 
jfj {(2Ej)! (sj-&,)!} 2=P=l’“J-“J’ 1 (5.8) 
with p,, = nj’= ,(2s,)!. 
The relation (5.7) is based on the fact that for every scalar 6, and every 
non-negative integral U, 
I 
IxI ei-v2y”q5(y-60)dy 
- az 
where Y has the standard (univariate) normal distribution. The further 
details regarding the derivation of (5.7) are not difficult but rather lengthy 
and hence omitted here. From (5.6), (5.7), 
w;"(6)= 2 2 . . . 5 p*(E1, . . . . Ep) fi 67 
&,=o q=O ED = 0 ( > j=l 
(5.9) 
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It is easily seen that the average of n;= 1 67, in the sense of (2.5), along 
the sphere 6’6 = 1 is proportional to 
where I-( .) is the gamma function. Hence by (3.5) (5.8), (5.9), it follows 
after some simplification that for every EW > 0, 
xk P+2~~=,(s,+E,),%(z2), (5.10) 
where jj is a constant free from A and cl, . . . . E,,, and 
PI(EI, . ..) cJ=[ fi {(sj-Ej)! El!) I-(; p+ 2 Ei)]-‘. (5.11) 
j=l j= 1 
From (5.10) 
q”(+p i 2 E,=O ~2~o---~~oPd~,7 ...I &,)(@2)‘/“=1”i 
x f ~-““~~/~~“~,+*~p_,,~,+~,,+2,.0~~*~/~~ 
s=O 
=p f 
s’=O 
e-1’2(V2)S’kp+~~;=,s,+w,o(z2) 
’ 
[ 
z!. ~~o”‘~~oPl(il,...‘Ep)/(s~- i &j) !]T 
P j=l 
El + E* + . . . + Ep Q s' (5.12) 
substituting S’ = s + zip_ I ej, and making a change in the order of summa- 
tion, which is valid since the infinite sum under consideration is absolutely 
convergent. From elementary considerations the term within squared 
brackets in the right-hand member of (5.12) equals 
p*r $p+ i sj+s' 
( >I 
{WY n$P+s’)}, 
j=l 
where p* is a constant free from A and s’. From (5.12), it is now clear that 
m:“(A) = Dk,,(z2), where the constant d is free from A. Similarly 
W:‘)(O) = pk,,(z*), and it follows that 
@:“(4 = (k,,i(z2W,,o(z2)) w:“(O), VA>O, (5.13) 
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provided as stated earlier U, is odd and each of u2, . . . . up is even. It can be 
shown in a similar manner that (5.13) remains valid even if either u1 is even 
or not all of ul, . . . . up are even (it is not hard to see that then both sides 
of (5.13) equal zero). Thus (5.13) holds for every u = (u,, . . . . up). This shows 
that (5.5) is true and completes the proof of Theorem 2. 
APPENDIX 
Proof of Lemma 1. This follows essentially along the line of 
Mukerjee [8] who considered the one-parameter case. From (2.2) recall 
that for 1 < u < p, Q, = g,( Q,, , . . . . Q,,,), where g,( - ) is a polynomial. For 
notational simplicity, consider the situation rU = 1 (the proof for general ru 
is similar but the notation is more involved) and let, without loss of 
generality, QU = Q&, where QU1 is as given by (2.2) and w  is a nonnegative 
integer. Since 
where Qz, is as defined in Section 2 and /I~,‘(&) is the first partial 
derivative of pUl(0) with respect to 8,Y at BO, one obtains 
Qu=Qc;= f (!)(Q:,Y( i a.pl:‘(e,))‘~~‘+o(.-‘;‘). 
j-1 I 
(A.l) 
s=l 
By Assumption 1 and the standard regularity conditions, 
&&w(Wl + iQS)l =ew((t’, 0 NY, UP} + W-“‘1, (A.21 
where t = (itI, . . . . itp)‘, (= it, i* = -1, 
Z is the p xp identity matrix, k is a p x 1 vector with sth element given by 
/Iis,‘( and k,=var,,(q,,(Xj)). The relation (A.2) follows noting that 
under O(n), (I’;, Q$)’ has a null mean vector and a dispersion matrix 
LI + O(n-I’*), applying the standard regularity conditions. By (A.2), for 
every non-negative integral j, 
E,f,,{(Q,*,)jei”“‘} = E(Y&e5’**)+ O(K”~), (A.4) 
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where the joint distribution of (Y*‘, Y,)’ is (p + 1)-variate normal with a 
null mean vector and a dispersion matrix A. Since by (A.3), 
E( Y/jeS’Y*) = E( ( Y, + t’k)‘) et’<j2, 
it follows from (A.l), (A.4) that 
EBcnj(Quee’vL) = i (‘> &,,{ (Qd)’ e5’“‘}](cYk)“-‘+ O(n-“2) 
j=1 J 
= e5’5’2E( ( Y, + t’k + S’k)“) + O(n- ‘12). (A.51 
By Assumption 2, the relation (A.5) with t = 0 yields 
C,(6) = E(( Y, + d’k)“), (‘4.6) 
and the lemma follows from (AS), (A.6). 
Proof of Lemma 2. By (2.2) and the first relation in (4.1), 
et”,= et’* et’“{ 1 + ~~“5’(b +m, + Q)] + o(n’12). (A.7) 
Since by the second relation in (4.1) 
((‘Q) et’” = (5’Q) e”“‘l+ O(n- 1’2), 
the result now follows from (4.2), (A.7), and Lemma 1. 
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