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Introduction and notation
There are several concepts of dimension which have been studied both in mathematics and in physics. These concepts are related to either sets or measures. For example, in the theory of dynamical systems it is sometimes more useful to study the dimension of a probability measure. In fact, an attractor of a dynamical system may carry a natural invariant measure (so called Sinai-Ruelle-Bowen-measure) which contains more information than its support (which is the attractor). The value of the dimension of a set or a measure may vary for di erent de nitions.
The most common de nition of dimension is the Hausdor dimension, dim H . For sets it is de ned in terms of Hausdor measures. For a Borel probability measure on R n it can be de ned either by means of Hausdor dimensions of sets or, equivalently, in the following way:
(1:1) dim H = sup n s 0 j lim inf r!0 log (B(x; r)) log r s for -almost all x 2 R n o :
Here B(x; r) is the closed ball of centre x 2 R n and radius r with 0 < r < 1.
Recently there has been much interest in the packing dimension, dim p , de ned by replacing the lower limit with the upper limit in (1.1), that is,
(1:2) dim p = sup n s 0 j lim sup r!0 log (B(x; r)) log r s for -almost all x 2 R n o :
The basic geometrical properties of Hausdor dimension { the projectional properties of sets ( Mar] , Mat1] , Kau]) and measures ( HT] ), the dimensional properties of intersections of sets ( Mar] J2] ). Unlike the Hausdor dimension, the packing dimension is not preserved under typical projections. Nevertheless, the packing dimensions of the typical projections of a Borel probability measure cannot be too small: Falconer and Mattila FM] showed that for n;m -almost all V 2 G n;m
(1:4) dim p V dim p (1 ? dim H =n) 1 + (1=m ? 1=n) dim p ? dim H =m provided dim H m. They also gave an example which shows that this lower bound is the best possible one. Continuing the work of Falconer and Mattila, Falconer and Howroyd FH2] proved that for any Borel probability measure on R n the packing dimensions of its projections onto n;m -almost all V 2 G n;m are equal. For this purpose they gave a new characterization of the packing dimension of in terms of quantities called dimension pro les.
In uenced by the methods from FH2], FM], and HK] we study the behaviour of the upper q-dimension, D q , of a Borel probability measure under linear mappings. The corresponding questions for the lower q-dimension, D q , have been studied by Sauer and Yorke ( SY] ) and by Hunt and Kaloshin ( HK]) (for de nitions see Section 3). These quantities, which are also called the generalized lower and upper spectrum for dimensions, are one-parameter families of dimensions commonly used in the study of dynamical systems. They were introduced by Hentschel and Procaccia in HP] as a generalization of the lower and upper correlation dimensions (which are D 1 and D 1 in our notation) and independently by Grassberger in G] . By the generalized spectrum for dimensions we do not mean the multifractal spectrum of a measure (see for example O] ) although in some cases these concepts are related to each other by the Legendre transformation. For further information on these dimensions see P].
Sauer and Yorke proved in SY] that a part of the generalized lower spectrum, namely, the lower correlation dimension, D 1 , is preserved under L nm -almost all linear maps from R n to R m . Here L nm is the nm-dimensional Lebesgue measure.
By giving a useful potential-theoretic de nition for the generalized lower spectrum, Hunt and Kaloshin ( HK]) extended this result for all 0 < q 1. They proved that if is a Borel probability measure on R n with compact support, then for L nm -almost all linear mappings L : R n ! R m the following analogue of (1.3) holds:
(1:5) D q (L ) = minfD q ( ); mg:
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Here L is the image of under L. They also gave examples showing that the lower q-dimension is not preserved under typical linear maps for q > 1. In this paper we address the problem of nding out how the generalized upper spectrum behaves under linear mappings (or under orthogonal projections). It appears that, unlike the lower q-dimension, the upper one is not preserved under typical linear mappings (or typical projections) for 0 < q 1. We will prove that if n and m are integers with 0 < m < n, is a Borel probability measure on R n with compact support, and 0 < q 1, then for L nm -almost all linear maps L : R n ! R m we have
where dim m q ( ) is a constant obtained by convolving the measure with a certain kernel and it can be strictly less that the upper q-dimension of . Thus for 0 < q 1 the upper q-dimension behaves like the packing dimension under orthogonal projections, while the lower one is preserved like the Hausdor dimension. Because of being quite convenient for the purposes of numerical calculations, the lower and upper correlation dimensions, D 1 and D 1 , have received much attention. For the upper correlation dimension we study how small the constant dim m 1 ( ) in (1.6) can be. We show that the following analogue of (1.4) holds. If D 1 ( ) m, then
for n;m -almost all V 2 G n;m and L nm -almost all linear maps L : R n ! R m . We will also discuss an example from FM] which shows that the lower bound given in (1.7) is the best possible one.
In order to prove our results we give a new characterization of the upper qdimension of a Borel probability measure for q > 0. This characterization is a modi cation of the dimension pro le approach introduced by Falconer and Howroyd in FH2] and it is given by means of quantities de ned by convolving with a certain kernel. It allows us to apply the techniques from FM], FH2], and HK]. Lemma 1. Let 0 < a < 1 and " > 0. There exists a number c 0 , depending only on a, ", and n, such that for every Borel probability measure on R n and for all r 0 1=2 we have n x 2 R n j there are r and u with 0 < r < r 0 and r a u 1 such that (B(x; u) Let be a Borel probability measure on R n . Let 0 < a < 1 and 0 < " < 1. Consider x 2 R n and r > 0 such that (B(x; u))du (B(x; r a )) + 4 n(1+") " ?1 (B(x; r))r ?n" + (R n )r n C ? (B(x; r))r (a?1)n(1+") + (B(x; r))r ?n" + r n (2:2) for C = 4 n(1+") =".
Note that by FM, Corollary 2.3] for -almost all x 2 R n there is r x such that for all 0 < r r x the inequality (2.1) is satis ed for all u with r a u 1. However, we can not use this result because of the di culties caused by the fact that r x depends on x. In order to avoid these di culties we prove two lemmas for which we need the following notation.
Let 0 < a < 1 and 0 < " < 1. Let r > 0 and C = 4 n(1+") =". We denote by spt the support of a Borel probability measure . A point x 2 spt is called + (B(x; r))r ?n" + r n :
If x 2 spt is not (r; C)-regular with respect to we say that it is (r; C)-irregular with respect to . The (r; C=2)-regularity and the (r; C=2)-irregularity with respect to are de ned in the same way. Note that these de nitions depend also on a and ". However, we will use them only for xed a and ".
Lemma 2. Let 0 < a < 1 and 0 < " < 1. There exists a number c 0 , depending only on a, ", and n, such that for every Borel probability measure on R n and for all r 0 1=2 we have (fx 2 spt j x is (r; C=2)-irregular with respect to g) 2c 0 r n"(1?a) 0 for all r with 0 < r < r 0 .
Proof. Let c 0 be as in Lemma 1. If x 2 spt is (r; C=2)-irregular with respect to , then integrating by parts as in (2.2) we see that
for some r a u 1. This gives the claim by Lemma 1.
Lemma 3. Let 0 < a < 1, 0 < " < 1, and q > 0. Let be a Borel probability measure on R n with compact support. There exist 1 > 0 and C 1 > 0 such that for all r with 0 < r < 1 we have
where E r = fx 2 spt j x is (r; C)-regular with respect to g and F r = spt n E r . Proof. The basic idea behind this proof is that the points x 2 spt for which (B(x; r)) is \big" (for xed r) are regular and a point y 2 spt can be irregular only if there are points x 2 spt such that (B(x; r)) > (B(y; r) ). We will divide spt into parts such that we can control those points which \mainly" cause the irregularity of a given point y 2 spt . Here c 0 is a constant depending only on n and c 00 is a constant depending only on n and the diameter of spt denoted by diam(spt ). Note that the second step is not necessary here but will be needed in the later applications of (2.3). for all x 2 spt n l k=1 A k r . In order to prove this we proceed by induction on l. We may assume that 4c 00 log(1=r) Cr ?n" by making r smaller if necessary. In the case l = 1, we obtain from (2.3) that if x 2 spt and (B(x; r)) s r =2, then x is (r; C)-regular with respect to . Thus x 2 E 1 r A 1 r , and so (2.5) holds for l = 1.
We now assume that (B(x; r)) < 2 ?(l?1) s r for all x 2 spt n l?1 k=1 A k r . Let x 2 R n with (B(x; r)) 2 ?l s r . We will prove that x 2 (R n n spt ) ( l k=1 A k r ). since if x 2 F r n 1 l=1 F l r , then (2.5) implies that (B(x; r)) = 0, which is a contradiction since x 2 spt .
It su ces to prove that for all l = 1; 2; : : :
In fact, since E r = 1 l=1 E l r where the Borel sets E l r are disjoint, we obtain the claim using (2.6) and (2.7) since which completes the proof of (2.7).
3. The upper q-dimension and orthogonal projections In this section we consider for 0 < q 1 the behaviour of the upper q-dimension of a compactly supported Borel probability measure on R n under projections and general linear maps.
Let be a Borel probability measure on R n with compact support. Let r > 0. This is easy to see using the original de nition for the upper q-dimension given by Grassberger in G] . This de nition gives a nonincreasing function of q (see B, (15)]) which equals dim B (spt ) for q = ?1.
Note that the relation between D q and dim B gives that D q ( ) n for all q ?1.
2) The inequality (3) On the other hand, let D q ( ) > t > s. Then there is a sequence (r k ) tending to zero such that K q ( ; r k ) r qt k for all k. Let 0 < " < 1, 0 < a < 1, and 0 < < 1 be such that t ? s ? (1 ? a)n(1 + ") > and t ? s ? n" > :
Let k be large enough such that r k < 1 and log(1=r k ) r ? k , where 1 and C 1 are as in Lemma 3. Let us rst assume that 0 < q 1. Using Lemma 3, (2.2), and the fact that (a + b) q a q + b q for all a; b 0 and 0 < q 1, we obtain Z Z minf1; r n k jx ? yj ?n gd (y) L ij are the elements of the matrix representing L (using some xed orthonormal bases in R n and R m ).
Like in the proof of HK, Proposition 3.2] we will apply Lemma 7 to the linear map A x : R nm ! R m de ned by A x (L) = L(x) for some x 2 spt . Note that the largest singular value of A x depends on the choice of x. However, since A x+ y = A x + A y for all ; 2 R and x; y 2 R n and the support of is bounded, we have that sup x2spt kA x k < 1, and so the largest singular value of A x is uniformly bounded for x 2 spt . Thus the constant M in Lemma 7 (which depends on the largest singular value) can be chosen to be independent of x. Further, for each x 2 R n there exists 1 i n such that jx i j jxj= p n, which implies that the A x -image of those L 2 Q nm (1) for which L jk = 0 for all (j; k) with k 6 = i contains the cube Q m (jxj= p n).
Let s < t < dim m q ( ) and let " = t ? s. Using Fatou's lemma, Fubini's theorem, Jensen's inequality, and Lemma 7, we obtain 2) For q > 1 we do not know whether the upper q-dimensions of projections onto almost all planes are equal. However, Example 4 shows that the upper q-dimension is not preserved under projections or linear maps.
The upper correlation dimension
By Theorem 6 (Theorem 8) the upper correlation dimension D 1 of projections (images under linear maps) of a Borel probability measure is constant \almost surely". In this section we address the problem of nding out how small this constant can be. For this purpose we use the methods from FM] .
Let m and n be integers with 0 < m < n. Let be a Borel probability measure on R n with compact support. Let , d, and t be real numbers with 0 < < d < minft; mg and t < n. Consider real numbers a and " such that (n ? t)=(n ? d) < a < 1, 0 < " < =n, and (4:1) n(1 + ")(1 ? a) < :
For all r with 0 < r < 1 we set (4:2) h r := r (t+(m?d)(n?t)=(n?d))=m r r a r (n?t)=(n?d) =: R r :
We proceed as in the previous sections. For all 0 < r < 1 and x 2 R n de ne . The (r; K=2; m)-regularity and the (r; K=2; m)-irregularity with respect to are de ned similarly. Note that these de nitions depend also on , d, t, a, and ", but below these numbers are xed.
Lemma 9. Let , d, t, a, and " be as above. Then there exists a number c 0 depending only on a, ", and n such that for all Borel probability measures on R n and for all r 0 1=2 we have Lemma 10. Let , d, t, a, and " be as above. Let be a Borel probability measure on R n with compact support. Then there are 2 > 0 and C 2 > 0 such that for all 0 < r < 2 we have where e E r = fx 2 spt j x is (r; K; m)-regular with respect to g and e F r = spt n e E r .
Proof. This can be proved as Lemma 3 using Lemma 9. Instead of (2.3) we use the following inequality for the function G r . For r > 0, let L R r be the smallest integer such that L R r > R r =r. In the same way as in (2.3) we obtain using (4.2) Here we do not have the logarithmic correction as in (2.3) since we consider the truncated kernel.
For all l = 1; 2; : : : and j = 1; 2; : : : we de ne the sets e E l r and e F l rj by replacing (r; C)-regularity and (r; C)-irregularity with (r; K; m)-regularity and (r; K; m)-irregularity and the function g r with G r in the de nitions of E l r and F l rj . Similarly as in (2.7) we see that for all l = 1; 2 : : : K 1 ( ; r) cr d :
Further, since t < D 1 ( ), there is a sequence (r k ) of positive real numbers tending to zero such that for all k (4:8) K 1 ( ; r k ) r t k :
Let a and " be real numbers such that (n ? t)=(n ? d) < a < 1, 0 < " < =n, and By Theorems 6 and 8 the claim is also true for L nm -almost all linear maps L : R n ! R m .
Remarks. 1) The lower bound given in Theorem 12 is the best possible one. This follows from Example 4.
2) We expect that Theorem 12 is also true for 0 < q < 1 although the above proof does not work due to the di culties in changing the order of integration in (4.9).
3) The examples of HK, Section 5.2] show that (4.11) is not true for q > 1.
