We develop a Mellin transform framework which allows us to simultaneously analyze the four known exactly solvable 1`1 dimensional lattice polymer models: the log-gamma, strict-weak, beta, and inversebeta models. Using this framework we prove the conjectured fluctuation exponents of the free energy and the polymer path for the stationary point-to-point versions of these four models. The fluctuation exponent for the polymer path was previously unproved for the strict-weak, beta, and inverse-beta models.
Introduction
The directed polymer in a random environment was first introduced by Huse and Henley [13] to model the interaction between a long chain of molecules and random impurities. This was later reformulated by Imbrie and Spencer [14] as a random walk in a random environment. See the recent lectures notes by Comets [11] for additional historical background and a survey of techniques used to study directed polymers. In the 1`1 dimensional case, a large class of polymer models are expected to lie in the KPZ universality class. For this class, the polymer path and free energy fluctuation exponents are conjectured to be 2{3 and 1{3, respectively, and the probability distribution of the rescaled free energy is conjectured to converge to the Tracy-Widom GUE distribution.
There are a few 1`1 dimensional polymer models for which these results have been proved. Balázs, Quastel, and Seppäläinen [3] , prove the fluctuation exponents for a Hopf-Cole solution to the KPZ equation with Brownian initial condition. This solution can be interpreted as the free energy of a stationary continuum directed polymer. Amir, Corwin, and Quastel [2] study the Hopf-Cole solution to the KPZ equation with narrow-wedge initial condition and prove Tracy-Widom limit distribution for large time. For the O'ConnellYor semi-discrete Brownian directed polymer [17] , the fluctuation exponents are proved by Seppäläinen and Valkó [19] , and the limit distribution is proved in Borodin, Corwin [6] and Borodin, Corwin, Ferrari [7] .
In the setting of lattice directed polymers, there are four models for which results about the scaling exponents or limit distributions are known. The log-gamma directed polymer was introduced by Seppäläinen in [18] , where the fluctuation exponents were proved. The limit distribution result was proved by Borodin, Corwin, and Remenik [8] . The strict-weak polymer model was introduced by Seppäläinen and its limit distribution was proved simultaneously through different methods by Corwin, Seppäläinen, Shen in [12] and O'Connell, Ortmann in [16] . The beta directed polymer was introduced by Barraquand and Corwin in [6] , where its limit distribution was also calculated. The fourth model is the inverse-beta model, introduced by Thiery and Le Doussal in [21] , in which they conjecture a formula for the Laplace transform of the polymer 1 z is independent of Y 2 z . Call this collection the bulk weights. For x P Nˆt0u, let R 1 x denote the horizontal incoming edge weight, and for y P t0uˆN, let R 2 y denote the vertical incoming edge weight. We assume the collections tR 1 x u xPNˆt0u and tR 2 y u yPt0uˆN are independent and identically distributed with common distributions R 1 and R 2 , and refer to them as the horizontal and vertical boundary weights, respectively. We further assume that the horizontal boundary weights, the vertical boundary weights, and the bulk weights are independent of each other. This assignment of edge weights is illustrated in Figure 1 . We call ω " tR the polymer environment. We use P and E to denote the probability measure and corresponding expectation of the polymer environment. A path is weighted according to the product of the weights along its edges. For pm, nq P Z 2 ztp0, 0qu we define a probability measure on all up-right paths from p0, 0q to pm, nq. See Figure 2 for an example of an up-right path. Let Π m,n denote the collection of all such paths. We identify paths x ‚ " px 0 , x 1 , . . . , x m`n q by their sequence of vertices, but also associate to paths their sequence of edges pe 1 , . . . , e m`n q, where e i " tx i´1 , x i u. Define the quenched polymer measure on Π m,n , Q m,n px ‚ q :" 1 Z m,n m`n ź where ω e is the weight associated to the edge e and Z m,n :" ÿ x‚PΠm,n m`n ź
is the associated partition function. At the origin, define Z 0,0 :" 1. Taking the expectation E of the quenched measure with respect to the edge weights gives the annealed measure on Π m,n , P m,n px ‚ q :" ErQ m,n px ‚ qs.
The annealed expectation will be denoted by E m,n .
Figure 2: An up-right path from p0, 0q to p5, 5q.
We specify the edge weight distributions for the four stationary polymer models. The notation X " Gapα, βq is used to denote that a random variable is gammapα, βq distributed, i.e. has density Γpαq´1β α x α´1 e´β x supported on p0, 8q, where Γpαq " ş 8 0 x α´1 e´xdx is the gamma function. X " Bepα, βq is used to say that X is betapα, βq distributed, i.e. has density
Γpα`βq ΓpαqΓpβq x α´1 p1´xq β´1 supported on p0, 1q. We then use X " Ga´1pα, βq and X " Be´1pα, βq to denote that X´1 " Gapα, βq and X´1 " Bepα, βq, respectively. We also use X "`Be´1pα, βq´1˘to denote that X`1 " Be´1pα, βq.
• Inverse-gamma (IG): This is also known as the log-gamma model. Assume µ ą θ ą 0, β ą 0 and R 1 " Ga´1pµ´θ, βq R 2 " Ga´1pθ, βq pY 1 , Y 2 q " pX, Xq where X " Ga´1pµ, βq.
(1.2)
• Gamma (G): This is also known as the strict-weak model. Assume θ, µ, β ą 0 and • Beta (B): Assume θ, µ, β ą 0 and R 1 " Bepµ`θ, βq R 2 " Be´1pθ, µq pY 1 , Y 2 q " pX, 1´Xq where X " Bepµ, βq.
(1.4)
• Inverse-beta (IB): Assume µ ą θ ą 0, β ą 0 and
The name of each model refers to the distribution of the bulk weights. We call these models the four basic beta-gamma models.
Results
If X is a positive random variable with density ρ, define
for all x such that ρpxq ą 0. Given a path x ‚ P Π m,n , define the exit points of the path from the horizontal and vertical axes by t 1 :" maxti : pi, 0q P x ‚ u and t 2 :" maxtj : p0, jq P x ‚ u.
(1.7)
The following proposition gives exact formulas for the expectation and variance of the free energy, which is a starting point for analysis of these four models. Proposition 1.1. Assume that the polymer environment has edge weight distributions
Using these exact formulas, we can obtain the following upper bound on the variance of the free energy when pm, nq grow in a characteristic direction. for some fixed γ ą 0. Then there exist positive constants c, C, and N 0 depending only on µ, θ, β, γ such that
The same constants c, C, N 0 can be taken for all µ, θ, β, γ varying in a compact set. 
The following is a result for when the sequence pm N , n N q does not satisfy condition (1.10). The statement is given for when the horizontal direction is too large, but an analogous result holds for the vertical direction. The variance formulas in Proposition 1.1 connect the variance of the free energy to the exit points of the path from the boundaries (1.7). This allows us to obtain bounds on the polymer path fluctuations under the annealed measure.
Given a path x ‚ P Π m,n , for 0 ď k ď m and 0 ď l ď n define
This is illustrated in Figure 3 . Theorem 1.5. Assume that the polymer environment has edge weight distributions R 1 , R 2 , pY 1 , Y 2 q as in one of (1.2) through (1.5), and let pm, nq " pm N , n N q 8 N "1 be a sequence satisfying (1.10) for some fixed γ ą 0. Let 0 ď τ ă 1. Then there exist positive constants b 0 , C, c 0 , c 1 , N 0 depending only on µ, θ, β, γ, τ such that for b ě b 0 and N P N, 12) and for all N ě N 0 ,
The same constants can be taken for all µ, θ, β, γ, τ varying in a compact set.
Structure of the paper: In Section 2 we define the down-right property then state and prove consequences of this property. In Section 3 we introduce the Mellin transform framework, which allows us to treat the four basic beta-gamma models simultaneously, and prove Proposition 1.1. In Section 4 we prove the upper bound of Theorem 1.2. In Section 5 we prove bounds (1.11) and (1.12) of Theorem 1.5. In Section 6 we prove the lower bound of Theorem 1.2 and bound (1.13) of Theorem 1.5. In Appendix A we verify that each of the four basic beta-gamma models satisfies the conditions of Hypothesis 3.6. Appendix B collects technical lemmas used in Sections 3 and 4. Appendix C collects facts used in the proof of Proposition 6.1.
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The down-right property
Write α 1 " p1, 0q, α 2 " p0, 1q. For k " 1, 2 define ratios of partition functions
Note that these extend the definitions of R 1 i,0 and R 2 0,j , since for example Z i,0 "
We say that π " tπ k u kPZ is a down-right path in Z 2 if π k P Z 2 and π k`1´πk P tα 1 ,´α 2 u for each k P Z. To each edge along a down-right path we associate the random variable
The following definition is a weaker form of the Burke property (see Theorem 3.3 of [18] ). The partition functions satisfy the recurrence relation
This recurrence relation then implies the recursions
Using the recursions (2.2) we can reduce the down-right property to a simple preservation in distribution. 
For the converse direction, we first prove the statement for π with finite interior. The case when the interior is empty is true by assumption. Assume that the down-right property holds for all paths π with |Intpπq| " n. Given a path π with |Intpπq| " n`1 there exists x such that π traverses the right-down corner tx´α 1 , x, x´α 2 u. Let r π be the path which traverses the same points as π with the exception of instead passing through the down-right corner tx´α 1 , x´α 1´α2 , x´α 2 u. Then |Intpr πq| " n and sò 
Proof. By the down-right property S S is independent of S W , S N is independent of S E , and
These facts along with the equalities log Z m,n " S N`SW " S E`SS gives (a) and
Similarly,
The Mellin transform framework
In this section we develop a framework which allows us to treat the four basic beta-gamma models simultaneously. Given a function f : p0, 8q Ñ r0, 8q, write M f for its Mellin transform
for any a P R such that the integral converges. Define DpM f q :" interiorpta P R : 0 ă M f paq ă 8uq.
Definition 3.1. Given a function f : p0, 8q Ñ r0, 8q such that DpM f q is non-empty, we define a family of densities on p0, 8q parametrized by a P DpM f q:
We write X " m f paq to denote that the random variable X has density ρ f,a .
(a) log X has finite exponential moments. That is, there exists some ǫ ą 0 such that Ba n`1 log M f paq for n P Z`.
The following remark says that random variables with densities of the form (3.1) are closed under inversion.
Remark 3.3. If f : p0, 8q Ñ r0, 8q is such that DpM f q is non-empty and gpxq :" f p 1 x q for x P p0, 8q, then for all a P DpM f q,
Definition 3.4. Let f j : p0, 8q Ñ r0, 8q be such that DpM f j q is non-empty for j " 1, 2. We say that the polymer environment is Mellin-type with respect to
When the polymer environment is Mellin-type with parameters pa 1 , a 2 q, we use P pa1,a2q , E pa1,a2q , Var pa1,a2q , Cov pa1,a2q in place of P, E, Var, Cov respectively.
The four basic beta-gamma models are Mellin-type
We first specify functions f to obtain each of the random variables appearing in the four basic beta-gamma models. Note that the fourth column in Table 4 specifies the distribution of the random variable corresponding to f . We let Bpa, bq " ΓpaqΓpbq Γpa`bq denote the beta function and Ψ n pxq "
Bx n`1 log Γpxq the polygamma function of order n. For the Table 4 we assume b ą 0 and a P DpM f q.
Figure 4: Mellin framework data for the distributions appearing in the four basic beta-gamma models.
To express the distribution of the polymer environment in each of the four basic beta-gamma models given in (1.2) through (1.5) within this Mellin framework, we let
where the functions f 1 , f 2 and parameters a j , j " 1, 2, 3 are given in Table 5 . Recall that in each of the models, pY 1 , Y 2 q are given in terms of X. For Table 5 we assume µ, β ą 0.
Model
pθ´µ,´θ,´µq θ P p0, µq Remark 3.5. For each fixed value of the bulk parameter a 3 , we obtain a family of models with boundary parameters a 1 and a 2 satisfying a 1`a2 " a 3 . For any such a 1 and a 2 , by Proposition 2.3 these models will have the down-right property.
Coupling of polymer environments
In order to compare polymer environments with different parameters, we use a coupling to express the boundary weights as functions of i.i.d. uniformp0, 1q random variables. If f : p0, 8q Ñ r0, 8q is such that DpM f q is non-empty, write F f for the CDF of the random variable X " m f paq. Specifically, F f : DpM f qˆr0, 8q Ñ r0, 1s is given by
Define the quantile function
If the random variable η is uniformly distributed on the interval p0, 1q, then H f pa, ηq " m f paq. Suppose that a polymer environment ω is Mellin-type with respect to pf 1 , f 2 q with parameters
, 1q random variables that are independent of the bulk weights
Write p P, p E, and y Var for the probability measure and the corresponding expectation and variance of these uniform random variables and the bulk weights. Define the coupled environment
Note that this environment is equal in distribution to the original environment ω.
To specifically denote weights accumulated by a path, the partition function, the quenched measure, and the annealed expectation, associated to the coupled environment ω pb1,b2q , define
Recall the definition of the exit points t j (1.7). We can decompose the weight accumulated along a path to isolate the dependence on boundary weights
Notice that one of the first two products will be empty and the third product involves only the bulk weights. If we assume that f : p0, 8q Ñ r0, 8q has open support, is continuous on its support, and DpM f q is non-empty, then F f is continuously differentiable on the set DpM f qˆsupppf q. By the implicit function theorem, H f is continuously differentiable and for all pa, pq P DpM f qˆp0, 1q, we have
where L f is given by
The second equality follows from the definition of ψ
when X " m f paq, and therefore L f pa, xq ě 0. The following hypothesis collects technical conditions for the function f used in the sequel. Hypothesis 3.6. Suppose that f : p0, 8q Ñ r0, 8q is such that DpM f q is non-empty, f has open support, is differentiable on its support, and for all compact K Ă DpM f q there exists a constant C depending only on K such that the following hold for all a P K:
Remark 3.7. If X " m f paq where f satisfies Hypothesis 3.6, then by (3.10) and Remark 3.2, L X pXq has finite exponential moments. By Lemma A.2 in the appendix, each of the functions f corresponding to the random variables appearing in the four basic beta-gamma models (see Table 4 ) satisfies Hypothesis 3.6. 
Proof. By assumption, there exists pa 1 , a 2 q P DpM 15) and that the mappings b 1 Þ Ñ Cov pb1,a2q pS N , S S q and b 2 Þ Ñ Cov pa1,b2q pS E , S W q are continuous. We begin with (3.14). We will vary the parameter b 1 of the weights R 
ErS N ss where E b1 denotes the expectation over tR
. . , m and ApR
pS N , S S q is continuous. The third equality follows from the fact that the collection tR 
Using the coupling (3.5)
Taking the derivative of (3.7) and using (3.8), for j " 1, 2
We now prove (3.12). Similar to (3.6) , in the coupled environment we use S ‚ pb 1 , b 2 q to make explicit the dependence of S ‚ on the parameters b 1 and b 2 . Recall that p E is the expectation of the coupled environment.
where the first equality follows from (3.14), the third equality follows because S W does not depend on b 1 and S N pb 1 , a 2 q " log Z m,n pb 1 , a 2 q´S W pa 2 q. The last equality follows from (3.19) and Tonelli's theorem (by the non-negativity of L
Once we show that the mapping
is continuous, using (3.20) and (3.16) we will have (3.12). The continuity of (3.21) follows from the continuity of
k qqs, the dominated convergence theorem, and the bound
where we use the non-negativity of L 
This completes the proof.
We can now give the proof of Proposition 1.1. 
Proof of variance upper bound
The first lemma of this section allows us to compare the variance of the free energy at different parameter values.
Lemma 4.1. Assume that the polymer environment is distributed as in (3.3) . Let ǫ be small enough such that for all |λ| ď ǫ, a 1`λ P DpM f 1 q and a 2´λ P DpM f 2 q. Then there exists a positive constant C depending only on pa 1 , a 2 q, β, and ǫ such that for all pm, nq P N 2 , the following holds for all |λ| ď ǫ,ˇˇV ar pa1,a2q rlog Z m,n s´Var pa1`λ,a2´λq rlog Z m,n sˇˇď Cpm`nq|λ|
Proof. Let r a 1 " a 1`λ and r a 2 " a 2´λ . Applying Proposition 1.1 (recalling that ψ f 1 paq " Varrlog Xs when X " m f paq) then using the coupling (3.6) yields, for j " 1, 2:
ar pr a1,r a2q rlog Z m,n s´Var pa1,a2q rlog Z m,n s¯(4.1)
Since
For line (4.
In the last step we used the fact that f j satisfy assumption (3.11) in Hypothesis 3.6 by Remark 3.7. We can write line (4.5) as
where ℓ 1 " m and ℓ 2 " n. By Lemma B.3, Q pa1`λ,a2´λq pt 1 ě kq is stochastically non-decreasing in λ, and Q pa1`λ,a2´λq pt 2 ě kq is stochastically non-increasing in λ. Using the bound on (4.2), the bound (4.6), and the non-negativity of L This completes the proof. (3.3) . Then there exists a positive constant C depending on pa 1 , a 2 q and β such that for all pm, nq P Z 2 the following two inequalities hold:
Lemma 4.2. Assume that the polymer environment is distributed as in
1 q has finite exponential moments by Remark 3.7. We first estimate
Using this, we then get
The proof for t 2 is analogous. 
hold simultaneously for both j " 1, 2.
Proof. Let ǫ ą 0 be small enough such that for all |λ| ď ǫ, a 1 pλq :" a 1`λ P DpM f 1 q and a 2 pλq :" a 2´λ P DpM f 2 q. For the moment fix λ 1 P r0, ǫs, λ 2 P r´ǫ, 0s, and u ě 1. The λ j will give the perturbation pa 1 pλ j q, a 2 pλ jof the parameters pa 1 , a 2 q which will be used when dealing with the exit time t j . Using the coupling in (3.6), (3.7) gives: for both j " 1, 2 and any path x ‚ such that t j px ‚ q ě u,
Then for all real numbers z, r P ! Q m,n pt j ě uq ě e´z
We now split the proof into two cases. Case 1: 1 _ C 1 κ N ď u ď δN . Let b, δ ą 0 be small enough such that bδ ď ǫ. These constants will be determined through the course of the proof. Put λ 1 " N to obtain RHS of (4.7) " p P
by Chebyshev's inequality and the fact that H f pa, ηq " m f paq. The constant C here depends only on pa 1 , a 2 q, ǫ, and δ. We will now show how to tune b and δ as functions of pa 1 , a 2 q and ǫ to get a meaningful bound on (4.8) " p P ! log Z m,n pa 1 pλ j q, a 2 pλ j qq´log Z m,n pa 1 , a 2 q ě p E " log Z m,n pa 1 , a 2 q´log Z m,n pa 1 pλ j q, a 2 pλ j‰`r´z ) .
(4.10)
Since the parameters satisfy a 1 pλ j q`a 2 pλ j q " a 3 , by Remark 3.5, the down-right property is still satisfied for the perturbed model with parameters`a 1 pλ j q, a 2 pλ j q˘. Using Proposition 1.1 we can evaluate the right-hand side inside the above probability "m´ψ
for some positive constants C 1 and C 2 . This can be obtained by taking a 2nd-order Taylor expansion of the functions ψ f j 0 , keeping in mind that ψ f j 1 ą 0. In the last inequality we also used u ě 1. Now fixing b small enough followed by then fixing δ small enough we can ensure that the entire quantity (4.11) is ě C 
The second to last and last inequalities are applications of Lemma 4.1, Proposition 1.1, and Lemma 4.2. Combining this result with (4.9) finishes the first case. Case 2: 1 _ C 1 κ N _ δN ď u. Take δ, ǫ fixed from the first case, let δ 1 P p0, δs, and ǫ 1 P p0, ǫs. The constants δ 1 and ǫ 1 will be determined throughout the course of the proof. This time, put λ 1 " ǫ 1 , λ 2 "
By Remark 3.2 the random variables in the summation have finite exponential moments. A large deviation estimate gives us the existence of a positive constant C 3 such that (4.12)ď e´C 3u . We now consider (4.10). A similar analysis to that in Case 1 tells us that the right-hand side inside of the above probability
for some positive constants C 1 and C 2 . The second line follows from u ě δN . Now fixing ǫ 0 small enough followed by then fixing δ 1 small enough we can ensure that (4.13) ě Cu for some positive constant C as long as u ě C 1 κ N for some positive C 1 (here we increase the previous constant C 1 found in Case 1 if necessary). With these constraints
Since the perturbed parameters are such that the polymer environment still has the down-right property, the random variable inside the above probability can be expressed as two sums of i.i.d. random variables, each of which has entries with finite exponential moments. Therefore a large deviation estimate gives the existence of a positive constant C 3 such that (4.8) ď e´u C3 . Combining this with (4.12) completes the proof.
Remark 4.4. If ǫ ą 0 is small enough such that for all |λ| ď ǫ, a 1`λ P DpM f 1 q and a 2´λ P DpM f 2 q, then the constants in Proposition 4.3 can be chosen such that the conclusion also holds for the polymer environment with parameters pa 1`λ , a 2´λ , a 3 q for any |λ| ď ǫ.
Using the previous proposition, we can now bound the annealed expectation of the exit points of the polymer path from the axes. 
Proof of Corollary 4.5 . Since all of the constants C 1 , C 2 , C 3 , δ, δ 1 determined by Proposition 4.3 depend only on pa 1 , a 2 q, β, and γ, it is sufficient to show that the constant C to be determined in this proof depends only on these five constants and γ. Let r ě 1 _ C 1 γ. Then rN 2{3 ě 1 _ C 1 κ N . Suppressing the m, n dependence,
(4.14)
We now bound the integrals in line (4.14) individually.
Next, by making the substitution x " e´s u , (4.16) "
By Proposition 4.3, PtQpt j ě uq ě e´s u u ď PtQpt j ě uq ě e´δ 1u u ď 2e´C 3u for all u ě rN 2{3 _ δN and all 0 ă s ď δ 1 . Therefore
Combining the bounds on (4.15) and (4.16) shows that (4.14) is bounded by some constant C for all N P N. We now bound the first integral of (4.14). Without loss of generality, assume that rN 2{3 ă δN . Then
Next, by making the substitution x " e´s 
Combining the bounds on (4.17), (4.18) and (4.14), we get the existence of a constant C such that Ert j s ď rN
r 2 for all r ě 1 _ C 1 γ. We can now fix r large enough with respect to C then rearrange to get the desired result.
We can now give the proof of the upper bound of the variance of the free energy.
Proof of upper bound of Theorem 1.2. Averaging (1.8) and (1.9) of Proposition 1.1 then applying Lemma 4.2 followed by Corollary 4.5 (recalling that ψ
which concludes the proof.
The following corollary is obtained by combining Proposition 4.3 and Corollary 4.5. 
while for all N P N and 
Therefore, for all 0 ă p ă 3 there exists a positive constant C 1 depending on pa 1 , a 2 q, β, γ, and p such that for all N P N, P m,n pt j ě bN 2{3 q "
for some positive constant C, where we made the substitution x " e´s (4.19) to bound the probability inside the integral of (4.21), and bounded the probability inside the integral of (4.22) by 1. For b ě δN 1{3 , we make the substitution x " e´s bN 2{3 to get P m,n pt j ě bN 2{3 q "
increasing the constant C if necessary, where we used (4.20) to bound the probability inside the integral of (4.23) and bounded the probability inside the integral of (4.24) by 1.
The sequence pm 1 , nq satisfies (1.10). Using Chebyshev's inequality and the upper bound of Theorem 1.2 shows that the term N´α {2 log Z m1,n converges to zero in probability. By the down-right property, the summands in the second term are i.i.d. with mean zero and variance Varrlog R 1 s. By the central limit theorem, N´α {2 ř m i"m1`1 log R 1 i,n converges in distribution to a centered normal with variance c 1 Varrlog R 1 s.
Proof of path fluctuation upper bound
Given 0 ď k ă m and 0 ď l ă n, we define a partition function Z pk,lq m,n and quenched polymer measure Q pk,lq m,n on up-right paths from pk, lq to pm, nq by using the collections tR 1 i,l : k`1 ď i ď mu and tR 2 k,j : l`1 ď j ď nu as weights along the edges of the south and west boundaries of the rectangle rk, msˆrl, ns respectively, and the weights tpY 1 z , Y 2 z q : z P tk`1, . . . , muˆtl`1, . . . , nuu for the remaining edges. When the original polymer environment (1.1) has the down-right property, it follows that Z pk,lq m,n has the same distribution as Z m´k,n´l .
For an up-right path x ‚ from pk, lq to pm, nq, define t pk,lq 1 px ‚ q :" maxti : pk`i, lq P x ‚ u, t pk,lq 2 px ‚ q :" maxtj : pk, l`jq P x ‚ u.
Lemma 5.1. Assume that the polymer environment satisfies the down-right property. Then for all 0 ď k ă m, 0 ď l ă n, and u ě 0,
Proof. For 0 ď i ă m and 0 ď j ă n, we let
denote the partition function for up-right paths from pi, jq to pm, nq, where the sum is taken over all such paths. A decomposition shows that
We then have that for r P t0, . . . , m´ku Q pk,lq m,n pt pk,lq 1
Summing over r ě u gives the first equality in (5.1). The equality in distribution follows from the down-right property. An analogous argument gives (5.2).
We can now prove the upper bound on the polymer path fluctuations under the annealed measure.
Proof of Theorem 1.5. If τ " 0 this reduces to Lemma 4.7. If τ P p0, 1q put pk, lq " ptτ mu, tτ nuq. Then the sequence pm´k, n´lq satisfies
where γ 0 is a positive constant depending only on τ and γ and M " p1´τ qN . We then apply Lemma 5.1 to get
Applying Lemma 4.7, we get
The same argument in the vertical direction gives us
To prove the corresponding bounds for v 0 and w 0 we now let k " tτ m´bN 2{3 u and l " tτ n´bN 2{3 n m u. Again pm´k, n´lq will satisfy (5.3) for a different constant γ 0 . Since w 1 pkq ě tτ nu implies that v 0 ptτ nuq ď k, it follows that Q m,n pv 0 ptτ nuq ď τ m´bN 2{3 q ď Q m,n pw 1 pkq ě tτ nuq
for some constant C depending on pa 1 , a 2 q, β, and γ. Applying Lemma 4.7 gives
An analogous argument shows that
Combining bounds (5.4) and (5.6) gives (1.11), and (5.5) with (5.7) gives (1.12), completing the proof.
6 Proof of variance and path fluctuation lower bounds From this proposition we can obtain the lower bound of Theorem 1.2. 
Recall that P pa1,a2q is used to denote the probability measure on the polymer environment with parameters a 1 and a 2 . Let pr a 1 , r a 2 q " pa 1`λ , a 2´λ q. Our goal is to show that
We will do so by making estimates using the pr a 1 , r a 2 q environment and then use a coupling of the two environments to transfer the results to the pa 1 , a 2 q environment. We would first like to show that in the pr a 1 , r a 2 q environment, with high probability the quenched probability gives most of the weight to paths which exit the x-axis at a point of order bN 2{3 . That is: there exist constants C 3 , C such that, given any ε ą 0,
holds for all sufficiently large N . We start by using Lemma 5.1 to relate an upper bound on t 1 to a lower bound on t 2 .
Using this and Corollary 4.6, there exists δ ą 0 such that
This implies that
Applying the upper bound directly for C 3 ą C 2 , we obtain
for another constant C. Taking a union bound we put the two bounds together and get
Taking N large enough, we get (6.2).
The argument for the case where we use pm, nq and A, B is unchanged, with the exception of using the lower bound in terms of the scaling parameter M rather than N . This difference can be absorbed into the constants.
In order to make use of this bound for the system with the original pa 1 , a 2 q environment we create a new measure q P which has both a 1 and r a 1 distributed weights along the x-axis and estimate the Radon-Nikodym derivative of the pa 1 , a 2 q environment with respect to this new environment.
Let q ω denote the environment that has the same weights as the pa 1 , a 2 q environment except for the weights R 1 i,0 for 1 ď i ď tC 3 bN 2{3 u, which will be distributed with parameter r a 1 . Let q P denote the probability measure on this environment. Then for each path π with c 1 bN 2{3 ď t 1 ď C 3 bN 2{3 , the weight of the path in the pr a 1 , r a 2 q environment and the weight of the path in the q ω environment agree. Thus
is the same in distribution under P pr a1,r a2q and q P, where Z m,n pAq :" ř x‚PA ś m`n k"1 ω px k´1 ,x k q . We can now make use of the bound (6.2).
Using a third-order Taylor expansion, the same series of calculations which leads to inequality (4.11) in the proof of Proposition 4.3 gives the existence of a constant C 1 ą 0 such that:
where c 4 :
2 pa 2 q¯is positive by Lemma C.2 in the Appendix. The last inequality is obtained by first fixing b large enough then increasing N 0 if necessary.
We now split the probability
Inequality (6.5) comes from (6.3) and (6.4). For (6.6) we can use Chebyshev's inequality then the upper bound of the variance to get
Thus (6.5) ě 1´C b 3 for some new constant C. Let g be the Radon-Nikodym derivative d q P{dP pa1,a2q . Recall that the distributions differ only on the weights along the x-axis up until site tC 3 bN 2{3 u. Thus
We can evaluate E pa1,a2q rg 2 s explicitly. Increasing N 0 , if necessary, so that 2λ ď ǫ,
Taking logarithms of both sides,
Increasing N 0 if necessary, there is some positive constant c 5 such that if N ě N 0 ,
Defining the event
Finally we have that
m,n ě p1´εqe
Increasing N 0 if necessary and taking c 0 " We can use the variance lower bound to obtain a lower bound on the exit points of the path from the horizontal and vertical axes. 
Proof. Averaging (1.8) and (1.9) of Proposition 1.1 then applying Lemma 4.2 followed by the lower bound of Theorem 1.2 gives the existence of positive constants c, C, N 0 such that for all N ě N 0
Letting c 1 :" c{6C and increasing N 0 if necessary followed by an application of the Cauchy-Schwartz inequality along with Lemma 4.7 gives
for some positive constant C 1 . Thus
which completes the proof.
We now prove the path fluctuation lower bound.
the conditions (A.4), (A.5), and (A.6) imply the existence of a positive constant C 3 paq such that for all x P supppf qˇˇˇB
Condition (3.11) now follows from
The last equality is justified by parts (a) and (c) of Remark 3.2 along with the fact that H f pa, ηq " m f paq when η is uniformly distributed on p0, 1q.
We first show (A.4), (A.5) and (A.6) for the case f pxq " p1´xq b´1 ½ t0ăxă1u . Let a P DpM f q " p0, 8q.
Then there exists some positive constant C 4 paq such thaťˇψ
Since a ą 0, (3.9) and (A.7) give:
Similarly, the secondary expressions in (3.9) and (A.7) give: for 1{2 ď x ă 1
b´1 dy ď C 0 paqp1´xq and (A.9)ˇG
where we increased C 0 paq and C 2 paq if necessary. Thus the bounds (A.4) and (A.6) hold. Moreover, by (A.8) and (A.9)ˇˇx
2 ď x ă 1 proving the bound (A.5).
We now consider the case f pxq " p
Since a`b ą 0, (3.9) and (A.7) give: for 0 ă x ă 1
Similarly, since a ă 0, the secondary expressions in (3.9) and (A.7) give: for x ě 1
where we increased C 0 paq and C 2 paq if necessary. Thus the bounds (A.4) and (A.6) hold. Since |x Proof. Since log Z k,0 " ř k i"1 R h a psq ď C 3 h a1 psq for all s ą E a0 rSs where C 3 " exp´pa 1´a0 qpE a1 rSs´E a0 rSsq¯. We now get the desired result with C 2 " 1`C 3 .
Lemma B.3. Assume that the polymer environment is distributed as in (3.3) and let ǫ be small enough such that for all |λ| ď ǫ, a 1`λ P DpM f 1 q and a 2´λ P DpM f 2 q. Let pm, nq P N 2 and k P N. Then, with notation as in (3.6), Q pa1`λ,a2´λq m,n pt 1 ě kq is stochastically non-decreasing in λ and Q pa1`λ,a2´λq m,n pt 2 ě kq is stochastically non-increasing in λ. which is non-negative.
