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ABSTRACT 
Optimization involving eigenvalues arise in many engineering problems. We 
propose a new algorithm on minimizing the largest eigenvalue over an affine family of 
symmetric matrices. Under certain assumptions it is shown that, if started close 
enough to the minimizer x*, the proposed algorithm converges to x* quadratically. 
The proposed algorithm can be readily extended to minimizing the largest eigenvalue 
over an affine family of Hermitian matrices. Also, it has been extended to minimizing 










Identity matrix of appropriate size 
Transpose of vector x 
Euclidean norm of vector x 
Transpose of matrix A 
ith largest eigenvalue of symmetric matrix A 
Largest singular value of matrix A 
Matrix A is positive definite (A > 0, A < 0, and A Q 0 are defined 
similarly) 
Trace of matrix A 
Moore-Penrose generalized inverse of matrix A 
*Some of results in this paper were given in [14] without proofs. 
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Let ~(a): [w” + [Wklxk 2 for some positive integers m, k,, and k,. For any 
positive integer p, the notation q(x) = O(]] x]lP) means that Il~(x>ll goes to 
zero at least as fast as ]]x]] p does, where ]]q(x)]] denotes any matrix induced 
norm of q(x). More precisely, it means that there exists K > 0 such that 
Ihwll ~ K as 
IIXIIP 
x + 0. 
1. INTRODUCTION 
Optimization problems involving eigenvalues arise in many engineering 
problems. In the context of control theory, one often encounters problems 
which can be recast as an optimization problem of the form’ 
i= hEmxftR_{A:hB(x) -A(x) >O,B(x) >O,C(r) >O}, (1.1) 
where A( x), B(x), and C(X) are symmetric matrices that depend affinely on 
x E Iw”, i.e., 
A(x) =A, + griAi, B(x) = B, + &, 
i=l i=l 
C(x) = c, + &,C,, (1.2) 
i=l 
for some symmetric matrices Ai, Bi E [WnXn, and Ci E [wSxS, i = 1,. , m. 
The problem (1.1) is very similar to the one considered in [7] and is also 
closely related to the linear matrix inequality (see, e.g., [IS]). We readily see 
that (1.1) is equivalent to minimizing the largest generalized eigenvalue of the 
pencil(A(x), B(x)) subject to the matrix constraints B(x) > 0 and C(X) > 0. 
It is well known that the eigenvalues of a matrix (or generalized eigenvalues 
of a matrix pencil) are not differentiable at points where they coalesce [24], 
and typically, the process of minimization tends to make them coalesce at the 
solution. Therefore, (1.1) is in general nonsmooth and one cannot directly 
apply smooth optimization techniques in solving it. The problem is, however, 
‘This form includes the case that the given matrices are Hermitian. 
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quasiconvex (i.e., it has quasiconvex objective and convex constraint set). So it 
can be solved reliably (in the sense of global convergence) by methods such 
as the ellipsoid algorithm (see, e.g., [l]> or Kelley’s cutting plane algorithm 
1251. For large size problems (i.e., large n and m>, the aforementioned 
methods usually do not have good convergence property. Recently, much 
more efficient methods based on sequential quadratic programming (SQP) 
[31] or the interior point methods [7, 23, 301 have been developed for solving 
(1.1) or its related problems. Other relevant work can be found in, e.g., [2, 3, 
5, 6, 15, 18-20, 32-36, 39, 401. 
For any A E [w, define 
f(A) = &i_ ,$,(blockdiag(A(x) - hB(x), -B(r), -C(x))). (1.3) 
It is easy to check that f(h) IS nonincreasing and i is equal to the smallest 
solution of f(A) = 0, if it has any. Assume that f(A) = 0 has a solution, and 
suppose that one has a method to compute f(A) for a given A. Then A can be 
obtained using a bisection method: 
ALGORITHM 1.1. 
Step 0. Choose A, and A,, such that A, < i Q A,. Let E > 0. 
Step 1. Let A = (A, + A,)/2. If f(A) > 0, set Al = A. Otherwise, set 
A,, = A. 
Step 2. ~ If A,, - A, > E, repeat step 1. Otherwise, stop and we have A,‘ - 
E < A Q A,. 
Algorithm 1.1 only requires the sign of f(A) and has a linear rate of 
convergence. If, in addition, the magnitude of f(A) is used, then it is possible 
to derive a more efficient algorithm in solving f(A) = 0. For instance, one 
may use the method of false position, which has order of convergence equal 
to the golden mean (1: 1.618) (see, e.g., [27]). 
Notice that (1.3) is in fact a special case of (1.1) that corresponds to 
B(x) = Z and C( r> = I. Equivalently we may write it as 
In this paper, we propose an algorithm for solving (1.4) where A(x) E R”‘” 
is any symmetric matrix that depends affinely on x E R”. Our method is 
based on a reformulation of (1.4) in terms of a smooth constrained optimiza- 
tion problem [15, 401. Specifically, let hi(x), i = 1, . . , n, denote the eigen- 
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values of A(x) arranged in decreasing order, i.e., A,(x) > a.* > A,(x). 
Given x E R”, the multiplicity of A,( X) is said to be q if A,(r) = A,( X> > 
hg+ i(x). Suppose that (1.4) is achieved at some minimizer x*. Let q be the 
multiplicity of A,(x*), and define 
.fltx) = i ,$lAi(x) 
t 
and 
j-&z) = f&l i [Ai -A+)]'. 
~=l j=i+l 
Then it is shown in [15] that fi( X) and fs< X) are analytic at x* and 
A* = x~~m{fl(x) :f&) = 0). (1.5) 
Therefore, in the vicinity of x*, one could apply smooth optimization 
techniques in solving (1.5). One such technique is the SQP method, which 
has superlinear rate of convergence in the nondegenerate case. However, as 
mentioned in [ 151, since the first order approximation of fi( r> at any feasible 
x [i.e., any x such that f,(x) = 01 is always identically zero, the superlinear 
convergence using SQP cannot be expected. Thus, special consideration is 
necessary in order to derive a fast algorithm. Our algorithm explores some 
special properties of the functions fi(x> and fi( x), and under certain 
assumptions it is shown that, if started close enough to the minimizer x*, the 
proposed algorithm converges to x* quadratically. Another quadratically 
convergent algorithm can be found in [31]. 
The organization of the paper is as follows. In Section 2, we give a few 
examples which can be recast as an optimization problem of the form (1.1). 
In Section 3, we present the assumptions. A new optimahty condition for 
(1.4) [or, equivalently, (I.5>] is derived in Section 4, and it will be used as the 
stopping criterion. The proposed algorithm is given in Section 5. Section 6 
contains an interpretation of the proposed algorithm. In Section 7, we briefly 
mention the computational complexity. Finally, a numerical example is pre- 
sented in Section 8 to illustrate the convergence property. 
In the sequel, an eigenvalue decomposition of a symmetric matrix means 
one with decreasing eigenvalues and orthonormal eigenvectors. 
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2. SOME OPTIMIZATION PROBLEMS 
In this section, we give a few examples that can be recast as an optimiza- 
tion problem in the form of (1.1). Other related examples can be found in, 
e.g., [4, 6, 8, 9, 11, 411. 
2.1. Computing the H, Norm 
Consider a discrete-time stable linear system with realization 
P(z) = C(zZ - A)-?3 + D. 
The H, norm of I’( z> is defined as 
IIP(z)ll, = sup c(P(e@)) 
w 
It is known that (see, e.g., [I3]), for any y > 0, IIP(z)llm < y if and only if 
there exists a real symmetric matrix X such that 
X > 0 and [; Jz] -[; ;I’[; :I[: ;] >6. (2.1) 
It is readily seen that (2.1) can be recast as an optimization problem in the 
form of (1.1). 
2.2. Computing Distances to Numerical Ranges 
The numerical range of two Hermitian matrices A,, A, E cnXn is a 
convex set [21] defined by W = {IvHA,u uHA,uIT: u E dB,} C [w2, where 
uH denotes the conjugate transpose of u and dB, the unit sphere in C”. Let 
d be the distance from some point y E [w2 to W. Without loss of generality, 
we may assume that y is the origin, i.e., d = min, ,wllzll. Then, it can be 
shown that d = min{O, -a} where 
which can be recast again as an optimization problem in the form of (1.1). An 
analogous result can be derived for computing the distance to the convex hull 
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of the multiform numerical range (see, e.g., [16] for the definition and 
properties of the multiform numerical range). 
2.3. Computing Bounds for Structured Singular Values 
The structured singular value characterizes the robust stability and perfor- 
mance for systems in the presence of uncertainty. Its definition involves 
a square complex matrix and an uncertainty structure [12, 381. Here we 
give the definition for a 2 by 2 matrix with respect to a certain uncer- 
tainty structure. The result below holds for the general case as well. Given 
a 2 by 2 complex matrix A, the structured singular value ZL is defined to 
be zero if there is no A EZ:= {diag(S,, a2): S, E C, 6, E Iw} such that 
det(Z - A A) = 0, and 
p = (FFF{C(A):det(Z -AA) = O})-i 
otherwise. It has been shown [I71 that I_L < JnYE@J-, where a is given by 
a= inf 
DE9,GsF 
&(AHDA +j(GA - AHG), D) (2.2) 
B = {diag(d,, d,): di > 0) and .F = {diag(O, g) : g E RI}. It is readily seen 
that (2.2) can be recast as an optimization problem in the form of (1.1). 
3. ASSUMPTIONS 
In this section, we present the assumptions for the data given to the 
optimization problem (1.4). 
Suppose that (1.4) is achieved at a minimizer x*. Recall that the functions 
fi<~> and f2(x) d f d e me in Section 1 are analytic at x*. Therefore, if both 
x - r* and h are sufficiently small, then fi<r + h), i = 1,2, is equal to its 
Taylor series expansion about X, i.e., 
fi( x + h) =h( X) + g’(r)h + ihTHi( x)h + O(llhl13)> i = 1,2, 
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where gi(x> and Hi(x) are the gradient and Hessian of h(x), respectively. 
Expressions for gi( x) and Hi(x), i = 1,2, are given in Appendix A. To show 
the convergence result of the proposed algorithm, we will only use the 
following properties they possess: 
(i) g2(x) = 0 if f,(x) = 0. 
(ii) H,( x> = H,,(r) + H,,(x); H,,(x) and H,,(x) are symmetric; 
H,,(x) 2 0; H,,(x) = 0 if f,(z) = 0. 
The above properties shall become obvious from the expressions. Let the 
columns of N(x) [R(x)] form an orthonormal basis for the null [the range] 
space of H,,(x). Since H,,(x) is symmetric, we have, for any x (in a 
neighborhood of x *), 
N(x)NS‘(x) + R(x)R?‘(x) = I. 
Given h E IL!“‘, define D( x, h) to be the directional derivative of H,,(x) 
when evaluated at x in the direction h, i.e., 
D( x, h) = lim 
H,,(x + th) - ffd x> 
t+0 t 
Also, let 6(*, . ) : R” X IFI” + RnrXm be such that 
[this is possible because D(x, h)+ is bilinear in h and ~$1. See Appendix A 
for the expressions for D(x, h) and D(x, 4). We shall make the following 
assumptions for the data given to (1.4): 
ASSUMPTION 3.1. 
(i) (1.4) is achieved at some minimizer x*. 
(ii) The multiplicity of h,(x*) is known. 
(iii) Nl’(x*)Q(x*)N(x*) 1s nonsingular [the definition of Q(x*> will be 
given later]. 
(iv) H,,(x) has constant rank in a neighborhood of x*. 
(v) The tangent plane of fi< x) at x = x* has the same dimension as that 
of the null space of N,l(x*) (see, e.g., [27] for the definition of tangent 
plane). 
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Let us briefly discuss these assumptions. The solution A* of (1.4) may 
be --CO. However, if A* is finite, it must be no smaller than the smallest 
eigenvalue of A,. This result can be shown as follows. Using the variational 
characterization of the smallest and largest eigenvalues of a symmetric matrix 
(see, e.g., [22]), it can be easily checked that 
Suppose that [i( A(x)) < &,‘,(A,) for some x E R”. Then we have 
[i(Cy=i xiAi) < 0 and thus 
which contradicts the assumption that A* is finite. Therefore, if assumption 
6) is not satisfied, one can easily check it in the early stage of solving (1.4). 
Assumption (ii) is crucial in defining the functions f,<~> and j-Jr>. In 
practice, the multiplicity of hr(r*) can be identified when x is approaching 
x*. Assumption (iii) is closely related to the uniqueness of x*. Together with 
other assumptions, we shall use it to show in Section 4 that x* is indeed 
unique. Assumption (iv) is given for a technical reason. We have tested many 
random examples and observed that this assumption seems to hold generi- 
cally. In fact, it suffices to assume merely that the rank of H,,(x*) is known, 
which again can be verified when x is approaching x*. The last assumption is 
related to a new optimality condition that we will propose in the next section. 
Again, we have tested many random examples and observed that this assump- 
tion seems to hold generically as well. 
4. OPTIMALITY CONDITIONS 
We discuss optimality conditions for (1.4). Since A,(X) is convex in x, 
from the theory of convex analysis, x* solves (1.4) if and only if the origin is 
contained in the generalized gradient of h,(x) at X* (see, e.g., [lo]). This 
condition can be more specific when the definition of A,(x) is used. Let 
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A(x*) = U(x*)A(x*)Ur(x*> be an eigenvalue decomposition of A(x*), 
where A(x*> = diag(A,(x*), . . , h,(x*)) and U(x*) = [u,(x*> *** u,(x*>]. 
Let 4 denote the multiplicity of Ai( Define R,(x*) = diag(h,(x*), . . . , 
h,(x*)) and U,<x*> = [u,(x*> ... u~(x*>]. Then x* solves (1.4) if and only 
if there exists a 4 x q symmetric positive semidefinite matrix Q satisfying 
tr(Q) = 1 and, for i = 1,. . , 
311). In [15], pt 
m, tr(U,,r(x*>AiU,,(x*)Q> = 0 (see, e.g., [15, 
o imality conditions are also derived for x to satisfy h,(x) - 
E < A* < A,(x) for any given E > 0. 
However, the above optimality conditions usually cannot be easily veri- 
fied. In fact, the problem of determining whether the origin is contained in 
the generalized gradient of A,(x) is similar to the optimization problem (1.4) 
(but with possibly much smaller n and m than those of the original problem). 
In Theorem 4.1 below, we propose a new optimality condition for x * to solve 
(1.4). This condition can be easily checked and will be used as the stopping 
criterion for the algorithm that we are going to propose. It is noticed that the 
new optimality condition is merely shown to be necessary for x* to satisfy 
(1.4) (see below). Therefore, we still need to check one of the (necessary and 
sufficient) optimality conditions mentioned above. However, this is only 
needed after the new optimality condition is satisfied, so that reduction of the 
overall effort can be expected. 
THEOREM 4.1. Suppose that the assumptions given in Section 3 are 
satisfied at some minimizer x* for (1.4). Then, the following statements hold: 
(i) x* is the unique minimizerfor (1.4). 
(ii) N(x*) is either a null matrix or one satisfying 
NT( x*)gl( x*> = 0. (4.1) 
(iii) There exists a neighborhood B of x * such that, for any x E B, 
x # x*, x is either infeasible, i.e., f2(x) # 0, or NT(x>g,(x> # 0. 
Proof. See Appendix B. n 
Theorem 4.1 implies that, in a neighborhood of x*, x* is the only point 
which is feasible [i.e., f,(x) = 0] and satisfies the condition that N(x) is 
either a null matrix or one satisfying Nr(x>g,(x) = 0. Therefore, a natural 
choice of the stopping criterion is: stop if Ifi(x>l is suficiently small and, if 
N(x) is not null, IINT(x>g,(x>ll is suficiently small. 
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5. THE ALGORITHM 
In this section, we propose a new algorithm in solving (1.4). It is shown 
that, when started sufficiently close to the minimizer x*, the proposed 
algorithm will converge to x* quadratically. In the next section, we shall 
discuss, by means of an example, the rationale behind the proposed algorithm. 
Assume that x is sufficiently close to x*. The following algorithm 
computes a new estimate x,,, from x, i.e., it performs one iteration. 
ALGORITHM 5.1. Let &,(x) = -HJi(x)gJX). Define h(x) = &(x) 
if N(X) is, a null matrix. Otherwise, let 4,(x) = -Hii(x)gi(x), Q(X) = 
H,(X) + D(x, 4,(x)), and define 
Then x,,, is defined by 
x 
“eVJ 
=x + h(x). 
Notice that, by Assumption 3.l(iii) and continuity, iVr(x)Q(x)N(x) is 
also nonsingular provided that x is sufficiently close to x*. 
The convergence property of the algorithm is summarized as follows. 
THEOREM 5.1. Let xnew 
O(llx - x*V). 
be defined as above. Then Ijx,,, - x*(1 = 
Proof. See Appendix B. n 
Theorem 5.1 asserts that in a region near x*, there exists some M > 0 
such that lIxk+i -x*11 < Mllxk - x*l12. We see that if Mllxk - x*11 < 1, 
then I(x~+’ - r*ll < 11~~ - x*11, and thus we conclude that if started close 
enough to the minimizer x*, Algorithm 5.1 will converge to x* quadratically. 
6. INTERPRETATION OF THE ALGORITHM 
In this section, by means of a simple example, we explain the rationale 
behind the proposed algorithm. Consider the following example: n = 4, 
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m = 2 and the symmetric matrices A,, A,, and A, given by 
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-1.8 0 0 
7.0 0 0 
0 3.1 6.1 ' 




0.5 1.3 0 0 
1.3 5.1 0 0 
0 0 -4.5 -1.2 
0 0 -1.2 -8.1 
9.6 23 0 0 
23 26 0 0 1 
0 0 
0 0 
With the above problem data, (1.4) is achieved at the unique minimizer 
x* = [0.065 -0.1971T, 
and h* is equal to 5.54. A three-dimensional mesh plot of h,(x) near x* is 
shown in Figure 1. Several level curves of A,(x) are also given in Figure 2. 
Using q = 2, the functions fr( x) and f,(x) defined in Section 1 are analytic 
at r*. Figure 3 contains several level curves of f,(x) (solid line) and the 
FIG. 1. Example of a 3-D mesh plot of h,(r) near the minimizer x*. The 
viewpoint is with 60” counterclockwise horizontal rotation and 30” vertical elevation 
above the object. The multiplicity of h,(x*) is two, and h,(r) is nondifferentiable at 
x*. 
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FIG. 2. Some level curves of A,(x). For instance, the curve 
set {x E 5X2 : A,(x) = 5.64). 
marked 5.64 is the 
feasible set (x : fs< x) = 0) (dotted line). C onsider the feasible point x given 
in Figure 3. The main idea in defining h(x) is to require that x + h(x) stay 
on the tangent line of f,(x) = 0 defined at x [i.e., h(x) is the null space of 
H,,(X), or, equivalently, a linear combination of N( x)1 and approximately 
satisfy the optimality condition, i.e., NT(x + h(x))gJx + h(x)) = o(llx - 
x*l12), When x is not feasible, h(x) is defined to first move x to the feasible 
set and then repeat the previous case. With the sensitivity analysis given in 
Lemma B.l and Lemma B.2 (see Appendix B), we can show that h(x) is 
equal to (5.1). If N(x*) is a null matrix, it simply means that feasibility 
implies the optimality condition. Therefore, h(x) is defined to move x to the 
feasible set only. 
FIG. 3. The solid lines are the level curves of f&x) (the one marked 11.1, i.e., 
the set {r : fi(x> = ll.l}, passes through x*), and the dotted line is the feasible set 
{x:fJx) = 0). 
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7. COMPUTATIONAL COMPLEXITY 
We discuss in this section the computational complexity of Algorithm 5.1. 
More specifically, we show the order of the number of flops needed for each 
iteration of the Algorithm (i.e., to compute x,,, from x). Each iteration 
requires an eigenvalue decomposition of an n by n symmetric matrix [O(n3) 
flops]; computing gradients, Hessians, etc. [O(~mn2> flops]; and computing 
the various quantities defined in Algorithm 5.1 [O(m3) flops]. Therefore, 
each iteration needs O(m3> + O(qmn2) + O(m3> flops, which depends upon 
the size of problem (n and m> polynomially. 
8. A NUMERICAL EXAMPLE 
The algorithm has been implemented in Matlab [28]. In this section, we 
present an example to illustrate the convergence property of Algorithm 5.1. 
The example is borrowed from [I5]: n = 5, m = 5, and the six real symmet- 
ric matrices are 
-0.69 -0.32 0.34 0.43 -0.05 
- 0.32 -0.11 -0.11 -0.45 -0.34 
A,, = I 0.34 -0.11 -0.71 -0.33 -0.08 , 
0.43 -0.45 -0.33 0.65 0.27 
-0.05 - 0.34 -0.08 0.27 0.39 
I 
I 
- 0.66 0.31 0.57 -0.06 -0.44 
0.31 -0.23 -0.12 - 0.35 0.28 
A, = 0.57 -0.12 - 0.26 -0.06 -0.37 
- 0.06 -0.35 -0.06 0.64 0.34 
-0.44 0.28 -0.37 0.34 0.61 
1 , 
1 
-0.31 0.35 0.06 -0.23 0.17 
0.35 0.24 -0.19 0.21 -0.12 
A, = 0.06 -0.19 -0.34 0.00 -0.36 , 
-0.23 0.21 0.00 0.16 - 0.24 
0.17 -0.12 - 0.36 -0.24 0.00 
1 
I 
0.27 -0.14 0.13 -0.32 -0.08 
-0.14 -0.20 -0.29 - 0.05 - 0.64 
A, = 0.13 - 0.29 - 0.45 -0.20 -0.59 , 
-0.32 -0.05 - 0.20 -0.27 - 0.46 
- 0.08 - 0.64 - 0.59 -0.46 - 0.39 
I 
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-0.57 
-0.38 






As = 0.14 - 
0.03 
0.09 
-0.38 -0.09 0.31 0.22 
0.66 0.17 -0.03 0.51 
0.17 0.23 0.12 -0.21 
-0.03 0.12 -0.56 -0.21 
0.51 -0.21 -0.21 0.59 
0.28 0.14 0.03 
0.69 -0.12 0.10 
0.12 -0.77 -0.21 
0.10 -0.21 -0.42 - 






The multiplicity of A,( x*> is 2. We obtained it by using Kelley’s cutting plane 
method [25]. The minimizer x* and the corresponding eigenvalues are given 
below (all digits are accurate): 
- 0.61362184194611 
0.61455471338511 





*SC x*1 _I = - 0.70888259688998 .06141090940867 603397 84787731.454 2436 3040 1 
We then set q = 2, choose the initial guess 
x = x* + [O.l 0.1 0.1 0.1 0.11r, 
and run Algorithm 5.1. Appendix C contains a Matlab M-file which imple- 
ments Algorithm 5.1 for the case q = 2. The result is summarized in Table 1. 
It is seen that the proposed algorithm takes very few iterations to converge. 
APPENDIX A 
In this section, we give the expressions for various quantities needed in 
Algorithm 5.1. The expressions can be derived using a result in [40]. The 
derivations are tedious but straightforward. Some of them have been given in 
[15]. Here, given a vector t, we denote by (t)i its ith element, and given a 
matrix T, we denote by (Z’jij its qth element. Also, to simplify the notation, 
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TABLE 1 
NUMERICALRESULT FORRUNNINGALGORITHM 5.10~ ANEXAMPLE IN [15] 
Iter k A,( X9 f&k) IINT(Xk)&k)ll IIXk - x*11 
0 0.78 l.lE - 01 1.6~ - 01 2.2E - 01 
1 0.710 9.6E - 06 1.2E - 02 1.OE - 01 
2 0.7094 2.3~ - 07 7.7E - 04 2.7~ - 03 
3 0.7088827 3.1E - 14 3.2~ - 06 5.7E - 06 
4 0.708882596891 7.1E - 24 1.9E - 11 6.5~ - 11 
5 0.708882596889983 1.5E - 31 5.6~ - 16 5.8E - 15 
“The second column is the largest eigenvalue of A(xk>. The third and 
fourth columns together form the new optimality condition for the mini- 
mizer (both values are zero at the minimizer). They are also used as the 
stopping criterion of Algorithm 5.1. The last column is the distance 
between xk and the minimizer r*. The result shows that the rate of 
convergence is indeed quadratic. 
we denote cfl:cyzk+l by cp I: 
g&) = $kb) - hl(x)l(tk - tl>2 
H,(x) = f&1(4 + fL(4, 
D( x, h) = i [(T, - T#i(tk - tl)T + (tk - t[)hT(& - T,) 
k,l 
+2@klht,T, + tklhTT,I;)]) 
6(x, 4) = k([@k - tl)T+z +ttk - tl)4T](Tk - Tl) 
k,l 
H,,(x) = i [ttk - h)ctk - hjT + 2$kltkT] ) 
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tk = tkk, 
Tk = Tkk (Tk = T:), 
ctkl)i = ~;(+,udx) ctkl = 6k), 
+U;( X) AiS, AjUk( X) cTkl = Tlk)> 
Sk = u, [h,(+ - A,]-k; , 
APPENDIX B 
We prove Theorem 4.1 and Theorem 5.1 here. Without loss of generality, 
we assume x* = 0. Also, to simplify notation, let fi = j-,(x*), fi = f2(x*), 
g, = gi(r*), H, = Hi(x*), H,, = H&*), $1 = H$x*), N = N(x*), 
R = R(x*), D(x) = D(r*, x - x*), and D = D(x*, c$~(x*)). We first estab- 
lish some auxiliary results that will be used subsequently. Recall that the 
columns of N(x) form an orthonormal basis of the null space of Hz,(x). 
Therefore, its representation is not unique. For instance, for any orthogonal 
matrix U with appropriate size, the columns of N(x)U also form an orthonor- 
mal basis. Lemma B.l below gives an expression of N(x) in terms of N. 
LEMMA B.l. Suppose that x is mfjciently close to x*. Then N(x) can be 
written as 
N(x) = N - H:,D(x)N + 0(llxl12). 
Proof. Let N(x) = [N + E(x)]U + O(llxl12) for some matrix E(x) 
which is linear in x and some arbitrary orthogonal matrix U. Write E(x) = 
NZ,(x) + R&(x) for some matrices Z,(x) and Z,(x) that are also linear in 
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x. Then we have 
z = UN’( x)N( X)UT 
= [N + E(#[N + E(x)] + O(ll~ll”) 
= Z + NTE( x) + ET( x)N 
= z + Z,(x) + z;(x). 
Thus, Z,(x) = Z:(X) = 0, and we may choose the orthogonal matrix U = 
Z + Z,‘(x) + O(~~X~~~). Notice that H,,(x)N(x) = 0 for any X, and 
H,,(x) = H,, + D(x) + 0(llxl12>. Then, we have 
0 = RTH,,( x)N( x)UT 
= RT[ H,, + D(x)] [ N + E(x)] + O(ll~ll”) 
= RTH,,E( x) + RTD( x)N 
= RTH,,RZ,( x) + RTD( x) N. 
Then, Z,(X) = -(RTH,,R)-lRTD( x)N (notice that, in view of the defini- 
tion of R, RTH,,R is always invertible). Using the expressions for N(x), 
E(x), U, and Z,(X) obtained above, and the identity H:, = R(RTH,,R)-lRT, 
we have 
N(x) = [N + NZ,(x) + RZ,(x)]U + O(11x~~“) 
= N + RZ,( x) + O(l1~11~) 
= N - H;,D(x)N + O(llxll”). 
LEMMA B.2. The following equalities hold: 
W gl(x) = g, + H,x + O(llxl12>, 
(ii> H,(x) = H, + O(llxll>, 
(iii) g,(x) = H2,x + O(llxl12), 
(iv) H,,(x) = Hz1 + D(x) + 0(llxl12>, and 
(v) 42(x) = - RRTx + o(llxl12>. 
Proof. The first two equalities can be easily obtained by comparing the 
coefficients of fi< x) and its Taylor series expansion about x *. The next two 
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equalities can 
the definition 
have 4,(x) = 
be obtained similarly using the additional property g, = 0 and 
of D(x). Finally, using (iii) and the identity H&H,, = RRr, we 
: -H&H,, x + O(llxll ) = -mTx + o(llx112>. n 
We are now ready to prove Theorem 4.1 and Theorem 5.1. 
Proof of Theorem 4.1. We give the proof in the order of (ii), (iii), and (i). 
(ii): It suffices to show that NTg, = 0 when N is not a null matrix. We 
show it by contradiction. Suppose that N rg, # 0. Let d be a linear combina- 
tion of the columns of N such that grd < 0. In view of Assumption 3.1(v), 
we can describe a curve in the feasible set by x* + d( a>, where d( a> = 
ad + O( a’>. Thus, for sufficiently small CY, we have fi(x* + d(a)> = 
fi(adTg, + 0(a2> <fi, i.e., h,(r* + d(a)) < h&x*). Therefore, x* is not 
a minimizer. 
(iii): Suppose that N is a null matrix, i.e., H,, > 0. Let x: be sufficiently 
close to x* (X z x*>. Then we have f2(x> =f2 + x~H,,x + 0(ljx113) #f2 = 
0. So x is not feasible. On the other hand, suppose that N is not a null 
matrix. Let x be feasible and sufficiently close to x* (X z x*). It holds that 
x = Nx + 0(11xl12). Using Lemma B.l and Lemma B.2(i), we then have 
NT( x)g,( x) = (NT - NTD( x)H,:)( g, + H,x) + 0(~~x~i2) 
= -NTD(x)H;lgl + N*H,x + 0(hi!2) 
= N’( H, + L?)x + 0(11x112) 
= NT(H1 + fi)Nx + O(\\SX~~~). 
Therefore, in view of Assumption S.l(iii), N*(x)g,(x) # 0. 
(i): Notice that Assumption S.l(iii)-(v) also hold for x in a neighborhood 
of x*. Suppose that x^ is another minimizer of (1.4). Since A.,(X) is convex in 
X, it holds that, for any /3, 0 < /3 < 1, j3iZ + (1 - p)x* is also a minimizer of 
(1.4). In view of (iii), this leads to a contradiction. H 
Proof of Theorem 5.1. It is equivalent to show h(x) = --X + 0(~~xl12>. 
First, we assume that N is a null matrix, i.e., H,, is of full rank, so that 
H& = Hill. Then using Lemma B.2(iii), we have 
h(x) = -H;‘(x)g2(x) = -H:,H,,x + O(llx112) = -x + O(llxll”). 
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Second, we assume that N is not a null matrix. Let G = NTQN. Using (4.11, 
(5.11, and the expressions given in Lemmas B.l and B.2, it is straightforward 
to check that 
h(x) = -RRTx - NG-lNT[ -QRRTx + H,x - D( x)H;,g,] 
+ 0(llxll”) 
= -RRTx - NG-'NT ( -QRRT + H, + 6)x + O(11~11~) 
= --RRTx - NG-‘GNTr + o(~~~~~“) 
= -RRTx - NNTx + O(~~x~~") 
= -x + 0(11x11”). 
The proof is then complete. n 
APPENDIX C 
The following code is a Matlab M-file that implements Algorithm 5.1 
when the multiplicity of h,(x*) is 2. In addition to the assumptions made in 
Section 3, here we also assume that N(x*) is not a null matrix. In the 
argument list below, AO is an n2 X 1 vector which contains A,,, regarded as a 
single column. AA is an n2 X m matrix; its ith column is Ai, again regarded 
as a single column. x is the initial guess (which is assumed to be sufficiently 
close to x*). On return, x is the (unique) minimizer and e the corresponding 
eigenvalues. The code has not been optimized for speed. 
function [x, e]:algorithm(n, m, AD, AA, x) 
Ai = zeros(n): 
A = zeros(n); 
t1 = zeros(m, 1); 
t2 = zeros(m, 1); 
t12 = zeros(m, 1): 
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while 1, 
A(:)= A0 + AA*x; 
[U, el = eig(A); Beigenvalues and eigenvectors 




ul =U(:, 1); 
u2 =rJ(:. 2); 
%eigenvector corresponding 
% to e(l) 
Beigenvector corresponding 
% to e(2) 
up=ut:, 3:n); 
Lp=e(3:n): 
Sl=Up*diag(l ./ (e(l) -~p))*up '; 
S2=Up*diag(l ./ (e(2) - ~p))*up'; 
wl= 1 1; w2 = [ 1; WI= [ ]; w2 = [ ]; 
for i= l:m, 
Ail:) =AA(:, i); 
Aiul = Ai*ul; 
Aiu2 = Ai*u2; 
tl(i) = ul '*Aiul; 
t2(i) =u2 '*Aiu2; 
t12Ci) = ul'*Aiu2; 
wl = [wl Aiull; 
w2 = [w2 Aiu2]; 
Wl = [Wl Sl*Aiull; 
w2 = [W2 SZ*Aiu21; 
end 
Tl = 2*wl'*wl; 
T2 = 2*w2 ,*w2; 
Tl2 = .,,I '*W2 + W2 '*Wl; 
gl=0.5*(tl+tz): % gradient of fl 
H1=0.5*(T1+Tz); % Hessian of fl 
g2= (e(l) -e(2))*(tl-t2); % gradient of f2 
H21(tl- t2)*(tl- t2) '+ ... 
4*t12*t12 ': 
N= null(H21); 
R = orth(H21); 
8 null space of H21 
8 range space of H21 
if norm(N'*gl) < le - 12, 
break; 
end 
% check optimality condition 
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H=R*((R'*H2l*R)\R'); 
Phil= -H*gl: 
phi2 = -H*gZ; 
8 generalized inverse of H21 
Dh= ((tl-t2)'*phil*eye(m) + (tl-t2)*phil')*(Tl--2) +..- 
4*(t12 '*phil*eye(m) + tl2*phil')*T12; 
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