Introduction and Statement of Results
0.1. Let W be a Weyl group with standard set of generators S; let ≤ be the Bruhat order on W . In [6] , [7] , certain polynomials P y,w = i≥0 P y,w;i u i (P y,w;i ∈ N, u is an indeterminate) were defined and computed in terms of an algorithm for any y ≤ w in W . These polynomials are of interest for the representation theory of complex reductive groups, see [6] . Let I = {w ∈ W ; w 2 = 1} be the set of involutions in W . In this paper we introduce some new polynomials P σ y,w = i≥0 P σ y,w;i u i (P σ y,w;i ∈ Z) for any pair y ≤ w of elements of I. These new polynomials are of interest in the theory of unitary representations of complex reductive groups, see [1] ; they are again computable in terms of an algorithm, see 4.5. For y ≤ w in I and i ∈ N there is the following relation between P y,w;i and P σ y,w;i : there exist a i , b i ∈ N such that P y,w;i = a i + b i , P σ y,w;i = a i − b i . Let A = Z[u, u −1 ] and let H be the free A-module with basis (T w ) w∈W with the unique A-algebra structure with unit T 1 such that
(l : W → N is the standard length function) and (T s + 1)(T s − u) = 0 for all s ∈ S. Let H ′ be the A-algebra with the same underlying A-module as H but with multiplication defined by the rules (i) and 324 GEORGE LUSZTIG AND DAVID A. VOGAN, JR.
[September (ii) (T s + 1)(T s − u 2 ) = 0 for all s ∈ S.
In the course of defining the polynomials P y,w in [6] where M is the free A-module with basis (a w ) w∈I with a certain H ′ -module structure and¯: M → M is a certain Z-linear involution which are described in the following theorem (here¯: H ′ → H ′ is the ring involution such that u n T w = u −n T −1 w −1 for all w ∈ W, n ∈ Z). (ii) (T s + 1)(a w ) = (u 2 − u)(a w + a sw ) if w ∈ I, sw = ws < w;
(iii) (T s + 1)(a w ) = a w + a sws if w ∈ I, sw = ws > w;
(iv) (T s + 1)(a w ) = u 2 (a w + a sws ) if w ∈ I, sw = ws < w.
(Note that in (iii) we have automatically sw > w and in (iv) we have automatically sw < w.) The maps T s (s ∈ S) define an H ′ -module structure on M . The proof of (a) is given in 1.8. The proof of (b), given in 2.9, is based on a sheaf theoretic construction of M , some elements of which are inspired by the geometric construction of the plus part of a universal quantized enveloping algebra of non-simply laced type given in [10, Chap.12] .)
where v is an indeterminate. We view A as a subring of A by setting u = v 2 . Let M = A⊗ A M . We can view M as a A-submodule of M . We extend¯: M → M to a Z-linear map¯: M → M in such a way that v n m = v −n m for m ∈ M , n ∈ Z. Let H = A ⊗ A H, H ′ = A ⊗ A H ′ . These are naturally A-algebras containing H, H ′ as A-subalgebras. Note that the H ′ -module structure on M extends by A-linearity to an H ′ -module structure on M . We have the following result. 
The proof is given in 3.1, 3.2. In 3.3 we give an interpretation of P σ y,w in terms of intersection cohomology.
can be identified with Q[W ], the group algebra of W , so that for w ∈ W , T w becomes w. Now specializing 0.2(a) with u = 1 we see that M 1 is a W -module such that s(a w ) = a w + 2a sw if w ∈ I, sw = ws > w; s(a w ) = −a w if w ∈ I, sw = ws < w; s(a w ) = a sws if w ∈ I, sw = ws.
In §6 it is shown that the W -module M 1 is isomorphic to a direct sum of representations of W induced from one-dimensional representations of centralizers of involutions. The last direct sum has been studied in detail by Kottwitz [8] ; in 6.4 we reformulate Kottwitz's results in terms of unipotent representations. 0.5. If X is a set and f : X → X is a map we write X f = {x ∈ X; f (x) = x}. If X is a finite set we write |X| for the cardinal of X.
w . Now if w ∈ I, then G acts transitively on O w and this action is compatible with the F q -structure on O w given by F and with the F q -structure on G given by φ ′ : G → G. Hence, using Lang's theorem, we see that O F w = ∅ and that the induced action of G φ ′ on O F w is transitive (here we use also that the stabilizer in G of a point in O w is connected). We see that the G φ ′ -orbits in (B × B) F are exactly the sets O F w with w ∈ I. Let F q be the vector space of functions (B × B) F → Q which are constant on the orbits of G φ ′ . Clearly we can identify M q with F q in such a way that for w ∈ I, a w becomes the function which is
w and this is exactly the decomposition of (
Clearly we can identify H ′ q with F ′ q as vector spaces in such a way that for w ∈ W , T w becomes the function which is 1 on O φ ′2 w and is 0 on O φ ′2 w ′ for w ′ ∈ W − {w}. By Iwahori [5] , this identification respects the algebra
(It may look strange that B 2 does not appear in the right hand side; but in fact it appears through
In this subsection we assume that sw = ws > w. Using [3, 1.6.4] we see that l(sws) = l(w) hence l(sws) = l(w) + 2. If N w ′ = 0 then there
We see that N sws = 1 so that T s * a w = a sws .
1.4.
In this subsection we assume that sw = ws > w.
Assume first that w ′ = w. We set
We claim that the first projection Z → Y := {β ∈ B; (C, β) ∈ O s } is an isomorphism so that Z is an affine line. Let β ∈ Y . It is enough to show that there is a unique
as desired. This proves our claim. Now the restriction of F to Z is an F qrational structure on an affine line hence it has exactly q fixed points. It follows that N w = q.
Assume next that w ′ = sw = sw. We set
We claim that the first projection
We see that |Ξ β | = |{β ′ 0 }| = 1. This proves our claim. Now the restriction of F to Z ′ is an F q -rational structure on a projective line hence it has exactly q + 1 fixed points.
We see that T s * a w = qa w + (q + 1)a sw .
1.5.
In this subsection we assume that sw = ws < w. Using [3, 1.6.4] we see that l(sws) = l(w) hence l(sws) = l(w) − 2. We have s(sws) = (sws)s > 330 GEORGE LUSZTIG AND DAVID A. VOGAN, JR.
[September sws. Applying 1.3 to sws instead of w we obtain T s * a sws = a w . Applying T s to the last equality and using the equation
1.6. In this subsection we assume that sw = ws < w. We have s(sw) = (sw)s > sw. Applying 1.4 to sw instead of w we obtain T s * a sw = qa sw +(q + 1)a w . Applying T s to the last equality and using the equation
given by the formulas 0.2(i)-(iv) with u replaced by q define an H ′ q -module structure on M q .
1.8. We now prove 0.2(a). We shall use the following obvious fact.
(a) If m ∈ M has zero image in M p s for s = 1, 2, . . . then m = 0.
Let s, t ∈ S, s = t and let k be the order of
We see that 0.2(a) holds. 2.1. We preserve the notation of 1.1. We fix a prime number l = p. For any complex K of constructible Q l -sheaves on an algebraic variety we denote by H i K the i-th cohomology sheaf of K and by DK the Verdier dual of K.
Let C 0 be the category whose objects are the constructible G-equivariant Q l -sheaves on B × B; the morphisms in C 0 are morphisms of G-equivariant Q l -sheaves. Let V ec be the category of finite-dimensional Q l -vector spaces.
Let C 1 be the category whose objects are pairs (S, Ψ) where S ∈ C 0 and Ψ is an isomorphism
Let C 2 be the full subcategory of C 1 whose objects are the pairs (S, Ψ) ∈ C 1 such that for any w ∈ W all eigenvalues of Ψ w :
It suffices to show that (H i DS w , t (i) 1 ) ∈ C 2 for any w ∈ W, i ∈ Z. We can assume that w ∈ W is fixed and that the statement in the previous sentence holds when w is replaced by any
we see using (a) and the induction hypothesis that
Using (c), (b) and the long exact sequence of cohomology sheaves associated to the exact triangle consisting of DS w , ∆S ♯ w , DK (which is obtained from the exact triangle consisting of K, S ♯ w , S w ) we deduce that (H h DS w , t (h) 1 ) ∈ C 2 for any h ∈ Z. This completes the inductive proof.
is the Frobenius map for an F p -rational structure on B×B such thatφ 2 = φ 2 .
Let C be the category whose objects are pairs (S, Φ) where S ∈ C 0 and Φ is an isomorphismφ * S → S in C 0 such that, setting Ψ =φ * (Φ)Φ :φ 2 * S → S, we have (S, Ψ) ∈ C 2 (note thatφ 2 * S = φ 2 * S). A morphism between two objects (S, Φ),
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For any (S, Ψ) ∈ C 2 let Φ :φ * (S ⊕φ * S) → S ⊕φ * S (that is Φ : φ * S ⊕φ 2 * S → S ⊕φ * S) be the isomorphism whose restriction toφ * S is 0 ⊕ 1 and whose restriction toφ 2 * S is Ψ ⊕ 0. We set Θ(S, Ψ) = (S ⊕φ * S, Φ). Note that Θ(S, Ψ) ∈ C.
Let E be the subset of Q l consisting of p n , −p n (n ∈ Z). For w ∈ I,
Let K(C) be the Grothendieck group of C. We have the following result.
We can assume that the set J := {w ∈ W ; S| Ow = 0} consists either of (i) a single element of I or (ii) of two distinct elements w ′ , w ′′ whose product is 1 and that for any w ∈ J we have S| Ow = Q l . In case (i) we have (S, Φ) = (S w , τ z ) where J = {w}, z ∈ E; in case (ii) we have (S, Φ) ∼ = Θ(S w , t p 2n ) where w ∈ J and n ∈ Z. The lemma is proved.
2.5. Let K ′ (C) be the subgroup of K(C) generated by the elements of the form Θ(S, Ψ) for various (S, Ψ) ∈ C 2 and by the elements of the form (S, Φ)+ (S, −Φ) with (S, Φ) ∈ C. LetK(C) = K(C)/K ′ (C). From 2.4 we see that (a) the abelian groupK(C) is generated by the elements (S w , τ p n ) (w ∈ I, n ∈ Z).
We regard K(C) as an A-module where u n (S, Φ) = (S, p n Φ) for n ∈ Z. Then K ′ (C) is an A-submodule of K(C) henceK(C) inherits an A-module structure from K(C). By 2.4 we have ξ = w∈I,n∈Z c w,n (S w , τ p n ) where c w,n ∈ Z are zero for all but finitely many (w, n). Applying χ s we obtain 0 = w∈I,n∈Z c w,n p ns a w . Since the a w form a basis of F p s we deduce w∈I,n∈Z c w,n p ns = 0 for any w ∈ I. Since this holds for s = 1, 3, . . . we see that c w,n = 0 for any w ∈ I, n ∈ Z, proving (a).
We show:
(b) The elements (S w , τ 1 ) (w ∈ I) form an A-basis ofK(C).
The fact that they generate the A-moduleK(C) follows from 2.4. The fact that they are linearly independent over A follows from the proof of (a).
Clearly there is a well defined Z-linear map D : K(C) → K(C) such that
for any (S, Φ) ∈ C. If (S, Ψ) ∈ C 2 and Θ(S, Ψ) = (S ⊕φ * S, Φ) then for any i we have (H i D(S ⊕φ * S), Φ (i) ) = Θ(H i DS, Ψ (i) ) where (H i DS, Ψ (i) ) ∈ C 2
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(see 2.2). Moreover if (S, Φ) ∈ C then for any i we have (H i DS, (−Φ) (i) ) = (H i DS, −Φ (i) ). It follows that D carries K ′ (C) into itself hence it induces a Z-linear mapK(C) →K(C) denoted again by D. Note that D(u n ξ) = u −n D(ξ) for any ξ ∈K(C) and any n ∈ Z.
Since O 1 is closed, smooth, of pure dimension ν := dim B, we have from the definitions
This is the Frobenius map for an F p -rational structure on Y . Define π, π ′ :
We have πφ =φπ, π ′φ =φπ ′ . (Theφ to the left of π or π ′ is as in 2.3.) For S ∈ C 0 and i ∈ Z let S i = R i π ′ ! π * S; note that S i ∈ C 0 . Let (S, Ψ) ∈ C 2 . For i ∈ Z, Ψ : φ 2 * S → S induces an isomorphism φ 2 * π * S → π * S (since πφ 2 = φ 2 π) and this induces for any i an isomorphism i Ψ : φ 2 * S i → S i (since π ′ φ 2 = φ 2 π ′ ). A standard argument shows that (S i , i Ψ) ∈ C 2 . It follows that if (S, Φ) ∈ C and i ∈ Z, then the isomorphism
From the definitions we have θ t (u n ξ) = u n θ t (ξ) for any ξ ∈ K(C), n ∈ Z. From the known properties of Verdier duality we have that D(θ t (ξ)) = u −2 θ t (D(ξ)) for all ξ ∈ K(C).
(We use that π ′ is proper and that π is smooth with connected fibres of dimension 2.) 336 GEORGE LUSZTIG AND DAVID A. VOGAN, JR.
[September If (S, Ψ) ∈ C 2 and Θ(S, Ψ) = (S ⊕φ * S, Φ) then for any i we have
Moreover if (S, Φ) ∈ C then for any i we have
It follows that θ t carries K ′ (C) into itself hence it induces an A-linear map K(C) →K(C) denoted again by θ t . Now let s be an odd integer ≥ 1 and let q = p s . We define a linear map θ t,s :
Let (S, Φ) ∈ C and define (S i , i Φ) ∈ C as above. Using Grothendieck's sheaves-functions dictionary, we see that
It follows that θ t,s (χ s (ξ)) = χ s (θ t (ξ)) for any ξ ∈K(C). From the definition of the H ′ q -module structure on F q in 1.1 we see that θ t,s (m) = (T t +1)(m) for any m ∈ F q . Thus for any ξ ∈K(C) we have χ s (θ t (ξ)) = (T t + 1)(χ s (ξ)). Note also that θ t : M → M is A-linear while D(u n m) = u −n D(m) for all m ∈ M , n ∈ Z. From 2.8 we see that D(θ t (m)) = u −2 θ t (D(m)) for all m ∈ M . Equivalently we have D((T t + 1)(m)) = u −2 (T t + 1)(D(m)) for all m ∈ M . (Here t is any element of S.) From 2.7 we have D(a 1 ) = u −ν a 1 . We now define¯: M → M by m → u ν D(m). This has the properties described in the first sentence of 0.2(b). Thus the existence part of that sentence is established. To prove the uniqueness part of that sentence it is enough to verify the following statement.
We must show that f (a w ) = 0 for any w ∈ I. We can assume that w = 1 and that f (a w ′ ) = 0 for any w ′ ∈ I such that w ′ < w. We can find t ∈ S such that wt < w. If tw = wt then applying 0.2(iii) with w, s replaced by twt, t we have f (a twt + a w ) = f ((T t + 1)(a twt )) = u −2 (T t + 1)f (a twt ) = 0 (since twt < w) hence f (a w ) = 0. If tw = wt then applying 0.2(i) with w, s replaced by wt, t we have f ((u + 1)(a wt + a w )) = f ((T t + 1)(a wt )) = 0 hence (u −1 + 1)f (a w ) = 0 so that f (a w ) = 0. This completes the proof of the first sentence in 0.2(b). The second sentence in 0.2(b) follows from the fact that DS w has support contained inŌ w and from the fact that dim(O w ) = l(w) + ν. We prove the third sentence in 0.2(b). Let H ′ 0 be the set of all h ∈ H ′ such that hm = hm for any m ∈ M . Clearly H ′ 0 is an A-subalgebra with 1 of H ′ . By definition, H ′ 0 contains T t + 1 for any t ∈ S. Since the elements T t + 1 generate H ′ as an A-algebra we see that H ′ 0 = H ′ , as desired. We prove the fourth sentence in 0. 
From the definition of S ♯ w we have (with notation of 2.7):
h∈2N j∈Z
Hence, setting
we have
where we identifyK(C) = M as in 2.9. Under this identification the element
From the definition of S ♯ w we have deg P σ y,w ≤ (l(w) − l(y) − 1)/2 (if y ∈ I, y < w) and P σ w,w = 1. We see that the existence part of 0.3(a) is verified by the element A w = v −l(w) A w ∈ M (recall that v 2 = u).
3.2.
We prove the uniqueness part of 0.3(a). Assume that we have an element A ′ w = v −l(w) y∈I;y≤w P ′σ y,w a y ∈ M (P ′σ y,w ∈ Z[u]) such that A ′ w = A ′ w , P ′σ w,w = 1 and for any y ∈ I, y < w, we have deg P ′σ y,w ≤ (l(w) − l(y) − 1)/2. We must show that P z,w = 0 where P z,w = P ′σ z,w − P σ z,w for all z ∈ I, z ≤ w.
We already know that P w,w = 0. We can assume that z < w and that P y,w = 0 for any y ∈ I such that z < y ≤ w. With the notation in 0.2(b) we have [September Using our inductive assumption this becomes v l(w) P z,w r z,z = v −l(w) P z,w .
Using
Here the right hand side is in v −1 Z[v −1 ] and the left hand side is in vZ[v] (we use that z < w). Hence both sides are zero. Thus P z,w = 0. This completes the proof of 0.3(a). Now 0.3(b) is immediate.
In the course of this proof we have also verified the following result. 
Note that, by [7] , the polynomial P y,w of [6] satisfies (for y, w as in the proposition):
3.4. Let s ∈ S be such that sw < w or equivalently ws < w. Let y ∈ I be such that y ≤ w. Then we have also sy ≤ w; moreover, if sy = ys we have sys ≤ w. We show: When y ≤ w we set π y,w = v −l(w)+l(y) P σ y,w so that π y,w ∈ v −1 Z[v −1 ] if y < w and π w,w = 1; when y ≤ w we set π y,w = 0. In any case we have
For w ∈ I we set a ′ w = v −l(w) a w so that A w = y∈I π y,w a ′ y .
4.2.
In this section we fix s ∈ S. We set c s = v −2 (T s +1) ∈ H ′ . The formulas in 0.2(a) (with w ∈ I) can be rewritten as follows. 
if l(w) = l(y) mod 2. 
x∈I;sx<x m x π y,x = π sys,w + π y,w v 2 if sy = ys.
(m x π y,x ) + = (π sy,w (v + v −1 )) + + (π y,w (v 2 − 1)) + if sy = ys < y;
x∈I;sx<x (m x π y,x ) + = π + sys,w + (π y,w v 2 ) + if sy = ys < y. We see that m y = M s y,w for any y ∈ I such that sy < y < sw. We also see that m sw = v + v −1 if sw = ws and m sws = 1 if sw = ws. This completes the proof of the theorem.
4.5.
We now present an algorithm for compute the polynomials P σ y,w for y ≤ w in I. It will be convenient to state this in terms of the elements π y,w = v −l(w)+l(y) P σ y,w ∈ Z[v −1 ] (see 4.1) . Recall that π y,w is defined to be 0 if y, w ∈ I, y ≤ w.
We can restate We want show that the formulas above determine uniquely the quantities π y,sw (resp. π y,sws ) assuming that y ∈ I and that sw = ws (resp. sw = ws) and assuming that the quantities π y ′ ,w ′ are known for any w ′ ∈ I such that l(w ′ ) < l(ws) (resp. l(w ′ ) < l(sws)) and any y ′ ∈ I. Then the quantities M s x,w in these formulas are also known except for a part of them given by δ ws,sw µ ′
x,sw which is not known. If in the formulas above we replace the terms that are assumed to be known by a symbol ♠ we obtain (a) (v + v −1 )π y,sw = x∈I;sx<x<sw µ ′ x,sw π y,x + ♠ if ws = sw. π y,sws = ♠ if sw = ws.
We can now assume that sw = ws. In this case we determine the quantities π y,sw by descending induction on l(y). (We can assume that y < sw since π y,sw = 1 for y = sw.) Thus we can assume that π y,sw (hence also µ ′ y,sw ) is known when y is replaced by x ∈ I such that y < x < sw. Since in the sum over x in (a) we can restrict to those x such that y ≤ x we see that (a) becomes (v + v −1 )π y,sw − µ ′ (y, sw) = x∈I;sx<x<sw,y<x µ ′
x,sw π y,x + ♠ that is
Let us write π y,sw = n≥1 c n v −n where c n ∈ Z are zero for all but finitely many n; note that c 1 = µ ′ (y, sw). (Recall that y < sw.) It follows that It follows that c 2k = ♠ for k = 1, 2, . . . and, since c 2t+1 = 0 for large t we have also c 2k−1 = ♠ for k = 1, 2, . . .. Thus c i = ♠ for i = 1, 2, . . . so that π y,sw = ♠.
The procedure above gives an algorithm to compute π y,z for any y, z ∈ I such that y ≤ z. Indeed, if z = 1 then y = 1 and π y,z = 1. If z = 1 then we can find s ∈ S such that sz < z. Setting w = zs (if zs = sz) or w = szs (if zs = sz) we see that π y,z is determined by the inductive procedure above.
5.
Relation with Two-sided Cells 5.1. For any w ∈ W letċ w = v −l(w) y∈W ;y≤w P y,w (v 2 )T y ∈ H (compare [6] ); similarly let c w = u −l(w) y∈W ;y≤w P y,w (u 2 )T y ∈ H ′ . The elements
