Peak Finding Algorithm to Improve Syllable Segmentation for Noisy Bioacoustic Sound Signal  by Ramli, Dzati Athiar & Jaafar, Haryati
 Procedia Computer Science  96 ( 2016 )  100 – 109 
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of KES International
doi: 10.1016/j.procs.2016.08.105 
ScienceDirect
Available online at www.sciencedirect.com
20th International Conference on Knowledge Based and Intelligent Information and Engineering 
Systems 
Peak Finding Algorithm to Improve Syllable Segmentation for 
Noisy Bioacoustic Sound Signal 
Dzati Athiar Ramlia,*, Haryati Jaafarb 
a,bSchool of Electrical & Electronic Engineering, Universiti Sains Malaysia, Nibong Tebal, 14300, Penang, Malaysia 
 
Abstract 
Automated identification of animals based their acoustic sound is now preferable by biologist in assisting them to identify animal 
species for environmental monitoring work. This approach is gradually replacing manual techniques that claimed to be costly and 
time-consuming. However, it is a challenging task to execute the automated system when the environment is in noisy condition 
especially in the presence of non-stationary noises such as insect sounds or multiple animal sounds from different species. In this 
paper, a combination of enhanced start and end point detection namely short time energy (STE) and short time average zero 
crossing rates (STAZCR) is proposed to improve the syllable segmentation. In this approach, a novel peak finding algorithm is 
integrated to iteratively narrow down the numbers of local minima and maxima in order to determine the true local maximum 
value. In this study, the bioacoustics sound samples from frog call database, consists of six hundred and seventy-five frog call 
data from 15 frog species, recorded in forests located in Kulim and Baling, Malaysia are used. The experimental results 
demonstrate that 94.13% of performance is achieved by using the proposed method i.e. combination of STE and STAZCR 
compared to 81.6% of performance for the baseline method, i.e. the combination of the energy and ZCR. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction 
Identification of animals based on their acoustic signals is valuable in recognizing or locating animals and this 
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research has been investigated for over a decade in biological research and environmental monitoring application1. 
Furthermore, sound can be collected continuously without directly interfering the animals or disturbing their 
population structure compared to visual inspection approach2. In early days, manual implementation of animal 
sound identification was applied. Yet, this method is not practical due to several factors such as time-consuming and 
lack of expertise to conduct the sound sample identification. Advances in computing and electronics have led to the 
development of automated recognition.  
In recent years, studies on frog species recognition have become crucial as frogs also play an important role in the 
ecological system. Frogs are often the most abundant, diverse group of vertebrate organisms in forested or high 
trophic levels, and are considered the top predators3. This amphibian is also to be a bio-indicator of environment 
stress. The health of the frog population indicates the health of the whole ecosystem due to their bi-phasic life4. 
Recently, numerous antimicrobial peptides discovered from a wide range of organisms are able to kill bacteria 
rapidly without being affected by resistance mechanisms. Among these, an antimicrobial peptide from frogs has 
triggered an interesting study area. This is primarily because the compounds of peptides released from their skins 
depend on their habit and environment that consequently yield the structural features of effective antimicrobial 
peptides for medical purposes5,6. Because of their importance to ecosystems, the ability to indicate environmental 
stress, and medical value, research towards automated frog identification systems is warranted7.  
Typically, the frog sound identification system relies on three most important issues which are syllable 
segmentation, feature extraction and classification2. This study only focusses on the segmentation part. In the 
syllable segmentation process, the extraction of the vocalization of interest as a syllable is the beginning of the 
processing step and this is considered to be an important part before the next processes i.e. feature extraction and 
classification take place. So far, many methods of automatic segmentation have been proposed. Taylor et al.8 applied 
the spectrogram analysis to identify 22 frog species recorded in north Australia. The peak values in the spectrogram 
were defined as the features vocalization. However, it is reported in Chen et al.9 that spectrogram analysis is time-
consuming and it is not easy to find accurate reference points in the time axis for the analysis of all frog syllables. 
Chen et al.9 investigated the syllables segmentation for 18 frog species based on the combination of energy and zero 
crossing rate (ZCR). Initially, this method was applied to remove the silence part of the sound10,11,12. Subsequently, 
this method has also been employed to segment the sound in different types of animals such as bats13, birds14 and 
dogs15 due to their simplicity and easy implementation.  
According to Chen et al.9, the combination of energy and ZCR methods is able to enhance the accuracy of the 
syllable segmentation. Nonetheless, identifying particular frog calls becomes challenging in the case when the 
identification process is interfered by background noise. In real condition, the recordings may be corrupted by 
stationary and non-stationary background noise. The stationary background noise is due to the combination of frog 
sounds from the same species in a certain frequency range whereas the non-stationary background noise involves a 
rapid or random change of sounds such as the sound of running water, sound of wind and sound from different 
species of frogs or the sound from other animal calls. Since the frog sounds are recorded in a real environment which 
is normally corrupted by non-stationary background noise, these methods lead to detection errors. For the case of the 
stationary background noise, the combination of energy and ZCR methods is still reliable12. However, to deal with 
non-stationary noise, these existing methods are no longer appropriate as the combination of energy and ZCR 
methods can only achieve good accuracy in high signal to noise ratio (SNR) environments16,17. Moreover, in most 
cases, a non-stationary noise i.e. multiple frog sound from different species will cause errors in determining prior 
knowledge for the start point detection16. Therefore, a syllable segmentation based on short time analysis is 
employed by researchers to overcome the above problem. In the short time analysis, the signal is divided into a 
series of frames and the frame length is chosen to be short enough so that the parameters may be stationary within 
the frame18. This method had been reported in syllable segmentation studies. Huang et al.19 also investigated an 
automatic syllable segmentation method based on sinusoidal modelling (SM) to detect syllables for five frog species 
from the Microhylidae family. The acoustic signal is computed using an iterative time-domain algorithm before 
being transformed into a frequency domain via Fourier transform. Subsequently, Munoz et al.20 proposed a signal 
energy from the short time Fourier transform (STFT) as a non-supervised segmentation method of bird-song 
recording. In other researches, implementation of identification techniques based on short audio sequence or frames 
had also been reported21,22. Biagetti et al. implemented discrete karhunen-Loeve transform (DKLT) in short sequence 
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of speech frame21 while Falaschetti reported identification system with short audio segments21,22.  By exploiting the 
advantages of short time analysis, this paper proposes two methods namely Short Time Energy (STE) and Short 
Time Average Zero Crossing Rate (STAZCR). Here, the STE is used to estimate the initial syllable boundaries while 
the STAZCR is employed to refine these boundaries. Both STE and STAZCR are combined together to determine 
the start and end point detections to detect the region of interest for the syllables. At the same time, it should be able 
to exclude the background noise and syllables which are not in the same group of the syllables of interest. 
This paper is outlined as follows. In Section 2, the methodology of this study including data acquisition, signal 
pre-processing, syllable segmentation and feature extraction are discussed. The experimental results are presented in 
Section 3 and finally, Section 4 provides the conclusion.   
2. Methodology 
2.1. Data Acquisition 
The frog sounds were collected in two forests in the state of Kedah, Malaysia. The first site is located at Sungai 
Sedim, Kulim and the sounds were recorded next to running stream. The second site is located in Baling where the 
frog sounds were recorded in swampy area. The recordings used Sony Stereo IC Recorder ICD-AX412F supported 
by a Sony electric condenser microphone 32-bit, 32kHz sampling frequency with WAV format. The recording was 
then analyzed using Praat software in term of call durations, average calls and standard deviations of frog calls. 
Praat is scientific tool that can analyze spectrograms and also generates a graph of wave which indicate intonation, 
intensity, volume and other complex details23. It was observed that, depending on the species, the number of calls 
varies from as low as 61 to as high as 148 where the average of their calls is 0.25 to 1.2s as shown in Fig. 1. 
 
 
Fig. 1. Average and standard deviations for call duration of frog calls. 
2.2. Signal pre-processing and noise reduction 
The syllables characteristic of audio at higher frequency has smaller amplitude relative to low frequency syllables. 
Thus, a pre-emphasis of high frequencies is therefore needed to obtain similar amplitude for all syllables24. It is 
formulated to improve the signal in noisy environments which may reduce syllable segmentation accuracy. This 
process is implemented by transferring the signal into the z-domain as shown in (1).  
1( ) 1H z zD           0 1Dd d                                      (1) 
In essence, a pre-emphasis filter in the time domain is a first order high pass-filter:              
( ) ( ) ( 1)X n x n x nD                             (2) 
where x(n) is the input frog call, X(n) is the output of the pre-emphasis filter and ъ is the pre-emphasis parameter. A 
typical value for ъ is specified as 0.95. This has risen to a more than 20 dB amplification of the high frequency 
spectrum as stated by Ramli et al.25. 
The second process is noise reduction. In the real condition, the recorded frog call is often corrupted by noise, 
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most of which potentially degrades the accuracy of identification. In fact, noise is not merely from the environment, 
but can also originate from an unwanted residual electronic noise signal that gives rise to acoustic noise heard as 
‘hiss’. Hence, the median filter aims to remove impulsive noise while keeping signal bluffing to a minimum. This 
filter is useful for removing high-frequency and impulsive noise while effectively preserving edges in speech 
signals17. Given an input vector X(n) and x(k) is the output median filter of length l where l is the number of 
samples, the median filter can be defined as stated in (3)26. 
^ `( ) ( : ), ( 1) / 2x k m edian X n k n k k l           (3) 
2.3. Syllable segmentation  
A syllable is defined as a sound that a frog produces with a single blow of air from the lungs. Once the syllables 
are successfully segmented, a set of features can be calculated to represent each syllable27. In order to detect the 
syllables effectively, a combination of energy (E) and zero crossing rate (ZCR) has been applied to classify the 
voice and unvoiced parts in the automatic speech system9. The energy is defined as follows:  
1
( )
N
k
E x k
 
 ¦                                                      (4) 
The ZCR is the rate at which the signal changes from positive to negative and back and it is defined as9: 
1
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As discussed in the previous section, the process of the start and end point detection is difficult to be performed if 
the frog sound contains noise. Therefore an improvement of energy and ZCR namely STE and STAZCR has been 
proposed in this paper.  The STE is used to estimate the initial signal in the detection of voiced and unvoiced 
syllable segments while the STAZCR is employed as a part of the front-end processing in the frog identification 
system. These methods are first implemented by the framing process where the signals are converted into frames 
where each frame had the same number of samples with a frame size of 20ms and each frame overlaps by 10ms. 
Therefore, the number of samples in a frame was set to 640 and number of samples for frame shift was set to 320 
samples. 
The windowing process is then applied to minimize the signal discontinuities at the beginning and end of each 
frame by zeroing out the signal outside the region of interest. The choice of the window will determine the result of 
these techniques. A window with long duration would result in very little changes in the time measurement and 
increase the inability to detect the syllable accurately. However, if it is too short, the result of the process of 
detecting the starting and ending point would not be sufficiently smooth. In this study, the Hamming window is used 
as the window function due to the side lobes of this window being lower compared to other windows. Moreover, the 
hamming window gives much attenuation outside the band pass than other comparable windows28. The window is 
defined by the expression below:  
 20.54 0.46cos 0,..., 11( )
0
k k NNw k
otherwise
S­   °  ®
°¯
             (7) 
where w(k) is the window function and N is the length of each frame. The signal after framing and windowing 
process is given as: 
ݔ௪ሺ݉ሻ ൌ ݔሺ݇ሻݓሺ݉ െ ݇ሻ                                                          (8) 
where xw(m) is the input signal in one frame, m is the temporal length of each frame and the operator w(m-k) 
represents a frequency shifted window sequence, whose purpose is to select a segment of the sequence in the 
neighborhood of sample m=k  29. By introducing the framing and windowing processes, the STE function is defined 
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by the following expression: 
> @2
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1 ( ) ( )
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k
E x k w m k
N  
 ¦                                            (9) 
where Em is the function which measures the change of voice signal amplitude. If the STE of the incoming frame is 
high, the frame is classified as a voiced signal frame and if the STE of the incoming frame is low, it is classified as 
an unvoiced signal frame.  
On the other hand, the STAZCR is defined as: 
1
1 | sgn ( ) sgn[ ( 1)] | ( )
2
N
m
k
Z x k x k w m k
N  
   ¦                  (10) 
where Zm is the function which defines the zero crossing count. If the STAZCR is high, the frame is considered to 
be an undesired signal and if it is low, the frame is considered to be a desired signal frame. 
In order to ensure that the start and end point detection of the syllable performs well, threshold levels need to be 
set. If the values of the STE are continuously lower than a certain set of thresholds, or if most values of the 
STAZCR in the segment are lower than a certain set of thresholds, then the segment is indexed as a syllable. One 
way to determine the values of threshold level is by finding the local maxima of the STE and STAZCR30,31. But, the 
presence of non-stationary noise in the real experimental signal will cause many false local maximum values to be 
developed due to the noise. Therefore, the peak finding algorithm is proposed to iteratively narrow the searching 
numbers of local minima and maxima in the noisy data. In order to determine the local minima and maxima, the 
potential points are firstly determined. This is done by calculating the first derivative of Em and Zm. The potential 
points can be detected by considering the change of signs. A change from negative to positive number corresponds 
to a local maximum and a change from positive to negative corresponds to a local minimum as shown in Table 1. 
Fig. 2 shows an example of potential points for the STE and STAZCR curves. 
Table 1. The condition of potential point for Em and Zm 
 Difference Potential point Potential point 
'( ) 0mf E   '( ) 0mf Z   local minima 
'( ) 0mf E !  '( ) 0mf Z !  local maxima 
                                 a 
  
                                    b 
 
Fig. 2. Detection of potential points as the local minima and local maxima (a) STE; (b) STAZCR 
 
Subsequently, a selective point is used to ensure the local maxima is selected at least ¼ of the range of the data. 
For the STE, this point is given as: 
max min
4
m m
ms
E EE                                   (11) 
where Ems is the selective point for the STE, Emmax is the maximum value of the STE and Emmin is the minimum 
105 Dzati Athiar Ramli and Haryati Jaafar /  Procedia Computer Science  96 ( 2016 )  100 – 109 
value of the STE. Meanwhile, the selective point for the STAZCR is given as: 
max min
4
m m
ms
Z ZZ                                    (12) 
where Zms is the selective point for the STAZCR, Zmmax is the maximum value of the STAZCR and Zmmin is the 
minimum value of the STAZCR. The next step is to decide whether the potential points can be selected as local 
maxima or otherwise. The potential point is considered as local maxima if the point is satisfied with the condition 
written in Equations (13) and (14).  
mp ms mrE E E!                                                           (13) 
where Emp is the value of the STE at current test point and Emr is the value at the reference point.  
mp ms mrZ Z Z!                                                        (14) 
where Zmp is the value of the STAZCR at current test point and Zmr is the value at the reference point. Initially, the 
minimum value of the STE and STAZCR is set as reference point. However, if the local maxima is found, the new 
reference point is selected. For instance, consider five potential points of the STE which are P1, P2, P3, P4 and P5 as 
shown in Fig. 3. Supposedly, the first point, P1 is the minimum values of the STE, Emmin. Thus, this point is set as 
reference point. The search is continued to the next point, P2. If the P2 is satisfied with the condition of Equation 
(13), it will be selected as the local maxima and subsequently, it is set as a new reference point for the next point, 
P3. However, if P2 does not satisfy with the condition in Equation (13), this point will be discarded and the 
reference point will be the same. The search is narrowed down by the points P4 and P5 and it is continued until all 
of the potential points are tested. An example of the result for the local maxima based on the peak finding algorithm 
is shown in Fig. 4.  
 
Fig. 3. Local maxima detection for the STE curve  
  
 
a) STE 
 
a) STAZCR 
Fig. 4. Final result of the local maxima based on the peak finding algorithm 
 
After determining the local maxima, the threshold level is given as: 
1, and
0,otherwise
m E m z
h
E T Z T
T
t t­
 ®
¯
                                    (15) 
where TE and TZ are the thresholds for STE and STAZCR, respectively and they are defined as: 
max,1 max,2( )
1
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E
W E E
T
W
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                                            (16) 
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where W is the weight parameter, Emmax,1 and Zmmax,1 are the first local maximum values while Emmax,2 and Zmmax,2 
are the second local maximum values of frequency distribution, and TE and TZ are the threshold level for the STE 
and STAZCR respectively. We observe that the large values of W obviously lead to the threshold values being 
closer to the maximum values of STE and STAZCR. In this study, the best value of W was 5.  
Fig. 5 shows the comparison of syllable segmentation performances between the baseline method and the 
proposed method. In this example, the Kaloula baleata signal is mixed with the sounds of running water and other 
animal calls. The boundary line is marked to indicate that the syllable is detected. Fig. 5(a) shows that when the 
noises are adjacent to the syllable segment, the baseline method becomes less reliable as the energy and ZCR fail to 
detect the syllable correctly. However, it is found that the syllable is detected and segmented correctly using the STE 
and STAZCR methods as shown in Fig. 5(b).  
                                       a 
 
                                           b 
 
a) STE and STAZCR 
Fig. 5. Example of syllable segmentation using (a) Energy and ZCR (b) STE and STAZCR 
 
Fig. 6 shows another example for the performance of segmented syllables for the case when signal from 
Polypedates leucomystax species is recorded with the unwanted signal from Kaloula pulchras species. It can be 
observed that the signal of Kaloula pulchra is almost similar to the signal of Polypedates leucomystax. For the 
baseline method, both energy and ZCR receive wrong information and commit to errors by determining the Kaloula 
pulchra’s syllable as the actual syllables. However, the proposed method is able to detect the Kaloula pulchra’s 
syllable as a noise segment. This is because the thresholds of STE and STAZCR have been set higher than the 
average values of STE and STAZCR. Then the values of STE and STAZCR are compared with the threshold where 
the values which exceed the threshold are considered as syllables and exclude those frog species whose syllables are 
not in the same group as the syllable that is supposed to be segmented. 
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                                     a 
 
                                         b 
 
                                         c 
 
Fig. 6. (a) Original signal (b) Segmentation result with energy and ZCR (c) Segmentation result with STE and STAZCR  
2.4. Feature extraction  
 In this paper, the MFCC is selected as a feature extraction due to the fact that the feature is more robust to noise 
compared to other feature extractions such as linear predictive coding (LPC)27. The steps in implementing MFCC 
feature extraction technique are 1) Discrete Fourier Transform (DFT) 2) mel filter bank processing 3) computing the 
log energy 4) Inverse DFT 5) computing the delta cepstrum. In this study, 39-dimentional of MFCC features per 
frames is extracted where ach feature set consists of 12 mel cepstrum coefficient, one log energy and 13 first delta 
cepstrum and 13 second delta cepstrum. 
3. Results and Discussions 
The proposed methods have been implemented in Matlab R2009 (b) and have been tested in Intel Core i7, 
2.1GHz CPU, 2G RAM and the Windows 8 operating system. The database consists of 675 syllables from 15 
different species where 45 syllables are segmented for each species. In all experiments, the performance was 
evaluated based on the classification accuracy (CA) which is calculated as;  
%100u 
T
C
A N
NC
                                                   (18) 
where NC is the number of syllables which is recognized correctly and NT is the total number of test syllables.  
Two major experiments were conducted to evaluate the proposed methods in the frog identification system. The 
first experiment evaluated the performance for syllable segmentation. Here, the performance of the proposed 
method, i.e. STE and STAZCR was compared with the baseline method, i.e. E and ZCR, which applied by Chen et 
al.9. To test the effectiveness of the STE and STAZCR methods in the syllable segmentation, the proposed method 
was compared with the baseline methods such as E and ZCR9, SM19 and STFT20 in two conditions, i.e. with median 
filtering and without filtering. To evaluate the performance of both methods, the features were firstly extracted by 
MFCC where the dimension of samples was fixed at 4,096 and were normalized to the unit norm. 
Table 2 lists the analytical results of the proposed method and baseline method for syllable segmentation. In this 
experiment, several observations were made. First, it was noted that the CA rates for short-time analysis methods 
were better than the long-time version. Secondly, it was observed that all methods were decreased without median 
filter. Still, it was found that the proposed method yields better with an improvement of 17.54%, 7% and 5.86% 
compared to the ZCR+E, SM and STFT, respectively. The use of a median filter was found to improve the CA rates 
for all methods. The proposed method provides the best result classification accuracy of 93.17 ± 0.41% compared 
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with 85.01 ± 0.55%, 90.56±0.27% and 90.77±0.26% for the E+ZCR, SM and STFT, respectively. The experimental 
results also show that the Odorrana hossi yields the lowest CA rate in most of the cases. This is because the signals 
for this species are similar to Polypedates leucomystax and Philautus petersi; thus it tends to be misclassified by 
these two species. However, the proposed method was found to be superior compared to the other methods. 
Table 2. Syllable segmentation performance. 
Scientific name kNN 
SVM
(Polynomial) 
SVM (RBF) SRC 
KSRC 
(Polynomial) 
KSRC (RBF) 
Hylarana glandulosa 96.80±0.45 100.00±0 100.00±0 78.40±0.55 100.00±0 100.00±0 
Kaloula pulchra 91.20±0.45 96.00±0.71 100.00±0 83.20±0.45 100.00±0 100.00±0 
Odorrana hossi 81.60±0.55 91.20±0.45 95.20±0.45 69.60±0.55 98.40±0.55 92.80±0.45 
Polypedates leucomystax 96.00±0.71 100.00±0 100.00±0 84.80±0.45 97.60±0.55 97.60±0.55 
Kaloula baleata 97.60±0.55 92.80±0.45 100.00±0 74.40±0.55 100.00±0 100.00±0 
Philautus mjobergi 87.20±0.45 88.80±0.45 87.20±0.45 70.40±0.89 100.00±0 100.00±0 
Duttaphrynus melanostictus 95.20±0.45 100.00±0 100.00±0 74.40±0.55 100.00±0 100.00±0 
Phrynoidis aspera 88.80±0.45 91.20±0.45 94.40±0.55 69.60±0.55 92.80±0.45 100.00±0 
Microhyla heymonsi 85.60±0.55 96.80±0.84 90.40±0.55 58.40±0.55 100.00±0 97.60±0.55 
Fejervarya limnocharis 87.20±0.45 92.00±0.71 95.20±0.45 77.60±0.55 100.00±0 92.80±0.45 
Genus ansonia 94.40±0.55 94.40±0.55 96.00±0 72.00±0 96.80±0.84 96.00±0.71 
Rhacophorus appendiculatus 86.40±0.55 96.00±0.71 95.20±1.10 83.20±0.45 100.00±0 95.20±0.84 
Hylarana labialis 83.20±0.45 94.40±1.14 100.00±0 75.20±0.45 100.00±0 95.20±0.84 
Philautus petersi 84.80±0.45 91.20±0.45 92.00±0 64.80±0.84 92.80±0.45 96.80±0.84 
Microhyla butleri 84.80±0.84 92.80±0.84 92.00±1.00 68.00±1.00 93.60±0.89 91.20±0.84 
Accuracy(%) 89.39±0.11 94.51±0.33 95.84±0.38 73.60±0.23 98.13±0.34 97.01±0.36
4. Conclusions 
In this paper, a new syllable segmentation method is proposed to enhance the frog sound identification. This 
study integrates the peak finding algorithm in the STE and STAZCR to detect the syllables, which can increase the 
accuracy of the start and end point detection of the syllables. The performances of the proposed method are 
compared with the baseline methods i.e. combination of energy and ZCR, SM and STFT. It is found to be a 
promising method in solving problem for the case when call signals are corrupted by the non-stationary noises. 
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