Complete characterization of CS matrix rings M n (R), n > 1, over local rings R is obtained. Application to group algebras is derived as a particular case of the main result.
Introduction
A ring R is called a right CS-ring if every essentially closed right ideal is a direct summand of R. Such rings have been studied by several authors (cf. [2] [3] [4] [5] [6] [7] [8] [9] ). It is known that if R is a commutative integral domain then M2(R) is a right CS-ring if and only if R is a Prüfer domain [5, Corollary 12.10] and that if R is a local (noncommutative) domain then M n (R), n > 1, is a right CS-ring if and only if R is a valuation domain [1, Lemma 3.6] . In this paper we first show that the n x n matrix ring (n > 1) over a local ring R is right CS if and only if R is right uniform and for every right ideal K of R and for every R-homomorphism f: K -> R there exists u e R such that either f = l u or l u f = IK, where l u is the left multiplication by u and IK is the identity map on K (Theorem 3.5). If, in addition, the radical of R coincides with the right singular ideal, then M n (R), n > 1, is a right CS-ring if and only if R is a right selfinjective ring (Theorem 3.6) . Theorem 3.9 shows that if R is a commutative noetherian local ring then M n (R), n > 1, is a right CS-ring if and only if the classical quotient ring, Qcl (R), is a local QF-ring such that for all a e Qcl(R) either a e R or a is invertible and a~l e R. Lemma 3.3, which is also of independent interest, describes all uniform summands of the right R-module R n and plays an important role in the proof of our main result. In Section 4 we apply our machinery, developed in Section 3, to the local CS group algebras and also to semiperfect group algebras of nilpotent groups. For local group algebra K G of any group G it is shown that M n (KG), n > 1, is a right CS-ring if and only if char(K) = p and G is a finite p -group.
Notation and definitions
Throughout this paper, unless otherwise stated, all rings have unity and all modules are right unital. A ring R is said to be right CS (or CS with respect to uniform right ideals) if the right R-module R is CS (resp. CS with respect to its uniform right R-submodules). R is called right selfinjective if RR is injective. R is called a right valuation ring if for any two right ideals I and J either I c J or J c I. Let S be an overring of R. The subset {1 = a1,a2,..., a n } of S is said to be a normalizing basis of SR(RS) if aiR = Rai, 1 < i < n. S is called R-projective if for any S-module M and for any S-submodule N of M, if N is an R-summand of M then it is also an S-summand of M. For a ring R, J(R) will denote the Jacobson radical of R and Z r (R), the right singular ideal {r e R|rI = 0 for some essential right ideal I of R} of R. For a nonempty subset X of a ring R, r.annR(X) (l.annR(X)) will denote the right (left) annihilator of X in R. If X is the singleton {a} then we write r.annR(X) = r.annR(a) (l.annR(X) = l.annR(a)). For an element a of R, l a will denote left multiplication by a.
A group G is called locally finite if every finitely generated subgroup of G is finite. For a group G, O p (G) will denote the maximal normal p-subgroup and ω(RG) will denote the augmentation ideal of the group ring RG. If H is a subgroup of G, we will write ω(H) to denote ω(RH)RG. Proof. Since R is a local right CS-ring, R is a uniform right R-module. Let U be a uniform summand of the right R-module R n .
Main results

Lemma
Since R is local right uniform and U is uniform, by Krull-Schmidt Theorem, U ~ R as right R-modules. Let α be the isomorphism from R to U such that 1 -> (a1,a2, . . ., a n ) e R n . Then U = (a1, a2, . . ., a n )R. Consider the R-isomorphism f.U^R where f = a~l. Extend f to /* from U © K = R n to R by setting /* = f on U, and /* = 0 on K. Now every homomorphism from R n to R can be represented by anxl matrix with entries in R. Let /* = Since (a1, a2, . . ., a n ) e U is the preimage of 1 e R under f, where e j e R n is the row vector all of whose entries are 0 except the jth entry which is 1.
• Next we give a simple fact regarding finite linearly preordered sets. Proof. The proof follows by induction.
• Theorem 3.5. The following are equivalent for a local ring R. 
Thus R is right CS and hence right uniform. Let K be right ideal of R and let f: (3) =>• (1) By Lemma 3.2 it is sufficient to prove that R n is CS as a right R-module. Since R is right uniform, by Lemma 3.1, we only need to consider uniform right R-submodules of R n . Let U be a uniform right R-submodule of R n . Let ΠI, be the canonical projection of R n onto ith direct summand, let Ki = πi (U) and let fi be the restriction of πi onto U, i = 1,2,...,n. Clearly,
and n?=i ker(fi) = 0. Since U is uniform, there exists 1 < i < n such that ker(fi) = 0. Obviously fi is an isomorphism. We may assume without loss of generality that there exists a positive integer k < n such that f1, f2, ..., fk are isomorphisms whereas ker(/ ; ) ^ 0 for all j = k + 1, k + 2,..., n. Given 1 < i, j < ^, /• /r 1 : Kj -+ Ki is an isomorphism of R-modules. By our assumption there exists a e R such that either fif~l = l a or l a fiifiJ X = IKJ. Therefore either fi = l a fj or fj = l a fi. Now we introduce a linear preorder on {1,2,..., k} as follows. We set i > j if there exists a e R such that fj =l a fi. Obviously this binary relation > is transitive and reflexive since fi =l1fi. Therefore it is a linear preorder relation. By Lemma 3.4, the set {1,2,..., k} has a maximum element. Let i be the maximum element of {1,2,..., k}. We may assume without loss of generality that i = 1. Therefore there exist a 2 , a3, ...,ak e R such that fj = l aj f1, j =2,3, ...,k. Let £+l<r<w. By our assumption there exist a r e R such that either fi r fi x~X = h r or la r frf\ X = IK1. The latter possibility is ruled out by the fact that ker(f r ) ^0. We see that there exist a2,a3,...,a n eR such that
Thus from (1) and (2) we obtain U = {{Mx),f 2 (x),...,f n (x))\xeU}
Therefore U C e (1,a2,a3, . . ., a n ) R where (1, a 2 , a3,..., a n )R is a direct summand of R n by Lemma 3.3 and we are done.
•
Theorem 3.6. Suppose R is a local ring with J(R) = Z r (R). Then M n (R) is right CS for some n>1 if and only if R is right selfinjective.
Proof. Let M n (R) be right CS for some n > 1. By Lemma 3.2, R n is CS as a right R-module. Consequently R is right CS and hence right uniform. To prove R is right selfinjective, let K be a nonzero right ideal of R and let f: K -> R be an R-homomorphism. By Theorem 3. 
Corollary 3.7. Suppose R is a local ring with nil radical. Then M n (R) is right CS for some n>1 if and only if R is right selfinjective.
We call a ring R right almost selfinjective if for any right ideal K of R and any R-homomorphism f: K ->• R there exists a e R such that either f = l a or l a f = IK .
We do not know whether for a local ring R, M n (R) (n > 1) being right CS implies that M n (R) is also left CS. In particular, whether the condition that M n (R) is a right CS-ring implies that R is right-left uniform and right-left almost selfinjective. Theorem 3.9 characterizes local uniform right-left almost selfinjective rings with acc on right-left annihilators. Before proving the theorem we prove the following lemma. (3) Since R is a local right selfinjective ring, R is right uniform. As R is the classical ring of quotients of A, we conclude that A is also right uniform. To show that A is local, let J be the set of all elements of A which are not invertible in A. By [11, Theorem 19 
.1], it is enough to show that J is closed under addition. Let a,b e J. Assume that a + b is invertible in A. Set u = a (a + b)~l and v = b(a + b)~l. Then u,v e A and u + v = 1.
As R is local, we may assume that u is invertible in R. Setting w = u~lv, we see that either w e A or w~l e A. In the former case we have u~l = 1 -u~lv = 1 -w e A and so a" 1 = (a + b)~1u~1 e A, a contradiction. In the latter case v~l = 1 -w~l e A forcing b~l = (a + b)~lv~l eA,a contradiction again. Thus A is local ring.
To prove that A is right almost selfinjective, let K be a right ideal of A and let f: K ->• A be a right A-homomorphism. Since R is injective as a right A-module, we may assume that f: R ->• . As R is the classical ring of quotients of A, it is easy to see that f is an endomorphism of right R-modules and so there exists a e R such that f = l a . If a e A, then there is nothing to prove. If a £ A, then a is invertible and b = a~l e A. Therefore bf = IK. This completes the proof.
• Theorem 3.9. Let R be a ring. Then the following conditions are equivalent.
(
1) R is local left (or right) uniform, almost left and right selfinjective, and satisfies acc condition on left and right annihilators. (2) R satisfies both left and right Ore conditions. Its two-sided classical ring of quotients Q = Qcl(R) is a local QF-ring and for any a e Q either a e R or a is invertible in Q with a~l eR.
Proof.
(1) =>• (2) Let S be the set of all elements of R which are not left zero divisors. We claim that every element of S is not a right zero divisor. Indeed, let a e S. Assume that x1a = 0 for some 0 ^ x1 e R. Since r.annR(a) = 0, the map f1: aR ->• x1R, given by the rule f1 (ay) = x1y, y e R, is a well-defined homomorphism of right R-modules.
By our assumption there exists x2 e R such that either f1 = l x2 or l x2 f1 = I a R. The latter possibility is ruled out by the fact that f1 (a 2 ) = x1a = 0. Therefore f1 = l x2 . Hence x 2 a = l x2 (a) = f(a) = x\ ^ 0. Also x2a 2 = x1a = 0. Thus x2 e l.annR(a 2 ) \ l.annR(a). Continuing in this fashion, we shall construct a strictly increasing chain
contrary to our assumption. Therefore our claim is established.
Given a e S and ieR,we claim that there exists b e S and y e R such that bx = ya. Consider the map f :aR -> xR given by the rule f(ay) = xy, y e R. Obviously f is a well-defined homomorphism of right R-modules. By our assumption there exists z e R such that either f = l z or l z f = I a R, that is, either x = za or a = zx. In either case our assertion is trivially true.
We note that S satisfies the left Ore condition. By left-right symmetry, S satisfies the right Ore condition as well. Therefore, R has the classical ring of quotients Q.
Again let a e S and x e R. Then as in the previous paragraph, either x = za or a = zx for some z e R, that is, either x e Ra or a e Rx. Equivalently, either xa~l e R or (xa" 1 )" 1 = ax~l e R. We note that for any y e Q either y e R or y is invertible and y~l eR.lt now follows that for any set P c Q, l.annQ (P) = l.annR (P) and r.annQ (P) = r.annR (P). In particular, Q satisfies acc condition on left and right annihilators. Since R is a right uniform ring, Q is also a right uniform ring. Further, since R is a local ring, Q is also local. Moreover, every element of J(Q) is a zero divisor and J(Q) c R.
We now claim that Q is right selfinjective. To prove the claim, let U be a right ideal of Q and let f: U ->• Q be a right Q -homomorphism. We show that f is given by the left multiplication. If U = Q we are done. So let U ^ Q and so U c J(Q) c R. Since every element of U is right zero divisor, f(U) consists of right zero divisors and so f(U) c J(Q) C R. By our assumption there exists a e R such that either f = l a or l a f = IU. In the latter case the uniformity of the ring R implies that a is not a left zero divisor in R and so a e S is invertible in Q forcing f = l a -\. Thus either f = l a or f = l a -i, that is, f is given by the left multiplication, as desired. It now follows that Q is a QF-ring (see [14, Theorem 3.5, p . 277]).
(2) =>• (1) Since any subring of a QF-ring satisfies the acc condition on left and right annihilators, the result follows from Lemma 3.8.
Corollary 3.10. Let R be a commutative noetherian local ring. Then M n (R), n > 1, is a right CS-ring if and only if the classical quotient ring, Q c l(R), is local QF such that for all a e Qcl(R) either a e R or a is invertible and a~l e R.
If R is a local ring then Z r (R) c J(R). If Z r (R) = 0 then R is a domain and it is known that for a local domain R, M n (R), n > 1, is right CS if and only if R is a right and left valuation domain [1, Lemma 3.6] . Incase Z r (R) = J(R) then M n (R) is right CS for some n > 1 if and only if R is right selfinjective (Theorem 3.6). We now provide an example of a local ring R such that M n (R) is right CS, but R is neither a domain nor right selfinjective. Example 3.1. Let R be a right and left valuation domain, not necessarily commutative and let D be its right classical ring of quotients. Let
Obviously S is a local QF-ring and T is a subring of S such that for every x e S either x e T or x~l e T. According to Lemma 3.8, T is a local right uniform ring such that for any right ideal KofT and any right T-homomorphism f :K -> T there exists a e T such that either f = l a or l a f = IK . Obviously T is not a domain and T is not right selfinjective because
J(T) =£ Z r (T).
We now give another interesting application of Lemma 3.3. Remark 3.2. Using an argument similar to the one in Theorem 3.11, it can be proved that if R is a local right CS-ring with nil radical then R n , as a right R-module, has C3 on uniform summands.
Applications to group algebras
In this section we give applications of the results obtained in the previous section to group algebras. We will prove that G is locally finite. Let H = (h\, h 2 , . . ., h n ) be a finitely generated subgroup of G. Since G is a p-group, for each i with 1 < i < n, o(hi) = p ki for some ki. (2) Theorem 4.3 has now been extended "to solvable groups and linear groups."
