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1 Einleitung
Warteschlangennetze bilden ein geeignetes Instrument zur Leistungsanaly-
se von Computer-, Kommunikations-, Verkehrs- und Produktionssystemen
und Supply-Chains. Mit Hilfe von Warteschlangennetzen ist es mo¨glich, den
optimalen Betriebspunkt bezu¨glich Durchsatz, Warteplatz- und Maschinen-
kapazita¨ten zu ermitteln.
Leistungsgro¨ßen von Warteschlangennetzen ko¨nnen quantitativ durch die
Monte-Carlo Simulation bestimmt werden. Die Simulationstechnik ermo¨glicht
eine hohe Wirklichkeitstreue der zu modellierenden Warteschlangennetze. Je-
doch sind funktionale Zusammenha¨nge zwischen Leistungsgro¨ßen und Para-
metern schwer erkennbar und die Optimierung ist umsta¨ndlich in der Durch-
fu¨hrung. Die analytisch orientierte Methode der Warteschlangentheorie bie-
tet eine Alternative und kann ha¨ufig mit minimalem Aufwand durchgefu¨hrt
werden. Zudem sind die Beziehungen zwischen Modellparametern und Leis-
tungsgro¨ßen leicht interpretierbar.
Im Fokus des wissenschaftlichen Interesses dieser Arbeit stehen die analy-
tischen Verfahren der Warteschlangentheorie. Anfang des 20. Jahrhunderts
hatte sich der da¨nische Mathematiker und Ingenieur Agner Krarup Erlang
mit Fragen zum Telefonverkehr bescha¨ftigt. Standen anfa¨nglich wegen ih-
rer einfachen Struktur Markovsche Warteschlangensysteme im Vordergrund,
wurden spa¨ter allgemeinere Warteschlangensysteme gelo¨st. Allerdings zeigte
sich schon fru¨h, dass es schwierig ist, Warteschlangensysteme unter allgemei-
nen Bedingungen exakt zu lo¨sen. Dies gilt um so mehr fu¨r Warteschlangen-
netze. Mit dem Aufkommen der Computernetze Anfang der 70ziger Jahre
entstand der Bereich der approximativen Behandlung von Warteschlangen-
netzen. Die Ansa¨tze versuchen, Warteschlangennetze unter Beru¨cksichtigung
von Grenzwertsa¨tzen und der Theorie der Erneuerungsprozesse auf einfache-
re Strukturen zuru¨ckzufu¨hren. Die Dekompositionsmethode stellt eine be-
deutende Lo¨sungsstrategie dar, die von Ku¨hn [Kue79], Chandy/Herzog/Woo
[CHW75] und Whitt[Whi83] eingefu¨hrt wurde. Parameter der Warteschlan-
gennetze werden durch Freischneiden der Komponenten zerlegt und die Leis-
tungsgro¨ßen anschließend durch Komposition ermittelt.
Auch wenn die Annahmen interagierender stochastisch unabha¨ngiger Erneue-
rungsprozesse als Eingangs- und Abgangsstro¨me verletzt wird, insbesonde-
re wenn Warteschlangennetze mit Batch Service untersucht werden und die
mittlere Eingangsgruppengro¨ße die Batchgro¨ße u¨bersteigt, erha¨lt man Re-
sultate, die im Vergleich zur Simulation die Tendenzen der Leistungsgro¨ßen
von Warteschlangensystemen gut nachzeichnen. Dies ist selbst dann gege-
ben, wenn die Werte in extremen Situationen, zum Beispiel erho¨hte Variati-
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onskoeffizienten, Kaskaden oder geringe Auslastungen, sta¨rker voneinander
abweichen. Die Dekompositionsmethode kann als Pra¨-Evaluierungswerkzeug
eingesetzt werden, welche eine Vorabbewertung von Modellen ermo¨glicht, die
anschließend mit Hilfe ereignisorientierter Simulation angepasst und erwei-
tert werden ko¨nnen.
Die Arbeit ist wie folgt gegliedert: Zuna¨chst werden einfache Mehrbedie-
nersysteme mit und ohne Batch Service beschrieben und die damit zusam-
menha¨ngenden Pha¨nomene erla¨utert. Im vierten Kapitel werden Warteschlan-
gennetze eingefu¨hrt und die Dekompositionsmethoden von Pujolle/Ai[PA86]
beziehungsweise Whitt[Whi83] und Hanschke/Zisgen[HZ11] beschrieben. Ab-
geschlossen wird das vierte Kapitel von der Weiterentwicklung der Dekompo-
sitionsmethode fu¨r Warteschlangennetze mit Batch Service imMehr-Produkt-
fall. Im letzten Kapitel wird der neue Ansatz mittels Simulationsverfahren
evaluiert.
2
2 Einfu¨hrung in die Warteschlangentheorie
Die Warteschlangentheorie bescha¨ftigt sich mit der mathematischen Mo-
dellierung von Warteschlangensystemen. Der Modellierung ist ein einfaches
Grundmodell zugrunde gelegt.
Bediener
Bedienrate µ
Warteraum
Abgangsstrom
Ankunftsstrom
Ankunftsrate λ
Abbildung 2.1: Grundmodell eines Warteschlangensystems
Das Grundmodell setzt sich aus einem Warteraum und einer oder mehre-
rer Bedienstationen zusammen. Auftra¨ge, die durch die Bediener bearbei-
tet werden sollen, treten zu zufa¨lligen Zeitpunkten in das System ein und
ko¨nnen Personen, materielle Gu¨ter, zum Beispiel Bauteile und Baugruppen,
oder immaterielle Gu¨ter, zum Beispiel Computerprogramme oder Tasks, re-
pra¨sentieren. Das zufa¨llige Eintreten von Auftra¨gen bildet den Ankunfts-
strom. Ist nach dem Eintreten eines Auftrags mindestens ein Bediener inak-
tiv, so wird der Auftrag umgehend bedient. Andernfalls reiht sich der Auftrag
in die Warteschlange ein, sofern dies die Warteraumkapazita¨t des Systems
zula¨sst. Sonst wird der Auftrag abgewiesen. Ein bearbeiteter Auftrag verla¨sst
das Warteschlangensystem unmittelbar. Das Austreten von Auftra¨gen aus
dem System bildet den Abgangsstrom.
In diesem Kapitel werden zuna¨chst die Komponenten von Warteschlangen-
systemen beschrieben, wie sie in dieser Arbeit verwendet werden. U¨ber die Ei-
genschaften beziehungsweise die Parametrisierungen der Komponenten la¨sst
sich eine große Anzahl von Konfigurationen von Warteschlangensystemen
konstruieren, die in der Realita¨t existieren. Anschließend wird auf die forma-
le Notation von Warteschlangensystemen, die von Kendall eingefu¨hrt wurde,
eingegangen. Im Anschluss werden die Leistungsgro¨ßen, auch Kennzahlen
genannt, von Warteschlangensystemen im Gleichgewichtszustand erla¨utert
und in diesem Zusammenhang der Satz von Little [Lit61] vorgestellt. Als
einfu¨hrende Literatur bieten sich beispielsweise [GH98], [BGMT06], [Kle75],
[All78], [GP98] und [Gau12] an.
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2.1 Komponenten eines Warteschlangensystems
Die Eigenschaften eines Warteschlangensystems lassen sich im Allgemeinen
u¨ber die fu¨nf Komponenten Quelle, Ankunftsstrom, Warteschlange, Bediener
und Abgangsstrom modellieren ([GH98, S. 3 ff.], [All78, S. 154 ff.]).
Auftrag
Quelle Ankunftsstrom
Ankunftsrate λ
Warteschlange c
..
.
1
Bediener
Bedienrate µ
Abgangsstrom
Abbildung 2.2: Grundmodell der Warteschlangentheorie/Komponentendarstel-
lung
Quelle
Die Quelle beschreibt die Menge von Auftra¨gen, die in das Warteschlan-
gensystem eintreten ko¨nnen. Es wird zwischen endlichen und unendlichen
Quellen unterschieden. Eine endliche Quelle beeinflusst das Warteschlangen-
system dahingehend, dass die Anzahl der Auftra¨ge, die u¨ber die Quelle in
das Warteschlangensystem eintreten, begrenzt ist, was folglich die Laufzeit
limitiert. Unbegrenzt viele Auftra¨ge werden durch eine unendliche Quelle
bereitgestellt.
Ankunftsstrom
Die Eigenschaften des Eintretens von Auftra¨gen in das Warteschlangensys-
tem werden u¨ber den Ankunftsstrom ausgedru¨ckt. Definiert wird dieser An-
kunftsstrom u¨ber eine Folge (An)n∈N der Ankunftszeitpunkte. (An)n∈N bil-
det eine Erneuerungsfolge. Aus den Ankunftszeitpunkten ergeben sich Zwi-
schenankunftszeiten (interarrival times), die durch eine i. i. d. Folge (In)n∈N
charakterisiert werden. Die Zwischenankunftszeit In beschreibt die Zeitspan-
ne, die zwischen der Ankunftszeit An−1 des (n−1)-ten und der Ankunftszeit
An des n-ten Auftrags vergeht. Es gilt A0 := 0. Abbildung 2.3 stellt exem-
plarisch den zeitlichen Verlauf der Anku¨nfte von Auftra¨gen dar.
Fu¨r den Erwartungswert E[I] der i. i. d. Folge (In)n∈N wird die Annahme
0 < E[I] < ∞ getroffen. Die Ankunftsrate λ ergibt sich aus dem Kehrwert
4
des Erwartungswertes E[I],
λ =
1
E[I]
,
und beschreibt die Wahrscheinlichkeit, dass in einem Zeitintervall im Mittel
eine bestimmte Anzahl von Auftra¨gen in das Warteschlangensystem gelangt.
Bezeichne NAt die Anzahl der bis zum Zeitpunkt t erfolgten Anku¨nfte und
bilde den zugeho¨rigen Erneuerungsprozess der Erneuerungsfolge (An)n∈N. Die
Ankunftsrate λ la¨sst sich auch durch
λ = lim
t→∞
NAt
t
charakterisieren.
Auftrag 1 Auftrag 2 Auftrag 3 Auftrag 4
A1 A2 A3 A4
t
I1 I2 I3 I4
Abbildung 2.3: Zusammenhang Ankunftszeitpunkte und Zwischenankunftszeiten
Warteschlange
Die Komponente Warteschlange hat den Zweck zu erfu¨llen, Auftra¨ge auf-
zunehmen, die in das System eintreten und nicht sofort bedient werden
ko¨nnen, da die Bediener aktiv sind. Die Parametrisierung der Komponen-
te wird u¨ber die Wahl der Gro¨ße der Kapazita¨t des Warteraums umgesetzt.
Der Warteraum kann beschra¨nkt oder unbeschra¨nkt sein. Ist der Warteraum
beschra¨nkt, verfu¨gt dieser u¨ber eine gegebene Anzahl von Pla¨tzen. Sind alle
Pla¨tze besetzt, mu¨ssen Auftra¨ge abgewiesen werden. Verfu¨gt ein Warteraum
u¨ber eine unbegrenzte Kapazita¨t, ist eine Abweisung von Auftra¨gen nicht
mo¨glich.
Bedienstation
Die Bedienstation besteht aus c ∈ N parallel und identisch arbeitenden Be-
dienern. Von einem Einbedienersystem wird gesprochen, wenn c = 1, und
von einem Mehrbedienersystem, wenn c > 1 ist.
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Zusa¨tzlich zu dieser Modellierungsmo¨glichkeit kann die Reihenfolge, in der
die Auftra¨ge bearbeitet werden sollen, festgelegt werden. Zu den ga¨ngigsten
Warteschlangendisziplinen geho¨ren FCFS/FIFO, LCFS/LIFO, SIRO/RSS,
RR, PS, IS, PR und GD (siehe Tabelle 2.1).
Bedienregel Erla¨uterung
FCFS/FIFO
(First-Come-First-Served/First-In-First-Out)
Auftra¨ge werden nach ihrer Ankunftsreihenfolge bedient.
LCFS/LIFO
(Last-Come-First-Served/Last-In-First-Out)
Der jeweils letzte Auftrag, der sich in die Warteschlange einreiht, wird zuerst
bedient.
SIRO/RSS
(Service-In-Random-Order/Random-Selection-for-Service)
Der zu bedienende Auftrag wird zufa¨llig aus der Warteschlange ausgewa¨hlt.
RR
(Round Robin)
Ein Auftrag kann einen Bediener nur fu¨r ein vorgegebenes Zeitintervall in An-
spruch nehmen. Reicht die gegebene Zeit nicht aus, um den Auftrag vollsta¨ndig
zu bearbeiten, geht dieser zuru¨ck in die Warteschlange und wartet bis er nach
dem FCFS -Prinzip wieder bedient wird. Dieser Vorgang wiederholt sich fu¨r die
jeweiligen Auftra¨ge solange, bis diese vollsta¨ndig bedient wurden und das Warte-
schlangensystem verlassen.
PS
(Processor Sharing)
Das Prinzip dieser Bedienregel ist gleich dem von RR. Jedoch werden die vorgege-
benen Zeitintervalle derart klein gewa¨hlt, dass es wirkt als wu¨rden alle Auftra¨ge
in der Warteschlange durch den Bediener gleichzeitig bearbeitet werden.
IS
(Infinity Server)
Die Anzahl der Bediener ist ausreichend groß, so dass sich keine Warteschlange
bilden kann.
PR
(Priority)
Statistic Priority:
Die Auswahl der Auftra¨ge erfolgt u¨ber eine vorgegebene Priorita¨t. Haben meh-
rere Auftra¨ge die gleiche Priorita¨t, dann werden diese nach dem FCFS-Prinzip
bedient.
Dynamic Priority:
Die Wahl des Auftrags, der als na¨chster bedient werden soll, ha¨ngt von einer dy-
namischen Priorita¨t ab, welche sich im Laufe der Zeit a¨ndert.
Preemption/Preemptive-Priority:
Wenn Priorita¨ten oder die LCFS-Regel genutzt werden, wird die Bedienung eines
Auftrags unterbrochen, sobald ein Auftrag eine ho¨here Priorita¨t besitzt bezie-
hungsweise ein Auftrag mit einer ho¨heren neu in das System eintritt.
Non-Preemptive-Priority:
Eine laufende Bedienung eines Auftrags im Warteschlangensystem mit der LCFS-
Regel oder Priorita¨tenvorgabe wird nicht unterbrochen, wenn ein Auftrag mit
einer ho¨heren Priorita¨t sich in die Warteschlange einreiht.
GD
(General-Disciplin)
Allgemeine nicht konkretisierbare Bedienregeln.
Tabelle 2.1: Bedienregeln
Die Bedienzeiten werden durch eine Folge (Sn)n∈N (service times) von Zu-
fallsvariablen abgebildet, die im Rahmen dieser Arbeit als i. i. d. Folge und
unabha¨ngig vom Ankunftsstrom angenommen wird.
Analog zur mathematischen Beschreibung des Ankunftsstroms ist E[S] mit
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0 < E[S] <∞ der Erwartungswert der Folge (Sn)n∈N und
µ =
1
E[S]
die Bedienrate, welche den Durchschnitt an Auftra¨gen, die pro Zeiteinheit
durch das Warteschlangensystem bearbeitet werden ko¨nnen, angibt. Liegt
ein Mehrbedienersystem vor, erho¨ht sich die Bedienrate um den Faktor c auf
cµ, falls alle Bediener belegt sind.
Abgangsstrom
Der Abgangsstrom (Dn)n∈N beschreibt die Eigenschaften des Austretens von
Auftra¨gen aus einem Warteschlangensystem. Fu¨r die Untersuchung eines ein-
zelnen Warteschlangensystems ist der Abgangsstrom von geringerer Bedeu-
tung. Sind jedoch mehrere Warteschlangensysteme zu einem Netz zusammen-
geschlossen, so tra¨gt der Abgangsstrom eines Warteschlangensystems zum
Input eines oder mehrerer anderer Warteschlangensysteme bei.
Die Zwischenabgangszeit IDn beschreibt die Zeit, die zwischen dem Abgang
des (n−1)-ten und n-ten Auftrags vergeht. In der Regel ist die Folge (Dn)n∈N
(depature times) von der Folge (In)n∈N abha¨ngig und beschreibt keine Erneue-
rungsfolge.
2.2 Kendall-Notation [1953]
Die unterschiedlichen Parametrisierungen der Komponenten eines Warte-
schlangensystems liefern eine Vielzahl von Designs. Um diese kurz und pra¨g-
nant darzustellen, wurde 1953 von Kendall ([BGMT06, S. 242 f.], [GH98, S.
7 f.]) eine Notation eingefu¨hrt, welche Auskunft u¨ber die jeweiligen Merk-
malsauspra¨gungen der Komponenten eines Warteschlangensystems gibt. Die
Notation besitzt die Form einer durch Schra¨gstriche getrennten Folge von
Zeichen:
A/B/c/m/Z.
A charakterisiert den Ankunftsprozess und B den Bedienprozess, was min-
destens die Angabe der Verteilung der Zwischenankunftszeiten beziehungs-
weise der Bedienzeiten umfasst. Tabelle 2.2 listet ga¨ngige Symbole ha¨ufig
vorkommender Verteilungen auf.
Die Anzahl der identischen und parallel arbeitenden Bediener wird u¨ber
c ∈ N festgelegt. Wie groß der Warteraum des Warteschlangensystems ist,
wird durch m ∈ N0 vorgegeben und die zugrunde gelegte Warteschlangendis-
ziplin wird durch Z festgelegt.
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Symbol Bedeutung
M Exponentialverteilung (Markov)
Ek Erlang-Verteilung mit Parameter k, k ∈ N
Hk Hyperexponentialverteilung mit Parameter k, k ∈ N
Ck Cox-Verteilung mit Parameter k, k ∈ N
D Deterministische Verteilung
G Allgemeine Verteilung (General)
Tabelle 2.2: Verteilungen
Wenn die Kapazita¨t des Warteraums m = ∞ ist oder die Warteschlangen-
disziplin FCFS gewa¨hlt wurde, kann die jeweilige Komponente in der Nota-
tion auch weggelassen werden. Demnach beschreibt die Notation G/M/8 ein
Warteschlangensystem mit allgemein verteilten Zwischenankunftszeiten, ex-
ponentiell verteilten Bedienzeiten, acht identischen und parallel arbeitenden
Bedienern mit einem vorgeschaltetem unbeschra¨nkten Warteraum und der
Bedienreihenfolge nach dem FCFS -Prinzip.
2.3 Leistungsgro¨ßen eines Warteschlangensystems
Leistungsgro¨ßen beziehungsweise Kenngro¨ßen dienen der Leistungsbewer-
tung von Warteschlangensystemen und verweisen auf mo¨gliche Schwachstel-
len ([GH98, S. 9 f.], [BGMT06, S. 244 f.]). Im Fokus stehen die Auslastung,
die mittlere Wartezeit, die mittlere Verweilzeit, die mittlere Warteschlan-
genla¨nge und die mittlere Anzahl Auftra¨ge im System. In dieser Arbeit wer-
den ausschließlich stationa¨re Warteschlangensysteme untersucht. Die folgen-
den Beschreibungen der Leistungsgro¨ßen beziehen sich deshalb auf stationa¨re
Systeme.
Auslastung ρ
Die Auslastung beschreibt das Maß der durchschnittlichen Bescha¨ftigung ei-
nes Warteschlangensystems. Besitzt ein Warteschlangensystem eine unend-
liche Quelle, berechnet sich die Auslastung ρ aus dem Verha¨ltnis der An-
kunftsrate zur Bedienrate:
ρ =
E[S]
E[I]
=
1
µ
1
λ
=
λ
µ
.
Fu¨r ein Mehrbedienersystem mit c Bedienern ist die totale Bedienrate durch
c · µ gegeben, woraus sich fu¨r die Auslastung
ρ =
λ
cµ
ergibt.
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Gilt ρ < 1, dann besitzt das Warteschlangensystem (in der Regel) ein stati-
ona¨res Verhalten und ist stabil. Interpretiert bedeutet die Gleichgewichtsbe-
dingung, dass pro Zeiteinheit mehr Auftra¨ge bedient werden ko¨nnen als in
das Warteschlangensystem eintreten.
Wartezeit Tq
Die Zeit, die der n-te Auftrag in der Warteschlange verbringt, bevor dieser
von einem der Bediener bearbeitet wird, wird als Wartezeit Tq,n (transaction
- queue) bezeichnet. Fu¨r stabile Systeme konvergiert Tq,n fu¨r n→ ∞ in der
Regel in Verteilung gegen die stationa¨re Wartezeit Tq. Dabei gilt
Tq := lim
N→∞
1
N
N∑
n=1
Tq,n = E[Tq].
Tq beschreibt das langfristige Mittel aller Wartezeiten und E[Tq] bezeichnet
die mittlere Zeit, die ein Auftrag im Mittel in der Warteschlange verbringt.
Verweilzeit T
Die Verweilzeit T (transaction-system) beschreibt die totale Zeit, die Auf-
tra¨ge im Warteschlangensystem verbringen. Tn berechnet sich aus
Tn = Tq,n + Sn,
wobei Tq,n die oben beschriebene Warte- und Sn die Bedienzeit ist.
Bediener
Bedienrate µ
Warteraum
Abgangsstrom
Ankunftsstrom
Ankunftsrate λ
Tq,n Sn
Tn
Abbildung 2.4: Anschauliche Darstellung von Verweil-, Warte- und Bedienzeit
Tq,n konvergiert in Verteilung gegen Tq und die i. i. d. Eigenschaft der Be-
dienzeiten Sn implizieren, dass auch Tn in Verteilung gegen die stationa¨re
Verweilzeit T konvergiert. Es gilt also
T := lim
N→∞
1
N
N∑
n=1
Tn = E[T ]. (2.1)
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Warteschlangenla¨nge Nq
Die La¨nge der Warteschlange Nq (Number - queue) in einem Warteschlan-
gensystem legt dar, wie viele Auftra¨ge sich zum Zeitpunkt t im Warteraum
befinden. In der Regel konvergiert Nq,t fu¨r t → ∞ in Verteilung gegen die
stationa¨re Anzahl Nq von wartenden Auftra¨gen. Dabei gilt
Nq := lim
t→∞
1
t
∫ t
0
Nq,tdt = E[Nq].
Anzahl Auftra¨ge in einem Warteschlangensystem N
Die Anzahl von Auftra¨gen in einem Warteschlangensystem bezieht sich auf
die totale Anzahl Auftra¨ge, N (Number-system), die sich in einem Warte-
schlangensystem aufhalten und wird durch die Zufallsvariable N charakteri-
siert. Es gilt
Nt = Nq,t +NS,t.
Die Zufallsvariable NS,t beschreibt die Anzahl Auftra¨ge, die sich zum Zeit-
punkt t in Bedienung befinden und Nq,t konvergiert in Verteilung gegen Nq.
Dies impliziert, dass auch Nt in Verteilung gegen die stationa¨re Anzahl Auf-
tra¨ge im System konvergiert. Es gilt
N := lim
t→∞
1
t
∫ t
0
Ntdt = E[N ]. (2.2)
Abbildung 2.5 stellt das Zusammenspiel von Anku¨nften, Abga¨ngen, Bedien-
zeiten und der Anzahl Auftra¨ge in der Warteschlange und im gesamten War-
teschlangensystem in einem beispielhaften zeitlichen Verlauf dar.
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tS1 S2 S3
Nt
0
1
2
Zuga¨nge
Abga¨nge
...
...
Tn
T2 T3 T5
T4 T6
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Abbildung 2.5: Einbedienersystem im zeitlichem Verlauf
Ist das Warteschlangensystem stationa¨r, ist die Wahrscheinlichkeit pn, dass
sich n Auftra¨ge im Warteschlangensystem befinden, gegeben durch:
pn = P (N = n), n = 0, 1, 2, ....
Der Erwartungswert der totalen Anzahl Auftra¨ge in einem Warteschlangen-
system ergibt sich aus
E[N ] =
∞∑
n=0
npn.
Um das erste Moment der Anzahl Auftra¨ge im Warteraum beziehungswei-
se die Warteschlangenla¨nge zu erhalten, mu¨ssen die c Auftra¨ge, die sich in
Bedienung befinden, aus der obigen Darstellung herausgenommen werden:
E[Nq] =
∞∑
n=c+1
(n− c)pn.
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2.4 Satz von Little [1961]
Der Satz von Little [Lit61] ist einer der wichtigsten Sa¨tze der Warteschlangen-
theorie. Little hat gu¨ltige Beziehungen zwischen den Leistungsgro¨ßen stabiler
Warteschlangensysteme hergestellt, mit deren Hilfe es mo¨glich ist, mit der
Kenntnis u¨ber eine Leistungsgro¨ße und der Ankunfts- und Bedienrate alle
anderen Leistungsgro¨ßen zu berechnen. Vorteil dieser Methode ist es, dass
allgemeine Gesetzma¨ßigkeiten a priori zwischen den Merkmalsauspra¨gungen
eines Warteschlangensystems und Leistungsgro¨ßen bestimmt werden ko¨nnen.
Der Satz von Little la¨sst sich auf alle Warteschlangensysteme mit stati-
ona¨ren Prozessen, einschließlich G/G/c-Systeme anwenden, unabha¨ngig von
der gewa¨hlten Warteschlangendisziplin.
Satz 1 (Satz von Little)
Wenn λ <∞ und E[T ] <∞, dann muss auch E[N ] <∞ und es gilt
E[N ] = λE[T ].
In der Literatur werden an die Behauptung des Satzes von Little unterschied-
liche Voraussetzungen gestellt. Little [Lit61] hat vorausgesetzt, dass die Pro-
zesse (Nt)t∈R+0 , (Tn)n∈N und (An)n∈N strikt stationa¨r sind. Dann existieren
die Beziehungen
E[N ] = λE[T ]
E[Nq] = λE[Tq]. (2.3)
Stidham [Sti72] nutzt die Annahme fu¨r die Behauptung E[N ] = λE[T ], dass
die Grenzwerte der Ankunftsrate im Sinne von
λ = lim
t→∞
NAt
t
(2.4)
und der Wartezeit T existieren und endlich sind. Dann existiert auch
N = lim
t→∞
1
t
∫ t
0
Ntdt = λT .
Mit (2.1), (2.2) und (2.4) gilt dann
E[N ] = λE[T ].
Analog wird fu¨r (2.3) vorgegangen.
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3 Approximative Verfahren fu¨r Nicht-Markovsche Warteschlan-
gensysteme mit Batch Service
Nicht-Markovschen Warteschlangensystemen liegen allgemeine Annahmen
u¨ber die Verteilungen der Zwischenankunfts- und Bedienzeiten zugrunde.
Eine Schwierigkeit von allgemeinen Warteschlangensystemen besteht dar-
in, dass sich die Leistungsgro¨ßen nicht exakt berechnen lassen. Zum ge-
genwa¨rtigen Zeitpunkt sind keine Formeln fu¨r die stationa¨ren beziehungswei-
se die transienten Verteilungen der Zustandswahrscheinlichkeiten von Nicht-
Markovschen Warteschlangensystemen bekannt. Eine Ausnahme bilden Net-
ze mit Knoten, bei denen die Bedienzeit einer beliebigen Verteilung folgt,
es aber unendlich viele Bediener gibt. Fu¨r solche Netze sind geschlossene
analytische Lo¨sungen fu¨r die Verteilung der Zustandswahrscheinlichkeiten
bekannt.
Nicht-Markovsche Warteschlangensysteme werden seit den fru¨hen 50er Jah-
ren erforscht und es wurden verschiedene Ansa¨tze entwickelt, um die Leis-
tungsgro¨ßen zumindest na¨herungsweise zu bestimmen. Hervorzuheben ist
zum einem die Diffusionsapproximation ([BGMT06], [Mit97], [GH98], [Kle75])
und zum anderen der approximative Ansatz von Allen und Cunneen ([All78],
[Han06], [Gro¨07]). Eine weitere Methode ist die Fluidapproximation, welche
die rekursive Berechnung der Wartezeiten als Ansatz verwendet. Die Fluidap-
proximation ist jedoch nicht geeignet, wenn Nicht-Markovsche Warteschlan-
gensysteme um Gruppenanku¨nfte und -bedienung (Batch Service) erweitert
werden ([CY01]).
Zuna¨chst werden verschiedene Ansa¨tze zur approximativen Leistungsanalyse
von allgemeinen Nicht-Markovschen Warteschlangensystemen beschrieben.
Die U¨bersicht umfasst die Diffusionsapproximation und die Approximati-
onsformel von Allen und Cunneen sowie deren Erweiterung von Kra¨mer
und Langenbach-Belz. Die Beschreibung der Approximationsformel von Al-
len und Cunneen beru¨cksichtigt Ergebnisse der Approximation von Martin
fu¨r M/G/c-Systeme und die Formel von Kingman. Anschließend werden die
Diffusionsapproximation und die Formel von Allen und Cunneen auf Nicht-
Markovsche Warteschlangensysteme mit Batch Service ausgedehnt, wobei
auch der Mehr-Produktfall einbezogen wird.
3.1 Das G/G/c – Warteschlangensystem im Ein-Produktfall
3.1.1 Modellbeschreibung
Das G/G/c-Warteschlangensystem entspricht der Modellierung, welche in
Abbildung 2.2 dargestellt ist. Die Zwischenankunfts- und Bedienzeiten sind
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allgemein verteilt und es sind nur Erwartungswerte und Varianzen vorge-
geben. Die Auftra¨ge treten einzeln in das Warteschlangensystem ein und
werden von einem der c Bediener, die identisch sind und parallel arbeiten,
behandelt. Sind alle Bediener aktiv, reihen sich die Auftra¨ge in die Warte-
schlange ein, die eine unbeschra¨nkte Kapazita¨t besitzt. Die Auftra¨ge werden
aus der Warteschlange nach dem FCFS-Prinzip zur Bearbeitung ausgewa¨hlt.
Vollsta¨ndig bediente Auftra¨ge verlassen anschließend das Warteschlangensys-
tem. Die Zwischenankunftszeiten werden als eine Folge (In)n∈N von stochas-
tisch unabha¨ngigen und identisch verteilten (i. i. d.) reellen Zufallsvariablen
beschrieben. Die Bedienzeiten, welche formal eine Folge (Sn)n∈N reeller i. i. d.
Zufallsvariablen bilden, sind unabha¨ngig von der Folge (In)n∈N.
3.1.2 Diffusionsapproximation
Die Diffusionsapproximation ist ein Approximationsverfahren, welches zur
Bestimmung von Leistungsgro¨ßen stabiler Warteschlangensysteme genutzt
werden kann. Einfu¨hrende Literatur ist zum Beispiel in [BGMT06], [Mit97],
[GH98] und [Kle75] zu finden. Die Approximationsformel, die aus der Diffusi-
onsapproximation gewonnen wird, ist unkompliziert und leicht handhabbar.
Vorausgesetzt wird der Fall einer hohen Auslastung (ρ → 1). Je ho¨her die
Auslastung ist, desto konkurrenzfa¨higer ist die Anwendung mittels Diffusi-
onsapproximation im Vergleich zur Monte-Carlo Simulation.
Die Grundidee der Diffusionsapproximation ist, den unbekannten Warte-
schlangenprozess (Nt)t∈R+0 durch einen verwandten, aber vollumfa¨nglich be-
schreibbaren stochastischen Prozess (Xt)t∈R+ zu approximieren (Abbildung
3.1). Hierfu¨r bietet sich die Klasse der Diffusionsprozesse an, wie nachstehend
erla¨utert wird.
Beschreibung des diskreten Prozesses (Nt)t∈R+0
Seien (NAt )t∈R+0 und (N
D
t )t∈R+0 die zugeho¨rigen Erneuerungsprozesse der i. i. d.
Folgen (In)n∈N und (Sn)n∈N. (N
A
t )t∈R+0 beschreibt die Anzahl Auftra¨ge, die
das Warteschlangensystem bis zum Zeitpunkt t betreten und (NDt )t∈R+0 die
Anzahl, die das Warteschlangensystem bis zum Zeitpunkt t wieder verlassen
haben.
Sei
Nt = N
A
t −NDt + n0, n0 := N0, (3.1)
die Anzahl Auftra¨ge im Warteschlangensystem zum Zeitpunkt t. Aus der
Gleichung (3.1) ist ersichtlich, dass der Abgangsza¨hlprozess (NDt )t∈R+0 abha¨n-
14
(Nt)t∈R+0
(Xt)t∈R+
f(x)
pn
(1
)
E
rs
et
zu
n
g
d
es
d
is
k
re
te
n
P
ro
ze
ss
es
(N
t
) t
∈
R
+ 0
d
u
rc
h
ei
n
en
st
et
ig
en
P
ro
ze
ss
(X
t
) t
∈
R
+
(2) Bestimmung der stationa¨ren Dichtefunktion des
Diffusionsprozesses (Xt)t∈R+
(3
)
D
isk
retisieru
n
g
d
er
D
ich
tefu
n
k
tio
n
Abbildung 3.1: Grundidee der Diffussionsapproximation nach [BGMT06]
gig vom Ankunftsza¨hlprozess (NAt )t∈R+0 ist und (Dn)n∈N keine Erneuerungs-
folge beziehungsweise (NDt )t∈R+0 keinen Erneuerungsprozess bildet. Wird die
“heavy traffic” Annahme getroffen (ρ→ 1), dann ko¨nnen die Prozesse
(NAt )t∈R+0 und (N
D
t )t∈R+0 beziehungsweise (An)n∈N und (Dn)n∈N jedoch als sto-
chastisch unabha¨ngig angenommen werden. Entsprechend kann (Dn)n∈N als
Erneuerungsfolge mit dem zugeho¨rigen Erneuerungsprozess (NDt )t∈R+0 aufge-
fasst werden. Fu¨r die Zuwa¨chse von Nt gilt:
Nt+∆t −Nt = (NAt+∆t −NAt )− (NDt+∆t −NDt )
∆Nt = ∆N
A
t −∆NDt (3.2)
∼ NA∆t −ND∆t.
Die Zuwa¨chse ∆Nt besitzen unter den Voraussetzungen ρ → 1 und t → ∞
deshalb folgende Eigenschaften:
i) Die Zuwa¨chse ∆Nt = Nt+∆t −Nt sind fu¨r ∆t > 0 unabha¨ngig von Nt.
ii) Die Zuwa¨chse ∆Nt sind na¨herungsweise normalverteilt.
Die Eigenschaft ii) folgt aus Satz 2, der besagt, dass die Prozesse (NAt )t∈R+0
und (NDt )t∈R+0 ebenfalls asymptotisch normalverteilt sind. Die mit dem Pro-
zess (Nt)t∈R+0 assoziierten Maßzahlen E[∆Nt] und V ar[∆Nt] ko¨nnen ebenfalls
mit Hilfe des nachfolgenden Satzes 2 bestimmt werden.
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Satz 2 (Asymptotisches Verhalten von Erneuerungsprozessen)
Es sei (Xn)n∈N eine Erneuerungsfolge mit E[X1] <∞, V ar[X1] := σ2 <∞.
Dann gilt fu¨r den zugeho¨rigen Erneuerungsprozess (Zt)t∈R+0
Zt
d
= N
(
t
E[X1]
,
tσ2
E[X1]3
)
fu¨r t→∞.
Die i. i. d. Folgen (In)n∈N und (Dn)n∈N besitzen den Erwartungswerte E[I] =
1\λ und E[S] = 1\µ. Fu¨r t → ∞ ergeben sich die Maßzahlen der Erneue-
rungsprozesse (NAt )t∈R+0 und (N
D
t )t∈R+0 unmittelbar aus Satz 2:
E[NAt ] =
t
E[I]
= λt,
V ar[NAt ] =
V ar[I]
E[I]3
t =
1
E[I]
· V ar[I]
E[I]2
t = λSCV [I]t,
E[NDt ] =
t
E[S]
= µt,
V ar[NDt ] =
V ar[S]
E[S]3
t =
1
E[S]
· V ar[S]
E[S]2
t = µSCV [S]t,
wobei mit SCV [·] der quadrierte Variationskoeffizient einer Zufallsgro¨ße be-
zeichnet wird: SCV [·] = V ar[·]\E[·]2.
Aus (3.2) ergibt sich
E[∆Nt] = E[N
A
t+∆t]−E[NAt ]− (E[NDt+∆t]− E[NDt ])
= λ(t+∆t)− λt− µ(t+∆t) + µt
= λt− λt + λ∆t− µt+ µt− µ∆t
= (λ− µ)∆t := β∆t
mit β = (λ − µ). Weiter gilt NAt ∼ N (λt, λSCV [I]t) und V ar[∆NDt ] =
µSCV [S]∆t. Daraus folgt
V ar[NAt+∆t] = V ar[N
A
t ] + V ar[∆N
A
t ]
λSCV [I](t +∆t) = λSCV [I]t+ V ar[∆NAt ]
⇔ V ar[∆NAt ] = λSCV [I]∆t,
und entsprechend V ar[∆NDt ] = µSCV [S]∆t. Damit wird
V ar[∆Nt] = V ar[∆N
A
t ] + V ar[∆N
D
t ]
= λSCV [I]∆t + µSCV [S]∆t
= (λSCV [I] + µSCV [S])∆t =: α∆t
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mit α = (λSCV [I] + µSCV [S]).
Im Folgenden wird gezeigt, dass der Prozess (Nt)t∈R+0 fu¨r ρ→ 1 und t→∞
eine formale A¨hnlichkeit zur Brownschen Bewegung aufweist. Deswegen liegt
es nahe, die Brownsche Bewegung als Ersatzprozess fu¨r (Nt)t∈R+0 heranzuzie-
hen, wobei ihre Parameter geeignet anzupassen sind.
Diffusionsapproximation
(1) Ersetzung des diskreten Prozesses (Nt)t∈R+0 durch einen stetigen
Prozess (Xt)t∈R+0
Ein stochastischer Prozess mit unabha¨ngigen, normalverteilten Zuwa¨chsen
und Startpopulation X0 = n0 ist auch die Brownsche Bewegung beziehungs-
weise der Brownsche Prozess. Dieser wird im Folgenden mit (Xt)t∈R+0 bezeich-
net. Er hat die Form
Xt = n0 + βt+
√
αWt. (3.3)
βt beschreibt den deterministischen und
√
αWt den stochastischen Anteil,
wobei (Wt)t∈R+0 der Wiener-Prozess ist. Fu¨r die normalverteilten und un-
abha¨ngigen Zuwa¨chse im Intervall [s,t] gilt:
Xt −Xs ∼ N (β(t− s), α2(t− s)), t, s ∈ R+0 .
(2) Bestimmung der stationa¨ren Dichtefunktion des Diffusionspro-
zesses (Xt)t∈R+0
Die bedingte Dichte f(x, t | n0) des Prozesses (Xt)t∈R+0 ist gegeben durch
f(x, t | n0) = ∂
∂x
P (Xt ≤ x | X0 = n0)
=
1√
2piαt
exp
(
−(x− n0 − βt)
2
2αt
)
. (3.4)
f(x, t | n0) gibt die Wahrscheinlichkeit wieder, dass der Prozess (Xt)t∈R+0
zum Zeitpunkt t einen Wert aus dem Intervall [x, x+∆x] annimmt unter der
Voraussetzung, dass (Xt)t∈R+0 zum Zeitpunkt 0 den Wert n0 besitzt. Durch
Ableiten von (3.4) zeigt sich, dass f(x, t|n0) eine Lo¨sung der Fokker-Planck-
Gleichung ist. Mit mehr Aufwand la¨sst sich auch direkt zeigen, dass die
Dichte f(x, t|n0) der Zufallsvariablen Xt des in (3.2) definierten Prozesses
(Xt)t∈R die Fokker-Planck-Gleichung erfu¨llen mu¨ssen. Dabei entspricht die
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Fokker-Planck-Gleichung der Kolmogorovschen Vorwa¨rtgleichung, wie sie im
Kontext zeitstetiger Markovketten bekannt ist.
∂
∂t
f(x, t | n0) = 1
2
α
∂2
∂x2
f(x, t | n0)− β ∂
∂x
f(x, t | n0).
(Xt)t∈R+ kann aufgrund der Ergodizita¨tsbedingung ρ = λ/µ < 1 negative
Werte annehmen, da die Drift beziehungsweise der Erwartungswert negativ
ist. Fu¨r den diskreten Prozess (Nt)t∈R+0 gilt jedoch stets Nt ≥ 0. Daher muss
an der Stelle x = 0 eine Randbedingung eingefu¨hrt werden, die den Prozess
(Xt)t∈R+ in den Raum ]0,∞) zuru¨ckfu¨hrt, sollte dieser den Rand erreichen.
In der Literatur sind zwei Randbedingungen beschrieben. Die reflektierende
Schranke spiegelt den Prozess (Xt)t∈R+0 , wenn dieser den Rand erreicht, in den
zula¨ssigen Raum zuru¨ck. Die Randbedingung modelliert die “heavy traffic”
Annahme umfassend und stimmt nur fu¨r den Fall ρ = 1. Das Konzept der
absorbierenden Schranke mit elementarer Ru¨ckkehr ist zu bevorzugen, da die
Randbedingung die Abha¨ngigkeit der Diffusionsapproximation von der “hea-
vy traffic” Annahme reduziert und eine realistische mathematische Modellie-
rung eines Warteschlangensystems ermo¨glicht. Diese Idee wurde erstmals von
Gelenbe [Gel75] beschrieben und greift den von Feller [Fel54] beschriebenen
Prozess der elementaren Ru¨ckkehr auf. Im Folgenden wird die absorbierende
Schranke mit elementarer Ru¨ckkehr beschrieben.
tx = 0
x = 1
X(t)
Abbildung 3.2: Brownsche Bewegung mit absorbierender Schranke und elemen-
tarer Ru¨ckkehr
Erreicht der Prozess (Xt)t∈R+0 den Rand x = 0 wird dieser fu¨r eine (Rest-)
Zwischenankunftszeit am Rand festgehalten und dann in den Raum ]0,∞)
zuru¨ckgefu¨hrt. Die Anforderung an die Randbedingung fu¨hrt zur Bildung ei-
ner Wahrscheinlichkeitsmasse an der Stelle x = 0 und nach Ablauf der (Rest-)
Zwischenankunftszeit zu nicht stetigen Pfaden zwischen 0 und 1 (Spru¨nge).
Abbildung 3.2 stellt die Brownsche Bewegung mit einer absorbierenden
18
Schranke an der Stelle x = 0 und elementarer Ru¨ckkehr an die Stelle x = 1
dar.
Der Diffusionsprozess (Xt)t∈R+0 soll sich im Intervall ]0,∞) bewegen. Sei x = 0
der untere Rand, der mit einer Wahrscheinlichkeit Rt zum Zeitpunkt t an-
genommen wird. Tritt der Fall ein, dass Xt ≤ 0, so verweilt der Prozess eine
exponentiell verteilte Zeitdauer T im Zustand x = 0. Die Annahme von ex-
ponentiell verteilten Verweilzeiten an den Ra¨ndern geht auf Gelenbe [Gel79]
zuru¨ck. Es wurde gezeigt, dass die Dichte f(x, t | n0) im stationa¨rem Fall nur
von den mittleren Verweilzeiten an den Ra¨ndern abha¨ngt. Die exponentiell
verteilte Zeitdauer T sorgt fu¨r die Beibehaltung der Markov-Eigenschaft und
habe den Erwartungswert 1/Λ. Der Prozess (Xt)t∈R+0 springt anschließend
mit Wahrscheinlichkeit 1 an die Stelle x = 1. Beschrieben wird das Sprung-
verhalten des Prozesses (Xt)t∈R+0 durch die Dirac-Delta Funktion δ(x − 1),
welche bei x = 1 konzentriert ist. Die Dirac-Delta Funktion ergibt sich aus
der Kombination der Diracschen Sto¨rfunktion δ mit der Heavisidefunktion
H(x) :=
{
0 fu¨r x < 0,
1 fu¨r x ≥ 0. (3.5)
Die Dichtefunktion f(x, t | n0) des Prozesses (Xt)t∈R+0 mit einer absorbie-
renden Schranke und elementarer Ru¨ckkehr charakterisiert die Lo¨sung der
Fokker-Planck-Gleichung
∂
∂t
f(x, t | n0)− α
2
∂2
∂x2
f(x, t | n0) + β ∂
∂x
f(x, t | n0) = ΛRtδ(x− 1) (3.6)
unter den Randbedingungen
dRt
dt
=
[
α
2
∂
∂x
f(x, t | n0)− βf(x, t | n0)
]
x=0
− ΛRt,
f(0, t | n0) = 0 ∀t > 0
und der Normierungsbedingung∫ ∞
0
f(x, t | n0)dx+Rt = 1.
Aufgrund der Annahme der Stationarita¨t, t→∞ und ρ→ 1, die die Bedin-
gungen
f(x | n0) := lim
t→∞
f(x, t | n0),
R := lim
t→∞
Rt und
∂f(x, t | n0)
∂t
=
dRt
dt
= 0
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nach sich ziehen, vereinfacht sich Gleichung (3.6) zu einer gewo¨hnlichen Dif-
ferentialgleichung
−α
2
d2
dx2
f(x, t | n0) + β d
dx
f(x, t | n0) = ΛRδ(x− 1)
mit den Randbedingungen[
α
2
d
dx
f(x | n0)− βf(x | n0)
]
x=0
= ΛR und f(0) = 0,
sowie der Normierungsbedingung∫ ∞
0
f(x | n0)dx+R = 1.
Unter Verwendung der Heavisidefunktion (3.5) ergibt sich
f(x | n0) =


ρ˜(1− eγx) fu¨r 0 ≤ x ≤ 1,
ρ˜(e−γ − 1)eγx fu¨r x > 1,
0 fu¨r x < 0
(3.7)
mit
ρ˜ = −ΛR
β
=
Λ
Λ + µ− λ und γ =
2β
α
.
(3) Diskretisierung des Prozesses (Xt)t∈R+0
Um zu einer geeigneten Approximation der stationa¨ren Zustandswahrschein-
lichkeit (pn)n∈N0 zu finden, muss geeignet diskretisiert werden. Am bekanntes-
ten sind die Methoden von Kobayashi[Kob74], Gelenbe [Gel75] und Halachmi
und Franta[HW78]. Exemplarisch wird die Methode von Kobayashi erla¨utert,
die sich fu¨r eine absorbierende Schranke mit elementarer Ru¨ckkehr eignet.
Unter Ausnutzung der Normierungsbedingung
∞∑
n=0
pn = 1
ergibt sich durch Integration von (3.7) u¨ber die Intervalle [n, n+ 1) fu¨r
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n = 0:
p0 =ρ˜
∫ 1
0
(1− eγx)dx
=ρ˜+
ρ˜
γ
(1− eγ)
=ρ˜+ ρ˜
ρSCV [I] + SCV [S]
2(1− ρ) (ρˆ− 1),
und fu¨r n ≥ 1:
pn = ρ˜(e
−γ − 1)
∫ n+1
n
eγxdx
=
ρ˜
γ
eγn(2− eγ − e−γ)
= ρ˜
ρSCV [I] + SCV [S]
2(1− ρ) ρˆ
n−1(ρˆ− 1)2
mit
ρˆ := eγ = exp
(
2β
α
)
= exp
(
2(λ− µ)
λSCV [I] + µSCV [S]
)
.
Durch Integration folgt:
E[N ] = ρ˜
ρSCV [I] + SCV [S]
2(1− ρ) .
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3.1.3 Approximationsformel von Allen und Cunneen
Allen und Cunneen [All78] haben mittels empirischer Analysen eine Approxi-
mationsformel fu¨r die mittlere Verweilzeit fu¨rG/G/c-Warteschlangensysteme
gefunden. Die Approximation liefert eine obere Schranke. Im “heavy traffic”
Fall, ρ→ 1, nimmt die Genauigkeit der Approximation zu. Die Approxima-
tionsformel hat die Form
E[Tq] ≈ E[S] · C(c, ρ)
1− ρ ·
(
SCV [I] + SCV [S]
2
)
wobei C(c, ρ) die Wahrscheinlichkeit bedeutet, dass alle c parallelen Bedie-
ner besetzt sind. Zur Bestimmung von C(c, ρ) kann die Erlang-C Formel
herangezogen werden,
C(c, ρ) ≈ ρ
c/c!
(1− ρ
c
)
[(
c−1∑
n=0
ρn
n!
)
+ ρ
c
c!(1− ρ
c
)
] ,
der einM/M/c-Warteschlangensystem zugrunde liegt. Fu¨r die Blockierwahr-
scheinlichkeit ko¨nnen aber auch andere Approximationen herangezogen wer-
den [BGMT06].
Die quadrierten Variationskoeffizienten SCV [I] und SCV [S] berechnen sich
aus dem ersten und zweiten Moment der Verteilungen der Zwischenankunfts-
und Bedienzeiten:
SCV [·] = E[·
2]
E[·]2 − 1.
Die Formel ist fu¨r Warteschlangensysteme, die eine bekannte geschlossene
analytische Lo¨sung besitzen, z. B. M/M/c (SCV [I] = SCV [S] = 1) und
M/G/1, in der Regel exakt.
Vergleichbare Formeln sind die Formel von Kingman [Kin62a] fu¨r dasG/G/1-
Warteschlangensystem, Martin’s Formel [Mar72] fu¨r dasM/G/c-Warteschlan-
gensystem und die Adaption der Diffusionsapproximation fu¨r G/G/c-Warte-
schlangensysteme von Heyman und Sobel [HS82].
Weitere Anhaltspunkte liefern die oberen und unteren Schranken fu¨r die stati-
ona¨re Lo¨sung der Zustandswahrscheinlichkeiten einesG/G/1-Warteschlangen-
systems. Die Schranken beruhen auf bekannten Lo¨sungen von M/G/1- und
G/M/1-Warteschlangensystemen und sind je nach Auspra¨gung der quadrier-
ten Variationskoeffizienten der Zwischenankunfts- und Bedienzeiten zu wa¨hlen
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[BGMT06]. Fu¨r G/G/1-Warteschlangensysteme wurden obere und untere
Schranken von Kleinrock [Kle75] und Marchal [Mar78] erforscht. Kingman
[Kin70] entwickelte fu¨r das G/G/c-Warteschlangensystem eine obere Schran-
ke und Brumelle [Bru71] und Marchal[Mar74] stellten eine untere Schran-
ke vor. Eine Approximation der Verteilung der Wartezeit in einem G/G/c-
Warteschlangensystem wird von Kingman und Ko¨llerstro¨m [Ko¨l74] gegeben.
Approximationsformel von Martin fu¨r das M/G/c-Warteschlangen-
system
Martin entwickelte seine approximative Formel auf Basis der exakten Lo¨sung
fu¨r das M/G/1-Warteschlangensystem, die von Kleinrock [Kle75] entschei-
dend vorangebracht wurde. Ein weiteres Lo¨sungsverfahren fu¨rM/G/1-Warte-
schlangensysteme bietet die Pollaczek-Khintchine-Formel, die zum gleichen
Ergebnis kommt, aber einen anderen Ansatz verwendet.
Die mittlere Wartezeit eines M/G/c-Warteschlangensystems berechnet sich
aus den Komponenten E[SR] und E[Nq] · E[S]. E[SR] beschreibt die restli-
che Zeit, die ein sich in Bedienung befindender Auftrag noch bearbeitet wird
und E[Nq] ·E[S] charakterisiert die Summe der mittleren Bedienzeit der Auf-
tra¨ge, die sich in der Warteschlange aufhalten. Es resultiert fu¨r die mittlere
Wartezeit in der Warteschlange
E[Tq] = E[SR] +
E[Nq]
c
· E[S] (3.8)
mit
E[SR] = P (Bediener sind aktiv) · E[R] + P (min. ein Bediener ist inaktiv) · 0
= Pc · E[R]. (3.9)
Die Rest-Bedienzeit eines Auftrags berechnet sich aus der Blockierwahr-
scheinlichkeit Pc und der mittleren Zeit, um die gegenwa¨rtigen Bedienungen
abzuschließen. Die i. i. d. Folge (Rn)n∈N beschreibt die Zeit, die die Bear-
beitung eines Auftrags noch beno¨tigt, wenn ein weiterer Auftrag das Sys-
tem betritt. Das erste Moment E[R] wurde von Kleinrock [Kle75] fu¨r den
Einbediener-Fall beschrieben durch
E[R] = E[S]
(1 + SCV [S])
2
.
Das erste Moment der Folge (Rn)n∈N hat Martin fu¨r den Mehrbediener-Fall
approximiert durch
E[R] ≈ E[S] (1 + SCV [S])
2c
. (3.10)
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Fu¨r das M/M/1-System ist die mittlere Restbedienzeit durch
E[R] = E[S] =
1
µ
(3.11)
gegeben. Wird (3.8) umgestellt und aus dem Satz von Little E[Tq] = λE[Nq]
verwendet, resultiert:
E[Tq] = E[SR] +
E[Nq]
c
E[S]
= E[SR] + ρE[Tq]
=
E[SR]
1− ρ .
Werden (3.9), (3.10) und (3.11) in die obere Gleichung eingesetzt, resultiert
E[Tq] =
E[S] · Pc
1− ρ ·
1 + SCV [S]
2c
. (3.12)
Fu¨r Pc kann beispielsweise die Erlang-C Formel oder eine andere Approxi-
mation verwendet werden. Gleichung (3.12) entspricht offensichtlich einem
Sonderfall (SCV [I] = 1) der Approximationsformel von Allen und Cunneen.
Formel von Kingman
Die Approximationsformel fu¨r das G/G/1-Warteschlangensystem von King-
man [Kin62a] basiert auf der rekursiven Berechnung der Wartezeiten Tq, die
auch als Lindley Rekursion bekannt ist. Betritt ein Auftrag das Warteschlan-
gensystem, wird eine Fallunterscheidung vorgenommen. Im ersten Fall ist das
Warteschlangensystem leer und der (n + 1)-te Auftrag kann umgehend be-
arbeitet werden. Das bedeutet fu¨r die Wartezeit des Auftrags Tq,n+1 = 0.
Findet der (n+ 1)-te Auftrag den Bediener im aktiven Zustand vor, betra¨gt
die Wartezeit
Tq,n+1 = Tq,n + Sn − In.
Werden beide Fa¨lle kombiniert, resultiert
Tq,n+1 = max {0, Tq,n + Sn − In} . (3.13)
Die Folge der Wartezeiten (Tq,n)n∈N entspricht einer Markov-Kette mit dem
Zustandsraum R+0 . Wird Un = Sn − In gesetzt, la¨sst sich (3.13) u¨berfu¨hren
in
Tq,n+1 = max {0, Tq,n + Un} .
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Da die Folgen (In)n∈N und (Sn)n∈N voneinander unabha¨ngige i. i. d. Folgen
sind, bildet (Un)n∈N ebenfalls eine i. i. d. Folge. Wird die Annahme getrof-
fen, dass das Warteschlangensystem anfangs leer ist, Tq,0 = 0, la¨sst sich die
Wartezeit des (n + 1)-ten Auftrags rekursiv berechnen durch:
Tq,n+1 = max {0, Un, Un + Un−1, ..., Un + Un−1 + ...+ U0} .
U¨ber die rekursive Berechnung wird der Fall abgedeckt, dass sich beim Ein-
treten des (n+1)-ten Auftrags bereits mehrere Auftra¨ge im System befinden.
Mit
Vj = Un + Un−1 + ...+ Un−j+1 und V0 = 0
la¨sst sich die Wartezeit in
Tq,n+1 = max {V0, V1, .., Vn}
umschreiben. Fu¨r n→∞ folgt
Tq = sup
i
Vi
und
lim
n→∞
Vn
n
= E[Ui],
wobei
E[Ui] =
{
< 0 , wenn ρ < 1,
> 0 , wenn ρ > 1.
Die Markov-Kette (Tq,n)n∈N ist im Fall ρ < 1 positiv rekurrent und es existiert
eine stationa¨re Verteilung.
Wird ·+ = max {0, ·} und ·− = −min {0, ·} gesetzt und existieren Tq =
limTq,n und U = limUn und sind beide Grenzwerte endlich, la¨sst sich die
urspru¨ngliche Relation (3.13) u¨berfu¨hren in
E[Tq] = E[(Tq + U)
+] und V ar[Tq] = V ar[(Tq + U)
+].
Die Aufteilung in einen positiven und negativen Teil der Verteilung erfolgt,
da fu¨r die gesuchte Formel nur der positive Anteil von Interesse ist, fu¨r den
(Tq + U)
+ ∼ Tq aufgrund der Annahme ρ < 1 gilt. Jedoch sind nur Maß-
zahlen u¨ber die gesamte Verteilung bekannt. Mit Hilfe der Gleichung von
25
Bienayme´ (V ar[X − Y ] = V ar[X ] + V ar[Y ] fu¨r unkorrelierte reellwertige
Zufallsvariablen X und Y ) und der Beziehung
Tq = Tq + U − U = (Tq + U)+ − (Tq + U)− − U ⇒ (Tq + U)− ∼ −U
la¨sst sich die Varianz V ar[U ] ermitteln:
V ar[Tq] + V ar[U ] =V ar[Tq + U ]
=V ar[(Tq + U)
+ − [(Tq + U)−]
=V ar[(Tq + U)
+] + V ar[(Tq + U)
−]
+ 2Cov[(Tq + U)
+,−(Tq + U)−]
=V ar[Tq] + V ar[(Tq + U)
−]
+ 2E[(Tq + U)
+ · (−(Tq + U)−)]
− 2E[(Tq + U)+] · E[−(Tq + U)−]
=V ar[Tq] + V ar[(Tq + U)
−]
+ 2E[(Tq + U)
+]E[(Tq + U)
−]
=V ar[Tq] + V ar[(Tq + U)
−] + 2E[Tq]E[−U ]
V ar[U ] =V ar[(Tq + U)
−]− 2E[Tq]E[U ]. (3.14)
Wird Gleichung (3.16) nach E[Tq] aufgelo¨st, resultiert
E[Tq] =
V ar[U ]
2λ(1− ρ) −
V ar[(Tq + U)
−]
2λ(1− ρ) , (3.15)
wobei
E[U ] = −λ(1− ρ)
ist. Gleichung (3.15) kann u¨berfu¨hrt werden in die herko¨mmliche Notation
E[Tq] ≤ E[S] · ρ
1− ρ ·
1
ρ2
SCV [I] + SCV [S]
2
(3.16)
und bildet eine obere Schranke durch die Vernachla¨ssigung des Subtrahenden
in (3.15). Wird die heavy-traffic Annahme genutzt, ergibt sich
E[Tq] ≈ E[S] · ρ
1− ρ ·
SCV [I] + SCV [S]
2
.
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Erweiterung von Kra¨mer/Langenbach-Belz [1976]
Die Formel von Allen und Cunneen wurde in der Folge erweitert und ver-
bessert. Ein Großteil der Verbesserungen bezieht sich auf die stochastische
Variabilita¨t, welche durch den zweiten Term der Formel repra¨sentiert wird.
Kra¨mer und Langenbach-Belz [KLB76] entwickelten einen Korrekturfaktor,
der die stochastische Variabilita¨t mittels einer Fallunterscheidung korrigiert.
Der Korrekturfaktor wurde urspru¨nglich fu¨r G/G/1-Warteschlangensysteme
entwickelt und nutzt als Ausgangspunkt Ergebnisse der Diffusionsapproxima-
tion von Mehrbedienersystemen, die von Heyman [Hey70] vorgestellt wurden.
Da die Approximationsformel sowie die oberen Schranken auf der “heavy traf-
fic” Annahme basieren, fu¨hren die Ergebnisse in Fa¨llen einer mittleren oder
geringen Auslastung unter Umsta¨nden zu Fehlern. Beispielsweise weist die
obere Schranke von Kingman [Kin62b] (3.16)
E[Tq] ≤ E[S] · ρ
1− ρ ·
1
ρ2
SCV [I] + SCV [S]
2
im Fall einer Auslastung von ρ = 0.7 bereits eine Abweichung von 100% auf
[KLB76]. Ausgegangen sind Kra¨mer und Langenbach-Belz von
E[Tq] ≈ E[S] · ρ
1− ρ ·
SCV [I] + SCV [S]
2
· gKLB(ρ, SCV [I], SCV [S]),
wobei gKLB(ρ, SCV [I], SCV [S]) eine noch zu spezifizierende Funktion ist.
Die Approximation der mittleren Wartezeit stammt von Heyman [Hey70]
und besitzt die gleiche Form wie die Formel von Kingman [Kin62a]. Mit Hil-
fe von Simulationsstudien konnten Kra¨mer und Langenbach-Belz den Aus-
gleichsterm bestimmen, der folgende Restriktionen erfu¨llt
i) fu¨r SCV[I]=1 sollte die Polaczek-Khintchin-Formel gKLB(ρ, 1, SCV [S]) =
1 erfu¨llt sein,
ii) aus dem “heavy traffic” Fall sollte gKLB(1, SCV [I], SCV [S]) = 1 re-
sultieren und
iii) fu¨r ein D/D/1-System betra¨gt die Wartezeit gKLB(ρ, 0, 0) < 0.
Eine gute Approximation der mittleren Wartezeit in einem D/M/1-Warte-
schlangensystem ist
E[Tq] ≈ E[S] · ρ
2(1− ρ) · exp
(
−2(1− ρ)
3ρ
)
.
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Fu¨r Erlang-verteilte Anku¨nfte (SCV [I] ≤ 1) resultiert fu¨r
gKLB(ρ, SCV [I], SCV [S]) unter Beru¨cksichtigung aller Restriktionen
gKLB(ρ, SCV [I], SCV [S]) = exp
(
−2(1− ρ)
3ρ
· (1− SCV [I])
b
aSCV [I] + SCV [S]
)
.
a und b seien freie Parameter. Durch Simulationsstudien, die beispielsweise
zur Parametrisierung des Ankunftsstroms die Erlang-Verteilungen E4 und
E2 verwenden, hat sich gezeigt, dass der Korrekturfaktor mit der Wahl von
a = 1 und b = 2 die Gu¨te der Approximationen verbessert.
Ist der Prozess der Zwischenankunftszeiten hyperexponential-verteilt
(SCV [I] ≥ 1) und werden die Restriktionen (i) und (ii) hinzugezogen, ergibt
sich fu¨r den Korrekturfaktor
gKLB(ρ, SCV [I], SCV [S]) = exp
(
−(1 − ρ) (SCV [I]− 1)
c
aSCV [I] + bSCV [S]
)
.
a, b und c sind frei wa¨hlbare Parameter. Vergleiche mit einer Simulationsstu-
die, die H2/D/1-Warteschlangensysteme (SCV [I] = 2) beinhaltet, fu¨hren zu
einer Wahl von a = 1. Wird SCV [I] = 4 gewa¨hlt, resultiert bei Nutzung der
gleichen Fallstudie c = 1. Um den freien Parameter b zu erhalten, wurde ei-
ne Simulationsfallstudie mit H2/M/1-Warteschlangensystemen ausgewertet,
was zu b = 4 fu¨hrte.
Entsprechend der obigen Wahl der Parameter la¨sst sich der Korrekturterm
gKLB(ρ, SCV [I], SCV [S]) beschreiben durch
gKLB(ρ, SCV [I], SCV [S]) = kKLB =
{
exp
(
− 2
3
·
1−ρ
ρ
·
(1−SCV [I])2
SCV [I]+SCV [S]
)
, fu¨r SCV [I] ≤ 1
exp
(
−(1− ρ)
SCV [I]−1
SCV [I]+4SCV [S]
)
, fu¨r SCV [I] > 1.
Zusammenfassend la¨sst sich feststellen, dass der Korrekturfaktor von Kra¨mer
und Langenbach-Belz gute Ergebnisse liefert, wenn sich die quadrierten Va-
riationskoeffizienten der Zwischenankunfts- und Bedienzeiten zwischen
0.25 <SCV [I] ≤ 1.25
0.25 <SCV [S] ≤ 1.25
bewegen [BGMT06].
Eine Erweiterung des Korrekturfaktors auf den Mehrbediener-Fall erfordert
lediglich die Ersetzung von ρ im Fall SCV [I] ≤ 1 durch die Blockierwahr-
scheinlichkeit Pc:
g(ρ, SCV [I], SCV [S]) = kKLB =
{
exp
(
− 2
3
·
1−ρ
Pc
·
(1−SCV [I])2
SCV [I]+SCV [S]
)
, fu¨r SCV [I] ≤ 1
exp
(
−(1− ρ)
SCV [I]−1
SCV [I]+4SCV [S]
)
, fu¨r SCV [I] > 1.
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3.2 Das GX/G(b,b)/c-Warteschlangensystem im Ein-Produktfall
3.2.1 Modellbeschreibung
Fu¨r die Folgen (In)n∈N und (Sn)n∈N wird die i. i. d. Eigenschaft vorausgesetzt.
Die Zwischenankunfts- und Bedienzeiten sind allgemein verteilt und un-
abha¨ngig voneinander. Die Auftra¨ge treten in Gruppen vom UmfangX1, X2, ...
in das Warteschlangensystem ein. Die Zufallsvariablen der Folge (Xn)n∈N be-
sitzen die i. i. d. Eigenschaft und sind identisch verteilt zur Gro¨ße X .
Die Bedienung erfolgt ebenfalls in Gruppen. Die Bedienregel legt die erfor-
derliche Gruppengro¨ße fest, die fu¨r alle c parallel arbeitenden und identischen
Bediener gleich ist. In der Kurznotation der zu untersuchenden Warteschlan-
gensysteme wird die Regel u¨ber das hochgestellte Tupel (a, b) am Vertei-
lungstyp der Bedienzeiten beschrieben. a beschreibt die minimale und b die
maximale Gro¨ße, die die Lose1 aufweisen mu¨ssen, um bearbeitet zu werden.
Die festgelegte Losgro¨ße wird auch Batchgro¨ße genannt. Im GX/G(b,b)/c-
Warteschlangensystem wird gefordert, dass die Batchgro¨ße genau b ∈ N
groß ist. Der Spezialfall b = 1 entspricht der Modellierung eines GX/G/c-
Warteschlangensystems, das zwar Gruppenanku¨nfte, aber keine Gruppenbe-
dienung besitzt.
Ankunftsstrom
Xn b
Warteschlange Bediener
..
. c
Abgangsstrom
Abbildung 3.3: Modell eines Warteschlangensystems mit Gruppenanku¨nften und
-bedienung im Ein-Produktfall
Eine Bedienung kann also erst erfolgen, wenn die no¨tige Batchgro¨ße erreicht
ist. Ist dies nicht der Fall, mu¨ssen die Auftra¨ge solange warten bis ein Los
der Gro¨ße b erzeugt werden kann. Sollten alle Bediener aktiv sein, reiht sich
das Los in die Warteschlange ein. Lose werden nach dem FCFS-Prinzip aus
der Warteschlange ausgewa¨hlt. Wurde ein Los der Gro¨ße b von einem Bedie-
ner vollsta¨ndig bearbeitet, verla¨sst es das Warteschlangensystem als Los der
Gro¨ße b.
1Los und Batch werden im Folgenden synonym verwendet.
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3.2.2 Diffusionsapproximation [1999]
Fu¨r Warteschlangensysteme mit Gruppenanku¨nften und -bedienungen und
beliebigen Verteilungen der Zwischenankunfts- und Bedienzeiten existieren
keine exakten Lo¨sungen der stationa¨ren und transienten Verteilungen der Zu-
standswahrscheinlichkeiten. In [Zis99] wird die Diffusionsapproximation zur
Bestimmung der stationa¨ren Verteilung der Zustandswahrscheinlichkeiten fu¨r
GX/G(b,b)/1-Warteschlangensysteme auf Basis der Arbeiten von Chiamsiri
und Leonard [CL81] weiter entwickelt. Die Idee ist, dass die bisherige Schran-
ke in der Diffusionsapproximation von x = 0 auf x = b− 1 gesetzt wird.
t
x = b− 1
x = b
X(t)
Abbildung 3.4: Brownsche Bewegung mit verschobener absorbierender Schranke
und elementarer Ru¨ckkehr
Beschreibung des diskreten Prozesses (NΣt )t∈R+0
Seien NAt undN
D
t wieder die mit den Folgen (In)n∈N und (Dn)n∈N assoziierten
Za¨hlprozesse, wobei jetzt aber nicht Lose sondern Auftra¨ge geza¨hlt werden.
Entsprechend charakterisiere
NΣt = N
A
t −NDt + n0, n0 = N0
die Anzahl an Auftra¨gen im Warteschlangensystem zum Zeitpunkt t. Die
Zuwa¨chse im Intervall [t, t +∆t] berechnen sich gema¨ß
∆NΣt = ∆N
A
t −∆NDt .
Die Zuwa¨chse besitzen fu¨r das GX/G(b,b)/1-Warteschlangensystem die glei-
chen formalen Eigenschaften wie fu¨r das G/G/1-Warteschlangensystem und
ko¨nnen deshalb auf analoge Weise berechnet werden. Als Hilfsmittel wird die
Wald’sche Gleichung beno¨tigt:
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Satz 3 (Wald’sche Gleichung) [Wald]
Es sei (Ω,F , P ) ein Wahrscheinlichkeitsraum und N und (Xn)n∈N seien
Zufallsvariablen u¨ber einem gemeinsamen Wahrscheinlichkeitsraum. N habe
Werte in N und (Xn)n∈N sei eine Folge von unabha¨ngigen und identisch ver-
teilten Zufallsvariablen mit Werten in R. Außerdem seien N und Xj, j ∈ N,
unabha¨ngig. Es sei
Y (ω) =
N(ω)∑
i=1
Xi(ω) ∀ω ∈ Ω.
Dann gilt:
i) E[Y ] = E[N ] · E[X1], sofern E[N ] <∞ und E[X1] <∞,
ii) V ar[Y ] = E[N ] · V ar[X1] + V ar[N ](E[X1])2, sofern V ar[N ] <∞ und
V ar[X1] <∞.
Die zweite Wald’sche Gleichung ist in der Literatur auch unter dem Namen
Blackwell-Girshick Gleichung bekannt.
Mit Hilfe der Wald’schen Gleichung ergibt sich fu¨r den Erwartungswert des
Prozesses NAt
E[NAt ] = λtE[X ]
und die Varianz
V ar[NAt ] = V ar[X ]λt+ λSCV [I]tE[X ]
2.
Analog lassen sich die Momente fu¨r den Prozess NDt ermitteln, wobei zu
beachten ist, dass die Batchgro¨ße b des Bedieners eine Konstante darstellt
und somit die Varianz 0 besitzt.
E[NDt ] = µtb,
V ar[NDt ] = µt0 + µSCV [S]tb
2 = µSCV [S]tb2.
Um die Parameter α und β zu ermitteln, werden der Erwartungswert und
die Varianz von ∆NΣt berechnet:
E[∆NΣt ] = λ(t+∆t)E[X ]− λtE[X ]− (µ(t+∆t)b− µtb)
= (λE[X ]− µb)∆t := β∆t.
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Um die Varianz von ∆NΣt zu erhalten, bedarf es eines Zwischenschritts:
V ar[∆NAt ] =V ar[N
A
t+∆t]− V ar[NAt ]
=V ar[X ]λ(t +∆t) + λSCV [I](t +∆t)E[X ]2
− (V ar[X ]λt+ λSCV [I]tE[X ]2)
=V ar[X ]λ∆t + λSCV [I]∆tE[X ]2
und
V ar[∆NDt ] =V ar[N
D
t+∆t]− V ar[NDt ]
=µSCV [S](t+∆t)b2 − µSCV [S]tb2
=µSCV [S]∆tb2.
Die Varianz des Prozesses ∆NΣt beziehungsweise der Parameter α kann nun
ermittelt werden:
V ar[∆NΣt ] = V ar[∆N
A
t ] + V ar[∆N
D
t ]
= E[X ]2λSCV [I]∆t + V ar[X ]λ∆t+ µSCV [S]b2∆t
= (E[X ]2λSCV [I] + V ar[X ]λ+ µSCV [S]b2)∆t := α∆t.
Diffusionsapproximation
(1) Ersetzung des diskreten Prozesses (NΣt )t∈R+0 durch einen Prozess
(Xt)t∈R+0
Analog zum Warteschlangenprozess (Nt)t∈R+0 eines G/G/1-Warteschlangen-
systems approximiert die Brownsche Bewegung auch den Prozess (NΣt )t∈R+0
eines GX/G(b,b)/1-Systems:
Xt = n0 + βt+
√
αWt, (3.17)
mit entsprechenden Werten fu¨r α und β.
(2) Bestimmung der stationa¨ren Dichtefunktion des Diffusionspro-
zesses (Xt)t∈R+0
Die bedingte Dichte f(x, t | n0) des Prozesses (Xt)t∈R+ ist gegeben durch
f(x, t | n0) = ∂
∂x
P (Xt ≤ x | X0 = n0)
=
1√
2piαt
exp
(
−(x− n0 − βt)
2
2αt
)
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und ist Lo¨sung der Fokker-Planck-Gleichung, welche sich mit Hilfe von (3.17)
ableiten la¨sst zu:
∂
∂t
f(x, t | n0) = 1
2
α
∂2
∂x2
f(x, t | n0)− β ∂
∂x
f(x, t | n0).
Die Modellierung der absorbierenden Schranke mit elementarer Ru¨ckkehr
aus dem Abschnitt 3.1.2 kann nicht analog u¨bernommen werden. Die Rand-
und Normierungsbedingung mu¨ssen an die Gruppenanku¨nfte und -bedienung
angepasst werden. Die Modifikation der Schranke x = b − 1 fu¨hrt zu den
Randbedingungen
f(b− 1, t | n0) = 0 ∀t > 0,
dRt
dt
=
[
α
2
∂
∂x
f(x, t | n0)− βf(x, t | n0)
]
x=b−1
− ΛRt
und der Normierungsbedingung∫ ∞
b−1
f(x, t | n0)dx+Rt = 1.
Die Fokker-Planck-Gleichung besitzt nun die Form
∂
∂t
f(x, t | n0)− 1
2
α
∂2
∂x2
f(x, t | n0) + β ∂
∂x
f(x, t | n0) = ΛRtδ(x− b).
Durch eine Betrachtung von t→∞ und ρ→ 1 la¨sst sich die Gleichung ana-
log zum Fall in Abschnitt 3.1.2 zu einer gewo¨hnlichen Differentialgleichung
vereinfachen
d
dt
f(x, t | n0)− 1
2
α
d2
dx2
f(x, t | n0) + β d
dx
f(x, t | n0) = ΛRδ(x− b)
mit den Randbedingungen[
α
2
d
dx
f(x | n0)− βf(x | n0)
]
x=b−1
= ΛR und f(x)|x=b−1 = 0,
und der Normierungsbedingung∫ ∞
b−1
f(x | n0)dx+R = 1.
Wird die gewo¨hnliche Differentialgleichung unter Beru¨cksichtigung der Hea-
visidefunktion (3.5) gelo¨st, resultiert fu¨r die Dichte des Ersatzprozesses (Xt)t∈R+0
f(x) =


2Λ
γα
R(e−γ(b−1)eγx − 1) fu¨r b− 1 ≤ x < b
2Λ
γα
R(e−γ(b−1) − e−γ)eγx fu¨r x ≥ b
0 fu¨r x < b− 1
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mit
γ =
2β
α
.
Die Wahrscheinlichkeit, dass der Prozess (Xt)t∈R+0 den Rand x = b − 1 er-
reicht, ist durch R gegeben und la¨sst sich durch Integration der Normierungs-
bedingung bestimmen:
R =
[
2Λ
γα
(
1
γ
eγ(b−1) − 1
γ
− 1
)
+ 1
]−1
.
(3) Diskretisierung des Prozesses (Xt)t∈R+0
In [Zis99] bzw. [Zis09] wurde eine modifizierte Methode von Kobayashi zur
Diskretisierung des Ersatzprozesses (Xt)t∈R+0 verwendet. Sei (pn)n∈N0 der Wahr-
scheinlichkeitsvektor der stationa¨ren Zustandswahrscheinlichkeiten bezogen
auf die Auftra¨ge. Es gilt die Nebenbedingung
∞∑
n=b−1
pn = 1
mit der Folge
pb−1 = 1−
∞∑
n=b
pn.
Die Methode von Kobayashi angewendet auf GX/G(b,b)/c-Warteschlangen-
systeme fu¨hrt zu
pn =
∫ n+1
n
f(x)dx fu¨r n = b, b+ 1, b+ 2, ...
Durch Integration ergibt sich fu¨r den Fall x ≥ b fu¨r den Wahrscheinlichkeits-
vektor (pn)n≥b
pn =
1
γ
2Λ
γα
R
(
ρˆ−(b−1) − 1
ρˆ
)
(ρˆ− 1)ρˆn,
wobei ρˆ = eγ . Wird der ermittelte Vektor (pn)n≥b der stationa¨ren Zustands-
wahrscheinlichkeiten in die Normierungsbedingung eingesetzt, resultiert
pb−1 = 1− 1
γ
2Λ
γα
R(ρˆb−1 − ρˆ)︸ ︷︷ ︸
ρ˜
= 1− ρ˜.
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Im Fall, dass sich mindestens b Auftra¨ge im Warteschlangensystem aufhalten
(NΣ ≥ b), berechnet sich die mittlere Anzahl an Auftra¨gen im Warteschlan-
gensystem durch
E[NΣ | NΣ ≥ b] · P (N ≤ b− 1) =
∞∑
n=b
npn = ρ˜(b+
ρˆ
1− ρˆ).
Ist NΣ < b− 1 gilt fu¨r die Verweilzeit am Rand
Λ =
b
E[X ]
E[I].
Interpretiert beschreibt die Verweilzeit die mittlere Zeit, die vergeht, um ein
vollsta¨ndiges Los fu¨r den Bediener bereitzustellen. Dabei stellt b/E[X ] die
Zeit dar, die maximal vergeht, um ein vollsta¨ndiges Los zu generieren. Der
Fall NΣ ≤ b− 1 kann nun charakterisiert werden durch
E[NΣ | NΣ ≤ b− 1] = b− 1
2
.
(b−1)/2 repra¨sentiert eine obere Schranke. Der Term wird in Abschnitt 3.2.3
hergeleitet.
Die Kennzahl der mittleren Anzahl Auftra¨ge im Warteschlangensystem er-
gibt sich aus den zwei Fa¨llen, indem mit einer Wahrscheinlichkeit von ρ sich
mindestens b Auftra¨ge im Warteschlangensystem aufhalten und mit einer
Wahrscheinlichkeit von 1−ρ sich weniger als b Auftra¨ge im Warteschlangen-
system befinden. Entsprechend resultiert
E[NΣ] =
b− 1
2
(1− ρ) + ρ˜
(
b+
ρˆ
1− ρˆ
)
ρ
=
b− 1
2
+ ρ
[
ρ˜ρˆ
1− ρˆ + ρ˜b−
b− 1
2
]
.
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3.2.3 Approximationsformel von Allen und Cunneen [2006]
In [Han06] wurde die Formel von Allen und Cunneen fu¨r die Anwendung auf
allgemeine Warteschlangensysteme mit Gruppenanku¨nften und -bedienung
weiterentwickelt. Die Grundidee der Modifikation besteht darin, dass zuna¨chst
Lose der Gro¨ße b in einem vorgeschalteten Bereich des Warteschlangensys-
tems erzeugt und anschließend demWarteschlangensystem zugefu¨hrt werden.
Der Sinn der Modifikation besteht darin, dass lediglich der Eingangsstrom
angepasst und die mittlere Anzahl Auftra¨ge im Batching-Bereich berechnet
werden muss, um die Approximationsformel anwenden zu ko¨nnen. Der Rest-
Bereich ahmt das Arbeitsprinzip eines G/G/c-Warteschlangensystems nach,
indem die zuvor im Batching-Bereich erzeugten Lose wie einzelne Auftra¨ge
behandelt werden.
Ankunftsstrom
I
Xn
Batching-Bereich
I I∗
Rest-Bereich
b
Warteschlange Bediener
..
. c
Abgangsstrom
Abbildung 3.5: Modell eines Warteschlangensystems mit Gruppenanku¨nften und
-bedienung mit Batching- und Rest-Bereich
Stochastischer Prozess zur Beschreibung der Anzahl Auftra¨ge im
Batching-Bereich
Zuna¨chst wird fu¨r den Batching-Bereich die mittlere Anzahl wartender Auf-
tra¨ge ermittelt. Sei Z∗n die Anzahl Auftra¨ge im Batching-Bereich unmittelbar
nach Ankunft des n-ten Loses, n ∈ N. Dann gilt:
Z∗n = (Z
∗
n−1 +Xn) mod b, n ∈ N mit Z∗0 = 0.
Die Rekursionsgleichung ermittelt die Anzahl Auftra¨ge, die nach der Losbil-
dung jeweils u¨brig bleiben. Demnach gilt Z∗n < b. Wird nun Z
∗ = (Z∗n)n∈N
betrachtet, so stellt Z∗ eine homogene Markov-Kette mit Zustandsraum
E = {0, 1, ..., b− 1} dar. Ihre U¨bergangswahrscheinlichkeiten berechnen sich
gema¨ß
qi := P (X = i mod b) mit i ∈ E.
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Die U¨bergangsmatrix Q = (pij)0<i,j≤b−1 ist doppelt stochastisch und besitzt
die Form
Q =


q0 q1 q2 · · · qb−2 qb−1
qb−1 q0 q1 · · · qb−3 qb−2
qb−2 qb−1 q0 · · · qb−4 qb−3
...
...
...
...
...
q1 q2 q3 · · · qb−1 q0

 .
Mit Hilfe der n-Schritt-U¨bergangsmatrix Q(n) := Qn fu¨r n ∈ N ko¨nnen an-
schließend die zu Z∗ geho¨renden A¨quivalenzklassen (im Sinne von Kommu-
nikationsklassen) bestimmt werden, die mit M1, ...,Mk bezeichnet werden.
Durch Zeilen- und Spaltenvertauschung kann Q in eine Block-Diagonal-Form
transformiert werden
Q′ =


Q1
Q2
. . .
Qk

 .
Die Blo¨cke bilden die jeweiligen A¨quivalenzklassen ab und sind wieder dop-
pelt stochastisch. Da das zu untersuchende Warteschlangensystem anfangs
leer ist, wird ausschließlich die zu i1 = 0 geho¨rende A¨quivalenzklasse M1 =
{i1, ..., il} mit i1 = 0 betrachtet. Die A¨quivalenzklasse, die die 0 entha¨lt,
besitzt die Form {0, d, 2d, ...} mit einer ganzzahligen positiven Zahl d. Um
M1 zu ermitteln, wird die Erreichbarkeitsmatrix R = (rij)0≤i,j≤b−1 der Q
(n)-
U¨bergangsmatrizen fu¨r n = 1, ..., b− 1 und deren zugeho¨rige gerichtete Gra-
phen bestimmt
rij =


1⇔ ∃n ∈ {1, ..., b− 1} : qnij > 0,
1 fu¨r i = j,
0 sonst.
Die Grenzverteilung der in der Klasse M1 startenden Markovkette Z
∗ ist die
invariante Verteilung fu¨r Q1. Da Q1 doppelt stochastisch ist, wird diese Ver-
teilung durch einen konstanten Vektor, also (i1/l, ..., il/l) charakterisiert. Im
na¨chsten Schritt wird Z∗ als eingebettete Sprungkette eines zeitkontinuierli-
chen Prozesses fungieren, von dem sich herausstellen wird, dass er ebenfalls
(i1/l, ..., il/l) als Grenzverteilung besitzt.
Sei nun T ∗n der Ankunftszeitpunkt der n-ten Gruppe von Auftra¨gen. T
∗
n
genu¨gt der Rekursion
T ∗n = In + T
∗
n−1, n ∈ N, mit T ∗0 = 0,
37
wobei In die Zwischenankunftszeit zwischen der n-ten und (n−1)-ten Grup-
pe beschreibt. Das Tupel (Z∗, T ∗) = (Z∗n, T
∗
n)n∈N ist ein Markovscher Erneue-
rungsprozess.
Fu¨r eine kontinuierliche Beobachtung desGX/G(b,b)/c-Warteschlangensystems
genu¨gt es nicht, den Prozess Z∗ zu betrachten. Es muss der zeitstetige rege-
nerative Prozess Z = (Zt)t∈R+0 mit
Zt = Z
∗
n fu¨r T
∗
n ≤ t < T ∗n+1 und t ∈ R+0
betrachtet werden, der die gleiche Grenzverteilung wie Z∗ aufweist, da die
Zwischenankunftszeiten In nicht vom aktuellen Zustand Z
∗
n der eingebette-
ten Sprungkette abha¨ngen. Abbildung 3.6 verdeutlicht den Zusammenhang
zwischen den Prozessen Z∗ und Z = (Zt)t∈R+0 bezu¨glich der Grenzverteilung.
t
Zt
In−1 In In+1
Tn−2
Tn−1
Tn
Tn+1
b
Z∗n−1
Z∗n
Z∗n+1
Abbildung 3.6: Zusammenhang zwischen Zt und Z∗n
Es folgt:
E[Z∞] = lim
t→∞
E[Zt] =
i1 + i2 + ... + il
l
.
Existiert nur eine A¨quivalenzklasse mit M1 = E, so gilt
E[Z∞] =
b−1∑
i=0
i
b
=
b(b− 1)
2b
=
b− 1
2
. (3.18)
Der Term (3.18) stellt fu¨r die mittlere Anzahl Auftra¨ge im Batching-Bereich
eine obere Schranke dar. Im Fall mehrerer A¨quivalenzklassen repra¨sentiert
(3.18) weiterhin eine obere Schranke.
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Das folgende Beispiel soll die zuvor erla¨uterten Schritte der Beschreibung des
stochastischen Prozesses zur Bestimmung der mittleren Anzahl Auftra¨ge im
Batching-Bereich veranschaulichen.
Seien
b = 6 Losgro¨ße,
P (X = 2) = 1
3
, P (X = 10) = 2
3
Wahrscheinlichkeit fu¨r das Eintreffen der
Gruppen der Gro¨ße Xn.
Die homogene Markov-Kette Z∗ hat den Zustandsraum E = {0, 1, ..., 5}. Die
U¨bergangswahrscheinlichkeiten berechnen sich durch
qi = P (X = i mod b) und sind fu¨r das Beispiel:
q0 = P (X = 0 mod 6) = 0
q1 = P (X = 1 mod 6) = 0
q2 = P (X = 2 mod 6) =
1
3
q3 = P (X = 3 mod 6) = 0
q4 = P (X = 4 mod 6) =
2
3
= P (X = 10 mod 6)
q5 = P (X = 5 mod 6) = 0.
Die U¨bergangsmatrix Q ist dann entsprechend gegeben durch
Q =


0 0 1
3
0 2
3
0
0 0 0 1
3
0 2
3
2
3
0 0 0 1
3
0
0 2
3
0 0 0 1
3
1
3
0 2
3
0 0 0
0 1
3
0 2
3
0 0

 .
Im na¨chsten Schritt werden die n-Schritt-U¨bergangsmatrizen Qn mit n =
1, 2, ..., 5 bestimmt, wobei Q1 = Q ist.
Q2 =


4
9
0 4
9
0 1
9
0
0 4
9
0 4
9
0 1
9
1
9
0 4
9
0 4
9
0
0 1
9
0 4
9
0 4
9
4
9
0 1
9
0 4
9
0
0 4
9
0 1
9
0 4
9


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Q3 =


1
3
0 2
9
0 4
9
0
0 1
3
0 2
9
0 4
9
4
9
0 1
3
0 2
9
0
0 4
9
0 1
3
0 2
9
2
9
0 4
9
0 1
3
0
0 2
9
0 4
9
0 1
3


Q4 =


8
27
0 11
27
0 8
27
0
0 8
27
0 11
27
0 8
27
8
27
0 8
27
0 11
27
0
0 8
27
0 8
27
0 11
27
11
27
0 8
27
0 8
27
0
0 11
27
0 8
27
0 8
27


Q5 =


10
27
0 8
27
0 1
3
0
0 10
27
0 8
27
0 1
3
1
3
0 10
27
0 8
27
0
0 1
3
0 10
27
0 8
27
8
27
0 1
3
0 10
27
0
0 8
27
0 1
3
0 10
27


Zur Bestimmung der Anzahl der A¨quivalenzklassen werden die Zeilen und
Spalten der U¨bergangsmatrixQ so vertauscht, so dassQ eine Block-Diagonal-
Form annimmt. Beispielsweise ko¨nnen zuna¨chst die 3., 5. und 6. Spalte an
die Spaltenpositionen 1, 2 und 3 und die Spalten 1, 2 und 4 auf die Spalten-
positionen 4, 5 und 6 verschoben werden. Dann wird die 2. mit der 5. Zeile
und anschließend die 3. mit der 4. Spalte vertauscht. Die Matrix Q′ besitzt
die Form
Q′ =


1
3
2
3
0
2
3
0 1
3
0
0 1
3
2
3
1
3
2
3
0
0 2
3
0 1
3
0 1
3
2
3


.
Da die Matrix Q′ zwei Blockmatrizen beinhaltet, existieren also zwei A¨qui-
valenzklassen. Dies ist leicht einsehbar, wenn die Matrix Q als Graph mit
gerichteten Kanten dargestellt wird.
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01
2
3
4
5
Abbildung 3.7: Graph zur U¨bergangsmatrix Q′
Die zwei zu Q′ geho¨renden A¨quivalenzklassen werden in Abbildung 3.7 wie-
dergegeben. Im letzten Schritt wird die A¨quivalenzklasse M1 = {i1, i2, i3}
bestimmt. Dazu wird die Erreichbarkeitsmatrix R ermittelt, welche die Form
R =


1 0 1 0 1 0
0 1 0 1 0 1
1 0 1 0 1 0
0 1 0 1 0 1
1 0 1 0 1 0
0 1 0 1 0 1


hat. In diesem Beispiel genu¨gt es, die Matrix Q zu untersuchen, da sich
die Struktur der n-Schritt-U¨bergangsmatrizen Qn, n = 2, ..., b − 1, nicht
vera¨ndert (Homogenita¨t).
Die Berechnung mittels Hardamard-Produkt von R×RT ergibt in dem Bei-
spiel wieder R. Die erste Zeile beziehungsweise Spalte der Erreichbarkeits-
matrix R besitzt von Null verschiedene Eintra¨ge auf den Positionen 0, 2 und
4. Also ist M1 = {0, 2, 4} und fu¨r den Prozess der mittleren Anzahl Auftra¨ge
im Batching-Bereich resultiert
E[Z∞] = lim
t→∞
E[Zt] =
0 + 2 + 4
3
= 2 ≤ b− 1
2
= 2.5.
Modifikation fu¨r den Rest-Bereich
Im zweiten Schritt wird die Anzahl Auftra¨ge im Rest-Bereich bezogen auf
die fertigen Lose ermittelt. Da der Rest-Bereich ein G/G/c-Warteschlangen-
system imitieren soll, ist es notwendig den quadrierten Variationskoeffizien-
ten der Zwischenankunftszeiten der in den Rest-Bereich eintretenden Lose,
SCV [I∗], zu ermitteln.
Sei (Nt)t∈R+0 der Za¨hlprozess, der die Anzahl der eintretenden Gruppen in
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den Rest-Bereich im Zeitintervall [0, t] za¨hlt. Die eintretenden Gruppen wur-
den zuvor im Batching-Bereich neu zusammengestellt. Um die Maßzahlen
Erwartungswert und Varianz des Za¨hlprozesses zu bestimmen, wird der Satz
u¨ber das asymptotische Verhalten von Erneuerungsprozessen (Satz 2, Seite
16) genutzt.
Nt ist asymptotisch normalverteilt und besitzt den Erwartungswert
E[Nt] =
t
E[I]
= λt (3.19)
und die Varianz
V ar[Nt] =
V ar[I]
(E[I])3
t =
1
E[I]
· V ar[I]
E[I]2
t = λSCV [I]t. (3.20)
Damit ist der stochastische Prozess (Nt)t∈R+0 fu¨r unsere Zwecke hinreichend
beschrieben. Im na¨chsten Schritt wird die tatsa¨chliche Anzahl der Auftra¨ge
im Rest-Bereich ermittelt, da der Za¨hlprozess (Nt)t∈R+0 nur die Anzahl der
eintretenden Gruppen bestimmt.
Sei (NΣt )t∈R+0 die Summe aller eingetroffenen Auftra¨ge im Zeitintervall [0, t]
mit
NΣt =
Nt∑
i=1
Xi,
wobei Xi die urspru¨ngliche Eingangsgruppengro¨ße angibt. Der Erwartungs-
wert und die Varianz des Za¨hlprozesses (NΣt )t∈R+0 werden mit Hilfe der
Wald’schen Gleichung (Satz 3, Seite 31) berechnet.
Fu¨r den Za¨hlprozess (NΣt )t∈R+ gilt also mit den Gleichungen (3.19) und (3.20)
E[NΣt ] = E[Nt] · E[X ] = λtE[X ] (3.21)
und
V ar[NΣt ] = E[Nt] · V ar[X ] + V ar[Nt] · (E[X ])2
= λt · V ar[X ] + λSCV [I]t · (E[X ])2
= λt(V ar[X ] + SCV [I] · (E[X ])2)
= λt
(
V ar[X ] · (E[X ])2
(E[X ])2
+ SCV [I] · (E[X ])2
)
= λt(E[X ])2
(
V ar[X ]
(E[X ])2
+ SCV [I]
)
= λt(E[X ])2(SCV [X ] + SCV [I]). (3.22)
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So wie der Za¨hlprozess (Nt)t∈R+0 beno¨tigt wurde, um den Za¨hlprozess (N
Σ
t )t∈R+0
zu beschreiben, wird (NΣt )t∈R+0 beno¨tigt, um die Maßzahlen des Za¨hlprozesses
(N∗t )t∈R+0 zu ermitteln. (N
∗
t )t∈R+0 charakterisiert die Anzahl der eintretenden
Lose der Gro¨ße b in den Rest-Bereich.
Zuna¨chst wird zur Bestimmung der Maßzahlen fu¨r den Za¨hlprozess (N∗t )t∈R+0
der Satz u¨ber das asymptotische Verhalten von Erneuerungsprozessen ver-
wendet. Fu¨r die Zwischenankunftszeiten der Lose (I∗n)n∈N gelten die gleichen
Annahmen wie fu¨r die Zwischenankunftszeiten der Gruppen (In)n∈N bezogen
auf das gesamte Warteschlangensystem. Der Erwartungswert der i. i. d. Folge
(I∗n)n∈N ist positiv und existiert (0 < E[I
∗] < ∞). Die Ankunftsrate ergibt
sich aus λ∗ = 1/E[I∗] und der quadrierte Variationskoeffizient ist endlich,
SCV [I∗] < ∞. Fu¨r den Erwartungswert und die Varianz resultiert fu¨r den
Za¨hlprozess (N∗t )t∈R+0 mit Hilfe des Satzes 2
E[N∗t ] = λ
∗t (3.23)
und
V ar[N∗t ] = λ
∗SCV [I∗]t. (3.24)
Jedoch sind die Ankunftsrate λ∗ und der quadrierte Variationskoeffizient
SCV [I∗] der Lose im Rest-Bereich nicht bekannt. Der Erwartungswert und
die Varianz des Prozesses (N∗t )t∈R+0 lassen sich approximativ mit Hilfe von
(3.21) und (3.22) beschreiben, indem der Erwartungswert und die Varianz
des Prozesses NΣt ins Verha¨ltnis zur Losgro¨ße b gesetzt werden
E[N∗t ] ≈ E
[
1
b
NΣt
]
=
1
b
E[NΣt ] =
1
b
· λtE[X ] = λtE[X ]
b
(3.25)
V ar[N∗t ] ≈ V ar
[
1
b
NΣt
]
=
1
b2
V ar[NΣt ]
=
1
b2
λt(E[X ])2(SCV [X ] + SCV [I])
=
(
(E[X ])
b
)2
· λt(SCV [X ] + SCV [I]). (3.26)
Werden nun die Gleichungen (3.23) und (3.25) gleichgesetzt und nach λ∗
aufgelo¨st, kann λ∗ approximativ bestimmt werden
λ∗ ≈ λE[X ]
b
. (3.27)
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Um den quadrierten Variationskoeffizienten SCV [I∗] zu erhalten, werden nun
die Gleichungen (3.24) und (3.26) gleichgesetzt und nach SCV [I∗] aufgelo¨st
λ∗SCV [I∗]t ≈
(
E[X ]
b
)2
λt(SCV [X ]− SCV [I])
λ
E[X ]
b
SCV [I∗]t
(3.27)≈
(
E[X ]
b
)2
λt(SCV [X ]− SCV [I])
SCV [I∗] ≈ E[X ]
b
(SCV [X ] + SCV [I]). (3.28)
Die Auslastung ρ∗ des gesamten Warteschlangensystems bezogen auf Lose
berechnet sich gema¨ß
ρ∗ =
λ∗
cµ
≈ λE[X ]E[S]
bc
. (3.29)
E[Nq]G/G/c(ρ
∗, SCV [I∗], SCV [S]) beschreibt die mittlere Anzahl Auftra¨ge in
der Warteschlange des Rest-Bereichs und beinhaltet die zuvor erla¨uterten
Modifikationen. Da die Lose nun jedoch als einzelne Auftra¨ge im Rest-Bereich
behandelt werden, muss E[Nq]G/G/c(ρ
∗, SCV [I∗], SCV [S]) noch mit der Los-
gro¨ße b multipliziert werden, um die tatsa¨chliche Anzahl Auftra¨ge darzustel-
len
b ·E[Nq]G/G/c(ρ
∗, SCV [I∗], SCV [S]) ≈ b ·
ρ · C(c, ρ∗)
1− ρ∗
(
SCV [I∗] + SCV [S]
2
)
· kKLB
mit
kKLB ≈

 exp
(
−2
3
· 1−ρ∗
C(c,ρ∗)
· (1−SCV [I∗])2
SCV [I∗]+SCV [S]
)
, fu¨r SCV [I∗] ≤ 1
exp
(
−(1− ρ∗) SCV [I∗]−1
SCV [I∗]+4SCV [S]
)
, fu¨r SCV [I∗] > 1.
Die mittlere Anzahl Lose, welche sich in Bedienung des Rest-Bereichs befin-
den, werden ebenfalls mit der Losgro¨ße multipliziert. Anschließend wird der
Term zu E[Nq]G/G/c(ρ
∗, SCV [I∗], SCV [S]) hinzu addiert und wir erhalten
approximativ fu¨r die mittlere Anzahl Auftra¨ge im Rest-Bereich
E[Nq] ≈ b · E[Nq]GI/GI/c(ρ∗, SCV [I∗], SCV [S]) + bcρ∗. (3.30)
Korrekturterm E[Y∞]
Es besteht die Notwendigkeit einen Korrekturterm fu¨r die Ermittlung der
mittleren Anzahl Auftra¨ge im Rest-Bereich einesGX/G(b,b)/c-Warteschlangen-
system einzufu¨hren. Sind zum Beispiel die Zwischenankunfts- und Bedien-
zeiten konstant, was einem DX/D(b,b)/c-System entspricht, gelten fu¨r die
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Varianzen V ar[I∗] = V ar[S] = 0. Daraus folgt, dass SCV [I∗] = SCV [S] = 0
ist, so dass sich wegen
E[Nq] ≈ b · ρ
∗ · C(c, ρ∗)
1− ρ∗
(
SCV [I∗] + SCV [S]
2
)
· kKLB (3.31)
keine Auftra¨ge in der Warteschlange des Rest-Bereichs befinden. Das stimmt
jedoch fu¨r den Fall E[X ] > bc nicht. Ist die mittlere Eingangsgruppengro¨ße
gro¨ßer als bc, befinden sich Lose der Gro¨ße b in der Warteschlange da die
Bediener nicht alle eingehenden Lose gleichzeitig bearbeiten ko¨nnen.
b = 2
2b
3b
X
t2 4 6 8
6 5 4 5
0
1
2
3
4
Nq(t)
...
...
...
Zuga¨nge
Abga¨nge
Abbildung 3.8: Anzahl Lose im DX/D(2,2)/2-System im zeitlichem Verlauf
Abbildung 3.8 verdeutlicht die Ungenauigkeit der Approximationsformel
(3.31) fu¨r das DX/D(2,2)/2-System mit konstanten Zwischenankunftszeiten
E[I] = 2 und konstanten Bedienzeiten E[S] = 3. Die mittlere Eingangsgrup-
pengro¨ße betra¨gt E[X ] = 5 und die Losgro¨ße besitzt den Wert b = 2. Es
ist also E[X ] > b · c. In der Abbildung 3.8 ist erkennbar, dass die Anzahl
Auftra¨ge in der Warteschlange zum Zeitpunkt t = 2 nicht mehr 0 ist. Es baut
sich im zeitlichen Verlauf eine Warteschlange auf im Widerspruch zu Formel
(3.31).
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Fu¨r die folgende Argumentation sei Xn/bc ∈ N vorausgesetzt. Außerdem
sei vereinbart, dass alle c Bediener mit der Bearbeitung der Lose gleichzeitig
beginnen, sowie dass die Bearbeitung der Lose zum gleichen Zeitpunkt endet.
Nach dem Eintreffen der Eingangsgruppen der Gro¨ße Xn werden zuna¨chst
Xn/bc-Lose erzeugt und nacheinander an die Bedienstation weitergeleitet.
Die Lose, die sich nicht in Bedienung befinden, warten in der Warteschlange.
Sei (Yt)t∈R+0 der stochastische Prozess, der die Anzahl der Lose in der War-
teschlange im Rest-Bereich zum Zeitpunkt t beschreibt. (Yt)t∈R+0 ist ein re-
generativer stochastischer Prozess mit dem Zustandsraum E = N0.
Ein regenerativer Prozess ist wie folgt definiert:
Definition 1 (Regenerativer stochastischer Prozess)
Ein stochastischer Prozess Z = (Ω,F , P, (Xt)t∈T ) mit Werten in einem Mess-
raum (E, E) heißt regenerativer stochastischer Prozess, falls es einen Erneue-
rungsprozess (Sn)n∈N0 mit den Lebensdauern Y1, Y2, ... gibt, so dass folgende
Bedingungen
i) ∀n ∈ N0 sind ((Zt+Sn)t∈T , (Yk)k>n) und ((Zt)t∈T∩[0,Sn), S0, S1, ..., Sn)
stochastisch unabha¨ngig und
ii) die Prozesse ((Zt+Sn)t∈T , (Yk)k>n) besitzen die gleiche Verteilung mit
n ∈ N0
erfu¨llt sind.
Der Prozess (Yt) besitzt die Regenerationszeitpunkte
T ∗n =
n∑
i=1
Ii mit n ∈ N0.
Das Grenzverhalten des regenerativen stochastischen Prozesses (Yt)t∈R+0 la¨sst
sich mit Hilfe von Satz 4 und Satz 5 bestimmen. Satz 4 gibt an, dass das
langfristige zeitliche Mittel regenerativer Prozesse unter leichten Vorausset-
zungen existiert.
Satz 4
Sei Z = (Ω,F , P, (Zt)t∈R+0 ) ein messbarer regenerativer Prozess mit dem
zugeho¨rigen Zustandsraum (E, E) sowie f : E → R+0 eine messbare Funktion.
Weiter sei (Sn)n∈N0 ein eingebetteter Erneuerungsprozess. Sei E[S1] <∞ von
S1 und
E
[∫ S1
0
f(Zs)ds
]
<∞.
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Dann gilt:
lim
t→∞
1
t
∫ t
0
f(Zs)ds =
E
[∫ S1
0
f(Zs)ds
]
E[S1]
P-f.s.
Der folgende Satz erla¨utert dann, dass ein regenerativer stochastischer Pro-
zess mit einem eingebettetem Erneuerungsprozess unter bestimmten Voraus-
setzungen ein Grenzverhalten besitzt.
Satz 5 (Grenzverhalten)
Es sei Z ein zeitstetiger regenerativer stochastischer Prozess mit Zustands-
raum (E, E) und eingebettetem Erneuerungsprozess (Sn)n∈N. Ist S1 nicht
arithmetisch verteilt mit Erwartungswert E[S1] < ∞ und sind die Abbil-
dungen t 7→ P (Zt ∈ A, S1 > t) uneigentlich Riemann-intergrierbar, dann
gilt
Zt
d→ Z∗.
Existiert zusa¨tzlich zu den Voraussetzungen von Satz 5 noch E[Z∗] fu¨r eine
messbare Funktion f : E → R+0 , so existiert auch das langfristige Zeitmittel
aus Satz 4 und es gilt die Formel
”
Zeitmittel gleich Raummittel”. Das heißt
lim
t→∞
1
t
∫ t
0
Zsds = lim
t→∞
E[Zt] = E[Z
∗]. (3.32)
Fu¨r den Warteschlangenprozess (Yt)t∈R+0 folgt mit f als Identita¨t
E[Y∞] = lim
t→∞
E[Yt] = E
[∫ I1
0
Ysds
]
1
E[I1]
= E

(Xn/(bc))−1∑
i=1
ibcSi

 1
E[I]
= E

bc (Xn/(bc))−1∑
i=1
i

 E[S1]
E[I]
= E
[
X2
bc
−X
]
1
2
E[S]
E[I]
=
(
E[X2]
bc
− E[X ]
)
1
2
E[S]
E[I]
=
(
E[X2]
E[X ]
− bc
)
1
2
λE[X ]
bc
E[S]
=
(
E[X2]
E[X ]
− bc
)
ρ∗
2
. (3.33)
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Mit diesem Term kann die Genauigkeit der Formel (3.30) im Fall (E[X2]/E[X ]−
bc) > 0 deutlich verbessert werden. Das obige Ergebnis wird auch im Fall
Xn/bc ∈ R+ angewendet. Die mittlere Anzahl Auftra¨ge fu¨r das gesamte
GX/G(b,b)/c-Warteschlangensystem resultiert entsprechend aus
E[N ] ≈
{
E[Z∞] + b ·E[Nq]G/G/c(ρ
∗, SCV [I∗], SCV [S]) + bcρ∗ + E[Y∞],
(
E[X2]
E[X]
− bc
)
> 0
E[Z∞] + b ·E[Nq]G/G/c(ρ
∗, SCV [I∗], SCV [S]) + bcρ∗,
(
E[X2]
E[X]
− bc
)
≤ 0.
Zu bemerken ist noch, dass die Formel im Fall GX/M/1 exakt ist.
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3.3 Das GX/G(b,b)/c-Warteschlangensystem im Mehr-Produktfall
3.3.1 Modellbeschreibung
Das zuvor betrachtete GX/G(b,b)/c-Warteschlangensystem kann um k =
1, 2, ..., K unterschiedliche Produktklassen mit unterschiedlichen Eingangs-
gruppengro¨ßen erweitert werden. Die Zwischenankunfts- und Bedienzeiten
sind beliebig verteilt und voneinander unabha¨ngig. Zudem besitzt jede Pro-
duktklasse eigene spezifische Zwischenankunfts- und Bedienzeiten. Es wird
die Annahme getroffen, dass die i. i. d. Folgen (I
(k)
n )n∈N und (S
(k)
n )n∈N zwischen
den Produktklassen paarweise stochastisch unabha¨ngig sind. Die Auftra¨ge ei-
ner Produktklasse k treten in Gruppen in das Warteschlangensystem ein und
werden durch Produktklassen-spezifische Zufallsvariablen X(k) beschrieben.
Eine Zufallsvariable X(k) ist positiv und ganzzahlig. Fu¨r X(k) wird ebenfalls
vorausgesetzt, dass die Eingangsgruppengro¨ßen unterschiedlicher Produkt-
klassen paarweise stochastisch unabha¨ngig sind. Fu¨r jede Produktklasse ist
eine individuelle Bedienregel hinterlegt, welche die Batchgro¨ße b(k) reguliert.
Wurde ein Los der Gro¨ße b(k) erzeugt, kann dieses von einem der c identi-
schen und parallel arbeitenden Bedienern behandelt werden. Es wird fest-
gelegt, dass alle Bediener Lose aller Produktklassen verarbeiten ko¨nnen. Ist
die notwendige Batchgro¨ße nicht erreicht, mu¨ssen die Auftra¨ge vom Typ k
warten, bis ausreichend viele Auftra¨ge gleichen Typs in das Warteschlangen-
system eingetreten sind, um ein Los zu erzeugen. Das Mischen von Auftra¨gen
unterschiedlichen Typs innerhalb eines Loses ist nicht zula¨ssig. Erst nach ei-
ner erfolgreichen Generierung eines Loses kann eine Bedienung durch einen
Bediener erfolgen. Sind alle Bediener aktiv, reihen sich die generierten Lo-
se in die Warteschlange ein. Die Lose werden von den Bedienern nach dem
FCFS-Prinzip aus der Warteschlange ausgewa¨hlt. Ein vollsta¨ndig bearbei-
tetes Los verla¨sst anschließend das Warteschlangensystem.
Ankunftsstrom
X1
..
.
XK
..
.
b1
bK
Warteschlange Bediener
..
. c
Abgangsstrom
Abbildung 3.9: Modell eines Warteschlangensystems mit Gruppenanku¨nften und
-bedienung im Mehr-Produktfall
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3.3.2 Approximationsformel von Allen und Cunneen [2007]
In [Gro¨07] wurde die Formel von Allen und Cunneen fu¨r Warteschlangen-
systeme mit Gruppenanku¨nften und -bedienung im Mehr-Produktfall entwi-
ckelt. Dazu wurde die Grundidee, welche in [Han06] erla¨utert wird, aufgegrif-
fen. Die Struktur des zu untersuchenden Warteschlangensystems besteht aus
einem Batching- und einem Rest-Bereich. Im Batching-Bereich werden die
Auftra¨ge, welche unterschiedlichen Produktklassen angeho¨ren, zu Losen zu-
sammengestellt. Die Lose sind sortenrein und werden in den Rest-Bereich
weitergeleitet. Der Rest-Bereich imitiert das Arbeitsprinzip eines G/G/c-
Warteschlangensystems.
Die Schwierigkeit die Formel von Allen und Cunneen auf ein GX/G(b,b)/c-
Warteschlangensystem im Mehr-Produktfall anzuwenden besteht in der Mo-
difikation der Produktklassen-abha¨ngigen Parameter. Die Modifikation um-
fasst die Maße der Zwischenankunfts- und Bedienzeiten, die Auslastung und
die Batchgro¨ßen. Die allgemeine Idee der Modifikation ist, dass die gemittel-
ten Maße durch das Verha¨ltnis der Ankunftsrate einer Produktklasse k zur
Gesamtankunftsrate λΣ gewichtet werden.
Ankunftsstrom
I(1)
X(1)
I(K)
..
.
X(K)
Batching-Bereich
..
.
..
.
Rest-Bereich
I∗(1)
b(1)
I∗(K)
b(K)
IΣ
Warteschlange Bediener
..
. c
Abgangsstrom
Abbildung 3.10:Modell eines Warteschlangensystems mit Gruppenanku¨nften und
-bedienung im Mehr-Produktfall
Im Folgenden wird die Herleitung des stochastischen Prozesses (ZΣt )t∈R+ kurz
beschrieben. Anschließend werden die gemittelten Maße Gesamtankunftsrate
λΣ, Gesamtauslastung ρΣ, mittlere Losgro¨ße bΣ, sowie die quadrierten Varia-
tionskoeffizienten der mittleren Bedienzeiten SCV [SΣ] und der Zwischenan-
kunftszeit der Lose SCV [IΣ] hergeleitet.
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Herleitung des stochastischen Prozesses zur Beschreibung der An-
zahl Auftra¨ge im Batching-Bereich
Da die Zwischenankunftszeiten unterschiedlicher Produktklassen als paar-
weise stochastisch unabha¨ngig angenommen werden, sind die Vorga¨nge der
Batch-Erzeugungen der unterschiedlichen Produktklassen ebenfalls paarwei-
se stochastisch unabha¨ngig. Der stochastische Prozess Z
(k)
t beschreibt die
Anzahl von Auftra¨gen des Typs k zum Zeitpunkt t im Batching-Bereich des
Warteschlangensystems und la¨sst sich analog zum Abschnitt 3.2.3 fu¨r jede
Produktklasse k berechnen
E[Z(k)∞ ] = lim
t→∞
E[Z
(k)
t ] =
(i
(k)
1 + i
(k)
2 + ... + i
(k)
l )
l
. (3.34)
Sollte nur eine A¨quivalenzklasse existieren, also M
(k)
1 = E
(k), dann gilt
E[Z(k)∞ ] =
b(k)−1∑
i=0
i
b(k)
=
b(k)(b(k) − 1)
2b(k)
=
b(k) − 1
2
. (3.35)
Bei mehr als einer A¨quivalenzklasse gilt in (3.35) keine Gleichheit mehr, aber
immer noch (b(k)− d)/2 ≤ (b(k)− 1)/2. (b(k)− 1)/2 charakterisiert eine obere
Schranke.
Da sich der Prozess Z
(k)
t fu¨r jede Produktklasse k beschreiben la¨sst, resultiert
die Gesamtanzahl Auftra¨ge im Batching-Bereich durch
E[ZΣ∞] =
K∑
k=1
E[Z(k)∞ ]. (3.36)
Ein Beispiel, das zwei Produktklassen verwendet, soll das Vorgehen verdeut-
lichen. Seien fu¨r die Produktklasse 1 wie in Abschnitt 3.2.3
b(1) = 6 Losgro¨ße,
P (X(1) = 2) = 1
3
,
P (X(1) = 10) = 2
3
Wahrscheinlichkeit fu¨r das Eintreffen
der Gruppen der Gro¨ße X
(1)
n
und fu¨r die Produktklasse 2
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b(2) = 3 Losgro¨ße,
P (X(2) = 3) = 1
6
,
P (X(2) = 1) = 1
3
,
P (X(2) = 2) = 1
2
Wahrscheinlichkeit fu¨r das Eintreffen
der Gruppen der Gro¨ße X
(2)
n
gegeben. Die mittlere Anzahl Auftra¨ge der ersten Produktklasse im Batching-
Bereich wurde bereits ermittelt
E[Z(1)∞ ] = lim
t→∞
E[Z
(1)
t ] = 2.
Fu¨r die zweite Produktklasse besitzt die homogene Markov-Kette Z∗(2) den
Zustandsraum E(2) = {0, 1, 2} und die U¨bergangswahrscheinlichkeiten
(2)q0 = P (X
(2) = 0 mod 3) =
1
6
= P (X(2) = 3 mod 3)
(2)q1 = P (X
(2) = 1 mod 3) =
1
3
(2)q2 = P (X
(2) = 2 mod 3) =
1
2
.
Die U¨bergangsmatrix (2)Q hat somit die Form
(2)Q =

16 13 121
2
1
6
1
3
1
3
1
2
1
6


und bildet gleichzeitig Matrix (2)Q′ mit einer Block-Diagonal-Form. Am zu-
geho¨rigen Graphen, der die U¨berga¨nge abbildet, ist bereits erkennbar, dass
nur eine A¨quivalenzklasse vorliegt.
0
1
2
Abbildung 3.11: Graph zur U¨bergangsmatrix (2)Q
Die 2-Schritt-U¨bergangsmatrix ist durch
(2)Q2 =

 1336 1336 103610
36
13
36
13
36
13
36
10
36
13
36


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gegeben. Auf die Bestimmung der Erreichbarkeitsmatrix R kann verzichtet
werden, da klar ist, dass nur eine A¨quivalenzklasse existiert. Es wird die
entsprechende Formel fu¨r den Sonderfall (3.35) verwendet
E[Z(2)∞ ] =
3− 1
2
= 1.
Modifikationen fu¨r den Rest-Bereich
Im zweiten Schritt werden die Modifikationen fu¨r den Rest-Bereich vorge-
nommen. Es folgen die Herleitungen der auf den Gesamtprozess, das heißt
auf den Produktklassen-unabha¨ngigen Prozess, bezogenen Maße des Rest-
Bereichs λΣ, SCV [IΣ], SCV [SΣ], ρΣ und bΣ. Zuna¨chst wird die Gesamtan-
kunftsrate aller Produktklassen λΣ beschrieben. Sei
λ∗(k) =
1
E[I∗(k)]
die Ankunftsrate der Lose der Produktklasse k = {1, 2, ..., K} in den Rest-
Bereich. Da die Zwischenankunftszeiten der Auftragsgruppen (I
(k)
n )n∈N als
paarweise stochastisch unabha¨ngig vorausgesetzt werden, gilt diese Eigen-
schaft auch fu¨r die Los-Zwischenankunftszeiten (I
∗(k)
n )n∈N. Mit (3.27) aus
Abschnitt 3.2.3 ergibt sich
λ∗(k) ≈ λ(k)E[X
(k)]
b(k)
(3.37)
und die Gesamtankunftsrate ergibt sich durch Aufsummierung
λΣ =
K∑
k=1
λ∗(k).
Die mittlere Losgro¨ße bΣ beschreibt die durchschnittliche Gro¨ße der Lose, die
pro Zeiteinheit in den Rest-Bereich eintreten. Da die Ankunftsraten der Lo-
se verschiedener Produktklassen unterschiedlich ausfallen ko¨nnen, wird eine
Gewichtung vorgenommen. Die Losgro¨ße b(k) wird durch die zugeho¨rige An-
kunftsrate λ∗(k) ins Verha¨ltnis zur Gesamtankunftsrate der Lose λΣ gesetzt
bΣ =
K∑
k=1
λ∗(k)
λΣ
b(k).
Um die mittleren Bedienzeiten fu¨r die verschiedenen Produktklassen zu be-
schreiben, wird eine i. i. d. Folge von Zufallsvariablen (SΣn )n∈N eingefu¨hrt.
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Aufgrund der paarweisen stochastischen Unabha¨ngigkeit der Bedienzeiten
der verschiedenen Produktklassen kann analog wie zuvor bei der Bestim-
mung der mittleren Losgro¨ße vorgegangen werden
SΣn =
K∑
k=1
λ∗(k)
λΣ
S(k)n .
Da in der Approximationsformel von Allen und Cunneen der quadrierte Va-
riationskoeffizient beno¨tigt wird, werden die ersten zwei Momente der Folge
(SΣn )n∈N aufgestellt. Das erste Moment berechnet sich durch
E[SΣ] = E
[
K∑
k=1
λ∗(k)
λΣ
S(k)
]
. (3.38)
Die Bedienzeiten S
(k)
n zwischen den einzelnen Produktklassen k sind paarwei-
se stochastisch unabha¨ngig. Der Ausdruck (3.38) kann umgeschrieben werden
in
E[SΣ] =
K∑
k=1
λ∗(k)
λΣ
E[S(k)].
Das zweite Moment berechnet sich durch
E[(SΣ)2] = E
[
K∑
k=1
λ∗(k)
λΣ
(S(k))2
]
und kann wieder aufgrund der Annahme der paarweise stochastischen Un-
abha¨ngigkeit umformuliert werden in
E[(SΣ)2] =
K∑
k=1
λ∗(k)
λΣ
E[(S(k))2].
Mit Hilfe des Verschiebungssatzes fu¨r die Varianz (V ar[·] = E[·2]− E[·]2 ⇔
E[·2] = V ar[·] + E[·]2) la¨sst sich der Term u¨berfu¨hren in
E[(SΣ)2] =
K∑
k=1
λ∗(k)
λΣ
(V ar[S(k)] + E[S(k)]2).
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Wird die Gleichung nun mit 1/E[S(k)]2 erweitert, la¨sst sich ein Teil des Terms
als quadrierter Variationskoeffizient darstellen
K∑
k=1
1
E[S(k)]2
E[(SΣ)2] =
K∑
k=1
λ∗(k)
λΣ
(
V ar[(S(k))]
E[S(k)]2
+
E[S(k)]2
E[S(k)]2
)
K∑
k=1
1
E[S(k)]2
E[(SΣ)2] =
K∑
k=1
λ∗(k)
λΣ
(SCV [S(k)] + 1)
E[(SΣ)2] =
K∑
k=1
λ∗(k)
λΣ
E[S(k)]2(SCV [S(k)] + 1).
U¨ber das berechnete erste und zweite Moment fu¨r die Folge von Zufallsva-
riablen (SΣn )n∈N la¨sst sich nun der quadrierte Variationskoeffizient aufstellen
SCV [SΣ] =
E[(SΣ)2]
E[SΣ]2
− 1.
In Abschnitt 3.2.3 wurde der stochastische Prozess (N∗t )t∈R+0 beschrieben. Die
nun zu untersuchenden Prozesse (N
(k)
t )t∈R+0 sind zugeho¨rige Za¨hlprozesse von
unabha¨ngigen Erneuerungsprozessen und ermitteln die Anzahl der eintreten-
den Eingangsgruppen einer Produktklasse k in das Warteschlangensystem.
Daher lassen sich zuna¨chst die Ergebnisse aus Abschnitt 3.2.3 u¨bertragen.
(N
∗(k)
t )t∈R+0 beschreibe die eintretenden Lose der Produktklasse k in den Rest-
Bereich. Da es sich um unabha¨ngige Erneuerungsprozesse handelt, kann die
Definition fu¨r die U¨berlagerungen von Erneuerungsprozessen verwendet wer-
den.
Definition 2 (U¨berlagerungsprozesse)
Es seien (N
(k)
t )t∈R+0 mit k = 1, ..., K und K ≥ 2 unabha¨ngige Erneuerungs-
prozesse. Dann heißt der Prozess (NΣt )t∈R+ mit
NΣt :=
K∑
k=1
N
(k)
t
U¨berlagerungsprozess der Erneuerungsprozesse (N
(k)
t )t∈R+0 .
(NΣt )t∈R+0 bildet einen U¨berlagerungsprozess, der die Form
NΣt =
K∑
k=1
N
∗(k)
t
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besitzt. Da die Verteilungen der einzelnen Prozesse (N
∗(k)
t )t∈R+0 asympto-
tisch der Normalverteilung entsprechen, konvergieren die Verteilungen des
U¨berlagerungsprozesses (NΣt )t∈R+0 gegen eine Faltung von Normalverteilun-
gen, die wieder eine Normalverteilung ist. Die Varianz des U¨berlagerungs-
prozesses resultiert durch einfache Aggregation der Parameter
V ar[NΣt ] ≈ λΣSCV [IΣ]t. (3.39)
Aufgrund der Unabha¨ngigkeiten der Prozesse (N
∗(k)
t )t∈R+0 la¨sst sich die Vari-
anz auch durch
V ar[NΣt ] =
K∑
k=1
V ar[N
∗(k)
t ]
darstellen. Wird das Ergebnis aus Gleichung (3.24), welches die Varianz des
Za¨hlprozesses (N∗t )t∈R+ beschreibt, u¨bertragen, kann V ar[N
∗(k)
t ] beschrieben
werden durch
V ar[NΣt ] =
K∑
k=1
λ∗(k)SCV [I∗(k)]t.
Die ermittelte Varianz V ar[NΣt ] kann nun in (3.39) eingesetzt werden und
SCV [IΣ] la¨sst sich approximativ berechnen, da alle anderen Gro¨ßen bekannt
sind
K∑
k=1
λ∗(k)SCV [I∗(k)]t ≈ λΣSCV [IΣ]t
SCV [IΣ] ≈ 1
λΣt
K∑
k=1
λ∗(k)SCV [I∗(k)]t
≈
K∑
k=1
λ∗(k)
λΣ
SCV [I∗(k)].
Der Quotient λ∗(k)/λΣ fu¨hrt zu einer Gewichtung. Fu¨r den quadrierten Varia-
tionskoeffizienten SCV [I∗(k)] wird die Approximation, die in Abschnitt 3.2.3
in (3.28) vorgestellt wurde, verwendet
SCV [I∗(k)] ≈ E[X
(k)]
b(k)
(SCV [X(k)] + SCV [I(k)]),
womit der SCV [IΣ] vollsta¨ndig beschrieben ist.
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Die Auslastung muss fu¨r die Approximationsformel von Allen und Cunneen
fu¨r GX
(k)
/G(b
(k),b(k))/c-Warteschlangensysteme entsprechend angepasst wer-
den. In Abschnitt 3.2.3 ist durch Gleichung (3.29) die Bestimmung der Aus-
lastung fu¨r die einzelnen Produktklassen k gegeben
ρ(k) ≈ λ(k)E[X
(k)]E[S(k)]
b(k)c
. (3.40)
Die mittlere Auslastung ρΣ berechnet sich durch
ρΣ =
E[SΣ]
cE[IΣ]
=
λΣE[SΣ]
c
.
Da die mittlere Bedienzeit E[SΣ] und die mittlere Zwischenankunftszeit der
Lose E[IΣ] zuvor ermittelt wurden, resultiert
ρΣ =
λΣ
K∑
k=1
λ∗(k)
λΣ
E[S(k)]
c
=
K∑
k=1
λ∗(k)E[S(k)]
c
.
Wird nun λ∗(k), das in (3.37) berechnet wurde, ersetzt, ergibt sich
ρΣ =
K∑
k=1
λ(k)E[X
(k)]
b(k)
E[S(k)]
c
=
K∑
k=1
λ(k)
E[X(k)]E[S(k)]
cb(k)
und kann mit (3.40) vereinfacht werden zu
ρΣ =
K∑
k=1
ρ(k).
Damit ergibt sich fu¨r die mittlere Anzahl Auftra¨ge in der Warteschlange des
Rest-Bereichs
E[Nq] =
ρΣC(c, ρΣ)
1− ρΣ b
Σ
(
SCV [IΣ] + SCV [SΣ]
2
)
· kKLB
mit
kKLB ≈

 exp
(
−2
3
· 1−ρΣ
C(c,ρΣ)
· (1−SCV [IΣ])2
SCV [IΣ]+SCV [SΣ]
)
, fu¨r SCV [IΣ] ≤ 1
exp
(
−(1− ρΣ) SCV [IΣ]−1
SCV [IΣ]+4SCV [SΣ]
)
, fu¨r SCV [IΣ] > 1.
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Korrekturterm
Die bisher aufgestellte Approximationsformel fu¨r den Rest-Bereich
E[Nq] =
ρΣC(c, ρΣ)
1− ρΣ b
Σ
(
SCV [IΣ] + SCV [SΣ]
2
)
· kKLB
weist die gleiche Ungenauigkeit auf, welche schon in Abschnitt 3.2.3 beschrie-
ben wurde. Analog zum Korrekturterm fu¨r GX/G(b,b)/c-Warteschlangen-
systeme lassen sich die Korrekturterme fu¨r alle Produktklassen k einzeln be-
stimmen
E[Y (k)∞ ] ≈
(
E[X(k)2]
E[X(k)]
− b(k)c
)
ρ∗(k)
2
.
Der Korrekturterm E[Y Σ∞] des stochastischen Prozesses (Y
Σ
t )t∈R+0 beschreibt
die Anzahl der Lose aller Produktklassen in der Warteschlange des Rest-
Bereichs im Zeitintervall [0, t]. Es werden zuna¨chst nicht negative Werte der
einzelnen ermittelten Korrekturterme E[Y
(k)
∞ ] beru¨cksichtigt
E[Y (k)∞ ] = max
{
0,
(
E[X(k)2]
E[X(k)]
− b(k)c
)
ρ∗(k)
2
}
.
Da paarweise stochastische Unabha¨ngigkeit fu¨r die Eingangsgruppengro¨ßen
X(k) vorausgesetzt wird, la¨sst sich die mittlere Anzahl der Lose aller Pro-
duktklassen in der Warteschlange mittels der Superposition der E[Y
(k)
∞ ] be-
stimmen
E[Y Σ∞] =
K∑
k=1
E[Y (k)∞ ].
Analog zu Abschnitt 3.2.3 berechnet sich die mittlere Anzahl Auftra¨ge in ei-
nem Warteschlangensystem durch die Summe der ermittelten mittleren An-
zahl Auftra¨ge im Batching-Bereich und der mittleren Anzahl Auftra¨ge im
Rest-Bereich
E[N ] ≈
{
E[ZΣ
∞
] + bΣ · E[Nq ]G/G/c(ρ
Σ, SCV [IΣ], SCV [SΣ]) + bΣcρΣ + E[YΣ
∞
],
(
E[X(k)2]
E[X(k)]
− b(k)c
)
> 0
E[ZΣ
∞
] + bΣ · E[Nq ]G/G/c(ρ
Σ, SCV [IΣ], SCV [SΣ]) + bΣcρΣ,
(
E[X(k)2]
E[X(k)]
− b(k)c
)
≤ 0.
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Simulations- und Approximationsergebnisse
In [Gro¨07] wurden umfangreiche Simulationen zur Evaluierung der Approxi-
mationsformeln fu¨r GX
(k)
/G(b
(k),b(k))/c-Warteschlangensysteme durchgefu¨hrt.
Die wichtigsten Erkenntnisse beziehungsweise Beobachtungen werden in die-
sem Abschnitt kurz zusammengefasst. Simuliert wurden 24 verschiedene Mo-
delle, die sich in der Auspra¨gung der Anzahl der Bediener, Gro¨ße der Lose,
Auslastung und der Eingangsgruppengro¨ße der zwei Produktklassen unter-
scheiden. Die Gesamtauslastung der Modelle wurde zwischen hohen, mittle-
ren und geringen Auslastungen variiert. Variationen zwischen dem Verha¨ltnis
der Produktklassen-spezifischen Auslastungen wurden ebenfalls beru¨cksich-
tigt. Gewa¨hlt wurden die Verha¨ltnisse 1 : 1, 2 : 3 und 1 : 4. Simuliert wurde
jedes Modell mit unterschiedlich gesetzten Produktklassen-spezifischen Va-
riationskoeffizienten der Zwischenankunfts- und Bedienzeiten, die sich zwi-
schen 0 und 1.44 bewegen.
Verglichen wurden die Simulationsergebnisse mit den berechneten Approxi-
mationen aus der Formel von Allen und Cunneen mit und ohne dem Korrek-
turfaktor von Kra¨mer und Langenbach-Belz.
Der Vergleich zwischen der Approximationsformel von Allen und Cunne-
en mit und ohne Korrekturfaktor zeigt allgemein, dass der Korrekturfaktor
von Kra¨mer und Langenbach-Belz die Ergebnisse nach unten korrigiert. In
Fa¨llen der Unterscha¨tzung der Referenzwerte fu¨hrt die Korrektur zu einer
Verschlechterung der Na¨herungswerte.
Im Fall, dass die Eingangsgruppengro¨ße gro¨ßer ist als die Losgro¨ße, b(k) <
X(k), zeigt die Simulationsstudie, dass die berechneten Werte die Referenz-
werte unterscha¨tzen. Eine Verwendung des Korrekturfaktors fu¨hrt entspre-
chend zu einer Versta¨rkung des Fehlers. Der Fehler erho¨ht sich nochmals,
wenn das Warteschlangensystem neben der Auspra¨gung b(k) < X(k) kon-
stante Bedienzeiten besitzt. Die sta¨rksten Abweichungen entstehen, falls die
SCV [I(k)] nahe 0 und die SCV [S(k)] nahe 1.44 sind. Eine fallende Tendenz
der Approximationsgu¨te ist mit einer fallenden Auslastung zu beobachten.
Dies ist auf den Ansatz der “heavy traffic”-Approximation der Na¨herungs-
formeln zuru¨ckzufu¨hren.
Negativ wirkt sich in diesem Zusammenhang zusa¨tzlich die Erho¨hung der
Anzahl der Bediener auf den Fehler aus, wenn das Warteschlangensystem
die Parametrisierung b(k) < X(k) besitzt.
Wird SCV [I(1)] = SCV [I(2)] < 1 gesetzt, ergeben sich fu¨r hohe, mittle-
re und geringe Auslastungen gute Approximationen, wobei die Formel von
Allen und Cunneen ohne den Korrekturfaktor von Kra¨mer und Langenbach-
Belz bessere Werte erzielt. Ist b(k) > X(k) und SCV [I(1)] = SCV [I(2)] < 1,
59
fu¨hrt die Erho¨hung der Anzahl der Bediener zu keinen gro¨ßeren Abwei-
chungen unabha¨ngig von der Wahl der Ho¨he der Gesamtauslastung. All-
gemein ist zu beobachten, dass eine Erho¨hung der Anzahl der Bediener zu
einer U¨berscha¨tzung der Simulationswerte fu¨hrt, weshalb die Approximati-
onsformel von Allen und Cunneen mit dem Korrekturfaktor von Kra¨mer und
Langenbach-Belz zu bevorzugen ist.
Eine Erho¨hung der Losgro¨ße gegenu¨ber der Eingangsgruppengro¨ße fu¨hrt zu
keinen gro¨ßeren Abweichungen. Werden im Fall E[X(k)] < b(k) und ρΣ = 0.9
fu¨r die Eingangsgruppengro¨ßen unterschiedliche Verteilungen angesetzt, sind
die Auswirkungen auf den Fehler sehr gering. Auffa¨llig sind Abweichun-
gen, wenn SCV [I(k)] = 0 gewa¨hlt wird. Eine Variation der Produktklassen-
spezifischen Auslastung mit unterschiedlichen Verha¨ltnissen fu¨hrt im Allge-
meinen zu keiner Verschlechterung der approximativen Ergebnisse.
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4 Dekomposition von offenen Warteschlangennetzen ohne Pro-
duktformlo¨sung
Die ersten Verfahren zur Bestimmung von Kennzahlen von Warteschlangen-
netzen wurden in den 60ziger Jahren entwickelt. Fu¨r einige wenige Warte-
schlangennetze, die bestimmte Voraussetzungen erfu¨llen, existieren geschlos-
sene analytische Formeln. In den meisten Fa¨llen ist es schwierig, eine geschlos-
sene analytische Formel anzugeben beziehungsweise gegenwa¨rtig u¨berhaupt
nicht mo¨glich. Es muss deshalb auf approximative Verfahren zuru¨ckgegriffen
werden. Eine analytische Lo¨sungsstrategie fu¨r Warteschlangennetze ist die
Dekompositionsmethode. Diese nutzt approximative Berechnungen, um die
gesuchten Kennzahlen eines Warteschlangennetzes na¨herungsweise zu be-
stimmen und stellt funktionale Zusammenha¨nge zwischen Parametern und
Kenngro¨ßen her, die fu¨r ein generelles Modellversta¨ndnis hilfreich sind. Ein-
fu¨hrende Literatur wird beispielsweise durch [BGMT06], [GP98], [Lav83],
[Gau12], [Zis99] und [Fra03] bereitgestellt.
4.1 Dekompositionsmethode
Die Dekompositionsmethode geht von der Annahme aus, dass die einzelnen
Komponenten des Warteschlangennetzes durch allgemeine G/G/c-Systeme
dargestellt und die Stro¨me zwischen den Komponenten durch Erneuerungs-
prozesse approximiert werden ko¨nnen. Aus diesem Ansatz resultieren zwei
lineare Gleichungssysteme. Eines hat die Ankunftsraten und das andere die
quadrierten Variationskoeffizienten der Ankunftsstro¨me zur Lo¨sung.
Zuna¨chst wird die Dekompositionsmethode fu¨r offene Warteschlangennetze
ohne und mit Batch Service im Ein-Produktfall vorgestellt. Die ausfu¨hrliche
Herleitung der Methode erfolgt im Unterkapitel 4.4, welches die Ausweitung
des Verfahrens auf den Mehr-Produktfall mit Batch Service beinhaltet.
4.2 Offene Warteschlangennetze ohne Batch Service
Modellbeschreibung
Das offene Netz besteht aus N ∈ N, N ≥ 2 Knoten, die mit 1, ..., N durch-
nummeriert sind. Zwischen zwei Knoten i ∈ N und j ∈ N existiert ei-
ne U¨bergangswahrscheinlichkeit 0 ≤ pij ≤ 1. Auftra¨ge treten in das Netz
mit der Ankunftsrate λ0 < ∞ und dem quadrierten Variationskoeffizienten
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SCV [D0] <∞ ein. Es gilt
N∑
i=1
p0i = 1.
Die Knoten repra¨sentieren G/G/c-Warteschlangensysteme. Die Zwischen-
ankunftszeiten an einem Knoten i entsprechen den Zwischenabgangszeiten
der aufgespaltenen Abgangsprozesse der Vorga¨ngerknoten j und werden durch
eine Folge von i. i. d. Zufallsvariablen (Dj,n)n∈N mit dem Erwartungswert
E[Dj ] < ∞ und dem quadrierten Variationskoeffizienten SCV [Dj ] < ∞
beschrieben. Es wird vorausgesetzt, dass die Bedienzeiten (Si,n)n∈N mit dem
Erwartungswert
E[Si] < ∞ und dem quadrierten Variationskoeffizienten SCV [Si] < ∞ un-
abha¨ngig voneinander und unabha¨ngig von den Zwischenankunftszeiten sind.
Dekomposition
Um von dem Ansatz des “Freischneidens” profitieren zu ko¨nnen, beno¨tigt
man angesichts der Na¨herungsformel von Allen und Cunneen beziehungswei-
se Kra¨mer und Langenbach-Belz fu¨r jeden Knoten i des Systems die mittlere
Ankunftsrate λi und den SCV [Ii] des Inputstroms.
Zur Bestimmung der λi werden die “traffic equation” genutzt
λi = λ0i +
N∑
i=1
pjiλj , i, j = 1, ..., N.
Das zweite Moment beziehungsweise der quadrierte Variationskoeffizient von
(Ii,n)n∈N kann durch ein zweites lineares Gleichungssystem ermittelt werden
[PA86]
SCV [Ii] =
1
λi
N∑
j=1
pjiλj ((SCV [Dj ]− 1) pji + 1) + p0iλ0 ((SCV [D0]− 1) p0i + 1)
i, j = 1, ..., N.
(4.1)
Pujolle und Ai [PA86] beschreiben die Zwischenabgangszeiten durch die Fall-
unterscheidung
Dj ≈
{
Sj/cj mit Wahrscheinlichkeit ρj
Sj/cj + Ij mit Wahrscheinlichkeit 1− ρj,
wobei ρj die Auslastung an einem Knoten j ist und durch ρj = λj ·E[Sj]/cj <
1 ermittelt wird. Durch die Berechnung des ersten und zweiten Moments des
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Prozesses Dj kann der zugeho¨rige quadrierte Variationskoeffizient aufgestellt
werden
SCV [Dj ] ≈ ρ2jSCV [Sj] + (1− ρj)SCV [Ij ] + (1− ρj)ρj . (4.2)
Wird (4.2) in (4.1) eingesetzt, ist es mo¨glich die quadrierten Variationskoef-
fizienten der Zwischenankunftszeiten zu berechnen, die zur na¨herungsweisen
Bestimmung der Kennzahlen der Warteschlangensysteme durch die Formel
von Allen und Cunneen notwendig sind.
SCV [Ii] =
1
λi
N∑
j=1
pjiλj
(
pji
([
ρ2jSCV [Sj] + (1− ρj)SCV [Ij ]
+(1− ρj)ρj]− 1) + 1) + p0iλ0 ((SCV [D0]− 1) p0i + 1)
i, j = 1, ..., N.
4.3 Offene Warteschlangennetze mit Batch Service im
Ein-Produktfall
Modellbeschreibung
Das betrachtete offene Netz besteht ausN ∈ N, n ≥ 2 Knoten, die fortlaufend
durchnummeriert sind. Zwischen den Knoten existiert eine U¨bergangswahr-
scheinlichkeit 0 ≤ pij ≤ 1 mit i, j ∈ N . Die Auftra¨ge treten in das Netz in
Gruppen der Gro¨ße b0 ein. Der Ankunftsprozess, der sich auf Eingangsgrup-
pen bezieht, wird durch die Maße λ0 < ∞ und SCV [D0] < ∞ beschrieben.
Es gilt
N∑
i=1
p0i = 1.
Die Knoten repra¨sentieren GX/G(b,b)/c-Warteschlangensysteme. Die Zwischen-
ankunftszeiten der Lose an einem Knoten i entsprechen der U¨berlagerung der
Zwischenabgangszeiten der Lose der Vorga¨ngerknoten j und werden durch
eine Folge von i. i. d. Zufallsvariablen (Dj,n)n∈N mit dem Erwartungswert
E[Dj ] < ∞ und dem quadrierten Variationskoeffizienten SCV [Dj ] < ∞
beschrieben. Es wird vorausgesetzt, dass die Bedienzeiten der Lose (Si,n)n∈N
mit dem Erwartungswert E[Si] < ∞ und dem quadrierten Variationskoef-
fizienten SCV [Si] < ∞ unabha¨ngig voneinander und unabha¨ngig von den
Zwischenankunftszeiten sind.
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Dekomposition
Um die Stro¨me zwischen den Warteschlangensystemen zu beschreiben, wird
eine modifizierte Form der “traffic equation” genutzt [HZ11]
τi = p0i
b0
bi
+
N∑
j=1
pjiτj
bj
bi
mit τ0 := 1, i, j = 1, ..., N. (4.3)
τi beschreibt den relativen Durchsatz. Der relative Durchsatz charakterisiert
die mittlere Anzahl von Losen, die pro Zeiteinheit aus dem Warteschlangen-
system austreten. Es wird vorausgesetzt, dass die Stro¨me Erneuerungsprozes-
se bilden. Die Ankunftsrate der Lose an einem Knoten i berechnet sich gema¨ß
λi = λ0τi und die Auslastung gema¨ß ρi = λ0τi ·E[Si]/ci < 1. Die Lo¨sung des
linearen Gleichungssystems (4.3) fließt in das zweite lineare Gleichungssystem
ein, das die Zwischenankunftszeiten an einem Knoten i mit den Zwischen-
abgangszeiten (Dj,n)j∈N der Vorga¨ngerknoten j verknu¨pft [HZ11] und den
quadrierten Variationskoeffizienten der Zwischenankunftszeiten ermittelt
SCV [Ii] =
(
N∑
j=0
pjiτj
)−1 N∑
j=0
pjiτj((SCV [Dj]− 1)pji + 1)
i, j = 1, ..., N. (4.4)
Um den SCV [Dj ] durch die Zwischenankunfts- und Bedienzeiten der Vor-
ga¨ngerknoten j auszudru¨cken, wird die Beschreibung des Prozesses Dj
Dj ≈
{
Sj/cj mit Wahrscheinlichkeit ρj
Sj/cj + I
∗
j mit Wahrscheinlichkeit 1− ρj
verwendet [HZ11], wobei der Prozess (I∗j,n)n∈N die Zwischenankunftszeiten
der Lose beschreibt. Indem das erste und zweite Moment der Zwischenab-
gangszeiten berechnet werden, la¨sst sich der quadrierte Variationskoeffizient
formulieren
SCV [Dj] ≈ ρ2jSCV [Sj ] + (1− ρj)SCV [I∗j ] + (1− ρj)ρj . (4.5)
Die SCV [I∗j ] werden durch
SCV [I∗j ] ≈
E[Xj]
bj
(SCV [Xj] + SCV [Ij]) (4.6)
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approximiert [Han06]. Die Maße der Eingangsgruppengro¨ße Xj, wobei Xj
eine positive ganzzahlige Zufallsvariable ist, ha¨ngen von den U¨bergangswahr-
scheinlichkeiten, den eingehenden Losgro¨ßen und dem relativen Durchsatz an
einem Knoten j ab
E[Xj ] =
N∑
i=0
bipijτi
N∑
i=0
pijτi
und E[X2j ] =
N∑
i=0
b2i pijτi
N∑
i=0
pijτi
.
Der quadrierte Variationskoeffizient der Eingangsgruppengro¨ße ergibt sich
aus SCV [Xj ] = (E[X
2
j ]/E[Xj ]
2)−1. Werden die Gleichungen (4.5) und (4.6)
in (4.4) eingesetzt, resultiert das lineare Gleichungssystem
SCV [Ii] =
(
N∑
j=0
pjiτj
)−1 N∑
j=1
pjiτj
(([
ρ2jSCV [Sj]
+(1− ρj)
(
E[Xj ]
bj
(SCV [Xj ] + SCV [Ij ])
)
+(1− ρj)ρj]− 1) pji + 1) + p0iτ0((SCV [D0]− 1)p0i + 1)
i, j = 1, ...N,
das die unbekannten SCV [Ii] fu¨r die approximative Berechnung der Kenn-
zahlen der Warteschlangensysteme durch die modifizierte Formel von Allen
und Cunneen [Han06] liefert.
4.4 Offene Warteschlangennetze mit Batch Service im
Mehr-Produktfall
Modellbeschreibung
Das offene Netz besteht aus N ∈ N, N ≥ 2 Knoten, die sukzessiv durch-
nummeriert sind. Fu¨r jede Produktklasse k ∈ {1, ..., K} existiert zwischen
zwei Knoten eine U¨bergangswahrscheinlichkeit 0 ≤ p(k)ij ≤ 1. Auftra¨ge, die
einer Produktklasse k ∈ {1, ..., K} angeho¨ren, treten in Losen der Gro¨ße b(k)0
in das offene Netz ein mit der Ankunftsrate λ
(k)
0 < ∞ und dem quadrierten
Variationskoeffizienten SCV [D
(k)
0 ] <∞. Es gilt
N∑
i=1
p
(k)
0i = 1.
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Die Knoten repra¨sentieren GX
(k)
/G(b
(k),b(k))/c-Warteschlangensysteme. Die
Zwischenankunftszeiten der Lose einer Produktklasse k an einem Knoten i
entsprechen der U¨berlagerung der Zwischenabgangszeiten der Vorga¨ngerkno-
ten j bezogen auf die jeweilige Produktklasse. Die Zwischenabgangszeiten
werden durch eine Folge von i. i. d. Zufallsvariablen (Dj,n)n∈N mit dem Er-
wartungswert E[Dj ] <∞ und dem quadrierten Variationskoeffizienten
SCV [Dj] <∞ beschrieben. Es wird festgelegt, dass die Lose sortenrein sind
und die Bediener Lose von allen Produktklassen bearbeiten ko¨nnen. Die Bedi-
enzeiten fu¨r die Lose einer Produktklasse werden durch den Prozess (S
(k)
i,n )n∈N
mit dem Erwartungswert E[S
(k)
i ] <∞ und dem quadrierten Variationskoef-
fizienten SCV [S
(k)
i ] < ∞ beschrieben. Es wird vorausgesetzt, dass die Be-
dienzeiten zwischen den Produktklassen paarweise unabha¨ngig voneinander
und unabha¨ngig von den Zwischenankunftszeiten sind.
Dekomposition
Die Stro¨me zwischen den Warteschlangensystemen werden durch die modi-
fizierte “traffic equation” in Abha¨ngigkeit der jeweiligen Produktklasse be-
schrieben
τ
(k)
i = p
(k)
0i
b
(k)
0
b
(k)
i
+
N∑
j=1
p
(k)
ji τ
(k)
j
b
(k)
j
b
(k)
i
mit τ
(k)
0 := 1,
i = 1, ..., N
k = 1, ..., K. (4.7)
τ
(k)
i beschreibt den relativen Durchsatz an einem Knoten i fu¨r die Produkt-
klasse k. Dieser gibt an, wie viele Lose der Produktklasse k im Mittel das
Warteschlangensystem pro Zeiteinheit verlassen. Es sind entsprechend der
Anzahl der Produktklassen mehrere lineare Gleichungssysteme zu lo¨sen. Die
Abgangsrate der Lose beziehungsweise der relative Durchsatz bezu¨glich der
Batchgro¨ße der Bediener an einem Knoten i fu¨r eine Produktklasse k be-
rechnet sich anschließend gema¨ß λ
(k)
i = λ
(k)
0 τ
(k)
i und die Produktklassen-
spezifische Auslastung gema¨ß ρ
(k)
i = λ
(k)
0 τ
(k)
i · E[S(k)i ]/ci < 1. λ(k)0 τ (k)i b(k)i
beschreibt den relativen Durchsatz bezogen auf die tatsa¨chliche Anzahl Auf-
tra¨ge.
Die Zwischenankunftszeiten an einem Knoten i werden mit den Zwischenab-
gangszeiten (Dj,n)n∈N der Vorga¨ngerknoten j verknu¨pft, was zu einem zwei-
ten linearen Gleichungssystem fu¨hrt, das den quadrierten Variationskoeffizi-
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enten der Zwischenankunftszeiten (I
(k)
i,n )n∈N liefert
SCV [I
(k)
i ] =
(
N∑
j=0
p
(k)
ji τ
(k)
j
)−1 N∑
j=0
p
(k)
ji τ
(k)
j ((SCV [Dj]− 1)p(k)ji + 1)
i = 1, ..., N
k = 1, ..., K. (4.8)
Dieses System wird erzeugt, wenn die drei Phasen (Abbildung 4.1) – Bildung
der Superposition der Ankunftsstro¨me, Bestimmung des Abgangsstroms und
Aufspaltung des Abgangsstroms – ineinander einsetzt werden.
SCV [A
(1)
ji ], p
(1)
ji , τ
(1)
j
··
·
SCV [A
(K)
ji ], p
(K)
ji , τ
(K)
j
SCV [IΣi ]
µΣi , SCV [S
Σ
i ]
λΣi , SCV [Di]
SCV [A
(1)
ij ], p
(1)
ij , τ
(1)
i
··
·
SCV [A
(K)
ij ], p
(K)
ij , τ
(K)
i
Phase 1:
Superposition
Phase 2:
Abgangsstrom
Phase 3:
Aufspaltung
j = 0, 1, ...,N
Abbildung 4.1: Dekompositionsmethode fu¨r offene Netze mit GX/G(b,b)/c-
Systemen im Mehr-Produktfall
Phase 1: Bestimmung der Superposition der Ankunftsstro¨me
Um die quadrierten Variationskoeffizienten der u¨berlagerten Ankunftsstro¨me
einer Produktklasse k (I
(k)
i,n )n∈N zu erhalten, wird zuna¨chst die Varianz des mit
dem Erneuerungsprozess am Knoten i assoziiertem Za¨hlprozesses (N
(k)
i,t )t∈R+0
beschrieben, welcher sich auf Lose bezieht
V ar[N
(k)
i,t ] =
V ar[I
(k)
i ]
E[I
(k)
i ]
3
t = λ
(k)
i SCV [I
(k)
i ]t. (4.9)
Der gesuchte Ankunftsprozess (I
(k)
i,n )n∈N kann außerdem durch die aufge-
spaltenen Abgangsprozesse A
(k)
ji der Vorga¨ngerknoten beschrieben werden.
(N
(k)
ji,t)t∈R+0 charakterisiere den Za¨hlprozess zum assoziiertem aufgespaltenen
Abgangsstrom an Station j. Der Prozess beschreibt die Anzahl Lose der
Produktklasse k, die von Station j nach Station i im Zeitintervall [0, t] trans-
portiert werden. Gema¨ß dem Satz u¨ber das asymptotische Verhalten von
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Erneuerungsprozessen (Satz 2, Seite 16) resultiert fu¨r die Varianz
V ar[N
(k)
j,t ] =
V ar[A
(k)
ji ]
E[A
(k)
ji ]
3
t =
1
E[A
(k)
ji ]
· V ar[A
(k)
ji ]
E[A
(k)
ji ]
2
t
= p
(k)
ji
1
E[I
(k)
j ]
SCV [A
(k)
ji ]t = p
(k)
ji λ
(k)
j SCV [A
(k)
ji ]t.
Durch die Forderung der Unabha¨ngigkeit der Abgangsstro¨me lassen sich die
Varianzen der Za¨hlprozesse (N
(k)
ji,t)t∈R+0 u¨ber alle Knoten im Netz aufsummie-
ren, um die Varianz des Za¨hlprozesses (N
(k)
i,t )
′
t∈R+0
zu erhalten
V ar[N
(k)
i,t ]
′ =
N∑
j=0
p
(k)
ji λ
(k)
j SCV [A
(k)
ji ]t (4.10)
Werden die Gleichungen (4.9) und (4.10) gleichgesetzt, la¨sst sich die gesuchte
Gro¨ße bezu¨glich der Batchgro¨ße der Bediener bestimmen
V ar[N
(k)
i,t ] = V ar[N
(k)
i,t ]
′
λ
(k)
i SCV [I
(k)
i ]t =
N∑
j=0
p
(k)
ji λ
(k)
j SCV [A
(k)
ji ]t
SCV [I
(k)
i ] =
1
λ
(k)
i
N∑
j=0
p
(k)
ji λ
(k)
j SCV [A
(k)
ji ]
i = 1, ..., N
k = 1, ..., K. (4.11)
Phase 3: Aufspaltung des Abgangstroms
Das Aufspalten des Abgangstroms (Dj,n)n∈N kann als Bernoulli-Experiment
aufgefasst werden. Mit Wahrscheinlichkeit 0 ≤ p(k)ji ≤ 1 wir ein Los von
Auftra¨gen der Produktklasse k von Knoten j zum Knoten i transportiert.
Sei V (k) eine Zufallsvariable, die die Nummer des ersten Loses beschreibt,
das Knoten i erreicht ausgehend von Knoten j. V (k) ist geometrisch verteilt
mit
P (V (k) = v) = p
(k)
ji (1− p(k)ji )v−1 fu¨r v = 1, 2, 3, ...,
und dem Erwartungswert
E[V (k)] =
1
pji(k)
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und der Varianz
V ar[V (k)] =
1− p(k)ji
p
(k)2
ji
.
Unter der Voraussetzung, dass der Abgangsstrom einen Erneuerungsprozess
bildet und unter Verwendung der Wald’schen Gleichung (Satz 3, Seite 31)
lassen sich Erwartungswert und Varianz des Aufspaltungsprozesses A
(k)
ji be-
stimmen
E[A
(k)
ji ] = E

V (k)∑
n=1
Dj,n

 = E[V (k)]E[Dj ] = 1
p
(k)
ji
E[Dj ],
V ar[A
(k)
ji ] = V ar

V (k)∑
n=1
Dj,n

 = E[V (k)]V ar[Dj] + V ar[V (k)]E[Dj ]2
=
1
p
(k)
ji
V ar[Dj ] +
1− p(k)ji
p
(k)2
ji
E[Dj ]
2.
Anschließend ist der quadrierte Variationskoeffizient des Prozesses A
(k)
ji er-
mittelbar
SCV [A
(k)
ji ] =
V ar[A
(k)
ji ]
E[A
(k)
ji ]
2
= p
(k)
ji
V ar[Dj ]
E[Dj ]2
+ (1− p(k)ji )
= (1 + p
(k)
ji (SCV [Dj]− 1)). (4.12)
Phase 2: Bestimmung des Abgangsstroms
Es wird vorausgesetzt, dass die Ankunfts- und Bedienprozesse Erneuerungs-
prozesse darstellen. Die aggregierte Auslastung ist ρΣj =
∑K
k=1(λ
(k)
0 τ
(k)
j ·
E[S
(k)
j ])/cj < 1. Ist ρ
Σ
j hoch, kann der Abgangsprozess (Dj,n)n∈N bezogen
auf Lose mit dem Ansatz von Pujolle/Ai approximiert werden durch
Dj ≈
{
SΣj /cj mit Wahrscheinlichkeit ρ
Σ
j
SΣj /cj + I
Σ
j mit Wahrscheinlichkeit 1− ρΣj .
Mit einer Wahrscheinlichkeit von ρΣj tritt alle S
Σ
j Zeiteinheiten ein Los von
Auftra¨gen aus jeder einzelnen Bedieneinheit des Knoten j aus. Insgesamt tritt
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also alle SΣj /cj Zeiteinheiten ein Los am Knoten j aus. Wird die Bescha¨fti-
gungsphase des Warteschlangensystems j unterbrochen, tritt alle SΣj /cj+ I
Σ
j
Zeiteinheiten ein Los aus dem Knoten aus. Die Wahrscheinlichkeit fu¨r diesen
Fall betra¨gt 1−ρΣj . Um den SCV [Dj ] zu berechnen, werden das erste Moment
E[Dj ] = ρ
Σ
j
E[SΣj ]
cj
+ (1− ρΣi )E
[
SΣj
cj
+ IΣj
]
= E[IΣj ] (4.13)
und das zweite Moment
E[D2j ] = ρ
Σ
j
E[SΣ2j ]
cj
+ (1− ρΣj )E

(SΣj
cj
+ IΣj
)2
=
E[SΣ2j ]
c2j
+ 2(1− ρΣj )
E[SΣj ]
cj
E[IΣj ] + (1− ρΣj )E[IΣ2j ]
des Prozesses (Dj,n)n∈N bestimmt. Der SCV [Dj] la¨sst sich anschließend cha-
rakterisieren
SCV [Dj ] =
E[D2j ]
E[Dj ]2
− 1 = ρΣ2j SCV [SΣj ] + (1− ρΣj )SCV [IΣj ] + (1− ρΣj )ρΣj .
(4.14)
Maße, die mit einem Σ gekennzeichnet wurden, beschreiben aggregierte Gro¨ßen.
Die quadrierten aggregierten Variationskoeffizienten der Bedienzeiten werden
durch
SCV [SΣj ] =
E[SΣ2j ]
E[SΣj ]
2
− 1
mit dem ersten Moment
E[SΣj ] =
K∑
k=1
λ
(k)
0 τ
(k)
j∑K
k=1 λ
(k)
0 τ
(k)
j
E[S
(k)
j ]
und dem zweiten Moment
E[SΣ2j ] =
K∑
k=1
λ
(k)
0 τ
(k)
j∑K
k=1 λ
(k)
0 τ
(k)
j
E[S
(k)
j ]
2(SCV [S
(k)
i ] + 1)
beschrieben [Gro¨07].
70
Die quadrierten aggregierten Variationskoeffizienten der Zwischenankunfts-
zeiten werden durch [Han06]
SCV [IΣj ] ≈
K∑
k=1
λ
(k)
0 τ
(k)
j∑K
ℓ=1 λ
(ℓ)
0 τ
(ℓ)
j
E[X
(k)
j ]
b
(k)
j
(SCV [X
(k)
j ] + SCV [I
(k)
j ]) (4.15)
approximiert. Der Gewichtungsfaktor λ
(k)
0 τ
(k)
j /
∑K
k=1 λ
(k)
0 τ
(k)
j bezieht sich auf
Bediengruppen und setzt die Rate λ
(k)
i = λ
(k)
0 τ
(k)
i der Bediengruppe der Pro-
duktklasse k ins Verha¨ltnis zur Rate λΣj =
∑K
k=1 λ
(k)
0 τ
(k)
j u¨ber alle Produkt-
klassen.
X
(k)
j charakterisiert eine positive ganzzahlige Zufallsvariable, die die Ein-
gangsgruppengro¨ße repra¨sentiert. Das erste und zweite Moment der Gro¨ße
wird fu¨r alle Produktklassen bestimmt durch
E[X
(k)
j ] =
N∑
i=0
b
(k)
i p
(k)
ij τ
(k)
i
N∑
i=0
p
(k)
ij τ
(k)
i
und E[X
(k)2
j ] =
N∑
i=0
b
(k)2
i p
(k)
ij τ
(k)
i
N∑
i=0
p
(k)
ij τ
(k)
i
.
Der quadrierte Variationskoeffizient berechnet sich anschließend durch
SCV [X
(k)
j ] = (E[X
(k)2
j ]/E[X
(k)
j ]
2)− 1.
Die mittlere Anzahl Auftra¨ge, die durch ein Warteschlangensystem stro¨mt,
la¨sst sich beschreiben gema¨ß
λΣi b
Σ
i = λ
Σ
i
K∑
k=1
λ
(k)
i
λΣi
b
(k)
i =
K∑
k=1
λ
(k)
i b
(k)
i .
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Zusammenfu¨hrung der Phasen
Wird (4.12) in (4.11) eingesetzt, resultiert (4.8) und mit (4.14) und (4.15)
beinhaltet das lineare Gleichungssystem die gesuchten quadrierten Variati-
onskoeffizienten der Zwischenankunftszeiten SCV [I
(k)
i ] als unbekannte Gro¨ßen
SCV [I
(k)
i ] =
(
N∑
j=0
p
(k)
ji τ
(k)
j
)−1 N∑
j=1
p
(k)
ji τ
(k)
j
(([
ρΣ2j SCV [S
Σ
j ] + (1− ρΣj )·

K∑
k=1
λ
(k)
0 τ
(k)
j
K∑
k=1
λ
(k)
0 τ
(k)
j
E[X
(k)
j ]
b
(k)
j
(SCV [X
(k)
j ] + SCV [I
(k)
j ])


+(1− ρΣj )ρΣj
]− 1) p(k)ji + 1)+ p(k)0i τ (k)0 ((SCV [D0]− 1)p(k)0i + 1)
i = 1, ..., N
k = 1, ..., K. (4.16)
Der Faktor 1/λ
(k)
i aus Gleichung (4.11) wird durch
(∑N
j=0 p
(k)
ji τ
(k)
j
)−1
ersetzt,
der alle ankommenden Bediengruppen an Station i u¨berlagert.
Die gesuchten Kenngro¨ßen der Warteschlangensysteme werden durch die mo-
difizierte Formel von Allen und Cunneen [Han06] im Mehr-Produktktfall
[Gro¨07] bestimmt
E[N
(k)
i ] ≈


E[Z
(k)
i,∞] +
λ
(k)
0 τ
(k)
i b
(k)
i∑
K
k=1 λ
(k)
0 τ
(k)
i b
(k)
i
bΣi ·E[Nq,i]G/G/c(ρΣi , SCV [IΣi ], SCV [SΣi ])
+b
(k)
i cρ
(k)
i + E[Y
(k)
i,∞],
(
E[X
(k)2
i ]
E[X
(k)
i ]
− b(k)i ci
)
> 0
E[Z
(k)
∞,i] +
λ
(k)
0 τ
(k)
i b
(k)
i∑
K
k=1 λ
(k)
0 τ
(k)
i b
(k)
i
bΣi ·E[Nq,i]G/G/c(ρΣi , SCV [IΣi ], SCV [SΣi ])
+b
(k)
i ciρ
(k)
i ,
(
E[X
(k)2
i ]
E[X
(k)
i ]
− b(k)ci
)
≤ 0.
Kenngro¨ßen, die das gesamte Warteschlangennetz betreffen, wie die mittle-
re Anzahl Auftra¨ge E[N ] und die mittlere Verweilzeit E[T ], ko¨nnen durch
Aggregation und mit Hilfe der Formel von Little [Lit61] ermittelt werden
E[N ] =
N∑
i=1
K∑
k=1
E[N
(k)
i ] E[T ] =
E[N ]
K∑
k=1
λ
(k)
0 b
(k)
0
.
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4.4.1 Beispiel
Station 1 Station 2
Station 3
p
(1)
12 = 0.6
p
(2)
12 = 0.3
p
(1)
13 = 0.4
p
(2)
13 = 0.7
Abbildung 4.2: Beispielnetz
Beispiel – 2 Produktklassen
Knoten i ci ρΣi
Produktklasse
1 2
b
(1)
i µ
(1)
i ρ
(1)
i SCV [S
(1)
i ] b
(2)
i µ
(2)
i ρ
(2)
i SCV [S
(2)
i ]
1 2 0.9 3 0.278 0.6 1.2 7 0.238 0.3 0.9
2 4 0.7 4 0.208 0.3 1 2 0.278 0.4 0.8
3 1 0.8 5 0.16 0.5 0.5 3 0.778 0.3 0.7
Tabelle 4.1: Beispiel – 2 Produktklassen: λ(1)0 = 1, λ
(2)
0 = 1, SCV [D0] = 1, b
(1)
0 = 1, b
(2)
0 = 1
1: “traffic equation”:
τ
(1)
0 = 1
τ
(1)
1 = 1 · 1 ·
1
3
=
1
3
τ
(1)
2 = 0.6 ·
1
3
· 3
4
+ 1 · τ (1)3 ·
5
4
⇔ 1
4
τ
(1)
3 = 0.4 ·
1
3
· 3
5
=
2
25
τ
(2)
0 = 1
τ
(2)
1 = 1 · 1 ·
1
7
=
1
7
τ
(2)
2 = 0.3 ·
1
7
· 7
2
+ 1 · τ (2)3 ·
3
2
⇔ 1
2
τ
(2)
3 = 0.7 ·
1
7
· 7
3
=
7
30
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2: Zu berechnende Parameter der Bedienstationen:
SCV [SΣ1 ] = 1.138 SCV [S
Σ
2 ] = 0.87 SCV [S
Σ
3 ] = 1.017
mit E[S
(k)
j ] =
(
µ
(k)
j cj
)−1
E[X
(1)
1 ] = 1 E[X
(1)
2 ] = 3.571 E[X
(1)
3 ] = 3
E[X
(2)
1 ] = 1 E[X
(2)
2 ] = 3.621 E[X
(2)
3 ] = 7
SCV [X
(1)
1 ] = 0 SCV [X
(1)
2 ] = 0.064 SCV [X
(1)
3 ] = 0
SCV [X
(2)
1 ] = 0 SCV [X
(2)
2 ] = 0.16 SCV [X
(2)
3 ] = 0
3: Lineares Gleichungssystem zur Berechnung der quadrierten Va-
riationskoeffizienten der Zwischenankunftszeiten:
SCV [I
(1)
1 ] =(p
(1)
01 τ
(1)
0 )
−1 · p(1)01 τ (1)0 (p(1)01 · (SCV [D0]− 1) + 1)
=1
SCV [I
(2)
1 ] =(p
(2)
01 τ
(2)
0 )
−1 · p(2)01 τ (2)0 (p(2)01 · (SCV [D0]− 1) + 1)
=1
SCV [I
(1)
3 ] =(p
(1)
13 τ
(1)
1 )
−1 · p(1)13 τ (1)1 (p(1)13 · ((ρΣ21 SCV [SΣ1 ] + (1− ρΣ1 )·(
λ
(1)
0 τ
(1)
1
λ
(1)
0 τ
(1)
1 + λ
(2)
0 τ
(2)
1
· E[X
(1)
1 ]
b
(1)
1
(SCV [X
(1)
1 ] + SCV [I
(1)
1 ])
+
λ
(2)
0 τ
(2)
1
λ
(1)
0 τ
(1)
1 + λ
(2)
0 τ
(2)
1
· E[X
(2)
1 ]
b
(2)
1
(SCV [X
(2)
1 ] + SCV [I
(2)
1 ])
)
+ (1− ρΣ1 )ρΣ1 )− 1) + 1)
=1.004
SCV [I
(2)
3 ] =(p
(2)
13 τ
(2)
1 )
−1 · p(2)13 τ (2)1 (p(2)13 · ((ρΣ21 SCV [SΣ1 ] + (1− ρΣ1 )·(
λ
(1)
0 τ
(1)
1
λ
(1)
0 τ
(1)
1 + λ
(2)
0 τ
(2)
1
· E[X
(1)
1 ]
b
(1)
1
(SCV [X
(1)
1 ] + SCV [I
(1)
1 ])
+
λ
(2)
0 τ
(2)
1
λ
(1)
0 τ
(1)
1 + λ
(2)
0 τ
(2)
1
· E[X
(2)
1 ]
b
(2)
1
(SCV [X
(2)
1 ] + SCV [I
(2)
1 ])
)
+ (1− ρΣ1 )ρΣ1 )− 1) + 1)
=1.006
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SCV [I
(1)
2 ] =(p
(1)
12 τ
(1)
1 + p
(1)
32 τ
(1)
3 )
−1 · ((p(1)12 τ (1)1 (p(1)12 · ((ρΣ21 SCV [SΣ1 ] + (1− ρΣ1 )·(
λ
(1)
0 τ
(1)
1
λ
(1)
0 τ
(1)
1 + λ
(2)
0 τ
(2)
1
· E[X
(1)
1 ]
b
(1)
1
(SCV [X
(1)
1 ] + SCV [I
(1)
1 ])
+
λ
(2)
0 τ
(2)
1
λ
(1)
0 τ
(1)
1 + λ
(2)
0 τ
(2)
1
· E[X
(2)
1 ]
b
(2)
1
(SCV [X
(2)
1 ] + SCV [I
(2)
1 ])
)
+ (1− ρΣ1 )ρΣ1 )− 1) + 1)
+ (p
(1)
32 τ
(1)
3 (p
(1)
32 · ((ρΣ23 SCV [SΣ3 ] + (1− ρΣ3 )·(
λ
(1)
0 τ
(1)
3
λ
(1)
0 τ
(1)
3 + λ
(2)
0 τ
(2)
3
· E[X
(1)
3 ]
b
(1)
3
(SCV [X
(1)
3 ] + SCV [I
(1)
3 ])
+
λ
(2)
0 τ
(2)
3
λ
(1)
0 τ
(1)
3 + λ
(2)
0 τ
(2)
3
· E[X
(2)
3 ]
b
(2)
3
(SCV [X
(2)
3 ] + SCV [I
(2)
3 ])
)
+ (1− ρΣ3 )ρΣ3 )− 1) + 1)))
=0.449
SCV [I
(2)
2 ] =(p
(2)
12 τ
(2)
1 + p
(2)
32 τ
(2)
3 )
−1 · ((p(2)12 τ (2)1 (p(2)12 · ((ρΣ21 SCV [SΣ1 ] + (1− ρΣ1 )·(
λ
(1)
0 τ
(1)
1
λ
(1)
0 τ
(1)
1 + λ
(2)
0 τ
(2)
1
· E[X
(1)
1 ]
b
(1)
1
(SCV [X
(1)
1 ] + SCV [I
(1)
1 ])
+
λ
(2)
0 τ
(2)
1
λ
(1)
0 τ
(1)
1 + λ
(2)
0 τ
(2)
1
· E[X
(2)
1 ]
b
(2)
1
(SCV [X
(2)
1 ] + SCV [I
(2)
1 ])
)
+ (1− ρΣ1 )ρΣ1 )− 1) + 1)
+ (p
(1)
32 τ
(1)
3 (p
(1)
32 · ((ρΣ23 SCV [SΣ3 ] + (1− ρΣ3 )·(
λ
(1)
0 τ
(1)
3
λ
(1)
0 τ
(1)
3 + λ
(2)
0 τ
(2)
3
· E[X
(1)
3 ]
b
(1)
3
(SCV [X
(1)
3 ] + SCV [I
(1)
3 ])
+
λ
(2)
0 τ
(2)
3
λ
(1)
0 τ
(1)
3 + λ
(2)
0 τ
(2)
3
· E[X
(2)
3 ]
b
(2)
3
(SCV [X
(2)
3 ] + SCV [I
(2)
3 ])
)
+ (1− ρΣ3 )ρΣ3 )− 1) + 1)))
=1.330
Zwischenergebnisse:
SCV [D1] = 1.009 SCV [D2] = 1.278 SCV [D3] = 1.575
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Als Resultat ergibt sich
SCV [IΣ1 ] = 0.276 SCV [I
Σ
2 ] = = 1.952 SCV [I
Σ
3 ] = 1.902.
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5 Evaluierung
5.1 Formulierung und Spezifikation der Simulationsmodelle
Die durchgefu¨hrte Simulationsstudie benutzt zwei Referenzmodelle. Das ers-
te Modell bildet ein sechsstufiges Seriensystem mit drei Produktklassen. Ein
Netz mit zwei Produktklassen ist Gegenstand des zweiten Referenzmodells.
Das Seriensystem dient zur Beobachtung der Akkumulation des Fehlers der
Approximation. Negative Auswirkungen vera¨nderlicher Losgro¨ßen und Nach-
arbeitsschleifen auf die approximativ berechneten Kennzahlen der Stationen
und des Netzes sind Untersuchungsgegenstand des zweiten Referenzmodells.
Station 1 Station 2
...
Station 6
Abbildung 5.1: Referenzmodell 1
Station 1 Station 2 Station 3 Station 4
Station 5 Station 6
p
(1)
12 = 0.8
p
(2)
12 = 0.7
p
(1)
23 = 0.9
p
(2)
23 = 0.6
p
(1)
15 = 0.2
p
(2)
15 = 0.3
p
(1)
26 = 0.1
p
(2)
26 = 0.4
p
(1)
64 = 0.8
p
(2)
64 = 0.9
p
(1)
65 = 0.2
p
(2)
65 = 0.1
Abbildung 5.2: Referenzmodell 2
Es wurden je Referenzmodell 250 verschiedene Konfigurationen gerechnet
und ausgewertet. Eine Auswahl von Konfigurationen befindet sich in den
Abschnitten 5.4.2 und 5.4.3. Die ausgewa¨hlten Konfigurationen lassen sich
in vier unterschiedliche Kategorien unterteilen. Die Kategorien ermo¨glichen
eine Untersuchung der Verallgemeinerung der Dekomposition in verschiede-
nen Situationen. Modelle, die fu¨r die Produktklassen gleiche Werte der Los-
gro¨ßen an einer Station besitzen, geho¨ren den ersten zwei Kategorien an. Die
Produktklassen unterscheiden sich durch verschiedene Bearbeitungszeiten an
den Stationen und beanspruchen die Knoten unterschiedlich ha¨ufig. Modelle
der letzten zwei Kategorien besitzen zusa¨tzlich die Eigenschaft variierender
Losgro¨ßen der Produktklassen an einer Station. Das Charakteristikum der
Modelle, die der Kategorie 1 und 3 angeho¨ren, ist gegeben durch die Zu-
nahme der Losgro¨ßen entlang des Materialflusses. Die Kategorien 2 und 4
77
besitzen dagegen Modelle mit fluktuierenden Losgro¨ßen im Fertigungsver-
lauf. Es ist bekannt, dass wenn die mittlere Eingangsgruppengro¨ße E[X
(k)
i ]
gro¨ßer ist als die Losgro¨ße b
(k)
i der zu bestimmende SCV [I
Σ
i ] erho¨ht ist und
die Approximationen mittels der Formel von Allen und Cunneen anfa¨llig fu¨r
Fehler sind [HZ11].
Kategorie Eigenschaften
1 b
(k)
i fu¨r alle Produktklassen k an Station i gleich,
E[X
(k)
i ] ≤ b(k)i
2 b
(k)
i fu¨r alle Produktklassen k an Station i gleich,
E[X
(k)
i ] > b
(k)
i und E[X
(k)
i ] ≤ b(k)i
3 b
(k)
i fu¨r alle Produktklassen k an Station i verschieden,
E[X
(k)
i ] ≤ b(k)i
4 b
(k)
i fu¨r alle Produktklassen k an Station i verschieden,
E[X
(k)
i ] > b
(k)
i und E[X
(k)
i ] ≤ b(k)i
Zu jeder Kategorie geho¨ren fu¨nf Simulationsmodelle, die sich in den spezifi-
zierten quadrierten Variationskoeffizienten der Bedienzeiten unterscheiden.
Modell SCV [S
(k)
i ]
1 1.2
2 1.0
3 0.5
4 0
5 zufa¨llig
Entsprechend ergeben sich 20 verschiedene Fa¨lle je Referenzmodell. Die Para-
metrisierungen der einzelnen Modelle sowie die Wahl der zufa¨lligen SCV [S
(k)
i ]
befinden sich in den entsprechenden Abschnitten.
5.2 Simulation von offenen Warteschlangennetzen
Zur Realisierung der Simulationen wurde ein kommerzielles Simulationswerk-
zeug genutzt, das von Rockwell Automation entwickelt wurde. Arena (Ver-
sion 14.7) ist ein fu¨hrendes Software-Werkzeug auf dem Markt fu¨r diskrete
ereignisorientierte Simulation und erfu¨llt alle Anforderungen, die durch die
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Simulationsmodelle gestellt werden. Arena basiert auf den Simulationsspra-
chen Siman/Cinema und hat seinen Ursprung in der Modellierung und Si-
mulation von Gescha¨ftsprozessen. Durch die graphische Oberfla¨che, in der
Simulationsmodelle per “Drag&Drop” u¨bersichtlich und zuverla¨ssig konfigu-
riert werden ko¨nnen, ist ein hoher Komfort fu¨r den Anwender gegeben. Es
existieren außerdem Schnittstellen, die zum Beispiel eine individuelle Daten-
aufzeichnung fu¨r statistische Auswertungen ermo¨glichen.
Ein weiterer Vorzug, den Arena bietet, ist die Unterscheidung von Prozessen
und Ressourcen. Diese Unterscheidung ermo¨glicht, dass jede Produktklasse
ein eigenes Netz erha¨lt und sich die kongruenten Bedienstationen die Bediener
(Ressourcen) teilen.
In die Dekompositionsmethode und die an den einzelnen Knoten verwendeten
Approximationsformeln gehen nur das erste Moment und der quadrierte Va-
riationskoeffizient der Verteilungen ein. Im Simulator hingegen muss die kom-
plette Verteilungsinformation angegeben werden. Da die Gamma-Verteilung
zwei Parameter beno¨tigt, die sich aus den ersten zwei Momenten berechnen,
wird diese als Referenzverteilung in den Simulationen verwendet.
Es besteht noch das Problem der Abbildung der allgemeinen Verteilungen
der Zwischenankunfts- und Bedienzeiten im Simulator. Die beliebigen Ver-
teilungen werden ausschließlich durch das erste Moment und den quadrierten
Variationskoeffizienten spezifiziert. Fu¨r die Simulationen wurde als Referenz-
verteilung eine Gamma-Verteilung verwendet.
Das zur Dichtefunktion f : R→ R mit
f(x) :=
{
αβ
Γ(β)
xβ−1e−αx , x ≥ 0
0 , x < 0
geho¨rende Wahrscheinlichkeitsmaß P auf (R,B) heißt Gamma-Verteilung mit
den Parametern α > 0 und β > 0 (Gamm(α, β)). B meint in diesem Zusam-
menhang die σ-Algebra der Borelschen Mengen. Die Gamma-Funktion Γ ist
durch
Γ(β) :=
∫ ∞
0
xβ−1e−xdx
fu¨r β > 0 definiert.
Entsprechend gestalten sich die Parameter α und β fu¨r die zu simulierenden
Bedienzeiten
α
(k)
i =
1
µ
(k)
i
SCV [S
(k)
i ] β
(k)
i =
1
SCV [S
(k)
i ]
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und fu¨r die Zwischenankunftszeiten der Eingangsknoten
αˆ
(k)
i =
1
λ
(k)
i
SCV [I
(k)
i ] βˆ
(k)
i =
1
SCV [I
(k)
i ]
.
5.3 Statistische Methode der regenerativen stochastischen Pro-
zesse
Die Theorie der regenerativen stochastischen Prozesse la¨sst sich zur Auswer-
tung von Simulationen einsetzen. Die Methode, die beispielsweise in [AG07]
beschrieben wird, besitzt den Vorteil, dass fu¨r die statistische Analyse nur ein
Simulationslauf durchzufu¨hren ist. Vorausgesetzt wird eine long-run Simula-
tion, deren Dauer aufgrund des Satzes u¨ber die Grenzverteilung zeitstetiger
regenerativer Prozesse ausreichend lang zu wa¨hlen ist.
Durch die beschriebenen Bedingungen in Definition 1 (Seite 46) zerfa¨llt ein re-
generativer stochastischer Prozess in aufeinanderfolgende Zyklen ((Zt+Sn)t∈T )
mit n ∈ N0, die identisch verteilt und stochastisch unabha¨ngig sind. Es kann
gezeigt werden, dass ein zeitstetiger regenerativer Prozess unter gewissen Be-
dingungen eine Grenzverteilung Zt
d→ Z∗ besitzt und die Formel
”
Zeitmittel
gleich Raummittel“ gilt (Gleichung (3.32)).
Da fu¨r stabile Warteschlangensysteme garantiert ist, dass sie mit Wahrschein-
lichkeit 1 immer wieder leer laufen, kann der zugeho¨rige Warteschlangenpro-
zess als zeitstetiger regenerativer Prozess aufgefasst werden.
Im vorliegendem Fall wird die Zwischenankunftszeit der in das Warteschlan-
gensystem neu eintretenden Auftra¨ge als exponentiell verteilt angenommen.
Dann sind die Zeitpunkte, zu denen das Warteschlangensystem leer la¨uft, Re-
generationszeitpunkte fu¨r den Warteschlangenprozess, der die Anzahl Auf-
tra¨ge im Warteschlangensystem charakterisiert. Die exponentiell verteilten
Zwischenankunftszeiten garantieren, dass die Zeiten zwischen Regeneratio-
nen nicht-arithmetisch verteilt sind und somit alle Voraussetzungen von Satz
4 und 5 erfu¨llt sind.
Punktscha¨tzer
Um den Punktscha¨tzer zu erhalten, muss das Problem der Scha¨tzung von
r := E[f(Z∗)] := limt→∞E[f(Zt)] betrachtet werden. Durch Gleichung (3.32)
ist dies gleichbedeutend mit der Scha¨tzung von E[X1]/E[Y1].
Aufgrund der Definition eines regenerativen stochastischen Prozesses ist be-
kannt, dass die Zufallsvektoren
(X1, Y1), (X2, Y2), ..., (X3, Y3), ...
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mit
Xj =
Sj∫
Sj−1
f(Zt)dt.
und Yj = Sj − Sj−1, j ∈ N, unabha¨ngig und identisch verteilt sind. (Xn)n∈N
beschreibt die Zusta¨nde und (Yn)n∈N die Lebensdauern. Werden die arithme-
tischen Mittel
X¯ =
1
n
n∑
j=1
Xj und Y¯ =
1
n
n∑
j=1
Yj
gebildet und E[X1] beziehungsweise E[Y1] ersetzt, la¨sst sich ein geeigneter
Punktscha¨tzer r
r =
X¯
Y¯
bestimmen.
Konfidenzintervall
Um ein Konfidenzintervall zum Punktscha¨tzer r zu konstruieren sei zuna¨chst
(Vj)j∈N eine i. i. d. Folge mit Vj = Xj − rYj, j ∈ N. Der Erwartungswert ist
E[Vj ] = E[Xj ]− rE[Yj] = 0
und die Varianz
V ar[Yj] = E[V
2
j ]− E[Vj ]2 = E[V 2j ].
Im Folgenden wird 0 < σ2 = V ar[Vj] = E[V
2
j ] <∞ angenommen und
V :=
1
n
n∑
j=1
Vj
gesetzt. Die Beziehung zwischen den Prozessen Xj und Yj bezu¨glich des arith-
metischen Mittels der Gro¨ßen la¨sst sich beschreiben durch
V¯ = X¯ − rY¯ = 1
n
n∑
j=1
(Xj − rYj).
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Mit Hilfe des zentralen Grenzwertsatzes la¨sst sich schließen, dass fu¨r x ∈ R
gilt
lim
n→∞
P
(
n · V¯ − n · 0
σ · √n ≤ x
)
= lim
n→∞
P
(
V¯
√
n
σ
≤ x
)
= lim
n→∞
P
(
(Y¯ − rY¯ )√n
σ
≤ x
)
= lim
n→∞
P
(
(rˆ − r)√n
σ/Y¯
≤ x
)
= Φ(x).
Φ bezeichnet die Standardnormalverteilung und rˆ := X¯/Y¯ wurde als Scha¨tzer
fu¨r r verwendet. Man geht nun davon aus, dass der Fehler standardnor-
malverteilt ist. Fu¨r das 1 − α Quantil der Standardnormalverteilung und
Φ(z∗0) = 1− α2 gilt
lim
n→∞
P
(
−z∗0 ≤
√
n(rˆ − r)
σ/X¯
≤ z∗0
)
= lim
n→∞
P
(
rˆ − z
∗
0σ
Y¯
√
n
≤ r ≤ rˆ + z
∗
0σ
Y¯
√
n
)
= 1−Θ
und es resultiert das Konfidenzintervall
KI =
[
rˆ − z
∗
0σ
Y¯
√
n
, rˆ +
z∗0σ
Y¯
√
n
]
.
Die tatsa¨chliche Standardabweichung σ2 wird durch die Nutzung der empi-
rischen Varianzen und der Kovarianz
s211 =
1
n− 1(Xj − X¯)
2,
s222 =
1
n− 1(Yj − Y¯ )
2,
s212 =
1
n− 1(Xj − X¯)(Yj − Y¯ )
durch
σ2 = E[(X1 −ΘY1)2] = V ar[X1]− 2ΘCov[X1, Y1] + Θ2V ar[Y1]
≈ s11 − 2Θs12 +Θ2s22
gescha¨tzt.
Die statistische Methode der regenerativen stochastischen Prozesse wurde
implementiert und fu¨r die statistische Analyse der durchgefu¨hrten Experi-
mente verwendet. Die Daten fu¨r die statistische Analyse wurden u¨ber eine
Schnittstelle von Arena wa¨hrend der Simulationsla¨ufe erhoben.
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5.4 Analyse und U¨berpru¨fung der Simulations- und Approxima-
tionsergebnisse
Eine Grunderkenntnis aus der Untersuchung von offenen Warteschlangennet-
zen mit Batch Service im Ein-Produktfall [HZ11] war, dass die Genauigkeit
der Approximationen fa¨llt, wenn die quadrierten Variationskoeffizienten der
Zwischenankunfts- und der Bedienzeiten hoch sind oder die mittlere Ein-
gangsgruppengro¨ße die Losgro¨ße u¨bersteigt. Letzteres hat zur Folge, dass sich
an betroffenen Stationen eine Kaskade bildet und eine Wahrscheinlichkeits-
masse in der Null erzeugt wird. Dadurch handelt es sich nicht mehr um einen
Erneuerungsprozess, der fu¨r die Dekompositionsmethode angenommen wird.
Ha¨ufig fu¨hrt die Verletzung dieser Voraussetzung dazu, dass die quadrierten
Variationskoeffizienten der Zwischenankunftszeiten einen hohen Wert anneh-
men.
Die Untersuchung von einzelnen Warteschlangensystemen mit Batch Service
im Mehr-Produktfall [Gro¨07] hatte ergeben, dass sich die Approximationen
verschlechtern, wenn eine Kaskadenbildung fu¨r ein Warteschlangensystem
vorliegt und die Anzahl Bediener erho¨ht wird. Eine Erho¨hung der Abwei-
chungen durch die Annahme verschiedener Verha¨ltnisse der Auslastungen
oder die Annahme unterschiedlicher Verteilungen der Eingangsgruppengro¨ße
fu¨r Produktklassen konnte nicht beobachtet werden.
Der relative Fehler an einer Station i der Produktklasse k eines Simulations-
modells n wird ermittelt durch
F
(k)
i,n =
E[N
(k)
i,n ]− θ(k)i,n
θ
(k)
i,n
100,
wobei θ den korrespondierenden Punktscha¨tzer beschreibt. Als Maß fu¨r die
Zuverla¨ssigkeit des Punktscha¨tzers wurde das Konfidenzintervall fu¨r diesen
zum Niveau z∗ = 0.1 gewa¨hlt. Die Simulationsmodelle wurden mit 500.000
Zeiteinheiten simuliert. Simulationsmodelle, die deterministische Bedienzei-
ten beinhalten, wurden in Arena durch Konstanten realisiert.
5.4.1 Zusammenfassung der Simulations- und Approximationser-
gebnisse
Die Evaluierung der verallgemeinerten Dekomposition wurde an einem Se-
riensystem und an einem Netzwerk durchgefu¨hrt. Die Referenzmodelle beste-
hen jeweils aus sechs Knoten beziehungsweise Stationen, die Gruppenanku¨nfte
und -bedienung mit allgemeinen Verteilungen besitzen. Da diese Art von
Warteschlangennetzen keine exakten analytischen Lo¨sungen besitzen, wird
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die approximative Methode der Dekomposition mit ereignisorientierter sto-
chastischer Simulation verglichen.
Im Folgenden werden die Ergebnisse der Evaluierung kurz zusammengefasst
und die einzelnen Kategorien auf den na¨chsten Seiten detailliert ausgewer-
tet. Die Simulations- und Approximationsergebnisse der Modelle wurden gra-
phisch aufbereitet. Die Balken repra¨sentieren die Approximationsergebnisse
der Produktklassen an einer Station i. Die schwarzen Balken stehen fu¨r die
erste, die weißen fu¨r die zweite und die grauen fu¨r die dritte Produktklasse.
Die blauen Rauten repra¨sentieren die berechneten Scha¨tzer aus der Simula-
tion.
5.4.2 Seriensystem
Station 1 Station 2
...
Station 6
Abbildung 5.1: Referenzmodell 1
Serie – 3 Produktklassen – Modelle 1-20
Modelle Knoten i ci ρ
Σ
i
Produktklasse
1 2 3
b
(1)
i µ
(1)
i ρ
(1)
i b
(2)
i µ
(2)
i ρ
(2)
i b
(3)
i µ
(3)
i ρ
(3)
i
1-5
1 1 0.8 2 1.25 0.4 2 2.5 0.2 2 2.5 0.2
2 3 0.9 4 0.28 0.3 4 0.278 0.3 4 0.28 0.3
3 1 0.6 5 2 0.1 5 0.5 0.4 5 2 0.1
4 5 0.8 7 0.07 0.4 7 0.286 0.1 7 0.1 0.3
5 1 0.5 8 0.63 0.2 8 0.625 0.2 8 1.25 0.1
6 2 0.7 10 0.17 0.3 10 0.167 0.3 10 0.5 0.1
6-10
1 1 0.8 4 0.63 0.4 4 1.25 0.2 4 1.25 0.2
2 3 0.9 5 0.22 0.3 5 0.222 0.3 5 0.22 0.3
3 1 0.6 1 10 0.1 1 2.5 0.4 1 10 0.1
4 5 0.8 7 0.07 0.4 7 0.286 0.1 7 0.1 0.3
5 1 0.5 3 1.67 0.2 3 1.667 0.2 3 3.33 0.1
6 2 0.7 10 0.17 0.3 10 0.167 0.3 10 0.5 0.1
11-15
1 1 0.8 2 1.25 0.4 1 5 0.2 3 1.67 0.2
2 3 0.9 4 0.28 0.3 3 0.37 0.3 5 0.22 0.3
3 1 0.6 5 2 0.1 6 0.417 0.4 7 1.43 0.1
4 5 0.8 7 0.07 0.4 8 0.25 0.1 10 0.07 0.3
5 1 0.5 8 0.63 0.2 9 0.556 0.2 11 0.91 0.1
6 2 0.7 10 0.17 0.3 12 0.139 0.3 13 0.38 0.1
16-20
1 1 0.8 3 0.83 0.4 2 2.5 0.2 1 5 0.2
2 3 0.9 10 0.11 0.3 10 0.11 0.3 10 0.11 0.3
3 1 0.6 5 2 0.1 7 0.36 0.4 3 3.333 0.1
4 5 0.8 15 0.03 0.4 15 0.13 0.1 15 0.04 0.3
5 1 0.5 2 2.5 0.2 1 5 0.2 3 3.33 0.1
6 2 0.7 1 1.67 0.3 1 1.67 0.3 1 5 0.1
Tabelle 5.1: Serie – 3 Produktklassen – Simulationsmodelle 1-20
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quadrierte Variationskoeffizienten der Bedienzeiten
Modell Knoten i SCV [S
(1)
i ] SCV [S
(2)
i ] SCV [S
(3)
i ]
5
1 1.051 1.076 0.143
2 0.550 0.275 1.064
3 0.704 0.515 0.136
4 0.676 0.549 0.991
5 0.170 0.738 0.254
6 1.117 0.695 1.073
10
1 0.820 1.051 1.044
2 0.218 0.193 0.574
3 0.441 0.914 0.396
4 0.630 0.447 0.450
5 1.069 0.327 0.628
6 0.977 0.136 0.946
15
1 0.713 0.140 0.759
2 0.255 0.211 0.860
3 0.879 1.169 0.194
4 0.415 0.489 0.313
5 1.149 0.122 0.732
6 0.414 0.574 0.164
20
1 0.367 1.030 0.426
2 0.785 0.355 0.479
3 0.105 0.436 1.049
4 0.619 0.416 0.969
5 0.487 0.846 0.272
6 1.137 0.301 0.608
Tabelle 5.2: Serie - 3 Produktklassen – quadrierte Variationskoeffizienten der
Bedienzeiten
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Simulationsmodelle 1-5 – Serie – 3 Produktklassen
Modell Knoten i
Diskrete ereignisorientierte Simulation Approximation
Produktklasse Produktklasse
1 2 3
SCV [IΣi ]
1 2 3
Θ
(1)
i 90% KI Θ
(2)
i 90% KI Θ
(3)
i 90% KI E[N
1
i ] F
(1)
i E[N
2
i ] F
(2)
i E[N
3
i ] F
(3)
i
1
1 3.29 [3.24,3.33] 2.97 [2.92,3.01] 2.97 [2.93,3.02] 0.5 3.36 2.1 2.96 -0.3 2.96 -0.3
2 12.33 [11.92,12.73] 12.55 [12.14,12.95] 12.49 [12.08,12.89] 0.6 13.87 12.5 13.87 10.5 13.87 11.1
3 4.79 [4.74,4.85] 5.93 [5.88,5.99] 4.82 [4.77,4.87] 0.9 4.89 2.1 6.39 7.8 4.89 1.5
4 22.11 [21.77,22.45] 11.24 [10.99,11.49] 18.48 [18.19,18.77] 1.02 23.98 8.5 13.48 19.9 20.48 10.8
5 6.66 [6.61,6.7] 6.77 [6.72,6.82] 6.02 [5.98,6.07] 1.26 6.83 2.6 6.83 0.9 6.03 0.2
6 14.51 [14.3,14.72] 14.64 [14.44,14.85] 11.38 [11.19,11.57] 0.98 16.19 11.6 16.19 10.6 12.19 7.1
2
1 3.02 [2.98,3.06] 2.71 [2.68,2.75] 2.71 [2.67,2.75] 0.5 3.12 3.3 2.72 0.4 2.72 0.4
2 10.58 [10.31,10.86] 10.84 [10.56,11.12] 10.84 [10.56,11.12] 0.53 12.51 18.2 12.51 15.4 12.51 15.4
3 4.45 [4.41,4.49] 5.6 [5.55,5.65] 4.45 [4.41,4.49] 0.76 4.55 2.3 6.05 8 4.55 2.3
4 20.65 [20.42,20.88] 9.99 [9.82,10.15] 17.16 [16.96,17.37] 0.9 23.05 11.6 12.55 25.6 19.55 13.9
5 6.35 [6.31,6.39] 6.44 [6.41,6.48] 5.68 [5.65,5.71] 1.1 6.6 3.9 6.6 2.5 5.8 2.1
6 13.6 [13.44,13.75] 13.78 [13.62,13.93] 10.51 [10.37,10.65] 0.87 15.42 13.4 15.42 11.9 11.42 8.7
3
1 2.46 [2.44,2.48] 2.16 [2.14,2.18] 2.16 [2.13,2.18] 0.5 2.52 2.4 2.12 -1.9 2.12 -1.9
2 8.21 [8.03,8.39] 8.45 [8.27,8.63] 8.41 [8.23,8.59] 0.35 9.1 10.8 9.1 7.7 9.1 8.2
3 3.69 [3.67,3.7] 4.88 [4.85,4.9] 3.7 [3.68,3.72] 0.42 3.65 -1.1 5.15 5.5 3.65 -1.4
4 19.09 [18.97,19.22] 8.35 [8.27,8.42] 15.57 [15.46,15.67] 0.61 20.64 8.1 10.14 21.4 17.14 10.1
5 5.91 [5.88,5.93] 5.95 [5.93,5.97] 5.18 [5.16,5.2] 0.71 5.95 0.7 5.95 0 5.15 -0.6
6 12.04 [11.96,12.11] 12.17 [12.09,12.25] 8.85 [8.79,8.92] 0.61 13.42 11.5 13.42 10.3 9.42 6.4
4
1 1.89 [1.88,1.9] 1.57 [1.56,1.58] 1.57 [1.56,1.58] 0.5 1.92 1.6 1.52 -3.2 1.52 -3.2
2 5.45 [5.42,5.48] 5.65 [5.61,5.68] 5.65 [5.61,5.68] 0.17 5.7 4.6 5.7 0.9 5.7 0.9
3 2.85 [2.84,2.85] 4.12 [4.11,4.12] 2.89 [2.88,2.89] 0.09 2.73 -4.2 4.23 2.7 2.73 -5.5
4 17.39 [17.34,17.43] 6.69 [6.68,6.7] 13.9 [13.88,13.93] 0.32 18.15 4.4 7.65 14.4 14.65 5.4
5 5.42 [5.41,5.43] 5.4 [5.39,5.41] 4.75 [4.74,4.76] 0.32 5.22 -3.7 5.22 -3.3 4.42 -7
6 10.58 [10.56,10.6] 10.63 [10.6,10.65] 7.22 [7.2,7.24] 0.34 11.35 7.3 11.35 6.8 7.35 1.8
5
1 2.95 [2.92,2.99] 2.64 [2.61,2.68] 2.65 [2.61,2.69] 0.5 3.01 2 2.61 -1.2 2.61 -1.5
2 9.04 [8.85,9.23] 9.21 [9.01,9.4] 9.26 [9.07,9.46] 0.5 10.51 16.3 10.51 14.1 10.51 13.5
3 3.71 [3.69,3.73] 4.87 [4.84,4.89] 3.76 [3.74,3.78] 0.52 3.76 1.4 5.26 8 3.76 0
4 19.64 [19.47,19.81] 9.02 [8.9,9.15] 16.23 [16.06,16.4] 0.64 21.61 10 11.11 23.2 18.11 11.6
5 5.91 [5.89,5.94] 5.92 [5.89,5.94] 5.24 [5.22,5.26] 0.91 6.07 2.7 6.07 2.5 5.27 0.6
6 12.96 [12.82,13.09] 13.08 [12.96,13.2] 9.83 [9.72,9.95] 0.67 14.68 13.3 14.68 12.2 10.68 8.7
Tabelle 5.3: Ergebnisse - Simulationsmodelle 1-5: λ(1)0 = 1, λ
(2)
0 = 1, λ
(3)
0 = 1,SCV [I
(1)
0 ] = 1, SCV [I
(2)
0 ] = 1, SCV [I
(3)
0 ] = 1,b
(1)
0 = 1, b
(2)
0 = 1, b
(3)
0 = 1.
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Zusammengefasst erzielen alle Modelle des Seriensystems der ersten Katego-
rie große U¨bereinstimmungen zwischen Simulationswerten und Approxima-
tionen. Die zwischen den Produktklassen variierenden Auslastungen an einer
Station wirken sich kaum negativ auf die Approximationsergebnisse aus. Die
Approximationsgu¨te wird durch die mittlere Gesamtauslastung, die fu¨r Sta-
tion 5 angenommen wurde (ρΣ5 = 0.5), ebenfalls nicht gemindert. Jedoch
ist ein negativer Effekt an Stationen beobachtbar, die Mehrbedienersyste-
me repra¨sentieren. Das betrifft die Stationen 2, 4 und 6. Die berechneten
Kennzahlen fu¨r die genannten Stationen besitzen eine gro¨ßere Differenz zu
den Simulationswerten. Eine Verringerung der Approximationsgu¨te fu¨r Mehr-
bedienersystemen wurde zuvor in [Gro¨07] festgestellt. Das Modell, das de-
terministisch verteilte Bedienzeiten beinhaltet (SCV [S
(k)
i ] = 0), besitzt die
gro¨ßten U¨bereinstimmungen und die niedrigste Approximationsgu¨te besitzt
das Modell mit exponentiell verteilten Bedienzeiten (SCV [S
(k)
i ] = 1).
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Simulationsmodelle 6-10 – Serie – 3 Produktklassen
Modell Knoten i
Diskrete ereignisorientierte Simulation Approximation
Produktklasse Produktklasse
1 2 3
SCV [IΣi ]
1 2 3
Θ
(1)
i 90% KI Θ
(2)
i 90% KI Θ
(3)
i 90% KI E[N
1
i ] F
(1)
i E[N
2
i ] F
(2)
i E[N
3
i ] F
(3)
i
6
1 6.31 [6.2,6.42] 5.8 [5.69,5.91] 5.78 [5.67,5.89] 0.25 6.59 4.4 5.79 -0.2 5.79 0.2
2 16.84 [16.28,17.39] 17.19 [16.63,17.75] 17.18 [16.63,17.74] 0.92 19.51 15.9 19.51 13.5 19.51 13.6
3 1.72 [1.7,1.74] 2.35 [2.33,2.38] 1.74 [1.71,1.76] 5.77 1.37 -20.3 2.27 -3.4 1.37 -21.3
4 22.41 [22.05,22.77] 11.75 [11.44,12.05] 18.85 [18.51,19.18] 0.48 22.43 0.1 11.93 1.5 18.93 0.4
5 2.99 [2.97,3.02] 3.09 [3.06,3.12] 2.58 [2.56,2.6] 3.11 3.01 0.7 3.01 -2.6 2.51 -2.7
6 14.55 [14.36,14.75] 14.86 [14.66,15.07] 11.34 [11.15,11.52] 0.64 15.34 5.4 15.34 3.2 11.34 0
7
1 5.77 [5.69,5.86] 5.26 [5.18,5.34] 5.26 [5.18,5.34] 0.25 6.11 5.9 5.31 1 5.31 1
2 14.5 [14.06,14.94] 14.84 [14.4,15.27] 14.87 [14.43,15.31] 0.81 17.56 21.1 17.56 18.3 17.56 18.1
3 1.52 [1.51,1.54] 2.17 [2.15,2.19] 1.55 [1.53,1.56] 4.9 1.22 -19.7 2.12 -2.3 1.22 -21.3
4 21.1 [20.84,21.36] 10.53 [10.33,10.74] 17.65 [17.41,17.89] 0.42 21.59 2.3 11.09 5.3 18.09 2.5
5 2.85 [2.83,2.87] 2.91 [2.89,2.93] 2.42 [2.4,2.44] 2.71 2.88 1.1 2.88 -1 2.38 -1.7
6 13.8 [13.65,13.95] 14.07 [13.93,14.22] 10.55 [10.42,10.68] 0.57 14.61 5.9 14.61 3.8 10.61 0.6
8
1 4.74 [4.69,4.79] 4.21 [4.17,4.26] 4.21 [4.17,4.25] 0.25 4.91 3.6 4.11 -2.4 4.11 -2.4
2 11.11 [10.88,11.33] 11.49 [11.26,11.72] 11.49 [11.27,11.72] 0.52 12.64 13.8 12.64 10 12.64 10
3 1.11 [1.1,1.12] 1.78 [1.77,1.8] 1.13 [1.12,1.14] 2.74 0.85 -23.4 1.75 -1.7 0.85 -24.8
4 19.08 [18.95,19.2] 8.52 [8.44,8.6] 15.68 [15.56,15.79] 0.25 19.48 2.1 8.98 5.4 15.98 1.9
5 2.57 [2.56,2.59] 2.6 [2.59,2.61] 2.13 [2.12,2.14] 1.73 2.54 -1.2 2.54 -2.3 2.04 -4.2
6 12.43 [12.35,12.51] 12.68 [12.6,12.76] 9.13 [9.07,9.2] 0.38 12.74 2.5 12.74 0.5 8.74 -4.3
9
1 3.69 [3.68,3.71] 3.15 [3.14,3.16] 3.14 [3.13,3.15] 0.25 3.72 0.8 2.92 -7.3 2.92 -7
2 7.5 [7.46,7.53] 7.84 [7.8,7.88] 7.84 [7.8,7.88] 0.23 7.66 2.1 7.66 -2.3 7.66 -2.3
3 0.51 [0.51,0.52] 1.29 [1.28,1.29] 0.59 [0.58,0.59] 0.57 0.45 -11.8 1.35 4.7 0.45 -23.7
4 17.28 [17.24,17.32] 6.69 [6.68,6.7] 13.78 [13.76,13.81] 0.09 17.43 0.9 6.93 3.6 13.93 1.1
5 2.28 [2.27,2.28] 2.27 [2.27,2.28] 1.89 [1.89,1.9] 0.74 2.2 -3.5 2.2 -3.1 1.7 -10.1
6 11.16 [11.14,11.18] 11.16 [11.14,11.18] 7.74 [7.72,7.76] 0.19 10.92 -2.2 10.92 -2.2 6.92 -10.6
10
1 5.63 [5.55,5.71] 5.11 [5.03,5.18] 5.11 [5.04,5.19] 0.25 5.86 4.1 5.06 -1 5.06 -1
2 10.96 [10.78,11.14] 11.35 [11.17,11.53] 11.37 [11.18,11.56] 0.75 13.06 19.2 13.06 15.1 13.06 14.9
3 1.04 [1.04,1.05] 1.69 [1.67,1.7] 1.1 [1.09,1.11] 2.15 0.86 -17.3 1.76 4.1 0.86 -21.8
4 19.11 [18.95,19.28] 8.57 [8.47,8.67] 15.62 [15.5,15.75] 0.25 19.65 2.8 9.15 6.8 16.15 3.4
5 2.63 [2.61,2.64] 2.66 [2.64,2.67] 2.17 [2.16,2.18] 1.84 2.62 -0.4 2.62 -1.5 2.12 -2.3
6 12.65 [12.54,12.76] 12.88 [12.79,12.96] 9.3 [9.22,9.38] 0.41 13.04 3.1 13.04 1.2 9.04 -2.8
Tabelle 5.4: Ergebnisse - Simulationsmodelle 6-10: λ(1)0 = 1, λ
(2)
0 = 1, λ
(3)
0 = 1,SCV [I
(1)
0 ] = 1, SCV [I
(2)
0 ] = 1, SCV [I
(3)
0 ] = 1,b
(1)
0 = 1, b
(2)
0 = 1, b
(3)
0 = 1.
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Zusammengefasst besitzen alle Modelle des Seriensystems der zweiten Kate-
gorie akzeptable U¨bereinstimmungen zwischen Simulationswerten und Ap-
proximationsergebnissen. Es lassen sich zwei Pha¨nomene beobachten, die
ho¨here Abweichungen verursachen. Zum einen wird die Approximationsgu¨te
fu¨r Stationen gemindert, die Mehrbedienersysteme repra¨sentieren. Das la¨sst
sich durchga¨ngig fu¨r alle Modelle fu¨r die zweite Station beobachten. Zum
anderen treten Abweichungen auf, wenn sich an einer Station Kaskaden bil-
den [HZ11]. Kaskaden entstehen an Stationen, an denen die mittlere Ein-
gangsgruppengro¨ße die Losgro¨ße des Bedieners u¨bersteigt. Diese Situation
la¨sst sich fu¨r die dritte Station feststellen (E[X
(k)
3 ] = 5 > b
(k)
3 = 1). Ein
Indikator fu¨r eine Kaskadenbildung sind vergleichsweise hohe Variationsko-
effizienten der Zwischenankunftszeiten (SCV [IΣi ] > 1.25). Die beschriebenen
Pha¨nomene und die zu erwartenden Abweichungen sind kaum fu¨r die Statio-
nen 4, 5 und 6 zu beobachten. Es wurde erwartet, dass die Kaskadenbildung
die Approximationsgu¨te fu¨r die fu¨nfte Station verringert (E[X
(k)
5 ] = 7 >
b
(k)
5 = 3) und die angenommenen Mehrbedienersysteme einen negativen Ein-
fluss auf die Ergebnisse der Stationen 4 und 6 haben. Die Approximationen
stabilisieren sich jedoch ab Station 3 fu¨r die nachfolgenden Stationen. Eben-
falls kann nicht beobachtet werden, dass die Approximationsgu¨te signifikant
vermindert wird, wenn eine mittlere Gesamtauslastung angenommen wird
wie es fu¨r Station 5 der Fall ist (ρΣ5 = 0.5). Die angenommenen unterschiedli-
chen Auslastungen der Produktklassen fu¨r eine Station i fu¨hrt ebenfalls kaum
zu ho¨heren Abweichungen. Die gro¨ßten U¨bereinstimmungen zwischen Appro-
ximationen und Simulationswerten erzielt das Modell mit deterministischen
Bedienzeiten (SCV [S
(k)
i ] = 0) und die niedrigsten U¨bereinstimmungen der
Kennzahlen besitzt wieder das Modell mit exponentiell verteilten Bedienzei-
ten (SCV [S
(k)
i ] = 1).
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Simulationsmodelle 11-15 – Serie – 3 Produktklassen
Modell Knoten i
Diskrete ereignisorientierte Simulation Approximation
Produktklasse Produktklasse
1 2 3
SCV [IΣi ]
1 2 3
Θ
(1)
i 90% KI Θ
(2)
i 90% KI Θ
(3)
i 90% KI E[N
1
i ] F
(1)
i E[N
2
i ] F
(2)
i E[N
3
i ] F
(3)
i
11
1 3.29 [3.24,3.34] 2.39 [2.34,2.44] 3.62 [3.57,3.67] 0.74 3.71 12.8 2.61 9.2 4.01 10.8
2 12.02 [11.61,12.42] 11.53 [11.12,11.93] 14.1 [13.68,14.53] 0.73 14.59 21.4 13.19 14.4 15.99 13.4
3 4.99 [4.93,5.05] 5.83 [5.76,5.9] 6.11 [6.05,6.17] 0.82 5.3 6.2 7.7 32.1 6.5 6.4
4 22.63 [22.23,23.03] 12.38 [12.03,12.72] 25.13 [24.74,25.52] 1.03 25.07 10.8 15.57 25.8 27.57 9.7
5 6.78 [6.73,6.83] 7.4 [7.35,7.45] 7.87 [7.82,7.92] 1.27 7.01 3.4 7.71 4.2 8.01 1.8
6 15.19 [14.96,15.43] 16.59 [16.35,16.84] 14.48 [14.26,14.71] 0.96 16.76 10.3 18.96 14.3 14.86 2.6
12
1 2.96 [2.92,3] 2.04 [2.01,2.08] 3.28 [3.24,3.31] 0.74 3.47 17.2 2.37 16.2 3.77 14.9
2 10.48 [10.18,10.78] 9.95 [9.64,10.26] 12.45 [12.14,12.75] 0.65 13.21 26.1 11.81 18.7 14.61 17.4
3 4.6 [4.56,4.65] 5.46 [5.41,5.51] 5.74 [5.7,5.79] 0.7 4.9 6.5 7.3 33.7 6.1 6.3
4 21.28 [21.02,21.54] 11.05 [10.84,11.26] 23.6 [23.33,23.87] 0.91 24 12.8 14.5 31.2 26.5 12.3
5 6.51 [6.46,6.55] 7.07 [7.03,7.11] 7.54 [7.5,7.58] 1.11 6.75 3.7 7.45 5.4 7.75 2.8
6 14.08 [13.91,14.26] 15.4 [15.21,15.58] 13.27 [13.11,13.43] 0.85 15.9 12.9 18.1 17.5 14 5.5
13
1 2.46 [2.44,2.49] 1.54 [1.52,1.57] 2.78 [2.76,2.8] 0.74 2.87 16.7 1.77 14.9 3.17 14
2 8.23 [8.07,8.4] 7.73 [7.57,7.9] 10.21 [10.04,10.38] 0.45 9.75 18.5 8.35 8 11.15 9.2
3 3.77 [3.75,3.79] 4.67 [4.64,4.7] 4.9 [4.88,4.92] 0.4 3.86 2.4 6.26 34.1 5.06 3.3
4 19.51 [19.35,19.66] 9.2 [9.09,9.31] 21.83 [21.67,21.99] 0.63 21.23 8.8 11.73 27.5 23.73 8.7
5 5.99 [5.96,6.01] 6.49 [6.46,6.51] 7.03 [7,7.06] 0.71 6.03 0.7 6.73 3.7 7.03 0
6 12.34 [12.25,12.42] 13.72 [13.62,13.81] 11.53 [11.45,11.61] 0.59 13.65 10.6 15.85 15.5 11.75 1.9
14
1 1.89 [1.88,1.9] 0.95 [0.94,0.96] 2.21 [2.2,2.22] 0.74 2.27 20.1 1.17 23.2 2.57 16.3
2 5.56 [5.53,5.59] 4.98 [4.94,5.01] 7.56 [7.53,7.6] 0.25 6.28 13 4.88 -2 7.68 1.6
3 3 [2.99,3] 4 [4,4.01] 4.22 [4.21,4.22] 0.1 2.82 -6 5.22 30.5 4.02 -4.7
4 17.49 [17.45,17.54] 7.23 [7.22,7.24] 19.93 [19.9,19.97] 0.34 18.36 5 8.86 22.6 20.86 4.7
5 5.46 [5.45,5.47] 5.86 [5.85,5.87] 6.52 [6.51,6.54] 0.32 5.21 -4.6 5.91 0.9 6.21 -4.8
6 10.73 [10.71,10.75] 12.18 [12.16,12.21] 9.71 [9.68,9.73] 0.33 11.34 5.7 13.54 11.2 9.44 -2.8
15
1 2.63 [2.61,2.66] 1.7 [1.68,1.73] 2.95 [2.92,2.98] 0.74 3.08 17.1 1.98 16.5 3.38 14.6
2 8.09 [7.95,8.23] 7.54 [7.4,7.68] 10.11 [9.95,10.26] 0.52 10.09 24.7 8.69 15.3 11.49 13.7
3 4.43 [4.38,4.47] 5.25 [5.2,5.31] 5.6 [5.55,5.65] 0.41 4.66 5.2 7.06 34.5 5.86 4.6
4 19.42 [19.29,19.55] 9.18 [9.11,9.26] 21.78 [21.66,21.9] 0.86 21.57 11.1 12.07 31.5 24.07 10.5
5 6.07 [6.04,6.1] 6.65 [6.62,6.67] 7.11 [7.08,7.14] 0.67 6.08 0.2 6.78 2 7.08 -0.4
6 12.43 [12.34,12.51] 13.57 [13.47,13.66] 11.52 [11.44,11.59] 0.6 13.62 9.6 15.82 16.6 11.72 1.7
Tabelle 5.5: Ergebnisse - Simulationsmodelle 11-15: λ(1)0 = 1, λ
(2)
0 = 1, λ
(3)
0 = 1,SCV [I
(1)
0 ] = 1, SCV [I
(2)
0 ] = 1, SCV [I
(3)
0 ] = 1,b
(1)
0 = 1, b
(2)
0 = 1, b
(3)
0 = 1.
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Die Approximationsergebnisse der Modelle des Seriensystems der dritten Ka-
tegorie besitzen akzeptable U¨bereinstimmungen zu den Simulationswerten.
Variierende Auslastungen zwischen den Produktklassen und die angenomme-
nen unterschiedlichen Batchbediengro¨ßen an einer Station beeinflussen die
Approximationen sta¨rker verglichen mit Modellen der ersten Kategorie. Die
angenommene mittlere Gesamtauslastung an der fu¨nften Station (ρΣ5 = 0.5)
hingegen mindert die Approximationsgu¨te nicht. Die ho¨heren Abweichungen
fu¨r die Stationen 2, 4 und 6 lassen sich auf die angenommenen Mehrbedie-
nersysteme zuru¨ckfu¨hren. Die gro¨ßten U¨bereinstimmungen zwischen Appro-
ximationen und Simulationswerten besitzt das Modell mit deterministischen
Bedienzeiten (SCV [S
(k)
i ] = 0) und die niedrigste Approximationsgu¨te hat
das Modell mit exponentiell verteilten Bedienzeiten (SCV [S
(k)
i ] = 1).
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Simulationsmodelle 16-20 – Serie – 3 Produktklassen
Modell Knoten i
Diskrete ereignisorientierte Simulation Approximation
Produktklasse Produktklasse
1 2 3
SCV [IΣi ]
1 2 3
Θ
(1)
i 90% KI Θ
(2)
i 90% KI Θ
(3)
i 90% KI E[N
1
i ] F
(1)
i E[N
2
i ] F
(2)
i E[N
3
i ] F
(3)
i
16
1 4.39 [4.33,4.46] 3.36 [3.3,3.42] 2.74 [2.68,2.8] 0.74 5.27 20 3.97 18.2 3.27 19.3
2 28.47 [27.3,29.65] 28.38 [27.22,29.53] 29.05 [27.87,30.23] 0.42 32.99 15.9 32.99 16.2 32.99 13.6
3 4.67 [4.57,4.77] 9.64 [9.52,9.76] 5.6 [5.5,5.71] 2.8 7.08 51.6 10.73 11.3 5.98 6.8
4 44.67 [43.79,45.54] 23.9 [23.23,24.57] 36.47 [35.68,37.26] 0.93 51.45 15.2 28.95 21.1 43.95 20.5
5 3.72 [3.67,3.77] 3.28 [3.23,3.33] 2.64 [2.59,2.69] 15.83 3.9 4.8 3.3 0.6 3.6 36.4
6 4.76 [4.63,4.88] 4.9 [4.78,5.02] 4.34 [4.22,4.45] 17.04 4.08 -14.3 4.08 -16.7 3.73 -14.1
17
1 4.08 [4.02,4.13] 3.04 [2.99,3.09] 2.43 [2.38,2.47] 0.74 4.97 21.8 3.67 20.7 2.97 22.2
2 26.01 [25.06,26.97] 25.89 [24.95,26.82] 26.45 [25.52,27.38] 0.37 29.95 15.1 29.95 15.7 29.95 13.2
3 4.08 [4,4.16] 9.08 [8.99,9.18] 5 [4.92,5.09] 2.38 6.54 60.3 10.19 12.2 5.44 8.8
4 43.07 [42.24,43.9] 22.33 [21.74,22.92] 34.81 [34.12,35.51] 0.82 49.45 14.8 26.95 20.7 41.95 20.5
5 3.53 [3.49,3.57] 3.06 [3.02,3.1] 2.41 [2.37,2.45] 13.85 3.68 4.3 3.08 0.7 3.38 40.3
6 4.32 [4.23,4.42] 4.44 [4.35,4.54] 3.91 [3.82,4] 14.95 3.64 -15.7 3.64 -18 3.29 -15.9
18
1 3.41 [3.38,3.44] 2.37 [2.34,2.4] 1.75 [1.72,1.77] 0.74 4.22 23.8 2.92 23.2 2.22 26.9
2 20.45 [20,20.9] 20.35 [19.89,20.81] 20.83 [20.38,21.29] 0.26 22.33 9.2 22.33 9.7 22.33 7.2
3 2.92 [2.88,2.96] 8.05 [8,8.1] 3.85 [3.8,3.89] 1.32 5.19 77.7 8.84 9.8 4.09 6.2
4 38.94 [38.53,39.35] 18.51 [18.26,18.76] 31.25 [30.91,31.6] 0.54 44.32 13.8 21.82 17.9 36.82 17.8
5 3.18 [3.15,3.21] 2.62 [2.59,2.65] 1.99 [1.97,2.02] 8.89 3.14 -1.3 2.54 -3.1 2.84 42.7
6 3.28 [3.23,3.33] 3.43 [3.38,3.48] 2.76 [2.71,2.81] 9.72 2.55 -22.3 2.55 -25.7 2.2 -20.3
19
1 2.7 [2.69,2.71] 1.64 [1.63,1.65] 1.02 [1.01,1.02] 0.74 3.47 28.5 2.17 32.3 1.47 44.1
2 14.54 [14.49,14.59] 14.28 [14.23,14.33] 14.94 [14.86,15.03] 0.15 14.79 1.7 14.79 3.6 14.79 -1
3 1.47 [1.46,1.48] 6.76 [6.75,6.77] 2.56 [2.55,2.57] 0.27 3.62 146.3 7.27 7.5 2.52 -1.6
4 35.15 [35.15,35.15] 14.61 [14.59,14.63] 27.1 [27.05,27.14] 0.27 39.06 11.1 16.56 13.4 31.56 16.5
5 2.51 [2.51,2.52] 2.06 [2.05,2.07] 1.67 [1.66,1.68] 3.93 2.6 3.6 2 -2.9 2.3 37.7
6 1.9 [1.89,1.91] 1.95 [1.94,1.96] 1.51 [1.5,1.53] 4.48 1.46 -23.2 1.46 -25.1 1.11 -26.5
20
1 3.34 [3.32,3.37] 2.29 [2.26,2.31] 1.67 [1.65,1.69] 0.74 4.15 24.3 2.85 24.5 2.15 28.7
2 21.34 [20.78,21.89] 21.14 [20.64,21.64] 21.78 [21.25,22.32] 0.25 22.7 6.4 22.7 7.4 22.7 4.2
3 2.9 [2.86,2.94] 7.87 [7.82,7.92] 3.73 [3.69,3.77] 1.4 5.14 77.2 8.79 11.7 4.04 8.3
4 40.36 [39.87,40.85] 19.53 [19.18,19.89] 32.03 [31.54,32.51] 0.54 45.84 13.6 23.34 19.5 38.34 19.7
5 3.21 [3.18,3.24] 2.6 [2.57,2.63] 2.12 [2.09,2.15] 10.9 3.32 3.4 2.72 4.6 3.02 42.5
6 3.5 [3.44,3.57] 3.73 [3.67,3.79] 3.12 [3.06,3.18] 11.74 2.98 -14.9 2.98 -20.1 2.63 -15.7
Tabelle 5.6: Ergebnisse - Simulationsmodelle 16-20: λ(1)0 = 1, λ
(2)
0 = 1, λ
(3)
0 = 1,SCV [I
(1)
0 ] = 1, SCV [I
(2)
0 ] = 1, SCV [I
(3)
0 ] = 1,b
(1)
0 = 1, b
(2)
0 = 1, b
(3)
0 = 1.
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Die Vergleiche der Approximationen mit den Simulationswerten der Model-
le des Seriensystems der vierten Kategorie sind akzeptabel. Die berechneten
Kennzahlen entsprechen den Tendenzen der Simulationswerte. Die Statio-
nen 2, 4 und 6 repra¨sentieren Mehrbedienersysteme, die keine Batchbedien-
gro¨ßenvariationen besitzen. Die Abweichungen der Approximationen von den
Simulationswerten fu¨r die genannten Stationen bewegen sich in einem erwart-
baren Rahmen. Die Approximationen der Kennzahlen der sechsten Station
unterscha¨tzen die Simulationswerte. Die Unterscha¨tzung resultiert aus der
U¨berlagerung der Effekte, dass ein Mehrbedienersystem angenommen wur-
de und dass Station 6 von einer Kaskadenbildung betroffen ist [Gro¨07]. Das
Pha¨nomen der Kaskadenbildung tritt außerdem fu¨r die Stationen 3 und 5 auf.
Ein Indikator sind die Variationskoeffizienten SCV [IΣi ], die insbesondere fu¨r
die Stationen 5 und 6 sehr hoch sind. Die angenommenen unterschiedlichen
Auslastungen fu¨r die Produktklassen der Stationen fu¨hren zusa¨tzlich zu einer
Verschlechterung der Approximationsgu¨te. Das la¨sst sich fu¨r die Stationen 3
und 5 beobachten. Das Modell, fu¨r das die Variationskoeffizienten der Be-
dienzeiten mit SCV [S
(k)
i ] = 1.2 angenommen wurden, besitzt die gro¨ßten
U¨bereinstimmungen und die niedrigste Approximationsgu¨te besitzt das Mo-
dell mit deterministisch verteilten Bedienzeiten (SCV [S
(k)
i ] = 0).
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5.4.3 Netz
Station 1 Station 2 Station 3 Station 4
Station 5 Station 6
p
(1)
12 = 0.8
p
(2)
12 = 0.7
p
(1)
23 = 0.9
p
(2)
23 = 0.6
p
(1)
15 = 0.2
p
(2)
15 = 0.3
p
(1)
26 = 0.1
p
(2)
26 = 0.4
p
(1)
64 = 0.8
p
(2)
64 = 0.9
p
(1)
65 = 0.2
p
(2)
65 = 0.1
Abbildung 5.2: Referenzmodell 2
Netz – 2 Produktklassen – Modelle 1-20
Modelle Knoten i ci ρΣi
Produktklasse
1 2
b1i µ
1
i ρ
1
i b
2
i µ
2
i ρ
2
i
1-5
1 1 0.8 2 1.67 0.3 2 1 0.5
2 3 0.9 4 0.15 0.45 4 0.13 0.45
3 1 0.6 5 0.72 0.2 5 0.21 0.4
4 5 0.8 10 0.07 0.3 10 0.04 0.5
5 1 0.5 6 0.11 0.4 6 0.607 0.1
6 2 0.9 8 0.04 0.5 8 0.101 0.4
6-10
1 1 0.8 5 0.67 0.3 5 0.4 0.5
2 3 0.9 3 0.2 0.45 3 0.173 0.45
3 1 0.6 4 0.9 0.2 4 0.263 0.4
4 5 0.8 1 0.67 0.3 1 0.4 0.5
5 1 0.5 3 0.23 0.4 3 1.215 0.1
6 2 0.9 10 0.04 0.5 10 0.081 0.4
11-15
1 1 0.8 2 1.67 0.3 4 0.5 0.5
2 3 0.9 4 0.15 0.45 5 0.104 0.45
3 1 0.6 5 0.72 0.2 7 0.15 0.4
4 5 0.8 10 0.07 0.3 13 0.031 0.5
5 1 0.5 6 0.11 0.4 7 0.521 0.1
6 2 0.9 8 0.04 0.5 9 0.09 0.4
16-20
1 1 0.8 1 3.33 0.3 3 0.667 0.5
2 3 0.9 10 0.06 0.45 10 0.052 0.45
3 1 0.6 3 1.2 0.2 7 0.15 0.4
4 5 0.8 1 0.67 0.3 1 0.4 0.5
5 1 0.5 15 0.05 0.4 15 0.243 0.1
6 2 0.9 3 0.12 0.5 1 0.806 0.4
Tabelle 5.7: Netz – 2 Produktklassen – Simulationsmodelle 1-20
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quadrierte Variationskoeffizienten der Bedienzeiten
Modell Knoten i SCV [S1i ] SCV [S
2
i ]
5
1 0.559 0.42
2 0.577 1.128
3 1.067 1.100
4 0.826 1.08
5 0.977 0.555
6 0.251 0.686
10
1 0.183 0.305
2 1.173 1.111
3 0.685 0.628
4 0.535 0.258
5 0.413 0.777
6 0.416 1.126
15
1 1.075 0.296
2 0.136 0.228
3 0.416 0.631
4 0.41 0.602
5 0.405 0.518
6 0.4 1.166
20
1 0.979 0.89
2 0.831 0.298
3 0.71 0.894
4 1.074 0.467
5 0.925 0.192
6 0.417 0.348
Tabelle 5.8: quadrierte Variationskoeffizienten der Bedienzeiten
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Simulationsmodelle 1-5 – Netz – 2 Produktklassen
Modell Knoten i
Diskrete ereignisorientierte Simulation Approximation
Produktklasse Produktklasse
1 2
SCV [IΣi ]
1 2
Θ
(1)
i 90% KI Θ
(2)
i 90% KI E[N
1
i ] F
(1)
i E[N
2
i ] F
(2)
i
1
1 4 [3.93,4.08] 4.29 [4.21,4.37] 0.5 3.97 -0.8 4.37 1.9
2 19.27 [18.25,20.3] 17.48 [16.57,18.38] 0.54 20.52 6.5 18.82 7.7
3 7.26 [7.1,7.43] 6.24 [6.13,6.36] 0.88 7.14 -1.7 6.41 2.7
4 32.32 [31.64,33.01] 36.81 [36.03,37.59] 0.84 31.53 -2.4 41.53 12.8
5 5.96 [5.83,6.08] 5.03 [4.91,5.14] 0.56 6.75 13.3 5.59 11.1
6 31.92 [27.52,36.33] 49.49 [41.91,57.06] 0.72 36.51 14.4 55.96 13.1
2
1 3.53 [3.47,3.59] 3.83 [3.77,3.89] 0.5 3.63 2.8 4.03 5.2
2 16.52 [15.75,17.29] 15.11 [14.44,15.77] 0.49 18.51 12.1 17.06 12.9
3 6.42 [6.3,6.53] 5.75 [5.66,5.83] 0.77 6.57 2.3 6.08 5.7
4 30.23 [29.7,30.76] 34.7 [34.11,35.29] 0.75 29.8 -1.4 39.8 14.7
5 5.82 [5.71,5.93] 4.82 [4.73,4.92] 0.54 6.53 12.2 5.3 10
6 28.7 [26.09,31.31] 43.01 [38.51,47.51] 0.68 33.45 16.6 50.31 17
3
1 2.84 [2.8,2.87] 3.15 [3.11,3.19] 0.5 2.78 -2.1 3.18 1
2 12.69 [12.33,13.06] 11.83 [11.5,12.16] 0.36 13.48 6.2 12.66 7
3 5.32 [5.26,5.38] 5.15 [5.1,5.2] 0.51 5.1 -4.1 5.22 1.4
4 27.09 [26.8,27.38] 31.55 [31.2,31.91] 0.52 25.38 -6.3 35.38 12.1
5 5.33 [5.26,5.4] 4.14 [4.09,4.19] 0.51 6 12.6 4.58 10.6
6 23.13 [20.79,25.47] 33.13 [28.99,37.28] 0.56 25.76 11.4 36.16 9.2
4
1 2.01 [2,2.02] 2.33 [2.32,2.35] 0.5 1.94 -3.5 2.34 0.4
2 8.69 [8.6,8.79] 8.31 [8.22,8.4] 0.24 8.45 -2.8 8.26 -0.6
3 4.03 [4.02,4.04] 4.33 [4.32,4.35] 0.24 3.59 -10.9 4.34 0.2
4 23.12 [23.06,23.18] 28.48 [28.41,28.55] 0.29 20.91 -9.6 30.91 8.5
5 4.9 [4.87,4.94] 3.58 [3.55,3.6] 0.48 5.46 11.4 3.86 7.8
6 16.55 [15.93,17.16] 21.2 [20.24,22.16] 0.45 18.06 9.1 21.98 3.7
5
1 2.75 [2.72,2.78] 3.07 [3.03,3.1] 0.5 2.71 -1.5 3.11 1.3
2 15.43 [14.82,16.04] 14.13 [13.57,14.7] 0.35 16.3 5.6 15.13 7.1
3 6.79 [6.66,6.93] 6 [5.9,6.1] 0.7 6.63 -2.4 6.12 2
4 29.81 [29.23,30.4] 34.44 [33.78,35.11] 0.65 29.23 -2 39.23 13.9
5 5.71 [5.6,5.81] 4.81 [4.72,4.9] 0.51 6.45 13 5.19 7.9
6 21.25 [20,22.5] 29.74 [27.7,31.78] 0.65 25.05 17.9 34.85 17.2
Tabelle 5.9: Ergebnisse - Simulationsmodelle 1-5: λ(1)0 = 1, λ
(2)
0 = 1, SCV [I
(1)
0 ] = 1, SCV [I
(2)
0 ] = 1, b
(1)
0 = 1, b
(2)
0 = 1.
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Alle Approximationen der Modelle des Netzes der ersten Kategorie besitzen
große U¨bereinstimmungen zu den Simulationswerten. Erho¨hte Abweichun-
gen treten fu¨r die Stationen 2, 4 und 6 auf, die Mehrbedienersysteme dar-
stellen. Es ist bekannt, dass die Genauigkeit der Approximation abnimmt,
wenn die Bedieneranzahl steigt [Gro¨07]. Die zwischen den Produktklassen an-
genommenen variierenden Auslastungen an einer Station wirken sich kaum
negativ auf die Approximationsergebnisse aus und die angenommene mitt-
lere Gesamtauslastung fu¨r die fu¨nfte Station (ρΣ5 = 0.5) senkt die Appro-
ximationsgu¨te nicht. Das Modell, das deterministisch verteilte Bedienzeiten
beinhaltet (SCV [S
(k)
i ] = 0), besitzt die ho¨chsten U¨bereinstimmungen und die
niedrigste Approximationsgu¨te besitzt das Modell mit exponentiell verteilten
Bedienzeiten (SCV [S
(k)
i ] = 1).
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Simulationsmodelle 6-10 – Netz – 2 Produktklassen
Modell Knoten i
Diskrete ereignisorientierte Simulation Approximation
Produktklasse Produktklasse
1 2
SCV [IΣi ]
1 2
Θ
(1)
i 90% KI Θ
(2)
i 90% KI E[N
1
i ] F
(1)
i E[N
2
i ] F
(2)
i
6
1 9.74 [9.47,10] 10.33 [10.05,10.6] 0.2 9.24 -5.1 10.24 -0.9
2 19.45 [18.64,20.26] 17.33 [16.6,18.06] 1.74 22.19 14.1 20.05 15.7
3 5.65 [5.54,5.76] 4.89 [4.81,4.98] 0.89 5.63 -0.4 5.04 3.1
4 10.31 [10.02,10.6] 10.21 [9.89,10.54] 8.47 6.48 -37.2 8 -21.7
5 4.6 [4.47,4.72] 3.74 [3.64,3.85] 2.06 4.25 -7.6 3.32 -11.2
6 39.19 [35.17,43.2] 58.04 [51.55,64.52] 0.48 42.3 7.9 63.69 9.7
7
1 8.45 [8.29,8.62] 9.08 [8.91,9.26] 0.2 8.39 -0.7 9.39 3.4
2 17.05 [16.38,17.72] 15.26 [14.66,15.85] 1.57 20.05 17.6 18.17 19.1
3 5.22 [5.13,5.31] 4.63 [4.57,4.7] 0.79 5.18 -0.8 4.78 3.2
4 9.05 [8.83,9.27] 8.9 [8.65,9.16] 7.65 5.96 -34.1 7.48 -16
5 4.29 [4.19,4.4] 3.42 [3.33,3.5] 1.99 4.13 -3.7 3.16 -7.6
6 33.66 [30.26,37.06] 48.64 [42.9,54.39] 0.45 38.71 15 57.07 17.3
8
1 6.59 [6.51,6.68] 7.24 [7.15,7.33] 0.2 6.28 -4.7 7.28 0.6
2 13.26 [12.81,13.7] 12.02 [11.62,12.42] 1.14 14.7 10.9 13.5 12.3
3 4.17 [4.13,4.22] 4.07 [4.03,4.1] 0.52 4 -4.1 4.09 0.5
4 7.38 [7.27,7.49] 6.95 [6.81,7.09] 5.61 4.66 -36.9 6.18 -11.1
5 4.02 [3.94,4.09] 3.08 [3.02,3.14] 1.83 3.83 -4.7 2.76 -10.4
6 28.89 [26.82,30.96] 40.4 [36.44,44.36] 0.38 29.71 2.8 40.5 0.3
9
1 4.66 [4.64,4.67] 5.31 [5.3,5.33] 0.2 4.2 -9.9 5.2 -2.1
2 9.4 [9.18,9.62] 8.52 [8.31,8.73] 0.71 9.23 -1.8 8.71 2.2
3 3.13 [3.12,3.14] 3.47 [3.46,3.49] 0.26 2.79 -10.9 3.39 -2.3
4 5.78 [5.75,5.82] 4.41 [4.36,4.46] 3.56 3.36 -41.9 4.88 10.7
5 3.66 [3.61,3.72] 2.61 [2.57,2.64] 1.67 3.53 -3.6 2.34 -10.4
6 21.64 [20.65,22.62] 26.32 [24.84,27.8] 0.31 20.71 -4.3 23.94 -9
10
1 5.69 [5.64,5.74] 6.3 [6.25,6.36] 0.2 5.32 -6.5 6.32 0.3
2 16.99 [16.12,17.86] 15.11 [14.36,15.86] 0.95 17.37 2.2 15.83 4.8
3 4.68 [4.62,4.75] 4.32 [4.27,4.37] 0.82 4.65 -0.6 4.47 3.5
4 8.15 [8.01,8.29] 7.96 [7.79,8.13] 6.48 4.94 -39.4 6.46 -18.8
5 3.99 [3.91,4.07] 3 [2.94,3.06] 1.77 3.78 -5.3 2.68 -10.7
6 32.59 [28.42,36.76] 46.77 [39.43,54.11] 0.39 31.39 -3.7 43.6 -6.8
Tabelle 5.10: Ergebnisse - Simulationsmodelle 6-10: λ(1)0 = 1, λ
(2)
0 = 1, SCV [I
(1)
0 ] = 1, SCV [I
(2)
0 ] = 1, b
(1)
0 = 1, b
(2)
0 = 1.
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Zusammengefasst besitzen alle Modelle des Netzes der zweiten Kategorie
akzeptable U¨bereinstimmungen zwischen Simulationswerten und Approxi-
mationsergebnissen. Die angenommenen unterschiedlichen Auslastungen der
Produktklassen fu¨r eine Station i hat kaum einen negativen Einfluss auf
die Approximationsgu¨ten. Es lassen sich zwei Pha¨nomene beobachten, die
ho¨here Abweichungen verursachen. Die Approximationsgu¨te fa¨llt fu¨r Statio-
nen, die Mehrbedienersysteme repra¨sentieren, geringer aus. Das la¨sst sich fu¨r
alle Modelle fu¨r die Stationen 2, 4 und 6 beobachten. Außerdem treten Ab-
weichungen auf, wenn es an einer Station zu einer Kaskadenbildung kommt
[HZ11]. Kaskaden entstehen an Stationen, an denen die mittlere Eingangs-
gruppengro¨ße die Losgro¨ße des Bedieners u¨bersteigt. Diese Situation ist fu¨r
die Stationen 2, 4 und 5 gegeben. Ein Indikator fu¨r eine Kaskadenbildung
sind vergleichsweise hohe Variationskoeffizienten der Zwischenankunftszei-
ten (SCV [IΣi ] > 1.25). Insbesondere die vierte Station ist von hohen Ab-
weichungen und einem hohen SCV [IΣ4 ] betroffen. Diese Station besitzt eine
gro¨ßere Anzahl Bediener (c4 = 5) und eine große Differenz zwischen der
mittleren Eingangsgruppengro¨ße (E[X
(1)
4 ] = 4.81, E[X
(2)
4 ] = 6.14) und der
Batchbediengro¨ße (b
(k)
4 = 1). Die Approximationen der zweiten Station be-
sitzen vergleichsweise hohe U¨bereinstimmungen zu den Simulationswerten,
obwohl die Station ein Mehrbedienersystem ist. Jedoch ist die Kaskaden-
bildung (E[X
(k)
2 ] = 5, b
(k)
2 = 3) geringer ausgepra¨gt. Die Entstehung von
Kaskaden an der fu¨nften Station, die ein Einbedienersystem repra¨sentiert,
ist a¨hnlich wie an Station 2 (E[X
(1)
5 ] = 5.75, E[X
(2)
5 ] = 5.49, b
(k)
5 = 3).
Trotz der angenommenen mittleren Gesamtauslastung fu¨r die fu¨nfte Station
(ρΣ5 = 0.5), sind die Approximationen fu¨r einen Großteil der Konfigurationen
na¨her an den Simulationswerten. Das Modell, fu¨r das die Variationskoeffizien-
ten der Bedienzeiten mit SCV [S
(k)
i ] = 0.5 angenommen wurden, besitzt die
gro¨ßten U¨bereinstimmungen und die niedrigste Approximationsgu¨te besitzt
das Modell mit vergleichsweise hohen Variationskoeffizienten der Bedienzei-
ten, SCV [S
(k)
i ] = 1.2.
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Simulationsmodelle 11-15 – Netz – 2 Produktklassen
Modell Knoten i
Diskrete ereignisorientierte Simulation Approximation
Produktklasse Produktklasse
1 2
SCV [IΣi ]
1 2
Θ
(1)
i 90% KI Θ
(2)
i 90% KI E[N
1
i ] F
(1)
i E[N
2
i ] F
(2)
i
11
1 5.69 [5.55,5.83] 7.54 [7.4,7.69] 0.42 6.23 9.5 8.63 14.5
2 21.99 [20.88,23.1] 21.93 [20.87,23] 0.88 25.5 16 25.02 14.1
3 8.5 [8.27,8.73] 8.47 [8.31,8.62] 0.91 8.67 2.1 9.11 7.6
4 36.47 [35.2,37.75] 48.84 [47.62,50.06] 0.88 34.57 -5.2 53.57 9.7
5 5.91 [5.79,6.03] 6.13 [6.01,6.25] 0.72 6.9 16.8 6.4 4.4
6 30.52 [27.35,33.69] 49.66 [43.87,55.45] 0.77 37.71 23.6 59.46 19.7
12
1 4.8 [4.7,4.89] 6.67 [6.56,6.77] 0.42 5.64 17.5 8.04 20.5
2 18.48 [17.66,19.31] 18.92 [18.21,19.63] 0.8 22.98 24.4 22.82 20.6
3 7.51 [7.35,7.67] 7.95 [7.83,8.06] 0.79 7.94 5.7 8.68 9.2
4 32.2 [31.59,32.82] 44.12 [43.34,44.91] 0.79 32.48 0.9 51.48 16.7
5 5.82 [5.72,5.93] 6 [5.9,6.11] 0.7 6.67 14.6 6.09 1.5
6 27.64 [25.05,30.23] 43.65 [39.28,48.01] 0.72 34.49 24.8 53.54 22.7
13
1 3.68 [3.62,3.74] 5.56 [5.5,5.63] 0.42 4.16 13 6.56 18
2 14.54 [14.1,14.98] 15.52 [15.1,15.94] 0.59 16.64 14.4 17.27 11.3
3 6.11 [6.02,6.2] 7.15 [7.08,7.23] 0.52 6.05 -1 7.58 6
4 28.35 [27.99,28.71] 40.55 [40.12,40.98] 0.55 27.15 -4.2 46.15 13.8
5 5.42 [5.35,5.5] 5.34 [5.27,5.4] 0.64 6.11 12.7 5.33 -0.2
6 21.48 [20.42,22.54] 32.16 [30.35,33.97] 0.6 26.43 23.1 38.69 20.3
14
1 2.27 [2.26,2.29] 4.2 [4.18,4.21] 0.42 2.69 18.5 5.09 21.2
2 9.46 [9.33,9.58] 11.05 [10.93,11.16] 0.39 10.25 8.4 11.68 5.7
3 4.39 [4.37,4.4] 6.22 [6.2,6.25] 0.24 4.08 -7.1 6.43 3.4
4 23.55 [23.49,23.62] 37.02 [36.93,37.11] 0.31 21.72 -7.8 40.72 10
5 4.95 [4.91,4.98] 4.7 [4.67,4.73] 0.58 5.54 11.9 4.57 -2.8
6 16.52 [15.82,17.22] 23.21 [22.07,24.35] 0.48 18.34 11 23.8 2.5
15
1 3.39 [3.35,3.44] 5.29 [5.24,5.34] 0.42 3.91 15.3 6.31 19.3
2 11.83 [11.57,12.09] 13.09 [12.85,13.33] 0.56 13.55 14.5 14.57 11.3
3 6.09 [5.99,6.18] 7.13 [7.05,7.2] 0.35 5.95 -2.3 7.52 5.5
4 28.9 [28.49,29.32] 41.08 [40.56,41.59] 0.57 27.72 -4.1 46.72 13.7
5 5.24 [5.18,5.3] 5.16 [5.11,5.21] 0.63 6.01 14.7 5.2 0.8
6 22.63 [21.44,23.82] 34.52 [32.46,36.58] 0.56 27.47 21.4 40.61 17.6
Tabelle 5.11: Ergebnisse - Simulationsmodelle 11-15: λ(1)0 = 1, λ
(2)
0 = 1, SCV [I
(1)
0 ] = 1, SCV [I
(2)
0 ] = 1, b
(1)
0 = 1, b
(2)
0 = 1.
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Die Approximationsergebnisse der Modelle des Netzes der dritten Katego-
rie besitzen gute U¨bereinstimmungen zu den Simulationswerten. Variieren-
de Auslastungen und Batchbediengro¨ßen zwischen den Produktklassen an
einer Station fu¨hren allgemein zu ho¨heren Abweichungen der Approxima-
tionen im Vergleich zu Modellen der ersten Kategorie. Die angenommene
mittlere Gesamtauslastung fu¨r die fu¨nfte Station (ρΣ5 = 0.5) beeinflusst die
Approximationsergebnisse dagegen nicht nachhaltig. Die Minderung der Ap-
proximationsgu¨te fu¨r die Stationen 2, 4 und 6 la¨sst sich auf die angenom-
menen Mehrbedienersysteme zuru¨ckfu¨hren. Die gro¨ßten U¨bereinstimmungen
zwischen berechneten Kennzahlen und Simulationswerten besitzt das Mo-
dell mit deterministischen Bedienzeiten (SCV [S
(k)
i ] = 0) und die niedrigste
Approximationsgu¨te hat das Modell mit exponentiell verteilten Bedienzeiten
(SCV [S
(k)
i ] = 1).
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Simulationsmodelle 16-20 – Netz – 2 Produktklassen
Modell Knoten i
Diskrete ereignisorientierte Simulation Approximation
Produktklasse Produktklasse
1 2
SCV [IΣi ]
1 2
Θ
(1)
i 90% KI Θ
(2)
i 90% KI E[N
1
i ] F
(1)
i E[N
2
i ] F
(2)
i
16
1 3.88 [3.77,3.98] 5.62 [5.51,5.72] 0.83 4.71 21.4 6.91 23
2 44.8 [41.75,47.84] 41.05 [38.38,43.71] 0.36 48.03 7.2 44.28 7.9
3 9.52 [9.18,9.86] 10.17 [9.92,10.42] 3.22 9.96 4.6 10.87 6.9
4 10.38 [10.13,10.64] 9.19 [8.92,9.46] 8.96 6.61 -36.3 7.61 -17.2
5 14.83 [14.51,15.16] 13.34 [12.99,13.69] 0.18 16.57 11.7 13.32 -0.2
6 22.03 [19.86,24.2] 37.57 [33.87,41.26] 11.58 32.54 47.7 51.9 38.1
17
1 3.42 [3.34,3.51] 5.17 [5.08,5.26] 0.83 4.29 25.4 6.49 25.5
2 40.32 [38,42.64] 37.14 [35.01,39.27] 0.32 43.41 7.7 40.23 8.3
3 8.98 [8.71,9.26] 10.01 [9.8,10.22] 2.8 9.06 0.9 10.34 3.3
4 9.61 [9.41,9.81] 8.23 [8.03,8.43] 8.14 6.08 -36.7 7.08 -14
5 14.21 [13.99,14.43] 12.52 [12.27,12.78] 0.18 16.05 13 12.62 0.8
6 19.03 [17.34,20.72] 32.12 [29.21,35.03] 10.77 30.36 59.5 47.89 49.1
18
1 2.44 [2.39,2.49] 4.21 [4.15,4.27] 0.83 3.24 32.8 5.44 29.2
2 29.65 [28.86,30.43] 27.92 [27.2,28.64] 0.24 31.85 7.4 30.12 7.9
3 6.62 [6.47,6.77] 8.62 [8.49,8.74] 1.73 6.8 2.7 9.03 4.5
4 7.83 [7.72,7.94] 6.52 [6.4,6.64] 6.07 4.77 -39.1 5.77 -11.5
5 13.54 [13.43,13.66] 11.29 [11.18,11.41] 0.16 14.78 9.2 10.9 -3.5
6 14.73 [13.7,15.77] 24.72 [23.1,26.35] 8.74 24.92 69.2 37.87 53.2
19
1 1.4 [1.39,1.41] 3.19 [3.18,3.21] 0.83 2.19 56.4 4.39 37.6
2 20.69 [20.68,20.70] 20 [19.83,20.17] 0.17 20.4 -1.4 20.1 0.5
3 4.5 [4.47,4.53] 7.12 [7.08,7.17] 0.66 4.43 -1.6 7.64 7.3
4 5.83 [5.79,5.86] 4.39 [4.35,4.43] 4.01 3.46 -40.7 4.46 1.6
5 12.98 [12.92,13.03] 10.22 [10.18,10.27] 0.14 13.58 4.6 9.28 -9.2
6 12.62 [12,13.23] 20.42 [19.38,21.46] 6.71 19.46 54.2 27.81 36.2
20
1 3.09 [3.02,3.15] 4.84 [4.77,4.91] 0.83 4.08 32 6.28 29.8
2 30.32 [29.39,31.25] 28.28 [27.52,29.04] 0.31 34.14 12.6 32.13 13.6
3 7.25 [7.08,7.41] 8.78 [8.64,8.91] 1.84 7.89 8.8 9.66 10
4 8.1 [7.98,8.21] 7.03 [6.9,7.15] 6.43 5.03 -37.9 6.03 -14.2
5 14.12 [13.91,14.34] 12.35 [12.13,12.57] 0.17 15.77 11.7 12.23 -1
6 17.2 [16.07,18.32] 28.8 [26.93,30.66] 9.69 26.1 51.7 40.04 39
Tabelle 5.12: Ergebnisse - Simulationsmodelle 16-20: λ(1)0 = 1, λ
(2)
0 = 1, SCV [I
(1)
0 ] = 1, SCV [I
(2)
0 ] = 1, b
(1)
0 = 1, b
(2)
0 = 1.
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Die U¨bereinstimmungen zwischen Approximationen und Simulationswerten
der Modelle des Netzes der vierten Kategorie sind gro¨ßtenteils akzeptabel.
Die berechneten Kennzahlen entsprechen den Tendenzen der Simulationswer-
te. Die Stationen 2, 4 und 6 repra¨sentieren Mehrbedienersysteme, die einen
negativen Effekt auf die Approximationsgu¨te haben ko¨nnen. Die Stationen 2
und 4 besitzen keine Batchbedienvariationen. Die Abweichungen der Appro-
ximationen von den Simulationswerten sind fu¨r die zweite Station vergleichs-
weise sehr niedrig. Fu¨r die vierte Station trifft dies nicht zu, da diese, wie auch
die Stationen 3 und 6, von Kaskaden betroffen ist. Die Kaskadenentstehung
an den genannten Stationen fu¨hrt zu deutlichen Abweichungen. Ein Indikator
sind die Variationskoeffizienten SCV [IΣi ], die insbesondere fu¨r die Stationen
4 und 6 sehr hoch sind. Die angenommenen unterschiedlichen Auslastungen
fu¨r die Produktklassen an einer Station mindern die Approximationsgu¨te
zusa¨tzlich. Dies la¨sst sich fu¨r die Stationen 4, 5 und 6 beobachten. Jedoch sind
die Abweichungen fu¨r die fu¨nfte Station nicht sehr hoch trotz der mittleren
Gesamtauslastung (ρΣ5 = 0.5). Das Modell, fu¨r das die Variationskoeffizien-
ten der Bedienzeiten mit SCV [S
(k)
i ] = 1.2 angenommen wurden, besitzt die
gro¨ßten U¨bereinstimmungen und die niedrigste Approximationsgu¨te besitzt
das Modell mit den Variationskoeffizienten SCV [S
(k)
i ] = 0.5 der Bedienzei-
ten.
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6 Fazit
Ziel der vorliegenden Arbeit war es, die Dekompositionsmethode fu¨r offene
Warteschlangenetze mit Batch Processing auf den Mehr-Produktfall zu erwei-
tern und die weiterentwickelten Approximationen mit Hilfe diskreter ereigni-
sorientierten Simulation zu validieren. Es wurde eine Simulationsstudie, die
zwei unterschiedliche Referenzmodelle beinhaltet, vorgestellt und analysiert.
Die Simulationen wurden mit der Simulationssoftware Arena durchgefu¨hrt
und die statistischen Aufzeichnungen mit der Methode der regenerativen sto-
chastischen Prozesse ausgewertet.
Die Vergleiche zwischen Simulations- und Approximationsergebnissen zeig-
ten, dass die Qualita¨t der Weiterentwicklung der Dekomposition hoch ist,
wenn alle mathematischen Voraussetzungen zur Anwendung der weiterent-
wickelten Dekomposition gegeben sind und keine Batchbediengro¨ßenvariation
fu¨r die Stationen angenommen wird (Kategorie 1). Die Verletzung einer oder
mehrerer Voraussetzungen oder die Annahme von Batchbediengro¨ßenvari-
ationen fu¨hrt fast immer zu Abweichungen der Approximationen von den
Referenzwerten.
Die Dekompositionsmethode und die Formel von Allen und Cunneen beruhen
auf der “heavy traffic” Approximation und setzen außerdem voraus, dass
die Ankunfts- und Bedienprozesse Erneuerungsprozesse darstellen. Zudem
mu¨ssen das erste und zweite Moment der Verteilungen der Zwischenankunfts-
und Bedienzeiten existieren und endlich sein.
Die Verletzung der “heavy traffic” Voraussetzung durch die Annahme ei-
ner mittleren oder niedrigen Gesamtauslastung eines Warteschlangensystems
kann zu einer Verschlechterung der Approximationen fu¨hren. Diese und fru¨-
here Arbeiten zeigten, dass die Dekomposition beziehungsweise die Formel
von Allen und Cunneen sich sehr robust verhalten bezogen auf eine ange-
nommene mittlere Auslastung.
Die Approximationsgu¨te einzelner Knoten ha¨ngt zusa¨tzlich von der Netz-
struktur des zu untersuchenden Warteschlangennetzes ab. Da die U¨berlage-
rung von Erneuerungsprozessen in der Regel keinen Erneuerungsprozess er-
zeugt und die Aufspaltung eines Erneuerungsprozesses zwar wieder Erneue-
rungsprozesse ergibt, die aber voneinander abha¨ngig sind, fu¨hrt eine komple-
xe Netzstruktur zu Abweichungen insbesondere fu¨r Knoten, deren Eingangs-
stro¨me aus der U¨berlagerung aufgespaltener Stro¨me bestehen.
Die Approximation der Warteschlangenla¨nge beziehungsweise der Anzahl
Auftra¨ge in einem Warteschlangensystem durch die Formel von Allen und
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Cunneen nutzt das erste und zweite Moment der Verteilungen der Zwischen-
ankunfts- und Bedienzeiten. Durch die Reduzierung der Informationen auf
das erste und zweite Moment sind Fehler mo¨glich. Eine Verbesserung der
Formel, zum Beispiel durch die Integration weiterer Momente der Verteilun-
gen in die Formel, erscheint zumindest fu¨r die Fa¨lle SCV [I], SCV [S] < 0.25
beziehungsweise SCV [I], SCV [S] > 1.25 mo¨glich.
Aus fru¨heren Untersuchungen ist bekannt, dass die Approximation Abwei-
chungen erzeugen kann, wenn die eingehenden quadrierten Variationskoef-
fizienten SCV [·] der Verteilungen der Zwischenankunfts- und Bedienzeiten
außerhalb des Bereichs 0.25 < SCV [·] < 1.25 liegen. Wird fu¨r ein Warte-
schlangensystem Batch Service angenommen und liegt die Situation einer
Kaskadenbildung vor, b
(k)
i < E[X
(k)
i ], ist es sehr wahrscheinlich, dass der
Variationskoeffizient der Zwischenankunftszeiten außerhalb des angegebenen
Bereichs liegt. Dies ist auf den Quotienten E[X
(k)
i ]/b
(k)
i des Terms
SCV [I
(k)
i ] ≈
E[X
(k)
i ]
b
(k)
i
(SCV [I
(k)
i ] + SCV [X
(k)
i ])
zuru¨ckzufu¨hren, der sich versta¨rkend auf (SCV [I
(k)
i ]+SCV [X
(k)
i ]) auswirkt.
Die Entstehung von Kaskaden bedeutet eine Verletzung der Voraussetzung,
dass es sich beim Ankunftsprozess eines Warteschlangensystems um einen
Erneuerungsprozess handeln muss. Daher ist der Einsatz der Approxima-
tionsformel von Allen und Cunneen fu¨r den Umgang mit Kaskaden nicht
immer empfehlenswert und ha¨ngt von der Gro¨ße des Quotienten E[X
(k)
i ]/b
(k)
i
ab. Aus [Gro¨07] ist außerdem bekannt, dass sich eine ho¨here Bedieneranzahl
zusa¨tzlich negativ auf die Approximationen auswirkt und vorhandene Ab-
weichungen weiter versta¨rkt werden. Die Blockierwahrscheinlichkeit C(c, ρΣ)
wurde fu¨r Mehrbedienersysteme in dieser Arbeit mit der Erlang-C Formel
approximiert. Auch hier sind Verbesserungen mo¨glich.
Da eine gemeinsame Warteschlangenla¨nge der Produktklassen ermittelt wird,
muss die Warteschlangenla¨nge anschließend auf die einzelnen Produktklassen
umgerechnet werden. Die Umrechnung bildet die tatsa¨chliche Anzahl Auf-
tra¨ge in der Warteschlange gut ab, wenn keine Batchbediengro¨ßenvariation
angenommen wurde. Wird diese angenommen, fu¨hrt die Umrechnung zu wei-
teren Abweichungen.
Die Stro¨me zwischen den Warteschlangensystemen in einem offenen Netz wer-
den durch die Dekompositionsmethode bestimmt. Die Zusammenfassung der
in ein Warteschlangensystem eingehenden Stro¨me mehrerer Produktklassen
zu einem aggregierten Strom, welcher nach der Bestimmung der Maße des
Abgangsstroms wieder bezu¨glich der Produktklassen auseinander gerechnet
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wird, ist eine Fehlerquelle der Methode. Jedoch zeigte die Simulationsstudie,
dass die Methode trotz mehrerer angenommener Produktklassen gute Ergeb-
nisse liefert. Insbesondere die Approximationen der Simulationsmodelle der
ersten Kategorie haben große U¨bereinstimmungen zu den Referenzwerten der
Simulation. Werden zusa¨tzlich Batchbediengro¨ßenvariationen (Kategorie 3)
angenommen, sind die Ergebnisse noch gut.
Fu¨r die Bestimmung der Maße der Verteilung des Abgangsstroms wurde in
dieser Arbeit der Ansatz von Pujolle und Ai verwendet. Eine Alternative
stellt der Ansatz von Whitt dar:
SCV [Dj] ≈ 1 + (1−
(
ρΣj
)2
)(SCV [IΣj ]− 1) +
(
ρΣj
)2
√
cj
(SCV [SΣj ]− 1).
Im Vergleich zu Pujolle und Ai wird das Maß der Verteilung der Bedienzeiten
SCV [SΣj ] zusa¨tzlich durch die Bedieneranzahl
√
cj gewichtet. Diese Gewich-
tung hat einen positiven Effekt auf offene Netze, die Mehrbedienersysteme
umfassen. Einige Berechnungen zeigten, dass bei Nutzung der Approximation
von Whitt innerhalb der Dekomposition die Abweichungen der Approxima-
tionen von den Referenzwerten abnehmen. Die Verbesserungen beziehen sich
dabei nicht nur auf Mehrbedienersysteme. Nachgeschaltete Einbedienersys-
teme profitieren ebenfalls von der Verbesserung. Allerdings ist das Verbes-
serungspotential beschra¨nkt. Die Approximationen besitzen trotz Reduktion
der Abweichungen nicht zwangsla¨ufig eine gute Qualita¨t.
Die weiterentwickelte Dekompositionsmethode fu¨r offene Netze eignet sich,
wenn die mathematischen Voraussetzungen erfu¨llt sind, hervorragend als Pra¨-
Evaluierungswerkzeug, das eine Vorabbewertung von Modellen ermo¨glicht.
Ungeeignete Konfigurationen ko¨nnen durch den Einsatz eines solchen Werk-
zeuges identifiziert und vor der Simulation verworfen werden. Produktions-
anlagen, die sortenreinen Batch Service fu¨r unterschiedliche Produktklassen
beinhalten, wobei die Losgro¨ßen entlang des Materialflusses zunehmen, sind
ein geeignetes Einsatzgebiet. Werden Losgro¨ßenfluktuationen angenommen,
ha¨ngt die Qualita¨t der Approximation vom Verha¨ltnis der mittleren Ein-
gangsgruppengro¨ße zur Batchbediengro¨ße der jeweiligen Produktklasse ab.
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