In the present paper, starting from the second-order difference hypergeometric Ž . equation on the non-uniform lattice x s satisfied by the set of discrete hypergeo-Ä 4 metric orthogonal q-polynomials p , we find analytical expressions of the expan- the polynomial coefficients of the second-order difference equations satisfied by the involved discrete hypergeometric q-polynomials. ᮊ
INTRODUCTION

Ž .
The expansion of any arbitrary discrete polynomial q x in series of a m Ž . Ä Ž .4 general albeit fixed set of discrete hypergeometric polynomial p x is a n Ž matter of great interest, solved only for some particular classical cases for w x w x a review see 8, 9, 17 up to the middle of the seventies and 5, 40 , since . then up to now . This is particularly true for the deeper problem of linearization of a product of any two polynomials. Usually, the determination of the expansion coefficients in these particular cases required a deep knowledge of special functions and, at times, ingenious induction arguments based in the three-term recurrence relation of the involved orthogow x nal polynomials 9, 14, 16, 17, 22, 25, 34, 42᎐44 . Only recently have w general and widely applicable strategies begun to appear 5᎐7, 13, 19, 24, x 26, 27, 29᎐31, 39, 41 .
One of the reasons for this increasing interest is the applications of such kind of problems in several branches of mathematics and physics. For w x example, Gasper in his paper 17 motivated the connection and linearization problem in the framework of the positi¨ity. Nine years after, one of Ž< < . the most famous conjectures, the Bieberbach conjecture a F n for n Ž . Ž . ␣ , ␤ Ž . where a is the Pochhammer symbol and P x denotes the classical n n Jacobi polynomials.
Here in this work we will study the problem of finding the connection c and linearization c coefficients, i.e., the coefficients on the expan- 
Notice that since the involved hypergeometric series in 1.1 is terminating, i.e., has a finite number of terms, the above problem can be considered as a connection problem between two families of polynomials where Ž . all the connection coefficients are positive and equal to 1 in this example . So Gasper's words about the importance in applications of the connection and linearization problems, and the positivity of the corresponding coefficients, become very actual and of interest.
The first who considered the linearization problem for discrete polyno-Ž mials notice that in de Branges's proof the ''continuous'' Jacobi polynomi-. w x als have been used was Eagleson in 1969 for Kravchuk polynomials 14 . process it is possible to obtain the connection coefficients for Jacobi Ž w polynomials as well as for other continuous and discrete families see 16, x . 17 for further information on this . Some years later, Askey and Gasper w x 11 considered the linearization problem when the involved polynomials were the discrete polynomials of Hahn, Meixner Kravchuk, and Charlier Ž w x. for a review on discrete polynomials see 32 but only in the special case when all r , q , and p belong to the same family with the same m j n Ž w x parameters in 17 some preliminary results regarding the positivity of . such coefficients were discussed .
In all these cases, continuous and discrete, the proofs were based on very specific characteristics of the involved families, particularly their hypergeometric representation and generating functions which have been exploited for finding the corresponding solution.
It is important to remark that, even in the case when it is possible to compute explicitly the connection or the linearization coefficients, it is not always easy to show that they are nonnegative which is important as we already pointed out. This leads to a recurrent method, i.e., to find a difference equation for the coefficients c and c , respectively, and m n jm n from it deduce their nonnegativity. The first who did this was Hylleraas w x 22 in 1962 for a product of two Jacobi polynomials. In fact Hylleraas was able to solve the obtained recurrence relation for some special cases and prove the nonnegativity of the coefficients in some of these cases. Later, Ž w x. this method was used by Askey and Gasper see, e.g., 11 to prove the nonnegativity of the linearization coefficients for certain families of orthogonal polynomials. w x More recently, Ronveaux, Zarzo, Area, and Godoy 6, 19, 39 developed a recurrent method, called the NAVIMA algorithm, for solving the connec-Ž . tion problem 1.2 for all families of classical polynomials, as well as some special kind of linearization problem and used it for solving different w problems related with the associated, Sobolev-type polynomials, etc. 20, x 21 . Although they used it only for solving a very special linearization Ž . problem, it can be easily extended for solving the general problem 1.3 w x 13 . Let us point out that there is a very similar algorithm for finding the recurrence relation for both the connection and linearization coefficients w x due to Lewanowicz 26, 27, 29 . The most important tool in both the Ž aforementioned algorithms was the structure relations or the Al-Salam and . Ž. Ž. Chihara characterization that the polynomials p in 1.2 and 1.3 satisfy.
n Both problems, connection and linearization, are of great interest also in physics. For example, for the 2 l -pole transitions in hydrogen-like atoms Ž . and other related systems the radial part of the probability is proportional to integrals of the form
where L l are the Laguerre polynomials. This kind of integral also appears m in the theory of Morse oscillators as well as in transitions for sphericalw x symmetric systems 34 . Furthermore, for the spherical-symmetric case the w x Wigner᎐Ekkart theorem 15 allows us to write the matrix elements of Ž . certain irreducible operators in terms of products of two or more 3 j Ž w x. Ž symbols Hahn and dual Hahn polynomials 32 , 6 j symbols Racah w x. polynomials 32 , etc., as well as their q-analogues.
To conclude this introduction we need to say that in the world of Ž . q-polynomials discrete case there are not so many results concerning w these problems. One of the first who was interested in this was Rogers 37,  x 38 who used a q-analogue of the connection formula for Jacobi polynomi-␥ , ␥ Ž . sion coefficients are given in a compact form in terms of the polynomial coefficients of the corresponding second-order difference equations. Notice that the above lattice contains, as a particular case, the exponential Ž .
s w x lattice x s s q which was first considered in 4, 28 . The advantage of the present approach is that it only requires the knowledge of the second order difference equation satisfied by the involved hypergeometric q-polynomials as well as their hypergeometricity, i.e., the Rodrigues-type forw x mula. Then, contrary to the algorithm presented in 3, 4, 28 , we do not require information about any kind of recurrence relation of the involved discrete hypergeometric q-polynomials nor do we need to solve any high order recurrence relation for the connection coefficients themselves.
The structure of the paper is as follows. In Section 2, we collect the w x basic background 32 used in the rest of the work, namely, the second-order Ž . hypergeometric difference equation on the uniform lattice x s and its Ž . polynomial solutions called hypergeometric q-polynomials . In Section 3, we present the main results of the paper, namely, the expressions for the connection and linearization coefficients c and c , respectively. In m n jm n w x particular, we show how the main formulas and theorems given in 5 for Ž . w x the linear lattice x s s s, as well as the ones given in 7, 41 , hold as particular cases. Finally, in Section 4, some examples are developed.
SOME BASIC PROPERTIES OF THE q-POLYNOMIALS w x
Here we will summarize some of the properties of the q-polynomials 32 useful for the rest of the work.
The Hypergeometric-Type Difference Equation
Let us consider the second order difference equation of hypergeometric type 
Ž . where the function s is given by n n m s s s q n s q i , and
Ž . and s is the solution of the Pearson-type difference equation
2 w x w x Throughout the paper n denotes the so-called q-numbers and n !w x Ž n r2 yn r2 . Ž 1r2 y1r2 . w x w x w x are the q-factorial n s q y q r q y q , n !s 1 2
Ž . Also the difference derivatives y s of the polynomial solution P s ,
Ž .
satisfy a Rodrigues-type formula
where a denotes the leading coefficient of the polynomial P , i.e., n n Ž .
n P x s a x q lower order terms.
n n
In this paper we will deal with discrete orthogonal q-polynomials, i.e., polynomials with a discrete orthogonality 
is a q-analogue of the Pochhammer symbol.
MAIN RESULTS
Here we find the explicit expression of the coefficients c in the 
Then, using the formula of summation by parts
we obtain
Ž . Ž . Notice that the first term is proportional to s s s q 1 s q 1 , so, 1 Ž . because of the condition 2.11 , it vanishes. Now, making the change s ª s y 1 in the second term, we find
Then the last equation transforms
Repeating this process k times, we obtain
Ž . 
Ž .
To obtain the second expression for c in 3.2 we use the identity
Applying k-times the same technique as before we find
ALVAREZ-NODARSE, ARVESU, AND YANEŹ´62
The change k s n and the fact that 
or, equi¨alently, 
Ž .
Proof. Using the q-analogue of the Leibniz formula in the non-uniform Ž . w x lattice 2.2 1 
k and the desired result holds. The second formula can be obtained analo-Ž . gously but starting from 3.9 . 
3.14 Ž .
Ž . Proof. To prove this it is sufficient to substitute the expression 2.8 in Ž .
.
Notice that Corollary 3.1 also follows from the above formula if we put m s 0 since Q ' 1. 
The Classical Continuous Case
Ž . Finally, we will show how from Theorem 3.1 we can recover formally w x the general results for the continuous case 7, 41 . In order to do this we Ž . w x notice that, formally, if we make the change x s s sh ª x, then 32 P x s q 1 y P x s P sh q h y P sh
Ž . Thus, lim ⌬ P x s r⌬ x s s P x and lim ⌬ P s s
Then by similar limiting processes Eq. 2.1 transforms into n w x the classical hypergeometric differential equation 32
Ž .x thermore, the Pearson-type equation 2.5 becomes x x Ј s Ž . Ž . w x Ž . Ž . n Ž . x x and also 32 s; h ª x x . Finally, the Rodrigues-type n Ž . formula 2.3 transforms into
Ž . Ž .
Let us prove that the above sum transforms in the limit in a integral from w x which the main result in 41, Theorem 3.1, p. 163 easily follows. More concretely, In order to do that, let us show that the quantity
can be small enough for h sufficiently small,
Ž . n Ž . where Q denotes the nth derivative of Q and x s x x . Let m m n consider first the case when B is bounded. In this case the first integral Ž . can be small enough less than ⑀r3 for h sufficiently small providing that Ž . x rh; h is bounded. In the following we will suppose that the limit is a continuous function in A, B . For the second n sum we can do the same since Q is a polynomial and then it is bounded m in any closed interval. Finally we will consider the last sum which can be rewritten in the form
Notice that the first sum can be less than ⑀r6 since it is a Riemann sum B Ž n. Ž . Ž . corresponding to the integral H Q x x dx, and the last sum obvi-A m n ously tends to zero so, for sufficiently small h, it is less than ⑀r6. So, for < Ž .< any given ⑀ ) 0, one can choose a sufficiently small h so that I Q ,
Finally, to prove the result for the unbounded B we use the fact that, in Ž . Ž . this case, the functions x rh; h as well as x tend to zero faster n i n i Ž than any polynomial tends to infinity when x ª ϱ see the boundary i Ž . Ž . conditions 2.11 for the polynomials on the lattice x s as well as for the w Ž .
x. continuous case 32, Eq. 1.3.1 , p. 7 . Then
To conclude this section let us point out that here we have taken the Ž . limit formally and have proved that our main result, i.e., formula 3.2 , w x transforms into the corresponding one for the continuous case 41 ; but for solving concrete examples one must be very careful since, for instance, in the limit Hahn ª Jacobi, the parameter h s 1rN where N is the total number of points in the lattice and the Hahn polynomials explicitly depend on it. More information on how to take limits for concrete families can be w x found in 18, 23, 32, 33 . Ž . In order to take the sum in the above expression we will use the ident- 
EXAMPLES
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Further Examples
To conclude the paper we will show two more examples for polynomials Ž . w x w x on q-quadratic lattices, more exactly in the lattice x s s s sq 1 , i.e., In fact we will solve the two examples, Ž . Notice that if we assume that q g 0, 1 and take the limit ␥ ª ϱ we obtain the connection between q-Racah and q-Dual Hahn From the above equation follows, by taking the limits ␣, ␥ ª ϱ, a formula
