A key computation in visual cortex is the extraction of object contours, where the first stage of processing is commonly attributed to V1 simple cells. The standard model of a simple cell-an oriented linear filter followed by a divisive normalization-fits a wide variety of physiological data, but is a poor performing local edge detector when applied to natural images. The brain's ability to finely discriminate edges from nonedges therefore likely depends on information encoded by local simple cell populations. To gain insight into the corresponding decoding problem, we used Bayes's rule to calculate edge probability at a given location/ orientation in an image based on a surrounding filter population. Beginning with a set of ; 100 filters, we culled out a subset that were maximally informative about edges, and minimally correlated to allow factorization of the joint on-and off-edge likelihood functions. Key features of our approach include a new, efficient method for ground-truth edge labeling, an emphasis on achieving filter independence, including a focus on filters in the region orthogonal rather than tangential to an edge, and the use of a customized parametric model to represent the individual filter likelihood functions. The resulting population-based edge detector has zero parameters, calculates edge probability based on a sum of surrounding filter influences, is much more sharply tuned than the underlying linear filters, and effectively captures finescale edge structure in natural scenes. Our findings predict nonmonotonic interactions between cells in visual cortex, wherein a cell may for certain stimuli excite and for other stimuli inhibit the same neighboring cell, depending on the two cells' relative offsets in position and orientation, and their relative activation levels.
Introduction
Detecting object contours is a critical function of biological visual systems, and a key step on the path to object recognition (Biederman, 1987; Biederman & Ju, 1988; DeCarlo, 2008; Kourtzi & Kanwisher, 2001; Lowe, 1999; Marr, 1983 ; see Papari & Petkov, 2011 , for review of computer vision approaches to edge/contour detection). Our understanding of the contour detection problem is far from complete, however, and algorithms capable of reliably detecting object contours in natural scenes remain elusive. In the visual cortex, the first stage of contour processing is thought to occur in area V1, where ''simple cells'' (the first stage in Hubel & Wiesel's 1962 classical hierarchical model) are tuned to the position and orientation of local edges. Though the biophysical mechanisms underlying simple cell responses are complex (Priebe & Ferster, 2012) , a simple cell's output can be modeled under a wide range of experimental conditions as an oriented linear filter followed by a divisive normalization operation (Carandini & Heeger, 2012) . Cells modeled in this way exhibit poor position and orientation tuning compared to real simple cells with the same aspect ratio, however (Gardner, Anzai, Ohzawa, & Freeman, 1999) , and suffer from selectivity problems when applied as edge detectors to natural images, suggesting that simple cells in V1 benefit from additional nonlinear processing that improves their ability to localize edges, and to discriminate edges from nonedges across wide ranging contrast levels. Raising thresholds or applying an expansive output nonlinearity (Heeger, 1992) can sharpen tuning curves to an arbitrary degree, but is an ineffective strategy from an edge-detection perspective Citation: Ramachandra, C. A., & Mel, B. W. (2013) . Computing local edge probability in natural scenes from a population of oriented simple cells. Journal of Vision, 13(14) :19, 1-22, http://www.journalofvision.org/content/13/14/19, doi:10.1167/13.14.
19.
in that the underlying linear filtering operation is fundamentally unable to distinguish properly aligned low contrast edges from misaligned high contrast ones, or from contrasty nonedge structures, and this intrinsic weakness of the detector cannot not remedied by thresholding.
More sophisticated edge/contour detection algorithms that retain some biological inspiration have typically exploited the Gestalt principle of ''good continuation'' or related principles to improve detection performance (Choe & Miikkulainen, 1998; Elder & Zucker, 1998; Grossberg & Williamson, 2001; Guy & Medioni, 1992; Z. Li, 1998; Parent & Zucker, 1989; Ross, Grossberg, & Mingolla, 2000; Sha'asua & Ullman, 1988; VanRullen, Delorme, & Thorpe, 2001; Williams & Jacobs, 1997; Yen & Finkel, 1998) . That our visual systems are highly sensitive to continuous contours is supported by numerous psychophysical (Adini, Sagi, & Tsodyks, 1997; Dresp, 1993; Field, Hayes, & Hess, 1993; Geisler, Perry, Super, & Gallogly, 2001; Kapadia, Ito, Gilbert, & Westheimer, 1995; W. Li & Gilbert, 2002; Polat & Sagi, 1993) and neurophysiological (Bauer & Heinze, 2002; Kapadia et al., 1995; Kapadia, Westheimer, & Gilbert, 2000; Kourtzi & Huberle, 2005; Kourtzi, Tolias, Altmann, Augath, & Logothetis, 2003; Polat, Mizobe, Pettet, Kasamatsu, & Norcia, 1998 ) studies on humans and monkeys. Furthermore, that our visual systems should be sensitive to contour continuity is supported by edge cooccurrence statistics in natural scenes (Geisler et al., 2001; Sigman, Cecchi, Gilbert, & Magnasco, 2001) .Virtually all of these previous studies concur that the key measurements needed for contour extraction lie in a butterfly-shaped ''association field'' centered on a reference edge that reflects contour continuity principles (Field et al., 1993) , with an inhibitory region orthogonal to the edge (Figure 1 ; Geisler et al., 2001; Kapadia et al., 2000; Z. Li, 1998 ) that presumably reflects the tendency for only a single object contour at a time to pass through any given point in the image.
Identifying the set of image measurements that is most useful for contour extraction is no doubt a crucial step, but leaves open the question as to how those measurements should be algorithmically combined to detect contours in natural images. First-principles theoretical models of edge/contour structure can be used to develop edge detection algorithms (see Papari & Petkov, 2011) , but face a multitude of modeling challenges, including the multiscale structure of natural object boundaries, lighting inhomogeneities, partial occlusions, disappearing local contrast, and optical effects such as blur from limited depth of field. As an alternative, the effects of all of these real-world complexities, and others known and unknown, can in principle be ''learned'' from positive and negative examples of natural edges, but this opens up a vast space of engineering choices, including: what type of classifier should be adopted, what filter values should be used as features, and what training data should be collected (Dollar, Tu, & Belongie, 2006; Konishi, Yuille, Coughlan, & Zhu, 2003; D. R. Martin, Fowlkes, & Malik, 2004) .
Fundamentally, the way that a population of filter responses r 1 , r 2 , . . .r N should be combined to calculate the probability that an edge exists at a reference location and orientation follows from Bayes's rule. Bayesian inference has had significant successes in explaining behavior in sensory and motor tasks (Fiser, Berkes, Orbán, & Lengyel, 2010; Kording & Wolpert, 2004; Tenenbaum, Kemp, Griffiths, & Goodman, 2011; Weiss, Simoncelli, & Adelson, 2002; A. Yuille & Kersten, 2006; A. L. Yuille & Grzywacz, 1988) . However, in the context of edge detection within a V1-like architecture, given that there are thousands of oriented filters within a small distance of a candidate edge, the need for human labeled ground truth data makes it intractable to fully populate the highdimensional joint filter likelihood functions required to evaluate Bayes's rule. Konishi et al. (2003) dealt with this curse of dimensionality by limiting their analysis to small sets of off-the-shelf edge filters centered on a candidate edge (up to six filters at a time), and used an adaptive binning method to efficiently tabulate the on-and offedge likelihood functions from preexisting humanlabeled edge databases. Their approach led to significantly improved edge detection performance compared to single-feature edge classifiers, but did not address the issue as to whether, or how, the edge probability calculation could be implemented by cell-cell interac- Figure 1 . Tangential versus orthogonal regions surrounding a candidate edge. Oriented filters in the vicinity of a reference location (marked by a red rectangle) can be loosely classified into two groups-those in the orthogonal region (in blue) and those in the tangential region (in green). Tangential edges are particularly subject to higher order correlations. For example, given an edge at the reference location, evidence for edges at Locations A and C is positive evidence for edges at B and D, but negative evidence for edges at E and F.
tions in a biological context-one of the major goals of this work.
With this question of biological implementation in mind, we took an alternative approach that depended on class conditional independence (CCI) within the chosen filter set (that is, independence of the filter responses both when an edge is present and when one is absent). If/when the CCI assumption is satisfied (see Jacobs, 1995, for review) , the on-and off-edge likelihood functions can be factored into products of single-filter likelihood functions, and then rewritten in terms of a sum of log-likelihood (LL) ratio terms (Equations 1-3).
The ability to factor the filter likelihood functions leads to three advantages: (a) the requirements for human-labeled data are reduced from the order of x N to x · N, where N is the number of participating filters and x is the number of gradations in each filter output; (b) each LL ratio term can be expressed and visualized as a function of a single filter value r i , making explicit the information that a filter at one location in an image carries about the presence of an edge at another; and (c) in the overall edge probability calculation, the positive and negative evidence from surrounding filters that is captured by these LL ratios can be combined linearly, a simple, neurally plausible computation. (As a caveat, the LL ratios themselves are generally nonlinear functions of the filter values, complicating the neural interpretation; see the Discussion).
The series of steps taken to collect the needed ground truth edge data, to identify a set of informative CCI filters surrounding a candidate edge, and to parametrically represent their LL ratios, are described in the following. The performance of the resulting parameterfree edge detector is then evaluated, and the biological significance of the underlying population-based computation is discussed.
Methods

Bayesian cue combination
Following Jacobs (1995) , the cue combination problem in the context of edge detection, given filter values r 1 , r 2 , . . .r N may be expressed in probabilistic terms via Bayes's rule, 
Under the assumption of class-conditional independence among the N filters, the likelihoods in Equation 3 can be factored and rewritten in terms of a sum of loglikelihood ratio terms, each one a function of a single filter's value; the sum then acts as the argument to a sigmoid function 1=ð1 þ a Á expðÀxÞÞ:
A modified version of Bayes's rule conditioned on the value of a reference filter r ref , evaluated at the location/orientation where the edge probability is being calculated, is used in the Results section to reduce higher order statistical dependencies among the other contributing filters (see text for details and references):
Image database and extraction of the luminance channel RGB images were converted to the following three independent components using the method of Hyvarinen (1999) , trained on a random sample of 1.5 million pixels from the Berkeley Segmentation database (D. R. Martin et al., 2004) : The components O 1 , O 2 , O 3 roughly corresponded to red-green, blue-yellow, and luminance channels, respectively. In this paper we used O 3 , the luminance channel only.
Chernoff information
We used Chernoff information as a measure of distance between on-edge and off-edge likelihood distributions for a given filter (Konishi et al., 2003) :
where P on ¼ P(rjedge), P off ¼ P(rjedge), the y j are the filter response bins (50 bins in the range [0,1]), and k was set to 0.5 (Konishi et al., 2003) .
Poisson kernel smoothing
To construct the on-edge and off-edge response distributions, we used kernel density estimation, where each instance of a filter's value was spread along the x axis of its likelihood function with a Poisson ''kernel.'' This was equivalent to considering a filter response to be the average firing rate of a noisy neuron, and then repeatedly measuring the virtual neuron's actual spike count over a short time window, and histogramming the results. Greater smoothing was achieved by using a shorter time window for spike counting. Let r i be the measured filter value (ranging from zero to one), f max the virtual noisy neuron's maximum firing rate, s time window for measuring spikes, and k ¼ r i · f max · s the expected spike count within the time window. The
Àk then gives the probability of reading out k spikes for that filter value, which is then accumulated in a histogram indexed by k. After all of a filter's measured values are processed in this way, the histogram is normalized both horizontally (from zero to one) and vertically (to convert it to a probability density). Example likelihood functions processed in this way are shown in Figure 3A using f max ¼ 100 Hz, and s ¼ 500 ms.
Results
In the following sections, we describe the procedure used to collect and label image patches and to analyze filter statistics, so that a set of informative, CCI filters in could be identified, and the terms of Bayes's rule as expressed in Equation 6 evaluated. We then illustrate the use of the local edge probability calculation as an 
Image set and linear filter kernel
We used 450 images from the COREL database including a variety of indoor and outdoor scenes. Only the luminance channel was used (see Methods). Luminance images were convolved at a single scale with an oriented spatial difference operator as shown in Figure 2A . The 5 · 2 pixel filter was applied at 16 orientations in even steps of 22.58. The center of rotation was the center of the shaded pixel. Filter responses were rectified at zero and normalized to lie in the range r i È [0,1]. When the filter was applied at noncardinal orientations, pixel values off the grid were determined by bilinear interpolation. The probability distribution function (pdf) of the filter's response at all locations and orientations in the database is shown in Figure 1B . The filter had a mean response of 0.012 (out of a maximum of one), and a roughly exponential fall off over most of the range so that, for example, the probability of measuring a filter value near 0.6 was 100,000 times lower than the probability of measuring a value near zero.
Calculating edge prior probability
As a precursor to computing local edge probability (LEP) based on a population of filters, we first measured (a) the prior edge probability P(edge) at a randomly chosen location, and (b) the posterior edge probability based on the reference filter value alone P(edge jr ref ). To compute the edge prior, 1,000 image patches were drawn at random from the database, and a randomly oriented reference location was marked by a red box corresponding to the 5 · 2 pixel filter profile shown in Figure 1A . Human labelers were asked to judge whether an edge was present in each image that (a) spanned the length of the red box (i.e., entered and exited through opposite ends of the box; (b) remained entirely within the box; and (c) was unoccluded at the center of the box adjacent to the shaded pixel. Labelers were instructed to score edges as shown in Table 1 . The assigned edge probabilities were averaged over all image patches and labelers (total of 1,000 labels), yielding an estimate P(edge) ¼ 1.95% 6 0.3%.
Edge probability based on a single filter at the reference location
Using a similar method, we measured edge probability at the reference location conditioned on r ref , the filter value computed at the reference location itself (i.e., in the red box). Image patches were again drawn at random from the database, this time collected in narrow bins centered at five values of r ref ¼ {0.1, 0.3, 0.5, 0.7, 0.9}. Bin width was 0.02. Image patches with r ref values outside the bin ranges were discarded. The collection process continued until each bin contained 500 exemplars. Example patches are shown in Figure  2C for three of the five values of r ref , showing the clear tendency towards higher edge probability as the value of r ref increased. Using the same labeling scheme as above, edges were scored and scores were averaged within each bin. The result is plotted in Figure 1D (red data points) along with a sigmoidal fit (black solid curve).
Using a population of surrounding filters
We next considered the general case in which multiple filters surrounding a reference location would be used, in addition to r ref , to calculate the edge probability at the reference location (Equation 3). Multiple strategies, described in the following, were used to narrow down the large population of filters surrounding a reference location to a subset that is as CCI as possible. As it was also our goal to include only the most informative filters in the chosen filter set, but we wished to avoid measuring the informativeness of large numbers of filters that would later be rejected based their failure to meet the CCI criteria, the steps taken to minimize filter dependencies and maximize filter informativeness were interleaved so as to reduce overall computational effort.
Independence Strategy 1: Avoiding higher order structural dependencies
A large set of filters lie in the tangential regions flanking a candidate edge (Figure 1 ), and these filters are known both to contain contour-related information (Geisler et al., 2001; Sigman et al., 2001) and to be used by our visual system to help detect contours (Field et al., 1993; Kapadia et al., 1995) . However, geometric constraints associated with real-world object contours introduce strong higher order dependencies between tangential filters. The effect is illustrated in Figure 1 : When an edge is known to be present at the reference location, the additional knowledge that edge elements are present at locations a and c acts as evidence for the existence of edges at locations b and d, but against the existence of edges at locations e and f. Given this type of statistical dependency, we excluded tangential filters from consideration, and focused instead on filters within the ''orthogonal'' regions to either side of the reference location ( Figure 1 ). Filter responses in these regions are largely determined by the surfaces and textures that help define a contour, and are less interpredictable. For computational tractability, we limited our data collection to the single line of filters cutting perpendicularly through the center of the reference box, for a total of 7 Pixel Positions · 16 Orientations ¼ 112 Total Filter Candidates (see blue lines in Figure 1 ).
Independence Strategy 2: Suppressing higher order region-based correlations
It is known that neighboring filter responses in natural images exhibit higher order correlations that stem from the fact that nearby points in the world are often part of the same texture and/or subject to the same illumination or contrast conditions; all of these factors affect average regional filter ''power.'' These regional power effects induce a particular type of higher order dependency between nearby filters, in which a strong response in one filter predicts a higher response variance in other filters (Karklin & Lewicki, 2003; Parra, Spence, & Sajda, 2001; Schwartz & Simoncelli, 2001; Zetzsche & Röhrbein, 2001) . It has been previously pointed out that such dependencies can be suppressed through divisive normalization (Caran- Certainly an edge 1 Table 1 . Labeling system used to score edges at the reference location, with the corresponding interpretation and assigned edge probability.
dini & Heeger, 2012; Karklin & Lewicki, 2003 Liang, Simoncelli, & Lei, 2000; Parra et al., 2001; Schwartz & Simoncelli, 2001; Wainwright & Simoncelli, 2000; Zetzsche & Röhrbein, 2001; Zhou & Mel, 2008) . Adopting a different but related strategy (with secondary benefits as discussed below), we tabulated the1-D likelihood distributions for each candidate filter conditioned both on the edge/no edge distinction, and on the value of r ref , in order to obtain the likelihood functions P(r i jedge, r ref ¼ C) and P(r i jno edge, r ref ¼ C) ( Figure 3A ). Fixing the contrast at the reference location served a similar decorrelating function among surrounding filters as would a divisive normalization, in the sense that image patches within any given r ref ¼ C bin exhibit far less variation in regional power than image patches in general (data not shown).
Given that C took on the same five values as were used previously to measure P(edge j r ref ), all the image patches needed to construct the likelihood functions for the 112 filter candidates had already been collected and labeled.
A secondary advantage of ''slicing up'' and separately collecting the likelihood functions at a range of r ref values, beyond its effect of decorrelating surrounding filters, is that the approach greatly increases the amount of on-edge data from which the on-edge likelihood functions are constructed. To see this, consider a labeling strategy in which reference locations are selected at random: this yields on-edge cases only 2% of the time, so that populating the on-edge likelihood distributions requires a very large amount of data to be labeled. In contrast, when image patches are automatically preselected at specific values of r ref , at the higher values of r ref , which are very rarely encountered by random selection, the proportion of on-edge data is dramatically increased -constituting more than 30% of cases when r ref ¼ 0.3, and 77% of cases when r ref ¼ 0.5 ( Figure 2D ). More data in the on-edge likelihood distributions leads to more accurate estimates of the log-likelihood ratios that underlie the local edge probability calculation.
Strategy for choosing informative filters
The preceding steps produced on-edge and off-edge likelihood functions for all 112 filters in the orthogonal region, tabulated separately at five different contrast levels at the reference location. Given that likelihood ratios would ultimately need to be computed, involving division operations with small, uncertain denominators, the tabulated r i data was smoothed by replacing each measured r i value with a horizontally scaled Poisson distribution with the same mean value. This reflected the ''biological'' assumption that the true filter value from the image would not be directly accessible for computation, since it would need to be communicated through a noisy spike train within a limited time window (see Methods for details).
Piecewise Gaussian fits and evaluation of likelihood functions at unlabeled contrasts
We required a parametric representation that would allow us to evaluate filter likelihood functions at arbitrary reference filter contrasts, i.e., not limited to the five discrete values of r ref at which labeled data was actually collected. Each Poisson-smoothed distribution was divided into three sections: (a) a delta function at the origin, which collected all negative values of the filter due to rectification, in addition to bona fide zero values; (b) the left section of the density from zero through the peak; and (c) the right section of the density from the peak to one. The left and right parts of the distribution were fit by separate Gaussian functions that met at the peak. Example fits of the on-edge and off-edge distributions are shown in Figure 3A at two reference contrast levels (upper and lower panels, respectively) for the filter at the same center but rotated 458 relative to the reference filter.
The parameters of the fits (five total parameters: the height at the origin, Amp[0], the mode, the height at the mode, Amp [mode] , and the standard deviations r left and r right for the two Gaussians), were plotted at the five reference contrast levels for which labeled data was collected. A piecewise cubic Hermite interpolating polynomial was then fit through each of the five parameter plots for both the on-edge and offedge distributions for each filter. Plots of the five spline-fit functions are shown in Figure 3B for a different filter, this one rotated 22.58 relative to the reference location. The spline fits allowed the parameters of the on-edge and off-edge likelihood distributions to be generated for any value of reference filter contrast; the fits (red curves) to the collected likelihood functions (black curves) are shown in Figure 3C , along with several likelihood functions at interpolated values of r ref (green dashed curves). For purposes of cross validation, a new set of labeled data was collected for r ref ¼ 0.2. The resulting likelihood function (green solid curve) corresponded closely to its prediction based on interpolation of the fit parameters.
Poisson kernel-smoothed likelihood functions are shown for a neighboring filter as thin lines in Figure 3A (black curves for on edge, magenta for off edge), along with five-parameter fits shown as superimposed thick lines and dots.
Following the approach of Konishi et al. (2003) , we used Chernoff information (see Methods) to evaluate the informativeness of the 112 filters at each of the three middle values of C (0.3, 0.5, 0.7; Figure 4A ). The Chernoff information was calculated based on the Poisson-smoothed likelihood distributions. Filters were ranked within each C level (from 1 ¼ best to 112 ¼ worst) and the ranks for each filter were averaged across C levels, weighted by the log probability of encountering that C level in the database (see Figure  4B ). For viewing convenience, the weighted ranks were inverted (newrank ¼ 112 À oldrank) so that the best filters had the highest scores ( Figure 4B ). The top 30% of the filters ( ¼ 34) were kept for further evaluation ( Figure 4C ).
Independence Strategy 3: Minimizing overlap correlations
Simple physical overlap of two or more filters' regions of support can produce correlations between their outputs-consider two filters with the same center but slightly different orientations. We searched exhaustively through the 34 remaining filter candidates for subsets of N filters that had low mean absolute pairwise correlations (MAPC) between their responses: where N ¼ 6 and q(r i , r j ) is the correlation between two filters i and j over all pixel locations and orientations in the image database. The distribution of MAPC values is shown in Figure 5 for the ð 34 6 Þ ' 1.3 million six-wise filter combinations tested. The low MAPC score for the filter set that would ultimately be chosen is marked with a red triangle, while the average MAPC value over all six-wise filter combinations is marked with a green square. Two 6 · 6 pairwise correlation matrices for the two marked cases are shown as insets. For the average case, a single representative filter set was chosen. The 3,362 filter sets with correlation scores in the lowest 0.25% of the MAPC distribution (lower red tail, including the red triangle case) were set aside for performance testing on labeled natural edges.
Final strategy for co-optimizing filter independence and informativeness: Select for sharp tuning on natural object edges Among the most common structures that elicit false positive responses from an edge detector are true edges that are slightly misaligned with the detector in position and/or orientation. To make the final choice among the remaining ; 3,400 filter sets, therefore, we set out to incorporate the likelihood functions for each filter set in turn into the r ref -conditioned version of Bayes's rule (Equation 6), and measure the position and orientation tuning curves of the resulting probabilistic edge detector. The filter set with the sharpest tuning in both position and orientation would be selected.
To generate orientation and position tuning curves for each filter set, the ; 3,000 image patches in the database that had been labeled as containing edges were presented to each edge detector at 16 orientations (at the reference position) and seven positions (at the reference orientation), and tuning curves were generated. Examples of tuning curves for the filter set that would eventually be chosen are shown in Figure 6AC at five levels of contrast. Full width at half maximum (FWHM) scores were extracted from each of the ; 3,000 tuning curves for each filter set, and the scores were averaged and histogrammed ( Figure 6BD ). The filter set that had the lowest average rank in the two histograms, with FWHM values marked by red triangles, was the filter set adopted for use in the edge detection algorithm. For comparison, green triangles show the FWHM values for a single linear filter at the reference location.
We note that the average tuning width of our LEP filter is broader than that of the simple cells studied by Gardner et al. (1999) (488 vs. 328, FWHM) , but the comparison must be interpreted in light of the fact that (a) our underlying linear filter was also more broadly tuned than theirs (828 vs. 568), suggesting that a roughly comparable amount of nonlinear sharpening had occurred, and (b) to measure orientation tuning, we used images of natural edges, which were highly variable in form (including variation in orientation up to the limits of the red box) and were coarsely pixelated (with only 10 pixels covering the reference location), whereas Gardner et al. used optimized smooth sinusoidal gratings.
Performance evaluation on natural images
The final filter set is depicted in Figure 7A , along with its on-edge and off-edge likelihood functions ( Figure 7B ) and likelihood ratios ( Figure 7C ) conditioned on a reference filter value of 0.3. Likelihood functions and ratios at higher and lower values of r ref were similar in form, but were pushed towards higher or lower ends of the r i range, respectively. Figure 8A shows a scatter plot of linear reference responses versus calculated edge probability at all positions and orientations in the image shown in Figure  8C . Notably, for a given linear score plotted on the horizontal axis, substantial variation was seen in the calculated edge probability. To determine whether this vertical spread was consistent with the judgments of human labelers, we identified image patches at the 10th (blue dots) and 90th (red dots) percentiles of the LEP range in five evenly spaced bins along the r ref axis. The image patches are shown in Figure 8B , along with their Figure 5 . Distribution of mean absolute pairwise correlations (MAPC) scores for ; 1.3 million six-wise combinations of the most informative filters. Two 6 · 6 pairwise correlation matrices are shown at upper right for two cases: red triangle corresponds to a filter set with one of the lowest correlation scores; this set was eventually used in the edge detection algorithm; green square shows a case with an average MAPC score. Least inter-correlated 0.25% of filter sets (left tail of distribution, shaded red) were carried forward for further processing. (B) For each tested filter set, tuning curves were generated for each of the ; 3,000 human-labeled edges in the database. Full width at half maximum (FWHM) values were calculated for each tuning curve, the results were averaged, and the average tuning width for that filter set was entered into the histogram. The orientation tuning score of the chosen filter set is marked by a red triangle. The much larger FWHM score for a single linear filter at the reference location is marked by the green square. (C) Positional tuning curves covering three pixels above and below the reference position. (D) Distribution of average FWHM values for the positional tuning curves. Tuning score for the chosen filter set is again marked by a red triangle, and the tuning for a linear filter at the reference location is marked by a green square. corresponding LEP scores. Inspection of the patches confirm that edge probability within the reference boxes (according to the scoring rubric of Table 1 ) was much higher for the 90th percentile cases (top row) than the 10th percentile cases (bottom row). To extend this type of comparison to a more global perspective, we located all sites in the image where the linear score was between 0.12 and 0.38 (corresponding to all gray dots in Figure 8A ). All cases above the 80th percentile in the LEP score distribution (i.e., above the red line in Figure 8A ) were presumptive ''good edges'' and were labeled with red line segments in Figure 8C (left frame). Similarly, all cases below the 20th percentile of the LEP distribution for the corresponding linear score (below the blue line in Figure 8A ) were presumptive ''bad edges'' and were labeled with blue line segments in Figure 8C (right frame). The upper cutoff of 0.38 on the linear axis was chosen because at that linear score, the edge probability reached 50% ( Figure 2D ), so that the visual distinction between ''good'' and ''bad'' edges within any given linear bin above that value would necessarily begin to fade. Consistent with the examples of Figure 8B , red-labeled edges were much more likely to be properly aligned and positioned relative to actual object edges, whereas blue edges were typically misaligned by a pixel or two, and/or misoriented.
To examine more closely what accounted for the spread in LEP values for a fixed linear reference score, we extracted image patches from the top and bottom of the LEP range for a linear reference score of 0.3. The two image patches are shown in Figure 9A , and the corresponding log likelihood ratios, the fundamental quantities summed to determine the LEP according to Equation 6 , are shown in Figure 9C As a final form of evaluation, we computed the local edge probability at every pixel position and orientation in the luminance channel of entire images, and displayed the maximum LEP value over all orientations as each pixel's grayscale value (scaled between zero and 255, with darker pixels indicating higher edge probability). We referred informally to the overall edge detection algorithm as rm* (for ''response based on multiple *riented filters''). Example images are shown in Figure 10 , in comparison to a graded Canny-like algorithm (PbCanny) developed at UC Berkeley (D. R. Martin et al., 2004) . We found that the rm* algorithm, with no free parameters, does a good job extracting bona fide local edge structure at the five-pixel length scale.
Discussion
We developed a strategy for culling a set of informative, class conditionally independent filters from the large population of oriented filters surrounding a candidate edge, from which the local edge probability could be calculated based on excitatory and inhibitory interactions among a few ''simple cells.'' The approach was motivated by a scientific goal-to gain insight into the possible cell-cell interactions in visual cortex that underlie the better edge detection performance of real simple cells compared to standard models of simple cells, and an engineering goal-to develop a local oriented edge detector that would provide high quality input to later stages of contour processing. Key features of our approach include (a) the use of a guided human labeling process in which image patches are automatically preselected to minimize labeling workload, (b) a focus on achieving filter independence, including a strict reliance on filters in the region orthogonal rather than tangential to the edge, and (c) the use of a relatively elaborate parametric model tailored to the peculiar forms of the on-and off-edge likelihood functions measured in the surrounding filter population. The resulting edge detection algorithm, which we informally termed rm*, calculates local edge probability as a linear combination of excitatory and inhibitory influences from surrounding filters (Equation 3). The detector has no free parameters, is much more sharply tuned in position and orientation on natural object edges than the underlying linear filters that drive it, and does a good job capturing the ''semantics'' of edges on a five-pixel length scale in natural images.
Calculating local edge probability in the luminance channel at a single scale, a function routinely ascribed to cortical simple cells, is only one of the first Figure 10 . Results of applying the rm* algorithm to natural images. Maximum value of local edge probability across all orientations is shown at each pixel as the gray level. PbCanny results were generated with scale parameter of one.
operations needed to implement a full blown line drawing extraction process that is able to cope with the complexities of natural images. At a minimum, cues from the tangential regions surrounding an edge must be incorporated to capture contour continuity statistics (Adini et al., 1997; Bauer & Heinze, 2002; Choe & Miikkulainen, 1998; Dresp, 1993; Elder & Zucker, 1998; Field et al., 1993; Geisler et al., 2001; Grossberg & Williamson, 2001; Guy & Medioni, 1992; Kapadia et al., 1995; Kapadia et al., 2000; Kourtzi & Huberle, 2005; Kourtzi et al., 2003; W. Li & Gilbert, 2002; Z. Li, 1998; Parent & Zucker, 1989; Polat et al., 1998; Polat & Sagi, 1993; Ross et al., 2000; Sha'asua & Ullman, 1988; Sigman et al., 2001; VanRullen et al., 2001; Williams & Jacobs, 1997; Yen & Finkel, 1998) , multiple color channels must be combined (Fine, MacLeod, & Boynton, 2003; Zhou & Mel, 2008) , other boundarydefining cues such as texture, depth, and motion must be included (Jiang & Bunke, 1999; Malik, Belongie, Leung, & Shi, 2001; Stein, Hoiem, & Hebert, 2007; Will, Hermes, Buhmann, & Puzicha, 2000) , and regionbased segmentation cues, which are complementary to contour cues, must be brought in as well (Arbeláez, Maire, Fowlkes, & Malik, 2011; Dresp & Grossberg, 1997; D. R. Martin et al., 2004) . Many of these higher order feature extraction, cue combination, and grouping processes will depend, however, on the quality of information passed up from the ''simple cell'' layer. It is thus crucial to avoid geometric assumptions about contour structure in early stages of processing that do not reflect natural image statistics, or to apply ad hoc thresholding nonlinearities that suppress weak edge cues too early in the process. In these respects, the rm* edge detector is well-suited to provide input to subsequent processing stages. The algorithm has no free parameters since it is parameterized entirely from natural edge statistics, and contains no ad hoc nonlinearities since the computation flows entirely from Bayes's rule.
Are the independence strategies used here biologically plausible?
It is a reasonable assume that the visual system, through evolution, has adopted an approach to combining cues that is (a) easy to implement with neural hardware, (b) quick to learn from data, and (c) easily extensible when additional cues become available. All of these goals are facilitated if the neural system can find a way to create/extract a set of informative, class-conditionally independent variables from the surrounding population of cells.
Do the three independence-enhancing strategies we have used have biological counterparts? The first strategy, limiting consideration to filters in the orthogonal region surrounding an edge while excluding tangentially aligned filters, is simply a statement that breaking the overall population-decoding operation into two subcomputations, one where class-conditional independence can potentially hold, which allows a simple decoding rule, and another where the assumption very likely does not hold so that a different decoding operation is needed, leads to the classical advantages of functional modularity-a simpler overall computation, quicker learning, greater adaptability, etc. While we cannot point to direct evidence that the cortical computation of edge probability is modularized in this way, the notion that modular local circuits exist at the level of the cortical column is far from exotic (Douglas & Martin, 1991; Nessler, Pfeiffer, Buesing, & Maass, 2013; Szentagothai, 1978) . As for the second strategy-suppressing higher order correlations by conditioning the ON and OFF-edge likelihood functions on fixed values of r ref , as previously mentioned this approach is closely related to divisive normalization, which is considered to be a canonical cortical operation (Carandini & Heeger, 2012) . The third strategy, identifying mutually decorrelated subsets of nearby filters, was accomplished here using an exhaustive search, but a similar result could likely be achieved using a biologically plausible learning rule (e.g., Gerhard, Savin, & Triesch, 2009 ).
Do simple cells calculate local edge probability?
The standard model of a simple cell has a linear filter at its core (Carandini & Heeger, 1994; Carandini, Heeger, & Movshon, 1997; Daugman, 1985; Gregory C. DeAngelis, Ohzawa, & Freeman, 1993; Jones & Palmer, 1987; Priebe & Ferster, 2012) . Interestingly, Gardner et al. (1999) found that when a simple cell receptive field in cat visual cortex is modeled by the best fitting oriented linear filter, the simple cell's tuning curve is typically much sharper than the linear model predicts (FWHM ¼ 328 vs. 568 on average). This finding led the authors to conclude that simple cell tuning is enhanced by nonlinear mechanisms.
Perhaps the simplest mechanism that can sharpen tuning is an output nonlinearity such as a quadratic function (Heeger, 1992; Miller & Troyer, 2002; Ohzawa, Deangelis, & Freeman, 1990; Pollen, Gaska, & Jacobson, 1989; Priebe & Ferster, 2012) . As previously discussed, however, applying an accelerating nonlinearity, or in the limit a hard threshold, after the linear filtering stage does not fundamentally improve edge detection performance, since it remaps any given linear response level to the same ordinate value regardless of whether it was caused by an edge or nonedge (see Figure 8) . In contrast, inhibitory mechanisms, including divisive normalization, are known in certain contexts to be beneficial for probabilistic edge detection (Zhou & Mel, 2008) , and could in principle sharpen orientation tuning by suppressing responses to improperly oriented stimuli. However, suppression within the classical receptive field (CRF) is generally either weakly tuned to orientation, or peaked at the cell's preferred orientation (Carandini et al., 1997; G. C. DeAngelis, Robson, Ohzawa, & Freeman, 1992; Xing, Ringach, Hawken, & Shapley, 2011) , and thus cannot account for sharpened tuning within the CRF, which requires relatively greater suppression at nonpreferred orientations. Suppression of V1 responses from outside the CRF is also generally peaked at the cell's preferred orientation (Blakemore & Tobin, 1972; Cavanaugh, Bair, & Movshon, 2002; Webb, Dhruv, Solomon, Tailby, & Lennie, 2005) , but in any case could not explain the sharper-than-expected tuning reported by Gardner et al. (1999) which arose from stimuli confined to the CRF.
An alternative explanation suggested by our findings is that the unexpectedly sharp tuning of simple cells could be due to a Bayesian local edge probability calculation like the one proposed here, involving mixed, and in some cases nonmonotonic excitatoryinhibitory interactions between cells ( Figure 9B ).
What does the LEP calculation tell us about cortical processing?
A long term goal of this work has been to gain insight into the local circuit computations in V1 that underlie natural edge detection. What can the LEP computation tell us about this? Equation 5 can be rewritten in a form that is more neural in flavor:
where the LLR terms (standing for log likelihood ratio) are functions that capture the net excitatory/ inhibitory effect that each neighboring filter exerts on the edge probability at a reference location. (Equation  6 is of the same form, but breaks the overall computation into subcomputations for different reference contrast levels; Equation 5, which is simpler, would be sufficient assuming a divisive normalization can be found that maps the surrounding population of filter values into a standard contrast range, so that a single set of LLR functions can be used for all reference contrast levels). The LEP computation is similar to that of a two-layer feed-forward neural network, in the sense that the output, which we hypothetically ascribe to a simple cell, is a sigmoidal function of a sum of nonlinearly transformed filter outputs from the first layer. There is a complexity, however. In a standard neural network, in lieu of distinct LLR functions ''customized'' for each input unit, the network would generally apply a standard nonlinear activation function, such as a sigmoid, to all first layer units. According to Bayes's rule, however, even in the case of independent first layer cues, the effect that an input unit has on the output ''hypothesis'' is not of a standard nonlinear form, and cannot in general be represented by a simple monotonic function. In particular, an input unit does not exclusively excite or exclusively inhibit an output as in a typical neural network; it may do either depending on the situation (Figure 9 ). The need for a bipolar interaction between units can be appreciated by imagining a simplified scenario in which two cells represent edges at two nearby orientations at the same visual field location. From a naive perspective, given that Cell 1 and Cell 2 represent slightly different edge hypotheses, only one of which can be correct at any given time, they are in a competitive relationship and should therefore inhibit each other so that one wins and the other loses. From a different perspective, however, when a bona fide edge is present at the preferred orientation of Cell 1, Cell 2 will generally also be activated (to a lesser degree) given that its receptive field overlaps heavily with that of Cell 1. From this perspective, Cell 2's activity is evidence for Cell 1's edge (and vice versa), suggesting that a mutually excitatory interaction between the two cells is appropriate. This ''paradox'' is resolved as follows. In the presence of an edge aligned with Cell 1, Cell 2 will normally be firing at a reduced level compared to cell 1 (e.g., 60% of Cell 1's response) as dictated by its tuning curve. When this particular relative firing pattern occurs (r 1 ¼ 100%, r 2 ¼ 60%), Cell 2 provides positive evidence for Cell 1's hypothesis. If on the other hand Cell 2 is firing either too weakly (r 2 , , 60%) or too strongly (r 2 . . 60%) compared to Cell 1, Cell 2 provides negative evidence for Cell 1's hypothesis. This relative-levels effect is the source of the variable excitatory-inhibitory interaction within the Bayesian probability calculation, and the nonmonotonic LLR functions that occur in some cases as shown in Figure  9 . Interestingly, the fact that nearby cells in the cortex do generally connect to each other through both excitatory and inhibitory pathways (Anderson, Carandini, & Ferster, 2000; Bonds, 1989; Isaacson & Scanziani, 2011; Priebe & Ferster, 2012) indicates that nearby cells are in principle capable of providing net positive or net negative evidence to each other depending on their relative firing rates, but determining whether this actually occurs along the lines proposed here will require further experiments.
Some expected challenges in interpreting experimental data
In carrying out such experiments, it is worth noting there will be significant challenges in interpreting the data. It is tempting to interpret LLR functions derived from Bayes's rule as literal predictions as to how simple cells in the visual cortex should act on their neighbors as a function of their relative offsets in position and orientation, assuming the goal of the local circuit is edge detection. If simultaneous recordings from pairs of nearby simple cells were to show mixed excitatory/ inhibitory effects that depended systematically, as we predict, on their relative positions, orientations, and firing rates, this would constitute support for the idea that simple cells compute edge probability through their local interconnection network. However, such a finding would also raise questions, since, as discussed above, Equation 7 is a feed-forward computation, and it is not clear how this computation should be mapped onto a recurrent network of simple cells in the cortex. A recurrent model would presumably be initialized by seeding each cell with its underlying linear filter value, and then allowing the network to evolve according to its dynamics to a fixed point where all cells represent local edge probability. Our formulation would need to be adapted to function in this way before solid predictions about the local circuitry could be made.
If on the other hand recordings from nearby cells failed to reveal location and activity-level-dependent interactions between simple cells like those in Figure 9 , this would not rule out that local edge probability is calculated in V1. The calculation could be carried out by a feed-forward projection from a population of ''simpler'' (i.e., more linear) simple cells onto a population of more edge-savvy simple cells, or perhaps directly onto the dendrites of complex cells, if those cells have separately represented simple cell subunits (Archie & Mel, 2000; Mel, Ruderman, & Archie, 1998) . A hybrid scheme combining both recurrent and feedforward approaches might also exist in V1, further complicating the interpretation of experimental results. Yet another possibility is that LEP-sensitive simple cells are generated by the feed-forward projection from the LGN onto V1 Layer 4 neurons, where different dendrites of each simple cell might provide the multiple subunits needed for the LEP calculation, and where inhibitory interneurons deliver properly scaled amounts of inhibition.
The level-dependent interactions between neighboring filters that fall out of the Bayesian edge probability calculation also complicate the interpretation of edge co-occurrence statistics in natural images (Geisler et al., 2001; Sigman et al., 2001) , as well as pairwise interactions between fixed-contrast edge elements measured at the neurophysiological or psychophysical levels (Field et al., 1993; Kapadia et al., 1995; Kapadia et al., 2000) . All of these types of data lead to butterflyshaped scalar association fields as discussed in the Introduction. It is certainly possible for the interaction between neighboring filter sites in a Bayesian edge probability calculation to be purely excitatory or purely inhibitory, and indeed some of the filters in our chosen filter set are nearly purely inhibitory ''towards'' the reference location ( Figure 9C, Filter r 1 ) . Likewise, inputs to the reference location from tangentially aligned filters (which we excluded from consideration given their statistical dependencies) may in some cases be nearly purely excitatory (Polat & Sagi, 1993) , though interestingly, Polat et al. (1998) reported nonmonotonic modulation effects in visual cortical neurons for tangentially aligned cues of increasing contrast in a contour detection task. In general, it is most revealing to characterize the pairwise interactions centered on a reference location/orientation not as excitatory or inhibitory per se, but in terms of log likelihood ratios as in Figure 9 , which are non-trivial functions of the filter responses at both locations.
Relationships to previous work
The basic idea that a population of neurons can be decoded to yield improved estimates of sensory quantities has received considerable attention in the literature (Beck et al., 2008; Deneve, Latham, & Pouget, 1999; Georgopoulos, Schwartz, & Kettner, 1986; Gilbert & Wiesel, 1990; Hinton, 1986; Ludtke & Wilson, 2003; Ma, Beck, Latham, & Pouget, 2006; Paradiso, 1988; Pouget, Dayan, & Zemel, 2000; Sanger, 1996; Vogels, 1990; Zemel, Dayan, & Pouget, 1998) , and a number of biologically inspired edge/contour detection systems have been proposed based on simple cell-like filters modulated by center-surround interactions (Grigorescu, Petkov, & Westenberg, 2003; Morrone & Burr, 1988; Sajda & Finkel, 1995; Zhang & von der Heydt, 2010) .
Surprisingly few edge/contour detection algorithms have been based on probabilities and measured natural image statistics, however (Dollar et al., 2006; Konishi et al., 2003; D. R. Martin et al., 2004) , and to our knowledge, none so far has specifically addressed the way a population of oriented cells should interact to compute local edge probability. Martin et al. (2004) and Dollar et al. (2006) used human-labeled natural image data to parameterize their contour detection algorithms, but rather than using an explicit Bayesian formulation, they directly trained conventional classifiers with the ground truth data. The two approaches differed in that D. R. Martin et al. (2004) used a carefully designed a set of boundary-related features and trained a logistic regression model (corresponding to a conventional two-layer neural network), whereas Dollar et al. (2006) trained a probabilistic boosting tree using a large numbers of simple spatial filters.
The previous work most similar to ours is that of Konishi et al., 2003 , who also collected on-and offedge likelihood functions for simple filters based on human-labeled ground truth data. The main differences in our approaches are that: (a) we define the edge hypothesis to include orientation as well as position, on the grounds that the more homogeneous set of image patches containing edges of a particular orientation (defined by our reference location) will lead to more informative likelihood functions in the surrounding filter population (i.e., greater differences between onand off-edge likelihoods); (b) labeling edges conditioned on different contrast levels at the reference location allows us to estimate the needed likelihood functions with a minimum of human labeling effort; (c) in lieu of preselecting a small number of filter types/ locations, we evaluated 112 oriented linear filters in the orthogonal region cutting perpendicularly across a candidate edge (63 Pixels · 16 Orientations), and culled out the most informative ones using Chernoff information; and (d) we took explicit measures to minimize correlations between the filters we would use, so that we could factorize the on-and off-edge likelihood functions.
Performance evaluation
A large number and variety of edge detection methods have been developed over the years (see http://iris.usc. edu/Vision-Notes/bibliography/contentsedge.html for an annotated list of papers on various methods, and Papari & Petkov, 2011, for recent review) . Evaluating the relative quality of edge/contour detection algorithms is intrinsically a difficult task, however. Ground truth edge databases have been developed for this purpose (Bowyer, Kranenburg, & Dougherty, 1999; Geisler & Perry, 2009; D. Martin, Fowlkes, Tal, & Malik, 2001) , which differ in terms of (a) their specificity of labeling, i.e., whether the ground truth includes location, orientation, scale, and edge polarity as in our approach, versus location only, or anything in between; (b) their accuracy of labeling, i.e., within a few pixels versus subpixel accuracy; and (c) the method for selecting what to label, for example, every pixel versus a random subsample versus an automatically selected subsample versus ''label what you want.'' Depending on these choices, benchmarking results may be more or less helpful in comparing the quality of different algorithms. For a Bayesian approach such as ours, we would ideally want a ''complete'' set of image locations/orientations accurately labeled for edge probability. Precision-recall (PR) curves would then provide a useful metric of edge detection performance. The main practical challenge in producing reliable PR curves is pinning down the on-edge likelihood distribution. Knowing the true edge probability at the low end of a filter's response range is (a) difficult because in order to accurately determine the edge probability in a low response bin (which could easily be , 0.001), a large number of edges in that bin must be accurately labeled; and (b) important because the prior probability of being in these low response bins is very high (Figure 2B ), so that the overall shape of the on-edge likelihood distribution is strongly affected by the edge probability estimates in these bins. Low response bins can also become contaminated with large numbers of false positive edges when edges are either inaccurately labeled (i.e., off by a pixel or two) or when labeling is left to human discretion: Human labelers are often tempted to label at a spatial scale or mixture of scales that may be mismatched to the (unknown) scale(s) of the edge detectors that will later be evaluated, such as labeling the smooth outer perimeter of a tree or bush. This is crucial given that both the existence and orientation of edges in natural images are scaledependent concepts. Human labelers may also reject certain classes of strong edges based on a perceived lack of importance, for example the stripes produced by window shades, or the large number of uninteresting strong edges contained within textures. Given that unimportant or uninteresting strong edges may constitute a large fraction of all strong edges in natural images, these labeling choices can dilute edge probability at the strongresponse end of the on-edge likelihood distribution. Taken together, these effects can produce a substantial rearrangement of the probability density in the on-edge distribution along the detector's response axis, mostly pushing towards the low end of the response range. The greater overlap of the on-and off-edge distributions that this rearrangement causes leads to the appearance of reduced edge detection performance in a precision-recall analysis. Presumably for reasons such as these, benchmarking scores, and the rankings they generate on specific images, often seem visually unintuitive.
Given the difficulties in interpreting PR curves, we opted instead to assess edge detection performance by (a) comparing tuning curves of the rm* algorithm with those of the underlying linear filters: We found that tuning in position and orientation was significantly sharpened by the population-based probability calculation; (b) verifying that the spread in local edge probability for a fixed linear filter score was consistent with the judgments of human labelers; this acted as a form of cross validation since the examples examined were not part of the ground truth training data ( Figure  8) ; and (c) making qualitative visual comparisons between maps of edge probability generated by the rm* algorithm compared to other edge/contour-detection algorithms (including a graded Canny variant [implementation from the Berkeley boundary detection benchmark toolset], see Figure 10 ). Overall, we found that despite having no free parameters, rm* responses were well tuned on natural edges, were predictive of human judgments on unlabeled data, and produced semantically well-structured edge maps on a five-pixel length scale.
Conclusion
The probabilistic approach to edge detection described here can likely be adapted to other types of visual features. However, the constraint that the probability calculation must be expressible in terms of sums of positive and negative interactions among nearby cells, tied to the CCI assumption, means that the process we have outlined here, whether applied to edges or other features, can only be a first stage in a multistage process. Nonetheless, the ability to break a complex natural feature-extraction process into a first quasilinear stage where cue independence roughly holds, followed by additional processing stages where bona fide nonlinear interactions can occur, has the advantage of modularity, and seems likely to simplify the overall computational scheme. Future work will be needed to determine whether this type of breakdown into independent (linear) versus dependent (nonlinear) cue processing is a rare or common feature of biological sensory systems.
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