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A new method for investigating relaxation phenomena for charge carriers hopping between lo-
calized tail states has been developed. It allows us to consider both charge and energy dispersive
transport. The method is based on the idea of quasi-elasticity: the typical energy loss during a hop
is much less than all other characteristic energies. We have investigated two models with different
density of states energy dependencies with our method. In general, we have found that the mo-
tion of a packet in energy space is affected by two competing tendencies. First, there is a packet
broadening, i.e. the dispersive energy transport. Second, there is a narrowing of the packet, if the
density of states is depleting with decreasing energy. It is the interplay of these two tendencies that
determines the overall evolution. If the density of states is constant, only broadening exists. In this
case a packet in energy space evolves into Gaussian one, moving with constant drift velocity and
mean square deviation increasing linearly in time. If the density of states depletes exponentially
with decreasing energy, the motion of the packet tremendously slows down with time. For large
times the mean square deviation of the packet becomes constant, so that the motion of the packet
is “soliton-like”.
72.20.-i, 72.20.Jv, 78.55.-m
I. INTRODUCTION
In recent years much attention has been devoted to the
study of relaxation processes of non-equillibrium charge
carriers in strongly localized systems, where transport
proceeds via phonon-assisted hopping, like photoexited
charge carriers in band tails (see e.g. [1]- [6]) and An-
derson insulators (see e.g. [7]- [9]). In such systems par-
ticular small relaxation speeds are observed. Often the
smallness of the relaxation speed is attributed to inter-
action effects. However, also in strongly localized non-
interacting electron systems long lasting relaxation pro-
cesses are known to be the rule, and not the exception
[1].
The theoretical investigation of such relaxation pro-
cesses is notoriously difficult, since the system is strongly
disordered and always in a transient state. In most prob-
lems one is interested in time scales which are large as
compared to the time a single hop needs. For such time
scales all quantities depend strongly on frequency, also
for very low frequencies, so that the consideration of dis-
persive transport is vital. On the other hand in most
problems of interest both spatial and energetical disorder
exists. Due to the latter fact the transitions are inelastic.
The inelastic character of the transitions, the relaxation,
leads to a flow of energy from the electron system to the
phonon system. Due to disorder this transport of energy
is also dispersive. Therefore, dispersive energy transport
and relaxation are intimately connected. The investiga-
tion of the relaxation process requires both the considera-
tion of dispersive particle transport and the consideration
of dispersive energy transport.
The intricate physical situation manifests also in the
equations, which have to be considered. Since the trans-
port is inelastic already in the simplest approximation
the investigation requires to find solutions to integral
equations (see e.g. [10]- [12]). Due to the fact that the
particle moves in an energy dependent density of states
the kernel of these integral equations does not depend
on the difference between the site energies only. The
traditional method to handle the situation, the percola-
tion theory, is not applicable here. The effective-medium
methods by Movaghar and coworkers give, as pointed
out by Movaghar and coworkers, wrong results for sys-
tems at low temperature [13] [14]. Furthermore, beyond
the Markovian approximation the derivation of these in-
tegral equations represents itself an intricate problem.
To our knowledge, beside the attempts by Movaghar and
coworkers, numerical investigations (see e.g. [1], [2]), and
physical intuitive considerations (see e.g. [1],), mainly
Markovian equations have been used (see e.g. [11]).
It is the aim of the present paper to fill this gap and
to provide a formalism that can be used for studying
relaxation phenoma of strongly localized, charge carri-
ers far from equillibrium in the hopping regime taking
into account both dispersive particle transport and dis-
persive energy transport. To this end we focus, for the
sake of definitness, on relaxation of photoxited, non-
interacting, non-equillibrium charge carrires in band tails
of, e.g. amorphous semiconductors, like amorphous Si:H.
On the first glance, this problem seems to be rather spe-
cial. If the number of charge carriers exited is small
1
Fermi-correlation is negligible, so that one has to cope
with linear rate equations. The linearity of the transport
equations is, of course, the basic ingredient in solving
the problem. A closer look on the problems of inter-
est reveals, however, that most of the problems can be
formulated in this way. Clearly, how to achieve lineariza-
tion depends on the experiment chosen, but, provided
the number of charge carrires exited is small, always the
smallness of the particle number can be invoked. In this
case, the number of particles at a site is certainly not
small as compared to its equillibrium value, but small as
compared to unity. After linearization the structure is,
in principle, quite similar as for the case considered here.
Below we present the derivation of a framework for the
consideration of relaxation phenomena due to phonon-
assisted hopping at zero temperature. We focus on the
limit of strong localization, where dispersive effects are
expected to be most pronounced. Here the disorder man-
ifests in a strong dependence of the transport coefficients
on frequency for very low frequencies. Consequently, in
this regime the diffusion propagator can not be calculated
from Markovian transport equations, like those used e.g.
in Ref. [11]. To simplify our integral equations we use the
concept of quasi-elasticity, the particle changes its energy
only by a small amount by one hop.
The method is applied to the study of dispersive en-
ergy transport. We find that always two tendencies are
present, if only the density of states not decreases with
increasing energy. First, there is a widening of the packet
due to the statistical spreading, the dispersive energy
transport. Second, there is narrowing of the packet due
to decrease of the density of states with decreasing en-
ergy. The overall evolution is determined by the interplay
of these two tendencies. We have studied both tendencies
in two limiting cases, for a particle moving in a constant
density of states and for a particle moving in an exponen-
tial density of states. In the first case the impact of the
density of states decrease is absent, so that only the sta-
tistical spreading is present. Here the packet evolves into
a Gaussian packet moving with constant drift velocity in
energy space. The packet width increases with time as√
t. The other result is obtained for exponential density
of states. Here both tendencies are present. We find, that
the velocity of the packet is strongly slowing down with
time. In that case the mean square deviation of energy
eventually becomes time-independent. Consequently, the
motion of the packet in energy space is “soliton-like”.
The concrete results on the diffusion propagator, its time
dependence and its moments for exponential densities of
states are of relevance for photoluminiscense experiments
on amorphous Si:H.
II. BASIC EQUATIONS
We consider photoexited, localized charge carriers in
band tails at zero temperture. After exitation the charge
carriers lower their energy by phonon-assisted hops be-
tween localized states. Since T = 0, only hops from
higher to lower energy occur. In this situation the charge
carriers are in strong non-equilibrium. We assume, that
the number of excited charge carriers is small, and their
energies are far from the Fermi level, so that it is very
unlikely that an electron jumps to a site already occu-
pied. Consequently, we can neglect Fermi-correlation. In
this case the electron transport can be described by the
rate equation [16,17].
dpm
dt
=
∑
m′
(pm′Wm′m − pmWmm′) . (1)
In calculating the transition probabilities we assume,
that the electron-phonon coupling strength is weak, so
that only one-phonon processes have to be taken into
account. Then, at zero temperature, the transition prob-
abilities are given by
Wm′m = Θ(ω − εm′ + εm)Θ (εm′ − εm)W (|Rmm′ |) ,
(2)
where
W (|Rmm′ |) = νe−2α|Rmm′ |. (3)
Here α is the inverse of localized state radius, and ν is
the phonon frequency. The energy ω is the upper bound
for the energy transfer by one hop. Note, that in the ma-
terials of interest ω can be much smaller as the Debye-
frequency, since not all phonons can interact with local-
ized electrons equally well. Short wave-length phonons
are ineffective since the electron-phonon coupling con-
stant tends to zero for momenta q with q/2α≫ 1. There-
fore, the effective upper phonon momentum is of the or-
der 2α, and not of the order of the inverse lattice constant
of the host material. Furthermore, in disordered systems
the high-energetic phonons are localized, and need not
contribute to transport by necessity.
The first step function in front of the transition prob-
abilities restricts the transitions to transitions between
sites separated by at most ω in energy space. Thus, it
decreases the energy relaxation speed. In impurity con-
duction, and in nearly all papers on relaxation of charge
carriers in band tails, this step function is usually re-
placed by unity. In impurity conduction this is quite
reasonable, since it is assumed that hops are restricted
within narrow stripe near the Fermi level, which is small
compared to Debye energy. In the band-tail problem,
however, we can see no reason for neglecting it in ad-
vance.
To calculate the transport quantities of interest, we
have to calculate the diffusion propagator. In order to
render the analytical calculations feasible we introduce
continuous coordinates. The change of representation is
defined by:
n(ρ) =
∑
m
pmδ (ρ− ρm) , (4)
2
where ρ = (R, ε) and ρm = (Rm, εm). In this represen-
tation the rate equation (1) takes the form:
dn (ρ)
dt
=
∫
dρ′n (ρ′)V (ρ′, ρ) , (5)
where V is determined by the equations:
V (ρ′, ρ) =
∫
dρ1η (ρ1)wρ1 (ρ
′, ρ) , (6)
wρ1 (ρ
′, ρ) = W (ρ′, ρ1) [δ (ρ1 − ρ)− δ (ρ′ − ρ)] , (7)
η (ρ) =
∑
m
δ (ρ− ρm) . (8)
The Laplace-transformed equation is given by:
sn (ρ)− no (ρ) =
∫
dρ′n (ρ′) V (ρ′, ρ) , (9)
where no(ρ) = n(ρ, t = 0) is the initial condition. We
will assume that pm(t = 0) is a function p0(Rm, εm), so
that no(ρ) = p0(ρ)η(ρ).
Equation (9) can be solved using the Green’s function
method. The solution is given by:
n (ρ) =
∫
dρ′no (ρ′)Φ (ρ′, ρ) . (10)
The Green’s function satisfies the equation:
sΦ (ρ′, ρ)−
∫
dρ1V (ρ
′, ρ1) Φ (ρ1, ρ) = δ (ρ′ − ρ) . (11)
Note, that, due to probability conservation, the Green’s
function Φ and the probability wρ˜ satisfy the relations:∫
dρΦ (ρ′, ρ) =
1
s
, (12)
∫
dρwρ˜ (ρ
′, ρ) = 0 . (13)
III. CONFIGURATION AVERAGE
In order to calculate the configuration average, we as-
sume, that the sites are distributed homogeneously in
space. The distribution of site energies is supposed to be
given by some distribution function p({εi}). Accordingly,
the average of any quantity, depending on the energy and
positions of sites, is given by:
〈A〉 =
∫
Πm
dRm
V dεmp ({εm})A ({Rm, εm}) , (14)
where V is the volume of the system. The application of
the averaging procedure to the structural factor η serves,
in particular, as a definition for the density of states, i.e.
N (ε) = 〈η (ρ)〉 . (15)
Products of the structural factor η are averaged accord-
ing to:
〈η (ρ1) · · · η (ρn)〉 = N (ρ1) δ (ρ1 − ρ2) · · · δ (ρn−1 − ρn) .
(16)
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FIG. 1. Diagrams contributing to P . The leading empty
point represents the single structur factor η. Everey full dot
is associated with a potential V (ρi, ρj). Consecutive points
are connetcted by δ(ρi − ρj)/s, represented by a solid line.
Integration is performed over intermediate arguments.
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FIG. 2. Diagrams contributing to the confguration average
of P . Averaging is symbolized by dashed lines. Correlated
averages are symbolized by joint lines.
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FIG. 3. Diagrams contributing to Π. Here, in contrast to
Fig.1, every full line is associated with a function F (ρi, ρj).
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FIG. 4. Diagrams contributing to S. Here every full line is
associated with a function F (ρi, ρj).
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Using these definitions, the configuration average of
Eq.(10) can be calculated diagrammatically [18,19]. The
diagrammatic method leads to the following set of equa-
tions for the calculation of the configuration average
〈n(ρ)〉 of the electron density n(ρ) [19], (see Figs 1–4
for illustration):
〈n (ρ)〉 =
∫
dρ1dρ2p0 (ρ1)S (ρ1, ρ2)F (ρ2, ρ) , (17)
sF (ρ′, ρ) = δ (ρ′ − ρ) +
∫
dρ1Π(ρ
′, ρ1)F (ρ1, ρ) , (18)
Π (ρ′, ρ) =
∫
dρ1N (ρ1)Πρ1 (ρ′, ρ) , (19)
Πρ1 (ρ
′, ρ) = wρ1 (ρ
′, ρ)
+
∫
dρ2dρ3wρ1 (ρ
′, ρ2)F (ρ2, ρ3)Πρ1 (ρ3, ρ) , (20)
S (ρ′, ρ) = N (ε′)
[
δ (ρ′ − ρ) +
∫
dρ1F (ρ
′, ρ1)Πρ′ (ρ1, ρ)
]
.
(21)
Here F (ρ′, ρ) = 〈Φ(ρ′, ρ)〉. A detailed derivation of the
set of integral equations is given in Appendix A.
IV. EFFECTIVE MEDIUM
Given the system of integral equations (18)-(21), the
main problem is to find an approximate self-consistent
solution to it. The situation is quite similar to that of
the calculation of the equilibrium conductivity in a disor-
dered system [18,19]. There an approximate solution of
this system could be found by introducing a proper de-
composition of the function F , the diffusion propagator,
into short- and long-wavelength limit, according to:
F (ρ′, ρ) = f(s)C(ε)δ (ρ′ − ρ) + F˜ (ρ′, ρ) , (22)
where f(s) was a frequency dependent parameter that
could be related to the critical hopping length Rc via the
equation:
fν = exp (−2αRc) , (23)
and C(ε) was an energy dependent function determined
by the principle of detailed balance. This decompostion
originated from the notion, that the integrals in the in-
tegral equations are governed by products of transition
probabilities and diffusion propagators, and, for strongly
localized electrons, the latter quantities are short ranged
functions as compared to the transition probabilities. Us-
ing the decomposition (22), the effective medium approx-
imation reduces to the repacement of F by fC(ε)δ(ρ′−ρ)
in the calculation of the effective transition probability Π
(Eq.(20)) and of the irreducible block S (Eq.(21)).
Here in the band-tail problem we use the same philoso-
phy. We first decompose the diffusion propagator in two
parts, according to:
F (ρ′, ρ) = f (ε, s) δ (ρ′ − ρ) + F˜ (ρ′, ρ) . (24)
Then, to investigate the consequences of this decomposi-
tion, we insert Eq.(24) into Eq.(20). Performing a partial
summation we obtain:
Πρ˜ (ρ
′, ρ) = w˜ρ˜ (ρ′, ρ)
+
∫
dρ1dρ2w˜ρ˜ (ρ
′, ρ1) F˜ (ρ1, ρ2)Πρ˜ (ρ2, ρ) , (25)
where the renormalized transition probabilities w˜ρ˜(ρ
′, ρ)
are given by Eq.(7), with W replaced by:
W˜ (ρ′, ρ; s) =
W (ρ′, ρ)
1 + f (ε′, s)W (ρ′, ρ)
. (26)
Note that the renormalized transition probability de-
pends now on s via the function f(ε, s).
At this point the introduction of the function f(ε, s),
the effective medium, still seems to be rather arbitrary.
However, if we now choose the effective medium in such
a way, that the integrals over F˜ vanish, the renormal-
ized transition probabilities yield the exact solution of
the diffusion problem. In that case the function S turns
into:
S (ρ′, ρ) = N (ε′) δ (ρ′ − ρ) , (27)
so that Eq.(17) can be cast into the form:
〈n (ρ; s)〉 =
∫
dρ′ 〈no (ρ′)〉F (ρ′, ρ) . (28)
Therefore the function F (ρ′, ρ) can be identified with the
diffusion propagator.
Note, that although the general philosophy is quite the
same as in equilibrium, the situation is much more intri-
cate here, — the principle of detailed balance is absent,
since we are dealing with the situation at zero tempera-
ture, and so it can’t determine the energy dependence of
the effective medium. Moreover, we expect the critical
hopping length to depend somehow on the position of the
electron in the tail. Thus, in contrast to equilibrium, f
is not only a frequency dependent parameter but also an
energy dependent function, which has to be determined
self-consistently.
4
V. DIFFUSION PROPAGATOR IN EFFECTIVE
MEDIUM APPROXIMATION
For the moment we put aside the question of the de-
termination of the effective medium to elaborate further
on the consequences of the renormalization of the transi-
tion probabilities. To this end we focus on the diffusion
propagator.
The equation for the diffusion propagator is given by
Eq.(14). In effective medium approximation, when calcu-
lating the irreducible part Π, only the lowest order con-
tribution to Π with respect to F˜ is taken into account,
so that Πρ˜ = w˜ρ˜. In that approximation the equation
for the diffusion propagator in momentum representation
reads:
sF (q|ε′, ε) = δ (ε′ − ε) +
∫
dε1
{
F (q|ε′, ε1) W˜ (q|ε1, ε; s)N (ε)− F (q|ε′, ε) W˜ (0|ε, ε1; s)N (ε1)
}
. (29)
Of course, as we don’t know how the effective medium looks like so far, and moreover, as the equation is a complicated
integral equation, we can’t find a solution. The fact, that the effective medium is a function of energy, makes the
problem much more complicated. Progress can only by achieved if we can find arguments to simplify the equation
considerably. To this end we focus on the renormalized transition probability. According to the Eqs. (2) and (26), it
is given by:
W˜ (R|ε′, ε; s) = Θ (ε′ − ε)Θ (ω − ε′ + ε) W (R)
1 + f(ε′, s)W (R)
= Θ (ε′ − ε)Θ (ω − ε′ + ε) W˜ (R|ε′; s) . (30)
Owing to the step functions in front of the transition probability, the energy integrations are restricted to intervals of
length ω. Taking this fact into account the integral equation for the calculation of the diffusion propagator takes the
form:
sF (q|ε′, ε) = δ (ε′ − ε) +
ω∫
0
dε1
{
F (q|ε′, ε+ ε1) W˜ (q|ε1 + ε; s)N (ε)− F (q|ε′, ε) W˜ (0|ε; s)N (−ε1 + ε)
}
. (31)
Further we assume that the diffusion propagator, the transition probability W˜ (R, ε; s), and the density of states
N (ε) are slowly varying functions on intervals of length ω, so that the integrand can be expanded with respect to ε1.
Doing so we obtain:
sF (q|ε′, ε) = δ (ε′ − ε) + ωN (ε)
[
W˜ (q|ε; s)− W˜ (0|ε; s)
]
F (q|ε′, ε) + 1
2
ω2
∂
∂ε
[
F (q|ε′, ε) W˜ (q|ε; s)N (ε)
]
. (32)
We terminate the expansion after the first derivative
with respect to energy. This term describes the biased
motion of the particle from sites of higher to sites of
lower energy. For finite temperatures one would have
to replace F (q|ε′, ε) in the last term with F (q|ε′, ε) +
kT∂F (q|ε′, ε) /∂ε which would describe the energy dif-
fusion current. At zero temperature there is no input of
energy from the phonon-system into the particle. There-
fore, we expect the additional term to be rather small,
and can be neglected.
To investigate the transport properties, we restrict our
attention with the long-wavelength limit. In that case
the elastic contribution yields the diffusion coefficient for
particle diffusion. The term, containing the derivative
with respect to energy is finite for q → 0. If we are inter-
ested only in the long-wavelength limit, we can put here
q = 0, since the remaining terms are of higher order with
respect to ’q’ and ’ω∂/∂ε’. Since a nonzero momentum in
this term couples particle diffusion to energy transport,
this approximation corresponds to a decoupling of these
two processes. Then, in the long-wavelength limit, we
obtain:
sF (q|ε′, ε) = δ (ε′ − ε)−D (ε, s) q2F (q|ε′, ε)
+
∂
∂ε
[F (q|ε′, ε) v (ε, s)] , (33)
where:
D (ε, s) = −1
2
ω∇2qW˜ (q|ε; s)
∣∣∣∣
q=0
, (34)
and:
v (ε, s) =
1
2
ω2N (ε) W˜ (0|ε; s) . (35)
Eq.(33) is easily solved. It’s solution is:
5
F (q|ε′, ε) = Θ (ε
′ − ε)
v (ε; s)
exp

−
ε′∫
ε
dε1
s+D (ε1; s) q
2
v (ε1; s)

 .
(36)
Explicit expressions for the transport coefficients can be
found in Appendix B.
Now, at this stage, the validity of our quasi-elastic ap-
proximation requires, that the second derivative terms
are small as compared to terms with first derivatives with
respect to energy. This requirement imposes the follow-
ing restrictions on the transport coefficients v and D, the
frequency s and the momentum q:
ω
∣∣∣∣1v dvdε
∣∣∣∣≪ 1 , (37)
ω
∣∣∣s
v
∣∣∣≪ 1 , (38)
q2ω
D
v
≪ 1 . (39)
The applicability of the quasi-elastic approximation was
also discussed in Ref. [20]. There it was concluded that
this approximation should be inapplicable. To substan-
tiate this statement numerical calculations were invoked.
However, in interpreting these data it has to be taken into
account, that they have been obtained using a model,
neglecting a weighting of the transition probabilities ac-
cording to the number of phonons emitted, so that hops
between nearly isoenergetic sites were treated as likely
as hops from the very top to the very bottom of the
tail. Consequently the discussion in Ref. [20] applies only
to system with sufficient strong electron-phonon interac-
tion, but not to systems with weak electron-phonon in-
teraction. For extraordinary deep hops to contribute to
the diffusion propagator they should be characteristic for
an ensemble of electrons. This is, however, not expected
and in the experimental data, e.g. on amorphous Si:H
[21], not observed. For these reasons the discussion in
Ref. [20] does not apply to our model.
VI. PHYSICAL QUANTITIES AND
INTERPRETATION
Before establishing a self-consistency equation, we first
elaborate further on the physical content of our diffu-
sion equation. To this end let us first have a closer look
on the coefficients D(ε, s) and v(ε, s). Imagine, that we
have a particle initially located at (R0, ε0). Then the
initial condition is 〈no(R, ε)〉 = δ(R−R0)δ(ε− ε0). Ac-
cording to our approximation, the motion of the charge
carrier is composed of two contributions: particle dif-
fusion between isoenergetic sites, and relaxation in en-
ergy space. Characteristics of these two processes are
the mean square displacement and the energy relaxation
speed. It turns out, that both can be calculated from the
function:
PL (ε0, ε; s) =
Θ (ε0 − ε)
s
∂
∂ε
exp

−s
ε0∫
ε
dε1
v (ε1, s)


=
Θ(ε0 − ε)
v (ε, s)
exp

−s
ε0∫
ε
dε1
v (ε1, s)

 , (40)
which is just F (q = 0|ε0, ε).
We define the mean energy of the particle by:
E (s) =
∫
dρ′ε′ 〈n (ρ′, s)〉 . (41)
Using our diffusion propagator, this equation can be
rewritten in the form:
E (s) =
∫
dε′PL (ε0, ε′; s) ε′ , (42)
and from the diffusion equation we obtain after integra-
tion by parts:
sE (s)− ε0 = −
∫
dεPL (ε0, ε; s) v (ε, s) . (43)
Therefore, in general, the time dependence of the mean
energy is given by complicated integrals. These integrals
simplify considerably in two limiting cases: in the ab-
sence of dispersive energy transport, and for energy in-
dependent v(ε, s). In the absence of dispersive energy
transport, i.e. in the Markovian limit in which the trans-
port coefficients are independent of s, the integrals can
readly be calculated in time representation. In the latter
situation we simply obtain:
PL (ε0, ε; t) = Θ (ε0 − ε) δ (εm (t)− ε) , (44)
where εm(t) is defined by:
t =
ε0∫
εm
dε1
v (ε1)
. (45)
Therefore we obtain:
dE (t)
dt
=
dεm (t)
dt
= −v (εm (t)) . (46)
Consequently, v is the velocity of energy relaxation, and
εm(t) is the instantenous position of the particle in energy
space. In general, however, in disordered systems the co-
efficient v(ε, s) depends on s, so that energy transport is
dispersive. In that case the integral in Eq.(43) can only
be calculated easily if v is independent of energy. Then,
owing to probability conservation,
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(
dE
dt
)
(s) = −v (s)
s
(47)
is obtained.
The mean square displacement, defined by:
R2 (t) =
∫
dρ′R′2 〈n (ρ′)〉 , (48)
can be obtained from similar arguments. In Fourier rep-
resentation this equation can be written in the form:(
dR2
dt
)
(s) = − s∆q|q=0
∫
dε′F (q|ε0, ε′) . (49)
The derivative of the diffusion propagator can be calcu-
lated using the diffusion equation. Doing so, we obtain:(
dR2
dt
)
(s) = 2d
∫
dεPL (ε0, ε; s)D (ε, s) . (50)
Again Eq.(50) simplifies only in two special cases, in the
Markovian limit and for energy independent diffusion co-
efficients. Whereas in the first case
dR2
dt
(t) = 2dD (εm (t)) (51)
is obtained, we have(
dR2
dt
)
(s) = 2d
D (s)
s
(52)
in the latter situation. Below we shall see, that energy
independent transport coefficients are obtained for con-
stant density of states only.
VII. THE SELF-CONSISTENCY EQUATION
So far we have only investigated the consequences of
the renormalization. In order to complete the approx-
imation scheme, we still have to calculate the effective
medium itself. Of course, we can not calculate the effec-
tive medium exactly, since this would amount to find an
exact solution to the diffusion problem. Rather we shall
try to calculate f(ε, s) self-consistently.
The transport coefficients are properties of the Green’s
function F , the diffusion propagator. Thus, in order to
find an equation for f(ε, s) we should relate the trans-
port coefficients to Π, the irreducible part of the diffu-
sion propagator. The diffusion coefficient comprises only
elastic contributions, however, in the relaxation problem
a proper description of inelastic processes is vital. More-
over, as shown in the previuos section, the character-
istics for particle and energy transport can already be
calculated from the function PL, the q → 0 limit of the
diffusion propagator. Therefore, in establishing a self-
consistency equation we should focus on those character-
istics that are important in that limit, that is the energy
relaxation speed v.
The equation for the diffusion propagator for q = 0 is
given by:
sPL (ε
′, ε; s) = δ (ε′ − ε) + PL (ε′, ε, s)
∫
dε1Π(ε1, ε; s)
+
∂PL (ε
′, ε; s)
∂ε
∫
dε1 (ε1 − ε)Π (ε1, ε; s) . (53)
If we compare Eq.(53) with Eq.(33) we deduce that
v (ε, s) =
∫
dε1 (ε1 − ε)Π (ε1, ε; s) . (54)
Now we decompose v, as defined in Eq.(54), into two
parts, one part that contains only the effective medium
approximation of Π:
v (ε, s) =
∫
dε1 (ε1 − ε)Π|EMA (ε1, ε; s) , (55)
and a part δv(ε, s), that contains the deviations F˜ . Self-
consistency requires:
δv (ε, s) = 0 . (56)
v(ε), as defined by Eq.(55), is in accordance with the
definition (35), taking into account Eq.(B3) and the in-
equality ωf ′(ε)/f(ε) ≪ 1 (Eq. (37)), owing to which
contributions proportional to this parameter are negligi-
ble.
We now focus on the self-consistency equation (56).
While Eq.(55) contains only the effective medium contri-
bution to the diffusion propagator, δv is a functional of
the effective medium f and the deviation F˜ . By construc-
tion, it is at least linear in F˜ . If this equation could be
solved exactly, an exact solution to the diffusion problem
could be found within quasi-elastic accuracy. In practise
this is not possible, and, therefore, we depend on fur-
ther approximations. To simplify this equation, we take
into account only the lowest order contributions to this
equation with respect to F˜ , i.e. we linearize δv with re-
spect to F˜ and require that the first order contribution
vanishes. This approach is quite close to the usual CPA-
philosophy, in which vanishing of the t-matrix is required
in its lowest order approximation. Using this procedure
we obtain the following self-consistency equation:
1
2
ω2N (ǫ)f(ǫ, s)W˜ (0|ǫ; s) = aω − sb
W˜ (0|ǫ; s)N (ǫ) , (57)
where a and b are simply numbers. A detailed derivation
of this equation is given in Appendix C.
In deriving the self-consistency equations we have im-
posed further restrictions on the effective transition prob-
abilities, which determine the range of its applicability.
These restrictions can be formulated most conviniently
using the dimensionless critical hopping length ρc(ε, s),
related to f(ε, s) by (see Appendix B):
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f (ε, s) ν = exp ρc (ε, s) . (58)
In terms of ρc, the inequalities (37) and (38), used in the
derivation, read (prime is derivative with respect to ε):
|ωρ′c (ε, s)| ≪ 1 , (59)
|ρc (ε, 0)− ρc (ε, s)| ≪ ρc (ε, 0) . (60)
In addition, when calculating the integrals,
ρc (ε, s)≫ 1 , (61)
was used.
A closed solution to the self-consistency equation can
only be found in the limit s = 0. There we obtain:
ρc (ε, s = 0) =
2α
[ωN (ε)]1/d
[
2da
S (d)
]1/d
, (62)
where S(d) is the solid angle in d dimensions.
For s satisfying (60), Eq.(57) can be cast into the form:
[ρc (ε, 0)− ρc (ε, s)] exp [ρc (ε, 0)− ρc (ε, s)] = s
Ω (ε)
,
(63)
where:
Ω (ε) =
2da
bωρc (ε, 0)
v (ε, 0) . (64)
According to Eq.(63), the critical hopping length de-
creases with increasing frequency. Note, that the struc-
ture of the equation (63) for the calculation of the disper-
sion of the critical hopping length, obtained here, agrees
completely with that obtained for the critical hopping
length in calculating the equilibrium conductivity [16,19].
The dispersion of the transport coeffcicients is deter-
mined completely by the dispersion of the critical hop-
ping length. For small s the frequency dependence pre-
exponetial factors can be ignored, so that from Eq.(63)
explicit equations for the transport coefficients can be
obtained. They are given by:
D (ε, s)
D (ε, 0)
ln
D (ε, s)
D (ε, 0)
=
s
Ω (ε)
, (65)
v (ε, s)
v (ε, 0)
ln
v (ε, s)
v (ε, 0)
=
s
Ω (ε)
. (66)
The formal solution of these equations is given by the
Lambert’s W-function W(z), defined by the equation
z = W(z) expW(z). Using the Lambert’s function we
can write:
D (ε, s) = D (ε, 0) expW (s/Ω (ε)) , (67)
v (ε, s) = v (ε, 0) expW (s/Ω (ε)) . (68)
VIII. CONSTANT DENSITY OF STATES
A constant density of states, although of not much
physical relevance, gives us the unique opportiunity to
study pure dispersive energy transport. Here both Ω(ε)
and v0 = v(ε, 0) are independent of energy. Conse-
quently, Eq.(40) can readly be integrated. The integra-
tion yields:
PL (ε0 − ε, s) = Θ (ε0 − ε)
v (s)
exp
[
−s (ε0 − ε)
v (s)
]
. (69)
The time-dependence of this function can be obtained
by the inverse Laplace-transformation. Using Eq.(66) to
change the integration variable from s to y = v/v0, the
inverse Laplace-transform of Eq.(69) may be written as:
PL (ε0 − ε, t) = Ω
v0
Θ(ε0 − ε)
∫
C
dy
2πi
ln y + 1
y
exp
[
Ωty ln y − Ω
v0
(ε0 − ε) ln y
]
, (70)
with the properly chosen integration contour C. At large enough t, that is for Ωt ≫ 1, this expression, using the
saddle-point method, gives simply the Gaussian packet:
PL (ε0 − ε, t) ≈ Θ(ε0 − ε) Ω
v0
1
2
√
πΩt
exp
[
− (ε0 − ε− v0t)
2
4v20t/Ω
]
. (71)
Now let us consider the time dependence of the energy
relaxation. According to Eq.(47) the velocity of energy
relaxation is:
dE(t)
dt
= −
∫
C
ds
2πi
v (s)
s
est . (72)
Again, the time dependence of the energy relaxation
speed can be calculated using asymptotics. Details of
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the calculations are presented in Appendix D, where it is
shown that:
dE (t)
dt
≈ −v0
{
1 +
√
e
2pi
1
(Ωt)3/2
exp (−Ωt/e) , as Ωt≫ 1 ,
√
2pi
eΩt [ln (e/(Ωt))]
−2
, as Ωt≪ 1 .
(73)
Note, that the problem of the energy relaxation in the
case of constant density of states (v(ε, s) is independent
of ε) is completely equivalent to one of the nonmarkovian
charge transport in strong electric field E, when the diffu-
sion (described by the second coordinate derivate) is to-
tally neglected. One has only to replace v (s)→ u (s)E,
u (s) being the mobility [15,16]. In the context of disper-
sive particle transport, the regimes Ωt ≪ 1 and Ωt ≫ 1
are the regimes of anomalous and normal “diffusion”, re-
spectively. The main difference between both is in that
while the sites are ususally distributed homogeneously
in space, the density of states is usually an increasing
function of energy.
IX. EXPONENTIAL DENSITY OF STATES
A. The saddle-point approximation and its break
down for large times
The calculation of the time dependence of the energy
distribution function for an arbitrary density of states on
the basis of the Eqs. (33)-(35), (65) and (66) turns out to
be a quite intricate problem. A tool that can be utilized
in tackeling the problem is the saddle point approxima-
tion. How to apply the saddle point approximation for
the calculation of the quantities of interest for an arbi-
trary density of states is shown in Appendix E. Below
we focus on the exponential density of states, which is
relevant, e.g., for amorphous Si:H.
We assume that the density of states is given by:
N (ε) = N0 exp
(
3
ε
∆
)
. (74)
To simplify the notations we use the abbreviations:
ω¯ =
bω
2da
, (75)
ν¯ =
2da2
b
ν . (76)
Then, the Eqs.(B3), (62) and (64) can be cast into the
form:
v (ε, 0) ≡ v (ε) = ω¯ν¯ exp [−ρ (ε)] , (77)
Ω (ε) =
ν¯
ρ (ε)
exp [−ρ (ε)] , (78)
ρ (ε) = ρc (ε, 0) = A exp
(
− ε
∆
)
, (79)
where:
A =
2α
[ωN (0)]1/d
[
2da
S (d)
]1/d
. (80)
Using these equations it follows from the formulas de-
rived in Appendix E that the time dependence of the
mean squared deviation and the time dependence of the
mean energy are given by
σ2 (εm, ε0) ≡ σ2 (t, ε0) ≃ ω¯∆
[
1− t
2
0
(t+ t0)
2
]
, (81)
εm (t) ≃ −∆ ln
[
1
A
ln
( ω¯
∆
ν¯ (t+ t0)
)]
, (82)
where
t0 (ε0) =
∆
ν¯ρ (ε0) v (ε0)
. (83)
Note, that, according to the saddle-point approxima-
tion, the distribution is Gaussian. Furthermore, the dis-
persion is constant for t ≫ t0. Consequently, for time
scales in line with the applicability of the saddle-point ap-
proximation, the motion of the energy packet is “soliton-
like”, that is the packet moves without distortion.
The applicability condition for the saddle-point (E13)
requires:
ω¯
∆
ρ2(εm)≪ 1 . (84)
Because of ρ(εm) grows with t, the saddle-point method,
and, consequently, all the results of this chapter, be-
comes invalid, at least at sufficiently large t. The phys-
ical meaning of the condition (84) is the following: at
t ≫ t0 the width of the electron’s energies distribution
is δε =
√
ω¯∆. Because of ρ ∼ exp (−ε/∆), the variation
of ρ is: δρ/ρ =
√
ω¯/∆, and, because v ∼ exp (−ρ), we
have: δv/v = δρ =
√
ω¯ρ2/∆. Thus, the condition (84)
is just the one of the variation of electron’s “velocity”
across the distribution is smaller, then the velocity itself.
B. Form of the distribution for large times
Even if the initial condition are such, that the con-
dition (84) is fulfilled, and a gaussian distribution is
formed, at some moment of time ρm ≡ ρ(εm) becomes
of the order of
√
∆/ω¯, which definitely should results
in some deviation of the distribution function from its
symmetric, gaussian form. For the exponential density
of states, distribution function in the Laplace represen-
tation, Eq.(40), using Eqs.(68,77-79), may be written as:
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PL (ε0, ε; s) = −1
s
ρ
∂
∂ρ
exp

− 1
ω¯
ρ∫
ρ0
dx
W (sxex)
x2

 = W (sρeρ)
ω¯ρs
exp

− 1
ω¯
ρ∫
ρ0
dx
W (sxex)
x2

 , (85)
where it was set ν¯ = 1 and ∆ = 1 by appropriate choice of time and energy units. Under the same conditions, which
were used in the derivation of the above formula, the following approximation is valid (see Appendix F):
ρ∫
ρ0
dx
W (sxex)
x2
≡ G (s, ρ)−G (s, ρ0) ; G(s, ρ) = 1
ρ2
W (sρeρ)
[
1 +
1
2
W (sρeρ)
]
+O
(W
ρ3
,
W3
ρ3
)
. (86)
When calculating distribution function at sufficiently large times, the characteristic values of s, giving the main
contribution into inverse Laplace integral become so small, that one can suppose |s| ρ0 exp(ρ0) ≪ 1, and:
G (s, ρ0) ≈ sρ−10 exp (ρ0). Under this condition the distribution function approach initial conditions independent
shape: P (ε0, ε; t)→ φ(ε, t+ t0(ε0)), t0(ε0) = (ω¯ρ0)−1 exp ρ0,
φ (ε, t) =
+i∞∫
−i∞
ds
2πi
φL(ε, s)e
st = −
+i∞∫
−i∞
ds
2πis
ρ
∂
∂ρ
exp
{
st− 1
ω¯ρ2
W (sρeρ)
[
1 +
1
2
W (sρeρ)
]}
. (87)
Let us consider, first, momenta of the distribution at the large times. In Laplace-representation the momenta are
defined by the equation:
χnL (s) =
∞∫
0
dt e−st 〈εn〉 (t) =
∞∫
ρ0
dρ
ρ
(− ln ρ)n PL (ε0, ε, s)→ est0
∫
dρ
ρ
(− ln ρ)n φL (ε, s) . (88)
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FIG. 5. Mean energy plotted as a function of ln ln t for: (a) ω¯/∆ = 10−1, 100 < t < 108; (b) ω¯/∆ = 10−2, 5×102 < t < 10200;
(c) ω¯/∆ = 10−4, 5× 104 < t < 105000 .
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FIG. 6. Mean square deviation σ plotted as a function of ln ln t . Values of parameters are the same, as in Fig. 5.
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FIG. 7. Coefficient of asymmetry µ3/σ
3 plotted as a function of ln ln t. Values of parameters are the same, as in Fig. 5.
We shall omit further on irrelevant time shift multi-
ple est0 . It turns out, that for ω¯ρ ≫ 1, the integrand of
Eq.(88) has a maximum, located at:
ρm ≈
(
1 +
√
ω¯
)
ln
√
ω¯
s
.
However, if one would try to use the saddle-point method
in evaluation of integrals like (85), the results would be
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incorrect at
√
ω¯ρm ≫ 1, since the saddle point criterion
is not fulfilled. However, at ω¯ρ2 ≫ 1, momenta can be
calculated as an expansion on the powers of small para-
menter 1/
(√
ω¯ρ
)
. Details of the calculations are pre-
sented in Appendix F.
As a result, we have for the first momentum, or the
mean energy:
χ1 (t) = 〈ε〉 (t) ≈ −∆ ln 1
A
ln
(
b˜
√
ω¯t
)
−
√
πω¯
2
+
√
π
8ω¯
1
ln2
(
b˜
√
ω¯t
) + . . . , (89)
where b˜ =
√
2e−1+γ/2, and γ is Eulers’s constant. For the
distribution’s dispersion σ2(t) = µ2(t) = χ2(t)−χ21(t) we
obtain:
σ2 (t) = µ2 (t) =
(
2− π
2
)
ω¯ + (1 + ln 2)
√
2πω¯
ln
(√
ω¯t
) + . . . ,
(90)
and for the third central momentum µ3(t) =〈
(ε− 〈ε〉 (t))3
〉
= χ3(t)−3χ1 (t)χ2 (t)+2χ31 (t) we have:
µ3 (t) = − (π − 3)
√
π
2
ω¯3/2 + 3 [π (1− ln 2)− 1] ω¯
ln
(√
ω¯t
) ,
(91)
Figures 5, 6, and 7 show mean energy, χ1, mean square
deviation of energy σ, and dimensionless coefficient of
asymmetry:
Asymmetry =
µ3 (t)
σ3 (t)
, (92)
respectively, plotted versus ln ln t. There values, ob-
tained numerically, using the distribution function (87),
are compared with their corresponding asymptotic forms,
following from Eqs.(89)-(91).
Moving along the same line, the whole distribution
function may be reconstructed at large times, if to cal-
culate all its momenta. However, it may be obtained in
more simple way. Namely, when ω¯ρ2 ≫ 1, one may re-
place s within arguments ofW-functions in Eq.(87) with
some s0 = c/t, c ∼ 1 (a kind of argumentation may be
found in Appendix G). Then the integral can easily be
calculated to yield:
φ(ε, t) =
− ρ ∂
∂ρ
exp
{
− 1
ω¯ρ2
W
(c
t
ρeρ
) [
1 +
1
2
W
(c
t
ρeρ
)]}
. (93)
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FIG. 8. Plots of the energy distribution function at ω¯/∆ = 0.1 and: (a) t = 103, (b) t = 104, (c) t = 106, and (d) t = 109.
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FIG. 9. Plots of the energy distribution function at ω¯/∆ = 0.01 and: (a) t = 1010, (b) t = 1020, (c) t = 1030, (d) t = 1050,
(e) t = 10100 and (f) t = 10200.
13
a)
-5.47-5.46-5.45 -5.44-5.43-5.42-5.41 Energy
10
20
30
40
P
b)
-6.17-6.16-6.15 -6.14-6.13-6.12-6.11Energy
10
20
30
40
50
P
)
-7.09-7.08-7.07-7.06-7.05 -7.04-7.03Energy
10
20
30
40
50
P
d)
-7.79-7.78-7.77-7.76-7.75 -7.74-7.73Energy
10
20
30
40
50
P
e)
-8.48-8.47-8.46-8.45 -8.44-8.43-8.42Energy
10
20
30
40
50
60
P
f)
-9.41 -9.39-9.38-9.37-9.36-9.35 -9.34Energy
10
20
30
40
50
60
P
FIG. 10. Plots of the energy distribution function at ω¯ = 10−4 and: (a) t = 10100, (b) t = 10200, (c) t = 10500, (d) t = 101000 ,
(e) t = 102000 and (f) t = 105000 .
One can easily show (see Appendix G), that asymp-
totic expressions for momenta (89-91) may be entirely
reproduced from Eq.(93), if to set c = exp(−γ) (γ is the
Euler’s constant). Figures 8-10 show some plots of the
distribution function (87), compared with its asymptotic
form (93). This latter can be further symplified, if to
introduce ρt:
t
c
= ρte
ρt ; ρt =W
(
t
c
)
. (94)
As we shall see, the body of the distribution at a given
time corresponds to values of ρ > ρt, ρ− ρt ≪ ρt. Then,
one can use approximation: W ((c/t)ρeρ) ≈ ρ− ρt ≫ 1.
Then, we have in the exponent (1− ρt/ρ)2 /2ω¯, which
can be replaced by (ε− εt)2 /2ω¯, where εt ≈ ln ln t. As a
result, at large time and small ω¯ the distribution function
turns into:
φ (ε, t) =
∂
∂ε
{
exp
[
− (ε−εt)22ω¯
]
, ε < εt
1 , ε > εt
; εt = ln ln t .
(95)
C. Initial stage of the evolution
At t = 0 it was supposed P (ε, ε0; t = 0) = δ(ε − ε0).
To understand, what happens at the intitial stage of the
distribution’s evolution, let us consider the behaviour of
P at ε ≈ ε0. One can write from Eqs.(E1,68,77-79):
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P0 (ε0, t) ≡ P (ε0, ε0; t) = 1
ω¯ρ0
+∞∫
−i∞
ds
2πis
W
( s
ν¯
ρ0e
ρ0
)
est
=
1
ω¯ρ0
∫
C
dz
2πi
(1 + z) exp (τzez)
=
1
ω¯ρ0τ
∫
C
dz
2πi
exp (τzez − z) ;
τ =
ν¯t
ρ0
e−ρ0 , ρ0 = A exp
(
−ε0
∆
)
, (96)
where the new integration variable z = W ((s/ν¯) ρ0eρ0)
was introduced instead of s, and the integration by parts
was performed. This integral may be evaluated using
the saddle-point method. The saddle-point equation,
f ′(z) = τ(z + 1)ez − 1 = 0, gives us saddle point value
zc =W (e/τ)−1, that is zc ≈ ln(1/τ)− ln ln(1/τ) at τ ≪
1, and zc ≈ e/τ − 1 as τ ≫ 1. To ensure the correctness
of the saddle point approximation, one should require the
parameter|f ′′′(zc)|2 / |f ′′(zc)|3 =
∣∣(3 + zc)2/(2 + zc)3∣∣ to
be small. While this is true at τ ≫ 1, this parameter
appears to be ≈ 1 at τ ≪ 1. Therefore, the result for
τ ≪ 1 is correct up to the multiple of the order of 1 only.
We have:
P0(ρ, t) ≈
{
1√
2piω¯ρ
(
e
τ
)3/2
exp
(− τe ) as τ ≫ 1 ,
e√
2piω¯ρ
(
ln eτ − ln ln eτ
)
as τ ≪ 1 . (97)
In a similar fasion one can calculate the energy deriva-
tive at ε = ε0:
P1 (ρ0, t) ≡ ∂P
∂ε
∣∣∣∣
ε=ε0
= − ρ
∆
∂
∂ρ
P (ρ0, ρ; t)
∣∣∣∣
ρ=ρ0
=
1
ω¯∆ρ0
+∞∫
−i∞
ds
2πis
W
(
∆W
ω¯ρ0
+
W − ρ0
1 +W
)
est
≈ 1
(ω¯ρ0)
2
∫
C
dz
2πi
[
z (1 + z)− ω¯
∆
ρ20
]
exp (τzez) , (98)
where the term (ω¯/∆)ρ0z within the square brackets was
neglected due to assumption (ω¯/∆)ρ≪ 1. At τ ≫ 1 this
integral may be readily evaluated in the saddle point ap-
proximation, which yields:
P1 (ρ, t) ≈ − 1
ω¯∆
√
e
2πτ
exp
(
−τ
e
)
. (99)
When τ ≪ 1, one have to perform integration by parts
first, which gives:
P1 (ρ, t) =
1
ω¯2ρ2τ∫
C
dz
2πi
[
z − 1− ω¯ρ
2
∆(1 + z)
− ω¯ρ
2
∆(1 + z)
2
]
exp (τzez − z) .
Then one have in the saddle point approximation:
P1 (ρ, t) ≈ e√
2πω¯2ρ2
(
z2c − 1− ω¯ρ2
)
,
zc ≈ ln 1
τ
− ln ln 1
τ
. (100)
At sufficiently small t the above expression is positive,
which means that the distribution is “sticked” near ε =
ε0, that is, it monotoneously decreases as ε0 − ε > 0
increases. At some τ = τ0, P1 changes its sign. If
(ω¯/∆) ρ20 ≫ 1, this corresponds to zc0 ≈ ln 1τ0 ≈√
ω¯/∆ρ0, otherwise τ0 ∼ 1. This correspons just to the
moment of time, when this distribution separates from
the intial point, — its maximum is at ε < ε0. For τ ≪ τ0
the width of the distribution on the energy scale may be
estimated as:
∆ε(t) ∼ P0(ρ, t)
P1(ρ, t)
≈ ω¯ρ
zc
≈ ω¯ρ
ln(1/τ)
. (101)
This formula is valid if ln(1/τ)≪ ρ, up to the times cor-
responding either τ ∼ 1 if (ω¯/∆)ρ20 ≪ 1, or ln (1/τ) ≈√
ω¯/∆ρ0 otherwise. In the former case the distribution
width becomes of the order of ω¯ρ just before it separates
from the initial point. After this, the distribution, as
it was shown in previous subsection, widens till
√
ω¯∆,
and the gaussian packet moves downward, untill its cen-
ter reaches the value, corresponding to ρ ∼ √∆/ω¯. In
the latter case the packet’s width is ∼ √ω¯∆ ≪ ω¯ρ at
the very moment of its “unsticking”. In both cases, to
consider subsequent evolution, one has to use some other
approximation instead of saddle point one.
X. CONCLUSIONS
In the paper we have presented an effective method
which permitts the investigation of relaxation phenom-
ena of localized charge carriers far from equillibrium due
to phonon-assisted hopping at zero temperature. From
the point of view of the formalism the main equations are
the equations for the calculation of the diffusion propa-
gator (33), (34) and (35), and the equations (64), (65)
and (66), which determine the dispersion of the trans-
port coefficients. These equations show, that both par-
ticle transport and energy transport are dispersive. The
equations (65) and (66) lead to a strong dependence of
the diffusion constant D(ǫ; s) and the velocity of energy
relaxation v(ǫ; s) on frequency s already for low frequen-
cies. To our knowledge, these equations have not been
dervied in the literature so far, for systems far from equi-
llibrium. In fact, in the literature mainly frequency in-
dependent transport coefficients can be found (see e.g.
[20] and references therein). The strong dependence of
the transport coefficients on s results in a non-Markovian
equation for the calculation of the diffusion propagator
(33). This discriminates our equations from the Marko-
vian integral equations used in the Refs. [10]- [12]. The
latter equations can, in principle, be obtained from our
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leading equation (11) by neglecting statistical correla-
tion, so as to average every factor independently.
Using our effective-medium method, we have investi-
gated the relaxation of charge carriers in band tails at
T = 0. According to our results, energy relaxation is
connected with dispersional transport. Even if we have
no real diffusion in the system, since the temperature is
zero, we have some spreading of the energy distribution
with time. For a constant density of states the situation
is completely equivalent to the one in the problem of the
electron’s motion in a disordered system, subjected to
an electric field [15]. The main difference between the
above mentioned problem and the energy relaxation is in
that, while in the former case the sites are distributed
homogeneously in space, in the energy relaxation prob-
lem the density of states is a decaying function of energy
for most physical systems. In this situation we arrive
at the picture that the particles of a package with lower
energies move slower than particles with higher energy.
This leads to the opposite tendency: at first, there is a
slowing of the package spreading. The time dependence
of the dispersion, being linear at the first stage of the
evolution, is later slowing down. Later on, different pos-
sibilities exist, dependend on the particular type of the
energy dependence of the density of states.
We performed a detailed investigation for the expo-
nential density of states for two time regimes. If the
variation of the velocity v in the energy space across
the distribution is smaller than the velocity itself, that
is if ωρ2/∆ ≪ 1, we arrive at the situation of a pack-
age, moving steadily down along the energy axis without
any deformation. Dispersion becomes time independent
(see Eq.(81)). However, since the particles are sinking
down this condition becomes violated when time goes
by. The parameter ωρ2/∆, being small at the first stage
of the evolution, is getting large. When this parameter is
larger than one, the steady motion condition becomes vi-
olated again. The package, being of gaussian form before,
undergoes some restructuring to another, non-gaussian
stable form, with its width lower than before by some
numeric factor of the order of 1 (Eq.(90)). In our pic-
tures, Figs 7-10, it is clearly seen, that the package be-
comes non-gaussian. This result remains valid until the
very moment the quasi-elasticity conditions break down
(ωρ/∆ ≈ 1).
For the exponential density of states we have found
the packet to move as ln ln t, i.e., its motion is strongly
slowing down with time, the packet becomes, roughly
speaking, almost stopped. This type of behaviour may
be called “glassy”, because of the overall time scale for
the packet evolution (governed by the exponential func-
tion of the large parameter ∆/ω), becomes huge. For
example, when ω/∆ = 10−4, this time scale approaches
101000 and more (see Fig. 10)!
The main simplification used in our paper is the quasi-
elastic approximation. This approximation relies on the
smallness of the upper bound of the energy transfer to the
phonon system by one hop. For localized electrons, this
upper bound can be much smaller as the Debye energy
of the host material, since not all phonons can interact
with localized electrons equally well. For localized elec-
trons the electron phonon coupling constant approaches
zero, for phonons with wave-vector q > 2α. Thus high
energetic phonons are less effective. Only phonons with
energies ω < ωD2αa, where a is the lattice constant of
the host material, are effective. Furthermore, in disor-
dered systems the high energetic acustical phonons are
localized, and thus need not contribute to transport by
necessity. Nevertheless, the question whether the quasi-
elastic approximation is applicable depends much on the
material of interest. If, however, we compare our result
for the time dependence of the mean energy (82) in an
exponential density of states with those existing in the
literature [1], we also find agreement for ω/∆ ≈ 1, which
indicates that our results are, at least qualitatively, of
wider validity. Unfortunately, to our knowledge, in the
literature there are no further results on the width of the
energy distribution available to compare with.
From our point of view the main question remained
open is how the results, obtained for the exponential den-
sity of states, may be generalized for other types of energy
dependencies. One can imagine, e.g., that for densities of
states decaying with decreasing energy slower than expo-
nential, the dispersion is growing, but under some sublin-
ear law. Also, in the opposite case, in a density of states
decaying faster than exponential, we would possibly have
a dispersion tending to zero for large times.
It should, however, also be mentioned that it is not
completely clear under which situation zero temperature
results can be applied to systems at finite temperature.
In our approach we assumed that T = 0. However, in
a real system, when the carriers are sinking down, the
criterion for the temperature to be treated as zero, is
violated at every finite value of T at some moment of
time, since the contribution of hops to sites with higher
energy values becomes more and more comparable with
one of downward hops. Therefore, the consideration of
temperature becomes vital. Work in this direction is in
progress.
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APPENDIX A: ON THE CONFIGURATION AVERAGE
Here we derive the set of integral equations (17)-(21). The same method has already been used in Ref. [19].
According to Eq.(10), the configuration average of the electron density 〈n(ρ, s)〉 is given by:
〈n (ρ, s)〉 =
∫
dρ1p0 (ρ1)P (ρ1, ρ) , (A1)
where
P (ρ′, ρ) = η (ρ′)Φ (ρ′, ρ) (A2)
is the diffusion function. According to Eq.(11), the diffusion function is given by:
P =
1
s
∞∑
n=0
η
(
V
s
)n
. (A3)
Diagrammatically this series can be represented as depicted in Fig.1. In this picture every full dot represents a
potential V , which depends on disorder via the structur factor η. The expansion starts with a single structural factor
η, depicted by the empty dot. Note that all disorder is comprised into the structure factor η.
In order to calculate the configuration average, we average the series (A3) term by term. The resulting expansion
can be depicted in the usual form, as in impurity scattering problem (see Fig.2). One can see from the picture,
that the set of all diagrams can be decomposed into two subsets, the set S containing all diagrams connected with
the empty point and the set F containing all other diagrams. Owing to this decomposition configuration averaged
diffusion function can be written as:
〈P (ρ′, ρ)〉 =
∫
dρ1S (ρ
′, ρ1)F (ρ1, ρ) , (A4)
from which Eq.(17) follows. Note that F is nothing but 〈Φ〉.
Again the class of diagrams contributing to F can be decomposed into reducible and irreducible diagrams. All
irreducible diagrams can be comprised into a function Π. Doing so, we obtain Eq.(18). Note, that, although the
introduction of the irreducible part Π is parallel to the introduction of the self-energy it has to be stressed, that its
physical interpretation is completely different. In the present context Π(ρ′, ρ) is the true transition probability from ρ′
to ρ. It is Π(ρ′, ρ) that has to be calculated and compared with the experimental situation and not the bar transition
probability, as suggested in many papers (see e.g. [3]). Diagrams, contributing to Π are depicted in Fig.3. The set
of diagrams depicted in Fig. 3 can be generated by means of the propagator Πρ˜, defined by the equation (20), using
Eq.(19).
The propagator Πρ˜ can also be used to generate the irreducible block S. Diagrams contributing to S are depicted
in Fig.4. From the picture it follows, that S is given by Eq.(21).
APPENDIX B: TRANSPORT COEFFICIENTS
According to Eq.(35), v(ε, s) is given by:
v (ε, s) =
1
2
ω2N (ε) W˜ (q = 0|ε) = 1
2
ω2N (ε) ν exp [−ρc (ε, s)]
∫
dR
1
1 + exp [2αR− ρc (ε, s)] , (B1)
where:
f (ε, s) ν = exp ρc (ε, s) . (B2)
We assume, that ρc is large, so the integrals can be calculated in the limit ρc → ∞. This assumption is justified
a posteriory by explicit calculation of ρc. In limit ρc → ∞, the integrand reduces to a step function, so that the
integrals can be calculated easily. Doing so, we find:
v (ε, s) =
1
2
S (d)
d
ω2N (ε)
[
ρc (ε, s)
2α
]d
ν exp [−ρc (ε, s)] , (B3)
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where S(d) is the solid angle and d is the spatial dimension. From the calculation and the result it is to be seen, that
ρc(ε, s) is to be identified with the dimensionless critical hopping length at energy ε.
The same procedure is applied to the calculation of D(ε, s), defined by Eq.(34). Using the same approximations,
we obtain:
D (ε, s) =
1
2
S (d)
d (d+ 2)
ωN (ε)
[
ρc (ε, s)
2α
]d+2
ν exp [−ρc(ε, s)] . (B4)
Thus D(ε, s) and v(ε, s) differ only in preexponential factors.
We anticipate that for s = 0 we obtain:
ρc (ε, 0) =
2α
[ωN (ε)]1/d
[
2da
S (d)
]1/d
, (B5)
where a is a number and S(d) is the solid angle. A different form for the diffusion coefficient can be found in Ref.
[20]. The expression given in this paper differs from our expression essentially only in that ω is replaced by the tailing
parameter. In looking on this difference one should, however, take into account, that the model used in that paper is
different. Furthermore, in Ref. [20] the transport coefficient are independent of s. It is therefore not completely clear
to which range of time they apply. Clearly, they can not determine the evolution for all times.
APPENDIX C: DERIVATION OF SELF-CONSISTENCY EQUATION
Here we derive the self-consistency equation (57). In order to work out explicitely the first order contribution to
the self-consistency equation (56) we first need the first order correction to Π. It is given by:
Π(1) (ρ′, ρ; s) =
∫
dρ1dρ2dρ3N (ε3) w˜ρ3 (ρ′, ρ1; s) F˜ (ρ1, ρ2) w˜ρ3 (ρ2, ρ; s) . (C1)
If we insert the expression for w˜ρ3 , we obtain:
Π(1) (ρ′, ρ; s) =
∫
dρ1{
N (ε) W˜ (ρ′, ρ; s)
[
F˜ (ρ, ρ1)− F˜ (ρ′, ρ1)
]
W˜ (ρ1, ρ; s)−N (ε1) W˜ (ρ′, ρ1; s)
[
F˜ (ρ1, ρ)− F˜ (ρ′, ρ)
]
W˜ (ρ, ρ1; s)
}
. (C2)
Thus, at this stage the self-consistency equation takes the form:
0 =
∫
dqdε′dε1 (ε′ − ε)
{
N (ε) W˜ (0|ε′, ε; s) F˜ (q|ε, ε1) W˜ (q|ε1, ε; s)−N (ε) W˜ (q|ε′, ε; s) F˜ (q|ε′, ε1) W˜ (q|ε1, ε; s)
−N (ε1) W˜ (0|ε′, ε1; s) F˜ (q|ε1, ε) W˜ (q|ε, ε1; s) +N (ε1) W˜ (q|ε′, ε1; s) F˜ (q|ε′, ε) W˜ (q|ε, ε1; s)
}
. (C3)
In order to eliminate F˜ , we have to replace F˜ (q|ε′, ε) = F (q|ε′, ε)− f(ε, s)δ(ε′ − ε), where F is the effective medium
approximation of the diffusion propagator. Let us first work out the local contribution. Replacing F˜ by f ∗ δ, the first
and the third term of Eq.(C3) cancel each other. The 4th term is zero, taken into account that the delta function of
the effective medium is multiplied by its argument. Thus, when F˜ is replaced by f(ε, s)δ(ε′ − ε), only the 2nd term
of Eq.(C3) survives. To simplify this term we take into account that
W˜ (q|ǫ; s) = W˜ (0|ǫ, s)φ(qρc(ǫ, s)
2α
), (C4)
where φ is a dimensionless function. Consequently, we obtain
−
∫
dqdε′ (ε′ − ε)N (ε) f (ε′, s)
[
W˜ (q|ε′, ε; s)
]2
≈ −
∫
dq
[
W˜ (q|ε, s)
]2 ω2
2
f (ε, s)N (ε)
= −1
2
ω2
(
2α
ρc(ǫ, s)
)d
N (ǫ)f(ǫ, s)W˜ 2(0|ǫ, s)
∫
ddxφ2(x) . (C5)
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Here terms proportional to ωf−1(ε, s)df(ε, s)/dε≪ 1 have been neglected.
Let us now focus on the contribution of the regular part of the diffusion propagator to the self-consistency equation.
Owing to the step functions in F an W˜ , the first and third term in Eq.(C3) are zero, when F˜ is replaced by F . Thus
we are left with:∫
dqdε′dε1 (ε′ − ε)
{
−N (ε) W˜ (q|ε′, ε; s)F (q|ε′, ε1) W˜ (q|ε1, ε; s) +N (ε1) W˜ (q|ε′, ε1; s)F (q|ε′, ε) W˜ (q|ε, ε1; s)
}
.
(C6)
The range of integration in (C6) is determined by the step functions in F and W˜ (q|ε′, ε; s) = θ(ε′ − ε)θ(ω − ε′ +
ε)W˜ (q|ε′; s). Owing to these step functions, the energy integrations extend at most over intervals of length ω, so
that the quasi-elastic approximation can again be applied to the effective-transition probabilities and the density of
states. The diffusion propagator enetering Eq.(C6), however, can not be dealt with in this way since for arbitrary q
the derivatives of the diffusion propagator are not small as compared to the diffusion propagator itself. Therefore,
another procedure is needed. To simplify this expression further we consider Eq.(29). If terms small with respect to
ωN ′/N and ωW˜ ′(q|ǫ, s))/W˜ (q|ǫ, s) are neglected the function
Φ(x|y′, y) = ω2F (x 2α
ρc(ωy, s)
|ωy′, ωy)W˜ (ωy, s)N (ωy), (C7)
can be introduced, that satisfies the equation
s
W˜ (ωy, s)N (ωy)ωΦ(x|y
′, y) = δ(y′ − y) +
1∫
0
dy1[Φ(x|y′, y1 + y)φ(x) − Φ(x|y′, y)φ(0)]. (C8)
Then the expression (C6) can be cast into the form
ωW˜ (ωy)(
2α
ρc(ωy, s)
)d
∫
ddxφ2(x)
[ −
1∫
0
dy′
y′∫
0
dy1y
′Φ(x|y′ + ǫ
ω
, y1 +
ǫ
ω
) +
1∫
0
1−y1∫
0
dy′y′Φ(x|y′ + ǫ
ω
,
ǫ
ω
)
]
(C9)
For s = 0 Eq.(C8) does not contain any physical parameter. It only leads to the determination of the function
Φ0(x|y′, y) = θ(y′ − y)Φ0(x|y′ − y),
which satisfies the equation
0 = δ(y′ − y) +
1∫
0
dy1[Φ0(x|y′, y1 + y)φ(x)− Φ0(x|y′, y)φ(0)]. (C10)
Provided, we restrict our consideration to small frequencies in deriving the self-consistency equation we only need to
take into account the linear contribution of the function Φ with respect to s/(W˜ (ωy)N (ωy)ω). Then, using again the
smallness of the variation of the effective transition probabilities and the density of states with respect to changes of
energy over intervals of length ω, Φ can be approximated as
Φ(x|y′, y) = Φ0(x|y′ − y)− s
W˜ (ωy)N (ωy)ω
y′∫
y
dy1Φ0(x|y − y1)Φ0(x|y1 − y). (C11)
Using this expression the self-consistency equation takes the form (57), where the coefficients a and b are given by
a =
1
2
∫
ddxφ2(x)
1∫
0
(1− y)2Φ0(x|y)∫
ddxφ2(x)
, (C12)
b =
1
2
∫
ddxφ2(x)
∫ 1
0 dy(1− y)2
∫ y
0 dy1Φ0(x|y − y1)Φ0(x|y1)∫
ddxφ2(x)
. (C13)
19
APPENDIX D: CALCULATION OF THE ENERGY RELAXATION SPEED FOR CONSTANT DOS
To calculate the integral (72), we again use Eq.(66) to change the integration variable from s to y = v/v0. Further-
more, for convinience, we introduce the parameter τ = Ωt. Doing so, we obtain:
dE (t)
dt
= −v0F (τ) , (D1)
where F (τ) is given by:
F (τ) =
∫
C
dy
2πi
1 + ln y
ln y
exp (τy ln y) . (D2)
After an integration by parts we obtain:
dF
dτ
= − 1
τ
∫
C
dy
2πi
exp (τy ln y) ≡ − 1
τ
S (τ) . (D3)
To calculate F (τ), Eq. (D3) should be supplemented with the condition F (+∞) = 1.
To evaluate S (τ), it is convenient to use the integration contour Im(y ln y) = 0, or, introducing polar coordinates
y = r exp (iθ):
r = exp (−θ cot θ) . (D4)
Substituting Eq.(D4) into Eq.(D3), we have:
S (τ) =
∫ pi
−pi
dθ
2π
V (θ) e−τV (θ) , V (θ) =
θ
sin θ
e−θ cot θ . (D5)
The value of the integral may be estimated by the saddle-point method, looking for the maxima of the expression
lnV (θ)− τV (θ). The stationary point equation is:
V ′ (θ)
[
τ − 1
V (θ)
]
= 0 . (D6)
As τ ≫ 1, the stationary point is θs = 0, and the asymptote of Eq.(D5) is:
S (τ) ≈ (2πeτ)−1/2 exp (−τ/e) . (D7)
On the other hand, if τ ≪ 1, we have two stationary points ±θs, V (±θs) = 1/τ , θs = π − δ, and for δ ≪ 1 the
following equation may be obtained:
π
δ
exp
(π
δ
− 1
)
=
1
τ
,
the solution for which at small τ is: π/δ =W(e/τ) ≈ ln (e/τ)− ln ln(e/τ) .The asymptotics of S (τ) turns out to be:
S (τ) ≈
√
2π
eτ
[ln (e/τ)]−2 . (D8)
APPENDIX E: THE SADDLE-POINT APPROXIMATION
For energy dependent density of states it turns out to be difficult to obtain explicite expressions for the time
dependence of the energy distribution function. Here, according to Eq.(40), the time-dependence has to be calculated
from the equation:
P (ε, ε0, t) =
+i∞∫
−i∞
ds
2πiv (ε, s)
exp

st− s
ε0∫
ε
dε′
v (ε′, s)

 , (E1)
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where v(ε, s) is given by Eq. (66) or (68). Let us try to integrate over s, using the saddle-point approximation. The
saddle-point position s0(ε, ε0, t) may be obtained from the equation:
t =
ε0∫
ε
dε′
v (ε′) g (ε′, s0)
− s0
ε0∫
ε
dε′
v (ε′) g2 (ε′, s0)
∂g (ε, s0)
∂s0
, (E2)
where g = v(ε, s)/v(ε, 0) = expW(s/Ω(ε)) was introduced. The expression for the diffusion propagator in the saddle-
point approximation may be written as:
PL (ε, ε0, t) =
1√
4πD (ε, ε0, s0)
1
v0 (ε) g (ε, s0)
exp

−s20
ε0∫
ε
dε′
v0 (ε′) g2 (ε′, s0)
∂g (ε, s0)
∂s0

 , (E3)
where:
D (ε, ε0, s0) = − ∂
2
∂s20
ε0∫
ε
dε′Ω (ε′) ln g (ε′, s0)
2v0 (ε′)
> 0 . (E4)
Assuming s0/Ω≪ 1, we have: g (ε, s0) ≃ 1 + s0/Ω− s20/2Ω2,
s0 =
t− T (ε, ε0)
2D (ε, ε0)
, D (ε, ε0) =
ε0∫
ε
dε′
v0 (ε′)Ω (ε′)
, T (ε, ε0) =
ε0∫
ε
dε′
v0 (ε′)
(E5)
and, finally, the diffusion propagator:
PL (ε, ε0, t) ≃ 1√
4πD (ε, ε0)
1
v (ε)
exp
[
− (t− T (ε, ε0))
2
4D (ε, ε0)
]
. (E6)
At a given time t the exponent in the above distribution function is maximal at ε = εm, where εm is given by the
condition t = T (εm, ε0), or:
t =
ε0∫
εm
dε′
v0 (ε′)
. (E7)
Expanding the expression (E6) around ε = εm, we have gaussian distribution:
PL (ε, ε0, t) ≃ 1
σ (εm, ε0)
√
2π
exp
[
− (ε− εm (ε0, t))
2
2σ2 (εm, ε0)
]
, (E8)
with the dispersion:
σ2 (εm, ε0) = 2v
2
0 (εm)D (εm, ε0) = 2v
2 (εm)
ε0∫
εm
dε′
v0 (ε′)Ω (ε′)
. (E9)
Note, that according to Eq.(E7), the dispersion is time dependent. If the density of states N (ε), and, consequently,
Ω(ε) and v0(ε), are strongly varying functions of ε, the integrals can be further simplified. In this case we have:
ε0∫
εm
dε′
v (ε′)
≃
[
dv (ε0)
dε0
]−1
−
[
dv (εm)
dεm
]−1
, (E10)
ε0∫
εm
dε′
v (ε′)Ω (ε′)
≃
[
d [v (ε0)Ω (ε0)]
dε0
]−1
−
[
d [v (εm)Ω (εm)]
dεm
]−1
, (E11)
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∫ ε0
εm
dε′
v (ε′)Ω (ε′)
≃
[
dv (ε0)Ω (ε0)
dε0
]−1
−
[
dv (εm)Ω (εm)
dεm
]−1
. (E12)
The applicability condition for the saddle-point method is:
D3 (ε, ε0, s0)≫

 ∂3
∂s30
ε0∫
ε
dε′
Ω (ε′) ln g (ε′, s0)
2v (ε′)


2
. (E13)
Note, that this condition restricts the applicablity of the saddle-point approximation to times, that are not too large.
Also, from Eqs.(E5) one can see, that this approximation is invalid when ε is close enough to the initial point ε0, —
here |s0| becomes large, and it is not possible to expand over s0. So, the initial stage of the evolution, when the entire
distribution is concentrated near ε0, has to be investigated separately too.
APPENDIX F: CALCULATION OF THE MOMENTA FOR LARGE TIMES
Here we present details on the calculation of the momenta of the distribution function for large times and for the
exponential density of states. In our calculation we take into account that the density of states decays with decreasing
energy.
Let us change the integration variable in (88), ρ→ z =W (sρeρ), ρ =W (s−1zez). As ρ≫ 1, we have, introducing
ρs =W
(
s−1
)
, s = ρ−1s exp (−ρs):
ρ = W (ρszeρs+z) ≈ ρs + z + ln z ,
as |z| ≪ |ρs| and |ln z| ≪ |ρs|. Both inequalities holds within actual region of integration. We can write now:
χnL(s) = −1
s
∞∫
0
dz
[
− ln ρs − z + ln z
ρs
]n
∂
∂z
exp
[
− 1
ω¯ρ2s
z
(
1 +
1
2
z
)]
. (F1)
Something more about the approximation we have chosen: every extra power of z/ρs means an extra power of
√
ω¯,
which can be neglected. An extra power of z means the multiplier ∼ √ω¯ρs. All our considerations are valid if ω¯ρs ≪ 1
only. Therefore, we have the reason to omit extra powers of z/ρs ∼
√
ω¯ in the following, but to keep some extra
powers of z−1 ∼ 1/√ω¯ρs ≫
√
ω¯.
Thus we have, for example:
χ1(s) = −1
s
ln ρs +
1
sρs
∞∫
0
dz (z + ln z)
d
dz
exp
[
− 1
ω¯ρ2s
z
(
1 +
1
2
z
)]
= −1
s
ln ρs +
√
ω¯
s
∞∫
0
dy
(
y +
ln
(√
ω¯ρs
)
√
ω¯ρs
+
ln y√
ω¯ρs
)
d
dy
exp
(
−y
2
2
− y√
ω¯ρs
)
, (F2)
where
y =
z√
ω¯ρs
.
Within three leading orders on the parameter 1/
√
ω¯ρs we have:
χ1L(s) ≈ − ln ρs
s
−
√
πω¯
2
1
s
− ln
(√
ω¯ρs
)
sρs
+
(
1− ln 2− γ
2
)
1
sρs
+
√
π
8ω¯
1
sρ2s
, (F3)
which can be written, using ρs + ln ρs = ln (1/s) also as:
χ1L(s) = −1
s
ln ln
b
√
ω¯
s
−
√
πω¯
2
1
s
+
√
π
8ω¯
1
sρ2s
, b =
√
2e−1−γ/2 , (F4)
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where γ is the Euler’s constant. In the time representation we have:
χ1(t) =
∫
C
ds
2πi
χ1L(s)e
st = −
∫
C
ds
2πis
ln ln
b
√
ω¯
s
est −
√
πω¯
2
+
√
π
8ω¯
∫
C
ds
2πis ln2
√
ω¯
s
est .
At large t, b
√
ω¯t≫ 1, the first integral, after the substitution: st = y, may be expanded as:∫
C
ds
2πis
ln ln
b
√
ω¯
s
est =
∫
C
dy
2πiy
ln
[
ln b
√
ω¯t− ln y
]
ey = ln ln b
√
ω¯t
− 1
ln b
√
ω¯t
∫
C
dy
2πiy
ey ln y − 1
2 ln2 b
√
ω¯t
∫
C
dy
2πiy
ey ln2 y − . . .
= ln ln b
√
ω¯t+
γ
ln b
√
ω¯t
+
π2/6− γ2
2 ln2 b
√
ω¯t
.
As for the second integral, one may restrict oneself with the leading term only. As a result, we have:
χ1(t) = − ln ln b˜
√
ω¯t−
√
πω¯
2
+
√
π
8ω¯
1
ln2 b˜
√
ω¯t
+ . . . , b˜ =
√
2e−1+γ/2 . (F5)
Let us consider now the second momentum:
χ2L(s) =
∞∫
0
dρ
ρ
ln2 ρ φL (ρ; s) ≡
〈
ln2 ρ
〉
. (F6)
Again, we change the integration variable to z =W (sρeρ), write ρ≫ 1 as ρ = ρs+ z+ ln z, and set the lower limit of
the integration to be zero. Restricting ourselves with the lowest order in z/ρs ∼
√
ω¯, we set ln ρ = ln ρs+(z+ln z)/ρs,
and:
dρ
ρ
φL = −dz
s
∂
∂z
exp
[
− 1
ω¯ρ2s
z
(
1 +
1
2
z
)]
.
Taking into account:
χ1L(s) = −1
s
ln ρs −
〈
z + ln z
ρs
〉
,
we can write:
χ2L(s) = sχ
2
1L(s) +
〈(
z + ln z
ρs
)2〉
−
〈
z + ln z
ρs
〉2
. (F7)
Then we have: 〈(
z + ln z
ρs
)2〉
= − 1
sρ2s
∞∫
0
dz (z + ln z)2
d
dz
exp
[
− 1
ω¯ρ2s
z
(
1 +
1
2
z
)]
= − ω¯
s
∞∫
0
dy
(
y +
ln
(√
ω¯ρs
)
√
ω¯ρs
+
ln y√
ω¯ρs
)2
exp
(
−y
2
2
− y√
ω¯ρs
)
.
Expanding this expressions in power series on 1/
√
ω¯ρs, and keeping three leading powers, it may be easily obtained:〈(
z + ln z
ρs
)2〉
=
2ω¯
s
+
√
2πω¯ ln
(√
ω¯ρs
)
sρs
− ln 2 + γ
2
√
2πω¯
sρs
+
ln2
(√
ω¯ρs
)
sρ2s
−2
(
1− ln 2− γ
2
)
ln
(√
ω¯ρs
)
sρ2s
+
[
π2
24
− ln 2 + γ +
(
ln 2− γ
2
)2]
1
sρ2s
.
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¿From Eq. (F3) we have:〈
z + ln z
ρs
〉
=
√
πω¯
2
1
s
+
ln
(√
ω¯ρs
)
sρs
−
(
1− ln 2− γ
2
)
1
sρs
−
√
π
8ω¯
1
sρ2s
.
So, from Eq. (F7) we obtain:
χ2L(s) = χ
2
1L(s) +
(
2− π
2
)
+ (1− ln 2)
√
2πω¯
sρs
+
(
π2
24
+
π
2
− 1
)
1
sρ2s
. (F8)
However, we want to calculate central momentum:
µ2(t) = χ2(t)− χ21(t) , (F9)
or, in the Laplace representation:
µ2L(s) = χ2L(s)−
(
χ21
)
L
(s) ,
(
χ21
)
L
(s) ≡
∞∫
0
dt estχ21(t) =
+i∞+0∫
−i∞+0
ds1
2πi
χ1L(s1)χ1L(s− s1) . (F10)
Taking the expression for χ1L from Eq. (F4), we have:
(
χ21
)
L
(s) =
+i∞+0∫
−i∞+0
ds1
2πi
ln ln b
√
ω¯
s ln ln
b
√
ω¯
s−s1
s1 (s− s1) +
√
2πω¯
s
ln ln
b
√
ω¯
s
+
πω¯
2s
−
+i∞+0∫
−i∞+0
ds1
2πi
ln ln b
√
ω¯
s1
s1 (s− s1) ln2 b
√
ω¯
s−s1
− π
2s ln2 b
√
ω¯
s
+ . . . . (F11)
Let us consider the first integral. After changing the integration variable, s1 = sx, we have:
1
s
ln2 ln
b
√
ω¯
s
+
2
s
ln
b
√
ω¯
s
∫
C
dx
2πi
ln
(
1− ln(1− x)/ ln
(
b
√
ω¯
s
))
x(1 − x)
+
∫
c
dx
2πi
ln
(
1− lnx/ ln
(
b
√
ω¯
s
))
ln
(
1− ln(1− x)/ ln
(
b
√
ω¯
s
))
x(1− x) .
Closing the integration contour to the left, one can easily prove, that the first intehral in the above expression is zero.
The second one at small s may be expanded into powers of 1/ ln s. In the leading order we have:
1
s
ln2 ln
b
√
ω¯
s
+
1
s ln2 b
√
ω¯
s
∫
C
dx
2πi
lnx ln(1− x)
x(1− x) .
Performing integration by part in the integral, and then deforming the integration contour to make it run along the
lower and upper shores of the cut (−∞, 0) of the integration function:
∫
C
dx
2πi
lnx ln(1− x)
x(1− x) = −
1
2
∫
C
dx
2πi
ln2 x
d
dx
ln(1− x)
1− x =
1
2π
∞∫
0
dx
ln(1 + x)− 1
(1 + x)2
Im ln2(x+ i0)
=
∞∫
0
dx
[ln(1 + x)− 1] lnx
(1 + x)2
=
π2
6
.
The evaluation of the second integral in Eq. (F11) gives:
−2 ln ln
b
√
ω¯
s
s ln2 b
√
ω¯
s
+ O
(
1
s ln4 b
√
ω¯
s
)
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As a result, one can write:
(
χ21
)
L
(s) = sχ21L(s) +
π2
6sρ2s
+ · · · (F12)
Thus, one have the second central momentum in the Laplace representation to be:
µ2L(s) = (2− π
2
)
ω¯
s
+ (1− ln 2)
√
2πω¯
sρs
+
(
π
2
− π
2
8
− 1
)
1
sρ2s
, (F13)
and the time dependence of the second central momentum:
µ2(t) =
(
2− π
2
)
ω¯ + (1 + ln 2)
√
2πω¯
ln t
. (F14)
Expression for the third central momentum µ3 (t) (91) may be obtained quite analogously.
APPENDIX G: ASYMPTOTIC FORM OF THE DISTRIBUTION FUNCTION AT LARGE TIMES
One can write the large times distribution function (87), after the replacement of the integration variable s→ z =
W (sρeρ)as follows:
φ(ε, t) =
∂
∂t
ψ(ε, t) (G1)
ψ(ε, t) = ρeρ
+i∞+δ∫
−i∞+δ
dz
2πiz2
(1 + z)
∂
∂ε
exp
[
−z + tz
ρ
ez−ρ − 1
ω¯ρ2
z
(
1 +
1
2
z
)]
. (G2)
One can try to calculate the latter integral within the saddle point approximation. The saddle point equation is:
f ′(z) = −1 + tz + 1
ρ
ez−ρ − 1
ω¯ρ2
(z + 1) = 0 .
Assuming |z| ≪ ω¯ρ2 (remind that ωρ2 ≫ 1), we can neglect the third term in the above equation, and to obtain:
zc + 1 = W
(ρ
t
eρ+1
)
.
As we shall see later, the actual values of parameters ρ, t, corresponding to the body of the distribution function, obeys
the inequality ρeρ/t≫ 1, and, therefore, zc ≫ 1. But this leads to the saddle point parameter,
∣∣∣f ′′′(zc)/ [f ′′(zc)]3/2∣∣∣ =∣∣(zc + 3)/(zc + 2)3/2∣∣ ≈ 1, to be of the order of 1, instead of being much less. Let us note, however, that the
function in the exponent in Eq. (G2) may be represented as a sum of two terms, of which the first one, −z +
tz/ρ exp (z − ρ), ensures the function in the integral to have a maximum at z = zc of the width ∼ 1, while the second
one,
(
ω¯ρ2
)−1
z (1 + z/2), may be supposed to be almost constant within this peak, — it varies essentially at scales
∆z ∼ √ω¯ρ ≫ 1 within the actual interval of system’s parameters. Thus, one can replace that second term in the
exponent by its value at some z0 = zc + a, |a| ∼ 1. After this, the integration may be easily performed, returning
back to the initial integration variable s:
ψ(ε, t) ≈ −ρ ∂
∂ρ
exp
{
− 1
ω¯ρ2
W (s0ρeρ)
[
1 +
1
2
W (s0ρeρ)
]} +i∞+δ∫
−i∞+δ
ds
2πis2
est ,
where the last integral is equal to simply t, and, taking into account z0 ≫ 1, s0 = z0/ρ exp (z0 − ρ) ≈ c/t, where
c ∼ 1 will be obtained later. Performing differentiation with respect to t, see Eq. (G2), and neglecting z0/ω¯ρ2 ≪ 1,
we obtain finally:
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φ(ε, t) ≈ −ρ ∂
∂ρ
exp
{
− 1
ω¯ρ2
W
(c
t
ρeρ
) [
1 +
1
2
W
(c
t
ρeρ
)]}
. (G3)
To obtain c, let us calculate χ1(t) = ε¯(t) with the distribution function (G3). We have:
χ1(t) = −
∫
dρ
ρ
φ (ρ, t) ln ρ =
∫
dz ln ρ(z)
∂
∂z
exp
[
− 1
ω¯ρ2(z)
z
(
1 +
1
2
z
)]
ρ(z) = W
(
t
c
zez
)
,
where the replacement of the integration variable ρ→ z =W (cρeρ/t) was done. Assuming ρ≫ 1, one can write, using
W (x) ≈ x− ln x as |x| ≫ 1, that ρ(z) ≈ W (t/c)+z+ln z ≡ ρt+z+ln z (the condition z ∼
√
ω¯ρt ≪ ρt =W (t/c) was
used). In the leading order on
√
ω¯, one can replace ρ(z) within the exponent with ρt, and ln ρ(z)→ ln ρt+(z+ln z)/ρt.
The limits of integration by z are to be set (0,+∞). Then we have:
χ1(t) = − ln ρt −
∞∫
0
dz
z + ln z
ρt
∂
∂z
exp
[
− 1
ω¯ρ2t
z
(
1 +
1
2
z
)]
. (G4)
This latter integral, analogously to one in Eq. (F), may be evaluated as an expansion on small parameter 1/
√
ω¯ρ:
χ1 (t) = − ln ln
(√
2e−1−γ/2
√
ω¯t
c
)
−
√
πω¯
2
+ · · · (G5)
Comparing Eqs.(G5) and (89), one can see, that c = exp (−γ).
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