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Abstract
Similarity measure design on non-overlapped data was carried out, and compared with the case of overlapped data. By the 
application result, it was proved that the conventional similarity measure was not proper to calculate the similarity measure 
of the non-overlapped case. To solve the similarity measure design problem, neighbor data distance was considered to
design the similarity measure of non-overlapped data. Hence different approach to design similarity measure was proposed
and proved with consideration of neighbor information. With the example of artificial data, similarity measure calculation
was carried out. Similarity measure extension to intuitionistic fuzzy sets(IFSs) containing uncertainty named hesitance was
also followed
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1. Introduction
Fuzzy data analysis has been emphasized by numerous researchers [1-4]. Specially, similarity measure
design has been focused on evaluating similarity degree between data sets [4-11], and it was applied to the
pattern recognition and clustering problem or etc.[12,13]. There have been reported two kinds of similarity
design approaches, first one was based on membership function or fuzzy number [7,8] and distance measure [9-
11]. For the design with fuzzy number was rather easy to design because it was only considered fuzzy number,
that is, where and , , and were real numbers [7,8].
However, it was defined only for triangular or trapezoidal fuzzy membership function, hence it was not
applicable to smooth function. It means other shape of membership function such as Gaussian type membership
function was not possible to obtain similarity measure. Whereas similarity measure with distance measure has 
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no limit for the shape of membership function.  
Regardless the similarity measures were proposed by fuzzy number or distance measure, it provided the 
degree of similarity between data sets. Whether it is based on fuzzy number or distance measure, every 
similarity measures were considered for the overlapped data. Even similarity measure was designed with 
distance measure, similarity measure structure should not be based on the same support of universe of 
discourse. Naturally, it cannot guarantee the similarity measure on non-overlapped data. In order to extend the 
similarity measure, design of similarity between non-overlapped data is interesting to study.  
 First step to design of similarity measure on non-overlapped data is to analyze similarity between singletons. 
To get the similarity measure for singleton data, it needs different approach compared with conventional 
approach. For singleton or discrete data without overlapping with other pattern neighbour information was 
considered. By calculation the relation between datum and residual data, similarity measure was formulated. 
Due to the characteristic between datum and residual data, obtained similarity measure on non-overlapping data 
is useful for big data. To get the similarity measure of big data, membership function is required whether it is 
overlapped data or not. Hence, similarity measure design with neighbour information is helpful to provide 
similarity measure for big data.  
In following chapter, preliminary results on similarity were proposed. Similarity measure based on fuzzy 
number and distance measure were introduced, and it was applied to discrete date. Similarity measure for non-
overlapped data was proposed and proved in Chapter 3. To verify the usefulness, artificial data distributions 
were introduced. Calculation comparison was also carried out in the same chapter. Finally, conclusions were 
followed in Chapter 4. 
2. Preliminaries 
Among many similarity measure definitions, following definition is quite common to understand if it is 
designed with the distance measure. Liu suggested axiomatic definition of similarity measure as follows [4].  
 
Definition 2.1 [4] A real function :  is called a similarity measure, if  has the following properties: 
 
(S1) ,  
(S2) ,   
(S3) ,   
(S4) , if , then  and . 
 
where ,  is the universal set,  is the class of all fuzzy sets of ,  is the class of all 
crisp sets of , and  is the complement of . By this definition, numerous similarity measures could be 
derived.  
 
2.1 Similarity measure design via fuzzy number 
 
Another approach to design similarity measure is with fuzzy number, center of gravity, and axiomatic 
definitions of similarity measure. A generalized fuzzy number  was defined as noted in Chapter 1. That is 
expressed by [7,8]. 
 
 
where  and , ,  and    
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It is the typical shape of trapezoidal membership function  of fuzzy number  satisfied the following 
conditions,    and  . If  was satisfied, then it would be natural to satisfy triangular 
type. Four fuzzy number operations were also found in literature [7,8].  
Chen and Chen presented a new method to calculate center of gravity(COG) point of a generalized fuzzy 
number [8]. They derived the new COG calculation method based on the concept of the medium curve. These 
COG points played an important role in the calculation of similarity measure with fuzzy number. In the 
literatures [8], degrees of similarities were derived through fuzzy number which was related with membership 
function, and center of gravity. Chen, Hsieh et. al. and Lee introduced the degree of similarity for trapezoidal or 
triangular fuzzy membership function of  and  as follows [7, 8]: 
 
                                                                        (1) 
                                                                             (2) 
                                                                  (3) 
                                   (4) 
 
where ,  and  were the COG of fuzzy number  and ,  and  were 
expressed by  and  if they were trapezoidal. Traditional center of gravity(COG) was 
defined by  
 
 
 
and  was the membership function of the fuzzy number ,  indicated the membership value of the 
element x in , and generally, . was denoted by one if , and zero if 
. In (4),  was used to determine whether COG distance was considered or not. If  and  
were triangular or trapezoidal fuzzy numbers, then  could be three or four, respectively.   
 
2.2 Similarity measure design with distance measure 
 
In order to design the similarity measure via distance, it is needed to introduce the distance measure [4].   
Hamming distance was commonly used as distance measure between fuzzy sets  and , 
 
 
 
where ,  was the absolute value of .  was the membership function of . 
Following theorem satisfied similarity measure. 
 
Theorem 2.1 For any set , if  satisfies Hamming distance measure, then  
 
                                                    (5) 
     
is the similarity measure between set  and set . Where,  and  are zero and one over the whole 
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universe of discourse. 
 
Proof. Commutativity of (S1) was clear from  itself.  
In order to show the property of (S2),  
 
 
 
 
was obtained. Because  and  are satisfied. Hence, (S2) was satisfied.  
(S3) is rather easy to prove,  
 
 
 
 
It was logical that  satisfied maximal value. Finally, triangular equality is obvious by the definition, 
hence (S4) is also satisfied. Besides Theorem 2.1, numerous similarity measures are possible. Examples of 
similarity measure are illustrated in Theorem 2.2, and its proof is also found in previous result [9-11]. 
 
Theorem 2.2 For any set , if  satisfies Hamming distance measure, then  
 
                                                      (6) 
                                              (7) 
 
Mentioned similarity measures were useful for the continuous data distribution application, because it was 
based on the assumption of continuous membership function that is continuous. Now, it will be checked the 
similarity measure calculation for non-overlapped discrete singleton data. Here non-overlapped data means that 
there are no common supports for different data like Fig. 1. Fig.1.(a) and Fig.1.(b) represent data distribution 
between 6 circles ( ) and 6 diamonds ( ). Two distributions are different distributions even they have same 
amplitude.   
 
  
Fig.1.(a) Data distribution between circle and diamond; (b) Data distribution between circle and diamond                          
 
By calculation of similarity measure (7), each discrete value of discrete values of diamond and circle 
satisfies 
 
 
 
By the non-overlapping characteristics,  is satisfied because of non-overlapping property, 
.  
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Hence,   is satisfied. By the way  has the same value for 
both Fig. 1(a) and Fig. 1(b). Therefore, similarity measures of (5) to (7) cannot guarantee the similarity 
measure for the non-overlapped data distribution. Hence, in order to analyze the degree of similarity between 
distributed singleton or non-overlapped data, another similarity is needed. Basically, two figures are not the 
same data distributions, so they should represent different similarity measure. Furthermore, by heuristic point 
of view, Fig. 1 (a) is seemed to be more similar that Fig.1. (b). However, the calculation output was not 
consistency. It means that (5) to (7) are only efficient for continuous data distribution. Now, another 
similarity measure structure for non-overlapped discrete data distribution is derived in the next chapter.  
3. Non-overlapped data Similarity  
For the design of non-overlapping data, it was considered for the neighbour data information. That is, 
comparison with datum and other data information was considered. It will be also verified through proving the 
proposed formula. Next, let s consider following Theorem. 
 
Theorem 3.1 For singletons , if  satisfied Hamming distance measure, then 
 
                                                                          (8) 
 
is similarity measure between singleton  and . In eq. (8), and satisfy  and 
, respectively. Where  is whole data distribution including  and . 
 
Proof: (S1) is clear by the definition. 
For (S2),  
 
 
 
 
When  satisfies one,  and , hence following result is obtained. 
Whereas  satisfies zero, opposite results are obtained. 
(S3) is clear from definition,  
 
 
 
 
Finally, (S4) , if , then  
 
 
 
 
 
Because is satisfied. Similarly  is also satisfied. 
 
Similarity measure (8) was also designed using distance measure like Hamming distance. However, it is just 
the difference between two variables. As noted in before, conventional measures are not proper for overlapping 
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continuous data distribution.
Next, calculate the similarity measure between circle and diamond with (8).
For Fig.1.a,
0.983
For calculation of Fig.1.b,
0.833
Hence, calculation results represent different values, and it also seems reasonable that the result of Fig. 1(a) is
more similar that Fig. 1(b) by calculation of similarity measure.
3.1 Overlapped Data Discussions
For overlapped data distribution, proposed similarity measures (5), to (7) can guarantee degree of similarity
measure between two singleton data sets and 
That is, by calculation of in Fig. 2 is expressed by (6) and (7)
.
In Fig. 2, similarity measure between is considered with (6). Then, 
similarity measure is given,
                                                 
Fig.2 Overlapped discrete data distribution
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3.2 Similarity measure on IFSs 
From Fig. 2, consider intuitionistic fuzzy sets (IFSs), it has hesitancy besides membership degree and non-
membership degree [14]. IFSs are assumed with maintaining membership function , for diamond data 
distribution represented as  
                                      
 
 
 
Circle distribution has following IFS 
 
 
 
 
 
Here novel similarity measure between IFSs is considered as follows.  
 
Theorem 3.2 Following equation satisfies a similarity measure on IFS(X). 
 
Where  is expressed by the hesitancy distance between two IFSs, that is, 
 
Then, similarity measure has the following explicit formulation. 
                                                            (9) 
Proof: From the definition of references [12, 13], (P1) to (P3), it is clear from (9) itself. And 
 is greater than  and , respectively. Hence, (P4) is 
satisfied. Finally,  and  or,  and , IFSs  and  are complementary each other, 
therefore (P5) is also satisfied. By the above proof, (9) is considered as the similarity measure for IFSs. Then, 
with relation of similarity measure and fuzzy entropy [12,13]
a  
 
                                                           . 
It is obvious that has same similarity value.  
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4. Conclusions 
 
Similarity measure design for non-overlapped and overlapped data was designed and compared. With the 
conventional similarity measure on overlapped data, similarity measure calculation of non-overlapped data was 
calculated. Due to the limited characteristic, it was not compatible to obtain similarity measure. Because 
conventional similarity measure was designed with continuous characteristic, hence similarity measure 
calculation was not possible.  
With the help of neighbour information, another similarity measure was obtained. Similarity measure result 
on non-overlapped data shows reasonable performance. Conventional measure can guarantee to calculate 
similarity measure for overlapped intuitionistic fuzzy data. Overlapped data were extended to intuitionistic 
fuzzy data similarity calculation.  Similarity measure also obtained through the relation of entropy and 
similarity measure. With artificial discrete overlapped data sets, similarity measure calculation for FS and IFSs 
were carried out. The obtained FS results guarantee minimum value of similarity evaluation. Hence, continuous 
research on IFSs provides more useful guidance to analyse ambiguous data such as FS and IFSs.  
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