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Abstract
We prove that every 2-local derivation from the algebra Mn(A)(n > 2) into its
bimoduleMn(M) is a derivation, where A is a unital Banach algebra andM is a unital
A-bimodule such that each Jordan derivation from A intoM is an inner derivation, and
that every 2-local derivation on a C*-algebra with a faithful traceable representation
is a derivation. We also characterize local and 2-local Lie derivations on some algebras
such as von Neumann algebras, nest algebras, Jiang-Su algebra and UHF algebras.
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1 Introduction
Let A be a Banach algebra andM an A-bimodule. We recall that a linear map D :
A → M is called a derivation if D(ab) = D(a)b + aD(b) for all a, b ∈ A, and a linear
map D : A →M is called a Jordan derivation if D(a2) = D(a)a+ aD(a) for all a ∈ A.
A derivation Da defined by Da(x) = ax−xa for all x ∈ A is called an inner derivation,
where a is a fixed element in M.
In [17], R. Kadison introduces the concept of local derivation in the following sense:
a linear mapping T from A intoM such that for every a ∈ A, there exists a derivation
Da : A → X , depending on a, satisfying T (a) = Da(a). Also in [17], the author proves
∗Corresponding author. E-mail address: 15121034934@163.com
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that each continuous local derivation from a von Neumann algebra into its dual Banach
module is a derivation. B. Jonson [16] extends the above result by proving that every
local derivation from a C*-algebra into its Banach bimodule is a derivation. Based
on these results, many authors have studied local derivations on operator algebras, for
example, see in [12, 14, 19, 27].
In [28] P. Sˇemrl introduces the concept of 2-local derivations. Recall that a map
∆ : A → M (not necessarily linear) is called a 2-local derivation if for each a, b ∈ A,
there exists a derivation Da,b : A → M such that ∆(a) = Da,b(a) and ∆(b) = Da,b(b).
Moreover, the author proves that every 2-local derivation on B(H) is a derivation.
In [18] S. Kim and J. Kim give a short proof of that every 2-local derivation on the
algebra Mn(C) is a derivation. Later J. Zhang and H. Li [30] extend the above result
for arbitrary symmetric digraph matrix algebras and construct an example of 2-local
derivation which is not a derivation on the algebra of all upper triangular complex 2×2
matrices.
In [2], S. Ayupov and K. Kudaybergenov suggest a new technique and prove that
every 2-local derivation on B(H) is a derivation for arbitrary Hilbert space H. Then
they consider the cases for several kinds of von Neumann algebras in succession in
[3, 4, 5], and finally prove that any 2-local derivation on arbitrary von Neumann algebra
is a derivation. Quite recently, in [6] the authors study the case for matrix algebras
over unital semiprime Banach algebras, and prove that every 2-local derivation on the
algebra M2n(A), n ≥ 2, is a derivation, where A is a unital semiprime Banach algebra
with the inner derivation property.
In Section 2, we improve the above result([6, Theorem 2.1]) for arbitrary n > 2.
More specifically, we prove that if A is a unital Banach algebra and M is a unital A-
bimodule such that each Jordan derivation from A intoM is an inner derivation, then
each 2-local derivation ∆ from Mn(A)(n > 2) into Mn(M) is a derivation. Moreover,
if we only consider the case M = A, then the assumption of innerness can be relaxed
to spatial innerness. That is, if A is a unital Banach algebra such that each Jordan
derivation on A is a derivation and for each derivation D on A, there exists an element
a in B such that D(x) = [a, x] for all x ∈ A, where B is an algebra containing A, then
each 2-local derivation on Mn(A)(n > 2) is a derivation. Based on these, we obtain
some applications. We also prove that every 2-local derivation on a C*-algebra with a
faithful traceable representation is a derivation.
Recall that a linear map ϕ : A → A is called a Lie derivation if ϕ[a, b] = [ϕ(a), b] +
[a, ϕ(b)], for all a, b ∈ A, where [a, b] = ab−ba is the usual Lie product. A Lie derivation
ϕ is said to be standard if it can be decomposed as ϕ = D+ τ , where D is a derivation
on A and τ is a linear map from A into the center of A such that τ [a, b] = 0 for all
a, b ∈ A.
It is natural to ask under which conditions each Lie derivation is standard. This
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problem has been studied by many authors. M. Mathieu and A. Villena [26] prove
that each Lie derivation on a C*-algebra is standard. W. Cheung [10] characterizes
Lie derivations on triangular algebras. F. Lu [24] proves that each Lie derivation on a
CDCSL(completely distributed commutative subspace lattice) algebra is standard.
Obviously, one can define local and 2-local Lie derivations in a similar way as the
local and 2-local derivations. In [9], L. Chen, F. Lu and T. Wang prove that every local
Lie derivation on B(X) is a Lie derivation, where X is a Banach space of dimension
exceeding 2. Also in this paper [9], the authors characterize 2-local Lie derivations on
B(X). Later, L. Chen, and F. Lu [8] prove that every local Lie derivation from a nest
algebra algN into B(H) is a Lie derivation, where N is a nest on the Hilbert space H.
Quite recently, L. Liu [21] characterizes 2-local Lie derivations on a semi-finite factor
von Neumann algebra with dimension greater than 4.
In Section 3, we study local and 2-local Lie derivations on some algebras by using
a new technique. On the algebras including factor von Neumann algebras, finite von
Neumann algebras, nest algebras, UHF(uniformly hyperfinite) algebras, and the Jiang-
Su algebra, we prove that every local Lie derivation is a Lie derivation. On the algebras
including factor von Neumann algebras, UHF algebras, and the Jiang-Su algebra, we
prove that every 2-local Lie derivation is a Lie derivation. Besides, for a finite von
Neumann algebra A which is not a factor, we construct an example of 2-local Lie
derivation but not a Lie derivation on A.
2 2-Local derivations
Through this paper, we denote by Mn(A) the set of all matrices (xi,j)n×n, where
xi,j ∈ A. Clearly, if A is a Banach algebra, then so is Mn(A), and if M is an A-
bimodule, then Mn(M) is also an Mn(A)-bimodule.
Theorem 2.1. Let A be a unital Banach algebra andM be a unital A-bimodule. If each
Jordan derivation from A into M is an inner derivation, then each 2-local derivation
∆ from Mn(A)(n > 2) into Mn(M) is a derivation.
Let {ei,j}ni,j=1 be the system of matrix units inMn(A) and denote by span{ei,j}
n
i,j=1
the linear span of the set {ei,j}
n
i,j=1. Besides, we denote the subalgebra of all diagonal
matrices in Mn(A) by Dn(A).
To prove Theorem 2.1, we need several lemmas. Firstly, we give the following two
lemmas. Since the proofs are completely similar as the proofs of Lemma 2.2 and Lemma
2.9 in [6], we omit it.
Lemma 2.2. Let A be a unital Banach algebra and M be a unital A-bimodule. If each
derivation from A into M is an inner derivation, then each derivation from Mn(A)
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into Mn(M) is also an inner derivation.
Lemma 2.3. Let A be a unital Banach algebra and M be a unital A-bimodule. If
each Jordan derivation from A into M is an inner derivation, then for each 2-local
derivation ∆ from Mn(A)(n > 2) into Mn(M), there exists an element a ∈ Mn(M)
such that ∆|Dn(A) = Da|Dn(A) and ∆|span{ei,j}ni,j=1 = Da|span{ei,j}ni,j=1 .
In following Lemmas 2.4-2.7, the conditions of Theorem 2.1 hold. We consider a 2-
local derivation δ from Mn(A) into Mn(M) such that δ|Dn(A) = 0 and δ|span{ei,j}ni,j=1 =
0.
In addition, from the definition, it is easy to see that δ is homogeneous, i.e. δ(λx) =
λδ(x), for each x ∈Mn(A) and λ ∈ C. Thus, if necessary, we can assume that ‖xi,j‖ < 1,
and so e+ xi,j is invertible in A, where 1 ≤ i, j ≤ n, xi,j is the (i, j)− entry of x and e
is the unit of A.
For each x = (xi,j)n×n ∈Mn(A) , we denote by x̂i,j the matrix in Mn(A) such that
the (i, j)− entry is xi,j and the others are zero, i.e.
x̂i,j = ei,ixej,j =


0 . . . 0 . . . 0
...
...
...
0 . . . xi,j . . . 0
...
...
...
0 . . . 0 . . . 0


Lemma 2.4. For all x ∈Mn(A), [δ(x)]i,i = 0, i = 1, 2, · · ·, n.
Proof. Let y = ei,i+ x̂i,i. By lemma 2.2, there exists an element a in Mn(M) such that
δ(x) = [a, x], δ(y) = [a, y]. Since y ∈ Dn(A), we have δ(y) = 0. For any k 6= i,
0 = [δ(y)]i,k = [a, y]i,k =
n∑
j=1
(ai,jyj,k − yi,jaj,k) = −yi,iai,k = −(e+ xi,i)ai,k.
Since e + xi,i is invertible, it follows that ai,k = 0. Similarly, ak,i = 0, for any k 6= i.
Now we can obtain
[δ(x)]i,i = [a, x]i,i =
n∑
k=1
(ai,kxk,i − xi,kak,i) = [ai,i, xi,i] = [a, y]i,i = 0.
The proof is complete.
Lemma 2.5. For each x ∈Mn(A), let
y =


0 . . . x1,j . . . 0
...
...
...
xi,1 . . . xi,j . . . xi,n
...
...
...
0 . . . xn,j . . . 0


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i.e. y =
∑n
k=1(x̂i,k + x̂k,j)− x̂i,j. Then [δ(x)]i,j = [δ(y)]i,j .
Proof. Take an element a from Mn(M) such that δ(x) = [a, x], and δ(y) = [a, y]. It is
easy to verify the above result by direct calculation.
Lemma 2.6. For all x ∈Mn(A), [δ(x)]i,j = [δ(x̂i,j)]i,j , whenever i 6= j.
Proof. Let
y =
n∑
k=1
(x̂i,k + x̂k,j)− x̂i,j.
By Lemma 2.5, [δ(x)]i,j = [δ(y)]i,j . Let s 6= i, and z = y − x̂s,j + es,i, i.e.
z =


0 . . . 0 . . . x1,j . . . 0
...
...
...
...
xi,1 . . . xi,i . . . xi,j . . . xi,n
...
...
...
...
0 . . . e . . . 0 . . . 0
...
...
...
...
0 . . . 0 . . . xn,j . . . 0


Take an element a in Mn(M) such that δ(y) = [a, y], δ(z) = [a, z]. Then
[δ(y)]i,i − [δ(z)]i,i = [a, y − z]i,i = [a, x̂s,j − es,i]i,i = −ai,s.
By Lemma 2.4, [δ(y)]i,i = [δ(z)]i,i = 0, and so ai,s = 0. Thus
[δ(y)]i,j − [δ(z)]i,j = [a, y − z]i,j = [a, x̂s,j − es,i]i,j = ai,sxs,j = 0,
i.e. [δ(y)]i,j = [δ(z)]i,j . Let
w = z − es,i =


0 . . . 0 . . . x1,j . . . 0
...
...
...
...
xi,1 . . . xi,i . . . xi,j . . . xi,n
...
...
...
...
0 . . . 0 . . . 0 . . . 0
...
...
...
...
0 . . . 0 . . . xn,j . . . 0


again by Lemma 2.5, we have [δ(z)]i,j = [δ(w)]i,j . Now we have [δ(y)]i,j = [δ(y−x̂s,j)]i,j.
Repeating the above steps, we can obtain that [δ(y)]i,j = [δ(u)]i,j , where
u =
n∑
k=1
x̂i,k =


0 . . . 0 . . . 0
...
...
...
xi,1 . . . xi,j . . . xi,n
...
...
...
0 . . . 0 . . . 0


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Similarly, we can show that
[δ(u)]i,j = [δ(u − x̂i,s + ej,s)]i,j = [δ(u − x̂i,s)]i,j , fors 6= j.
It follows that [δ(u)]i,j = [δ(x̂i,j)]i,j by taking other indexes successively. Hence
[δ(x)]i,j = [δ(y)]i,j = [δ(u)]i,j = [δ(x̂i,j)]i,j .
The proof is complete.
Lemma 2.7. For all x ∈Mn(A), [δ(x)]i,j = 0, whenever i 6= j.
Proof. Assume that i < j. Let
v =
n−1∑
k=1
ek+1,k =


0
e 0
0 e 0
...
. . .
. . .
0 . . . e 0


It is not difficult to check that every matrix a in Mn(M) commuting with v satisfies
the following properties:
ak,k = as,s, ak,s = 0, whenever k < s.
Let y be a matrix inMn(A) such that yi,i = e+xi,j, yi,j = xi,j and the other entries of y
are all zero. Take an element a fromMn(M) such that δ(y) = [a, y], δ(v) = [a, v]. Since
v ∈ span{ei,j}
n
i,j=1, δ(v) = [a, v] = 0. Thus ai,i = aj,j, and ai,j = 0. Since yj,i = 0, by
Lemma 2.6, [δ(y)]j,i = 0. Then
0 = [δ(y)]j,i = [a, y]j,i = aj,iyi,i = aj,i(e+ xi,j).
Since e+ xi,j is invertible, it implies that aj,i = 0. Thus
[δ(y)]i,i = [a, y]i,i = ai,iyi,i − yi,iai,i − yi,jaj,i = ai,ixi,j − xi,jai,i.
Therefore
[δ(y)]i,j = [a, y]i,j = ai,iyi,j − yi,iai,j − yi,jaj,j = ai,ixi,j − xi,jai,i = [δ(y)]i,i = 0.
Again by Lemma 2.6,
[δ(x)]i,j = [δ(y)]i,j = 0.
Similarly we can show that [δ(x)]i,j = 0 if i > j. The proof is complete.
Now we are in position to prove Theorem 2.1.
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Proof of Theorem 2.1. According to Lemma 2.3, there exists a derivation Da such
that ∆|Dn(A) = Da|Dn(A) and ∆|span{ei,j}ni,j=1 = Da|span{ei,j}ni,j=1 . Let δ = ∆ − Da.
Then by Lemmas 2.4 and 2.7, we have δ = 0, i.e. ∆ = Da. It follows that ∆ is a
derivation.
The following corollaries are some specific examples for applying Theoerm 2.1.
Corollary 2.8. Let A be a unital commutative C*-algebra and M be a unital A-
bimodule. Then each 2-local derivation from Mn(A)(n > 2) into Mn(M
∗) is a deriva-
tion.
Proof. Since M is a unital A-bimodule, so is M∗. We know A is amenable, that is
each derivation from A into M∗ is an inner derivation [29]. Besides, there is a classic
result that each Jordan derivation from a C*-algebra into its bimodule is a derivation
(see [15]). By Theorem 2.1, the proof is complete.
Corollary 2.9. Let A be a C*-algebra. Then each 2-local derivation from Mn(A)(n >
2) into Mn(A
∗) is a derivation.
Proof. Every C*-algebra A is weakly amenable, that is, each derivation from A into
A∗ is an inner derivation [29]. By Theorem 2.1, the proof is complete.
Corollary 2.10. Each 2-local derivation on the matrix algebra Mn(A)(n > 2) is a
derivation, if the algebra A satisfies one of the following conditions:
(1) A = algL, where L is a subspace lattice on a Hilbert space H with the property that
0+ 6= 0 or H− 6= H;
(2) A = alg(N1
⊗
N2
⊗
· · ·
⊗
Nn), where each Ni is a nest, i = 1, 2, · · ·, n.
Proof. (1) According to [22, Theorem 2.1], each Jordan derivation on A is a derivation.
And see in [20] , each derivation on A is an inner derivation. (2) It is known that
N1
⊗
N2
⊗
· · ·
⊗
Nn is still a CSL, so Jordan derivations on A are derivations [23]. In
[13], F. Gilfeather, A. Hopenwasser and D. Larson prove that the cohomology vanishes
for CSL algebras whose lattices are generated by finite independent nests. Applying
this result, we immediately obtain that derivations on A are inner derivations. By
Theorem 2.1, the proof is complete.
Corollary 2.11. Let A be a nest algebra of infinite multiplicity. Then each 2-local
derivation on A is a derivation.
Proof. SinceA is of infinite multiplicity, it is isomorphic toMn(B) for some nest algebra
B and some integer n > 2. It is known that each derivation on nest algebras is an inner
derivation [11]. By Theorem 2.1, the proof is complete.
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Lemma 2.12. Let A =
⊕∞
i=1Ai be a Banach algebra with the inner derivation prop-
erty, i.e. all derivations on A are inner derivations. If each 2-local derivation on Ai is
a derivation for any i ∈ N, then each 2-local derivation on A is also a derivation.
Proof. We only consider the case A = A1
⊕
A2. For a 2-local derivation δ on A, denote
by δi the restriction of δ in Ai, i = 1, 2. One can easily verify that δ(ai) = δi(ai) ∈ Ai
for each ai ∈ Ai, moreover, δi is a 2-local derivation on Ai, and thus a derivation.
For each a ∈ A, we write a = a1+a2, where ai ∈ Ai, i = 1, 2. By the definition of 2-
local derivation, there exists an element x ∈ A such that δ(a) = [a, x] = [a1, x1]+[a2, x2]
and δ(a1) = [a1, x] = [a1, x1]. Similarly, there exists an element y ∈ A such that
δ(a) = [a, y] = [a1, y1] + [a2, y2] and δ(a2) = [a2, y] = [a2, y2]. So we can obtain
δ(a) = δ(a1) + [a2, x2] = [a1, y1] + δ(a2).
It follows that δ(a1) = [a1, y1], δ(a2) = [a2, x2] and thus δ(a) = δ(a1) + δ(a2). Hence δ
is linear. Moreover, we can obtain
δ(ab) = δ(a1b1 + a2b2)
= δ(a1b1) + δ(a2b2)
= δ(a1)b1 + a1δ(b1) + δ(a2)b2 + a2δ(b2)
= (δ(a1) + δ(a2))(b1 + b2) + (a1 + a2)(δ(b1) + δ(b2))
= δ(a)b + aδ(b)
Hence δ is a derivation on A. The proof is complete.
Corollary 2.13. Let A be a von Neumann algebra without direct summand of type I1
and I2. Then each 2-local derivation on A is a derivation.
Proof. It is well known that A =
⊕∞
i=1Ai, where each Ai is isomorphic to a matrix
algebra Mn(B) for some von Neumann algebra B and some integer n > 2. By Theorem
2.1 and Lemma 2.12, the result follows.
Remark 2.14. In [4] and [5], the authors show that each 2-local derivation on a von
Neumann algebra is a derivation in other ways. By comparison, our proof is more
simple. However, we can not handle the case for type I2. In addition, for the case of
type I1, the result is trival, since each derivation on an abelian von Neumann algebra
is zero.
Corollary 2.15. Let A be a unital algebra with the inner derivation property and n ≥ 6
be a positive integer but not a prime number. Then each 2-local derivation on the matrix
algebra Mn(A) is a derivation.
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Proof. Suppose n = rt, where r > 2 and t > 1. Then Mn(A) is isomorphic to
Mr(Mt(A)). In [1], the author proves that each Jordan derivation on Mt(A)(t > 1) is
a derivation. By Theorem 2.1, the proof is complete.
Through the same technique with the proof of Theorem 2.1, we can show the fol-
lowing theorem.
Theorem 2.16. Let A be a unital Banach algebra such that:
(1) each Jordan derivation on A is a derivation;
(2) for each derivation D on A, there exists an element a in B such that D(x) = [a, x]
for all x ∈ A, where B is an algebra containing A.
Then each 2-local derivation on Mn(A)(n > 2) is a derivation.
Corollary 2.17. Let A be a C*-algebra. Then each 2-local derivation on Mn(A)(n > 2)
is a derivation.
Let A be a C*-algebra, pi a representation of A, and M the von Neumann algebra
generated by pi(A). Then pi is said to be a traceable representation if there exists a
faithful normal trace τ onM+ such that pi(A)
⋂
Mτ is weakly dense inM, whereMτ
denotes the span of the set {M ∈ M+ : τ(M) <∞}. Especially, a finite representation
pi(i.e. the von Neumann algebra generated by pi(A) is finite) can be regarded as a
specific traceable representation.
Theorem 2.18. Let A be a C*-algebra with a faithful traceable representation pi. Then
each 2-local derivation on A is a derivation.
Proof. LetM be the von Neumann algebra generated by pi(A), and τ a faithful normal
trace on M+ such that Aτ is weakly dense in M, where Aτ denotes pi(A)
⋂
Mτ . It is
known that Mτ is a two-side ideal of M, thus Aτ is also a two-side ideal of pi(A).
For a 2-local derivation ∆ on A, define δ = pi◦∆◦pi−1. Then δ is a 2-local derivation
on pi(A). For each x ∈ pi(A) and y ∈ Aτ , there exists an element m ∈ M such that
δ(x) = [m,x] and δ(y) = [m, y]. Hence
τ(δ(x)y) = τ((mx− xm)y) = τ(mxy)− τ(xmy)
= τ(xym)− τ(xmy) = τ(x(ym−my))
= −τ(xδ(y)).
For each a, b ∈ pi(A) and x ∈ Aτ , we have
τ(δ(a + b)x) = −τ((a+ b)δ(x)) = −τ(aδ(x)) − τ(bδ(x))
= τ(δ(a)x) + τ(δ(b)x)
= τ((δ(a) + δ(b))x).
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It means that τ(ux) = 0 for any x ∈ Aτ , where u denotes δ(a + b) − δ(a) − δ(b). For
any y ∈ Aτ , by taking x = yy
∗u∗, we obtain τ(uyy∗u∗) = 0. Since τ is faithful and Aτ
is weakly dense, we have uy = 0 and thus u = 0.
Hence δ is additive, and thus a local derivation, moreover, a derivation. It follows
that ∆ = pi−1 ◦ δ ◦ pi is a derivation on A. The proof is complete.
As direct applications of the above theorem, we have the following corollaries.
Corollary 2.19. Each 2-local derivation on a UHF C*-algebra is a derivation.
Corollary 2.20. Each 2-local derivation on the Jiang-Su algebra is a derivation.
3 Local and 2-local Lie derivations
In this section, we study local and 2-local Lie derivations on some algebras. The
main results are as follows.
Theorem 3.1. Let B be a Banach algebra over C satisfying the following conditions:
(1) each Lie derivation on B is standard;
(2) each derivation on B is inner;
(3) each local derivation on B is a derivation;
(4) every nonzero element in Z(B)(the center of B) can not be written in the form∑n
i=1[Ai, Bi], where Ai, Bi ∈ B.
Then each local Lie derivation ϕ on B is a Lie derivation.
Proof. By the definition of local Lie derivation, for any A ∈ B, there exists a Lie
derivation ϕA such that ϕA(A) = ϕ(A). Since ϕA is standard, ϕA = δA + τA, where δA
is a derivation and τA is a linear mapping from B into Z(B) such that τA[X,Y ] = 0,
for all X,Y ∈ B. Thus
ϕ(A) = δA(A) + τA(A) = [A,TA] + τA(A)
for some TA ∈ B, which means that ϕ has a decomposition at each point. In the
following we prove that the decomposition is unique. Suppose
ϕ(A) = δ
′
A(A) + τ
′
A(A) = [A,T
′
A] + τ
′
A(A).
Then
[A,TA] + τA(A) = [A,T
′
A] + τ
′
A(A).
Thus
[A,TA]− [A,T
′
A] = τ
′
A(A)− τA(A).
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Since every nonzero element in Z(B) can not be written in the form
∑n
i=1[Ai, Bi], we
obtain
[A,TA]− [A,T
′
A] = τ
′
A(A)− τA(A) = 0,
and so
δA(A) = δ
′
A(A), τA(A) = τ
′
A(A).
Now we can define
δ(A) = δA(A) = [A,TA] and τ(A) = τA(A),
for every A ∈ B. We shall prove δ and τ are linear. For all A,B ∈ B, since
ϕ(A+B) = ϕ(A) + ϕ(B),
we obtain that
[A,TA] + [B,TB ]− [A+B,TA+B] = τ(A+B)− τ(A)− τ(B).
Hence
[A+B,TA+B ] = [A,TA] + [B,TB ], τ(A+B) = τ(A) + τ(B).
It means that δ and τ are additive. Similarly, we can prove that δ and τ are homoge-
neous, and so linear. Hence δ is a local derivation, by assumption, a derivation, and τ
is a linear mapping from B into Z(B) such that τ [X,Y ] = 0, for all X,Y ∈ B. It follows
that ϕ is a Lie derivation. The proof is complete.
Corollary 3.2. Each local Lie derivation on a factor von Neumann algebra M is a
Lie derivation.
Proof. It is known that every element inM can be written in the form λI+
∑n
i=1[Ai, Bi],
where λ ∈ C and Ai, Bi ∈ M(see, [7]). If the unit I can not be written in the form∑n
i=1[Ai, Bi], where Ai, Bi ∈ M, then by Theorem 3.1, the result follows. Otherwise,
every element in M has the form
∑n
i=1[Ai, Bi]. Hence each Lie derivation is a deriva-
tions, so every local Lie derivation is a Lie derivation.
The following result is proved in [8]. We show it by Theorem 3.1 as an alternative
method.
Corollary 3.3. Each local Lie derivation on a nest algebra A = algN is a Lie deriva-
tion.
Proof. If A is of infinite multiplicity, then every A ∈ A has the form
∑n
i=1[Ai, Bi],
where Ai, Bi ∈ A([25, Theorem 4.7]). In this case, all Lie derivations are derivations,
and so the result is trival.
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Otherwise, supposeA is not of infinite multiplicity. Then N has a finite-dimensional
atom P . It is known that A satisfies the conditions (1) to (3) of Theorem 3.1(see in
[24, 11, 14]), so it is sufficient to check the condition (4). We know Z(A) = CI. Assume
that the unit I can be written in the form
∑n
i=1[Ai, Bi]. It is known that the linear
map σ : A → PAP defined by σ(A) = PAP for all A ∈ A is a homomorphism. So we
have
P = PIP =
n∑
i=1
P [Ai, Bi]P =
n∑
i=1
[σ(Ai), σ(Bi)].
It follows that there is no trace on PAP , which contradicts that PAP has finite di-
mension. Therefore I can not be written in the form
∑n
i=1[Ai, Bi]. The proof is
complete.
Theorem 3.4. Let B be an algebra over C satisfying the following conditions:
(1) each Lie derivation on B is standard;
(2) each derivation on B is inner;
(3) each local derivation on B is a derivation;
(4) there exists a center-valued trace on B.
Then each local Lie derivation ϕ on B is a Lie derivation.
Proof. Since there exists a center-valued trace on B, every nonzero element in Z(B)
can not be written in the form
∑n
i=1[Ai, Bi], where Ai, Bi ∈ B. By Theorem 3.1, the
result follows.
Corollary 3.5. Each local Lie derivation on a finite von Neumann algebra M is a Lie
derivation.
Proof. Since M is finite, there exists a central valued trace on M. By Theorem 3.4,
the result follows.
Remark 3.6. For a properly infinite von Neumann algebra M, since every element
in M has the form
∑n
i=1[Ai, Bi], where Ai, Bi ∈ M(see, [7]), all Lie derivations are
derivations, so every local Lie derivation is a Lie derivation.
Also as applications of Theorem 3.4, we can immediately obtain the following two
corollaries.
Corollary 3.7. Each local Lie derivation on a UHF C*-algebra A is a Lie derivation.
Corollary 3.8. Each local Lie derivation on the Jiang-Su algebra Z is a Lie derivation.
Theorem 3.9. Let B be an algebra over C satisfying the following conditions:
(1) each Lie derivation on B is standard;
(2) each derivation on B is inner;
(3) each 2-local derivation on B is a derivation;
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(4) Z(B) = CI, where Z(B) is the center of B;
(5) every element in B can be written in the form λI +
∑n
i=1[Ai, Bi], where λ ∈ C and
Ai, Bi ∈ B.
Then each 2-local Lie derivation ϕ on B is a Lie derivation.
Proof. Similarly with the foregoing discussion, if I can be written in the form
∑n
i=1[Ai, Bi],
then the result is trival. We assume that I can not be written in the form
∑n
i=1[Ai, Bi].
In this case, we have proved that ϕ has a unique decomposition at each point A in B,
i.e.
ϕ(A) = ϕA(A) = δA(A) + τA(A),
where ϕA is a Lie derivation, δA is a derivation and τA is a linear mapping from B into
Z(B) such that τA[X,Y ] = 0, for all X,Y ∈ B. Similarly we can define
δ(A) = δA(A) and τ(A) = τA(A),
for all A ∈ B. Now it is sufficient to show that δ is a derivation and τ is linear. Given
A and B in B, there exists a Lie derivation ϕA,B such that
ϕ(A) = ϕA,B(A) = δA,B(A) + τA,B(A),
and
ϕ(B) = ϕA,B(B) = δA,B(B) + τA,B(B),
where δA,B + τA,B is the standard decomposition of ϕA,B . By the uniqueness of the
decomposition, δ(A) = δA,B(A) and δ(B) = δA,B(B). Hence δ is a 2-local derivation
and thus a derivation. Now Our task is to show that τ is linear. It is easy to see that
ϕ is homogeneous, and so is τ . If both A and B have the form
∑n
i=1[Ai, Bi], then the
equation τ(A+B) = τ(A)+ τ(B) is trival. Otherwise, suppose A = λI+
∑n
i=1[Ai, Bi],
where λ 6= 0. Take a Lie derivation ϕA,A+B such that
ϕ(A) = ϕA,A+B(A) = δA,A+B(A) + τA,A+B(A),
and
ϕ(A+B) = ϕA,A+B(A+B) = δA,A+B(A+B) + τA,A+B(A+B),
where δA,A+B + τA,A+B is the standard decomposition of ϕA,A+B. From
τ(A) = τA,B(A) = τA,A+B(A),
we have τA,B(I) = τA,A+B(I), and thus
τA,B(B) = τA,A+B(B).
Now we can obtain that
τ(A+B) = τA,A+B(A+B) = τA,A+B(A) + τA,A+B(B)
= τ(A) + τA,B(B) = τ(A) + τ(B).
Hence τ is additive, and so linear. The proof is complete.
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Directly applying the above theorem, we can obtain the following corollaries.
Corollary 3.10. Each 2-local Lie derivation on the Jiang-Su algebra is a Lie deriva-
tion.
Corollary 3.11. Each 2-local Lie derivation on a UHF C*-algebra is a Lie derivation.
Corollary 3.12. Each 2-local Lie derivation on a factor von Neumann algebra is a Lie
derivation.
Example 3.13. If M is a finite von Neumann algebra but not a factor, then there
exists a 2-local Lie derivation on M but not a Lie derivation.
Proof. There exist a center-valued trace τ on M and a non-trival central projection P
in M. Suppose the Hilbert space that M acts on is H. Take two unital vectors x and
y in PH and (I − P )H, respectively. For each element M ∈ M, denote < τ(M)x, x >
and < τ(M)y, y > by xM and yM , respectively.
Define a functional f on M by follows: f(M) equals to
x2M
yM
if yM 6= 0, else 0,
and define a mapping δ from M into Z(M) by δ(M) = f(M)P . Obviously, δ is not
linear and thus not a Lie derivation. Now we only need to check that δ is a 2-local Lie
derivation, i.e. for each A,B in M, there exists a Lie derivation φ on M such that
φ(A) = δ(A) and φ(B) = δ(B).
case1 xAyB 6= xByA.
Take
φ(M) =
(f(A)yB − f(B)yA)xM + (f(B)xA − f(A)xB)yM
xAyB − xByA
P.
It is not difficult to check that φ is a linear mapping fromM into Z(M) and φ([X,Y ]) =
0 for all X,Y in M. Hence φ is a Lie derivation. Moreover, φ(A) = δ(A) and φ(B) =
δ(B).
case2 xAyB = xByA.
If both yA and yB are zero, then it is sufficient to take φ ≡ 0. Otherwise, without
loss of generality, we may assume yA 6= 0, then take φ(M) =
xAxM
yA
P . One can easily
check that φ is a Lie derivation and φ(A) = δ(A). If yB = 0, then xB =
xAyB
yA
= 0 and
φ(B) = 0 = δ(B). If yB 6= 0, then φ(B) =
xAxB
yA
P =
x2
B
yB
P = δ(B).
The proof is complete.
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