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Abstract
Quartic non-polynomial splines are used to develop a new numerical method for computing approxima-
tions to the solution of a system of third-order boundary-value problems associated with obstacle, unilateral,
and contact problems. It is shown that the new method gives approximations, which are better than those
produced by other collocation, finite-difference, and spline methods. Convergence analysis of the method
is discussed through standard procedures. A numerical example is given to illustrate the applicability and
efficiency of the novel method.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, the focus is on the development of a novel method to obtain smooth approxima-
tions to the solution of a system of third-order boundary-value problems of the type (1.1) given as
y′′′ =
⎧⎨
⎩
f (x), a  x < c,
g(x)y(x) + f (x) + r, c x < d,
f (x), d  x  b,
(1.1)
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y(a) = A1, y′(a) = B1 and y′(b) = B2, (1.2)
and the continuity conditions of y and y′ at c and d . Here f and g are continuous functions
on [a, b]. The parameters A1, B1, B2 and r are real finite constants. The wide class of odd-order
obstacle boundary-value problem of unrelated obstacle, moving, free, contact and equilibrium
problems arising in transportation, economics, and optimization can be studied via the gen-
eral variational inequality approach and has important applications in other branches of pure
and applied sciences (see for example Baiocchi and Capelo [6], Boersma and Molenaar [7],
Cottle, Giannessi and Lions [8], Cranck [9], Dunbar [10], Giannessi [12] and Lewy and Stam-
pacchia [13]). One of the most interesting and difficult problems in this theory is the development
of an efficient and implementable method for solving variational inequalities. Several techniques
including projection method, Wiener–Hopf equations, auxiliary principle, and penalty methods
have been suggested and analyzed for solving various classes of variational inequalities. It is
well known that penalty methods are not efficient due to their inherent instabilities; also, in the
implementation of projection type of methods one has to find the projection, which is a difficult
problem. In general it is not possible to obtain the analytical solution of system (1.1)–(1.2) for
arbitrary choices of f (x) and g(x). Consequently, we usually resort to some numerical methods
for obtaining an approximate solution to the system (1.1)–(1.2). Al-Said and Noor [1] have used
cubic spline functions to solve a special form of the system (1.1)–(1.2), namely
y′′′ =
⎧⎪⎨
⎪⎩
0, 0 x  14 ,
y(x) − 1, 14  x  34 ,
0, 34  x  1,
with boundary conditions
y(0) = 0, y′(0) = 0 and y′(1) = 0, (1.3)
and the continuity conditions of y and y′ at x = 14 and 34 .
Before this, Noor and Khalifa [16], Al-Said, Noor and Khalifa [2], Al-Said [3,4], Al-Said,
Noor and Rassias [5] and Noor and Al-Said [14,15] have developed first-, second-order meth-
ods for solving the system (1.1)–(1.2). More recently Feng Gao and Chun-Mei Chi [11] have
converted the boundary-value problem into initial-value problem and then used quartic B-splines
to develop the numerical method. Siraj-ul-Islam et al. [17–20] have developed non-polynomial
splines based methods for the solution of second-, third-, fourth- and fifth-order boundary-value
problems. The method in [18] is developed at full nodal points and produces fourth-order accu-
rate solution for third-order boundary value. When applied to obstacle problems, performance
of the method is badly affected at breakup points of the domain set [a, b]. The results of the
method [18] are marginally better than the existing spline based schemes [1,11,14,16] and finite-
difference methods like [2,4,5,15]. Although the method [18] shows some improvement over the
existing methods but still it lags behind the theoretical convergence. The performances of the
method [18] and the methods mentioned earlier have a serious drawback in the accuracy regard-
less of the orders of convergence of the method being used. The reason for this failure is that
the maximum error lies around the breakup points c = 3a+b4 and d = a+3b4 of the interval [a, b]
where solution satisfies extra conditions. Similar observations were reported by Al-Said [3] and
Al-Said et al. [5]. Most of the available methods are not suitable for the approximate solution of
the problems of type (1.1)–(1.2). To overcome this difficulty, Al-Said, Noor and Rassias [5] have
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gives numerical results better than those produced by first- and third-order methods [2,16]. After
this, Al-Said [3] has developed a second-order finite-difference method at mid knots showing
improvement over the methods reported earlier. Motivated by this work, a new method at mid
knots based on quartic non-polynomial spline functions is proposed in the next section. The new
method is of order two for arbitrary values of the parameters. The novel method gives better re-
sults than the fourth-order method [18] and all the available methods reported earlier. Numerical
results of the new method when applied to the system of the type (1.1) are as accurate as the
theory predicted.
In the present investigation, quartic non-polynomial spline functions space T4 = span{1, x,
x2, coskx, sin kx}, consisting of polynomial and trigonometric parts is used to develop a new
numerical method for solution of the system of type (1.1)–(1.2). The new method is of order two
for arbitrary α and β such that α + β = 1/2 (where α and β are explained in the next sections).
Frequency k of the trigonometric part can be real or pure imaginary and will be used to raise the
accuracy of the method. Thus in each subinterval xi  x  xi+1, we have
span
{
1, x, x2, sin |k|x, cos |k|x}, or
span
{
1, x, x2, sinh |k|x, cosh |k|x} or
span
{
1, x, x2, x3, x4
}
(when k → 0).
The above fact is evident when correlation between polynomial and non-polynomial splines basis
is investigated in the following manner:
T4 = span
{
1, x, x2, sin(kx), cos(kx)
}
= span
{
1, x, x2,
6
k3
(
kx − sin(kx)), 24
k4
(
cos(kx) − 1 + (kx)
2
2
)}
. (1.4)
From Eq. (1.4) it follows that limk→0 T4 = {1, x, x2, x3, x4}.
The main idea is to use the conditions of continuity to get recurrence relation for the system
(1.1)–(1.2). The advantage of the new method is a higher accuracy with the same computational
effort. In comparison with the finite-difference methods [2–5,15], spline solution has its own
advantages. For example, once the solution has been computed, the information required for
spline interpolation between mesh points is available. This is particularly important when the
solution of the boundary-value problem is required at different locations in the interval [a, b].
In Section 2, the new method is developed for solution of the system (1.1)–(1.2). The conver-
gence analysis of the method is considered in Section 3. Numerical results and comparison with
other known methods are given in Section 4.
2. Development of the method at mid knots
To develop a new method in the context of odd-order obstacle problems, mesh points are
taken at mid knots. This approach prevents the maximum error accumulation around the points
where solution satisfies the extra conditions. The breakup points of the interval [a, b] are chosen
at c = 3a+b4 and d = a+3b4 with the grid size of n + 1 equally spaced points xi = a + (i − 12 )h,
i = 0,1, . . . , n, whereby h = b−a
n
. For each ith segment, the proposed non-polynomial spline
function Pi(x) has the form
Pi(x) = ai sin k(x − xi) + bi cosk(x − xi) + ci(x − xi)2 + di(x − xi) + ei (2.1)
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the trigonometric part. The expression in Eq. (2.1) reduces to usual quartic spline in [a, b] when
k → 0 as mentioned in Eq. (1.4).
Let y(x) be the exact solution of the system (1.1) and si an approximation to yi = y(xi),
obtained by the segment Pi(x) of the mixed spline function passing through the points (xi, si)
and (xi+1, si+1). To obtain the necessary conditions for the coefficients introduced in Eq. (2.1),
it is not only required that Pi(x) satisfies the system (1.1) at xi and xi+1 and that the boundary
conditions (1.2) are fulfilled, but also the continuity of first and second derivatives at the common
nodes is satisfied.
To derive expression for the coefficients in Eq. (2.1), we first define
Pi(xi+1/2) = si+1/2, Pi(xi+3/2) = si+3/2, P ′i (xi+1) = Di+1,
P ′i (xi+1/2) = Di+1/2, P ′′′i (xi+1/2) = Ti+1/2 and P ′′′i (xi+3/2) = Ti+3/2.
From algebraic manipulation of Eq. (2.1) it follows that
ai = Ti+3/2 − cos θTi+1/2
k3 sin θ
, bi = −h
3Ti+1/2
θ3
,
ci = (Di+1 − Di+1/2)
h
+ Ti+3/2
2k2h cos θ/2
− Ti+1/2
2hk2 cos θ/2
(2 cos θ/2 − 1),
di = (Ti+3/2 − Ti+1/2)
h
− Di+1 + Di+1/2 − Ti+3/2
(
cos θ − 1
hk3 sin θ
+ 1
2k2 cos θ/2
)
+ Ti+1/2
(
1 − cos θ
hk3 sin θ
+ 2 cos θ/2 − 1
2k2 cos θ/2
)
,
ei = Ti+1/2 − Ti+3/2 − cos θTi+1/2
k3 sin θ
, (2.2)
where θ = kh, i = 0,1,2, . . . , n.
The spline functions defined in Eq. (2.1) provide continuous approximation to the solution at
interior intervals [x1/2, x3/2], [x3/2, x5/2], . . . , [xn−3/2, xn−1/2]. The initial and boundary condi-
tions specified in Eq. (1.2) are used to have a closed form system once the recurrence relation
connecting solution values to their corresponding values of third-order derivatives at the respec-
tive nodal points x1/2, x3/2, . . . , xn−1/2 is constructed. Using the continuity condition of the first
and second derivatives at (xi+1/2, si+1/2) i.e. P (n)i (xi+1/2) = P (n)i−1(xi+1/2) (where n = 1,2), the
following consistency relations are obtained for i = 1,2, . . . , n − 1:
−Di + Di−1/2 − Di+1 + Di+1/2 =
(
si+1/2 − si−1/2 − si+3/2
h
)
+ Ti+1/2
(
1 − cos θ/2
k2 cos θ/2
)
+ Ti−1/2
(
1 − 2 cos θ/2
2k2 cos θ/2
+ sin θ/2
hk3 cos θ/2
)
+ Ti+3/2
( − sin θ/2
3 +
1
2
)
, (2.3)hk cos θ/2 2k cos θ/2
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(−h cos θ
k sin θ
+ 1
k2
)
+ Ti−1/2
(
h
2k sin θ
− 2 cos θ/2 − 1
2k2 cos θ/2
)
+ Ti+3/2
(
h
2k sin θ
− 1
2k2 cos θ/2
)
. (2.4)
Addition of Eqs. (2.3) and (2.4) gives the following equation:
Di−1/2 − Di = Ti+1/2
(−h cos(θ)
2k sin(θ)
+ 1
2k2 cos(θ/2)
)
+ Ti−1/2
(
h
4k sin(θ)
− 2 cos(θ/2) − 1
2k2 cos(θ/2)
+ sin(θ/2)
2hk3 cos(θ/2)
)
+ Ti+3/2
(
h
4k sin(θ)
− sin(θ/2)
2hk3 cos(θ/2)
)
+ 1
2h
(2si+1/2 − si−1/2 − si+3/2). (2.5)
General scheme follows from Eqs. (2.3)–(2.5) in the following form:
si−5/2 − 3(si−3/2 − si−1/2) − si+1/2 = −h3
(
α(Ti−5/2 + Ti+1/2) + β(Ti−3/2 + Ti−1/2)
)
,
where
α =
(
1
2θ sin θ
− sin θ/2
θ3 cos θ/2
)
,
β =
(
1
2θsinθ
+ sin θ/2
θ3 cos θ/2
− cos θ
θ sin θ
)
, for 3 i  n − 1, (2.6)
with limk→0(α,β) = ( 124 , 1124 ).
Local truncation errors of the scheme (2.6) in terms of parameters α and β are given by
ti = h3(−1 + 2α + 2β)y(3)i + h4(1 − 2α − 2β)y(4)i
+ h5
(−5
4
+ 13α
4
+ 5β
2
)
y
(5)
i + O
(
h6
)
, 3 i  n − 1. (2.7)
Recurrence relation (2.6) gives n − 3 equations in n unknowns si−1/2, i = 1, . . . , n. Thus, three
more equations are needed for closed form solution. These equations are found by using method
of undetermined coefficients and are given below:
−9s1/2 + s3/2 = −8s0 − 3hs′0 +
9
24
h3T1/2, at i = 1, (2.8)
2s1/2 − 3s3/2 + s5/2 = −hs′0 +
1
24
h3(−T0 + 12T1/2 + 12T3/2), at i = 2, (2.9)
−sn−5/2 + 3sn−3/2 − 2sn−1/2 = −hs′n +
1
24
h3(12Tn−3/2 + 12Tn−1/2 − Tn),
at i = n, (2.10)
where
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{
fi+1/2, for 0 i < n/4 and 3n/4 i  n − 1,
gi+1/2yi+1/2 + fi+1/2 + ri+1/2, for n/4 i < 3n/4,
(2.11)
and n must be a positive even integer.
The local truncation errors ti , i = 1, . . . , n, associated with the schemes (2.6) and (2.8)–(2.10)
are given by
ti =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
27
1920h
5y(5)0 + O(h6), for i = 1,
− 11920h5y(5)0 + O(h6), for i = 2,
h5( 164 )y
(5)
i + O(h6), for 3 i  n − 1,
− 11920h5y(5)n + O(h6), for i = n,
(2.12)
with α = 148 , β = 2348 , satisfying the condition 2α + 2β = 1.
3. Convergence analysis of the method at mid knots
The method is described in matrix form in the following way. Let A = (aij )ni,j=1 denote the
four-diagonal matrix. Clearly the systems (2.6) and (2.8)–(2.10) can be expressed in matrix form
like as
AY = C + T, (3.1)
AS = C, (3.2)
AE = T, (3.3)
where Y = (yi), S = (si), C = (ci), T = (ti), E = (ei) = (yi − si) are n-dimensional column
vectors and A = A0 + Q, Q = h3BG, G = diag(gi−1/2) for i = 1,2, . . . , n, with gi−1/2 = 0 for
n
4 < i 
3n
4 , and the matrices A0 and B are defined by
A0 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
9 −1
−2 3 −1
−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
. . . .
. . . .
−1 3 −3 1
−1 3 −2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
9
24
1
2
1
2
α β β α
α β β α
α β β α
α β β α
. . . .
. . . .
α β β α
1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,2 2
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
8A1 + 3hB1 − 924h3F1, i = 1,
hB1 + h3 F224 , i = 2,
h3Fi, 3 i  n4 − 1 and 3n4 + 3 i  n − 1,
h3[Fi − αr], i = n4 and i = 3n4 + 2,
h3[Fi − (α + β)r], i = n4 + 1 and i = 3n4 + 1,
h3[Fi − (α + 2β)r], i = n4 + 2 and i = 3n4 ,
h3[Fi − (2α + 2β)r], n4 + 3 i  3n4 − 1,
hB2 + 124h3Fn, i = n,
where
Fi =
⎧⎪⎪⎨
⎪⎪⎩
[−f1/2], i = 1,
[f0 − 12(f1/2 + f3/2)], i = 2,
[−α(fi−5/2 + fi+1/2) − β(fi−1/2 + fi−3/2)], 2 < i  n − 1,
[fn − 12(fn−1/2 + fn−3/2)], i = n.
According to [3], the explicit inverse of A0, namely A−10 = (ηij ), is defined by
ηij =
⎧⎨
⎩
1/8, i = 1,2, . . . , n and j = 1,
(1/8n)[4i(i − 1) + 1][n − j + 1], i = 1,2, . . . , n and i  j,
(1/n)[(j − 1) + 1][n − i + 1] + ηi−1,j , i = 1,2, . . . , n and i > j,
(3.4)
which indicates that A−10 > 0, that is, all entries of A
−1
0 are positive. In fact, it can be shown that
∥∥A−10 ∥∥∞ = 4n3 − n + 348 . (3.5)
Using h = b−a
n
, we can write Eq. (3.5) in the following form
∥∥A−10 ∥∥∞ = 3h3 − (b − a)h2 + 4(b − a)348h3 . (3.6)
Proceeding like in [18], it follows that
‖E‖∞  ‖A
−1
0 ‖∞‖T‖∞
1 − ‖A−10 ‖∞‖Q‖∞
, (3.7)
provided that ‖A−10 ‖∞‖Q‖∞ < 1.
The following result gives the sufficient condition for which the system (3.2) has a unique
solution.
Lemma 3.1. The discrete boundary-value problem (3.2) has a unique solution if λ|g(x)| < 1,
where
λ = 3h
3 − (b − a)h2 + 4(b − a)3
48h3
. (3.8)
Proof. The proof follows by observing that ‖A−10 ‖∞‖Q‖∞ < 1 and the following statement. If
W is an n × n matrix and ‖W‖ < 1, then (I + W) is non-singular. 
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‖A−10 ‖∞‖Q‖∞ < 1. When α = 148 , β = 2348 , satisfying the condition 2α + 2β = 1 then from
Eq. (2.12),
‖T‖∞ = h5
(
1
64
)
M5, where M5 = max
∣∣y(5)(x)∣∣. (3.9)
According to Eq. (3.6), the matrix A−10 is non-singular and its inverse satisfies the inequality∥∥A−10 ∥∥∞  148
(
4n3 − n + 3)= 3h3 − (b − a)h2 + 4(b − a)3
48h3
= O(h−3). (3.10)
Thus, using (3.7), (3.9) and (3.10) and the fact that ‖B‖∞ = 1 and ‖G‖∞  |g(x)|, it follows
that
‖E‖∞  164
λM5h2
(1 − λ|g(x)|)
∼= O(h2), (3.11)
provided λ|g(x)| < 1. This inequality shows that the new method (2.6), along with Eqs. (2.8)–
(2.10) is a second-order convergent method for arbitrary values of α and β satisfying the condi-
tion 2(α + β) = 1.
We summarize the above results in the following theorem.
Theorem 3.1. Let y(x) be the exact solution of the boundary-value problem (1.1)–(1.2) and let
yi+1/2, i = 0,1, . . . , n−1, satisfy the discrete boundary-value problem (3.2). Further, if ei+1/2 =
yi+1/2 − si+1/2, where si+1/2 is the quartic non-polynomial approximation to yi+1/2, then
‖E‖∞ ∼= O
(
h2
)
,
given by (3.11) for arbitrary values of α and β satisfying the condition (α + β) = 12 , neglecting
all errors due to round-off, provided λ|g(x)| < 1.
Remarks. (i) From the numerical results in Table 1, it is clear that the new method (2.6) out-
performs the existing methods. During experiment it is observed that the maximum value of the
error occurs near the center of the interval and not around the breakup points of the interval
x = 14 nor ( 34 ), where the solution satisfies the extra conditions. Similar observation was pointed
in Al-Said, Noor and Rassias [5] and from Al-Said [3] where a second-order finite-difference
method at mid knots is developed for the solution of the same problem. On the other hand, it was
Table 1
The observed maximum errors
H 1/16 1/32 1/64 1/128
The new method (2.6) with
α = 1/48 and β = 1/2 − α 7.302 × 10−7 1.829 × 10−7 4.574 × 10−8 1.143 × 10−8
Non-polynomial spline [18] 7.12 × 10−4 4.05 × 10−4 2.22 × 10−4 1.15 × 10−4
Quartic spline [14] 1.15 × 10−3 5.32 × 10−4 2.56 × 10−4 1.26 × 10−4
Finite-difference [3] 1.96 × 10−4 4.89 × 10−5 1.22 × 10−5 3.06 × 10−6
Cubic spline [1] 1.23 × 10−3 5.53 × 10−4 2.61 × 10−4 1.27 × 10−4
Colloc. quintic spline [16] 1.26 × 10−3 5.60 × 10−4 3.10 × 10−4 1.61 × 10−4
Finite-difference [2] 6.89 × 10−3 7.11 × 10−3 7.27 × 10−3 7.36 × 10−3
Quartic B-spline [11] 1.13 × 10−3 5.30 × 10−4 5.52 × 10−4 1.23 × 10−4
Siraj-ul-Islam et al. / J. Math. Anal. Appl. 335 (2007) 1095–1104 1103noticed [1,2,4,11,14–16,18] that the maximum errors occurs at or near the breakup points due to
which the accuracy of these methods is badly effected, whereas it has a little or no effect on the
methods developed at half node.
(ii) The new method (2.6) reduces to a second-order method [3], when α = 124 and β = 1124 .
4. Numerical results and discussion
We consider the system of differential equations (1.1) when f = 0 and r = −1
y′′′ =
{
0, for 0 x  14 and
3
4  x  1,
y − 1, for 14  x  34 ,
(4.1)
with the boundary conditions (1.2). The analytical solution for problem (4.1) is
y(x) =
⎧⎪⎨
⎪⎩
1
2a1x
2, 0 x  14 ,
1 + a2ex + e− π2 [a3 cos
√
3
2 x + a4 sin
√
3
2 x], 14  x  34 ,
1
2a5x(x − 2) + a6, 34  x  1.
(4.2)
The approximate values of constants ai , i = 1,2, . . . ,6, can be found by applying the continuity
conditions of y, y′ and y′′, at x = 14 , 34 and consequently solving the linear system by using
Gaussian elimination. These values are given by
a1 = 0.24391096222648; a2 = −0.17847234452746; a3 = −0.81893573565615;
a4 = −0.30266818001866; a5 = −0.24213890868443; a6 = −0.06537630092111.
For various values of h, the boundary-value problem defined by (4.1) is solved using the
method (2.6). The solution given by method (2.6) is compared with the analytical solution (4.2)
and results in terms of maximum errors are listed in Table 1. It is obvious form Table 1 that the
new method (2.6) outperforms the existing methods.
5. Conclusion
In this paper, a new numerical method for solving a system of third-order boundary-value
problems based on quartic non-polynomial splines at mid knots is developed. The present method
enables us to approximate the solution at every point of the range of integration. The parame-
ter k introduced in the trigonometric part of the non-polynomial spline function generalizes the
algorithm and improves the accuracy of the scheme, which is evident from the numerical results
given in Table 1. The results obtained are very encouraging and the new method performs better
than the existing spline, collocation and finite-difference methods.
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