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Accounting information guides the whole operation of an organisation by evaluating previous performance, 
controlling current operations and forecasting future operations and outcomes. The use of information technology (IT) 
improves the functions of recording, processing data, reporting and other aspects of accounting information through 
the accounting information systems (AIS). This research attempts to fill a knowledge gap by exploring the adoption of 
AIS and the factors that influence usage of and satisfaction with the AIS, as well as the relationship between 
satisfaction with the AIS and its organisational impact. The findings confirm the wide use of computerised accounting 
systems in three, four and five star rated hotels, although, the extent of the AIS use is relatively unsophisticated with 
the focus on basic accounting modules and fundamental accounting-based applications. This study uses an extension 
of the Technology Acceptance Model (TAM) and adopts a triangulation approach combining both a survey and 
interviews. The data from the survey were collected through a postal questionnaire to senior accounting managers in 
three, four and five star rated hotels. The data were analysed using Partial Least Squares (PLS) which is the PLS-
Graph Beta Version 3.0. This study provides positive support for a relationship between satisfaction with the AIS and 
organisational impact. 




The use of information technology (IT) improves the functions of recording, processing data, reporting and other 
aspects of accounting information through the accounting information systems (AIS). The internal users, especially 
managers, may make inappropriate decisions due to lack of accounting information and this may place in jeopardy the 
whole future of the organisation. An organisation requires accounting information produced by the AIS to enable it to 
manage and control its financial and other resources better compared to traditionally manual system of recording 
process. Research of the TAM has led to various applications and successful replications. The findings from this study 




User Satisfaction and Organizational Performance 
 
Bailey and Pearson (1983) defined satisfaction as ‗the sum of feelings or attitudes, both positive and negative, toward 
the spectrum of factors affecting a specific situation‘. A study by Shaw et al. (2003) pointed out that satisfied and 
dissatisfied end-users have ‗different technological frames of reference‘ towards end-user computing which affect 
their expectations of the technology, their interactions with the information centre support staff and their utilization of 
the technology.  
 
The absence of objective determinants of IS effectiveness requires a substitute measure of user satisfaction. Users 
themselves constantly evaluate how they perceive IS because if the system cannot fulfil their needs, they will turn to 
another source. Users will stop using a system which fails to satisfy them (Evans, 1976). Previous studies show that 
user satisfaction is potentially measurable, and generally acceptable. This current study focuses on the satisfaction of 
end-users who are directly using the AIS and also utilizing the output from the AIS. Thus, this study is measuring 
overall user satisfaction in terms of the AIS in users‘ daily routines. 
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How and to what extent IT usage leads to improved performance remains open to question. Clarifying the 
relationships between IT investment and its impact remains an important area of inquiry in IS research. The 
relationship between the IT applications within firms‘ and its impact is an on-going research topic. According to 
previous studies, those relationships are complex and multifaceted. However, research in this area has shown that IT 
may indeed contribute to competitive advantage and hence the improvement of performance (Deveraj and Kohli, 
2003; Hitt and Brynjolfsson, 1996). 
 
The term ‗IT business value‘ is normally used when referring to performance impacts of IT. The organisational impact 
measures used are productivity enhancement, profitability improvement, cost reduction, competitive advantage and 
inventory reduction (Deveraj and Kohli, 2003; Hitt and Brynjolfsson, 1996; Kriebel and Kauffman, 1988). According 
to Euske et al. (1993), the measures of organisational impact may differ in importance and meaning to different 
organisations. Thus, each measure requires understanding with regard to its particular organisational setting and it 
requires in-depth fieldwork (Ahrens and Chapman, 1998). 
 
It is believed that ignoring IT or under-utilizing IT could impact companies negatively as it would create strategic 
vulnerability and competitive disadvantage (Garces et al., 2004). However, Dehning et al. (2004) argued that there is 
little empirical evidence that IT investment expenditures actually lead to an improvement in business processes. 
According to Gamble (1990) in certain situations, IT did not impact an organisation‘s operation; in fact sometimes, the 
costs associated with it, such as capital, training and additional staffing borne by the organisation exceed the benefits 
generated. Bharadwaj (2000) suggested that the inconsistent statistical findings with regard to the impact of 
investment in IT and performance are due to incomplete understanding of the nature of a firm‘s IT resources and skills 
and the timescale involved. He also argued that the amount of investment as a surrogate for assessing a firm‘s IT 
intensiveness is a poor indicator. His study indicated that IT capability is a resource that is not easily imitated or 
substituted. The analysis not only suggested that IT resources take time to acquire and build, but also highlighted the 
difficulties raised by complementary resources and resource-embeddedness. Thus, the firm‘s IT, logistics and 
distribution systems, combined with a strong customer orientation, create a set of complementary resources that are 
not easily matched by rival firms. They therefore add to long-term competitiveness but are normally difficult to 
compute. 
 
This current study will relate the usage of and satisfaction with the AIS to the organisational impact because many 
studies have found a significant positive relationships between IT usage and organisational productivity and 
performance (e.g.: Byrd and Turner, 2001; Rai et al., 1997). The study will look at the impact of usage of and 
satisfaction with the AIS with reference to hotel performance based on the perceptions of those who use the system. 
 
External factors 
An early study by Brady (1967) suggested that lack of management information system utilization was due to lack of 
education. A recent study by Sharma and Yetton (2007) suggested training as one of the most important post-
implementation interventions that leads to greater user acceptance and system success. Venkatesh and Bala (2008) 
considered training as a post-implementation intervention because normally training is conducted after a system is 
deployed and ready to be used by potential users. They also argued that training is an important intervention as 
different modes of training can be used to manipulate different determinants of IT adoption. However, despite large 
investments made to provide end-user training, the theoretical conceptualizations of the effect of training on 
implementation success needs attention (Jasperson et al., 2005). Gallivan et al. (2005) revealed that the amount of user 
training that employees received and the employee‘s beliefs about the quality of training received did not relate to 
their level of IT usage. This result was in contrast with the results generated earlier by Al-Gahtani (2004) where it was 
found that in the context of computer acceptance, organisational support and training were found to have strong 
positive relationships with computer usage and satisfaction. Hartono et al. (2007) studied the factors that contributed 
to management support systems and found that user training is the most important factor to contribute to the 
satisfaction of the system, followed by management support. However, the study also revealed that user training was 
ranked the lowest as an organisational impact success measure.  A recent study by Larsen (2009) concluded that user 
training plays a role in explaining the users‘ perceptions of the relevance of the enterprise resource planning (ERP) 
project‘s business objectives for the organisation and for their own jobs. 
 
Users with computer experience are suggested to be more at ease when participating in IS activities. Even though user 
experience is already recognized by researchers as one of the influential factors in IS acceptance, it is rarely found to 
be adopted in empirical studies in academic journals (Hassenzahl and Tractinsky, 2006). A meta-analysis study by 
Mahmood et al. (2000) showed that end-user information satisfaction is strongly affected by user background and 
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other variables such as user experience, user skills and user involvement. Liaw and Huang (2003) in their study about 
user attitudes towards search engines found that experience of using operating systems is positively seen to influence 
PEOU of search engines. 
 
Thong et al. (2002) extended the TAM by focusing on individual differences and found that computer experience has a 
positive effect on PEOU of the digital library. However, all these studies were in contrast with a recent study by Kuo 
and Ye (2010). They included work experience in personal factors to investigate users‘ perception of IT within the 
organisation. The results showed that work experiencewas not a statistically significant impact on IT acceptance. 
Venkatest et al. (2008) hypothesized that experience would strengthen the relationship between behavioural intention 
and system usage. Their hypothesis was supported when experience was found to significantly influence usage. 
 
Lack of accounting and IS staff with appropriate expertise can have serious implications for awareness and 
understanding of the importance of accounting systems and IT. These knowledge deficiencies may inhibit the adoption 
of more contemporary accounting information and sophisticated technology and this is likely to reduce its value to 
management. IS are complex systems requiring both technical and organisational expertise in terms of design, 
development, and management. Therefore one of the most important factors to be considered in the adoption of new 
technologies is the expertise of the people who are using the systems. In fact, this was found to be positively related to 
the adoption of IS (Kwon and Zmud, 1987; Raymond, 1985).  Without IT expertise, organisations may be unaware of 
new technologies, and may not be prepared to invest to adopt these technologies because of uncertainties and risks.   
 
Sumner (2000) found that insufficient internal expertise is one of the risk factors in an enterprise wide information 
management systems project and his study revealed that most firms made investments  in  training  and  support  
required  to  overcome technical  and  procedural  challenges  in  design  and implementation. However, apart from 
having internal expertise, it is important also to optimize the use of consultants. Ziefle (2002) looked at the influence 
of user expertise of different mobile phones. Even though mobile phones are very different from AIS, user expertise 
was demonstrated to play a highly important role in the usability of mobile phones. Experts were more successful in 
solving the tasks and acting significantly faster (Ziefle, 2002). Ismail (2004) found that AIS alignment in the small and 
medium manufacturing firms in Malaysia was positively related to the internal expertise. Small and medium size 
businesses have problems with a lack of experienced accounting and IS staff (Reid and Smith, 2000; Reid et al., 1999; 
Gable and Raman, 1992). 
 
Technology Acceptance Model (TAM) 
 
This study tests a theoretical extension of the Technology Acceptance Model (TAM) which is regarded as one of the 
most influential research models in explaining IT usage or acceptance behaviour in various contexts (Lee et al., 2006; 
Bruner and Kumar, 2005; Chen et al., 2002; Davis et al., 1989). The original TAM was developed by Davis (1986) 
based on the theory of reasoned action (TRA). Davis et al. (1989) improved the TAM by including the ‗behavioural 
intention to use‘ in their model (figure 1) to became closer to the TRA. Davis et al. (1989) formulated the TAM in an 
attempt to understand why people accept or reject information systems (Szajna, 1996).  The two primary predictors of 
TAM were still the perceived usefulness (PU) and perceived ease of use (PEOU) and the dependent variable of 
behavioural intention. Referring to the TAM in the field of IT and IS, Bagozzi (2007) observed the very high number 
of citations of Davis et al. (1989). Those remarkable accomplishments, he asserted, have led to the acknowledgement 
of TAM as a ―status of a paradigm‖ (Bagozzi, 2007, p. 245).King and He (2006) ran a meta-analysis study of the 
TAM applied in various fields which resulted in 88 empirical studies involving more than 12,000 observations, and 
this provided powerful large-sample evidence on the TAM. 
 























Proceedings of the 2
nd





To achieve the research objectives and answer the research questions, this study utilized elements of both quantitative 
and qualitative data collection. The interviews were to support the results from the survey.  
 
The data were collected from a sample of hotels listed in the record of Tourism Malaysia and the Malaysian 
Association of Hotels (MAH). A list of three, four and five star hotels was obtained from those two sources. These are 
comprehensive lists of hotels in Malaysia, maintained by government organisations and updated regularly. The latest 
versions of the records were used and therefore there is confidence that the study used a complete list of Malaysia 
three, four and five star rated hotels. The list was limited to three, four and five star hotels, because lower rating star 
hotels are unlikely to engage in any sophisticated AIS. Thus, it was expected that the selected hotels were the most 
likely potential users of AIS which were appropriate to this research. 
 
This study adopted a semi-structured face-to-face interview. The interpretation of survey questionnaire responses was 
informed by the results of semi-structured interviews with key respondents; in this study, senior managers in six of the 
sample hotels. The managers involved in the interviews were the managers in accounting departments and not the 
accountant.  
 
The use of two methods, or the mixed methods approach as mentioned earlier, was to check the accuracy of the data 
gathered by each method. That is, the survey questionnaire data could be verified by using follow-up interviews, 
which confirmed the validity of the researcher‘s questionnaire finding. Conducting semi-structured interviews 




This current study employed the PLS approach because PLS is recommended for the analysis of small datasets of up 
to 100 cases. With 101 usable questionnaire responses, PLS was the most appropriate approach to adopt by this study. 
 
For qualitative data analysis the qualitative content analysis is used. However, a detailed qualitative content analysis 
was not undertaken such as using a computer package for analysis. The extent of the interviews and their position in 
this current study is to support the interpretation and explanation of the quantitative findings. 
 
FINDINGS AND DISCUSSIONS 
 
A total of 101 completed and usable questionnaires were gathered from a total of 367 mailed questionnaires, giving a 
response rate of 27.52%. As a basis for understanding the characteristics of the sample in the study, some of the 
demographic information about the hotels and participants that participated in the survey is presented as shown in 
table 1 and table 2 below. 
 
Table 1: Profile of the responding hotels 














Frequency 45 54 51 28 22 22 21 18 16 
Percentage 45.5 54.5 50.5 27.7 21.8 28.6 27.2 23.4 20.8 
 
Table 2: Profile of respondents 
Job title Education No. of years in hotel industry 




48 50.0 Master or 
higher 
10 10.4 Less than 1 year 2 2.0 
Finance 
manager 
30 31.3 Degree 54 56.3 1 to 5 years 51 52.0 
General 
manager 
3 3.1 Diploma 27 28.1 Mora than 5 




15 15.6 SPM/STPM 5 5.2 More than 10 
years 
22 22.5 
TOTAL  100.0   100.0   100.0 
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Before validation of the measurement model for PLS is performed, it is important to undertake a preliminary analysis 
of the data for correlation. From the results generated, the direction of the relationship can be determined by 
examining the sign of the correlation coefficient. Cohen (1988, p. 79-81) suggested the following guidelines to 
interpret the strength of the relationship:   
 
r = 0.10 to 0.29 (small strength); r = 0.30 to 0.49 (medium strength); r = 0.50 to 1.00 (large strength). The results of 
the correlation analysis of the relationships in the study are presented in table 3. The results show that there are 
positive correlations between all relationships in the study with eight relationships have medium strengths and five 
generating strong correlations with values above 0.50. 
 
Table 3: The Correlation Coefficient (r) 
** Correlation is significant at the 0.01 level; * Correlation is significant at the 0.05 level (2-tailed) 
 
Relationships R 
Training – PEOU 0.428
**
 
Experience – PEOU 0.415
**
 
Internal Expertise – PEOU 0.632
**
 
PU – PEOU 0.826
**
 
Training – Experience 0.324
**
 
Training – Internal Expertise 0.501
**
 
Training – PU 0.422
**
 
Experience – Internal Expertise 0.311
*
 
Experience – PU 0.357
**
 
Internal Expertise – PU 0.413
**
 
PEOU – USE 0.709
**
 
USE – Satisfaction 0.811
**
 














Extracted (AVE) 0.5 
Fornell&Larcker, 1981 
Training 0.917  0.942 0.802   
Experience 0.914 0.946  0.814 
Internal Expertise 0.759 0.872 0.632  
PU 0.904    0.926 0.676  
PEOU 0.874 0.898 0.617 
Usage 0.804 0.865   0.563 
Satisfaction 0.923 0.942 0.765 
Organizational performance 0.886 0.917 0.688 
 
All constructs in table 4 above reached the benchmark value of 0.70 or greater for ―modest‖ reliability as suggested by 
Nunnaly (1978) and Fornell and Larcker (1981) for internal consistencies.  Convergent validity is also supported 
where all constructs produced AVE of more than 0.5. Refer to table 4 the lowest AVE is the usage construct, at 0.563, 
which indicates that only 56.3% of the variance of the indicators can be accounted for by the latent variables. The 
discriminant validity is measured by the square root of the AVE and here, values along the diagonal of the correlation 
matrix (square root of AVE for each construct) should be greater than the corresponding values in each row or column 
(Chin, 1998a). All the square root AVE of the constructs in this current study was greater than the values in other 
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The research model 
 
Figure 2: The model 
 
 
                                  H1                                                                               
                                                                                                                                 
                                   H2                                       H4                            H5                                          H6 
 
                                        H3 






The three external factors of training, experience and internal expertise were hypothesised to directly influence PEOU. 
The results show that training was found not to significantly impact PEOU (β = 0.087; t = 0.9642). and thus 
hypothesis H1 is rejected. The result is very much at odds with previous studies (e.g.: Larsen, 2009; Hartono et al., 
2007; Al-Gahtani, 2004; Compeau et al., 1995),which pointed out that training results in changes in users‘ perceptions 
of the relevance IS and is a critical intervention in order to ensure successful implementation of IS. Nelson and 
Cheney (1987) found a positive relationship between computer-related training and computer-related ability, which 
then led to the acceptance of IS. In the case of AIS in the hotel industry in this study, training received by the AIS 
users failed to improve their interaction with the system. The situation may be best explained by the fact that the AIS 
usage is not the same as the usage of other types of IS such as the internet, decision support systems, office automation 
and so on. The use of AIS requires the users to have knowledge about basic computer work and also a good grounding 
in accounting. The training might tell them about greater potentiality offered by the system in dealing with accounting 
matters. Training might also be limited to the use of AIS only, whereas, the AIS is only a small part of the whole IS in 
a hotel. If the users cannot see a clear picture of the interface of AIS with the whole IS, they may still find AIS not 
easy to deal with. Training should not only focus on the use of AIS but also on other IS available in the hotel. 
 
The interesting findings about training in the survey could be explained by the findings from the interviews. 
Respondents in the interviews shared their views about training in their organisations. It seems that IT/IS training is 
not a priority to the hotels even after they undertake considerable investment to acquire the technologies. Some hotels 
only have external training for a few days and some employees are more fortunate to have longer training from the 
vendors. Some hotels cannot afford to provide external training to their staff at all. In most of the hotels, only internal 
training between staff are available, especially to a new-comer without experience of the system. The lack of training 
in the surveyed hotels is related to the cost to be paid to the vendors. The hotels could not afford to pay vendors to 
provide training to the staff. Training thus seems to be ignored by senior hotel management as an important factor to 
improve the usage of the system.  
 
The results also revealed that experience (H2) with previous AIS is positively influences PEOU at 0.05 level (β = 
0.197; t = 2.4214). That is, either the users were using the same AIS previously, or there were different types of AIS. 
However, their experience seems to help them in dealing with any AIS. The findings are in support of the previous 
studies (e.g.: Liaw and Huang, 2003;Agarwal and Prasad, 1999; Igbaria et al., 1995; Thompson et al., 1994) as they 
suggested that users with computer experience were more at ease when participating in any IS activities. Previous 
studies also pointed out that a user‘s computer experience directly affects their satisfaction with IS (e.g.: Venkatest et 
al., 2008; Thong et al., 2002; Nelson and Cheney, 1987; Lee, 1986).  Almost all the respondents in the interviews 
reported experience with different brands of AIS and they found it helps them a lot in dealing with their current AIS. 
They also agreed that previous experience with IT or AIS could give more users confidence to handle computer 
applications better and with ease.   
 
Internal expertise (H3) is shown to significantly influence PEOU with a direct positive relationship at 0.01 level (β = 
0.541; t = 6.6123). When users have enough expertise in using a system, they would find it easy to manage the system. 
Internal expertise is important because AIS is a complex system requiring both technical knowledge about IS and 
accounting. Not only do accounting users have to be proficient at using AIS, IT staff should also able to support the 
AIS users when required. Without IT expertise, hotels may be reluctant to invest in new technologies because of 





Ease of Use 
(PEOU) 
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own expertise at using the AIS and sufficient support received from IT staff enables them to handle the system with 
ease. The result in this study supports previously reported findings (e.g.: Yap et al., 2003; Ziefle, 2002; Davis, 1994; 
Ye and Salvendy, 1994) that stressed the importance of IT expertise for handling technical systems. 
 
The interviews provide greater insight about the importance of internal expertise for managing the AIS. All accounting 
staff should be able to use AIS, however, in some hotels, staff failed to take advantage of all that is offered by AIS. 
The problems faced by the department were shared with the interviewer by accounts managers who were dissatisfied 
with the performance of the staff. Without experience with the system, those staff cannot manage their responsibilities 
and this affects the efficiency of the whole department.  The managers in those hotels realised the importance of 
expertise when dealing with computer systems. In some of the other hotels with integrated systems, the problems were 
far more serious, IT support staff failed to provide services needed.  Interviewees revealed that the management 
depend on vendors to settle their problems which sometimes take time to resolve because of their distance from the 
vendors. The respondents from those hotels agreed about the important roles played by internal expertise to provide 
immediate service when problems occurred.  However, the respondents from big and established hotels were relaxed 
because they have enough expertise from accounting people as well as from IT support staff. They do not have 
problems in handling technical systems in the hotels. Overall, the interviews revealed that, some of them are satisfied 
with the performance of the staff; however, other found trouble with the lack of internal expertise in dealing with the 
systems.   
 
All the three external factors of training, experience and internal expertise contributed to R
2
 value of 0.482 applicable 
to PEOU. It shows that 48.2% of the variance of PEOU is explained by those three factors. In a sub-test, PU (H7) is 
hypothesised to influence PEOU. This resulted in a strong positive relationship between PU and PEOU at the 0.01 
level (β = 0.708; t = 10.1911). It implies that AIS users who perceive AIS is useful would also perceive it as easy to 
deal with. By adding PU into the construct the R
2
 value of PEOU has increased to 0.723, thus revealing that the four 
variables of training, experience, internal expertise and PU better explain the variance of PEOU. It also shows that PU 
is the strongest factor to explain PEOU, given the factor improves the R
2
 value by 24.1% (72.3% - 48.2%).    
 
The study also revealed that PEOU to highly influence usage of AIS (H4) with positive direct relationships at 0.01 
level (β = 0.360; t = 3.3446). PEOU contributed to an R
2
 value of 0.347, that is 34.7% of variance in the usage of AIS 
is explained by the variable. Thus, logically, when users perceive AIS is easy to use, the usage of AIS is high. The 
results from the interviews fully supported the findings from the survey. The interview respondents stressed the 
importance of AIS in their job. The nature of business nowadays requires them to have an accounting system that 
could support the hotel operations. In competitive markets, businesses need to make fast decisions to beat competitors 
and remain successful. Thus, any computerised systems in which the businesses invest should be compatible with the 
business operations. The respondents in the interviews believed that AIS could provide the business with a 
competitive advantage and enable them to be effective and efficient in managing their tasks. They found ease at using 
the AIS which make their job more straightforward. Some of them were using system which was customised by the 
hotels and some others had enough experience and support for the AIS. In this study, training, experience and internal 
expertise were also hypothesised to indirectly impact the usage through PEOU.   
 
In terms of the usage construct linking to the satisfaction construct (H5) has resulted in a strong positive relationship 
which was statistically significant at the 0.01 level (β = 0.414; t = 5.0649). The model also tested PEOU to indirectly 
influence satisfaction through usage. Wang and Liao (2008) found the same result between use and satisfaction, as 
their study resulted in a significant relationship at the 0.01 level of significance. The study by Livari (2005) showed 
slight support for the link between usage and satisfaction when he reported a result significant at the 0.10 level. Al-
Gahtani (2004) also found support for this link. Rouibah et al. (2009) found a significant effect of usage on 
satisfaction at the 0.05 level. The work of Baroudi et al. (1986) was strongly supported, since they reported that user 
satisfaction and system usage are positively correlated. However, Hunton and Flowers (1997) came out with 
insignificant relationships from IS use to user satisfaction. The usage contributed to an R
2 
value of 0.415 for 
satisfaction. Only 41.5% of the satisfaction with the AIS can be explained by usage. The result supported the findings 
of Livari (2005) as he found that usage was a significant predictor of satisfaction. 
 
This study reported that, satisfaction with the AIS has a strong positive relationship with organisational impact (H6) at 
0.01 level (β = 0.491; t = 5.8293). Satisfaction with the AIS explained about 24.1% of variance of the organisational 
impact. This shows the importance of satisfaction with the AIS in the context of the hotel industry in Malaysia. The 
users‘ satisfaction with the AIS could positively impact the hotels operations and performance. The result supports the 
statement made by Winston (1997) when he claimed that hotel operations need IT crucially and thus IT development 
is very important for effective hotel operations in the 21st century. IT in general and AIS in particular could improve 
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productivity, improve operational efficiency, reduce costs and enhance service quality of a hotel. The result obtained 
by this current study is also in line with previous studies (e.g.: Cho and Olson, 1998; Clemons, 1986; Porter, 1985; 
McFarlan, 1984) when they found a positive influence of the use of IT and the development of competitive advantage 
for the hospitality industry. In the study, usage was also hypothesised to indirectly influence organisational impact 
through satisfaction. The variable was seen to strongly influence satisfaction, which leads to improve its organisational 
impact. It appears that AIS users use AIS extensively, or the AIS is major in their job, they are then satisfied with the 
AIS, because AIS could benefit them. Thus, this leads to overall performance improvement in their organisation.  
 
In the interviews, some respondents viewed AIS to indirectly affect performance of the hotels as a whole. The 
performance factors of service quality, operating performance, customer loyalty, sales growth, operating costs and 
overall performance of the hotels were all identified. They believe that the output from the AIS is important in 
management decisions making. However they did not see the use of those AIS reports or output as directly related to 
the performance factors listed. The importance of the reports produced by AIS, however, could indirectly impact 
performance of the hotels. Some other respondents also believed that AIS helped to reduce operating costs in the long 
run, as fewer staff were needed to handle tasks which were taken over by the AIS. They also believed that, if AIS is 
integrated with other IS and is utilised well, hotels could be run more efficiently. The overall AIS and IS used in the 




There are limitations to any work which should be acknowledged and areas for future research which may build on it. 
This study was conducted in one sector, which is the hotel industry, with a unique organisational culture and some 
specific characteristics. As a result the findings might not be generalizable to other sectors and environments. Caution 
must be exercised in any attempt to generalize these findings directly to individual usage of the system. Thus, future 
research should examine other usage contexts to test the boundary conditions of the proposed model. In this study, 
only the views of managers in the accounting department were solicited; i.e the sample represents individuals who use 
the systems in practice. The use of only direct users of AIS may generate some measurement inaccuracy but was 
appropriate to gauge satisfaction with the system. Future research may consider involving managers in other 
department who use reports produced by AIS in their decision making process. As an effort to improve the reliability 
of the findings, more research is needed to investigate the views of other users who do not use the system directly. 
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