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Zusammenfassung: Im Projekt Stadtpilot (Wille u. a., 2009) wurde die im Urban Challenge
Team CarOLO der TU Braunschweig (Rauskolb u. a., 2008) eingesetzte objektbasierte Umfeld-
wahrnehmung (Ohl, 2007) weiterentwickelt. Bedingt durch das vera¨nderte Szenario wurde der
Einsatzbereich des Versuchstra¨gers von abgesperrten Testgela¨nden in den o¨ffentlichen Straßen-
verkehr verlagert.
In dieser vera¨nderten Umgebung werden Fremdfahrzeuge von den eingesetzten Sensoren
durch einen offenen Polygonzug (Kontur) mit einer Vielzahl von Stu¨tzpunkten beschrieben.
Teilweise liegen sie auf Geraden oder bilden das Rauschen der Kontur ab und leisten so keinen
Beitrag zur Beschreibung der Kontur. Diese u¨berflu¨ssigen Punkte erschweren ein erfolgreiches
Tracking und verzerren die Kontur der Objekthypothese. Aufgrund des zahlreichen Fremdver-
kehrs, bedingt durch die Vera¨nderung des Umfelds, treten ferner ha¨ufig Perspektivwechsel durch
u¨berholende und u¨berholte Fahrzeuge auf. Aus diesem Grund erfahren einzelne Stu¨tzpunkte der
Kontur keine weiteren Aktualisierungen durch Messungen und ko¨nnen so ebenfalls zu Verzer-
rungen der Kontur fu¨hren.
Um diesen Problemen zu begegnen, wurde das Kontur scha¨tzende Kalmanfilter (Effertz,
2009) um verbesserte Konturaktualisierungen sowie einen Konturklassifikator auf Basis der
Evidenztheorie erweitert. Diese Verbesserungen ermo¨glichen eine Reduzierung der verwendeten
Stu¨tzpunkte. Ferner werden Perspektivwechsel von u¨berholenden Fahrzeugen besser unterstu¨tzt,
da diese durch den Klassifikator explizit erkannt werden.
Schlu¨sselwo¨rter: Dempster-Shafer Filter, Kalmanfilter, Sensordatenfusion, Konturklassifikati-
on
1 Einleitung
Als Nachfolge zum Projekt CarOLO der TU Braunschweig richtet sich das Projekt Stadt-
pilot nicht mehr an Szenarien auf abgeschlossenen Testgela¨nden mit durch Testfahrer si-
muliertem Verkehr, sondern verlagert das Szenario auf innersta¨dtische Straßen mit realen
Verkehrsteilnehmern. Im Sommer 2010 hat der Versuchstra¨ger bereits die ersten Testfahr-
ten mit autonomer La¨ngs- und Querfu¨hrung auf dem Braunschweiger Stadtring erfolgreich
absolviert.
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Im neuen Testumfeld ist die Eigengeschwindigkeit gegenu¨ber der wa¨hrend der Urban
Challenge erreichten Geschwindigkeit von ca. 30 km/h auf bis zu 50-60 km/h bei U¨ber-
holmano¨vern erho¨ht. Daru¨ber hinaus steigt die Anzahl der Fremdfahrzeuge erheblich.
Motorradverkehr und LKWs sind im Gegensatz zur Urban Challenge ebenfalls Teil des
Szenarios.
Um das Fahrzeugumfeld wahrnehmen zu ko¨nnen, ist der eingesetzte Versuchstra¨ger
mit diversen Sensoren zur Umfeldwahrnehmung ausgestattet. Diese werden mithilfe einer
objektbasierten Sensordatenfusion zu einem einheitlichen Bild der Umgebung fusioniert,
um die Fahrerassistenzapplikation darstellen zu ko¨nnen und eine einheitliche Schnittstel-
le zur Umfeldwahrnehmung zur Verfu¨gung zu stellen. Durch Verfolgung (Tracking) von
bekannten Objekthypothesen mit einem Beobachter ko¨nnen ferner nicht durch die Sen-
soren gemessene Gro¨ßen, wie z. B. Beschleunigungen (Bar-Shalom u. a., 2002), berechnet
werden.
Die objektbasierte Sensordatenfusion des Projekts CarOLO verarbeitete Objekthypo-
thesen, beschrieben durch offene Polygonzu¨ge (Konturen). Diese wurden um einen Ge-
schwindigkeitsvektor sowie dessen Ableitungen erga¨nzt, welche mit einem Kontur scha¨tzen-
den Kalmanfilter fusioniert wurden. Der direkte Einsatz dieses Systems zeigte sich jedoch
als nicht robust genug gegenu¨ber der erho¨hten Geschwindigkeit und der ho¨heren Verkehrs-
dichte. So waren beispielsweise Verzerrungen der Kontur durch eine zu geringe Messfre-
quenz oder fehlerhafte Geschwindigkeitsvektoren zu beobachten. Um diesem entgegen zu
wirken, ließe sich beispielsweise anstatt der Beschreibung durch Konturen eine starrere
Umfeldmodellierung durch Boxen (Dietmayer u. a., 2005; Ka¨mpchen, 2007) nutzen. Diese
wu¨rde aber die Beschreibung der Randbebauung erheblich einschra¨nken. Zudem wu¨rde
so ein großer Teil der im Vorga¨ngersystem vorhandenen Flexibilita¨t verloren gehen.
Der in diesem Beitrag beschriebene Ansatz beschra¨nkt die Flexibilita¨t der Beschrei-
bung der Kontur einer Objekthypothese nicht, verbessert aber das Tracking der am
ha¨ufigsten vorkommenden anderen Verkehrsteilnehmer durch eine Klassifikation der Mess-
daten erheblich. Durch die Klassifikation in manuell festgelegte Polygonzu¨ge wird die
Beschreibung der Kontur eines Tracks durch die minimal notwendige Anzahl an Stu¨tz-
punkten erreicht. Dies fu¨hrt zu einem verbesserten Tracking von klassifizierten Objekthy-
pothesen, da Verzerrungen der Kontur durch die festgelegten Formen der klassifizierten
Polygonzu¨ge nicht mehr auftreten und so keinen Einfluss auf die anderen Zustandsgro¨ßen
ausu¨ben.
Im Vergleich zur durch Wender (2007) genutzten Klassifikation von segmentierten La-
sermesspunkten werden hier nicht nur einzelne Bezugspunkte fu¨r die Aktualisierung eines
Kalman Filters mit dem Box-Objekthypothesenmodell (Dietmayer u. a., 2005) bestimmt,
sondern mithilfe der Klassifikation aktiv in die Beschreibungsform der Objekthypothese
eingegriffen. Dies a¨hnelt dem Verfahren des Interacting Multiple Model Filter, wie er bei-
spielsweise von Ka¨mpchen (2007) genutzt wird. In dem hier beschriebenen Verfahren wird
jedoch nicht das Bewegungs-, sondern das geometrische Beschreibungsmodell gewechselt.
Im Folgenden wird zuna¨chst die genutzte Sensorkonfiguration vorgestellt, um die Ein-
gangsdaten zu beschreiben. Der na¨chste Abschnitt ero¨rtert das genutzte Objekthypo-
thesenmodell, welches in dem anschließenden Abschnitt fu¨r die Erweiterungen der Filter-
struktur genutzt wird. Ergebnisse einer Messfahrt im realen Verkehr vermitteln im letzten
Abschnitt einen Eindruck von den Mo¨glichkeiten des Filters.
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2 Sensorkonfiguration
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Abbildung 1: Sensorkonfiguration der objektbasierten Sensordatenfusion des Versuch-
stra¨gers Leonie im Projekt Stadtpilot
Als Versuchstra¨ger wird im Projekt Stadtpilot “Leonie“ eingesetzt, ein VW Passat
Baujahr 2007. Der mit Laser- und Radarsensoren ausgeru¨stet wurde (siehe Abbildung 1).
Diese fu¨hren bereits eine Objekthypothesenbildung durch, sodass durch den in diesem
Beitrag beschriebenen Filter nur eine Fusion dieser Objektdaten durchgefu¨hrt werden
muss. Im vorderen Bereich des Fahrzeugs sind zwei Laserscanner vom Typ IBEO Alaska
XT, ein Lasersensor vom Typ Hella IDIS sowie ein Radarsensor des Typs SMS UMMR
2010 angebracht. Das Heck des Fahrzeugs ist mit Sensoren des Typs SMS UMMR 2006,
mit einem weiteren Hella IDIS sowie einem Laserscanner vom Typ IBEO Lux ausgeru¨stet.
Die Messdaten weiterer am Fahrzeug verbauter Sensoren, wie beispielsweise ein Lasers-
canner vom Typ Hella IDIS 2, werden von der objektbasierten Sensordatenfusion nicht
verarbeitet.
Je nach Sensortyp wird eine unterschiedlich aufwendige Vorverarbeitung mit unter-
schiedlichen Beschreibungsformen der Objekthypothesen durch die Steuergera¨te durch-
gefu¨hrt. In Tabelle 1 sind die Sensortypen den genutzten Objekthypothesenmodellen zu-
geordnet:
Sensor Objekthypothesenmodell
IBEO Alaska XT Offener Polygonzug mit Geschwindigkeitsvektor
IBEO Lux Offener Polygonzug mit Geschwindigkeitsvektor
Hella IDIS Strecke
SMS UMMR 2010 Punkt mit Geschwindigkeitsvektor
SMS UMMR 2006 Punkt mit radialer Geschwindigkeit
Tabelle 1: Objekthypothesenmodelle der eingesetzten Sensoren am Versuchstra¨ger Leonie
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Alle akquirierten Daten lassen sich auf einen offenen Polygonzug abbilden, sodass
eine einheitliche Verarbeitung der Daten durch die Sensordatenfusion und die spa¨tere
Applikation vereinfacht wird.
3 Objekthypothesenmodell
Das Objekthypothesenmodell des Filters orientiert sich am Coordinated Turn Model
(Blackman und Popoli, 1999) mit einer Winkelgeschwindigkeit von ω = 0. Es ist be-
schrieben durch einen offenen Polygonzug (x0, y0 . . . xn, yn) mit Geschwindigkeitsvektor,
bestehend aus Geschwindigkeit v und Winkel der Geschwindigkeit α sowie der zugeho¨ri-
gen Beschleunigung a entlang des Geschwindigkeitsvektors. Im Vergleich zum Zustands-
vektor der Sensordatenfusion des CarOLO Projekts wurde der hier eingesetzte um den
Zustand der Winkelgeschwindigkeit ω reduziert, um den von Effertz (2008) beschriebenen
Spezialfall der nicht Beobachtbarkeit bei ω = 0 zu umgehen und die Komplexita¨t der Ma-
trixoperationen zu reduzieren. Durch die Reduzierung wird die A¨nderung der Ausrichtung
der Objekthypothese nicht mehr gescha¨tzt. In der Praxis hat sich hier keine substanzielle
Verschlechterung der anderen Zustandsgro¨ßen gezeigt. Der Zustandsvektor xˆ bestimmt
sich damit zu:
xˆ = [ x0 y0 . . . xn yn α v a ]
T (1)
Der Geschwindigkeitsvektor beschreibt die Verschiebung der Kontur als Ganzes. Dies
entspricht nur na¨herungsweise der Realita¨t, da sich durch Perspektiva¨nderungen Teile
der Kontur erweitern oder reduzieren. Allgemein ha¨ngt die Korrektheit des Geschwindig-
keitsvektors somit direkt von der Komplexita¨t und der A¨nderung der Kontur ab, da bei
gro¨ßerer Anzahl von Stu¨tzpunkten das Konturrauschen die Scha¨tzung stark vera¨ndert.
Das Prozessmodell des Zustandsvektors xˆ[k] zum diskreten Zeitpunkt k ergibt sich
damit zu:
xi[k + 1] = xi[k] + v[k] ∗ cos(α[k]) ∗∆t+ 12 ∗ a[k] ∗ cos(α[k]) ∗∆t2, i ∈ [0..n]
yi[k + 1] = yi[k] + v[k] ∗ sin(α[k]) ∗∆t+ 12 ∗ a[k] ∗ sin(α[k]) ∗∆t2, i ∈ [0..n]
α[k + 1] = α[k]
v[k + 1] = v[k] + a[k] ∗∆t
a[k + 1] = a[k]
(2)
∆t beschreibt die Pra¨diktionsdauer.
4 Filter
In der Filterstruktur der Sensordatenfusion des Projekts CarOLO wurden nur die Phasen
eins (Zuordnung Punkt-zu-Punkt) und drei (Hinzufu¨gen von Punkten) der Konturpunkt-
zuordnung durchgefu¨hrt. Phase zwei (Zuordnung Punkt-zu-Strecke) sowie die Klassifi-
kation der Eingangsdaten stellen die Erweiterungen gegenu¨ber dem von Effertz (2009)
beschriebenen Filter da. Die Filterstruktur wird in Abbildung 2 dargestellt.
Das Prozessmodell des Extended Kalmanfilters stellt hier, wie in Abschnitt 3 beschrie-
ben, nur die Bewegung im Objektschwerpunkt ab und reduziert so die Komplexita¨t er-
helblich gegenu¨ber einem Bewegungsmodell, in dem jeder Konturpunkt einzeln gescha¨tzt
wu¨rde, da sie nicht mehr von der Anzahl der Konturpunkte des Zustandsvektors abha¨ngt.
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Abbildung 2: Struktur des Filters
Nach einer Zuordnung der Messwerte zu bekannten Objekthypothesen (Tracks) wer-
den zuna¨chst die Messwerte bezu¨glich ihrer Kontur klassifiziert (siehe Abschnitt 4.3).
Parallel dazu wird der Track entsprechend des Prozessmodells pra¨diziert. Anschließend
erfolgt die Zuordnung von Konturstu¨tzpunkten des Messwerts zu denen des Tracks durch
die Ausfu¨hrung der ersten beiden Phasen der Konturpunktzuordnung. Fu¨r nicht klassi-
fizierbare Messwerte folgt eine dritte Phase, in der neue Punkte erzeugt werden ko¨nnen.
Eine detaillierte Beschreibung findet sich in Abschnitt 4.1. Die wa¨hrend der Zuordnung
gewonnenen durchschnittlichen Abweichungen (∆x,∆y) zwischen dem Track und dem
Messwert bilden den Eingang fu¨r den Aktualisierungsschritt des Extended Kalmanfilters.
Nach der Aktualisierung des Zustandsvektors durch das Extended Kalmanfilter schließt
sich die Aktualisierung der Kontur des Tracks an (siehe Abschnitt 4.2). Durch den Fil-
terschritt wurden die Verschiebungen der Konturpunkte seit dem letzten Zeitschritt be-
stimmt. Diese werden nun auf die bestehenden Konturpunkte aufaddiert und Punkte, die
u¨ber einen gewissen Zeitraum nicht aktualisiert wurden, aus der Kontur entfernt.
Der letzte Schritt der Filterstruktur stellt eine Ersetzung der Kontur bei einer gea¨nder-
ten Klassifikation dar. Ist ein Messdatum erfolgreich klassifiziert worden und hat sich diese
Klassifikation gegenu¨ber dem letzten Zeitschritt vera¨ndert, so wird die erkannte Kontur an
Gro¨ße und Lage im Raum des Messwerts angepasst und anstelle der bestehenden Kontur
des Tracks eingesetzt.
4.1 Konturpunktzuordnung
Da das Extended Kalmanfilter nicht jeden Punkt einzeln behandelt, sondern nur ein
auf den Schwerpunkt reduziertes Prozessmodell entha¨lt, ist eine Zuordnung von Punkten
der Messkontur zur Kontur des Tracks notwendig. Diese Zuordnung ist in drei Phasen
aufgeteilt:
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1. Punkt-zu-Punkt-Zuordnung
2. Punkt-zu-Strecke-Zuordnung
3. Hinzufu¨gen neuer Punkte
Zugeordnete Sensorkonturpunkte
Nicht zugeordnete Sensorkonturpunkte
Trackkonturpunkte
Abbildung 3: Konturpunktzuordnung Phase 1
Die erste Phase beschreibt das bereits von Effertz (2009) eingesetzte Verfahren. Hierbei
werden 1-zu-1 Zuordnungen zwischen den Stu¨tzpunkten der Kontur der Messung und
der Kontur des Tracks durchgefu¨hrt (siehe Abbildung 3). Ein Gating-Verfahren mit dem
euklidischen Abstand als Metrik verhindert (Becker, 2002), dass Zuordnungen u¨ber große
Distanzen stattfinden. Nach erfolgreicher Zuordnung wird die Verschiebung zwischen den
Punkten bestimmt.
In Phase 1 behandelt
Zugeordneter Sensorkonturpunkt
Trackkonturpunkte
Abbildung 4: Konturpunktzuordnung Phase 2
Die zweite Phase widmet sich den Punkten, die in Phase 1 nicht zugeordnet werden
konnten. Sie fu¨hrt eine Zuordnung zwischen einem Punkt der Messkontur und der Strecke
zwischen zwei Stu¨tzpunkten der Trackkontur durch (siehe Abbildung 4). Dies ermo¨glicht
es beispielsweise, die von einem zweiten Sensor gemessenen Punkte zur Aktualisierung
zu nutzen, ohne einen weiteren Stu¨tzpunkt auf einer Gerade einfu¨gen zu mu¨ssen. Der
Abstand des Punkts zur Strecke tra¨gt zum Messvektor des Extended Kalmanfilters bei.
Punkte, die in den ersten Phasen nicht zugeordnet wurden, werden in Phase 3 der Kon-
tur neu hinzugefu¨gt. Sie tragen zur Aktualisierung des Extended Kalmanfilters in diesem
Zeitschritt nichts bei. Die dritte Phase wird ferner nur bei unklassifizierten Tracks ange-
wendet. Fu¨r andere Tracks ist u¨ber die Klassifikation eine spezielle Anzahl Konturpunkte
festgeschrieben (siehe Abschnitt 4.3).
4.2 Extended Kalmanfilter
Der in Formel 1 beschriebene Zustandsvektor wird fu¨r den Extended Kalmanfilter auf die
Verschiebung seines Bewegungsschwerpunkts reduziert. So wird die Komplexita¨t erheblich
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reduziert, da der Zustandsvektor eine feste Dimension besitzt und nicht weiter von der
Anzahl der Konturpunkte abha¨ngt. Der vereinfachte Zustandsvektor ergibt sich damit zu:
x = [ ∆x ∆y α v a ]T (3)
Das Prozessmodell entspricht dem bereits vorgestellten mit x[k] = 0, y[k] = 0. Die
wa¨hrend der Zuordnung gewonnenen Abweichungen (∆xi,∆yi) zwischen dem Track und
dem Messwert bilden den Messvektor zk des Extended Kalmanfilters. Je nach Eingangs-
daten (siehe Tabelle 1) wird dieser Messvektor noch um einen Geschwindigkeitsvektor
erga¨nzt, sodass sich zk zu Folgendem ergibt:
zPositionk = [
1
N
∑N
i=1 ∆xi
1
N
∑N
i=1 ∆yi ]
T (4)
z
Position/Geschwindigkeit
k = [
1
N
∑N
i=1 ∆xi
1
N
∑N
i=1 ∆yi α v ]
T (5)
Die Zahl N ist die Anzahl der wa¨hrend der Phasen 1 und 2 getroffenen Zuordnungen.
Die Jacobimatrix H der Beobachtungsmatrix h ergibt sich somit zu einer Einheitsmatrix
der entsprechenden Dimension von y.
Nach Aufstellung des Messvektors und der Beobachtungsmatrix la¨sst sich der Aktua-
lisierungsschritt des Extended Kalmanfilters durchfu¨hren.
y˜k = zk −Hk ∗ xˆk|k−1 (6)
Sk = Hk ∗ Pk|k−1 ∗HTk +Rk (7)
Kk = Pk|k−1 ∗HTk S−1k (8)
xˆk|k = xˆk|k−1 +Kk ∗ y˜k (9)
Pk|k = (I −Kk ∗Hk) ∗ Pk|k−1 (10)
Die Kalmanversta¨rkung Kk wird fu¨r alle Konturpunkte nur einmal berechnet und fu¨r
alle Stu¨tzpunkte als gleich angenommen. Die Aktualisierung eines einzelnen Punkts mit
Messwertzuordnung ergibt sich damit zu:
xi,k|k = xi,k|k−1 +Kk ∗∆xi,k (11)
yi,k|k = yi,k|k−1 +Kk ∗∆yi,k (12)
Nicht zugeordnete Stu¨tzpunkte erfahren eine Aktualisierung basierend auf den Werten
von xˆk+1|k+1{1, 2}.
4.3 Konturklassifikator
Der Konturklassifikator bildet den Kern der Erweiterung des Fusionssystems aus dem
Projekt CarOLO. Es scha¨tzt die Kontur der Messwerte und ersetzt bei erfolgreicher Klas-
sifikation die Kontur des Tracks, um eine vereinfachte Darstellung und damit einen gerin-
geren Rechenaufwand und ein verbessertes Tracking zu erreichen.
Zur Klassifikation wurden Konturen ausgewa¨hlt, die ha¨ufig im Testgebiet eines in-
nersta¨dtischen Rings auftreten und selbst auf ihre Bewegung Einfluss nehmen ko¨nnen.
Bedingt durch die von den Sensoren erstellten Objekthypothesen wird nach folgenden
Konturen klassifiziert:
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Abbildung 5: Turningfunktion einer U-Form
Mithilfe des von Arkin u. a. (1990) beschriebenen Algorithmus lassen sich Konturen
durch Normierung unabha¨ngig von Ausdehnung, Rotation und Position vergleichen. Hier-
bei wird auf die Turningfunktion ΘA(s) zuru¨ckgegriffen. Sie misst den Winkel zwischen
den Schenkeln zweier Strecken eines Polygonzugs A entgegen dem Uhrzeigersinn als Funk-
tion u¨ber der La¨nge des Polygonzuges. Durch eine Normierung des Polygonzugs auf der
La¨nge s auf den Wert 1 wird die Ausdehnungsunabha¨ngigkeit erreicht. Abbildung 5 zeigt
die Turningfunktion einer U-Form. Wird fu¨r zwei Polygonzu¨ge A und B diese Funktion
berechnet und schließlich das Integral der Differenz gebildet, so erha¨lt man einen A¨hn-
lichkeitswert fu¨r die Polygonzu¨ge:
DAB =
∫ 1
0
|ΘA(s)−ΘB(s)|ds (13)
Die Fusion der durch die Klassifikation gewonnenen A¨hnlichkeitswerte mit den Werten des
Tracks wird mithilfe eines Dempster-Shafer-Filter (Wu u. a., 2002) (D-S) durchgefu¨hrt.
Hierzu wird ein Wahrscheinlichkeits-Potenzraum mit den Elementen der zu klassifizieren-
den Konturen zuzu¨glich der nicht klassifizierbaren Kontur N aufgestellt:
2ΘPolyline = {N, •, |, c, b,
⊔} (14)
Die zugeho¨rige Massenverteilung des D-S
M(N) ∈ [0, 1] M(c) ∈ [0, 1]
M(•) ∈ [0, 1] M(b) ∈ [0, 1]
M(|) ∈ [0, 1] M(⊔) ∈ [0, 1]
M(N) +M(•) +M(|) +M(c) +M(b) +M(⊔) = 1
ergibt sich aus dem Potenzraum und wird dem Zustandsvektor eines jeden Tracks hinzu-
gefu¨gt. Mithilfe der durch den Klassifikator bestimmten A¨hnlichkeitswerte DAB la¨sst sich
ebenfalls eine Massenverteilung durch Normierung der Werte auf 1 erstellen. Durch die
http://www.digibib.tu-bs.de/?docid=00039047 07/04/2011
D-S-Kombinationsregel ko¨nnen die Massen des Tracks MA und des Klassifikators MB zu
einer neuen Massenverteilung MC zusammengefu¨hrt werden:
MC = M(C|A,B) = 1
1− κ
∑
i,j|Ai∩Bj=C
MA(Ai) ∗MB(Bj) (15)
κ =
∑
i,j|Ai∩Bj=∅
MA(Ai) ∗MB(Bj) (16)
Nach der Kombination kann aus den neu bestimmten Massen die Kontur mit der
gro¨ßten Evidenz gefunden werden.
Zur Bestimmung der A¨hnlichkeitswerte muss ein Polygonzug zumindest drei Stu¨tz-
punkte aufweisen. Somit ist die Bestimmung der Massen des Potenzraums nicht fu¨r alle
Eingangsdaten mo¨glich. Fu¨r die Objekthypothesen, welche durch ein Objekthypothesen-
modell beschrieben werden, das nur Punkte oder Strecken darstellen kann, mu¨ssen zusa¨tz-
lich andere Potenzra¨ume aufgestellt werden:
2ΘPunkt = {N, (•, |, c, b,
⊔
)} (17)
2ΘStrecke = {N, •, (|, c, b,
⊔
)} (18)
Hierbei werden die nicht durch das Objekthypothesenmodell beschreibbaren Massen
zu einer Menge zusammengefasst, da durch eine Objekthypothese mit Punktobjekthypo-
thesenmodell in der Realita¨t beispielsweise eine U-Form abgebildet werden kann. Gleiches
gilt fu¨r Objekthypothesen mit Streckenobjekthypothesenmodell. Ist die Strecke sehr kurz
und kann damit als Punkt betrachtet werden, so la¨sst sich die Masse Punkt entsprechend
stu¨tzen. Ab einer gewissen Breite ist aber nicht sicher, ob die dargestellte Strecke nicht
Teil einer anderen komplexeren Kontur ist und lediglich nicht vollsta¨ndig durch den Sensor
abgebildet werden kann.
Bei jeder A¨nderung der Konturscha¨tzung wird die Kontur des Tracks nach der Aktua-
lisierung durch das Extended Kalmanfilter durch die gescha¨tzte Kontur ersetzt. Hierzu
wird diese skaliert und mithilfe des Konturklassifikators ein optimaler Winkel im Raum be-
stimmt. In der bisher eingesetzten Form war der Klassifikator drehinvariant. Wird jedoch
eine virtuelle Strecke ortsfest zum ersten Punkt des Polygonzugs A des Klassifikators defi-
niert (A′) und die Funktion ΘA′(s) neu bestimmt, so fu¨hrt dies zu einer Verschiebung auf
der Y-Achse. Auf diese Weise kann durch Durchlaufen des Drehbereichbereiches [−pi, pi)
der optimale Winkel mit dem geringsten Fehler durch Minimierung des Integrals DA
′
B
bestimmt werden.
In der weiteren Verarbeitung wird die Kontur nur noch u¨ber die Phasen 1 und 2 der
Konturzuordnung behandelt, um keine neuen Punkte hinzuzufu¨gen, da die grundsa¨tzliche
Form der Kontur durch die Klassifikation vorgegeben ist. Eventuelle Una¨hnlichkeiten, wie
beispielsweise eine geringe Verzerrung einer L-Form, ko¨nnen durch die Phase 1 durch die
direkte Zuordnung der Stu¨tzpunkte ausgeglichen werden.
5 Ergebnisse
Abbildung 6(a) zeigt eine Fahrsituation auf dem Braunschweiger Stadtring, die wa¨hrend
einer Messfahrt aufgenommen wurde. Der Versuchstra¨ger Leonie fa¨hrt auf der linken Spur
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Abbildung 6: Messergebnisse
der rechten Fahrbahn und ein Fremdfahrzeug kommt ihm auf der Gegenspur entgegen. Die
Kontur des anderen Fahrzeugs beschreibt der Sensor mit fu¨nf Punkten. Der D-S-Filter hat
dieses Datum als “L-Form (links)” klassifiziert und die Kontur entsprechend ersetzt. Die
leichte O¨ffnung der L-Form kommt durch die erste Phase der Konturpunktzuordnung zu-
stande. Die geringere Punktzahl der Kontur macht den Track weniger anfa¨llig gegenu¨ber
Rauschanteilen. Hierdurch verbessert sich beispielsweise die Scha¨tzung des Geschwindig-
keitsvektors. Zu sehen ist, dass der Vektor des Tracks sich exakt entlang der Fahrbahn
des Luftbilds bewegt, wa¨hrend der Vektor des Messwerts um ≈ 4◦ abweicht.
In Abbildung 6(b) ist die Anzahl der Konturpunkte mit und ohne Klassifikation eines
u¨berholenden Fahrzeugs u¨ber der Zeit aufgetragen. Wa¨hrend das Tracking mit Klassifika-
tion bereits ab 4.5s das Ziel stabil erfasst hat (Markierung 1), findet ohne Klassifikation
bei 5.6s ein Abriss des Trackings statt (Markierung 2) und ein neuer Track muss initia-
lisiert werden. Dargestellt wird hier nur der neue Track. Vergleicht man die Anzahl der
Konturpunkte mit und ohne Klassifikation, wird die Reduktion der Punkte deutlich. Zu
sehen sind die Wechsel der Konturen des Ziels. Zuna¨chst wird es durch einen Punkt dar-
gestellt (Markierung 1), wandelt sich anschließend in eine durch zwei Punkte beschriebene
Strecke (Markierung 2) und schließlich zu einer durch drei Punkte beschriebenen L-Form
um (Markierung 3). Wa¨hrend beide Fahrzeuge auf einer Ho¨he sind (ca. 6.5s), wird es
erneut kurz durch eine Strecke dargestellt (Markierung 4), um schließlich wieder zu einer
L-Form zu werden (Markierung 5). Ohne die Klassifikation wird die Kontur meist durch
vier oder kurzzeitig sogar durch fu¨nf Punkte abgebildet.
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6 Zusammenfassung und Ausblick
In diesem Beitrag wurde ein Kontur scha¨tzendes Kalmanfilter fu¨r ein urbanes Umfeld
vorgestellt. Dieses klassifiziert die Messdaten zuna¨chst auf Basis der Turningfunktion und
fusioniert das Ergebnis mithilfe eines D-S-Filters. Bei gea¨nderter Klassifikation wird nach
der Aktualisierung des Zustandsvektors durch den Extended Kalmanfilter die Kontur des
Tracks durch die klassifizierte ersetzt. Dies fu¨hrt zu einer erheblich verbesserten Beschrei-
bung von ha¨ufig auftretenden Konturen bei gleichzeitiger Erhaltung der Flexibilita¨t des
Frei-Form-Kontur-Objekthypothesenmodells fu¨r unklassifizierte Objekthypothesen.
Das beschriebene Verfahren wird zur Zeit im Projekt Stadtpilot fu¨r autonome Fahrten
im innersta¨dtischen Gebiet eingesetzt und weiterentwickelt. Mo¨glich wa¨re beispielsweise,
Teilkonturen zu klassifizieren, um durch Aneinanderreihung von Elementarkonturen auch
komplexere Strukturen effektiv beschreiben zu ko¨nnen oder die Klassifikationen der Senso-
ren mit einzubeziehen. Außerdem la¨sst sich die Ersetzung von Konturen durch die klassi-
fizierte Grundform hinsichtlich der Scha¨tzung der optimalen Rotation und Skalierung ver-
bessern, um eine durchga¨ngig bessere Scha¨tzung der Zustandsgro¨ßen zu ermo¨glichen. Zur
objektiven Bewertung des Verfahrens ist geplant, eine Implementierung des Interacting
Multiple Model Filters mit unterschiedlichen geometrischen Objekthypothesenmodellen
durchzufu¨hren.
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