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Abstract
By associating a spin-orbit interaction with a non-Abelian gauge potential, we theoretically
present a spin polarization in a quite general form using an effective Yang-Mills field and a usual
electromagnetic field. In this gauge invariant result, we focus on a purely electrically-induced spin
contribution. We find that both the inverse spin galvanic effect and the spin Hall effect arise from
the same origin, i.e., the SU(2)×U(1) Hall effect. We also discover that a large effective magnetic
field of the order of 1T is induced in the Rashba system.
1
Generation of spin by applying an electric current in the presence of spin-orbit interaction
has been investigated with much theoretical and experimental attention in spintronics [1, 2].
One of the most successful phenomena of electronic spin-and-charge coupled transport is the
spin Hall effect [3–7]. In a system with spin-orbit interaction, a spin current appears in the
transverse direction to an applied electric current. As a result, electronic spin accumulates
at the edges of the sample. As a similar effect, in the inverse of the spin galvanic effect [8–11]
a spin polarization is also induced by applying an electric current. These two phenomena
are different in a direction of an emergent spin polarization. In a case of a two-dimensional
electron system without inversion symmetry, the induced spin polarization is out-of-plane
in the spin Hall effect, while the in-plane spin arises in the inverse spin galvanic effect.
Although the electronic spin is the well-defined quantity, the theoretical definition of spin
current is not uniquely given under the spin-orbit interaction. In the presence of spin-orbit
interaction, electronic spin dynamics always accompanies the relaxation compared with the
equation of motion for electric charge. To resolve this ambiguity in the definition, the non-
Abelian gauge theory is one of the possible solutions. To connect the spin-orbit coupling with
the non-Abelian gauge theory in condensed matters has been the well-known idea for many
years [14], and a proper definition of spin current is given on the basis of the SU(2) gauge
invariance by treating the spin-orbit interaction as the non-Abelian vector potential [15–17].
In this context, despite the conservation law for spin is still broken, the electronic spin is
covariantly conserved,
∂ts
a +∇ · ja = −
2e
~
ǫabc(Abts
c −Ab · jc), (1)
where s is the electronic spin, jai is the spin current flowing in the i-direction and spin-
polarized in the a-direction, and A represents the non-Abelian spin-orbit gauge potential.
In recent years, several spin-dependent phenomena based on this non-Abelian gauge theory
have been actively reported [14–21].
Following the non-Abelian gauge theory, time and space derivatives of the spin-orbit
coupling are corresponding to effective Yang-Mills electric and magnetic fields, respectively,
which drive spin current and spin polarization. In experiment, a spatial and temporal vari-
ation of the spin-orbit coupling is feasible. For example, since the Rashba effect emerges
when the gate voltage breaks the structural inversion symmetry in two-dimensional semi-
conductor heterostructures [12, 13], the alternating gate voltage could change the Rashba
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coupling, and in the specific sample configuration the spatially-varying Rashba coupling is
realized [22]. This space-time dependent spin-orbit coupling is expected to open up the
possibilities of electrical spin manipulation.
In this paper, we derive analytically a general expression of spin polarization in terms of
an effective non-Abelian SU(2) Yang-Mills field corresponding to the spin-orbit interaction
and Zeeman effect, and the usual U(1) Maxwell electromagnetic field. In particular, we
focus on the generation of spins by electric field alone without any magnetic contributions.
A related work has been done by Gorini et al. who demonstrated theoretically a SU(2)×U(1)
covariant Boltzmann equation in a space-time dependent two-dimensional Rashba system,
and derived explicitly electronic spin and charge transport [20]. The focus of their work,
however, is the spin and charge currents in contrast to the spin polarization in the present
paper.
We consider a general disordered electron system coupled to an external electromagnetic
field and a spin-orbit interaction in condensed matters whose Hamiltonian is represented by
H =
1
2m
∫
ddr
∣∣[− i~∇+ eAem(r, t) + eAa(r, t)σˆa]Ψ(r, t)∣∣2
− e
∫
ddrΨ†(r, t)
[
φ(r, t) +Aat (r, t)σˆ
a
]
Ψ(r, t)
− εF
∫
ddrΨ†(r, t)Ψ(r, t) +Hi, (2)
where Ψ = (ψ↑, ψ↓) is the annihilation operator of conduction electron, d denotes the number
of dimensions, m and −e are mass and charge of electron, respectively, ~ is the Planck
constant, εF is the Fermi energy, σˆ
a is the vector of the Pauli matrices (a = x, y, z and the
caret means a matrix), and Hi denotes the spin-independent random impurity scattering
which gives rise to the relaxation time of electron, τ . Here, the external electric and magnetic
fields are defined using the potential φ and Aem as E = −∂tA
em −∇φ and B =∇×Aem,
respectively. The non-Abelian spin-orbit gauge potential Aaµ (µ = t, x, y, z) is the first-order
relativistic correction of electromagnetic field derived from the Dirac equation, and its time
and space components are consistent with the Zeeman splitting and the spin-orbit coupling,
respectively,
Aat = −
~
2m
Ba, Aai =
~
4mc2
ǫijaEj, (3)
where c is the speed of light and ǫija is the antisymmetric tensor. According to the non-
Abelian gauge theory, the effective Yang-Mills electric field is defined as Ea = −∂tA
a −
3
(a)
(b)
(c)
(d)
s
A
A
em
FIG. 1. Diagrammatic representation of spin density and vertex correction. The solid line denotes
the impurity-averaged Green’s function of free electrons, the dashed line represents interaction with
the SU(2) spin-orbit gauge potential, A, the wavy line describes the interaction with general U(1)
electromagnetic potential, Aem. The double dotted line is the diffusion ladder due to the impurity
scattering described by the single dotted line.
∇Aat − (2e/~)ǫ
abcAbtA
c, and its magnetic counterpart is Ba =∇×Aa − (e/~)ǫabcAb ×Ac.
From the covariant spin conservation law [Eq. (1)], we can introduce a covariantly con-
served spin current,
jai =−
ie~
2m
tr
(
〈〈∇iΨ
†σˆaΨ〉〉 − 〈〈Ψ†σˆa∇iΨ〉〉
)
−
e2
m
tr
(
Aemi 〈〈Ψ
†σˆaΨ〉〉+Aai 〈〈Ψ
†Ψ〉〉
)
, (4)
where tr denotes trace over spin indices and 〈〈· · ·〉〉 is the quantum expectation value. Using
the Keldysh Green’s function [23, 24], we carry out the analytic calculation of the spin
and its current densities induced by the effective Yang-Mills field and electromagnetic field.
The electronic spin density is generally defined as sa(r, t) = ie~tr[σˆaGˆ<(r, t; r, t)], where
G<σ,σ′(r, t; r
′, t′) = (i/~)〈〈ψ†σ′(r
′, t′)ψσ(r, t)〉〉 is the lesser component of the Keldysh Green’s
4
function.
For calculation, we show Feynman diagrams of the spin density in Fig. 1. We consider
slowly-varying electric and magnetic fields, subject to kℓ ≪ 1 and ωτ ≪ 1 (k and ω are
wavenumber and frequency of electromagnetic field, and ℓ denotes a mean free path of
electrons), and we do the gradient expansion. The calculation on the basis of the quantum
many-body theory (see Supplemental Material in detail) yields the following result up to
the second order in Aem and A (including the third-order terms which guarantees the gauge
covariance),
sa =− σc∇ · 〈E
a〉+
2e
~
ǫabc∇ · 〈χLA
b × Bc −DAbsc〉
−
eτ
m
∇ · 〈B × Ia +Ba × I − SaE − ρEa〉
+
eτ
m
∇
2〈e2νφAat + φS
a + ρAat 〉
−
2e
~
ǫabc〈Abts
c −Ab · jc〉. (5)
This spin polarization is clearly formed in terms of the effective SU(2) Yang-Mills field due
to spin-orbit coupling and the U(1) Maxwell electromagnetic field. This simple equation is
one of the main conclusions in the present paper. In Eq. (5), the angle bracket denotes the
average of a diffusive electron motion satisfying the relation (−D∇2+ ∂t)〈F 〉 = F (F is the
arbitrary function with respect to space and time), σc = e
2νD is the conductivity, ν is the
density of states per volume involving spin degree of freedom, D = 2εFτ/dm is the diffusion
constant, χL = −µ
2
Bν/3 is the Landau diamagnetic susceptibility, and µB = e~/2m is the
Bohr magneton. The spin polarization and the spin current driven by the Yang-Mills electric
field E are defined as Sa = −σc〈∇ · E
a〉 and Ia = σcE
a −D∇Sa, respectively, and as their
U(1) counterparts the electric charge and electric current are given by ρ = −σc〈∇ ·E〉 and
I = σcE −D∇ρ. In a similar manner, the spin current is also obtained,
ja =σcE
a + χL∇× B
a −
2e
~
ǫabc(χLA
b × Bc −DAbsc)
+
eτ
m
(B × Ia +Ba × I − SaE − ρEa)
−
eτ
m
∇(e2νφAat + φS
a + ρAat )−D∇s
a. (6)
This result of spin current is consistent with the previous theoretical works [16, 20]. The
spin polarization and the spin current given by Eqs. (5) and (6), of course, satisfy the spin
continuity equation [Eq. (1)]. We note that the electronic spin is exactly conserved at the
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linear-order SU(2) gauge potential. In other words, spin is conserved in a weak spin-orbit
coupling system.
Equation (5) is a really compact equation of spin polarization; however, the effective
Yang-Mills field, E and B, is inappropriate to explain the real spin-related phenomena. Here
we replace the non-Abelian spin-orbit gauge potential by the real electromagnetic field using
Eq. (3), and therefore the spin polarization in Eq. (5) is rewritten as
s =eνµB
[
B − 〈∂tB˜〉 −
e
m
〈
B × B˜
〉
−
eD
4mc4
〈E × ∂tE〉
−
e
m
〈
B˜ × 〈∂tB˜〉
〉
−
eD2
2mc2
〈
(E ×∇)× 〈∇2B˜〉
〉]
+
µBτ
2mc2
{
σc
〈
(∇×B −B ×∇)× ∂tE
〉
−∇i〈∇iE × I〉
− ∂t
〈(
∇×E −E ×∇
)
ρ
〉
−∇i
〈(
∇×E −E ×∇
)
Ii
〉
+
2c2
D
∇i〈IiB〉 − 2e
2νc2∇i
[〈(
E +D∇×B
)
i
〈∂tB˜〉
〉
+∇i
〈
φ〈∂tB˜〉
〉]}
, (7)
where B˜ ≡ B − (D/2c2)∇ × E is the magnetic field including the spin-orbit correction.
This is a general form of spin polarization induced by electric and magnetic fields in the
presence of spin-orbit interaction. The first term is due to the Zeeman field. The next five
terms represent the generalized spin pumping effect. In the usual spin pumping effect [25–
27], dynamic magnetization or magnetic field induces a flow of spin angular momentum
and it is a purely magnetic effect. We here revealed that the electrical counterpart of the
spin pumping effect also occurs thanks to the spin-orbit coupling which converts orbital
energy into spin. The origin of the spin pumping effect is the spin torque. The usual spin
pumping effect comes from a precession of electronic spin around a magnetic field, ǫabcAbts
c.
In contrast, the origin of the electrical spin pumping effect is a torque owing to the spin-orbit
coupling proportional to ǫabcAb · jc.
Since electrical control of spin is quite important for developing spintronics, we focus on
the purely electrical manipulation of electronic spin. We pick out the electrically induced
spin polarization in Eq. (7) and it reads
s =−
σcµB
4mc4
〈E × ∂tE〉+
µBτ
2mc2
(〈
∂tE ×∇ρ
〉
+ 〈∇iE ×∇Ii〉 − ∇i〈∇iE × I〉
)
. (8)
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Here we ignored the rotation of electric field because the alternating magnetic field must
be necessarily applied to generate a rotational electric field based on the Faraday’s law.
Equation (8) expresses a generation of spin by space-time dependent electric field and this is
the second main result in this paper. The first term represents the electrical spin pumping
effect and the other contributions originate from the Lorentz force of the effective Yang-Mills
electric and magnetic fields, sa = (eτ/m)∇ · 〈I ×Ba + ρEa〉. Assuming a case of uniform
or stationary electric field, Eq. (8) is useful to demonstrate various spintronic phenomena
shown in the following.
Let us first consider the spatially uniform case. In this situation, the induced spin is
due to the electrical spin pumping effect shown in the first term of Eq. (8). Since this is
due to the second order of spin-orbit coupling, it is usually very weak and hard to detect
this phenomenon. As a material effect, the Rashba spin-orbit interaction is a candidate for
realizing experimental observation of the electrical spin pumping effect because the really
huge Rashba coupling emerges at a boundary or surface of metals [28–30] and bulk Rashba
semiconductors [31, 32]. The Rashba effect is given by (α is the Rashba coupling)
Aai =
m
e~
ǫijaαj . (9)
If we consider two kinds of Rashba effect: the bulk Rashba effect along the z-axis, αb ‖ z,
and the time-evolving Rashba effect by the gate voltage in the y-direction, αt ‖ y, the
induced spin polarization is lying in the x-direction,
sx(t) =
mσc
~2µB
αbαt(t). (10)
We set a weak Rashba coupling in a metallic sample, where αbkF/εF ∼ 0.1, αtkF/εF ∼ 0.1
(εF ∼ 1eV and kF ∼ 1A˚
−1 being the Fermi wavenumber), and ~/εFτ ∼ 0.001. Then
the emergent spin polarization is roughly estimated at |(µ0γ~/2e)s
x| ∼ 1T as an effective
magnetic field, where µ0 is the magnetic permeability in vacuum and γ is the gyromagnetic
ratio. This effective magnetic field is quite large enough to control magnetization. As a
related study, it was theoretically proposed that a spin is driven by applying two orthogonal
gate electric fields on the different sections of a one-dimensional wire [33].
Next, we investigates the case of steady state in Eq. (8). Here we consider two-dimensional
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Rashba and Dresselhaus systems given by Azi = A
i
z = 0 (i = x, y, z) and
Axx Ayx
Axy A
y
y

 = m
e~

β −α
α −β

 , (11)
where β represents the Dresselhaus coupling [34]. To assume the injection of electric current
along the y-direction in the present system, the in-plane spin polarization emerges
sx(q + q′) =
m
~εF
qx + q
′
x
|q + q′|2
[
qyβ(q)− qxα(q)
]
I(q′),
sy(q + q′) =
m
~εF
qx + q
′
x
|q + q′|2
[
qxβ(q)− qyα(q)
]
I(q′).
(12)
The effect is very sensitive to the spatial dependence of the Rashba and Dresselhaus spin-
orbit couplings and the external electric current. The result becomes changed by whether
we take first the limit to the constant spin-orbit coupling, q → 0, or the uniform electric
current, q′ → 0. (i) When we inject the uniform electric current in the spatially-varying
Rashba and Dresselhaus systems, the spin polarization turns to (∇α × z =∇β × z = 0)
sx(r) = −
mI
~εF
α(r), sy(r) =
mI
~εF
β(r). (13)
This effect is well-known as the inverse of the spin galvanic effect [8–11]. In the previous
theoretical prediction of the inverse spin galvanic effect in the Rashba system [8], the constant
Rashba coupling was treated non-perturbatively, whereas our calculation is carried out by
the perturbation expansion and we take account of the spatial dependence of the Rashba
coupling. Nevertheless these quite distinct calculations are exactly consistent in a condition
of the uniform electric current. (ii) When the limit to the constant spin-orbit coupling is
taken first, the spin is not induced identically. According to the previous work, the inverse
spin galvanic effect should occur even in the spatially uniform Rashba system. It indicates
that the inverse spin galvanic effect in the uniform Rashba system is a non-perturbative
effect, and thus our result cannot be applicable to the constant Rashba case.
In the above discussion, we omitted the higher-order contribution of electromagnetic field
such as the non-commutative contribution of the Yang-Mills magnetic field, ǫabcAb ×Ac,
in the SU(2)×U(1) Hall effect, I × Ba. In fact, this component is related to the spin Hall
effect [5, 6],
sz(q) = −
mk2F
~ε2F
(α2 − β2)
qx
q2
I(q). (14)
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Interestingly the origin of the spin Hall effect is exactly same as the inverse spin galvanic
effect, and they are connected with the SU(2)×U(1) Hall effect, sa = −(eτ/m)∇ · 〈I ×Ba〉.
These effects are classified by whether the non-commutative contribution of the Yang-Mills
magnetic field, ǫabcAb ×Ac, or the other, ∇×Aa.
In conclusion, we have analytically derived the general expression of spin polarization
arising from electric and magnetic fields in the presence of spin-orbit interaction. As a result,
we obtained the purely electrical spin manipulation, and we have shown that this formula
connects different spintronic phenomena which have ever been independently discussed: the
inverse spin galvanic effect and the spin Hall effect. We found also that two different time-
dependent Rashba fields yield a large effective magnetic field. To handle freely the Rashba
effect would be a key to the future spintronics.
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We will show the details of the analytic calculation of the spin polarization and spin
current in the presence of non-Abelian spin-orbit gauge potential and U(1) electromagnetic
field. We carry out the calculation using the Keldysh Green’s function based on the quantum
many-body theory, and in terms of the Green’s function the spin density and spin current
are defined as
sa(r, t) = ie~tr
[
σˆaGˆ<(r, t; r, t)
]
, (S.1)
and
jai (r, t) =
ie~
m
tr
{[
i~
2
(∇r′ −∇r)iσˆ
a + eAemi (r, t)σˆ
a + eAai (r, t)
]
Gˆ<(r, t; r′, t)
}
r′=r
, (S.2)
respectively. In calculation, we consider a disordered regime due to the spin-independent
impurity scattering,
Hi =
∫
ddrΨ†(r, t)vi(r)Ψ(r, t), (S.3)
where vi is the potential of the impurity scattering. This effect is taken into account as a
relaxation time, τ , in the Green’s function. The random impurity averaging is given by (ni
is the impurity concentration and ui is strength of scattering)
vi(q) = 0, vi(q)vi(q′) =
niu
2
i
Ld
δq,q′ . (S.4)
Thereby we need include the vertex correction shown in Fig. 1(d) for the Ward-Takahashi
identity.
SU(2) GAUGE POTENTIAL
We first calculate the electronic spin driven by the effective SU(2) Yang-Mills field due
to the spin-orbit interaction. To confirm rigorously the SU(2) gauge covariance, we consider
up to the third-order contribution of the non-Abelian spin-orbit gauge potential. Therefore,
we will obtain the gauge invariant result after the strict calculation.
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First order in A
The diagrammatic representation of the spin density induced by the first order in A is
shown in Fig. 1(a), and this contribution is written down
s(1)a(r, t) =
i2e2~
Ld
∑
k,q
∑
ω,Ω
e−i(q·r−Ωt)
[
~
m
Aai (q,Ω)ki(fω+Ω
2
− fω−Ω
2
)gr
k−
q
2
,ω−Ω
2
ga
k+ q
2
,ω+Ω
2
Πω(q,Ω)
−Aat (q,Ω)
(
fω−Ω
2
ga
k− q
2
,ω−Ω
2
ga
k+ q
2
,ω+Ω
2
− fω+Ω
2
gr
k− q
2
,ω−Ω
2
gr
k+ q
2
,ω+Ω
2
)
−Aat (q,Ω)(fω+Ω
2
− fω−Ω
2
)gr
k−
q
2
,ω−Ω
2
ga
k+ q
2
,ω+Ω
2
Πω(q,Ω)
]
, (S.5)
where Ld is the system size, fω denotes the Fermi distribution function, g
r
k,ω (g
a
k,ω) is the
impurity-averaged retarded (advanced) Green’s function of free electrons defined as (εk =
~
2k2/2m)
grk,ω =
1
~ω − εk + εF +
i~
2τ
= (gak,ω)
∗, (S.6)
and Πω(q,Ω) represents contribution of the diffusion ladder
Πω(q,Ω) =
∞∑
n=0
(
niu
2
i
Ld
∑
k
gr
k−
q
2
,ω−Ω
2
ga
k+ q
2
,ω+Ω
2
)n
. (S.7)
Considering the slowly varying spin-orbit coupling, qℓ ≪ 1 and Ωτ ≪ 1, we carry out the
gradient expansion and the leading contribution reads
s(1)a(r, t) =
i2e2~
Ld
∑
k,q
∑
ω,Ω
e−i(q·r−Ωt)f ′ω
{
i~3
m2
qjΩA
a
i (q,Ω)Im
[
kikjg
r
k,ω(g
a
k,ω)
2
]
Πω(q,Ω)
−Aat (q,Ω)g
r
k,ωg
a
k,ω
[
i
τ
+ ΩΠω(q,Ω)
]}
. (S.8)
After integrating the Green’s function with respect to k and ω, we finally obtain
s(1)a(r, t) = σc
∑
q
∑
Ω
qie
−i(q·r−Ωt)
Dq2 + iΩ
[
ΩAai (q,Ω)− qiA
a
t (q,Ω)
]
=
σc
Ld
∫
ddr′
∫
dt′
∑
q
∑
Ω
eiq·(r−r
′)−iΩ(t−t′)
Dq2 − iΩ
∇r′ ·
[
∂t′A
a(r′, t′) +∇r′At(r
′, t′)
]
≡ σc∇ · 〈∂tA
a +∇Aat 〉. (S.9)
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The spin current is similarly calculated,
j(1)a(r, t) =
ie2~3
m2Ld
∑
k,k′,q
∑
ω,Ω
e−i(q·r−Ωt)f ′ω
{
+
i
6τ
(qiqj − δijq
2)Aaj (q,Ω)g
r
k,ωg
a
k,ω +
~
2
τ 2
ΩAaj (q,Ω)kikj(g
r
k,ω)
2(gak,ω)
2
−
niu
2
i
Ld
2~4
m2
qkqlΩA
a
j (q,Ω)Im
[
kikkg
r
k,ω(g
a
k,ω)
2
]
Im
[
k′jk
′
lg
r
k′,ω(g
a
k′,ω)
2
]
Πω(q,Ω)
− i2~qjΩA
a
t (q,Ω)Im
[
kikjg
r
k,ω(g
a
k,ω)
2
]
Πω(q,Ω)
}
, (S.10)
and results in
j(1)a = χL∇× (∇×A
a)− σc(∂tA
a +∇Aat )−D∇s
(1)a. (S.11)
Second and third order in A
Here we consider the higher-order contribution for the SU(2) gauge covariance. We
show the Feynman diagrams of the second- and third-order contributions in Fig. 1(b). The
same manner to the first-order case is applicable to this higher-order case, and each spin
polarization is obtained as
s(2)a =
2e
~
ǫabc
〈
∇ ·
[
σcA
b
tA
c + χLA
b × (∇×Ac)−DAbs(1)c
]
−Abts
(1)c +Ab · j(1)c
〉
,
(S.12)
and
s(3)a = −
2e
~
ǫabc
〈
∇ ·
[
eχL
~
ǫcdeAb × (Ad ×Ae) +DAbs(2)c
]
+Abts
(2)c −Ab · j(2)c
〉
, (S.13)
respectively. Correspondingly the spin current is also calculated,
j(2)a = −
2e
~
ǫabc
[
χL
2
∇× (Ab ×Ac) + σcA
b
tA
c + χLA
b × (∇×Ac)−DAbs(1)c
]
−D∇s(2)a,
(S.14)
j(3)a =
2e
~
ǫabc
[
eχL
~
ǫcdeAb × (Ad ×Ae) +Abs(2)c
]
−D∇s(3)a. (S.15)
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From all the results, the spin and its current densities are represented in a SU(2) gauge
invariant form
sa =∇ ·
〈
σc
(
∂tA
a +∇Aat +
2e
~
ǫabcAbtA
c
)
+
2e
~
ǫabc
[
χLA
b ×
(
∇×Ac −
e
~
ǫcdeAd ×Ae
)
−DAb(s(1)c + s(2)c)
]〉
−
2e
~
ǫabc
〈
Abt(s
(1)c + s(2)c)−Ab · (j(1)c + j(2)c)
〉
, (S.16)
and
ja =χL∇×
(
∇×Aa −
e
~
ǫabcAb ×Ac
)
− σc
(
∂tA
a +∇Aat +
2e
~
ǫabcAbtA
c
)
−
2e
~
ǫabc
[
χLA
b ×
(
∇×Ac −
e
~
ǫcdeAd ×Ae
)
−DAb(s(1)c + s(2)c)
]
−D∇sa,
(S.17)
respectively. This results are rewritten by the effective Yang-Mills field, E and B,
sa = −σc∇ · 〈E
a〉+
2e
~
ǫabc∇ · 〈χLA
b ×Bc −DAbsc〉 −
2e
~
ǫabc〈Abts
c −Ab · jc〉, (S.18)
ja = σcE
a + χL∇× B
a −
2e
~
ǫabc(χLA
b × Bc −DAbsc)−D∇sa. (S.19)
We here introduce the covariant derivative as
DF a ≡∇F a −
2e
~
ǫabcAbF c, (S.20)
DtF
a ≡ ∂tF
a +
2e
~
ǫabcAbtF
c, (S.21)
where F a is an arbitrary function in spin space. The spin current is simplified using this
covariant derivative,
ja = σcE
a + χLD × B
a −DDsa, (S.22)
and the spin polarization is given by the covariant conservation law of spin,
Dts
a = −D · ja. (S.23)
SU(2) AND U(1) GAUGE POTENTIAL
Next, we calculate the spin arising from a combination between the effective SU(2) Yang-
Mills field and the usual U(1) Maxwell electromagnetic field. The diagrams of this contribu-
tion is shown in Fig. 1(c). Although the calculation becomes more and more complicated,
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spin and spin current densities are straightforwardly derived,
sa =
eτσc
m
∇ ·
〈
(∇×Aem)×
[
∂tA
a +∇Aat +D∇
〈
∇ · (∂tA
a +∇Aat )
〉]
+ (∇×Aa)×
[
∂tA
em +∇φ+D∇
〈
∇ · (∂tA
em +∇φ)
〉]
− (∂tA
em +∇φ)
〈
∇ · (∂tA
a +∇Aat )
〉
− (∂tA
a +∇Aat )
〈
∇ · (∂tA
em +∇φ)
〉
+
1
D
φAat +∇
[
φ
〈
∇ · (∂tA
a +∇Aat )
〉]
+∇
[
Aat
〈
∇ · (∂tA
em +∇φ)
〉]〉
, (S.24)
ja =−
eτσc
m
{
(∇×Aem)×
[
∂tA
a +∇Aat +D∇
〈
∇ · (∂tA
a +∇Aat )
〉]
+ (∇×Aa)×
[
∂tA
em +∇φ+D∇
〈
∇ · (∂tA
em +∇φ)
〉]
− (∂tA
em +∇φ)
〈
∇ · (∂tA
a +∇Aat )
〉
− (∂tA
a +∇Aat )
〈
∇ · (∂tA
em +∇φ)
〉
+
1
D
φAat +∇
[
φ
〈
∇ · (∂tA
a +∇Aat )
〉]
+∇
[
Aat
〈
∇ · (∂tA
em +∇φ)
〉]}
−D∇sa.
(S.25)
This result expressed by the SU(2) and U(1) gauge potentials has a lot of contribution
and it is obscure to explain phenomena. To replace each gauge potential with the effective
Yang-Mills field and the electromagnetic field, the equation is simplified as
sa = −
eτ
m
∇ ·
〈
B × Ia +Ba × I − SaE − ρEa −∇
(
e2νφAat + φS
a + ρAat
)〉
, (S.26)
ja =
eτ
m
[
B × Ia +Ba × I − SaE − ρEa −∇
(
e2νφAat + φS
a + ρAat
)]
−D∇sa. (S.27)
In this calculation, we considered the linear response of the non-Abelian spin-orbit gauge
potential. The effective Yang-Mills field does not contain non-commutative parts propor-
tional to ǫabcAbtA
c and ǫabcAb×Ac, and therefore the field turns to Ea = −∂tA
a−∇Aat and
B
a =∇×Aa. However, the non-commutative contribution should exist at the viewpoint of
the SU(2) gauge covariance. Since the result depends on the first-order spin-orbit coupling,
spin polarization and spin current given by Eqs. (S.26) and (S.27) are exactly conserved,
∂ts
a +∇ · ja = 0. (S.28)
Considering the non-commutative parts in the Yang-Mills field, the derivative of this identity
is surely replaced by the covariant derivative.
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