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 
Abstract² This paper describes the adaptation of a Bayesian 
sea ice detection algorithm for the scatterometer on board the 
European Remote Sensing satellites (ERS-1 and ERS-2). The 
algorithm is based on statistics of distances to ocean wind and sea 
ice Geophysical Model Functions (GMFs) and its performance is 
validated against coincident active and passive microwave data. 
We furthermore propose a new model for sea ice backscatter at 
C-band in vertical polarization (VV) based on the sea ice GMFs 
derived from ERS and ASCAT data. The model characterizes the 
dependence of sea ice backscatter on incidence angle and sea ice 
type, allowing a more precise incidence angle correction than 
afforded by the usual linear transformation. The resulting 
agreement between the ERS, QuikSCAT and SSMI sea ice 
extents during the year 2000 is high during the fall and winter 
seasons, with an estimated ice edge accuracy of about 20 km, but 
shows persistent biases between scatterometer and radiometer 
extents during the melting period, with scatterometers being 
more sensitive to summer (lower concentration and rotten) sea 
ice types.  
 
Index Terms² Sea ice, radar scattering, Bayes procedure, 
microwave radiometry 
 
I. INTRODUCTION 
EA ice is a vital component of the cryosphere and plays an 
important role in global climate regulation. The heat 
exchanges between the atmosphere and the ocean are altered 
by changes in sea ice extent and thickness [1] and therefore, 
many concerns arise from the decline of the Arctic sea ice and 
the rapid loss of Arctic multi-year ice [2,3]. The operation of 
polar Earth observation satellites has been supporting a 
growing interest in the Polar Regions over the last decades, 
and scatterometer data have proved valuable in monitoring sea 
ice extent, thickness, and motion. A Bayesian algorithm for 
sea ice detection has been developed for QuikSCAT [4] and 
applied to ASCAT [5]. The focus of this paper is the 
adaptation of this Bayesian approach to ERS, in order to 
extend the existing sea ice extent scatterometer record to the 
ERS period (1992-2000). The resulting extended scatterometer 
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record provides sea ice extent data over 25 years and 
additionally monitors the backscatter response from sea ice, 
which can be used to separate First-Year Ice (FYI) from 
Multi-Year Ice (MYI) [6]. Scatterometers collect backscatter 
measurements from a wide range of incidence angles (which 
also varies from one sensor to another) and therefore, to build 
a uniform record of sea ice backscatter, it is necessary to 
normalize sea ice backscatter to a reference angle. For this 
purpose, a model for sea ice backscattering at C-band in 
vertical polarization (VV) is developed. This model is 
intended for ERS and ASCAT and characterizes the 
dependencies of sea ice backscatter on incidence angle and sea 
ice type. 
Section II details the original Bayesian sea ice detection 
algorithm for ASCAT and how it has been adapted to the ERS 
record. Section III reports on its validation and presents the 
entire scatterometer record from 1992 to 2016. Section IV 
details the construction of an empirical C-band sea ice 
backscatter model to be used as normalization tool, and as an 
empirical aid towards the theoretical modelling of sea ice 
backscatter. Section V summarizes our results and provides an 
overview of future work.. 
II. ALGORITHM DESCRIPTION 
Scatterometers are active microwave sensors primarily 
designed for the retrieval of wind speed and direction over the 
ocean. They have also been used for the detection and 
characterization of sea ice [7]. The ERS sea ice detection 
algorithm proposed here is a modified version of an existing 
algorithm developed for ASCAT, adjusted to compensate for 
their different observation geometries. Both ERS and ASCAT 
operate at C-band (5.3 GHz) and collect triplets of VV 
polarized backscatter measurements ሼߪிைோா଴ ǡ ߪெூ஽଴ ǡ ߪ஺ி்଴ ሽ from 
three antennas oriented at 45°, 90° and 135° relative to the 
flight direction (see Fig. 1). The ERS single-side antenna 
covers a 500-km swath divided into 25 km regular grid wind 
vector cells (WVCs), with incidence angles ranging from 18° 
to 46° for the mid-beam, and 25° to 57° for the fore and aft 
beams. This differs from ASCAT, which is a double-sided 
scatterometer with three antennas on each side covering a total 
swath of 1100 km also divided into 25 km grid cells. The 
$6&$7 LQFLGHQFH DQJOHV DUH VOLJKWO\ ODUJHU WKDQ (56¶V DV
shown in Table 1. 
This section provides an overview of the ASCAT algorithm 
followed by a description of the adjustments made for the 
specific geometry of ERS. A complete description of the 
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ASCAT algorithm can be found in [5].  
 
 
 
Fig. 1. Observation geometry of ERS and ASCAT (adapted from 
[5]). 
Table 1. ERS and ASCAT observation angles for the different WVCs 
ERS ASCAT 
WVC Incidence mid/fore (°) WVC Incidence mid/fore (°) 
1 18.0 / 24.8 1, 42 52.4 / 63.6 
2 19.8 / 27.2 2, 41 51.4 / 62.7 
3 21.7 / 29.6 3, 40 50.5 / 61.8  
4 23.5 / 31.8 4, 39 49.5 / 60.8 
5 25.2 / 34.0 5, 38 48.5 / 59.8 
6 26.9 / 36.1 6, 37 47.4 / 58.7 
7 28.6 / 38.1 7, 36 46.3 / 57.6 
8 30.2 / 40.0 8, 35 45.2 / 56.5 
9 31.8 / 41.8 9, 34 44.1 / 55.3 
10 33.4 / 43.6 10, 33 42.9 / 54.0 
11 34.9 / 45.3 11, 32 41.7 / 52.8 
12 36.3 / 46.9 12, 31 40.3 / 51.5 
13 37.7 / 48.5 13, 30 39.1 / 50.1 
14 39.1 / 49.9 14, 29 37.8 / 48.6 
15 40.5 / 51.4 15, 28 36.5 / 47.1 
16 41.8 / 52.8 16, 27 35.1 / 45.6 
17 43.0 / 54.1 17, 26 33.6 / 43.9 
18 44.2 / 55.3 18, 25 32.2 / 42.3 
19 45.4 / 56.5  19, 24 30.7 / 40.5 
  20, 23 29.1 / 38.7 
  21, 22 27.5 / 36.8 
 
A. The original sea ice detection algorithm for ASCAT 
The original sea ice detection algorithm for ASCAT 
combines prior knowledge about the expected location of the 
sea ice edge with conditional probability functions modelled 
as functions of the distance of backscatter triplets to the ocean 
wind and sea ice Geophysical Model Functions (GMFs) [5]. 
Other Bayesian formulations for sea ice detection with 
scatterometer data can be found in the literature, such as the 
approach developed by Anderson and Long in [8]. The main 
difference lies in their use of aggregates such as mean 
backscatter, polarization ratio and azimuthal anisotropy as 
class discriminants, and empirically adjusted covariances as 
class dispersion. The advantage of our GMF approach is that 
the dispersion of measurements about extended class model 
functions is smaller than about class aggregate means, 
approaching the limits imposed by the scatterometer noise 
levels, and allowing the Bayesian method to reach its 
maximum discrimination power [4]. 
The ocean wind GMF, denoted CMOD7 [9], relates 
measured backscatter triplets,ߪ௪௜௡ௗ଴ , to wind speed ݒ, 
direction ߶, and incidence angle ș. Since ș is dependent on the 
across-track wind vector cell number (WVC, Table 1), we 
may write:  ߪ௪௜௡ௗ଴ ൌ ܥܯܱܦ ?ሺݒǡ ߶ǡ ܹܸܥሻ ሺ ?ሻ 
The ocean wind GMF, shown on Fig. 2., conforms to a two-
dimensional cone-shaped manifold in the three-dimensional 
measurement space formed by the scatterometer fore, mid and 
aft beam views [10]. The sea ice GMF, denoted the ice line 
(see Fig. 2), relates backscatter to sea ice type and is also 
WVC dependent. The distributions of stable wintertime sea ice 
backscatter indicate that it is azimuthally isotropic:  ߪ௜௖௘ǡிைோா଴ ൌ ߪ௜௖௘ǡ஺ி்଴ ሺ ?ሻ 
So that backscatter collected from the side beams of the same 
WVC is generally leveled. The relation between the 
backscatter collected from the mid and side beams is different, 
since their incidence angles differ slightly. This relation is 
parameterized as a one-dimensional straight line in the 
measurement space: ߪ௜௖௘ǡெூ஽଴ ൌ ߙ ൅ ߚߪ௜௖௘ǡிைோா଴ ሺ ?ሻ 
The two GMFs do generally not intersect, but in the middle of 
the swath the ice line coincides with along-track winds and 
thus at the corresponding angles, the discrimination between 
sea ice and open ocean is left to some contextual information 
such as the previous passes of the satellite or Numerical 
Weather Prediction (NWP) model wind constraints [4,5].  
 
Fig. 2. Ocean wind and Sea ice GMFs at C-band (adapted from [5]) 
The Bayesian posterior sea ice probability is formulated as 
[5]: ݌ሺ݅ܿ݁ȁߪ଴ሻ ൌ ݌ሺߪ଴ȁ݅ܿ݁ሻ݌଴ሺ݅ܿ݁ሻ݌ሺߪ଴ȁ݅ܿ݁ሻ݌଴ሺ݅ܿ݁ሻ ൅ ݌ሺߪ଴ȁݓ݅݊݀ሻ݌଴ሺݓ݅݊݀ሻ ሺ ?ሻ 
The conditional probability functions are expressed using 
Maximum Likelihood Estimates (MLEs) as normalized 
measures of distance from observed backscatter triplets to the 
ocean wind and sea ice GMFs: ݌ሺߪ଴ȁݓ݅݊݀ሻ ൌ ݌ሺܯܮܧ௪௜௡ௗሻ ሺ ?ሻ ݌ሺߪ଴ȁ݅ܿ݁ሻ ൌ ݌ሺܯܮܧ௜௖௘ሻ ሺ ?ሻ 
ASCAT 
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The a-priori probabilities, ݌଴ሺ݅ܿ݁ሻ and ݌଴ሺݓ݅݊݀ሻ, are 
initialized on the very first pass of the satellite as: ݌଴ሺ݅ܿ݁ሻ ൌ  ? െ ݌଴ሺݓ݅݊݀ሻ ൌ  ?Ǥ ? ? ሺ ?ሻ 
This initial setting is based on the climatological fraction of 
sea-ice to open-ocean area, and it is only used for initializing 
the algorithm. It does not have any significant influence on the 
sea ice probabilities beyond the algorithm spin-up period, 
which is of about 5 days. 
The a-priori probabilities are updated after each orbital pass 
with the posteriors from the previous pass: ݌଴ሺ݅ܿ݁ሻ ൌ  ? െ ݌଴ሺݓ݅݊݀ሻ ൌ ݌ሺ݅ܿ݁ȁߪ଴ሻ ሺ ?ሻ 
Once a day, the posterior sea ice probability is spatially 
smoothed with an exponential decay function of 17 km width. 
Blurring the ice map is used to represent the possibility for sea 
ice to freeze or thaw within a day, especially near the sea ice 
edge. 
The posterior sea ice probability is then relaxed to start as 
the next day prior. This relaxation is substantial and biased 
towards water so that the algorithm provides more reasonable 
probabilities in the melting marginal ice zone ݌଴ሺ݅ܿ݁ሻ ൌ ൜ ?Ǥ ? ?݂݅݌ሺ݅ܿ݁ȁߪ଴ሻ ൐  ?Ǥ ? ? ?Ǥ ? ?݂݅݌ሺ݅ܿ݁ȁߪ଴ሻ ൏  ?Ǥ ? ? ሺ ?ሻ 
This relaxation scheme is introduced to protect the Bayesian 
filter from saturation (i.e., situations for which posteriors can 
only change slowly because the priors are too strong and do no 
longer reflect the true sea ice probability) and proves efficient 
at inhibiting weather noise caused by, e.g., rain storms or 
confused sea states. Please note that wind variability has been 
shown to cause MLE increases over high-latitude water. The 
rain column is generally too shallow to cause rain effects [11]. 
A sea ice coverage map is written once a day on a 12.5 km 
polar stereographic grid using a fixed 55% threshold on the 
posterior sea ice probability and is filled with normalized sea 
ice backscatter data. The 55% threshold is chosen to give the 
best agreement to the 15% sea ice concentration edge from 
passive microwave algorithms during the sea ice growth 
season. 
B. Algorithm adjustments for ERS  
ERS differs from ASCAT by its lower observation density 
(single 500 km swath versus double-sided 550 km swath 
antennas), somewhat worse noise characteristics, and slightly 
lower incidence angles. In order to compensate for the lower 
detection capabilities afforded by the narrower swath, which 
translates into a weaker conditioning of the priors used for sea 
ice detection, we introduce the following changes in the ERS 
sea ice processing chain: 
 1) The spatial smoothing is applied on an orbital basis 
(instead of on a daily basis) with a spatial filter width 
increased to 34 km, so that each grid cell collects more 
contextual information from nearby observations. 
 2) To compensate for the smaller number of ERS 
observations compared to ASCAT, and preserve the balance 
between the amount of prior and actual information used to 
compute the sea ice concentration, the weight of observations 
is doubled before the spatial filtering. 
 3) The fixed detection threshold of 55% is modified into 
using a seasonally-varying threshold on the posterior sea ice 
probability, lowered to 40% during the winter months (when 
rapid ice growth dynamics make detection more challenging, 
i.e., from 1st September to 1st April in the NH, and from 1st 
February to 1st October in the SH) and set to 50% during the 
rest of the year. The seasonally varying threshold scheme for 
ERS is chosen to provide the best agreement to the collocated 
sea ice edge from ASCAT/QuikSCAT all year round. The 
sustained lower probability thresholds required for sea ice 
detection with the ERS system give testimony of its limited 
sampling over a day.   
4) Additionally, the iceline parameters (ߙǡ ߚ) from the 
ASCAT sea ice GMF are extrapolated cubically to the lower 
incidence angles of ERS after checking that the extrapolation 
error, measured as the distance between the sea ice GMF 
derived from ERS data and the extrapolated model is less than 
0.1 dB. 
III. ALGORITHM VALIDATION AND LIMITATIONS 
To validate the algorithm, a comparison with two reference 
data sets is performed from January through December 2000. 
The first reference data set is the record of sea ice extents 
produced from QuikSCAT data with the KNMI Bayesian sea 
ice detection algorithm [4]. The second dataset is the passive 
microwave record of sea ice extents derived from SSMI using 
a 15% threshold on the sea ice concentrations generated by the 
NASA Team NT algorithm [12]. 
Figure 3 shows that the agreement between the ERS and 
QuikSCAT sea ice extents is excellent all year long, with 
differences within 0.25 million km2, and an estimated sea ice 
edge accuracy of 20 km. The agreement between 
scatterometer and SSMI sea ice extents is of comparably high 
quality during the fall and winter months, but degrades during 
spring and summer, with passive microwave (SSMI) products 
showing lower sensitivity to melting sea ice conditions than 
ERS or QuikSCAT. 
 
 
Fig. 3. Daily Arctic and Antarctic sea ice extents from Jan' 01 
through Dec' 31 from ERS (red line), QuikSCAT (blue line) and 
SSMI (green line) 
After detailed examination of the daily sea ice extents, we 
observe that the largest differences between the ERS and the 
reference QuikSCAT and SSMI records tend to occur under 
highly dynamic conditions (i.e., during fast sea ice advance or 
TGRS-2017-00722 
retreat episodes) or during periods when no ERS observations 
are available. 
 
 
 
Fig. 4. ERS-1 (top panel) and ERS-2 (bottom panel) daily coverage 
in the Arctic (left) and Antarctic (right) with the winter sea ice edge 
displayed in pink. Daily coverage is defined as the number of updates  
per day. A daily coverage of 100% means that the pixel is updated 
daily - using observations from the previous 72 hours. 
 
Indeed, in absence of observational input, the ERS sea ice 
extents will remain static on the prior from the previous day 
and unresponsive to change. Figure 4 displays the 
scatterometer daily coverage for the ERS-1 (1992-1996) and 
ERS-2 (1996-2000) missions, showing the areas that will 
likely be more affected by disruptions in the ERS data stream 
(when the wind mode is interrupted by SAR mode operations). 
During the ERS-1 period, extended areas around the Beaufort 
Sea, the Hudson Bay, and the Labrador Sea have a lower daily 
coverage than expected by symmetry. Smaller problems 
persist in the Beaufort Sea during ERS-2 period. In the 
Southern hemisphere, the western side of the Antarctica 
Peninsula has a lower than average daily coverage during 
ERS-2 period. Because of delays in the arrival of 
observational updates, the ERS sea ice extents over these 
regions are more likely to suffer from small negative (resp. 
positive) biases during the growth (resp. melt) season, and 
caution should be exercised in their analysis. 
With the inclusion of ERS data, the scatterometer record of 
daily sea ice extents (built from QuikSCAT and ASCAT data) 
is extended to the period spanning from 1992 to 2000 as 
shown on Figure 5. 
The next section describes the development of a sea ice 
backscatter model for ERS and ASCAT to produce a uniform 
sea ice backscatter record along with this new sea ice extent 
record. 
IV. SEA ICE BACKSCATTER MODEL AT C-BAND 
The ERS and ASCAT scatterometers collect backscatter 
from a wide range of incidence angles, allowing the empirical 
characterization of the monostatic sea ice backscattering cross-
section as a function of incidence angle and sea ice type. This 
characterization is required to normalize the backscatter maps 
to a single incidence angle, ș0, and is valuable as an aid to 
theoretical studies of sea ice scattering. An empirical model 
for normalizing backscatter as a function of incidence angle is 
necessary to homogenize the backscatter records collected 
from instruments that observe many and different incidence 
angles (e.g. ERS and ASCAT), and a prerequisite to study 
long-term trends. Backscatter at one incidence is also used to 
typify the geophysical state of sea ice as seen with a C-band 
scatterometer at all angles. To develop such an empirical 
model, ߪ௜௖௘଴ ሾߠǡ ߪ௜௖௘଴ ሺߠ଴ሻሿ, we need to transform the formulation 
of the sea ice GMF defined in Eq. (3), as expressed in terms of 
the WVC-dependent ice line parameters ሺߙǡ ߚሻ, into a 
formulation for the derivative of sea ice backscatter with 
incidence angle. Different sets of ice line parameters are used 
for Arctic and Antarctic sea ice in order to account for their 
different development characteristics. It is known that
Fig. 5. Sea ice extent record from ERS-1, ERS-2, QuikSCAT and ASCAT data. The solid line represents the Arctic sea ice extent and the 
dashed line the Antarctic sea ice extent. 
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Antarctic sea ice is in general younger (more seasonal) and 
rougher (subject to more dynamic wave action) than Arctic sea 
ice, which is in turn less saline and more porous by virtue of 
its older age. These contrasting growth conditions, along with 
the underlying dominance of surface vs. volume scattering 
mechanisms, justify our use of hemisphere-dependent 
parameters to represent their backscatter derivatives. 
The sea ice backscatter derivative over a given across-track 
WVC can be approximated from Eq. (3) as: ݀ߪ௜௖௘଴݀ߠ ቤఏ ൎ ߪሺߠிைோாሻ െ ߪሺߠெூ஽ሻߠிைோா െ ߠெூ஽ ൌ െ ߙ ൅ ሺߚ െ  ?ሻߪிைோா଴ߠிைோா െ ߠெூ஽ ሺ ? ?ሻ 
where this quantity is evaluated at the mean incidence angle 
that corresponds to the across-track WVC: ߠ ൌ ሺߠெூ஽ ൅ ߠிைோாሻȀ ? 
Similarly, the side beam backscatter can be expanded as: ߪிைோா଴ ൌ ߪ௜௖௘଴ ൅ ݀ߪ௜௖௘଴݀ߠ ቤఏబ ሺߠிைோா െ ߠሻ ሺ ? ?ሻ 
From (10) and (11), the sea ice backscatter derivative with 
incidence angle can now be expressed in closed form as: ݀ߪ௜௖௘଴݀ߠ ൌ ܣሺߠሻ ൅ ܤሺߠሻ ڄ ߪ௜௖௘଴ ሺ ? ?ሻ 
We see that it depends linearly on backscatter (i.e., sea ice 
type) with incidence dependent coefficients ܣሺߠሻ and ܤሺߠሻ: 
ۖەۖ۔
ۓܣሺߠሻ ൌ െ ?ߙሺ ? ൅ ߚሻሺߠிைோா െ ߠெூ஽ሻܤሺߠሻ ൌ െ ?ሺߚ െ  ?ሻሺ ? ൅ ߚሻሺߠிைோா െ ߠெூ஽ሻ ሺ ? ?ሻ 
The incidence dependent coefficients ܣሺߠሻ and ܤሺߠሻ are 
estimated for each hemisphere from the WVC-dependent 
iceline parameters ሺߙǡ ߚሻ derived from the ERS and ASCAT 
wintertime distributions of sea ice backscatter, which 
JHQHUDOO\ILWWKHLFHOLQHWRZLWKLQG%ı7RVWUDGGOHWKH
combined ERS and ASCAT incidence angle domains from 
18° to 64°, smooth interpolating functions for the Northern 
and Southern Hemispheres are introduced: ܣேுሺߠሻ ൌ  ?Ǥ ? ? ?െ  ?Ǥ ? ? ? ? ? ߠܤேுሺߠሻ ൌ  ?Ǥ ? ? ?൅  ?Ǥ ? ? ? ? ሺെ ?Ǥ ? ? ? ? ߠሻ ሺ ? ?ሻ ܣௌுሺߠሻ ൌ െ ?Ǥ ? ? ?൅  ?Ǥ ? ? ? ? ? ߠ െ  ?Ǥ ? ? ? ? ? ? ? ? ߠଶܤௌுሺߠሻ ൌ  ?Ǥ ? ? ?൅  ?Ǥ ? ? ? ? ሺെ ?Ǥ ? ? ? ? ߠሻ ሺ ? ?ሻ 
Eq. (12) and the coefficients in Eqs. (14-15) above describe 
how the sea ice backscatter derivative at C-band changes with 
sea ice type, with darker sea ice types showing more negative 
slopes than older and more deformed sea ice types, and with 
incidence angle, with all ice types showing steeper negative 
slopes at lower incidences (see Fig. 6). The model thus 
characterizes the transition from a dominance of surface 
scattering effects for younger ice types and lower incidences, 
to volume scattering effects for older ice types and larger 
incidences [13]. The inhomogeneous first order differential 
equation for the sea ice backscatter derivative in Eq. (12) also 
admits an integral solution of the form:  
  
ߪ௜௖௘଴ ሺߠሻ ൌ ߪ௜௖௘଴ ሺߠ଴ሻ ൅ න ݑሺߠᇱሻܣሺߠᇱሻ݀ߠᇱఏఏబ ሺ ? ?ሻ ݑሺߠᇱሻ ൌ  ቆെ න ܤሺߠᇱᇱሻ݀ߠԢԢఏᇲఏబ ቇ 
where the sea ice backscatter at some reference incidence 
[ߪ௜௖௘଴ ሺߠ଴ሻ, which we take as proxy for sea ice type], acts as a 
boundary condition in the reconstruction of the monostatic C-
band sea ice backscatter profile (see Fig. 7).  
 
   
Fig. 6. Sea ice backscatter derivatives at C-band for the Northern 
Hemisphere (left) and Southern Hemisphere (right) for different 
background sea ice types (-10 to -20 dB) 
 
Fig. 7. Empirical C-band VV backscatter model for Arctic (left) and 
Antarctic (right) sea ice types (-10 to -20 dB at ș0 = 52.8 degrees) 
Note the different behaviour for the Arctic and Antarctic sea 
ice classes, particularly with regards to the location of the 
inflection point on the backscatter curve, which is related to 
the onset of volume scattering contributions and is found at 
much lower incidences in the Arctic. Figures (6-7) show that 
the relation between sea ice backscatter and incidence angle 
deviates slightly from linearity, and that the usual incidence 
angle correction described as a linear function of incidence 
with a slope depending on sea ice type [14-16] (which is 
equivalent to a shift-and-scale of backscatter histograms 
collected from different WVCs) may introduce errors in the 
location of the sea ice modes of up to 0.4 dB in the reduced 
range of ASCAT incidences (from 30 to 60 degrees) and of up 
to 1 dB when using the extended range of ERS and ASCAT 
incidence angles (18 to 63 degrees). Figures (8-9) illustrate the 
use of the C-band sea ice backscatter model developed in this 
paper as an incidence angle correction tool for both ERS and 
ASCAT data. Before normalization, the sea ice backscatter 
histograms feature several modes revealing the presence of 
dominant sea ice classes (i.e., dark modes for seasonal sea ice, 
and brighter modes for deformed and perennial sea ice types) 
spread over the backscatter domain as a function of WVC 
geometry. Note that, aside from the remarkable loss observed 
from 2000 to 2008 in the population of the bright ice mode 
observed at -14 dB, the C-band sea ice  
TGRS-2017-00722 
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Fig. 8. Sea ice backscatter histograms collected by ERS in March 2000 over the Northern hemisphere: a) as a function of WVC, b) Normalized 
to 52.8° with linear scaling, c) Normalized to 52.8° with the model proposed in this paper 
 
 
Fig. 9. Sea ice backscatter histograms collected by ASCAT in March 2008 over the Northern hemisphere: a) as a function of WVC, b) 
Normalized to 52.8° with linear scaling, c) Normalized to 52.8° with the model proposed in this paper 
 
backscatter model developed in this paper performs better than 
the linear scaling at aligning the modes of each distribution, 
and succeeds at reproducing the increasing dynamic range 
between the Arctic seasonal and perennial sea ice modes with 
incidence angle. One potential limitation of the empirical sea 
ice backscatter model developed here is that it assumes a one-
to-one relationship between C-band backscatter (collected at 
some reference angle) and sea ice type, which is not strictly 
correct, since we know that the backscatter signatures of 
deformed FY and second year ice can overlap to some degree. 
The distinction between rough FY and older sea ice types at 
C-band based on the characterization of the backscatter 
derivative should be examined further, but remains out of the 
scope of this work. 
V. SUMMARY AND CONCLUSIONS 
In this paper, an existing Bayesian sea ice detection 
algorithm for ASCAT is modified to discriminate sea ice from 
open water using observations collected by the scatterometers 
on board the European Remote Sensing satellites, ERS-1 and 
ERS-2. The sea ice extent record generated with the ERS 
scatterometer connects optimally with the QuikSCAT and 
ASCAT records to provide a consistent long-term dataset of 
scatterometer sea ice extents, albeit with a slightly lower 
quality because of its lower sampling rate. Still, the ERS sea 
ice record displays a characteristically better sensitivity to 
summer sea ice conditions than the passive microwave SSMI 
sea ice extents, a trait that all the scatterometer sea ice records 
appear to share. The Bayesian sea ice detection approach 
presented here has already been validated and applied towards 
the creation of QuikSCAT (1999-2009) and ASCAT (2007 to 
present date) sea ice extent records. The present work on ERS 
covers and completes the series of scatterometer sea ice 
extents from 1992 to 2001. 
 
The ERS and ASCAT scatterometers collect sea ice 
backscatter measurements from a wide range of observation 
angles, allowing the characterization of the sea ice 
backscattering cross-section as a function of incidence and sea 
ice type. This empirical characterization is not only valuable 
from a theoretical point of view, but also necessary to 
normalize and homogenize the backscatter records collected 
from instruments that operate with a variety of observation 
angles. In this work, we have developed empirical models for 
Arctic and Antarctic sea ice backscatter at C-band VV-
polarization based on the sea ice GMF derived from ERS and 
ASCAT observations. The proposed empirical C-band sea ice 
backscatter models demonstrate to be beneficial as a new 
normalization scheme (i.e., they are more accurate in the 
determination of sea ice backscatter modes than existing linear 
correction approaches), and realistic as far as the theoretical 
models go [13, 17, 18, 19]. The resulting histograms of 
normalized sea ice backscatter from the ERS and ASCAT 
records show remarkable changes in time, and should be 
further studied in order to consolidate the scatterometer 
capabilities to discriminate between seasonal, deformed and 
perennial sea ice types. 
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