ABSTRACT (7) (8) (9) 
(acceptor), and the reduced accessory chlorophyll (bridge) that interact with a dissipative medium of protein and solvent degrees of freedom. The time evolution of the excited special pair is followed over 17 ps by using a fully quantum mechanical path integral scheme. We find that a free energy of the reduced accessory chlorophyll state 4400 cm-' lower than that of the excited special pair state yields state populations in agreement with experimental results on wild-type and modified reaction centers. For this energetic configuration electron transfer is a two-step process.
Plants and photosynthetic bacteria store energy through a series of electron transfer reactions initiated by photoexcitation of a chlorophyll dimer leading eventually to reduction of a quinone on the opposite side of the cell membrane. In spite of intense experimental and theoretical activity in the past two decades, several aspects surrounding the mechanism of photosynthesis remain elusive. For example significant controversy surrounds the role of the accessory bacteriochlorophyll during the early stages of the process.
Most recent studies have focused on bacterial photosynthetic reaction centers such as those located in the membranes of Rhodopseudomonas viridis ( Fig. 1) or Rhodobacter sphaeroides because of the availability of X-ray structures for these systems (1, 2) . The process begins with photoexcitation of the chlorophyll special pair, which induces a transition to the singlet state P* of the dimer. Photoexcitation is followed by the transfer of an electron to a distant bacteriopheophytin HL (Fig. 2) with time constant equal to about 3 ps and with quantum yield that approaches unity (3) (4) (5) (6) (7) . It is now accepted that this fast long-range electron transfer is mediated by an accessory bacteriochlorophyll monomer BL whose reduced state couples to those of the excited special pair and the bacteriopheophytin. However, the energetics of the accessory chlorophyll, as well as the mechanism of the process, are still under debate . Time-resolved experiments on wild-type reaction centers (3) (4) (5) (6) have failed to detect a reduced accessory chlorophyll state and concluded that the population of this state remains small throughout the charge transfer. If the chlorophyll monomer is involved via a sequential mechanism, this behavior is possible if the second step is much faster than the first. Fluorescence experiments have revealed a multiexponential character for the decay of the photoexcited special pair (7) (8) (9) , characteristic of a two-step mechanism. An alternative interpretation is that the process follows a superexchange mechanism. In that case, deviations from simple exponential decay can still arise because the protein environment contains modes whose correlations decay extremely slowly (10) . Another (11, 12) .
Egger and Mak (22, 23) have used quantum Monte Carlo path integral methods to simulate the initial 2 ps of the process modeled as a dissipative three-state system with an "ohmic" (26) only if the accessory bacteriochlorophyll has energy -660 cm-1 below or above that of the photoexcited special pair. However, this simulation period was generally too short to establish the maximum height of the transient bridge population and its survival time.
Recent experiments by Zinth and coworkers (24, 25) on modified reaction centers (where the bacteriopheophytin has been replaced by a pheophytin of much higher free energy) have reported significant (-30%) long-lived populations of the reduced accessory chlorophyll. The additional information obtained from these experiments is perhaps sufficient to allow unambiguous characterization of the mechanism of bacterial photosynthesis.
We have performed accurate fully quantum mechanical simulations of the electron transfer dynamics in the wild-type and modified reaction centers of Rb. sphaeroides over a period of 17 ps, varying the unknown bridge free energy and the electronic couplings. Calculations for this long time interval became possible with an iterative path integral scheme recently developed in our group. The simulation interval is sufficiently long for transient populations to decay, yielding a complete picture of the dynamics free of Monte Carlo noise. The resulting electronic state populations are in good agreement with both of the above experimental observations if the reduced state of the accessory bacteriochlorophyll lies -400 cm -lower than the excited special pair and if the process is sequential. These conclusions are in accord with the theoretical analysis of Marcus (19, 20) and with the data interpretation of ref. 24 according to a simple two-step kinetic model.
METHODS
Electron transfer is a classically forbidden process requiring quantum mechanical treatment. Because of the long-range nature of the Coulomb potential, the charge transfer dynamics is strongly affected by a large number of protein and solvent coordinates. Although many protein backbone motions are slow, the presence of high-frequency vibrations suggests that the environment, too, must be treated by quantum mechanics. By virtue of the central limit theorem, the effect of the nuclear degrees of freedom should then be equivalent to that of a dissipative heat bath composed of effective harmonic modes (27) (28) (29) (30) . Indeed, the parabolic character of the free energy surfaces in electron transfer processes is central to Marcus' bacteriochlorophyll special pair bacteriochlorophyll monomer HI theory (31, 32) and has been confirmed by recent molecular dynamics simulations (21, 33 (27, 34) an alternative approach to quantum dynamics, which expresses the transition amplitude for a process as a sum of interfering amplitudes along all paths connecting the initial and final states. Because harmonic degrees of freedom enter as Gaussian variables that can be integrated out analytically, the path integral circumvents the difficult task of solving the many-body wave equation, but it requires multidimensional integration of oscillatory amplitudes that depend on the entire history of a path through solvent-induced memory interactions (35) . Various attempts to evaluate the path integral by importance sampling procedures have been successful for relatively short times; integration of oscillatory functions requires effort that scales exponentially with the dimension of the integral and, therefore, with the total number N of time steps (36) .
Our group has recently developed an iterative procedure for evaluating the path integral on a grid, which is accurate and stable over very long time lengths. The starting point is the observation that the memory time tm is finite because of solvent dephasing effects that tend to destroy coherence, allowing decomposition of the N-dimensional integral for propagation through time t into N/k k-dimensional integrals where k = tm/At is the number of time steps At required to span the memory length (37, 38) . This idea is schematically illustrated by the diagram of Fig. 3 , which shows the surviving memory interactions in the evolution of the reduced density matrix. An augmented reduced density matrix R [which depends on the coordinates of k time points and thus has dimension (M2A)k, where M is the number of system states involved] is propagated forward in time according to the linear mapping
where T is an appropriate propagator matrix. After N/k iterations, R is projected onto the coordinates of a single time point to yield the reduced density matrix p(t) of the system. This process, combined with an improved reference potential (39) , gives rise to a fully quantum mechanical scheme for obtaining the time evolution. This approach is easily feasible on desktop computers if the number of relevant system states is not very large and the solvent memory spans only a few time steps (40) .
In the present case however, the protein environment is dominated by sluggish modes, and the memory length spans up to 30 time steps so that the above procedure would require storage of (32)30°4 x 1028 augmented reduced density matrix elements. For this reason, it was necessary to modify the above scheme to reduce the required computer storage. The atoms of both the biomolecular units and the water environment were modeled as a harmonic heat bath whose strength of interaction with the electronic states is specified by a spectral density function that is defined as follows (26) : Fig. 4 . Whereas the integral of J(o)/o is set equal to the solvent reorganization energy (estimated to be 2000 cm-1 in both cases so that the free energy surfaces for the donor and acceptor intersect at the activationless geometry in the case of the wild-type reaction center), low frequencies are more heavily weighted in spectral density II. Fig. 5 shows the corresponding response functions whose decay characteristics determine the memory length in the path integral. The response function drops off very slowly in the case of spectral density II, and the memory length is expected to be long in this case, presenting a challenge to our iterative path integral scheme. Finally, correlations on very long time scales (on the order of tens of picoseconds) are not described accurately by either of these molecular dynamics-based spectral densities, but they have been estimated to account for a significant fraction of the medium reorganization energy (45) . We believe that the omission of such long-time correlations does not affect the basic conclusions of the present work which are based on The geometry change for the P > P* transition is not known, but there is evidence from absorption and emission spectra (46) of the coupling ratio to smaller values results in large bridge population and led to dismissal of similar configurations by Egger and Mak (22) . Alternatively, the transient bridge population may remain small with smaller ratios of electronic couplings if the donor-acceptor reorganization energy is not partitioned equally between the two pairs of electron transfer states; this situation corresponds to a nonlinear arrangement of the diabatic surfaces (48) 
