Once taken as genuine for granted, photographs are no longer considered as a "piece of truth". With the advance of digital image processing and computer graphics techniques, it has been easier than ever to modify images and forge new realities within minutes. Unfortunately, most of the times, these modifications seek to deceive viewers, change opinions or even affect how people perceive reality. In this context, this Ph.D. thesis (http://ic.unicamp. br/˜tjose/publications/phd-thesis.pdf) builds upon the hypothesis that "image illumination inconsistencies are strong and powerful evidence of image composition" and presents four original and effective approaches to detecting image composition. They explore illumination inconsistencies in different ways to detect image composition forgery and together they bring to the forensic community important contributions which certainly will be a strong tool against image forgeries 1 .
Introduction
In a world where technology is improved daily at a remarkable speed, it is easy to face situations previously seen just on science fiction. One example is the use of advanced computational methods to solve crimes, an ordinary situation which usually occurs in TV shows such as the famous American crime drama television series Crime Scene Investigation (CSI). However, technology improvements are, at the same time, a boon and a bane. Although it empowers people to improve their quality of life, it also brings huge drawbacks such as increasing the number of crimes involving digital documents, specially images. Image manipulations are present in almost all communication channels including newspapers, magazines, outdoors, TV shows, Internet, and even scientific papers [Rocha et al. 2011] .
In this context, this work focuses on detecting one of the most common types of image manipulations: splicing or composition. Image splicing consists of using parts of two or more images to compose a new image that never took place in space and time. This composition process includes all the necessary operations (such as brightness and contrast adjustment, affine transformations, color changes, light matching, etc.) to construct realistic images able to deceive viewer.
After studying and analyzing the advantages and drawbacks of different types of methods for detecting image composition, our work herein relies on the following research hypothesis: image illumination inconsistencies are strong and powerful evidence of image composition.
This hypothesis has already been used by some researchers in the literature, and it is specially useful for detecting image composition because, even for expert counterfeiters, a perfect illumination matching is extremely hard to achieve. Also, there are some experiments that show how difficult it is for humans to perceive image illumination inconsistencies [Ostrovsky et al. 2005 ]. Due to these difficulties, it is impossible to trust just on expertise knowledge to detect image forgeries.
Therefore, the main objective of this work is to explore illumination inconsistencies to design and deploy efficient and effective methods for detecting image compositions, resulting as main scientific contribution the development of four new forensic techniques for detecting image composition.
The rest of this work is divided as follows: Section 2 presents our first actual contribution [Saboia et al. 2011] for detecting image composition, which is based on eye specular highlights. Section 3 describes our second contribution [Carvalho et al. 2013 ], result of a fruitful collaboration with researchers of the University of Erlangen-Nuremberg in Germany. The work is based on illuminant color characterization. Section 4 presents our third contribution [Carvalho et al. 2014a ], result of a collaboration with other researchers at Unicamp and it is an improvement upon our work proposed in Section 3. Section 5 presents our last contribution [Carvalho et al. 2014b ], result of a collaboration with researchers of Dartmouth College, US. This work uses the knowledge of users to estimate full 3-D light source position in images in order to point out possible forgery artifacts. Finally, Section 6 concludes the work putting our research in perspective and discussing new research opportunities.
Eye Specular Highlight Telltales for Digital Forensics
In this section, we introduce a new method for pinpointing image telltales in eye specular highlights to detect forgeries. Parts of the contents and findings in this section is published in the literature [Saboia et al. 2011] .
Given a suspicious image, Johnson and Farid [Johnson and Farid 2008] proposed to apply a pre-processing in the image where the eye limbus regions are manually annotated and then estimates for each eye in the image the direction of light source, viewer (e. g., camera) and surface normal based on specular highlights present into the eye. Then, using a non-linear least squares function, such as Levenberg-Marquardt iteration, the method estimates a unique light source for the scene. Forgeries are detected analyzing the mean of angular error between scene light source and each eye light source. The proposed approach follows the pipeline illustrated in Figure 1 .
In addition to the average angular error for light source position, we extend upon the previous work to take the estimation variation of this feature into account. Also, we estimate a unique viewer for the scene, calculating the mean and standard deviation of angular error between scene viewer and viewer estimated for each eye. These four features (mean of the angular errors relative to the light source (LME), variation of the angular errors relative to the light source (LSE), mean of the angular errors relative to the viewer (VME), variation of the angular errors relative to the light source (VSE)) compose a 4-d feature vector which is analyzed using a machine learning decision making approach (instead of a single hypothesis test as proposed in the initial work).
The newly-designed features and the new decision-making process reduce the classification error in more than 20% when compared to the prior work. To validate the ideas, we have used a data set of real composites and pristine (non-manipulated) images typically with more than three mega-pixels in resolution 2 .
In summary, when compared against Johnson and Farid's [Johnson and Farid 2008] method, our method brings three main scientific contributions: (1) proposition of new discriminative features not explored previously; (2) use of machine learning approaches (single and multiple classifier combination and fusion) for the decision-making process instead of relying on a simple and limited hypothesis testing; and (3) reduction in the classification error in more than 20% when compared to the prior work.
It is worth noting, however, that the classification results are still affected by some drawbacks which inspired us to develop a new method described next.
Exposing Digital Image Forgeries by Illumination Color Classification
Different from our approach presented in Section 2, which is based on inconsistencies in the light setting, the approach proposed in this section relies on inconsistencies in light color.
Riess and Angelopoulou [Riess and Angelopoulou 2010] proposed to analyze illuminant color estimates from local image regions. Unfortunately, the interpretation of their resulting so-called illuminant maps is left to human experts. As it turns out, this decision is, in practice, often challenging. Thus, it is preferable to transfer the tampering decision to an objective algorithm.
In this section, based upon Riess and Angelopoulou [Riess and Angelopoulou 2010] work, we propose important steps towards minimizing user interaction for an illuminantbased tampering decision-making. We propose a new semi-automatic method that is also significantly more reliable than earlier approaches. Parts of the contents and findings in this section is published in the literature [Carvalho et al. 2013 ].
We classify the illumination for each pair of faces in the image as either consistent or inconsistent. Throughout this section, we abbreviate illuminant estimation as IE, and illuminant maps as IM. The proposed method consists of five main components: Our goal is to assess whether a pair of faces in an image is consistently illuminated. For an image with n f faces, we construct n f 2 joint feature vectors, consisting of all possible pairs of faces. 5. Classification: We use a machine learning approach to automatically classifying the feature vectors. We consider an image as a forgery if at least one pair of faces in the image is classified as inconsistently illuminated.
Quantitative evaluation shows that the proposed method achieves a detection rate of 79%, while existing automatic illumination-based work is slightly better than guessing. We exploit the fact that local illuminant estimates are most discriminative when comparing objects of the same (or similar) material. Thus, we focus on the automated comparison of human skin, and more specifically faces, to classify the illumination on a pair of faces as either consistent or inconsistent. User interaction is limited to marking bounding boxes around the faces in an image under investigation. In the simplest case, this reduces to specifying two corners (upper left and lower right) of a bounding box.
In summary, the main contributions of this work are: (1) interpretation of the illumination distribution as object texture for feature computation; (2) a novel edge-based characterization method for illuminant maps which explores edge attributes related to the illumination process; a large experiment with humans (not shown here) for evaluating their ability at pinpointing image forgeries; and (4) the creation of a benchmark dataset comprising 100 skillfully created forgeries and 100 original photographs 3 .
Splicing Detection via Illuminant Maps: More than Meets the Eye
In the previous section, we have introduced a new method based on illuminant color analysis for detecting forgeries on image compositions containing people. However, its effectiveness still needed to be improved for real forensic applications. Furthermore, some important telltales, such as illuminant colors, have not been statistically analyzed in the method. In this section, we introduce a new method for analyzing illuminant maps, which uses more discriminative features and a robust machine learning framework able to determine the most complementary set of features to be applied in illuminant map analyses. Parts of the contents and findings in this section are part of a submitted paper [Carvalho et al. 2014a] 4 .
We classify the illumination for each pair of faces in the image as either consistent or inconsistent. However, here we consider additional steps and more discriminative features. The following steps give an overview of the entire method: . In contrast with Section 3, which has explored just Y C b C r space, this conversion is useful given that some features are highlighted in certain color spaces. Afterwards, we extract people's faces. 3. Feature Extraction from IM: From each extracted face in the previous step, we now need to find telltales that allow us to correctly identify image splicing. Such information is present in different visual properties (e.g., texture, shape and color, among others) of the IM. In Section 3, proposed approach explores two properties, texture and edges, using one image descriptor per property. Here we also consider color information, which is an important property when visually analyzing IM maps. Finally, for each kind of information (e.g., texture, shape and color), we take advantage of several image description techniques and their complementarity to solve the problem. 4. Face Characterization and Paired Face Features: Given that in this section we consider more than one variant of IM, color space and description technique, D is an image descriptor composed of the triplet (IM, color space, and description technique). Assuming all possible combinations of such triplets according to the IM, color spaces and description techniques we consider herein, we have 54 different image descriptors. Thus, instead of analyzing each image face separately, after building D for each face in the image, we construct a feature vector P using the direct concatenation between two feature vectors D (provided by two faces). We classify this P vector. 5. Face Pair Classification: When using different IM, color spaces, and description techniques, the obvious question is how to automatically select the most important ones to keep and combine toward an improved classification performance.
For this purpose, we take advantage of a powerful classifier selection and fusion method Faria et al. [Faria et al. 2013 ]. 6. Forgery Detection: Given an image I classified as fake, it is important to refine the analysis and point out which part of the image is actually the result of a composition. For that, we extract the IM using two different approaches and compare the color difference between them. This difference is higher, generally, in fake images than in pristine (non-manipulated) images. It allows us to train an SVM classifier which ultimately points out the face with highest probability to be the fake one.
The automatic forgery classification, in addition to the actual forgery localization, presented in this section represents an invaluable asset for forgery experts with a 94% classification rate, a remarkable 72% error reduction when compared to the method proposed in Section 3. Figure 2 depicts a direct comparison between the accuracy of both results as a bar graph. In summary, some of main contributions introduced in this method's section are: (1) the exploration of other color spaces not addressed in Section 3; (2) the incorporation of color descriptors, which showed to be very effective when characterizing illuminant maps; (3) a full study of the effectiveness and complementarity of many different image descriptors applied on illuminant maps to detect image illumination inconsistencies; (4) incorporation of a powerful machine learning framework to our approach, which automatically selects the best combination of all the factors of interest (e. g., IM, color space, descriptor, classifier); (5) the introduction of a new approach to detecting the most likely doctored part in fake images; (6) an evaluation on the impact of the number of IM and their importance to characterize an image in the composition detection task; and, finally, (7) an improvement of 15 percentage points in classification accuracy when compared to the results achieved with the method presented in Section 3, which represents a remarkable error classification reduction of 72%, as previously mentioned.
Exposing Photo Manipulation From User-Guided 3-D Lighting Analysis
The approaches presented in the previous sections are specifically designed to detect forgeries involving people. However, sometimes an image composition can involve differ-ent elements. A car or a building can be introduced into the scene with specific purposes. In this section, we introduce our last contribution, which focuses on detecting 3-D light source inconsistencies in scenes with arbitrary objects using a user's guided approach. Parts of the contents and findings in this section are part of a submitted paper [Carvalho et al. 2014b ].
In the approach proposed in this section, we seek to estimate 3-D lighting from objects or people in a single image, relying on an analyst to specify the required 3-D shape from which lighting is estimated. To perform it, we describe a full work flow where first we use a user-interface for obtaining these shape estimates. This kind of approach has been chosen because there is good evidence from the human perception literature that human observers are fairly good at estimating 3-D shape from a variety of cues including, foreshortening, shading, and familiarity [Cole et al. 2009 ]. We have found that with minimal training, this task is relatively easy and accurate.
Secondly, we estimate 3-D lighting from these shape estimates, performing a perturbation analysis that contends with any errors or biases in the user-specified 3-D shape. Finally, we generate a region of possible light source position in terms of spherical coordinates. This region is very different (in terms of position) for pristine and fake objects at the same image. Figure 3 depicts the result of approach application into a fake image. In summary, this method presents two main contributions to the forensics community: (1) the possibility of estimating 3-D lighting properties of a scene from a single 2-D image without knowledge of the 3-D structure of the scene; and (2) a study of user's skills on 3-D probes insertion for 3-D estimation of lighting properties in a forensic scenario.
Conclusion and Future Work
Along this work, we have presented four forensic techniques that work complementarily, developed to help forensic experts in their fight against image falsification. However, the main conclusion of this work is that forensic methods are in constant development. They have their pros and cons and there is no "silver bullet" able to detect all types of image composition with perfect classification results. The method described in Section 2 could not be applied to an image depicting a beach scenario, for instance, with people using sunglasses. However, this kind of image could be analyzed with the method proposed in Sections 3, 4 and 5. Similar analysis can be drawn for several other situations.
As research directions and future work, among all possible contributions, we would like to highlight a contribution for the approaches that explore illuminant colors. An interesting future work is the proposition of forms to compare illuminants provided by different body parts from the same person. This would remove the need of having two or more people in the image to detect forgeries and would be very useful for pornography image composition detection.
