Abstract. Under suitable conditions, with respect to some property on a random iterated function system(RIFS), it is shown how the system satisfies in this property almost surely.
Introduction
Nowadays, on the stochastically study of random iterated function systems the following question, with respect to some property on the system, arises.
What is the probability of branches which satisfy in this property?
In recent works [1] , [2] , the limit set of IFSs have been studied to provide some conditions to guarantee minimality. Actually, in [1] , the authors try to prove that for a minimal IFS, almost every branch orbit starting from an arbitrary point is dense in X. In the present paper, we essentially focus on generalization of the same subject in which the density of fiberwise orbits is an special case (for more details see Section 3).
To organize main results, we need to introduce some notations and several definitions. Also we recall elementary observations concerning to topological random iterated function systems.
An iterated function system generated by maps is the collection of all possible compositions of the maps which is a popular way to generate and explore a variety of fractals. More precisely, consider finitely many maps {f 1 , . . . , f k } on a compact metric space (X, d). Write < F > + for the semigroup generated by collection F under function composition. The action of the semigroup < F > + on X is called the iterated function system associated to F and we denote it by IFS(X; F ) or IFS(F ).
The maps f i are picked at random with probability p i > 0. Also, let ν + be the product measure on Σ + k = {1, . . . , k} N , for these given probabilities on {1, . . . , k}. This yields to a random iterated function system which is denoted by
n ∈ N,
A fibrewise orbit corresponding to a one-way infinite
. Furthermore, we say that IFS(X; F) is minimal if any orbit has a branch which is dense in M where orbit at point x is defined by
Hereafter, let E,Ẽ be two relations on X. Denote aEb (or resp. aẼb) for two elements a and b of X which (a, b) ∈ E (or resp. (a, b) ∈Ẽ).
Definition 1.1. Let A and Q be two subsets of X. The set A satisfies property Q(E,Ẽ) (shortly Q) in direction ω ∈ Σ + k if there exist points a ∈ A, q ∈ Q and a sequence of points a = x 0 , x 1 , . . . , x n with n ≥ 1 so that
where σ is the Bernoulli shift for
We used shortly notation aE n ωẼ q (or aE n ω 1 ...ωtẼ q for every t ≥ n) for the relation (1).
Definition 1.2. Let X be locally connected and A and Q be two subsets of X. Also, let aE n ωẼ q for some points a ∈ A, q ∈ Q. If there exists an open set U of the point a so that for all point u ∈ U , uE n ωẼ q then the property Q is stable at the point a in direction ω.
Definition 1.3.
A point x ∈ M is syndetic with respect to the property Q, for IFS(X;
Theorem A. Let F = {f 1 , . . . , f k } ⊂ Hom(X) be a finite family of homeomorphisms on locally connected compact metric space X and Q be a subsets of X. If for every point x, the property Q at point x is stable in some direction then for every x ∈ X there exists Ω(x) ⊂ Σ + k with ν + (Ω(x)) = 1 such that x has property Q in direction ω, for every ω ∈ Ω(x).
The natural extension of above concept, in some sense, obtained when the shift acts on two sided time Z. More precise, for any sequence ω = (.
where f 0 ω = Id. In this case, a fibrewise orbit corresponding to a two-way infinite word ω ∈ Σ k at point x is defined by O(x, ω) = {f n ω (x)} ∞ n=−∞ . Denote shortly notation xE
where x 0 , x 1 , . . . , x n is finite sequence with n ≥ 1. 
Proof of Theorems A
To this end, we need to prove two following lemmas.
Lemma 2.1. Let F = {f 1 , . . . , f k } ⊂ Hom(X) be a finite family of homeomorphisms on X and Q be a subsets of X. If for x ∈ X there is a 0 < ℓ = ℓ(x) so that
..,ω ℓẼ q for some 1 ≤ i ≤ ℓ and q ∈ Q}) = 0.
Then for every x ∈ X, there exists Ω(x) ⊂ Σ + k with ν + (Ω(x)) = 1 such that x has the property Q in direction ω, for every ω ∈ Ω(x).
Proof.
Take Ω(x) = {ω ∈ Σ + k : x has property Q in direction ω}. We show that ν + (Ω(x)) = 1. To this end, define Ω(x, n) = {ω ∈ Σ + k : xE j ω 1Ẽ q for some j ≤ n + ℓ and q ∈ Q}.
Clearly Ω(x) ⊃ n∈N Ω(x, n). Thus
If every sequence of points a = x 0 , x 1 , . . . , x j from a in direction ρ with length j which satisfy in f σ i (ρ) (x i )Ex i+1 , for every i ∈ {0, 1, . . . , j − 1} one can have f σ j (ρ) (x j ) Ẽ q, then we used notation aE j ρ Ẽ q.
Lemma 2.2. Under the assumptions of Theorem A, every point x is syndetic with respect to the property Q.
Proof. Suppose x is not syndetic with respect to property Q. So, the following set A = {i : xE i ωẼ q for some q ∈ Q, and some ω ∈ Σ + s }, is not syndetic in N. This implies existence of a i , (ω 1 , . . . , ω a i ) and k i ∈ N with k i → ∞ such that xE
for every (ρ 1 . . . ρ j ) ∈ Σ j k and j = 1, . . . , k i . By passing to a subsequence, let f a i
So, y ∈ O + (x). Fix j ∈ N. Obviously, for sufficiently large i,
Thus yE j ρ 1 ...ρ j Ẽ q for every q ∈ Q, for all j ∈ N and for every (ρ 1 . . . ρ j ) ∈ Σ j k . This implies that y dose not has the property Q which is a contradiction.
Proof of Theorem A. Under the assumption of Theorem A, by Lemma 2.2, we insure that every point x in X is syndetic with respect to the property Q. Therefore, for x ∈ X, there exists ℓ = ℓ(x) so that
q for some q ∈ Q and some 1 ≤ i ≤ ℓ})
The proof is complete by using Lemma 2.1.
The following corollary, is strongly form of Lemma 2.1. Then there exists Ω ⊂ Σ + k with ν + (Ω) = 1 such that for every x ∈ X, x has the property Q in directionω, for every ω ∈ Ω.
Proof. Take Ω = {ω ∈ Σ + k : for every x ∈ X, x has the property Q in direction ω}. We show that ν + (Ω) = 1. To this end, define Ω(n) = {ω : for every x ∈ X, xE j ωẼ q for some j ≤ n + ℓ and q ∈ Q}.
Clearly Ω ⊃ n∈N Ω(n). Consider the cylinder in Σ + k around the finite word ρ 1 , . . . , ρ ℓ which we denote by C ρ and with ν + (C ρ ) = p. Since for every x ∈ X, xE j ωẼ q for every ω ∈ C ρ and for some 1 ≤ j ≤ ℓ , one can have
Proof of Corollary A'. Write ω −t . . . ω s = β −t . . . β −1 α 0 . . . α s and take cylinder set C ω −t ...ωs = {θ ∈ Σ k : θ i = ω i , −t ≤ i ≤ s}. Fix x ∈ X. Since the orbit of ρ is dense under bernoulli shift, we can ensure that there exists n ∈ Z so that σ n (ρ) ∈ C ω −t ...ωs . Thus, there is −t ≤ i < 0 or 0 ≤ j ≤ s so that
which is complete the proof.
3. Some Application of Theorem A
• Density of almost all fiberwise Orbit. Suppose that F = {f 1 , . . . , f k } ⊂ Hom(X) is a finite family of homeomorphisms on a compact metric space X which IFS(X; F) is minimal. Also, suppose {B i } is a countable basis on X. For every i ∈ N, one can define for all i ∈ N relations E(i) = E,Ẽ(i) as follows:
Since IFS(X; F) is minimal, for i ∈ N, every point x has the property Q i in direction of some ω. Moreover, continuity of generators and openness of Q i implies that Q i -property is stable at every point x.
Thus, for i ∈ N, Theorem A implies that for every x ∈ X there exists
Clearly, ν + (Ω(x)) = 1 and O + (x, ω) = X, for all ω ∈ Ω(x).
• Density of almost all fiberwise Chain iterate. Let X be an iterated function system IFS(X; F) generated by finite set F = {f 1 , . . . , f k } on compact metric space X. Fixed δ > 0. A point x is δ-chain iterate to y with respect to ω (and we write x ⊣ δ y) if there is a sequence of points x = x 0 , x 1 , . . . , x n = y with n ≥ 1 such that d(x i+1 , f i ω (x i )) < δ, for each i ∈ {0, 1, 2, . . . , n − 1}. Also, x and y are δ-chain equivalent (x ⊢⊣ δ y) if and only if x ⊣ δ y and y ⊣ δ x. Moreover, x is a chain iterate to y (and we write x ⊣ y) if for every δ > 0, x ⊣ δ y and x and y are chain equivalent (x ⊢⊣ y) if and only if x ⊣ y and y ⊣ x. A point x ∈ X is chain-recurrent for the IFS(X; F) if, x is chain equivalent to itself. The set of all chain recurrent points for F is denoted by R = RF. We say that an invariant compact set K is chain transitive if for any points p, q ∈ K and any δ > 0, there is a δ-chain iterate contained in K that joints p to q. Now, suppose that X is chain transitive for IFS(X; F). Thus, the relation ⊣ δ is equivalence relation, for every δ > 0. Define, for all δ > 0, relations E(δ) =Ẽ(δ) as follows:
Chose an arbitrary point z in X. Since IFS(X; F) is chain transitive, every point x has {z}-property with respect to some ω. That is, f t+1 ω (x) ⊢ δ z for some ω and t ∈ N. Therefore, xE(δ) t ωẼ (δ)z.
If one can take Q z = B(z, δ), then every point x satisfies property Q z (E(2δ),Ẽ (2δ)) in some direction ω. Moreover, continuity of generators and openness of Q z implies that Q z (E(2δ),Ẽ (2δ))-property is stable at every point x. Thus, Theorem A implies that for every x ∈ X there exists Ω(x, z, δ) ⊂ Σ + k with ν + (Ω(x, z, δ)) = 1 such that f t+1 ω (x) ⊢ 2δ q (or xE(2δ) t ωẼ (2δ)q), for every q ∈ Q z , all ω ∈ Ω(x, z, δ) and some t ∈ N.
On the other hands, by compactness of M , there exist z 1 , . . . , z ℓ ∈ M so that M = ℓ i=1 Q z i . Take Ω(x, δ) = i Ω(x, z i , δ). Clearly, ν + (Ω(x, δ)) = 1 and for every y ∈ X, every ω ∈ Ω(x, δ) there exists t ∈ N so that xE(2δ) t ωẼ (2δ)y.
At last, take Ω(x) = i∈N Ω(x, 1/i). Hence, ν + (Ω(x)) = 1 and for every y ∈ X, every ω ∈ Ω(x) and δ > 0 there exists i, t ∈ N so that 2/i < δ and xE(2/i) t ωẼ (2/i)y.
