Abstract. We consider the 3D Boussinesq system and we prove several criteria, not involving the density, for the continuation of smooth solutions. We give particular emphasis to the results in bounded domains, under various boundary conditions. The results we prove are partially known and we collect them in a unified framework, mainly with the perspective of understanding the stabilization/smoothing required by numerical methods (especially by large scales methods). In the final section, we also consider the vanishing viscosity/diffusivity limits, proving (locally-in-time) sharp singular limits for smooth solutions of the Cauchy problem.
1. Introduction. When studying the motion of fluids which can undergo density/temperature/salinity variations, there are limited regimes in which, instead of the full density-dependent Navier-Stokes, some simpler equations known as Boussinesq (or also Oberbeck-Boussinesq) equations are accurate enough:
(1.1)
in Ω × (0, T ),
Here the domain Ω is a smooth bounded subset of R 3 , the unknowns (u, p, ρ ′ ) are velocity, pressure, and "salinity perturbation," respectively, and e 3 = (0, 0, 1) is the unit vector in the vertical direction. The non-dimensional non-negative parameters are the Reynolds number Re, the Prandtl number P r, and the Froude number F r. The Boussinesq system plays an important roles in the atmospheric sciences, see Majda [35] and also in geophysical modeling, see Cushman-Roisin and Beckers [23] . For a derivation of this system, with full details on the underlying assumptions, see Rajagopal, Růžička, and Srinivasa [43] . In particular, to a first approximation, the mixing phenomena can be described by means of this system and it is particularly relevant the study of the limits of solutions, as the parameters go to infinity. This has been addressed analytically by Chae [17] and Hou and Li [27] in the 2D case, this problem being raised by Moffat [37] .
We started a numerical study of these equations to describe mixing, since it is one of the most important processes to understand and predict transport of pollutants as well as the details of thermohaline circulation, see [9, 11, 14] . In the numerical approach one is forced to use approximate models: Direct numerical simulations -despite the increase in the available computational power-are still not effective, since the scales in the ocean circulation cannot be all resolved simultaneously. Basin models are configured for O(10 6 m) to O(10 7 m), regional or coastal models from O(10 3 m) to O(10 5 m), and they both require sub-grid-scale parametrization. However, there exist small-scale ocean flows which often play a significant role in an accurate representation of the large ocean scales. More precise motivations for the study of this physical problem and the requirement of suitable numerical methods to handle all scales are explained, for instance, inÖzgökmen et al. [40, 41] . On the other hand, the 3D system (1.1) with viscosity represents a model involving most of the difficult features of the Navier-Stokes equations and also adding new interesting problems -especially in the sub-grid modeling-since a cascade mechanismà la Kolmogorov is not clear for this system. Our aim has been that of detecting the most suitable Large Eddy Simulation (LES) approach to the study of these equations, cf. [13] . One main fact coming from numerical experiments is that, when the viscosity is non-zero, smoothing of the equation for the balance of ρ ′ is not so relevant in order to have stability of the numerical solutions, cf. [41] . We prove this fact rigorously, by showing that all known regularity criteria for weak solution to the Navier-Stokes equations are still correct also for the Boussinesq equations. Some partial results are proved by Fan and Ozawa [24] and many others are also scattered through the literature.
We also observe that another motivation for the study of this system is that (in the limit of high Re) the 2D Boussinesq equations are also a reduced mathematical model for the 3D Euler equations, see Constantin [22] . Concerning the mathematical analysis early and more recent results for the Boussinesq system are those in [16, 18, 20, 28, 29, 33, 38] , while recent results, especially concerning singular limits, are those in [17, 27, 39] .
The goals of the present paper are: a) to make a general overview of the problem; b) to prove results in a bounded domain, under different boundary conditions. Part of the paper can be considered as a review, even if the treatment of the initial-boundary value problem seems original and requires precise way of dealing with the various boundary terms. We also point out that it is clear that essentially all results for the Cauchy problem in Sobolev spaces can be adapted to more general context of Besov spaces as in [25, 34, 42] . Many criteria can be improved by considering only two components of the velocity and so on. The interested reader can adapt the proofs (especially in the cases without boundaries) to many other related situations. On the other hand, the treatment of the bounded domain requires different techniques and sharp estimates for the boundary integrals.
In view of applications to numerical methods, the results we prove can be used for instance to detect classes of eddy viscosity models or α-models for the Boussinesq systems, since we stress what is the requested minimal amount of smoothing in the velocity, and only in the velocity, to have stable approximate models (cf. the recent results in Zhou and Fan [47] ). Our effort is also devoted, since some of the results we prove are not completely new, to put the regularity criteria in a general framework, treating all cases in a unified way, and showing the relevant difference in the various cases.
We also observe that we will study mainly the problem without diffusivity. This is also relevant from the point of view of numerical experiments, because in many problems the parameter P r can be extremely large. In order to capture the properties which are independent from this parameter we study the so called "viscous problem" (opposed to the "viscous-diffusive," cf. Eq. (2.1) versus (2.2)). The relevance of limiting values for the parameters justifies also the study of some singular limits in the last part of the paper.
Plan of the paper. In Section 2 we precisely state the problems we will study, in terms of equations and boundary conditions. Next, in Section 3 we prove the main result of the paper, that is a series of scaling invariant criteria involving only the velocity, for the continuation of smooth solutions. Finally in Section 4 we prove the sharp convergence of smooth solutions, in terms of both viscosity and diffusivity, towards solution of the so-called Euler Boussinesq equations.
2. Setting of the problem and main results. In order to simplify the notation we rewrite the Boussinesq system (1.1) in the following way (with the viscosity ν, the diffusivity κ, and renaming ρ ′ as ρ) and we call "viscous-diffusive system" the system with both ν and k positive,
while we call "viscous system" that with ν > 0 and the diffusivity k = 0
Both systems have to be supplemented with initial data (u 0 , ρ 0 ) such that div u 0 = 0.
Concerning the boundary conditions at Γ = ∂Ω we observe that a natural condition for both systems (hence for any choice of κ, ν ≥ 0) is the slip condition
Since we consider the problem with non-zero viscosity we couple the slip boundary condition on the velocity (and consequently we will prove results in two different cases) with one of the following two relevant conditions:
where ω = ∇ × u is the curl of the velocity, while n is the unit normal exterior vector on Γ.
Concerning the density ρ, since u is tangential, we can deal with the following conditions:
For the viscous system (2.2), by applying the same techniques as for the Navier-Stokes equations one can prove the following result of local existence and uniqueness of strong solutions. In the sequel we will use the classical Lebesgue spaces (L p (Ω), . p ) and (L p (Γ), . p,Γ ), and the Sobolev spaces (W k,p (Ω), . k,p ) for k ∈ R (we do not distinguish between scalar and vector valued functions). We will use mainly the Hilbert space H k (Ω) = W k,2 (Ω) and we will denote by (W s,p (Γ), . s,p,Γ ) the standard trace spaces on the boundary Γ. We denote by C generic constants which may change from line to line and independent of the solution. 
is satisfied, where P is the Leray L 2 -projection operator on tangential and divergencefree vector fields. Then, there exists T 0 = T 0 ( u 0 3,2 , ρ 3,2 , ν) > 0 and a unique solution for the system (2.2) with boundary conditions (2.3)-(2.4a) such that
The same result holds true also with the boundary conditions (2.3)-(2.4b) and in this case no compatibility conditions are required, apart that the initial velocity satisfies the imposed boundary conditions.
Proof. The result can be proved by adapting the classical results for the NavierStokes as summarized in [26] , with the techniques employed also in [20, 38] . Furthermore, continuity up to t = 0 can be proved by adding the necessary compatibility conditions, which disappear in the case ν = k = 0.
We give just a sketch of the a priori estimates needed to prove the result by following an approximation approach similar to α-models. To this end we consider the following approximate system (2.6)
where v ǫ = (I + ǫA) −1 v, and A is the Stokes operator with Dirichlet boundary conditions. In such a way (2.6) can be considered a variant of the Leray-α model. By testing with Av the first equation and we get immediately the well-known estimate
which implies that there exists a positive
. This is immediately satisfied since the transport equation for σ is made by means of v ǫ ∈ L ∞ (0, T 0 ; H 3 ) due to the properties of the Stokes operator. Hence, the streamlines are well-defined and σ(t) 2 = σ 0 = ρ 0 . This is enough for uniqueness by standard estimates for the strong solutions of the Navier-Stokes system. Next, one can prove uniform estimate in terms of ǫ by taking the time-derivative of the first equation and testing by v t and then Av t , together with the standard bootstrap technique summarized for instance in [26, §5] . Once uniform estimates in L ∞ (0, T ; H 3 ) are proved for both v and σ one can take the limit (even weak limit since the limit problem has unique solution) ǫ → 0 + and (u,
Finally the compatibility condition (2.5) is exactly as [45, Eq. (3.26) ], which implies the continuity up to t = 0.
In the case of the boundary conditions (2.3)-(2.4b) the result holds true more or less in the same way. Certain simplification, especially to prove boundedness of the velocity in L 2 (0, T 0 ; H 2 (Ω)), can be obtained through the successive application of the curl operator, as in [6, 46] , summarized also in [10] .
The main results we will prove concerning sufficient conditions for regularity in arbitrary time-intervals [0, T ] are the following. In the final section we will study also the sharp vanishing-viscosity/diffusivity limit for the Cauchy problem, that is the Ω = R 3 (but the same result holds true also in the space-periodic case). We consider the viscous-diffusive Boussinesq system with viscosity ν n ≥ 0 and diffusivity k n ≥ 0 (2.11)
Here, both ν n and k n are assumed to vanish as n → ∞ and since we consider the Cauchy problem in the whole space or the periodic problem, no boundary condition are required. We will prove the strong convergence (uniformly in time, with values in the same space of the initial data) of the sequence (u n , ρ n ) to (u, ρ), where (u, ρ) is the unique local smooth solution of the following Euler-Boussinesq system (2.12)
The precise statement of the theorem is the following. 
In addition, for any T < T * and for any couple of sub-sequences {k n } n , {ν n } n converging to zero (note that one of them can also be identically zero) it follows (2.13) sup
3. Proof of the continuation criteria. In this section we prove Theorem 2.2 and to this end we recall some preliminary results which will be used in the proof. The first is the classical regularity result for the Stokes operator which dates back to Cattabriga for the Dirichlet problem. In the case of Navier's type slip-without-friction boundary conditions (2.3)-(2.4b) see for instance the recent results in Amrouche and Seloula [1] . 
with u satisfying either the boundary conditions
The solution satisfies the estimate
for some C depending only on Ω and q.
In addition to the classical integration by parts, in some calculations we will also use the following Gauss-Green formula, where ω = curl u, cf. [5] .
Lemma 3.2. Let u and φ be two smooth enough vector fields, tangential to the boundary Γ. Then it follows
Moreover, assume that u is divergence-free and on Γ the slip conditions (2.3)-(2.4b) hold true. Then
where ǫ ijk is a totally anti-symmetric tensor. In particular, the latter identity implies that there exists c = c(Ω) > 0 such that
In the sequel we will also use the regularity of the time-dependent Stokes problem, see for instance Sohr [44] . 
in Ω,
and it satisfies the estimate
with a constant C(α, β, Ω, T ) independent of f and u 0 .
Proof of the main estimate.
In this section we prove the main estimate, that is the uniform-in-time boundedness of the L 2 -norm of the gradient of velocity. Once this step is done (and for this one we need to use different tools, depending on the various conditions we assume) the continuation argument will follow easily by a bootstrap argument.
Since we deal with local smooth solutions all manipulations which we perform are completely justified, and we work in [0, T [ for some positive T . We suppose by contradiction that T is the maximal time of existence of a smooth solution starting from (u 0 , ρ 0 ), hence that the H 3 -norm is bounded in each closed sub-interval of [0, T [ and that lim sup
We will show that under the hypotheses of Theorem 2.2 the H 3 -norms of both velocity and density remain uniformly bounded, hence we can uniquely continue the solution beyond T , contradicting its maximality. For simplicity we set ν = 1 and, by scaling, the reader can easily adapt the proof to different values of the viscosity.
First we observe that, by standard energy method we have
and our aim will be first that of increasing by one degree the known regularity of the velocity. We split this in different propositions, related with the different criteria we want to study. We start with the well-known Leray-Prodi-Serrin condition on the velocity.
Proof. Let us consider first the case of Dirichlet boundary conditions (2.3)-(2.4a). Taking the L 2 -inner product of the first equation of (2.2) with Au (where A is the Stokes operator associated with zero boundary conditions), and after an integration by parts we get
On the first term from the right-hand-side we use Hölder inequality with exponents p, 2, and 2p/(2−p) (for some p > 3) and on the second one Cauchy-Schwartz inequality to get (with Young inequality)
With standard interpolation inequalities, the Sobolev embedding
(Ω), and the norm equivalence coming from Lemma 3.1 we get
By using Young inequality and the relation between q and p from (2.7) we get
Now we can apply Gronwall lemma and from (2.7) and (3.4) we get (3.5).
The case of Navier's boundary conditions (2.3)-(2.4b) can be treated in a slightly different way. First, we consider the equation for the vorticity ω
By multiplying (3.6) by ω and by integrating by parts using Lemma 3.2, we observe that
and the boundary term vanishes due to (2.4b). Next, by integrating by parts
and again the boundary term vanishes since (u · n) |Γ = 0 and (ω × n) |Γ = 0 imply that (ω · u) |Γ = 0. Hence, we are reduced to
To handle the boundary integral we argue as follows, by using (3.2), trace interpolation inequalities, and Young inequality (again here is critical to use the Navier boundary conditions and especially Lemma 3.2)
Then, by using again Hölder inequality on the remaining term in (3.7) we get (by using also that we have a sort of Poincaré inequality for functions tangential to the boundary, see [32] )
and consequently by Young inequality
. Then (3.5) follows by recalling the inequality (see [46] )
We pass now to the second criterion.
Proposition 3.5. Let (u, ρ) be a solution of the system (2.2) with boundary
Proof. We start by observing that classical regularity results of Navier-Stokes equations with f = ρ implies that the local smooth solution satisfies
, for all λ > 0, and some compatibility conditions are needed to reach t = 0 (hence this part of the proof works also if the initial datum does not satisfy the compatibility condition and the solution may be not continuous at time t = 0). By using this observation, it follows that all the calculation we are going to do over the time interval (λ, T ) are not formal, but completely justified, since each term is well-defined and the boundary integrals (arising in the integration by parts) vanish. As in [8] we take the time derivative of first equation in (2.2), we take the L 2 -inner product against u t , and we use the continuity equation (to substitute ρ t by −(u·∇) ρ). We observe that Ω (u · ∇) u t · u t dx = 0 and also
where in the integration by parts we used the fact that u is divergence-free. In addition, the boundary term vanishes since (u · n) |Γ = 0. We observe that the same latter calculations are correct also in the case of the Navier's type boundary conditions. We then obtain 1 2
and by using Hölder inequality with conjugate exponents p, p ′ such that p > 3/2 we get
We estimate the first term of the right-hand-side by using a Gagliardo-Nirenberg inequality and with Young inequality we get
By choosing λ > 0 such that u t (λ, ·) ∈ L 2 (Ω) and this is always possible since this property holds true almost everywhere in (0, T ), with Gronwall inequality we obtain
Next, by multiplying (2.2) with u and by integrating over Ω we have
and we then obtain u ∈ L ∞ (λ, T ; H 1 (Ω)). Since u is a local smooth solution, we have finally that
When we consider the Navier's boundary conditions (2.3)-(2.4b) the proof of the Proposition is quite similar, we have only to check that the boundary term in the integration by parts of the Laplacian remains under control. This holds true since we have
Observe then that on Γ we have ω t × n = (ω × n) t = 0 and the first boundary term in (3.9) vanishes. The other boundary integral can be estimated by the usual trace inequalities as
The proof continues then as in the case of the Dirichlet boundary conditions.
We pass now to the third criterion, concerning the Bernoulli's pressure. 
Proof. In the proof we adapt the techniques introduced in [12, 19, 30 ] to our setting. Let us observe that the result in the present form is not proved in any other reference also in the case ρ = const. The first step is to rewrite the momentum equation in (2.2) in the rotational form (3.10)
First we consider the case 3 2 < p ≤ 3. By taking the L 2 -inner product of (3.10) with u|u|, after suitable integration by parts, we obtain
where (3.12)
Consider the sub-case where we have used, in the order, the Hölder inequality with exponents 2, p, 2p p−2 , the interpolation inequality, the Sobolev embedding
(Ω), and the Young inequality. Thus, choosing ǫ small enough, the following differential inequality holds:
. By using Gronwall lemma we have
which implies that |u|
(Ω)), and consequently
which is a special case of (2.7). Then, by the previous results, we have that u ∈ L ∞ (0, T ; H 1 (Ω)), and this ends the proof in the case 9/4 ≤ p ≤ 3.
Next, we consider the case 3 2 < p < 9 4 . We apply Hölder inequality in (3.12) with p 1 = 9 4 , p 2 = 18, p 3 = 2, interpolation inequalities, Poincaré inequality (observe that π has zero mean value, while |u| vanishes at the boundary), and Young inequality with exponents
2
.
To handle the pressure we use now the mixed estimates of Lemma 3.3. We rewrite the equation for the velocity of the system (2.2) as
in Ω.
We use, for 1 < α < ∞ and β = 9/5, the mixed estimate
and, with Hölder inequality, we get
To estimate the L 9/5 -norm involving ∇|u| 2 , we observe that |∇|u| 2 | ≤ 2|u| |∇u| and we similarly obtain Coming back to (3.13), if we integrate the last term ∇π 
By integrating (3.11) on (0, T ) and by using the latter estimate we obtain
By choosing ǫ > 0 small enough, we can absorb the two terms form the right-hand side involving space derivatives of u into the left-hand side. By applying Gronwall lemma and by and using hypothesis (2.9) we obtain finally that
2 dτ < +∞. Hence, by the same argument as before u ∈ L ∞ (0, T ; H 1 (Ω)). Finally, we consider the case p > 3. In this case the proof is rather different. First, we multiply (2.2) by Au = −P ∆u and integrate over (t 0 , t) ⊂ [0, T ) to get
These calculations are possible, since u is also a weak solution and consequently u ∈ H 1 0 (Ω) for almost all t 0 ∈ (0, T ). Hence, we obtain the a-priori estimate (3.14) sup
Next, we derive the differential inequality satisfied by the L 4 -norm of the velocity. Within this range of the exponent "p" we need to use a different (with respect to the previous cases) approach to the proof. 
By using Hölder and interpolation inequality and the Sobolev embedding
(Ω) we estimate the right-hand side as follows (with p > 3)
First, we observe that
for almost all t 0 > 0, By using interpolation and Young's inequality and (3.14) we estimate, for σ ∈ (t 0 , t), the right-hand side as follows
We then integrate the inequality (3.15) not on the whole interval, but on (t 0 , t) ⊆ [0, T ), with t 0 such that (3.16) holds true
Since 2 2p 2p−3 + 3 p = 2, by using (2.9) and the absolute continuity of the Lebesgue measure we can choose t 0 ∈ (0, T ), among the set satisfying (3.16), near enough to T such that
Hence, we can absorb the second and the third term from the right-hand side into the left-hand side and, after using Hölder inequality in the last term, we obtain by Gronwall inequality
which is finite and then implies directly again the requested regularity of u, being a sub-case of (2.7).
We observe now that, at least for 9 4 < p ≤ 3 the proof can be done in the same way also in the case of Navier's boundary conditions. In fact, by using the same techniques, testing with |u|u, and integrating by parts with the Gauss-Green formula
and, by the trace and Young inequality, Hence, we obtain the differential inequality 1 3
and the proof continues as in the Dirichlet case.
We now sketch the proof in the case of the condition on the direction of the vorticity. In this case one has to restrict to the Navier-type boundary conditions, since we need to use in a substantial way the equation for the vorticity. 
The proof of this proposition is straightforward once the following rather technical result (and whose proof is too long to be reproduced here) is taken for granted: 
Proof. [Proof of Proposition 3.7]
By multiplying (3.6) by ω, by integrating by parts and by using the above Lemma we get
The energy estimate and Gronwall lemma imply that ω ∈ L ∞ (0, T ; L 2 (Ω)), ending the proof as in Proposition 3.4 3.2. The bootstrap argument. We now show how to prove the full regularity once the first step has been done in the different cases, and with the different boundary conditions.
The first result shows how to improve by "one degree" the spatial regularity of the velocity in Hilbert spaces. Proposition 3.9. Let (u, ρ) be a smooth solution of the system (2.2) with boundary conditions (2.3)-(2.4a) or (2.3)-(2.4b) . If
Proof. As explained before, the calculations with the time derivative are justified in the domain (λ, T ) × Ω for some λ > 0 (even if without compatibility conditions). As in Proposition 3.5 by taking the time derivative of momentum equation in the system (2.2), then by taking the L 2 -inner product with u t , by using the continuity equation, and finally integrating by parts we obtain 1 2
We remark that the various boundary terms vanish as in the proof of (3.8) from Proposition 3.5. By Hölder inequality we get
We use now the standard (Ladyžhenskaya) interpolation inequality
to estimate the L 4 -norm and we get, using also the Young's inequality, Finally, by using Gronwall lemma, and the uniform estimate on ∇u 2 and ρ 4 we have
To show now the further regularity of the second order derivatives, we use now Lemma 3.1. To this aim we rewrite the equations for the velocity from system (2.2) in the following way
and we consider it as a stationary system, for each time t ∈ [0, T ], with the two different boundary conditions (it is crucial here that we obtained an estimate for u t directly with energy estimates). From (3.1) we infer that, for all fixed t ∈ (0, T ]
From (3.4) and (3.17) we have that the last two term from the right-hand-side are bounded in L ∞ (0, T ; L 2 (Ω)). By using Hölder inequality in the nonlinear term, the L 4 -interpolation inequality, we get in [λ, T ],
By absorbing the small ǫ-term in the left-hand-side and by (3.3) and (3.5) we have that
Since u is a local smooth solution in (0, T ) we get finally u ∈ L ∞ (0, T ; H 2 (Ω)).
Proposition 3.10. Let (u, ρ) be a local strong solution of the system (2.2) with boundary conditions
Proof. We use again the regularity for the linear Stokes system. In fact, from Lemma 3.1 applied again to (3.18) we get, by using also the Poincaré inequality which is valid for functions tangential to the boundary,
By recalling (3.4), (3.17) , and (3.19) we have ∇u t 2 ∈ L 2 and
(Ω)). By using Sobolev embedding we get
and since u is a local smooth solution
The next step is to show improved regularity of the Lebesgue norms of the gradient of the density. Observe in fact that till this point we used only boundedness of ρ and no other information on its space (and also time) derivatives, than that coming from the basic energy estimate. 
Proof. By taking the gradient of the continuity equation in (2.2) we get the equation (3.21) ∇ρ t + (u · ∇) ∇ρ = −(∇u)(∇ρ).
By multiplying (3.21) by ∇ρ|∇ρ| p−2 for p > 3 and by integrating by parts we obtain the following differential inequality
Then, by integrating the above differential inequality with respect to time and by using (3.20) we get that there exists a constant C 1 , independent of p > 3, such that
Then, by sending p to +∞, we end the proof of Proposition 3.11.
We can now give the proof of the main result of this section.
Proof of Theorem 2.2.
By previous propositions we have that if one the condition (2.7)-(2.10), holds true, then the following estimates are satisfied
To end the proof we need only to prove that these bounds imply that
Then, since (u, ρ) is a local smooth solution, the same bounds are true also near t = 0. Moreover, the fact that (u, ρ) can be extended to a global smooth solution of (2.2) follows then from a standard continuity argument.
First, we use Lemma 3.1 and the local existence theorem in order to prove (3.23). In fact, we observe that
Next, by using (3.22a), we get
Again the regularity for the stationary Stokes operator coming from Lemma 3.1, by using (3.22b) and (3.22d), and since the terms from the right-hand-side of (3.18) belong to
Since u is a local smooth solution we get (3.23).
Concerning the bound on the density let us consider a general differential operator D α with α a multi-index such that |α| ≤ 3. Taking D α of the density equation, multiplying by D α ρ and integrating by parts (where only u · n = 0 is needed to get rid of the term Ω (u · ∇) D α ρD α ρ dx which vanishes identically) and summing over |α| ≤ 3 we get the following inequality
By using Gronwall lemma and the known regularity from (3.22d) we get (3.24).
4. Vanishing viscosity-diffusivity limit. In this section we consider the behavior of solutions as the viscosity and diffusivity both (and possibly independently) vanish. We adapt the proof of the sharp convergence results from [4, 36] for the singular limit Navier-Stokes → Euler to the Boussinesq system.
In order to avoid presence of boundary layers we consider the problem in the whole space, or equivalently in the periodic setting. We will also consider the special case of a domain with flat boundary and Navier's type conditions. Some further results for the problem in a bounded domain with Navier's type boundary conditions will appear in a forthcoming paper.
Before proving Theorem 2.3 we recall the well-known Kato-Ponce [31] commutator estimate.
Lemma 4.1. Let f and g in S(R 3 ), s > 0, and 1 < p < ∞, then
and
where J s is the pseudo-differential operator (I − ∆) s 2 and p 2 and p 3 are such that
. We recall that convergence in norms weaker than L ∞ (0, T ; H 3 ) can be obtained by using uniform estimates and standard compactness results, together with uniqueness of the solution of the limit problem. Moreover getting strong convergence in L ∞ (0, T ; H 1 ) is again relatively easy (where the lost of two derivatives is due to the presence of the Laplacian), while arriving at the sharp result of convergence in the same space of the initial data requires more sophisticated tools. The main technical point of the proof is that of introducing a δ-regularized problem (whose solution is called u δ ) in order to estimate the difference of velocities (and in a symmetric way also of densities) as follows
where the four terms can be estimated in a sharper way using the improved regularity of u δ . To this end we need a very precise dependence on δ (in fact norms stronger than H 3 blow-up as δ vanishes) of u Proof of Theorem 2.3. The first item of Theorem 2.3 follows from the fact that there is no boundary and the H 3 -norm of u n 0 and ρ n 0 are uniformly bounded. In fact, by following the same argument in Constantin [21] it is easy to show that there exists a time of existence T > 0 independent on n such that there exists both a unique solution (u n , ρ n ) of (2.11) and a unique solution (u, ρ) of (2.12) in C([0, T ]; H 3 (R 3 )). We use the same approach introduced in [3] with regularization of the problem (even if we regularize the data in a slightly different manner). The first step is the regularization of the initial datum of the system (2.12). For any δ > 0 let u δ 0 be the unique solution of the following stationary Helmholtz-Stokes system
Then, given u 0 ∈ H 3 we get a sequence of regularized initial data {u δ 0 } δ>0 (observe that in absence of boundaries q δ 0 is a constant, hence the problem is the same as the Helmholtz one, cf. [15] ) such that
where the estimates can be easily proved by using the Fourier characterization of the differential operator, which acts as a differential filter (cf. also [13] ). Concerning ρ 0 , for any δ > 0 we consider a sequence ρ 
Since the H 3 norm of (u δ 0 , ρ δ 0 ) does not depend on δ, the life-span of (u δ , ρ δ ) is bounded from below in the same way as that of (u, ρ). In fact, by the differential inequalities satisfied by (u, ρ), it follows that a unique solution in H 3 exists up to some time
, hence the solution of the regularized problem exists is some interval bounded from below by
We work now in this common time interval [0, T 0 ] and by standard energy estimates we get that (u δ , ρ δ ) satisfies the following bounds In order to prove the convergence, we state the H 3 -counterpart of the energy estimates for the difference between solutions corresponding to different viscosity/diffusivity/δ. In particular, we start by considering the difference between the solution of the Euler-Boussinesq and that of the regularized Euler-Boussinesq: We handle the equations for w δ := u δ − u and θ δ := ρ δ − ρ.
By taking the H 3 -inner product of the first equation with w δ and of the second equation with ρ δ , by using Hölder inequality and Lemma 4.1 we get
and by adding together the above inequalities
Moreover, by taking also the energy estimate at the level H s , for some 3/2 < s < 2 we get (by using the same tools) the inequality
Using the known H 3 -bounds on u, ρ in [0, T 0 ], it follows that there exists a constant C, depending only on T 0 and on u 0 H 3 + ρ 0 H 3 , but independent of the solution and of δ, such that
By using the properties of the regularization and Sobolev embedding into L ∞ , this implies, for 3/2 < s < 2
By plugging this information in (4.2) and by using the bounds for u, u δ , and ρ δ (true because they are
This finally proves that
Next, we consider the functions w nδ := u n − u δ and θ nδ := ρ n − ρ δ , which satisfy the following system
By using the same techniques as above we obtain the following estimate
the second equation with θ n , and the loss of regularity makes this step easier than the previous ones. By using Lemma 4.1 with a suitable choice of p 1 and p 2 we get
where as usual C depends on the H 3 norms of the solutions. By Gronwall lemma we get
and finally
By collecting all inequalities and by using Gronwall lemma we obtain
In order to obtain convergence, let us choose a sequence {δ n } going to zero fast enough such that Let us suppose that the series T k = T < T * , and that the sharp limit (2.13) holds only in [0, T ] for some T < T * . If this happens the convergence of the series implies T i → 0. Due to the definition of T i this will imply that lim k→+∞ u( k i=0 T i ) 3,2 + ρ( k i=0 T i ) 3,2 → +∞, hence that lim sup t→T u(t) 3,2 + ρ(t) 3,2 = +∞, but this is a contradiction because T < T * , while T * is the maximal time of existence of the solution starting from (u 0 , ρ 0 ) at t = 0. 4.1. Some remarks on the problem in a bounded domain. It is wellknown that, in presence of Dirichlet boundary conditions (even for the Navier-Stokes equations with constant density) one cannot expect to have convergence of solutions towards those of the Euler equations, due to the creation of a boundary layer. On the other hand, recent results show that the convergence can take place in various topologies and in various physical situations, under boundary conditions different from the Dirichlet ones. In this section we show how this applies to the Boussinesq equations, at least in the simplest case: A domain with flat boundary and Navier's type slip-without-friction boundary conditions. We consider then the following initial boundary value problem in Ω = R This corresponds to set the slip-without-friction conditions (2.3)-(2.4b) for the velocity, while the Neumann ones for the density, when specialized to the half-space. In this case we will be able to pass to the limit in both ν and k and this fact is rather natural, since the Navier conditions (2.3)-(2.4b) represent an intermediate path between having no boundaries and having a solid boundary (in fact they have been used also for free-boundary problems). To better understand why the Navier conditions allow to simplify the problem, one can observe in the half-space case, it is possible to extend the solution (u, π, ρ) to the whole space by an even reflection (with respect to {x 3 = 0}) of u 1 , u 2 , p, and ρ, while extending in an odd way u 3 . In this way one obtains a new triple ( u, p, ρ) which is a solution the Boussinesq equations in R 3 , hence on it we can apply exactly the same tools as before. This is well-known for the Navier-Stokes equations, see also Bae and Jin [2] . With this trick the problem is reduced to the Cauchy one and this is tractable with the standard tools. Very roughly speaking, results known for the Cauchy problem can be proved also in a flat domain, under Navier boundary conditions. A precise discussion of this, with the study of all the necessary compatibility conditions for the Navier-Stokes equations is performed in [7] . With this tool and by observing that the reflected functions u 0 , ρ 0 ∈ H 3 (R 3 ) we can finally state the following result. Let T * = T * ( u 0 3,2 , ρ 0 3,2 ) > 0 be the time of existence of the unique smooth solution of the system (2.12), starting with the same initial datum (u 0 , ρ 0 ). Then, for any n ∈ N there exists a unique smooth solution (u n , ρ n ) of the system (4.3) such that (u n , ρ n ) ∈ C([0, T * [; H 3 (R 3 + )). In addition, for any sub-sequence {k n } n , {ν n } n converging to zero (note that one of them can also be identically zero) it follows, for all T < T * , sup t∈[0,T ] u n (t) − u(t) 3,2 + ρ n (t) − ρ(t) 3,2 n→∞ → 0.
