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INVERSE MEAN CURVATURE FLOW WITH SINGULARITIES
BEOMJUN CHOI AND PEI-KEN HUNG
Abstract. This paper concerns the inverse mean curvature flow of complete convex
hypersurfaces which are Lipschitz in general. After defining a weak solution, we study
the evolution of singularities by looking at the blow-up tangent cone around each singular
point. We prove the cone also evolves by the inverse mean curvature flow and each
singularity is removed when the evolving cone becomes flat. As a result, we derive the
exact waiting time for a weak solution to be a smooth solution. In particular, a necessary
and sufficient condition for an existence of smooth classical solution is given.
1. Introduction
A one-parameter family of smooth embedded hypersurfaces F : Mn × [0, T ] → Rn+1 is
a classical solution of the inverse mean curvature flow (IMCF) if
∂
∂t
F (p, t) =
1
H(p, t)
ν(p, t) for all (p, t) ∈M × [0, T ]
where H(p, t) > 0 and ν(p, t) are the mean curvature and the outward unit normal vector
of Mt := F (M × {t}) at the point F (p, t).
The inverse mean curvature flow has been studied extensively as an important example
of expanding curvature flows last decades [7, 17, 16, 13, 9]. After the IMCF was used
to give a proof of the Riemannian Penrose inequality by Huisken and Ilmanen [11, 12],
there have been a number of application of it in showing geometric inequalities in various
situations [15, 5, 6, 10, 1, 14].
“What happens if the initial hypersurface is a cube in R3?” This was the original question
we had. Most of previous research considered the conditions on initial hypersurface which
produce a smooth solution for t > 0. Even in the weak formulation of Huisken and
Ilmanen [12, 13], the mean curvature of initial hypersurface is assumed to be uniformly
bounded in a weak distribution sense. If singular initial hypersurfaces are considered,
however, singularities may not be removed instantaneously. The simplest example with
this phenomenon is a round cone solution
Mt := {(x′, xn+1) ∈ Rn+1 : xn+1 = tan(θ(t))|x′|}.
When θ′(t) = − cot(θ(t))n−1 , Mt is a smooth solution of the IMCF outside the origin. In this
paper, we take a slightly different approach to the problem and set our goal to understand
the behavior of singularities under the flow.
The previous example shows one difference between the IMCF and the mean curvature
flow where we have an existence of smooth solution for Lipschitz hypersurfaces. In a
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PDE point of view, it is closely related with the type of diffusion equation the curvature
is following under the IMCF. For the IMCF in Rn+1, the mean curvature evolves by an
ultra-fast diffusion
∂tH = ∇ · (H−2∇H)− |A|
2
H
.
Apparently, the diffusion coefficient becomes zero when H is infinite, which prevents the
singularities from being removed.
Let’s discuss our result. We restrict our attention to the class of complete convex initial
hypersurfaces. Note that on a convex hypersurface every singular point has a unique convex
tangent cone which is obtained by taking a blow-up. In the meantime, IMCF has a scaling
property that if Mt is a solution, then M˜t = λMt is again a solution; i.e., it does not scale
in time variable. This suggests that the blow-up tangent cone at a singular point may also
evolve by IMCF in the same time scale. After defining a weak solution in Definition 2.5,
our main results, Theorem 3.2 and Theorem 3.3, prove this assertion for the weak flows in
Rn+2 and Sn+1, respectively.
There is an inevitable reason why the weak flows in Rn+2 and Sn+1 need to be simulta-
neously considered. We have a correspondence between hypersurfaces in Sn+1 and conical
hypersurfaces in Rn+2: a hypersurface Γn in Sn+1 generates a cone
CΓ := {rx ∈ Rn+2 : r > 0, x ∈ Γ},
and conversely a conical hypersurface C ⊂ Rn+2 is generated by its link Γ := C ∩ Sn+1.
Moreover, if Γnt in Sn+1 is a classical solution of IMCF, then the cone CΓt in Rn+2 is a
solution of IMCF which is smooth except the origin. If we take a blow-up tangent cone
at a singular point in Σn+1 ⊂ Rn+2, the cone can also be singular as its link in Sn+1 can
be an arbitrary convex hypersurface. Hence, if we intend to describe singular solutions in
Rn+2, it is necessary to work with singular solutions in Sn+1 as well.
The result of Gerhardt [9] and Makowski-Scheuer [15] which is summarized in our The-
orem 2.4 shows every strictly convex smooth solution in Sn+1 converges to an equator in
a finite time. Since the tangent cone at a singularity also evolves by the weak IMCF, this
suggests that the tangent cone becomes flat and the singularity at a point will be removed
in a finite time. When all singularities are removed in this way, one should expect the so-
lution becomes smooth afterward. We prove this result in Corollary 3.9. In fact, this exact
waiting time can be written in terms of the density function on initial hypersurface and
the same argument gives a sufficient and necessary condition for an existence of smooth
classical solution for t > 0. These are given Remark 3.10.
2. Preliminaries and Definitions
Every hypersurface appear from here is complete without boundary unless otherwise
mentioned. In Sn+1, there are several different notions for a hypersurface Γn being convex.
We will use the following definition:
Definition 2.1. A compact Lipschitz hypersurface Γn ⊂ Sn+1 is convex if the corresponding
cone CΓ:={rx : r ∈ [0,∞), x ∈ Γn ⊂ Rn+2} ⊂ Rn+2 is convex.
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Remark 2.2. From the above definition, a convex hypersurface Γn ⊂ Sn+1 is contained in
some hemisphere because of the supporting hyperplane of CΓ at the origin.
In the rest of this paper, when we mention Sn+1 and Rn+2, n ≥ 1 is assumed unless it
is stated otherwise.
Remark 2.3. If Γn ⊂ Sn+1 is convex and contains no antipodal points, then Γn is com-
pactly contained in some open hemisphere. For this proof, see for instance Lemma 3.8
[15].
We will use the notion of strict convexity only for a smooth hypersurfaces and it means
the hypersurface has strictly positive second fundamental form. For hypersurfaces in the
sphere, we further require them to be compactly contained in some open hemisphere. We
define Sn+1+ :=
{
x ∈ Sn+1
∣∣∣ 〈x, en+2〉 > 0}.
Expanding curvature flows for strictly convex hypersurfaces in Sn+1 has been studied by
C. Gerhardt [9] and M. Makowski and J. Scheuer [15]. The following is a special case of
Theorem 1.4 in [15] when the inverse mean curvature flow is considered. TΓ0 is not specified
in the paper, but this time could be obtained explicitly by the exponential growth of the
area with respect to time under the inverse mean curvature flow; i.e., |Γt| = et|Γ0|.
Theorem 2.4. Suppose Γn0 ⊂ Sn+1 is a smooth, strictly convex hypersurface. Then the
unique smooth, strictly convex solution of inverse mean curvature flow Γt starting from
Γ0 exists for t ∈ [0, TΓ0), where TΓ0 = ln |Sn| − ln |Γ0|. Furthermore, Γt converges to an
equator in C1,β as t→ TΓ0.
For a complete convex hypersurface Σn+1 ⊂ Rn+2, we denote by Σˆ the closed region
bounded by Σ. Similarly, for a complete convex hypersurface Γn ⊂ Sn+1 we denote by
Γˆ the closed region bounded by Γ in Sn+1. Since Γn is in some hemisphere, there is no
ambiguity in this definition unless Γ is an equator.
We need to define our notion of a weak solution. Since it is expected that singularities will
persist, we can’t describe this in terms of the classical solution. Also, the level set based
weak formulation of Huiksen and Ilmanen [12] would not be appropriate as it assumes
bounded (weak) mean curvature of level sets. We just define our solution as a limit of
a smooth approximation from inside. In the following definition, note Σn+10 can be non-
compact.
Definition 2.5. For a complete convex hypersurface Σn+10 ⊂ Rn+2, let {Σ0,}∈(0,0) be a
family of smooth, strictly convex, compact hypersurfaces in Rn+2 with the following prop-
erties:
Σˆ0,2 ⊂⊂ Σˆ0,1 if 2 > 1, and
⋃
>0
Σˆ0, = Σˆ0.
INVERSE MEAN CURVATURE FLOW WITH SINGULARITIES 4
Let Σt, be the inverse mean curvature flow starting from Σ0,. We define the (weak)
solution of the flow Σt, for t ≥ 0, starting from Σ0 by
Σˆt :=
⋃
>0
Σˆt,, and Σt := ∂Σˆt. (2.1)
Similarly, for a complete convex compact hypersurface Γn0 ⊂ Sn+1, suppose |Γn0 | < |Sn| and
hence TΓ0 := ln |Sn| − ln |Γ0| > 0. Let {Γ0,}∈(0,0) be a family of smooth, strictly convex,
compact hypersurfaces in Sn+1 with the following properties:
Γˆ0,2 ⊂⊂ Γˆ0,1 if 2 > 1, and
⋃
>0
Γˆ0, = Γˆ0.
Let Γt, be the inverse mean curvature flow starting from Γ0,. We define (weak) solution
of the flow Γt, for t ∈ [0, TΓ0), starting from Γ0 by
Γˆt :=
⋃
>0
Γˆt,, and Γt := ∂Γˆt. (2.2)
Remark 2.6. When initial hypersurface is compact, an approximating family Σ0, and Γ0,
in the definition could be obtained by running the mean curvature flow from Σ0 and Γ0,
respectively. When Σ0 in Rn+2 is non-compact, we may choose Σ0, to be the time t = 
slice of the mean curvature flow running from ∂(Σˆ0 ∩ B−1(0)). By using the avoidance
principle between smooth compact solutions of the IMCF, it is not hard to check the weak
solution is independent of approximations and hence unique.
In the definition of Σt, Σt, are convex since convexity is preserved under the flow by
Corollary A.4 in [3]. Therefore Σt is convex. Moreover, when Σ0 is compact, Σt is non-
empty compact hypersurface for all t > 0 and the exponential in time area growth of classical
solution imply
|Σt| = lim
→0
|Σt,| = lim
→0
et|Σ0,| = et|Σ0|.
When Σ0 is non-compact, it may happen that Σˆt = Rn+2 and hence Σt becomes empty in
finite time. We will discuss non-compact case with complete details in Remark 3.7.
In the definition of Γt, since Γ0, has a smaller area than Γ0, Γt, exists at least for
t ∈ [0, ln |Sn| − ln |Γ0|) by Theorem 2.4. Therefore, we can take the limit  → 0 for
t < ln |Sn| − ln |Γ0|. Note also that Γt is convex in the sense of Definition 2.1. Moreover,
|Γt| = lim
→0
|Γt,| = lim
→0
et|Γ0,| = et|Γ0|.
We will need the following apriori estimate of H−1 weighted by |x|−1. This is main
theorem in [3] and will be used in an important way later.
Theorem 2.7 (Theorem in [3]). For n ≥ 2, let F : Mn× [0, T ]→ Rn+1 be a smooth convex
compact solution of IMCF and assume for t ∈ [0, T ] there is θ1 ∈ (0, pi/2) and a unit vector
ω ∈ Rn+1 so that
〈F, ω〉 ≥ sin θ1 |F |.
INVERSE MEAN CURVATURE FLOW WITH SINGULARITIES 5
Then
1
H|F | ≤ C
(
1 + t−1/2
)
on M × [0, T ]
by some C = C(θ1) > 0.
3. Evolution of Singularity
Lemma 3.1. Let Σn+10 ⊂ Rn+2 be a complete convex hypersurface which contains the
origin. Moreover, suppose the tangent cone at the origin T0Σ0 has a smooth, strictly
convex link
Γn0 := T0Σ0 ∩ Sn+1 ⊂ Sn+1,
and Bn+21 (0)∩Σ0 = Bn+21 (0)∩T0Σ0; i.e., Σ0 is conical in the ball of radius 1 centered at the
origin. Let Σt and Γt be the IMCF starting from Σ0 in Rn+2 and Γ0 in Sn+1 respectively.
Then 0 ∈ Σt for t ∈ [0, TΓ0) and T0Σt coincides with CΓt.
Proof. For a fixed smooth approximation of Σ0, namely Σ0,, we have Σˆ0, ⊂ Σˆ0 ⊂ CΓˆ0.
Σˆt, ⊂ CΓˆt for any 0 ≤ t < TΓ by the avoidance principle between smooth solutions. Thus
0 ∈ Σt for t ∈ [0, TΓ) by taking limit  → 0. Since IMCF preserves convexity, Σt is con-
vex and hence T0Σt is a cone. Let us denote this by CΓ′t. We have Γˆ0 ⊂ Γˆ′t ⊂ Γˆt from
Σˆ0 ⊂ Σˆt ⊂ CΓˆt. To show CΓ′t = CΓt, by the uniqueness of smooth solution and Γ′0 = Γ0, it
suffices to prove Γ′t is a smooth solution of IMCF in Sn+1 for t ∈ [0, TΓ0).
We will show Γ′t is a smooth IMCF on t ∈ [0, TΓ0 − δ) for all small δ > 0. After a ro-
tation, we may assume that en+2 ∈ intΓˆ0. By Theorem 2.4, there is v ∈ Sn+1 such that
Γt ⊂ H(v) := {v′ ∈ Sn+1 | 〈v, v′〉 > 0} and Γt converges to an equator S(v) := {v′ ∈
Sn+1 | 〈v, v′〉 = 0} as t→ TΓ0 . Since Γt is a smooth, strictly convex solution,
0 := inf
{〈v′, v〉∣∣v′ ∈ ΓT−δ} > 0.
Since weak solution Σt is independent of approximation, we can choose Σ0, so that it
converges to Σ0 locally smoothly on B1(0) \ {0}. Let {λj} be a sequences of numbers
which increases to infinite. It is possible to pick a decreasing sequence k → 0 so that
λjΣˆ0,k locally uniformly converges to CΓ′0 as j →∞ and k ≥ j. Let us denote a strip
D0 := {x ∈ Rn+2 | 0 < 〈v, x〉 < 1}.
We want to show for t ∈ [0, T − δ], lim
j→∞
lim
k→∞
λjΣt,k ∩ D0 converges smoothly to an
(incomplete) IMCF. From now on we assume λi ≥ 3 by assuming i ≥ i0. Note
λjΣ0 ∩ {0 < xn+2 < 2} = CΓ0 ∩ {0 < xn+2 < 2}.
Due to locally smooth convergence of Σ,0, we may choose further smaller deceasing seqe-
unce k and fix it so that for any x ∈ D0 and any k ≥ j
sup
B0/2(x)∩λjΣk,0
H ≤ 2 sup
{|x|>0/2}∩CΓ
H = C0
−1 <∞.
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Let us denote Σjk,t := λjΣt,k , which is again a smooth solution of IMCF by the scaling
property. Due to a local estimate of H in Proposition 2.11 [4], we have a uniform upper
bound of H for Σjk,t in D0 for t ∈ [0, TΓ0). Next, by the avoidance principle between Σjk,t
and CΓt,
〈x, v〉 ≥ 0|x| for all x ∈ Σjk,t with t ∈ [0, TΓ0 − δ].
Hence by Theorem 2.7, during this time interval, there is a C = C(0) such that
1
H|x| ≤ C
(
1 + t−1/2
)
for x ∈ Σjk,t with t ∈ [0, TΓ0 − δ].
Now we express Σjk,t ∩D0 as a graph over a tilted cylinder as the following. For any
s ∈ (0, 1), Σjk,t ∩ {x | 〈v, x〉 = s} is a convex hypersurface in {x | 〈v, x〉 = s} ≈ Rn+1.
Since en+2 ∈ intΓˆ0, for large j and k ≥ j, this convex hypersurface contatins the point
s
〈v,en+2〉en+2. Therefore, we may express Σjk,t∩{〈v, x〉 = s} in the polar coordinate centered
at this point.
{r′ = r′jk(t; s, θ) : θ ∈ Sn} := Σjk,t ∩ {〈v, x〉 = s}.
r′jk(t; .) is uniformly bounded from above and from below because Σˆjk,0 ⊂ Σˆjk,t ⊂ CΓˆt.
The spatial C1 bound of r′jk follows directly from the convexity and previous C
0 bounds.
The evolution of this scalar function r′(t; s, θ) is
∂tr
′ =
〈 ∂∂r′ , ν〉
H
= F (D2r′, Dr′, r, s, θ)
and it is uniformly parabolic if H, H−1 and spatial C1 norm of r′ are bounded. By
this assertion and estimates above, as long as k ≥ j, r′jk(t; s, θ) are uniformly bounded and
satisfy a uniform parabolic equation in (δ, TΓ−δ)×(, 1)×Sn. From the parabolic regularity
theory, lim
j→∞
lim
k→∞
r′jk(t; s, θ) converges locally smoothly to r′∞(t; s, θ). Thus CΓ′t∩D satisfies
IMCF and so does Γ′t.

Theorem 3.2. Let Σn+10 ⊂ Rn+2 be a complete convex hypersurface which contains the
origin so that the tangent cone at the origin T0Σ0 has a convex link
Γn0 := T0Σ0 ∩ Sn+1 ⊂ Sn+1.
Let TΓ0 := ln |Sn| − ln |Γn0 |. Then 0 ∈ Σt for t ∈ [0, TΓ0 ] and 0 ∈ int Σˆt for t ∈ (TΓ0 ,∞).
Suppose TΓ0 > 0 and Γt ⊂ Sn+1 be the IMCF starting from Γ0. Then T0Σt coincides with
CΓt for t ∈ [0, TΓ0).
Proof. We again denote by Γ′t := T0Σt∩Sn+1 provided 0 ∈ Σt. Let {Γ0,}∈(0,0) be a family
of smooth, strictly convex hypersurfaces which approximate Γ0 as in Definition 2.5. For
any other smooth, strictly convex hypersurface Σˆ′0 ⊂⊂ Σˆ0, we have Σˆ′0 ⊂⊂ CΓ0, as  is
small enough. Therefore from the avoidance principle between smooth solutions, we obtain
that 0 ∈ Σt and Γˆ′t ⊂ Γˆt for t ∈ [0, TΓ0 ]. To get the other direction of inclusion, for each
 ∈ (0, 0), let Σ0, be a hypersurface in Rn+2 which satisfies the assumptions in Lemma
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3.1 with the link Γ0,. Then there exits a small number a > 0 such that aΣˆ0, ⊂ Σˆ0. By
the avoidance principle and Lemma 3.1, we obtain Γˆt, ⊂ Γˆ′t. Then the result follows by
taking → 0.
To show that 0 ∈ intΣˆt for t ∈ (TΓ0 ,∞), we first assume Γ0 is smooth and strictly
convex. By Theorem 2.4, Γt converges in C
1,β to an equator as t → TΓ0 . Thus for any
δ > 0, there exists a small number aδ > 0 such that ΣˆTΓ0 contains an aδ-radius ball with its
center located in distance aδ exp (δ/(n+ 1)) from the origin. By running the IMCF from
this sphere, we deduce 0 ∈ intΣˆt for any t > TΓ0 + δ. By taking δ → 0 we conclude the
case in which Γ0 is smooth and strictly convex. The case of general Γ0 can be proved by a
smooth approximation. 
For a point p ∈ Γn ⊂ Sn+1, if Γn is convex, there is a unique n-dimensional tangent cone
at p which is denoted by TpΓ
n. More precisely, CΓ ⊂ Rn+2 is convex hypersurface in Rn+2
and we define using tangent cone of CΓ at p by
TpΓ
n := TpCΓ ∩ {x ∈ Rn+2 | 〈x− p, p〉 = 0}.
Theorem 3.3. Let Γn0 ⊂ Sn+1 be a closed convex hypersurface so that p ∈ Γ0 has the
tangent cone TpΓ0 with the convex link in {x ∈ Rn+2 | 〈x − p, p〉 = 0 and ||x − p|| = 1} :=
Snp ≈ Sn which is denoted by
Θn−10 := TpΓ
n
0 ∩ Snp .
Then TΘ0 = ln |Sn−1|n−1 − ln |Θn−10 |n−1 ≤ TΓ0 = ln |Sn|n − ln |Γn0 |n. The equality holds if
and only if TpCΓ0 ∩ Sn+1 = Γn0 provided CΘ0 6= Rn. Moreover, p ∈ Γt for t ∈ [0, TΘ0 ] and
p ∈ intΓˆt for t ∈ (TΘ0 , TΓ0). Suppose TΘ0 > 0 and Θt be the IMCF starting from Θ0 in Snp .
Then TpΓ
n
t ∩ Snp coincides with Θt for t ∈ [0, TΘ0).
The proof will be very similar to the proof of Theorem 3.2, but we need lemmas to
explain relations between Θ0 and Γ0.
Lemma 3.4. Let n ≥ k ≥ 0 and Θk ⊂ Sk+1 ⊂ Rk+2 be a hypersurface. We denote by
Γn :=
(
Rn−k × CΘk) ∩ Sn+1 (or equivalently CΓ = Rn−k × CΘ.) Then
|Θk|k
|Sk|k =
|Γn|n
|Sn|n .
Lemma 3.5. Under the same assumptions in Theorem 3.3, we have
|Γ0|n
|Sn|n ≤
|Θ0|n−1
|Sn−1|n−1 . (3.1)
Moreover, if CΘ0 6= Rn, then the equality holds if and only if CΓ0 ∼= R× CΘ0.
Proof of Lemma 3.5. Without loss of generality, we can assume that p = e1. Let Γ
′
0 :=
(R× CΘ0) ∩ Sn+1. We have CΓˆ0 ⊂ CΓˆ′0 from the convexity of Γ0. Since convex hypersur-
faces are outer area minimizing in a hemisphere, (3.1) follows from Lemma 3.4. It’s obvious
that CΓ0 = R×CΘ0 implies the equality in (3.1). From now on, we assume CΓ0 6= R×CΘ0.
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If −e1 ∈ Γ0 then CΓ0 = R× CΘ0 from the convexity of Γ0. Therefore, we have −e1 /∈ Γ0.
If we first assume that Θ0 is compactly contained in some hemisphere, say in Sn+, then
there exists a small positive number 0 > 0 such that 〈x, v(0)〉 ≥ 0 for all x ∈ Γ0, where
v(0) := sin 0 e1 + cos 0 en+2. Define
Γˆ′′0 :=Γˆ
′
0 ∩
{
x ∈ Sn+1
∣∣∣ 〈x, v(0)〉 ≥ 0} and Γ′′0 := ∂Γˆ′′0.
We note that Γˆ0 ⊂ Γˆ′′0 and hence |Γ0|n ≤ |Γ′′0|n since convex hypersurfaces are outer area
minimizing in a hemisphere. Denote by D := Γˆ′0 \ Γˆ′′0. The boundary of D consists two
parts ∂+D and ∂−D, where
∂+D :=Γ′0 \
{
x ∈ Sn+1
∣∣∣ 〈x, v(0)〉 > 0} ,
∂−D :=Γˆ′0 ∩
{
x ∈ Sn+1
∣∣∣ 〈x, v(0)〉 = 0} .
Moreover,
|Γ′0|n − |Γ′′0|n = |∂+D|n − |∂−D|n.
In the region D, there is a minimal foliation
D ∩
{
x ∈ Sn+1
∣∣∣ 〈x, v()〉 = 0}
∈(0,0)
.
Note that ∂−D belongs to this minimal foliation and ∂+D doesn’t. Therefore by applying
the divergence theorem to the normal vector of the foliation in the region D, we obtain
|Γ0|n ≤ |Γ′′0|n < |Γ′0|n.
For general Θ0, from Remark 2.3, we have CΘ0 = Rk × CΘ′0, for some Θ′0 compactly
contained in Sn−k+ . By the assumption CΘ0 6= Rn, k ≤ n − 1. Denote by pik : Rn+2 −→
Rn−k+2 the projection which suppresses the second to the k + 1-th coordinate. Then by
applying the above argument to pik (CΓ0), we obtain
|Γ0|n
|Sn|n ≤
|pik (CΓ0) ∩ Sn+1−k|n−k
|Sn−k|n−k
<
|Θ′0|n−k−1
|Sn−k−1|n−k−1
=
|Θ0|n−1
|Sn−1|n−1 .

In previous lemma, we didn’t figure out the equality case of (3.1) when CΘ0 = Rn. In
this case we get
|Γ0|n
|Sn|n =
|Θ0|n−1
|Sn−1|n−1 =
|Sn−1|n−1
|Sn−1|n−1 = 1.
This is of a separate interest to classify such Γ0 and the following proves this:
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Lemma 3.6. If |Γ0|n = |Sn|n, then up to an isometry of Sn+1, Γ0 is either an equator or
an wedge
Wθ0 = S
n+1 ∩ ({(r sin θ, r cos θ) : θ ∈ {0, θ0}, and r > 0} × Rn)
for some θ0 ∈ (0, pi).
Proof of Lemma 3.6. There is a point q ∈ Γ0 such that the link generated at q, say Θ¯0 =
TqΓ
n
0 ∩ Snq , satisfies CΓ0 ∼= R × CΘ¯0. If there is no such point, this means Γ0 has no pair
of antipodal points and thus complactly included in an open hemisphere from Remark 2.3.
Then |Γ0|n has to be strictly less than |Sn|n as Γ0 is outer area minimizing and contained
in an geodesic ball whose radius is strictly less than pi/2. This is a contradiction. We can
actually apply the same argument to Θn−10 ⊂ Sn and repeat this until the end. 
Proof of Theorem 3.3. We again assume p = e1 without loss of generality. The inequality
TΘ0 ≤ TΓ0 and the equality case follow directly from the previous lemma. Denote by
Γ′t := (R× CΘt)∩ Sn+1. Then we deduce Γˆ0 ⊂ Γˆ′0 from the convexity of Γ0. Furthermore,
Γ′t is a IMCF. Therefore TpΓˆnt ∩ Snp is contained in Θˆt from the avoidance principle and
thus p ∈ Γt for t ∈ [0, TΘ0 ]. To get the other direction of inclusion, let Σn0 ⊂ Rn+2 be a
closed convex hypersurface which contains the origin and satisfies
Bn+22 (0) ∩ Σ0 = Bn+22 (0) ∩ CΓ0.
Denote by Σt the IMCF starting from Σ0. From Theorem 3.2 we have for any t ∈ [0, TΘ0),
T0Σt = CΓt and TpΣt = CΓ′t. Therefore by the convexity of Σt, Θˆt = TpΣˆt ∩ Snp ⊂
TpCΓˆt ∩ Snp = TpΓˆt ∩ Snp . The proof of p ∈ intΓˆt for t ∈ (TΘ0 , TΓ0) is similar to the one for
Theorem 3.2. 
Remark 3.7 (Non-compact flow). As we intended, the result shown up to this point applies
to non-compact solutions as well. Here we give a description of non-compact flow in Rn+2
by collecting results from [3].
Suppose Σn+10 = ∂Σˆ0 is complete non-compact convex hypersurface in Rn+2 and assume
0 ∈ Σˆ0 for a simplicity. Then we have a unique tangent cone at infinity, namely CΓ0,
which is obtained by taking a blow-down: CΓˆ0 = ∩>0Σˆ0 and CΓ0 = ∂(CΓˆ0). Similarly, let
us denote CΓt = ∂(CΓˆt) by the tangent cone at infinity of Σt. It should be noted that Γt
may fail to be a convex ‘hypersurface’ as Γˆt can be an arbitrary convex set in Sn+1.
In [3], the first author and P. Daskalopoulos shows an existence of classical solution under
an additional assumption that Σ0 is locally C
1,1. The construction of solution in [3] is the
same as Definition 2.5 and hence our result gives a refinement of Choi-Daskalopoulos’s
result. The following result from [3] also holds without C1,1loc assumption as its proof directly
applies to the weak solution without any changes: there is an existence of non-empty weak
solution Σt = ∂Σˆt up to time t < T
∗ = ln |Sn| − lnP (Γˆ0) ∈ [0,∞] where
P (Γˆ0) : = the perimeter of Γˆ0 in Sn+1
=
{ |Γ0| if int(Γˆ0) is non-empty and hence Γ0 is a hypersurface
2|Γ0| otherwise.
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T ∗ is maximal time in the sense that, for t > T ∗, Σˆt = Rn+2 and thus Σt is empty. If
|Γ0| > 0, it was also shown that Γt becomes a convex hypersurface for t > 0.
Next, though it was obviously expected, Choi-Daskalopoulos [3] could not conclude Γt
evolves by IMCF in Sn+1 as there was no notion of weak solution. We can now prove this
assertion.
Claim 3.8. The blow-down cone at infinity Γt evolves by the weak IMCF for t ∈ (0, T ∗).
Proof of Claim. Let t0 ∈ (0, T ∗) be a given time. It suffices to show the claim for t ∈
[t0, T
∗). Suppose Γt0 has a pair of antipodal points, then Σt0 contains an infinite line
and this implies Σt0 splits in the direction of the line. It is not hard to check that the
weak solution Γt also splits in the same direction for t > t0. We can now apply dimension
reduction and we may assume Γt0 has no pair of antipodal points in Sn+1. Therefore Γt0
is contained in an open hemisphere by Remark 2.3.
Next, we can find two families of convex hypersurfaces in Sn+1 which correspond to
monotone smooth strictly convex approximations from inside and outside. We denote
them by {Γt0,}<0 and {Γt0,}>0, respectively. To be precise, we have {Γt0,}∈(−δ,0)∪(0,δ)
with ∂Γˆt0, = Γt0, having the following properties:
(1) Γˆt0,1 ⊂⊂ Γˆt0,2 if 1 < 2
(2) There is a hemisphere which contains Γt0, for all  ∈ (−δ, 0) ∪ (0, δ).
(3) Each Γt0, is smooth strictly convex hypersurface in Sn+1.
(4) ∪<0Γˆt0, = Γˆt0 and ∩>0Γˆt0, = Γˆt0 .
For such approximations, we have |Γt0,h| ↑ |Γt0 | as h ↑ 0 and |Γt0,h| ↓ |Γt0 | as h ↓ 0. Such
an approximation from inside could be obtained by using the mean curvature flow and an
approximation from outside is constructed in Claim 4.1 of [3]. Let us denote Γt, for t ≥ t0
by the IMCF running from Γt0,. Our goal is to show Γˆt = ∪<0Γˆt,.
For h ∈ (0, δ), CΓˆt0,−h ⊂ Σˆt0 by convexity. We can check that, for fixed h, CΓt,−h ⊂ Rn+2,
t ≥ t0, is the weak solution running from CΓt0,−h. The solution from CΓt0,−h, say Nt, has
to be a cone as the scaling invariance property should be preserved for the weak solutions
and Theorem 3.2 implies Nt has to coincide with CΓt,−h. The avoidance principle between
weak solutions implies CΓˆt,−h ⊂ Σˆt for t ≥ t0. By taking a blow-down at time t, this proves
Γˆt,−h ⊂ Γˆt for t ≥ t0. On the other hand, for h ∈ (0, δ) we may find some v ∈ Rn+2 such
that Σˆt0 ⊂ CΓˆt0,h+v. By the avoidance principle, Σˆt ⊂ CΓˆt,h+v and this implies Γˆt ⊂ Γˆt,h.
In summary,
∪<0Γˆt, ⊂ Γˆt ⊂ ∩>0Γˆt,.
In addition,
|∂(∪<0Γˆt,)| = lim
→0−
|Γt,| = et−t0 lim
→0−
|Γt0,| = |Γt0 |,
|∂(∩>0Γˆt,)| = lim
→0+
|Γt,| = et−t0 lim
→0+
|Γt0,| = |Γt0 |,
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and the strict outer area minimizing property of a closed convex set in an open hemisphere
imply
∪<0Γˆt, = Γˆt = ∩>0Γˆt,.

Now we are ready to describe the smoothing time of complete convex IMCF in Rn+2
and in Sn+1.
Corollary 3.9. Let Σn+10 be a complete convex hypersurface in Rn+2 and Σt be the IMCF
starting from Σ0. Let T
∗ be the maximal time defined in Remark 3.7. Then the solution
becomes smooth for t > T = T (Σ0) with
T := sup{ln |Sn| − ln |Γn0 (p)| : Γn0 (p) = TpΣ0 ∩ ∂B1(p), p ∈ Σ0}.
provided T < T ∗ Moreover, if Σ0 is compact, then there is a bound T < T0 = (n +
1) (lnL0 − ln r0) where L0 is the diameter of Σ0 and r0 is the largest radius of a ball con-
tained in Σˆ0.
Similarly, let Γnt ⊂ Sn+1 be the solution of IMCF starting from a convex compact hyper-
surface Γn0 ⊂ Sn+1. Then the solution becomes smooth for t > T = T (Γ0) with
T := sup{ln |Sn−1| − ln |Θn−10 (p)| : Θn−10 (p) = TpΓ0 ∩ Snp , p ∈ Γ0}
provided T < TΓ0.
Proof. First, we consider Σt ⊂ Rn+2. Without loss of generality we can assume Σ0 doesn’t
split a line and hence the link of the blow-down cone is compactly contained in some open
hemisphere. We fix T < t0 < t1 < T
∗. For t ≥ t0, Σˆ0 ⊂ intΣˆt0 ⊂ intΣˆt. In view of
Proposition 2.11 [4], we have a local upper bound of H for t ≥ t0. By convexity, this
implies the second fundamental form is locally bounded. In addition to this, for t ≤ t1, a
local lower bound of H is given by Theorem 2.7 together with the outer barrier constructed
as in the proof of Claim 3.8. The solution can be locally written as a graph over a small
disk. If x′ is a coordinate of the disk and u(x,′ t) is the height function of the graph, it
solves
ut = −(1 + |Du|2)1/2
[
div
Du
(1 + |Du|2)1/2
]−1
and this is uniformly parabolic if |Du|, H, and H−1 are bounded. We can always make
|Du| bounded by using the bound on the second fundamental form. Then higher regularity
theory implies the solution is smooth in (t0, t1].
Next, we consider Γt ⊂ Sn+1. From the assumption T < TΓ0 Γˆ0 contains no antipodal
points and Γ0 is compactly contained in some open hemisphere. Denote by Σ0 = CΓ0 ⊂
Rn+2 the cone over Γ0. Since Σt = CΓt, the result follows by applying the same argument
as above in the region Bn+22 (0) \Bn+21 (0). 
Remark 3.10. Note that
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t = 0
t = ln 43
Figure 1. Example 3.11
(1) For the smoothing time T and the maximal time of existence T ∗ of flows in Rn+2,
it could be easily verified that T ∗ ≥ T and the equality holds if and only if Σ0 is a
cone.
(2) For the flow in Rn+2,
|Γn0 (p)|
|Sn| = limr→0
|Br(p) ∩ Σ0|
ωn+1rn+1
=: ρ(p)
which is the density of the hypersurface Σn+10 ⊂ Rn+2 at p. The same thing can be
written for Γnt ⊂ Sn+1. Hence, we have an exact formula of time T :
T (Σ0) = sup {− ln ρ(p) : p ∈ Σ0} and T (Γ0) = sup {− ln ρ(p) : p ∈ Γ0}.
(3) When initial hypersurface is compact, the supremum in the definition of T is ac-
tually achieved by a point in Σ0. This is because the density |Γ0(p)| is a lower
semi-continuous function of p due to Bishop-Gromov volume comparison [2]. The
same happens for Γ0 and |Θ0(p)|.
(4) Corolloary 3.9 implies our weak solution becomes smooth for t > 0 if ρ ≡ 1. On
the other hand, if there is a point q with ρ(q) < 1, by locating conical barriers on
outside (like one we did in the proof of Lemma 3.1), we can check there is no smooth
solution upto t < − ln ρ(q). Therefore ρ ≡ 1 is a sufficient and necessary condition
for an existence of smooth classical solution. Note if ρ(q) = 1, the tangent cone at
q has to be either a plane or an wedge by Lemma 3.6. It is interesting to note that
for hypersurfaces,
{convex and C1} ( {convex and ρ ≡ 1} ( {convex}.
This result gives a concrete picture of singular IMCF for convex hypersurface, and in
particular, this answers our original question on a cube.
Example 3.11 (Cube in R3). Let Σ20 be a cube in R3 with the equal length of edges. The
IMCF Σt has the following properties:
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(1) Edges are smoothened for t > 0 by Theorem 3.2 and the solution is smooth away
from the corners.
(2) Each corner stays their original position until t = ln 2pi − ln 32pi = ln 4/3 and it
evolves by IMCF by Theorem 3.2.
(3) The solution becomes strictly convex for t > 0 by strict convexity theorem in Ap-
pendix of [3]
(4) The solution becomes smooth for t > ln 4/3. Also, it expands and converges to an
expanding sphere as t→∞ by [17] and [7].
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