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Abstract
We address a simple model allowing the existence of domain walls
with orientational moduli localized on them. Within this model, we
discuss an analytic solution and explore it in the context of previ-
ously known results. We discuss the existence of one-dimensional
domain walls localized on two-dimensional ones, and construct the
corresponding effective action. In the low-energy limit, which is the
O(3) sigma-model, we discuss the existence of skyrmions localized on
domain walls, and provide a solution for a skyrmion configuration,
based on an analogy with instantons. We perform symmetry analysis
of the initial model and of the low-energy theory on the domain wall
world volume.
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1 Introduction
In certain field theories, the existence of non-Abelian moduli localized on
topological defects is possible. This fact was discovered originally for non-
Abelian topological strings within the Super-Yang-Mills theories with mat-
ter [1–3]. Inspired by E. Witten’s work on cosmic strings [4], a similar con-
struction was developed for domain walls [5,6]. Also, [6] proved the existence
of such a construction numerically and analyzed its low-energy behaviour —
the dynamics of the translational moduli of the domain wall and of the ro-
tational non-Abelian moduli localized on the wall.
Here we expand the previously known results on non-Abelian moduli in
several directions. First, we establish a correspondence between a recently
found analytic solution [7,8] for the domain wall profile, which supports non-
Abelian moduli, and the results from [6]. We also discuss the ways of using
the analytic solutions as checks for numerical solutions. Then we explore a
simplified model, the one with the O(3) symmetry reduced to Z2, and with
only two scalar fields — the first of these creating a domain wall, and the other
having a non-zero expectation value on the wall only. We find that the latter
field itself can have a domain wall which, in the low-energy limit, behaves as
a one-dimensional string-like object localized on a two-dimensional surface.
We discuss its properties and low-energy dynamics, deriving a corresponding
effective action.
Within a construction which supports non-Abelian moduli described by
an O(3) sigma-model, we discuss the possibility of existence of skyrmions of
a type which is usually explored in condensed matter physics. We also give
a solution for such a skyrmion, based on an analogy with instantons.
For both the initial model and the model describing non-Abelian moduli
on the domain wall, we perform symmetry analysis, keeping in mind the
possible applications of this method to more complex problems. The systems
under consideration are very convenient for testing this method, since they
allow us to compare the ensuing results to the known answers. A review of
the symmetry analysis method is provided.
The paper is organized as follows. Section 2 reviews construction of mod-
uli on domain walls. Section 3 discusses an analytic solution of such a system,
the conditions of its existence, and its properties. We also compare this so-
lution with the results from [6]. Section 4 describes a one-dimensional wall
localized on a two-dimensional one. In Section 5, a skyrmion localized on
a domain wall is addressed. In Sections 2 and 5, we provide the symmetry
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analysis of the systems under consideration. The mathematical tools for this
analysis are reviewed in the Appendix.
2 Moduli on a domain wall
To review the construction of moduli on a domain wall [5, 6], we start out
with the Lagrangian of a real scalar field:
L0 = 1
2
∂µϕ∂
µϕ− V (ϕ) , V (ϕ) = λ(ϕ2 − v2)2 . (1)
It has a Z2 symmetry (ϕ → −ϕ) which is spontaneously broken in a vac-
uum — so ϕ assumes the value of either v or −v. This model supports
domain walls created in the region connecting the two vacua. Let us assume
that a wall is parallel to the (x, y) plane and that ϕ = ±v for z = ∓∞.
Hence, the solution for ϕ can be found analytically:
ϕ(z) = −v tanh
[mϕ
2
(z − z0)
]
, (2)
where mϕ =
√
8λv2 is the mass of the ϕ field and z0 is the wall centre.
Now, let us add to the above model a triplet of fields χi, i = 1, 2, 3,
described by the Lagrangian
Lχ = 1
2
∂µχ
i∂ µχi − U(χ, ϕ) ,
U(ϕ, χi) = γ
[
(ϕ2 − µ2)χiχi + β(χiχi)2] , v2 > µ2 , (3)
so that the new model has the Lagrangian L = L0+Lχ. Then, for a choice of
the parameters 1 for which the vacua are given by ϕ2 = v2, χi = 0, we still can
have a domain wall, connecting these two vacua, and χi, getting a non-zero
expectation value only inside of that wall. Since some energy in the wall is
taken by the kinetic term of χi and still the total energy should be smaller
than without χi condensation, the kinetic term of ϕ should be smaller and,
therefore, the transition region between vacua (i.e. the wall) should become
wider.
To get a domain-wall solution explicitly, we need the Euler-Lagrange
equations following from L:
1 For more details about constraints on the set of parameters and stability of the
solution under consideration see [6, 7, 9].
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{
ϕ′′ = 4λϕ(ϕ2 − v2) + 2γχ2ϕ
χi ′′ = 2γ(ϕ2 − µ2)χi + 4βγχ2χi . (4)
The solution minimising the domain wall energy is degenerate and still
has the O(3) target space symmetry of the Lagrangian (3). This symmetry
has to be global, and χi should point in the same target-space direction in all
points of the real space. Indeed, if we allow target space rotations that depend
on the coordinates along the domain wall plane, this will create additional
kinetic terms arising from x and y derivatives and, therefore, will increase
the total energy. So, we can look for the solution for χi pointing in the same
(arbitrary) direction everywhere in the target space. For example, let us leave
only the χ3 component non-zero and denote it with χ. The corresponding
system of Euler-Lagrange equations will be given by expressions (4) with
χi = {0, 0, χ} plugged therein, and we shall also refer to it as (4). This
system has the first integral
1
2
(
dϕ
dz
)2
+
1
2
(
dχ
dz
)2
− U [ϕ(z), χ(z)]− V [ϕ(z), χ(z)] . (5)
The solution of (4) with a domain wall created by ϕ, and with χ localized
on it, was obtained in [6]. After an energy-minimising configuration is ob-
tained, we can restore the O(3) symmetry of the χ field, allowing its position
in target space to depend on the space-time coordinates on the wall, while
χiχi is still determined by the minimal-energy condition and is therefore
localized on the S2 sphere in the target space. This then gives birth to non-
Abelian moduli on the domain wall. The corresponding effective Lagrangian
was derived in [6].
In this paper, we consider a relatively simple Lagrangian which allows us
to discover easily the symmetries of the system and the moduli which emerge
after breaking of some of these symmetries. For more complex Lagrangians,
the ensuing symmetries may be harder to observe. Systems which do not
allow a Lagrangian description may be considered as well. In such situations,
a general mathematical technique which allows to analyze symmetries of
differential equations and integrate them using those symmetries may be a
very powerful tool. Here and hereafter in our analysis of skyrmions, we shall
perform such an analysis for the purpose of checking our results and in quest
for symmetries which may be unnoticed by initial investigation. This will
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provide a demonstration of the general method of symmetry analysis on a
simple and well-understood set-up.
For details of the said general method, we refer the reader to the Appendix
below and to the book by Peter Olver [41]. For heavy-duty calculations
that are often needed in the symmetry analysis, we recommend the software
provided with the book [42].
In the case of system (4), the symmetry analysis renders only the transla-
tional symmetry along the z-direction. So there are no other symmetries that
we might had missed in our discussion. A search for generalized symmetries
furnishes no new results either.
3 Analytic solution
The numerical method developed in [6] can provide a solution for any set
of parameters for which such a solution exists. Still, it is worth looking for
an analytic solution of the same problem, since it can be easier to analyze
qualitatively. However, finding such a solution may result in certain loss of
generality, since its existence can impose additional constraints on the set of
parameters.
Following [7], let us consider the solution for the ϕ field in the form (2)
which ϕ acquires in the absence of χ i:
ϕ(z) = −v tanh(αz) . (6)
Here we placed the centre of the wall at z0 = 0. The coefficient α, which
determines the width of the wall, is to be fixed later. Then, from the first
equation in (4), we obtain:
χ2 =
2λv2 − α2
γ
1
cosh2 αz
≡ A
2
cosh2 αz
. (7)
Substituting this expression into the second equation of (4), we end up
with a polynomial function of (coshαz)−1. Equating all of its coefficients to
zero yields
α2 = 2γ(v2 − µ2) , (8)
and
α2 = γ(v2 − 2βA2) . (9)
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So, for a field ϕ creating a domain wall and a field χ localized on it, we
have obtained an analytic solution given by (6) and (7), respectively. The
value of α is given by (8). Since α and A are functions of the parameters of
the model, (9) gives a constraint on a set of parameters, under which such a
solution exists.
Note that for ϕ and χ given by the above formulae the following equality
holds:
ϕ2
v2
+
χ2
A2
= 1 . (10)
We see that the solution corresponds to an ellipse in the (ϕ, χ) plane. In this
plane, the vacua correspond to the ends of the major axis where ϕ = ±v and
χ = 0.
It is worth noting that the solution (6) for ϕ has the same form as (2),
which was obtained without condensing of χ. However, in this case the
width α−1 of the wall created by ϕ is determined by the parameters γ and
µ from the χ part of the Lagrangian. The derivation above is inverse to the
one provided in [10], where a similar result is produced starting from the
assumption that the solution in (ϕ, χ) plane has an elliptic shape.
It would be interesting to compare this analytic result with the numerical
procedure applied in [6]. Such a comparison may help to check the precision
of the numerical solution. Mind though that this comparison cannot be
carried out for the set of parameters used in [6] for they do not satisfy (9).
The main difficulty in calculating numerically the domain wall config-
uration is that the boundary conditions are given only at the infinity and
correspond to the equilibrium state. Therefore, if we solve the differential
equation with these conditions, we shall always remain in the same state. To
evade this difficulty, the following approach was used in [6]: both fields were
slightly perturbed away from their equilibrium values (equal to the values at
infinity). Thereafter, the shooting method was used: the initial deflection
was varied until it gave the expected results near the other infinity.
This approach required the knowledge of the asymptotics near infinity.
Those were obtained from (4) by keeping only the terms of the first order
in ϕ and χ. However, for the solution (6, 7) this approach fails since the
variation of ϕ from the vacuum η ≡ v − ϕ will be of the order of χ2, as can
be seen from (10). So the simple asymptotics of [6] do not work. Of course,
it is possible to obtain the asymptotics directly from the analytic solution [7],
but this will be a separate calculational procedure. When we have neither an
analytic solution nor the ability to simplify (4), a configuration can be found
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only through a more complicated numerical procedure, involving variation of
both the fields and their derivatives.
A different strategy of solving system (4) numerically may be of help,
though. The form of the analytic solution (6, 7) suggests such a change of
variables that the new variable is defined on a finite interval. Under this
kind of transformation, the vacuum values of the fields at infinity become
the boundary values at the ends of the said finite interval. Specifically, (4)
compels us to try the change of variables 2
z = κ arctan ξ , (11)
with κ being a free parameter, and ξ being a new argument defined on
the interval [−1, 1]. However, under this substitution, the equations acquire
singular points at the ends of the interval, even though the desired solutions
stay nonsingular there. Having performed a substitution (11) — or another
transformation to a variable belonging to a finite domain — one can choose
from an arsenal of methods developed to solve the boundary values problem.
In [7], an important problem of energy levels of a “bare” domain wall
(with χ = 0 everywhere) was discussed. Based on the known spectrum of a
modified Po¨schl-Teller potential, it provided a much better estimate than [6]
where the potential was approximated with a parabolic well. In general,
neither of these results renders exact values of the energy levels of a non-
“bare” wall, because the condensation of χ also changes the profile of ϕ.
4 1d wall on a 2d wall
The Lagrangian with a fixed orientation of χ in the target space can be
generalized, allowing χ to have negative values as well as positive:
LZ2 =
1
2
(∂ϕ)2 +
1
2
(∂χ)2 − λ(ϕ2 − v2)2 − γ [(ϕ2 − µ2)χ2 + βχ4] . (12)
This way we obtain a model with just two real scalar fields ϕ and χ; its
relevance to the triplet model above will be discussed at the end of this
chapter.
2 For this purpose, one can use any function mapping an infinite interval onto a finite
segment, e.g., z = κ tan
ξ pi
2
or z =
ξ
(1− ξ) .
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Note that this Lagrangian possesses a Z2 symmetry, χ→ −χ. Conse-
quently, if a configuration of the fields ϕ and χ satisfies the equations of
motion (4), then a configuration with ϕ ′ = ϕ and χ ′ = −χ satisfies (4) as
well. Of course, this holds for the construction described above: if we have
a domain wall created by the field ϕ and the field χ localized on it, then the
solution for χ with the opposite sign can exist as well and will have exactly
the same energy. Visible from (7), where χ is defined up to a sign, this fact
also holds in a more general case where we do not have an analytic solution.
A static configuration on the wall breaks this Z2 symmetry, picking one of
the two configurations with the same energy, and this allows for emergence
of topological defects.
Let us assume that the ϕ field creates a domain wall in the (x, y) plane,
with the centre of the wall residing at z = 0. Then, assuming that at y = −∞
we have a solution with positive χ, and for y = +∞ with negative χ, we
acquire a transition region — a domain wall for χ, localized on a domain
wall of ϕ. We’ll also call this one-dimensional domain wall a domain line.
Let’s also assume that the transition region is centerd at y = 0. A similar
construction was considered in [11].
Clearly, the profile of ϕ in the domain line will be different from the
profile of ϕ on the wall far away from the line, i.e., ϕ(x, 0, z) 6= ϕ(x,±∞, z)
when z is near 0. This happens since, as we have demonstrated above, a
non-zero expectation value of χ makes the transition region for ϕ along z
wider. However in the domain line χ is close to zero, so the transition region
for ϕ is narrower (see also Fig. 3 in [6]).
At a larger scale, the wall of ϕ can be regarded as a two-dimensional
surface, and the wall of χ— as a one-dimensional string localized on it. Let us
take a closer look at the low-energy translational moduli of this string. In the
low-energy limit, the profile of the domain line can be considered unchanged,
but its center can experience transversal displacements depending on x and
time:
y = y(x, t) , z = z(x, t) . (13)
Substituting these equations into the Lagrangian L = L0 + Lχ gives the
following equation for χ:
(∂χ)2 = −
(
∂χ
∂y
)2
−
(
∂χ
∂z
)2
−
(
∂χ
∂y
)2
∂qy0∂
qy0 −
(
∂χ
∂z
)2
∂qz0∂
qz0 ,
(14)
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and an analogous expression for ϕ. Here we only kept the relevant terms (the
integral of the potential term will remain unchanged, since the profiles of the
domain walls are the same). Omitting the inessential constants, arising after
the integration of the first two terms in (14), we obtain the following effective
string action:
∆S =
∫
dt dx [By(∂qy0∂
qy0) +Bz(∂qz0∂
qz0)] , (15)
where
By = −
∫
dy dz
[(
∂χ
∂y
)2
+
(
∂ϕ
∂y
)2]
, (16a)
Bz = −
∫
dy dz
[(
∂χ
∂z
)2
+
(
∂ϕ
∂z
)2]
. (16b)
The second term in (15) should be taken into account due to the fact noted
above: the presence of a domain line of χ changes the profile of the two-
dimensional wall of ϕ. So the effective action here is also different from the
low-energy domain wall action, derived in [6]. If we are interested in an
effective action of a string on a wall, then only the first term in (15) should
be considered.
Let us explore the conditions of existence of the domain line solution de-
scribed above, and let us study its stability. There are two different aspects
of the problem. First of all, there should exist a solution which makes the
condensation of the χ field inside a domain wall energetically advantageous
and stable. The existence of such a solution, along with the stability condi-
tion, impose constraints on the parameters of the model. Such constraints
were extensively investigated in [6,7,9], and that analysis is applicable to our
setting. This applicability stems from the fact that the energy-minimizing
solution with the χ condensation defines only a profile of χ(z)2 but does not
affect any structure that χ can have. The argument holds, in particular,
when χ is an O(3) triplet of fields, χ2 = χiχi, i = 1, 2, 3, as was considered
above. It also holds for a Z2-symmetric singlet, a case in which we are inter-
ested in this section. It will also work for any other model with a symmetry
allowing χ2 to be fixed.
Suppose the constraints in the space of parameters are imposed. Then,
for the Z2 symmetric model (12) we are considering here, the stability of a
9
Figure 1: The simplest skyrmion: target space vector goes from one pole at
the centre to another one at infinity, while its projection to the plane always
remains parallel to the radius-vector. Image from [27].
domain line is established on topological grounds (see e.g. [12]). We have a
topologically non-trivial mapping of the real space boundary, y = ±∞, into
the vacuum manifold. Such a mapping cannot be deformed into a topolog-
ically trivial one without making the energy of the system infinite in the
process.
The stability of the moduli configuration was proved in [6]. The stability
of the domain-line solution within an effective field theory on a domain wall
is guaranteed by topological arguments. Now, what if such a domain-line
solution, albeit stable within the effective field theory, is unstable within the
general theory with the initial Lagrangian (12)? If a domain-line defect is
unstable, it should have an energetically favourable mode of decay. The only
possibility for the decay would be the region with χ = 0 in the domain-line
core spreading infinitely wide and leaving no χ condensate on the wall. This,
however, contradicts the fact (proved by [6]), that the solution with non-zero
χ is energetically favourable. Therefore, the domain line must be stable.
5 Skyrmions
Now, let us restore the O(3) symmetry of the χ field. The magnitude of the
vector ~χ in the target space in each point of the real space is determined by
10
Figure 2: Spiral skyrmion: target space vector winds around while going
from one pole at the centre of the defect to another one at infinity. Image
from [28].
energy minimisation. However, it has a freedom of rotations in the target
space; so we can write χi = χ(z)Si(t, x, y). In [6], it was shown that the
corresponding two-dimensional effective action on the domain wall is
Seff =
1
2
χ20
mϕ
I1
∫
dt dx dy
(
∂pS
i∂ pSi
)
,
SiSi = 1 , i = 1, 2, 3 , p = 0, 1, 2 ,
(17)
where
I1 =
mϕ
χ20
∫
χ(z)2 dz . (18)
The topic of skyrmions on a domain wall has attracted a considerable at-
tention [13–25]. It is important from both the theoretical viewpoint (see, for
example, the interesting results reported in [26] on noncommuting momenta)
and in relation to the active experimental research on the magnetic skyrmions
in thin films and domain walls, and their possible practical applications for
data storage and logic gates [27–36]. The model described in Section 2 with
the Lagrangian L = L0 + Lχ supports skyrmions on domain walls within a
setup very similar to the one proposed in the pioneering work [37]. Its main
advantage is that it describes both the bulk and a domain wall with skyrmions
within a unified approach wherein the properties of lower-dimensional topo-
logical defects follow from the general description of the (3+1)-dimensional
11
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(c) S3. (d) S as a vector on the domain wall plane.
Figure 3: (a – c) — components of S from (20) as functions of coordinates
on the domain wall plane, measured in the units of |~y|, (d) — S, visualized
as a three-dimensional unit vector on the domain wall plane, whose x, y and
z components are S1, S2 and S3 respectively.
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physics. The domain wall itself arises as a symmetry-breaking solution ensu-
ing from the translationally invariant Lagrangian. The domain wall solution
allows to derive the effective field theory on that wall from the initial model.
The skyrmion, in its turn, emerges as a solution of that effective field theory.
This way, we do not need to manually add any symmetry-breaking terms like
the anisotropy term in [23] or the commonly employed Dzyaloshinskii-Moriya
interaction. In the same way as for the domain line in the Z2 model of the
previous section, the stability of such a skyrmion is of a topological nature.
It is convenient to visualize such a defect, by imagining a target space
position as a 3-dimensional vector attached to each point of the domain
wall plane, and having its x, y and z components equal to S1, S2 and S3,
respectively. This representation becomes exact, when target space position
represents a spin vector. Let us introduce spherical coordinates (θ, ψ) in
the target space, and polar coordinates (r, φ) on the plane with r = 0 at the
centre of the defect. For spin systems, the investigated configurations include
the simplest case depicted in Figure 1. There, the vector in the target space
goes from the north pole in the centre of the defect to the south pole at
infinity. The projection of this vector on the domain wall plain always points
along the radius-vector. In a more complicated spiral case (Figure 2), the
projection of a target space vector on the plane winds around the centre as
the value of r increases.
Topologically, the defects we are looking for are easy to understand through
the stereographic projection of the the real plane of domain wall on a sphere,
where the centre of the defect corresponds to one pole and the vacuum at
infinity – to the other one. The topologically non-trivial mappings are pos-
sible between the real and target-space spheres which can be classified using
the winding number
N =
1
8pi
∫
εij~χ(∂
i~χ× ∂ j~χ) dx dy . (19)
The simplest way to get an exact solution for Si, as functions of the space
coordinates, for a skyrmion relies on the fact that it is topologically identical
to the instanton in 1 + 1 dimensions, with a Euclidean time. Then, for a
skyrmion with N = 1 which goes from the north pole at the centre to the
south pole at infinity, we can immediately write the answer [38,39]:
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S1(~x) =
2(~x− ~x0) · ~y
(~x− ~x0)2 + ~y 2 , S
2(~x) =
2(~x− ~x0)× ~y
(~x− ~x0)2 + ~y 2 ,
S3(~x) =
~y2 − (~x− ~x0)2
(~x− ~x0)2 + ~y 2 , (~a×
~b = a1b2 − a2b1) .
(20)
Here ~x represents the coordinates in the plane, ~x0 is the the centre of
the skyrmion, and vector ~y defines the orientation and size |~y| of the defect.
These functions for ~y = (1, 0) are shown in Figure 3 both as three different
components of S and as three-dimensional vectors on the domain wall plane.
We see that S3 decreases continuously and the regions with positive and
negative S1 and S2 are symmetric with respect to x and y axes, respectively.
The skyrmion (20) has four degrees of freedom: the two coordinates of the
centre, the orientation, and the size. Considering them as functions of time
while keeping the profile of the system fixed, we can derive an appropriate
low-energy effective action in the same way as was done above for the one-
dimensional domain wall. Since this was done for a very similar model in [40],
we refer the reader to it.
The skyrmion solution again gives us a convenient set-up to apply the
method of symmetry analysis. Such a solution was obtained from the sys-
tem [38,39]
∂µS
i = −ijkSjµν∂νSk (21)
with the boundary conditions for which the vector in the target space goes
from one pole at the centre of the defect to another pole at infinity.
The system (21) permits for the symmetry group generated by the fol-
lowing operators:
X1 = ∂x , X2 = ∂y , X3 = y∂x − x∂y ,
X4 = x∂x + y∂y , X5 = S
1∂S 2 − S 2∂S 1 ,
X6 = S
2∂S 3 − S 3∂S 2 , X7 = S 3∂S 1 − S 1∂S 3 .
(22)
The first four are responsible for the translational, boost and scaling invari-
ance in the coordinate space; the other three — for the rotational invariance
in the target space, see the discussion in Appendix below.
6 Conclusions
After reviewing the construction of domain walls with orientational moduli
localized on them, we compared the new results [7, 8] on analytic solutions
14
for such a system with the numerical results obtained thitherto [6]. Then,
within a simplified model with two scalar fields possessing Z2 symmetries,
we demonstrated the possibility of existence of domain lines localized on
two-dimensional walls, and derived the corresponding effective action. We
studied skyrmions emerging within an effective O(3) sigma-model localized
on a domain wall, and provided a solution analogous to the one known for
instantons. We also analyzed the symmetries of the initial model which
supports domain walls, as well as the symmetries of the effective low-energy
theory of the domain wall world volume.
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Appendix A Symmetry analysis
We start out with addressing a general approach to eliminating all continuous
symmetries of a system of differential equations of the form
X = ξ j(xk, u l) ∂xj + η
s(xk, u l)∂us ,
j, k = 1, 2 . . . ,m , l, s = 1, 2, . . . , n .
(23)
Here xj and u l (xj) stand for independent variables and their functions, re-
spectively.
The form of the symmetry operator (23) indicates that we are seeking so-
called point symmetries — those for which the functions ξ j and η l depend
only on the coordinates xj and functions u l (xj). In principle, nothing should
prohibit us from allowing the functions ξ k and η l to depend on the derivatives
of functions as well. 3 However, in the current paper we limit ourselves to
point symmetries solely.
All the symmetries of a system of differential equations can be found with
the aid of a general algorithm described in [41]. Being straightforward but
3 Such symmetries (referred to as generalized) are not necessarily unphysical. A text-
book example of this kind of symmetry having a physical meaning is the conservation of
the Runge-Lenz vector. It can be demonstrated that the conservation of this vector stems
from a generalized symmetry of the Kepler problem.
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quite lengthy, this algorithms is often implemented by computer packages.
These are especially needed when the system is complicated, i.e., contain a
large number of variables or/and dependent functions, or contains higher-
order derivatives. 4
Oftentimes, the knowledge of symmetries helps to perform integration of
the system of differential equations. This task is more challenging than the
search for symmetries, and each specific problem has to be treated uniquely.
Still, various methods exist, of which the most universal one relies on the
employment of differential invariants of the symmetries, which are the dif-
ferential manifolds on which the operator (26) acts invariantly.
Below we remind the definition of a continuous symmetry for a given
manifold, and extrapolate the construction to differential manifolds.
Appendix A.1 Manifolds, invariants, symmetries
In an ambient space of coordinates xi, i = 1, . . . , m, we define a manifoldM
as a set of all points satisfying a certain system of s equations, with s < m :
M : F σ (xj) = 0 , σ = 1, 2, . . . , s . (24)
A symmetry of the manifold is its property of staying invariant under the
action of a differential operator X :
X F σ (xk)
∣∣
M = 0 , σ = 1, 2, . . . , N , (25)
where
X = ξ j(xk) ∂x j , j, k = 1, . . . , m . (26)
The subscript M in the equation (25) serves to emphasize that the expres-
sion X F σ (xk) vanishes only in the points of the manifold.
Let r stand for the rank of Wronskian of the system (24):
r = rank
(
∂F σ
∂xk
)
. (27)
When r = s , the system is said to have a full rank, while the manifold is
termed regular. To evaluate (25) in a point of the manifold, we solve (24) for
4 We recommend using the software that comes with the book [42].
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some r coordinates, i.e., express them through the other m−r coordinates.
Insertion of the so-obtained r expressions into (25) furnishes X F σ (xk) as
functions of the said m− r coordinates.
As an example, one can consider the manifoldM0 defined by the equation
M0 : F0 (x, y , z) = e− arctan x/y − x
2 + y 2
z
= 0 . (28)
It stays invariant under the action of the operator
X0 = y∂x − x∂y + z∂z , (29)
since
X0 F0 = −F0 . (30)
The equation
X0 I (x) = 0 (31)
renders all the functionally-independent invariants of the operator X0:
I1 = x
2 + y 2 , I2 = log z − arctanx/y . (32)
Any other invariant of X0 can be expressed as a function of those. For
example, the manifold M0 reads as:
M0 : eI2 − I1 = 0 . (33)
Appendix A.2 Symmetries of differential manifolds
Let us now introduce, in addition to the independent variables xj, functions
u l (xj) . Their partial derivatives will be denoted as:
p lj ≡
∂u l
∂xj
, q lj k ≡
∂u l
∂xj ∂xk
, . . . (34)
Then a system of differential equations for the functions u l (xj) and their
derivatives can be treated as a differential manifold :
M : F σ [xj, u l, p lj, q lj k, . . .] = 0 , σ = 1, 2, . . . , N . (35)
In order to calculate the action of the symmetry operator
X = ξ j(xk, u l) ∂xj + η
s(xk, u l)∂us (36)
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on the equations of the system (35), we have to define its action on the partial
derivatives (34). This requires the construction of the so-called prolongated
operator. When looking for the symmetries of the differential equation (35) of
the order κ, one first has to construct the κ-th prolongation of the symmetry
operator. Such prolongations have the form of
X
1
= X + ζ lj ∂p lj , (37a)
X
2
= X
1
+ ζ lj k∂q lj k , (37b)
. . . .
While the functions ξ j and η s in (36) are allowed to depend on xj and u l
only, the functions ζ depend on the partial derivatives as well:
ζ lj = ζ
l
j (ξ
j, η s, p lj) , (38a)
ζ lj k = ζ
l
j k (ξ
j, η s, p lj, q
l
j k) , (38b)
. . . . (38c)
More importantly, these functions are fully determined by the form of opera-
tor X: given the functions ξ j and η s, one can find the prolongated operator.
For convenience of the further derivations, it will be convenient to define the
covariant derivative as
Dj = ∂x j + p
l
j ∂u l . (39)
Then, the first and higher prolongations can be calculated using
ζ lj = Dj η
l − p lsDj ξ s , (40a)
ζ li1 i2 ...ik j = Dj ζ
l
i1 i2 ...ik
− p li1 i2 ...ik sDj ξ s . (40b)
The result of action of a prolongated operator on the differential equations
of the system will have the form of a polynomial in variables p lj, q
l
j k, . . . .
By setting all its coefficients equal to zero, one obtains a system of differen-
tial equations for the functions ξ j and η s, which are called the determining
equations. In most cases, these equations are easy so solve, and the set of
their solutions determines the full group of the continuous symmetries of the
equation.
Let us briefly summarize the steps of the described procedure.
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1. For a given set of independent variables and unknown functions, write
down the most general form of the symmetry operator, prolongated up
to the highest order of the derivative in the system.
For instance, the for system (21), the variables and functions are
{x1 ≡ x, x2 ≡ y} and {S1, S2, S3}, while the symmetry operator, pro-
longated once, has the form
X
1
= ξ 1∂x + ξ
2∂y + η
1∂S 1 + η
2∂S 2 + η
3∂S 3
+ ζ 11 ∂p11 + ζ
1
2 ∂p12 + ζ
2
1 ∂p21 + ζ
2
2 ∂p22 + ζ
3
1 ∂p31 + ζ
3
2 ∂p32 .
X
(41)
With aid of (40a), the functions ζ lj are found to be:
ζ lj = η
l
x j + p
1
j η
l
S1
+ p2j η
l
S2
+ p3j η
l
S3
− (ξ 1x j + p1j ξ 1S 1 + p2j ξ 1S 2 + p3j ξ 1S 3)p l1
− (ξ 2x j + p1j ξ 2S 1 + p2j ξ 2S 2 + p3j ξ 2S 3)p l2 .
(42)
2. Act with the prolongated operator on each equation of the system.
For skyrmions, the system reads as:
S ipp lj = − l st j kS sp tk . (43)
The result of action of the operator (41) on the functions (43) is
straightforward to obtain, but is too long to present here.
3. Solve (algebraically) the original system of equations for any N partial
derivatives, and substitute these into the expression resulting from the
action of the prolongated operator on the equations (35). See also the
discussion after the equation (27).
4. Obtain the system of determining equations by setting zero all the co-
efficients next to monomials in partial derivatives. 5 Be mindful, that in
the preceding step we have already restricted ourselves to the manifold.
5. Solve the determining equations. This step is usually very technical
but straightforward. The more complicated the system of equations is
and the less symmetries it respects, the more determining equations
can be obtained, and the simpler they are.
5 By monomials in partial derivatives we mean expressions of the form (p li)
α (q sj k)
β . . .
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Above we assumed the system of N differential equations to be non-
degenerate, which is often not the case. For example, of the six equa-
tions in the system (43) not all are independent. One can solve four of
them for some partial derivatives, and the other two equations will be
satisfied automatically (if one keeps in mind that the functions S l are
defined on a unit sphere):
p21 =
(
(S 1)2 − 1) (p11 S 1S 2 + p12 S 3) ,
p22 =
(
(S 1)2 − 1) (p12 S 1S 2 − p11 S 3) ,
p31 =
(
(S 1)2 − 1) (p11 S 1S 3 − p12 S 2) ,
p32 =
(
(S 1)2 − 1) (p11 S 2 + p12 S 1S 3) .
(44)
For this reason, one should only analyze four instead of six equations.
Equations (44) can also serve for restricting to the manifold in the
step 3.
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