Abstract Cold spray (CS) is attracting interest of research and industry due to its rapid, solid-state particle deposition process and respective advantages over conventional deposition technologies. The acceleration of the particles is critical to the efficiency of CS, and previous investigations rarely consider the particle feed rate. However, because higher particle loadings are typically used in the process, the effect of this cannot be assumed negligible. This study therefore investigates the particle velocities in the supersonic jet of an advanced CS system at low-and high pressure levels and varying particle feed rates using particle image velocimetry. The particle dispersion and velocity evolution along the jet axis were investigated for several feedstock materials. It was found that the average particle velocity noticeably decreases with increasing particulate loading in all cases. The velocity distribution and particle dispersion were also observed to be influenced by the feed rate. Effects are driven by both mass loading and volume fraction, depending on the feedstock's particle velocity parameter. Increased particle feed rates hence affect the magnitude and distribution of impact velocity and consequently the efficiency of CS. In particular, numerical models neglecting this interconnection are required to be further improved, based on these experimental studies.
Introduction
Cold spray (CS) is a coating manufacturing process, in which a feedstock powder is deposited onto a substrate by means of high-velocity impacts and solid-state deformation. As the process makes use of the high kinetic energy of the particles obtained from a supersonic process gas rather than their thermal energy, it allows for very low temperature levels compared to other coating technologies. It eliminates or minimizes the disadvantages of melting, and hence, it provides a possibility to coat oxidization-sensitive materials and material combinations with different melting temperatures (Ref 1, 2) . It is generally accepted that for deposition to occur a critical impact velocity must be crossed. This represents a threshold value that makes the particle acceleration a critical aspect of the technology (Ref 3, 4) . Each material combination is characterized by a specific critical speed level. Both experimental and numerical studies on the two-phase nozzle flow were conducted in the past decades, yielding to the main parameters for gas and particulate acceleration. Primarily, the gas stagnation pressure and temperature (Ref 5, 6 ), the gas species (Ref 7, 8) and the powder injection conditions (Ref 9, 10) are important. Another critical parameter is the particle material and size, as the larger and heavier particles are the less susceptible to the flow, having a much higher characteristic reaction time , whereas the particle shape is connected to the drag coefficient (Ref 14, 15) . With the objective of analyzing the gas and particle dynamics, different optical measurement techniques were employed in CS. Schlieren photography was frequently used to visualize the flow features. Only resolving the density gradients of the gas phase, however, impedes quantification of the velocity and particle motion. Therefore, non-intrusive velocity measurement techniques were used, firstly by Gilmore et al. (Ref 16 ) who recorded the particle velocity by a laser-two-focus (L2F) apparatus and, inter alia, could observe a particle feed rate link to exit velocity. Due to the low spatial resolution and precision of L2F, many researchers subsequently concentrated on doppler picture velocimetry (DVP), which is described in detail in (Ref 17) and is used for rather small particle densities, such that the particle loading effect was not of interest. Particle image velocimetry (PIV) or similar techniques, such as tracking techniques, could be used to record instantaneous particle velocity distributions throughout the field of measurement without any scanning procedure. In this concern, several researchers facilitated results based on a single-frame triple-pulse particle tracking technique . In particular, Pardhasaradhi et al. (Ref 21) used this approach to measure the particle exit speed of different nozzles under varying conditions. It was found that the effect of the particle loading had a negligible countereffect on the particle dynamics within the scope of measurement, attributed to a low-mass fraction of the discrete phase. Nevertheless, depending on the particle feed rate and the relative gas consumption, the discrete phase loading can increasingly affect the acceleration process at higher feed rate levels. Results demonstrated by Samareh et al. (Ref 22) indicated that the gas flow structures change and the particle speed reduces as their mass fraction increases. Accordingly, a study by Lupoi (Ref 23) showed that a number of experimental observations with various nozzle geometries could not be explained by one-way coupling CFD techniques. An improvement in the computations was shown to be achievable when increasing the detail of phase coupling for such experiments by Meyer and Lupoi (Ref 24). As for higher particle feed rates, a work by Pattison et al. (Ref 25) showed an experimental optimization involving a full 2D-velocity field deduction using PIV in its usual sense. Similarly, Zahiri et al. (Ref 26) demonstrated particulate plume characteristics in CS with PIV. Although a sufficiently high particle density must be implied to enable the field measurements with PIV in these studies, as no usage of ensemble of correlation algorithms is reported, the studies did not consult the links of particle loading to velocity results. There is no doubt that faster processing times in CS manufacturing applications can be achieved by higher feed rates. A cost analysis of the CS process by Stier (Ref 27) provides evidence that it is important to understand the mass loading effect also on an economical level, as it enables the optimization of gas and powder consumption without loss of deposition efficiency. In order to start understanding the detailed effect of the particle feed rate as a process parameter, this work aims to investigate the particle velocity in the jet of a cold spray system working under low pressure and high pressure conditions in dependence of the particle feed rate using PIV, in combination with a tracking algorithm for the identification of single particle vectors. Feedstock materials are varied and measured under different flow conditions aiming to identify driving mechanisms of the phase interactions.
Methods
Cold Spray System and Materials Figure 1 (a) illustrates a schematic of the experimental arrangement, including PIV and the CS process. The nitrogen gas flow was provided by a supplier, delivering the settings of 30 and 15 bar constant pressure at the nozzle inlet. The gas line was split into two lines, a main line, which was connected to the nozzle head, and the powder feeder line; both of which comprised flow meters and pressure gauges. The wheel type powder feeder included a load cell to measure the mass feed rate of powder. The setting of powder feed rate was increased according to the capabilities of the feeder for each material. Downstream, the gas-solid mixture then merged with the main flow in the nozzle head. The in-house nozzle design of de-Laval converging/diverging shape had a full length of 210 mm, a 2-mm throat diameter and a 6-mm exit diameter. The velocity measurement area was oriented within the longitudinal direction and with a length of 50 mm from the nozzle exit, such that the relevant region of the particle jet was covered. The nozzle sprayed into the measurement section of an enclosed area, which ensured undisturbed flow in absence of a substrate. Figure 1(b) shows the CS-PIV setup in TCD. Figure 2 shows scanning electron microscope (SEM) images, created with a Zeiss Ultra Plus scanning electron microscope, of the three different materials used in this study. Commercially pure aluminum and titanium (CP2) were used as a rather light-weight and an intermediately heavy material. In addition, stellite-6, a cobalt-chrome alloy which is highly relevant for CS applications with well-known corrosion resistance characteristics, was compared as a higher density feedstock. Table 1 summarizes the material properties and testing conditions. It was not possible to obtain useful results for titanium at 30 bar pressure; frequently, particles started glowing due to collisions with the nozzle wall close to the exit, which interfered with the imaging technique. Figure 3 presents the size distributions of the three used powders in terms of their incremental and cumulative volume frequency obtained by a Sympatec HELOS laser diffraction particle size analyzer. Each measurement was carried out in quadruplicate on three different samples of each powder. The powder was dispersed in water using a magnetic stirrer rotating at 1200 RPM in tandem with an ultrasonic probe. The size ranges and distributions are very similar for all three powders with particles between 10 and 60 lm. Stellite-6 exhibits a slightly narrower distribution, and titanium comprises some more small particles toward the low end of the range. The volume mean diameter (VMD) is approximately 30 lm for all feedstock materials. It is interesting to note that this implies a correspondence of the particle velocity parameters (PVP = d p q p ) to the material density only. PVP was analytically shown to be inversely proportional to the particle acceleration (Ref 28) .
Measurement Set-Up
Particle image velocimetry was used to optically measure the particle velocity within the jet. They were illuminated with two subsequent laser pulses formed to a light sheet in the plane of measurement. A camera system captured two images of the scattered light, respectively, with varying pulse separation time depending on the conditions. These images were processed by a cross-correlation algorithm, deducing the particle displacement, which corresponds to velocity information by knowledge of the pulse separation. As the feedstock particles are measured directly in CS, the gas phase was not subject to measurement in this study. The particle Stokes number St = s p /s f , expressed as the ratio of the particle reaction time and a characteristic fluid time, can be in the order of unity or higher, which means that due to significant lag between particle and fluid motion, no information about the fluid can be inferred. A Nd:YAG Laser with a wavelength of 532 nm and 6-ns pulse duration was used as the light source at 4-Hz repetition rate. The maximal displacement of particles during a single pulse was, hence, in the order of 0.07 px. The pulse separation time was adjusted between 1 and 2 ls depending on the velocity level aiming for an approximate displacement of particles of 10 px allowing for a prolonged dynamic range toward the lower end. The light sheet was formed by a telescope of spherical lenses for the sheet thickness of approximately 1 mm and a cylindrical lens for the sheet width of 60 mm, respectively, illuminating the plane of symmetry downstream of the nozzle. A monochromic camera with a resolution of 1280 9 1024 pixels of 6.7-lm pixel size and a 12-bit dynamic range delivered the consecutive image pairs. The camera lens aperture was set to f/8.0 in order to minimize lens aberrations. The imaging magnification of 0.15666 lead to theoretical minimum particle image sizes due to diffraction between 1.8 and 2.3 px, whereas the actual observed values were found between 2 and 4 px. The depth of field was approximately 9 mm accordingly. The repetition rate was limited by the CCD readout time of the camera, such that the entire evolution of the particles through the flow field could not be tracked considering the high order of the present velocities. The preprocessing of images included a standard background subtraction of an averaged image from 100 samples in the absence of particles and high-pass filtering of the raw data to reduce stationary image features and low-frequency background variations. The high-pass filter was applied in form of a subtracted sliding average with a kernel size of 5 px, which fulfills the requirement to be larger than the particle images. The image processing involved a two-step approach, in which a double-frame cross-correlation is used for a coarse velocity field as an estimator and an additional particle tracking velocimetry (PTV) algorithm is used to identify the single particle vectors. Along with the hardware, the algorithms were produced by LaVision as part of DaVis v7.2. The crosscorrelation algorithm was a multi-pass with reducing interrogation window size from 32 9 32 px to 16 9 16 px with 50% window overlap. Computation of the spatial correlation was performed by a cyclic FFT, and the peakfitting algorithm was the standard three-point Gaussian fit, followed by a median filter for removal of outliers. The subsequent detection of single particles was performed with a gray-value threshold of the images. By applying the correlation algorithm on 16 9 16 px interrogation windows that were centered on each first exposure particle image and pre-shifted by the field predictor, the displacement was found by evaluating the existence of a particle image in the second exposure.
The measurement error in PIV and PTV has a multitude of sources, of which the most important are optical uncertainties (e.g., lens aberrations and calibration errors) and algorithm-related errors, consisting of an rms displacement error and a bias or ''peak-locking'' error. Deducing the uncertainty in calibration from the target plane images, we estimate a maximal calibration uncertainty of 0.03 px for a 10 px displacement. Based on the peak ratio of the primary and secondary peak in the correlation plane, the rms error could be estimated in the order of 1.3%. Conservatively, we corrected this value according to the uncertainty introduced by the PTV stage of the algorithm and the reduced correlation window size based on previous thorough analysis of the algorithm (Ref 29) , which results in an rms error of 0.18 px or 1.8% on the average displacement. Lastly, the used algorithm for particle tracking was shown to have exceptionally low bias error, even for particle image sizes \2 px ( Ref 29) . Because the particle image size was noticeably larger, reducing the potential for a bias error, this source was not considered further. In addition, repeatability was assured and the respective standard deviation as well as the deduced PIV errors were included in the reported errors bars of the measurements given in sections to follow.
Results and Discussion

Flow and Loading Conditions
As wheel speed of the powder feeder was increased, the mass feed rate of particles depends on the powder in use and the spray conditions. This results in varying ranges of feed rates for the different materials. For aluminum, having the lowest density, it was possible to increase the mass feed rate to just below 150 g/min (corresponding to full wheel speed), whereas titanium could be fed at a maximum of 350 g/min. For stellite-6 even higher feed rates would have been possible, which would be beyond the scope of interest of this study. Figure 4 shows the connection between the particle feed rate and the corresponding relative mass loading Z as the ratio of the overall particle and gas mass flow rate in the nozzle. The gas flow conditions were measured to be constant for all measurements of each pressure setting, yielding 0.0136 kg/s at 15 bar and 0.0271 kg/s at 30 bar inlet pressure. Due to this, one can see the linear connection to the relative loading. The gas flow approximately doubles when increasing the pressure from 15 to 30 bar, which results in a steeper slope for the low pressure setting. One can hence expect any loading effect to be more drastic for such case; Z goes up to a maximum of 0.4, but even at lower values, the mass fraction is high enough for the phase interaction to become significant.
One of the concerns that typically arise from optical speed measurements in cold spray is the uncertainty related to the varying particle sizes. This does not represent a measurement error per se, but it can limit the representative character of the findings. In this context, it should be distinguished between the measurement uncertainty discussed previously and this phenomenon of a bias of correctly identified particle velocity vectors toward a specific size range. The measurement principle takes advantage of the Mie scattering of coherent light, which is strongly dependent on the particle size. In an idealized scenario, only a single particle size should be present, for the light to be scattered and diffracted in the same way for all particles. This is optimal for the correlation peak quality when processing the images on the one hand, and for the capturing of all particles present in the flow on the other. In other words, when measuring a wider size distribution of particles, not only the correlation becomes more difficult, also the measurement setup cannot be adjusted for all sizes, resulting in a bias of the velocity measurement to a specific preferred size. For example, small particles are not illuminated strongly enough and are kept from being measured. One way to assess this and make an attempt in quantifying the uncertainty is given by a comparison of the ''normalized'' dynamic range of the measured velocities to the dynamic range of sizes. More precisely, based on simple analytic equations, the approximated proportionality v p / ffiffiffiffiffiffiffiffiffi ffi 1=d p p between particle velocity and diameter can be shown (Ref 30) , such that this quantity is used for the comparison. Figure 5 depicts the respective histogram for the velocity range and the ffiffiffiffiffiffiffiffiffi ffi 1=d p p -range for titanium as an example. It shows that the higher end of the velocity diminishes faster than the size range, which means that the Fig. 4 Verification of linear correlation between particle feed rate and relative mass loading Fig. 5 Comparison of the normalized dynamic ranges of velocity (a) and particle size (b) small end of particle sizes is ignored to some extent. Calculating the capped portion of particles, it must be estimated that about 8% of the particle mass may be excluded from the measurement. For stellite-6 and aluminum, these values were lower at 4 and 6%. Within this study, the small bias was accepted as it relates to the very small particles which also carry the highest risk of non-deposition due to deceleration in the bow shock in front of the substrate. However, for future studies, it is strongly recommended to use powders with very narrow size distribution for this type of technique.
Velocity Distribution and Footprint
In order to compare the phase-coupling effect for the chosen set of materials, one can start by investigation of the particle velocity distribution under varying conditions. Figure 6 shows a comparison of the particle distributions in the plane of measurement. On the x-axis the streamwise direction is displayed from the nozzle exit down to a distance of 50 mm. On the y-axis the radial coordinate can be found. The subfigures represent increasing loading cases for aluminum and stellite-6 at 15 bar (a,b) and at 30 bar (c,d) pressure levels, respectively. The positions of detected particles are projected in the plane of measurement and colored by their velocity magnitude. In this test, no substrate was present. At the nozzle exit, each plot shows a narrow stream in the range of ±3 mm (nozzle exit radius) of exiting particles that widens downstream until the plume approximately occupies the region from -5 to 5 mm. This downstream dispersion results from the interaction of particles with turbulence, the shock waves forming in the gas jet and the shear layer at its edge. It can be seen that it is stronger for high loading cases, because a larger amount of particles experiences sideways forces and is pushed out of the jet core. Aluminum is more prone to this effect than the other materials; it exhibits a stronger dispersion away from the nozzle exit and it also shows a more noticeable deceleration of all particles with distance from the exit. Providing the lighter particles, it can be explained that the disintegrating gas jet dispenses its potential to accelerate the particles, which in turn aggravate the declining kinetic energy of the gas jet at higher loadings. Therefore, a higher overall decrease in velocity (of both the higher velocities in the jet core and the lower velocities at the boundaries) can be seen with growing feed rate. The higher the loading of particles is, the stronger the downstream deceleration becomes. For both materials, one can record that the dispersion is weaker for higher pressure. Consequently, the more momentum the particles have, the less susceptible they are to unfavorable deviations. At the lower pressure level, the gas nozzle flow is significantly over-expanded leading to stronger shock systems, which causes additional disturbance of the particle dynamics.
The observed aspects result in different particle velocity characteristics when changing materials and feed rates. As a result, the impact velocity footprint upon a substrate differs in its size and velocity range as well. It is, hence, interesting to investigate the particle velocity profiles at stand-off locations where a substrate could be placed. When choosing larger possible stand-off distances, indicators of the expected trends are more noticeable. Figure 7 therefore displays particle velocity profiles in the radial direction of particles which are located between 40 and 50 mm downstream from the nozzle exit, hence, on the far right side of the plots in Figure 6 . In this illustration, each subplot shows data points for individual particle speeds and the curves are Gaussian fits. It should be noted that these fits are supposed to guide the eye for ease of comparison and explicitly not suggest as a physical trend, as there is no strict reason for the particle profiles to follow a normal distribution this close to the nozzle exit. However, as the underlying gas jet may approach a self-similar solution, a near-Gaussian gas velocity distribution plays a role in the driving mechanisms of the particle behavior, such that it is considered as an adequate fitting function. When opposing the different materials, a weaker curvature of the profiles can be noticed when going from aluminum through titanium to stellite-6. The maximum velocities of the profiles are located around the centerline, and the radial velocity drop associated with the curvature easily reaches 200 m/s for the light material, while for the alloy, it is only in the order of 50-70 m/s. This observation underlines that the light material is affected more than twice as much by the spreading of the gas jet. Note that this may result in lower deposition efficiency for lighter materials. At higher pressure, the curvature is slightly higher than for smaller pressure due to higher core gas velocity, and a shift of the maximum by about 23% for aluminum and 21% for stellite-6 can be registered. This is approximately the amount by which the velocities reduce when finally comparing the low-feed to high-feed cases. In this case, the slowest particles in the dilute cases are as fast as the fastest in the dense flow case. This reduction in maximal velocity is stronger for titanium and stellite-6, where the velocity profile flattens strongly. That is, relatively fast particles tend to occupy the areas further away from the centerline, resulting in a smaller velocity range due to profile curvature. This means that particles close to the center exhibit lower velocities at high loadings because the gas core is weaker, while particles that are pushed outwards retain a higher portion of their speed because of their inertia. For aluminum, the curvature changes only little, which is plausible due to faster deceleration when entering regions of negative relative gas-particle velocity. In every case, the low-feed results show particles mainly within the region of the nozzle exit diameter (±r exit ), whereas the high feed indicates a significantly stronger dispersion in the realm of ±4 to ±5 mm, which quantitatively supports earlier findings (Ref 31).
These observations are important considering effective deposition of different materials at increasing particle feed rates. The pressure level, the feed rate and the radial profiles affect the velocity of particles and hence the impact conditions. It is important to note that due to the absence of a substrate, the additional effects of the bow shock system upon impact are not analyzed. However, the analyzed velocity reductions can lead to subcritical impact velocities after passing through the shock and hence significantly reduce deposition efficiency.
Mean Velocity Change and Phase Interaction Drivers
As the experiments were conducted repeatedly and provided spatially resolved data, more insight can be gained analyzing the overall effect by means of the average Fig. 6 Scatter of single particle velocities in the x-ymeasurement plane using the PIV (0 = nozzle exit).
Comparison of aluminum and stellite-6 velocity distribution and particle dispersion for increasing pressure and mass loading change in particle velocity. This averaging was conducted over all measured particles, hence, including changes with position, and over all image sets, as a temporal average. Figure 8 summarizes the respective results. The line segments are least-square linear fitting curves for the data points, clarifying the change in velocity. The error bars comprise 2r-confidence intervals and the inherent uncertainty associated with the optical analysis.
With focus on the low pressure velocity values at very low-feed rates, it can be seen that due to the different material densities, the velocity levels differ. Stelllite-6 exhibits the lowest velocity, ca. 55 m/s lower than aluminum. As the pressure level is increased, this low-feed velocity increases by about 20% for both stellite-6 and aluminum, or by 75 and 90 m/s, respectively. Most importantly, one can clearly see a decrease in average velocity for all materials at given conditions. This trend appears to be approximately linear in the given range of feed rates and slightly less severe at higher pressure. It is essential to note that the loss in particle velocity is different from case to case, as it can be as high as 10% for aluminum, and up to 16 and 20% for stellite-6 and titanium, respectively, when taking into account the extended range of particle feed rates explored. Interestingly, this implies that the same amount of additional particle mass injected in the nozzle does not induce the same velocity loss. More precisely, the slope for stellite-6 is less steep than for titanium, and the reaction of aluminum is the most severe. According to the observation, the effect becomes more significant with decreasing density. Based on the conservation of momentum and energy, it can be argued that the velocity of the discrete phase must drop because its mass increased by a specific amount. However, for the different materials, the given mass feed rate corresponds to different numbers of particles and volumetric feed rates, and Fig. 7 Radial velocity profiles at 40-50mm distance from nozzle exit by the PIV apparatus. Data points represent single particle velocities, lines indicate profile trend as Gaussian fits Fig. 8 Comparison of material behavior due to increasing particle feed rate using spatial and temporal average of particle velocity at the nozzle exit therefore to different volume fractions. For example, 100g/ min feed rate corresponds to volume feed rates of 0.0118 and 0.037 L/min for stellite-6 and aluminum, respectively. Moreover, the gas consumption and the resulting mass and volume flux of gas are not constant. If the effects are more complex, the additional influence on the average particle dynamics with a change in volume fraction and relative mass loading must be investigated.
In this regard, the quantities were non-dimensionalised in the following way. The velocity is normalized by the very low-feed limit of each case, denoted v p0 , that can be interpreted as the particle velocity obtainable without any feeding effect. The feed rate and the measured gas flux were used to calculate firstly the relative mass loading Z, and secondly the volume fraction of particles F with respect to gas conditions in the nozzle throat. Figure 9 presents the scaled data along with a few interesting novel insights. The top subfigure (a) shows that stellite-6 is the least susceptible pertaining to a change in relative mass loading, titanium is intermediate and aluminum reacts the most severely. The lighter the material, the stronger the reaction, which suggests that the particle volume plays a role, since the same increase in aluminum mass corresponds to a much higher volumetric increase than in case of stellite-6. Moreover, the pressure increase seems to have an aggravating effect on the light and almost no effect on the heavier material. The bottom figure (b) shows changes due to volume fraction accordingly. Here, aluminum reacts the weakest and almost independently from pressure and stellite-6 shows the strongest susceptibility. Figure 10 isolates these findings by showing the magnitudes of gradients pertaining to mass (a) and volume fraction (b) over the respective particle velocity parameter. The gradients are used as indicators for the susceptibility of the respective characteristic particles to loading effects by these two different driving factors. In this article, the term ''driving factor'' refers to the quantity that represents the phase interaction mechanism and explicitly not to the quantity that has the most intense effect. The following analysis clarifies and defines these factors. Focusing on (a), it is clear that the lower the PVP, the more prone the material is to mass fraction effects. This does not imply that mass fraction is the driving factor here. The contrary is the case, because at low PVP, the mass corresponds to a much higher volume than at high PVP. This is hence a volume-dependent interaction and it is aggravated strongly by pressure increase. If the underlying mechanisms are related to particle-particle interactions for instance, it is plausible, that respective losses are pressuredependent. At high PVP, the pressure has almost no effect. This indicates that the character of the interaction mechanism is the same for both pressures. Hence, the mass loading can be identified as the driving mechanism for high-PVP materials. Physically, this can be interpreted as particle mass that needs to be accelerated by the mass flux of gas. Argued the other way around based on (b), the higher the PVP, the more prone the material becomes to volume-induced interaction effects, because the same volumetric increase corresponds to much higher mass increase-and mass becomes the more important driving mechanism for interaction. Increasing the pressure level now amends this situation and reduces the gradient for high PVP, because the lower the pressure, the smaller the gas mass flux and hence the more difficult the additional particle mass is accelerated. In turn, at low PVP almost no change with pressure is now registered, meaning that the mechanisms for both pressures are the same. This makes the volume fraction the driving factor for low PVP as indicated by the previous figure. For intermediate materials, both effects play an important role and the PVP is decisive for which the more dominant factor is; relative volume or relative mass.
Volumetric and mass effects can be linked, for instance, by particle-particle collisions, change in turbulence and dissipation, as well as locally very dense regimes (e.g., in the nozzle throat region). In order to quantify these effects, it would be necessary to investigate the particle behavior during acceleration, i.e., inside the nozzle. The importance of understanding these phase interaction mechanisms pertaining to the particle speed can be emphasized at the example of a steep deposition efficiency drop due to velocity decrease. Moreover, it is likely that also the particle temperature is affected by the loading with respective consequences on the window of deposition. However, it can neither be said at this point whether this is a significant influence nor can an experimental investigation be suggested. Common computational methods employing Eulerian-Lagrangian approach even with two-way coupled interaction are not able to mimic the findings from this study, because particle collisions and volumetric effects are inherently excluded. Improvement in the techniques used in CS simulations is therefore important to capture the character of phase interactions in detail.
Conclusion
In cold spray, the acceleration of the particles is critical to efficiency, and previous fluid dynamic investigations rarely consider the particle feed rate important. However, higher particle loadings can change the process and induce noticeable effects on the particle dynamics. This study therefore experimentally investigated the particle velocities in the supersonic jet at lower and higher pressure level, analyzing the effect of varying particle feed rates on stellite-6, aluminum and titanium particles using PIV. The main novel findings are that the particle velocity decreases more strongly while traveling downstream at high loadings and that the radial velocity footprint becomes more flat in such case. Aluminum was found to be more prone to radial velocity decrease also for high-feed rates, but all materials show intensified particle dispersion at large distances from the nozzle exit. Moreover, the study found that the average particle velocity was reduced in every case when the particle loading was increased, in part as high as 20%. It was found that the materials behave differently when changing particle feed. The relative drop in velocity can be influenced by both the relative volume fraction and the relative mass loading. For limits of high particle velocity parameters the driving mechanism tends toward the mass loading, while at the limit of a low velocity parameter, the volume fraction is the more characteristic driver. It is proposed that complex processes which involve nonlinear effects play a role in this respect. Increased particle feed rates hence affect the magnitude and distribution of impact velocity and consequently the efficiency of cold spray. In particular, computational modeling approaches neglecting this interconnection are required to be further improved, based on experimental studies presented in this paper.
