Abstract. The aim of this work is to understand how urban traffic behavior, especially in cases of congestion, can be improved by an accurate choice of traffic coefficients. For this, we define three cost functionals that measure average velocity, average travelling time and total flux of cars. The global optimal control problem for a complex network is difficult to solve both from analytical and numerical points of view. Thus, we focus on a simple junction with one incoming road and two outgoing roads (junctions of 1 × 2 type), obtaining exact solutions to a simple optimization problem. Then, we use such results at each node of the network. The traffic evolution of some networks is then studied via simulations. In particular, it is shown that an appropriate choice of the traffic distributions can be useful in order to improve network conditions.
Introduction
This paper is devoted to problems of car traffic flows on urban networks in the case where congestion occurs. A fluid dynamic model for road networks, based on traffic distribution parameters, is considered. Then, redirection of cars through an opportune choice of distribution parameters is studied in the case of critical car densities.
We focus on the recent approach for networks based on conservation laws ( [5, 6, 9, 15, 16] ). Some optimization problems for road networks have been already studied; [13] is devoted to traffic light regulation, while [12] and [14] are more related to our analysis but focus on the case of smooth solutions (not developing shocks) and boundary control. The same approach was used in [3] , but the optimization refers to right of way parameters for networks with a number of incoming roads greater than the number of outgoing ones.
Junctions of a network are fundamental, as the system at a junction is underdetermined even after imposing the conservation of cars. In order to uniquely solve the Riemann problem at junctions (the problem with initial data constant on each road), we make the assumption (see [6] ) that the incoming traffic distributes to outgoing roads according to fixed (statistical) distribution coefficients, and that drivers behave in order to maximize the through flux.
Our aim is to optimize the performance of congested road networks through an accurate choice of the distribution coefficients. In reality, such coefficients are fixed by drivers habits; however, drivers preferences can change due to some strong phenomena on roads, such as congestion or intervention by local police.
Riemann solver for the road network
In this section, we shortly describe a fluid dynamic model for road networks. For further details, see [6] , and [8] .
A road network is given by a couple (I,J ), where I ={I i = [a i ,b i ] ⊆ R, i = 1,...,N } represents a finite set of edges (roads), and J is the collection of vertices. Each vertex J is union of two nonempty subsets Inc(J) and Out(J) of {1,...,N } representing, respectively, the incoming and the outgoing roads. We assume that for every J = J ′ ∈ J , Inc(J) ∩ Inc(J ′ ) = ∅ and Out(J) ∩ Out(J ′ ) = ∅. This means that each edge can be incoming for at most one vertex and outgoing for at most one vertex.
On each road, we consider the Lighthill-Whitham-Richards model, described by the equation (see [17] , [19] )
where ρ = ρ(t,x) ∈ [0,ρ max ] is the density of cars, ρ max is the maximal density of cars, f (ρ) = ρv(ρ) is the flux and v(ρ) is the average velocity. For roads such that i / ∈ ∪ J∈J Inc(J) and b i < +∞ or such that i / ∈ ∪ J∈J Out(J) and a i > −∞, a boundary condition is needed. We assume that:
(H) f is a strictly concave C 2 function, and that f (0) = f (ρ max ) = 0. Setting ρ max = 1 and v(ρ) = 1 − ρ, one example of a flux function ensuring (H) is the following:
which has a unique maximum σ = 1 2 . This flux function satisfies all the previous assumptions (H). In fact, f (0) = f (1) = 0, and f ′′ (ρ) = −2 < 0. For future use, we define
For a single conservation law (2.1) on a real line R, a Riemann problem (RP) is a Cauchy problem for an initial data which is piecewise constant with only one discontinuity. In a similar way, we define Definition 2.2. A Riemann Problem (RP) at a junction is a Cauchy problem for an initial data constant on each road.
We now describe a systematic way of solving RPs at junctions. Fix a junction J with n incoming roads and m outgoing ones, where I i , i = 1,...,n, are the incoming roads and I j , j = n + 1,...,n + m, are the outgoing ones. Let ρ = (ρ 1 ,...,ρ n+m ), ρ i ∈ [0,+∞] × I i be the density vector for J.
Definition 2.3. A Riemann solver for the junction J is a map RS
m that associates to Riemann data ρ 0 = (ρ 1,0 ,...,ρ n+m,0 ) at J a vector ρ = ( ρ 1 ,..., ρ n+m ) so that the solution on an incoming road I i , i = 1,...,n, is given by the wave (ρ i,0 , ρ i ), and on an outgoing road I j , j = n + 1,...,n + m, is given by the wave ( ρ j ,ρ j,0 ). We require the consistency condition
If m ≥ n, it is possible to introduce a Riemann solver, based on the following rules ( [6, 8] ):
(A) At each junction J, we define a matrix A = (α j,i ), that describes the traffic distribution from incoming to outgoing roads, where, for every i ∈ {1,..,n} and j ∈ {n + 1,...,n + m}, 0 ≤ α j,i ≤ 1 and n+m j=n+1 α j,i = 1. The i−th column of A indicates the percentages of traffic that, from the incoming road I i , distribute to outgoing roads. for road a by ρ a (t,x) ∈ [0,1], (t,x) ∈ R + × I a , and for roads b j , j = 1,...,n, by
The maximal flux values on roads are described as follows (for a proof see [8] ): Proposition 2.4. For the flux function (2.2), let (ρ a,0 ,ρ ψ,0 ), ψ = b j , j = 1,...,n, be the initial densities of a RP at J and let γ max a and γ max ψ , ψ = b j , j = 1,...,n, be the maximum fluxes that can be obtained on the incoming road and the outgoing roads, respectively. Then
3)
indicates the percentage of cars that, from road a, go to the outgoing road b i , i = 1,...,n. The fluxes of the solution to the RP for J are given by
where
while the corresponding density solution ρ is found as follows (see also [3] , [6] , and [8] ):
and
For the incoming road, the solution is given by the wave (ρ a,0 , ρ a ), while for j = 1,...,n, the solution is given by the wave ρ bj ,ρ bj ,0 . In [8] , there are also existence results for the Cauchy problems.
In the following, we use the time-varying parameters t → α i (t) as controls for the optimization of traffic flows.
Remark 2.5. Notice that the approach is equivalent to the supply-demand framework introduced by Lebacque. In fact, γ max a is the demand and γ max ψ the supply for the connected roads (see also [8] , section 5.2.3, page 106).
Cost functionals for single junctions
Given an initial data ρ a,0 , ρ bj ,0 , j = 1,..,n, for the network of Figure 2 .1 we can define the following cost functionals, that indicate average velocity, average travelling time, and flux, respectively:
For a fixed time horizon [0,T ] our aim is to maximize J 2 (t)dt by choosing the traffic distribution coefficient α i (t). Since the solutions of such optimization control problems are very difficult, we consider the following problem:
(P) Consider a junction J as in Figure 2 .1, the traffic distribution coefficients α i as controls, and the functionals J i , i = 1,2,3. We want to maximize J 1 (T ) and J 3 (T ), and minimize J 2 (T ) for T sufficiently large.
By direct computation:
where s a and s ψ , ψ = b,c, are defined as:
, then the solution to the RP is:
We have to maximize
and minimize
where J 1 and J 2 are the parts of (3.1) and (3.2) that depend on α. On the other hand,
1−α , then the solution to the RP can be written as:
In this case, the expressions of J 1 and J 2 are:
It can be verified that J 3 is constantly equal to 2 γ a,ψ .
3.1.1. Optimal choice of the distribution coefficient α. First, we give a result for functionals, which are monotone with respect to the flux, in particular including the case of J 3 .
Proposition 3.1. Let m : [0,f max ] → R be a monotone function, and define
then the maximal value of M (T ) for T sufficiently large, is obtained for all the values of α such that (3.4) holds true (withᾱ replaced by α). Otherwise, M (T ) is maximized only for α =ᾱ.
Proof. The value ofᾱ is such that
Assume first that (3.4) holds true. For α verifying (3.4), the solution to the RP is given by γ = (γ
. For the other values, γ max a > γ a,ψ and M (T ) = 2 γ a,ψ . Then, the conclusion follows. Assume now that (3.4) is false. Then, the solution to the RP is always
where ψ = b for α ≤ α, while ψ = c for α ≥ α. If ψ = b, the maximum for M is obtained for the maximum value of α, while for ψ = c the maximum for M is obtained for the minimum value of α. Finally, the maximum is obtained exactly for α =ᾱ.
For the optimization of the cost functionals J 1 (T ) and J 2 (T ), we make use of the following theorem. Theorem 3.2. Consider a junction J with n = 1 incoming road and m = 2 outgoing roads. For the flux function (2.2) and T sufficiently large, the cost functionals J 1 (T ) and J 2 (T ) are optimized for α = 1 2 , with the exception of the following cases where the optimal control does not exist but the optimal value is approximated for ε small and positive: 
, we have to distinguish between two cases:
2 is proved by estimating the flux values γ a and the derivatives of J i with respect to γ a . Then, the results also hold for the case of fluxes f ϕ = a ϕ ρ(1 − ρ) on a road I ϕ , with a ϕ > 0, ϕ ∈ {a,b,c}.
Proof. For simplicity, from now on we drop the dependence on T in J 1 and J 2 . We distinguish various cases.
First case
We assume that ( If (3.5) or (3.6) hold, then
As s b = s c = −1, we have to maximize
The expressions J 1 and J 2 are defined for 1
, which is to say that J 1 and J 2 are completely defined for α ∈ ]0,1[. In fact, γ max a ∈ [0,0.25]. We notice that
we can conclude that the maximization of J 1 and the minimization of J 2 occur for α = 1 2 . Notice that this last result is achieved also when γ
.
Second case
We assume that ( If (3.9) holds, then
Then, as for 0 < α ≤ α, s b = s c = −1, and for α < α < 1, s a = +1, s c = −1, we have to maximize
and to minimize
Let us examine the situation for 0 < α ≤ α. In this case, ∂ J 1 ∂α and ∂ J 2 ∂α are, respectively, the expressions (3.7) and (3.8) , and the analysis is made as before. If α < α < 1,
If α < α < 1, from the analysis of (3.10) and (3.11) J 1 and J 2 are, respectively, a decreasing and an increasing function ∀ α ∈ [4γ max b ,1[. We can collect the following results for the cost functional J 1
• if α ≤ 1 2 , the optimal value for J 1 does not exist. One can choose α = α − ε;
For
, the analysis of the second case is unchanged.
We similarly treat the symmetric case (see Figure 3 .2, right), where we assume that
If (3.12) holds, then
Then, as for 0 < α ≤ α, s a = +1, s b = −1, for α < α < 1, s b = s c = −1, we have to maximize
If 0 < α < α, from the analysis of (3.13) and (3.14) we get that J 1 and J 2 are, respectively, an increasing and a decreasing function ∀ α ∈ [0,1 − 4γ
]. If α < α < 1, from the analysis of (3.10) and (3.11) J 1 and J 2 are, respectively, a decreasing and an increasing function ∀ α ∈ [4γ max b ,1[. We can collect the following information for the cost functional J 1
• if α ≥ 1 2 , the optimal value for J 1 does not exist. One can choose α = α + ε. , the optimal value of α for J 1 and J 2 is α = 1 2 .
Third case
We assume that (Figure 3. 3) 
If (3.15) or (3.16) hold, then
Then, as for 0 < α ≤ α, s a = +1, s b = −1, while, for α < α < 1, s a = +1, s c = −1,, we have to maximize
Remembering the results seen before, we can collect the following information for the cost functional:
• if (3.15) holds, the optimal value for J 1 does not exist. One can choose α = α − ε; • if (3.16) holds, the optimal value for J 1 does not exist. One can choose α = α + ε. , we refer to the first case.
Fourth case
We assume that (see Figure 3 If (3.17) holds, then
, and
For 0 < α ≤ α 1 , we have that s a = +1, and s b = −1, while for α 1 < α < α 2 , we have that s b = s c = −1. Finally, for α 2 ≤ α < 1, we have that s a = +1, and s c = −1. Then, we have to maximize
Remembering the results seen before, we can collect the following information for the cost functional J 1
, the optimal for J 1 does not exist. One can choose α = 1 2 − ε;
• if α 1 < α 2 ≤ 1 2 , the optimal for J 1 does not exist. One can choose α = α 2 − ε. 
Simulation of traffic
This section is devoted to the presentation of simulations for a road network, that consists of six junctions of 1 × 2 and 2 × 2 type (two incoming roads and two outgoing roads). Such a network can be considered as a good example of real road networks and it is useful for understanding the traffic conditions for various values of the distribution coefficients, whose optimization was presented in the previous section for junctions of 1 × 2 type. In particular, for every junction of 2 × 2 type, the distribution matrix A assumes the form:
Hence, no control is considered for such junctions. The performance of the network is evaluated through the cost functionals J 1 and J 2 . Their evolution is strongly influenced by the distribution coefficients, which is to say that traffic conditions are strictly connected to the behavior of drivers, a factor that, from one side, is easily deducible and, from the other, is confirmed by simulations.
We study the network of Figure 4 .1, for which we have the following features:
• external roads: a 1 , a 3 , c 2 , e 2 , f 1 , and f 2 ;
• inner roads:
, and e 1 ;
• four junctions of 1 × 2 type: 1,2,3,5;
• two junctions of 2 × 2 type: 4,6.
For external roads of the presented network, boundary conditions are needed. 
Simulation Characteristics.
In this section, we examine some simulation results for different choices of the distribution parameters. The approximation of the conservation laws that describe the evolution of densities for each road of the network is made by the numerical scheme of Godunov ([11] ), with spatial step ∆x = 0.01. The time step is determined by the CFL condition ( [10] ), equal to 0.5. The flux function chosen for simulation is given by (2.2) .
The network of Figure 4 .1 is simulated with the following conditions: initial data equal to 0.3 for all roads at the starting instant of simulation (t = 0); boundary data of Dirichlet type, equal to 0.45 for road a 1 , while for roads a 3 , c 2 , f 1 , and f 2 , we choose a Dirichlet boundary data equal to 0.9; the time interval of simulation is [0,T ], where T = 30min.
Three different choices of the distribution parameters are taken into account. In the optimal case, parameters, that locally optimize the asymptotic cost functionals through the analytical results obtained in the previous section, are used. In the fixed case, the distribution coefficient α for each junction is assumed to be the same. In the dynamic random case, the distribution coefficients change randomly at every step of the simulation process and independently for every junction. The last case permits to make some interesting discussions about the performances of the network. For the network of Figure 4 .1, we can analyze traffic conditions for different values of α. We refer to Figure 4 .2 for α = 0.2, where the density ρ(t,x) on roads b 1 (from 0 to 1 on the axis x), d 1 (from 1 to 2 on the axis x), and f 1 (from 2 to 3 on the axis x), is reported. In this case, high levels of density occur on these vertical roads, hence they tend to be more heavily congested than others. This can be seen in Figure 4 .2 where, at t = 10, the road f 1 is already congested with a density value almost equal to 0.9. At t = 25, the intense traffic on road f 1 propagates backward and influences roads b 1 and d 1 . The traffic densities on other roads is very low.
When we deal with the optimal choice of the distribution coefficients, densities on roads c 2 , e 2 , f 1 and f 2 tend to increase. However, the optimal choice better redistributes traffic flows on the whole network, as we can see from Then, we compare three scenarios (α = 0.2, α = 0.8 and optimal α). We can conclude that a real decongestion effect is evident for optimal distribution coefficients (see Figure 4 .4, that shows the cost functionals J 1 and J 2 ).
Dynamic random simulations and their interpretation.
We now focus our attention on the dynamic random simulation. Such choice follows the behavior of the optimal one, as we can see from Figure 4 .5. One could ask if an optimization is necessary, since random choices leads to similar functional values. The dynamic random simulation, in the reality of urban networks, implies that driver flow is very chaotic, since drivers' choices rapidly change during their own travel. Let us show this phenomenon considering the Stop and Go Waves functional (SGW ) (a systematic presentation is in [7] for the single road, and in [3] for road networks). The latter estimates the security of drivers travelling on the network, and it is defined as: .5 shows how SGW indicates a great variation of velocity for the dynamic random choice, which implies a higher probability of car accidents. Note that the optimal case for SGW is simulated according to the optimization algorithm for the cost functionals J 1 and J 2 (and not for SGW itself). From a statistical point of view, it is possible to understand why dynamic random simulations are very similar to the optimal case for functionals J 1 and J 2 . From Theorem 3.2, the optimal choice for the distribution coefficient is almost always 0.5, and this is the expected average value of random choices. Let us analyze this fact in more details.
Let t → α(t) be the random process generated by the dynamic random simulation, whose statistical interpretation is the following: P {α(t) = α, 0 ≤ α ≤ 1} is the probability that, at the instant t, the distribution coefficient is equal to α. For a fixed simulation time τ , it is possible to define the temporal mean value of the process {α(t), 0 ≤ t ≤ τ } as
If the process {α(t), 0 ≤ t ≤ τ } is ergodic (see [18] ), then:
where E [α(t)] represents the statistical mean value of the process {α(t), 0 ≤ t ≤ τ }.
The quantity E [α(t)] is very simple to compute as, for a fixed instant of time t, {α(t), 0 ≤ t ≤ τ } can be seen as a uniform random variable, X t , in the real interval [0,1]. Hence, Fig. 4 .5. Left: comparison among the dynamic random simulation and the optimal case for J 1 . Right: behavior of SGW in the optimal and in the dynamic random case; dashed line: optimal simulation.
From a numerical point of view, we can verify that the random process is ergodic in such a way: let [0,T ] be the time interval that corresponds to the simulation. In order to define the discretization of the conservation laws for roads, it is necessary to define a spatial step ∆x, from which the temporal step ∆t is easily obtained by the CFL condition (see [10] ). Hence, the time interval [0,T ] is divided into N subintervals, whose length is ∆t = t i − t i−1 ∀ i = 1,...,N, with the assumption that t 0 = 0, t N = T. In every instant of time t i , a new parameter 0 ≤ α ≤ 1 for the junction is generated, hence this parameter is a uniform random variable X ti in the real interval [0,1]. For every t i , i = 0,...,N , we have that:
α(t i ) = X ti ∼ U (0,1).
Then, the continuous random process α(t) is numerically simulated as a discrete set of uniform random variables χ = {X ti } i=0,..,N , with cardinality |χ| = N + 1. Then the term (4.1) is approximated by
Since N is very large, according to the Strong Law of Large Numbers (4.3) represents a random variable whose mean value is
Thus, we have shown that the numerical implementation of α(t) is naturally ergodic. In Figure 4 .6, a possible behavior for the random stochastic process α(t) and a picture of the temporal mean value of α(t), g(τ,α(t)), are reported. We can see how the coefficient α is greatly variable in time and how the function g(τ,α(t)) converges to 0.5 when time increases. . Left: process α(t) generated during a simulation process. Right: temporal behavior of g(τ,α(t)).
Conclusions
In this paper, a traffic regulation technique for the optimization of car traffic flows in congested urban networks was considered. The model used for the network is of fluid dynamic type and the study of the performance was made through the use of three cost functionals, that give information about average velocity, average travelling time, and flux of cars on the network. Exact analytical results were given in a simple case, and then used in order to simulate more complex urban networks. It was shown that the optimal algorithm permits us to distribute traffic so as to avoid congestion in roads with high car densities, unlike fixed and dynamic random choices of the distribution parameters. The Stop and Go Waves functional and the study of the statistical behavior of dynamic random simulations allow us to establish that a dynamic random analysis has to be totally avoided for the car traffic regulation and decongestion.
