Network size of neural networks is highly dependent on activation functions. A trainable activation function has been proposed, which consists of a linear combination of some basic functions. The activation functions and the connection weights are simultaneously trained. An 8 bit parity problem can be solved by using a single output unit and no hidden unit. In this paper, we w a n d this model to multilayer neural networks. Furthermore, nonlinear functions are used at the unit inputs in order to realize more flezible transfer functions. The previous activation functions and the new nonlinear functions are also simultaneously trained. More complex pattern classification problems can be solved with a small number of units and fast conveqence.
Introduction
In designing neural networks, fast learning, high probability of convergence and small network size are very important. They are highly dependent on network models, learning algorithms and problems to be solved. The transfer function from the inputs to the unit output also plays a very important role in this issue.
Many pruning methods for hidden units have been proposed [1], [2] . A method, which combine processes of selecting activation functions and pruning hidden units, was proposed for multilayer neural networks [3] . Effective activation functions can be selected, with which the number of the hidden units is well reduced. This method, however, belongs to the pruning methods. Thus, a relatively large number of hidden units are required at the beginning of learning. Several kinds of activation functions have been used, and their comparison has been discussed [4] , [5] . h rthermore, some learning methods for activation functions have been proposed [6] - [8] . However, trainable properties of the functions are rather limited.
A trainable activation function has been proposed, which consists of a linear combination of some basic functions [9] . This activation function is trained together with the connection weights by the gradient descent algorithm.
An %bit parity check problem can be effectively solved.
Since this approach employs linear connection weights, a transfer function from the inputs and the output of the unit is rather limited.
In this paper, we further develop the previous method to have a nonlinear function at the unit input. Its coefficients are trained together with the previous activation functions. Computer simulation using several pattern clas-0-7803-5529-6/99/$10.00 e1999 IEEE 1657 sification problems will be demonstrated to confirm usefulness.
Network Architecture

Network Equations
Although the proposed nonlinear inputfunctions and trainable activation functions can be applied to any network structures, multilayer neural networks are taken into account in this paper. The two-layer neural network is considered.
Input patterns:
uk = gk(Yh,wk)
Hidden layer:
Output layer: ghj() and gk() are nonlinear fULICtiOnS, and fhj() and fk() are activation functions.
Activation Functions
The trainable activation function proposed in 191 is described here for convenience. A composite form activation functions are used, which combine several basic functions. A sigmoidal function is used as the basic function. The reason why the sigmoidal function is selected is the following. The Gaussian and sinusoidal functions can be composed of several sigmoidal functions. However, the reverse approximation requires a large number of the Gaussian and sinusoidal functions.
The proposed activation function is expressed in Eq. (9), which is a linear combination of several sigmoidal functions.
L
This activation function includes four parameters ar, bi, CI and dl in each basic function. Thus, 4L free parameters are used in one activation function. They will be optimized together with the nonlinear functions.
Nonlinear Input Function
Transfer Function
In the case of the hidden units, the transfer function from the inputs x = [ Z O , Z~, ..., .I]* to the unit output yhj is given by Eqs. (3) and (4). Now, letting uo be some constant of U h j , it has the same value on the hyper-plane given by a0 = g h j ( X , W h j ) ( 
10)
On this hyper plane, yhj also has the same value given by Thus, the shape of the hyper-plane in the I-dimensional zspace and the curve of the activation functions determine the transfer function from x to y h j .
The input potential Uhj in the previous work 191 is the linear combination of the inputs. This causes some limit* tion on the relation between the inputs and the output of the units.
Polynomial Function
What kinds of nonlinear functions are useful is highly dependent on learning algorithm. It is very important to o p timize the nonlinear functions together with the activation functions in a simple way. For this purpose, we introduce a high-order polynomial function. One example for Eq.(3) is shown here. This nonlinear function is a linear combination of the coefficients to be optimized. This will derive an efficient learning algorithm.
Generally, we express the polynomial function as follows: 
Network Structure
Based on the previous discussion, we propose a multilayer neural network, which includes the polynomial input functions and the trainable activation functions, as shown in Fig.3 . The nonlinear blocks generate the high-order terms of x. Furthermore, by passing the high-order terms through the linear combination part, the polynomial is composed.
Simultaneous Learning Algorithm
Learning Algorithm
The proposed learning algorithm is based on the gradient descent algorithm, which m i n i the mean squared error.
Letting dk be the target for the output y k , the mean squared error is given by,
Furthermore, let p ( n ) be parameters of the activation functions and the connection weights, where n is the iteration 
number. p ( n ) is updated as follows:
q is a learning rate. Furthermore, the correction is denoted as follows:
Due to the page limitation, the correction terms Ap(n) are summarized in the following.
P(. + 1 ) = P ( 4 + A P ( 4 (19)
Activation functions in output layer:
ak1, bklr ckl and dkl are the parameters in f k ( ) . a is a learning rate of the momentum term. Connection weights from hidden layer to output layer:
Activation function in hidden layer:
aji, bjl, cjl and djz are the parameters in fhj().
Connection weights from input layer to hidden layer:
Acceleration of Learning Process
When the linear part of the sigmoidal functions locate out of the interest regions, derivative of the sigmoidal functions becomes very small, resulting in very slow convergence. Furthermore, if the linear part of several basic functions locate at the same place, they cannot be effectively used to a p proximate some functions to be realized. In order to use all the basic functions effectively, the control methods have Figure 4 shows a ring in square problem. The data in the ring are classified into a class C I , and the others into a
Simulation Results
Example 1: R h g in Square
class Ca. This figure shows the targets for the outputs. From these simulation results, the proposed method is very useful to reduce the network size and to achieve fast convergence.
Conclusion
A multilayer neural network with the nonlinear input functions and the trainable activation functions has been proposed. They are simultaneously trained. Simulation results using complicated pattern classification demonstrate small size network and fast convergence are achieved by the proposed method. 
