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ABSTRACT This paper presents a multivariate homogeneously weighted moving average (MHWMA)
control chart for monitoring a process mean vector. The MHWMA control chart statistic gives a specific
weight to the current observation, and the remaining weight is evenly distributed among the previous
observations.We present the design procedure and compare the average run length (ARL) performance of the
proposed chart with multivariate Chi-square, multivariate EWMA, and multivariate cumulative sum control
charts. The ARL comparison indicates superior performance of the MHWMA chart over its competitors,
particularly for the detection of small shifts in the process mean vector. Examples are also provided to show
the application of the proposed chart.
INDEX TERMS Average run length, control chart, manufacturing process, quality control, statistical process
control.
I. INTRODUCTION
Rapid developments in data-acquisition in industry have led
to increased interest in the joint monitoring of several related
process parameters [1]. As a result, multivariate process con-
trol (MPC) methodology, in which several related process
parameters are jointly monitored [2], is one of the most
rapidly developing areas in statistical process control (SPC).
Several MPC tools that use the relationships among the vari-
ables to provide efficient monitoring schemes for identifying
any changes in the quality of the products have been pro-
posed. These tools are capable of giving information as to
when the process is in-control, provide diagnostic procedures
for out-of-control situations, and are able to provide guidance
on the overall process when it is out-of-control [3]. They
are currently used in a range of scientific and technologi-
cal application domains, including health-related monitoring,
quality improvements, ecological monitoring, spatiotemporal
surveillance, and profile monitoring [4].
MPC tools are generally applied in two monitoring
phases [4]. In Phase I, a historical reference sample is ana-
lyzed to establish the values and stability of process parame-
ters while in the in-control state. If the in-control parameter
values are unknown, the data fromPhase I are used to estimate
these values and their control limits [5]. In Phase II, the pro-
cess parameters are monitored and checked for departure
from the in-control state. If Phase II values (or statistics)
remain inside the in-control Phase I limits, the process is
believed to be in control; if they go outside the control limits,
this indicates that the process may be out-of-control and
remedial actions are triggered.
Hotelling [6] was the first to propose and employ a mul-
tivariate process control tool; his χ2 statistic represented the
weighted Mahalanobis distance of the sample point from the
center of the cloud and is known as themultivariateχ2 control
chart. This chart signals whenever the χ2 values obtained
from the process variable are greater than the chart’s control
limit h = χ2p,α (where χ2p,α is the αth upper percentage point
of the chi-square distribution and p is the number of quality
characteristics being monitored). The multivariate χ2 chart is
a memoryless-type chart that uses only the most current pro-
cess information and disregards any previous observations,
and very efficient in detecting large shifts in the process mean
vector.
To increase the sensitivity of the multivariate process con-
trol tool for the detection of small-to-moderate shifts in
the process mean vector, different multivariate memory-type
tools that use information from both the current and previ-
ous process observations have been proposed. For example,
Crosier [7] and Pignatiello and Runger [8] proposed different
possible multivariate extensions of the univariate cumulative
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sum (CUSUM) chart proposed by [9]. The multivariate expo-
nentially weighted moving average (EMWA) control chart
proposed by [10] is a multivariate extension of the uni-
variate EWMA chart proposed by [11]. The memory-type
charts are particularly effective for individual-observation
monitoring [4].
In this article, we propose a new memory-type multivari-
ate charting procedure, namely, the multivariate homoge-
neously weighted moving average (MHWMA) control chart.
Like other memory-type charts, MHWMA uses the current
observation and past observations. However, previous meth-
ods allocate equal weight across the observations, includ-
ing the current one. With our proposed MHWMA method,
the weight of the current observation can be specified, with
the remaining weight then allocated equally across previous
observations. We will show that this can provide more effi-
cient monitoring of small shifts in the process mean vector,
when compared to other memory-type multivariate charting
procedures.
The remainder of this article is organized as follows.
A review of the design structures of the multivariate expo-
nentially weightedmoving average (MEWMA) chart by [10],
the multivariate cumulative sum #1 (MCI) chart by [8], and
the multivariate cumulative sum (MCUSUM) chart by [7],
respectively, are provided in Section II. The design of the
MHWMA chart is discussed in Section III, and the run length
performance of the chart is evaluated in Section IV. The
ARL comparisons of the MHWMA chart with that of the
χ2 chart, MEWMA chart, MCUSUM chart, and MCI chart,
respectively, are provided in Section V. Illustrative examples
concerning the application of the proposed MHWMA chart
are given in Section VI. Finally, conclusions and directions
for future work are presented in Section VII.
In Appendix A, we derive the covariance matrix of the
vector of HWMAs used with the MHWMA procedure. This
matrix is used in Section III to obtain the MHWMA control-
chart statistic. In Appendix B, we provide the proof of the
dependency of the ARL performance of the MHWMA chart
on the mean vector and covariance matrix only through the
non-centrality parameter.
II. LITERATURE REVIEW: THE MEMORY-TYPE
CONTROL CHARTS
Suppose we have p × n independently and identically
distributed multivariate normal random variables Y1,Y2, ...,
with mean vector µ0 and covariance matrix 60. For mon-
itoring the mean vector (µ0) of an individual-observation
(i.e., n = 1), the design structures of the memory-type charts
are briefly described below:
A. THE MCUSUM CHART
Crosier [7] proposed two multivariate CUSUM charts. The
one with better ARL performance obtains the CUSUMvector
directly from themultivariate observation, and theMCUSUM
vectors for the observed vector yi are given as:
Ci = [(Si−1 C yi − µ0)p6−10 (Si−1 C yi − µ0)]1/2 (1)
where
Si = 0 if Ci ≤ k
Si = (Si−1 C yi − µ0)(1− k/Ci) if Ci > k
S0 = 0 and k > 0. The MCUSUM control chart signals
when T 2i = [S′i6−10 Si] > h.
B. THE MCI CHART
Two directionally invariant multivariate CUSUM charts were
proposed by [8]; the one with better ARL performance is the
MCI chart. Here, the CUSUM vectors for the observed vector















ni−1 + 1, if Ti−1 > 0
1, if otherwise
where ni (i = 1, 2, ...), is interpreted as the number of
subgroups up to the most recent cumulative sum statistic. The
MCI control chart signals when Ti > h, for positive values of
h > 0 and k > 0. The parameters of the MCUSUM and MCI
charts, k and h, are chosen to give the desired in-control ARL
performance of the chart [7], [8].
C. THE MEWMA CHART
The MEMWA control chart, proposed by [10], is a multi-
variate extension of the EWMA chart. It is a memory-type
method that accumulates information from previous observa-
tions. The MEWMA statistics for the observed vector yi are
given as:
Pi = ryi + (1− r)Pi−1 (3)
The use of small values for the smoothing parameter increases
the power of the control chart and, if r = 1, the chart is iden-
tical to the memoryless control chart based on Hotelling’s T 2.
The MEWMA chart gives an out-of-control signal when:
T 2i = (Pi − µ0)′6Pi−1(Pi − µ0) > h (4)
where h and r are chosen to achieve a desired in-control
performance measure (such as a desired value of in-control
ARL), and 6Pi is the covariance matrix at time point i.
Lowry et al. [10] provided two alternative forms of 6Pi : the
exact covariance matrix is given as:
6Pi =
r[1− (1− r)2i]
2− r 60 (5)
and the asymptotic covariance matrix is given as:
6P = r2− r60 (6)
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The MEWMA, MCUSUM and MCI charts are directionally
invariant charts; the ARL performance of the charts depend




(µ1 − µ0)′6−10 (µ1 − µ0) (7)
where µ1 is the mean vector for the out-of-control process.
Several enhancements of these memory-type control
charts in detecting small-to-moderate shifts have been
proposed in SPC and related literature. For example,
Hawkins et al. [12] proposed a self-starting MEWMA con-
trol charting for monitoring the process mean vector. Also,
a self-starting control chart for multivariate individual obser-
vations monitoring was proposed by [13]. Kramer and
Schmid [14] proposed EWMA charts for multivariate time
series observation monitoring. Ngai and Zhang [15] pro-
posed a MCUSUM control chart based on projection pursuit.
Part and Jun [16] investigated a MEWMA control chart via
multiple testing. Qiu and Hawkins [17] proposed a non-
parametric MCUSUM procedure for detecting shifts in all
directions. Qiu and Hawkins [18] proposed a rank-based
MCUSUM Procedure. A multivariate sign EWMA control
chart was proposed by [19]. A cumulative sum control charts
for monitoring the covariance matrix [20]. A MEWMA con-
trol chart that can handle a non-constant smoothing parameter
of the chart was proposed by [21]. An adaptive multivari-
ate CUSUM control chart for signaling a range of location
shifts was proposed by [22]. The performance of multivariate
memory-type control charts with estimated parameters are
investigated by [23]–[27].
III. THE MULTIVARIATE HOMOGENEOUSLY WEIGHTED
MOVING AVERAGE (MHWMA) CONTROL CHART
To increase the sensitivity of the memory-type charts given
in Section II in monitoring small shifts in the process mean
vector, we propose a MHWMA control chart. The MHWMA
control chart statistic gives a specific weight to the current
observation, and the remaining weight is evenly distributed
among the previous observations. The monitoring statistic of
the proposed MHWMA chart is defined as:
Hi = Wyi + (I −W )y¯i−1 (8)
where, i = 1, 2, ..., , y¯i−1 represents the sample average of the
previous information up to and including the i−1 observation,
and y¯0 = µ0. W is a p × p diagonal square matrix with
smoothing or sensitivity parameterswk , k = 1, 2, ..., p, along
the diagonal such that 0 < wk ≤ 1. The matrix I is a diagonal
matrix of 1′s. If the values of the smoothing parameter, which
determine the weight of each prior observation, are equal
across variables, then the MHWMA vector becomes:
Hi = wyi + (1− w) ¯yi−1 (9)
The MHWMA chart gives an out-of-control signal when
T 2i = (Hi − µ0)′6Hi−1(Hi − µ0) > h (10)
Here, h and w are chosen to achieve a desired in-control ARL
performance measure, and 6Hi is the covariance matrix at
time point i. From Appendix A, we have
6Hi =
w
260 if i = 1
w260 + (1− w)2 60i− 1 if i > 1
(11)
The MHWMA chart is a directionally invariant chart.
In Appendix B, we give a proof that shows the relationship
between the ARL performance and the non-centrality param-
eter given in equation 7.
SPECIAL CASES
• If w = 1, the monitoring statistic in equation (9)
becomes:
Hi = yi (12)
and, 6Hi in equation (11) becomes:
6Hi = 60 (13)
In this case, the MHWMA chart is identical to the mem-
oryless χ2 control chart, and we recommend monitoring
either the χ2 chart or the MHWMA chart (with w = 1).
• If p = 1, the monitoring statistic in equation (9)
becomes:
Hi = wyi + (1− w)y¯i−1 (14)




2σ 20 if i = 1
w2σ 20 + (1− w)2
σ 20
i− 1 if i > 1
(15)
where σ 20 is the variance of a normally distributed uni-
variate random variable. In this case, we recommend
monitoring the proposed chart by [28].
• When n > 1, the vector y in the plotting statistic for the
MHWMA vector in equation (9) can be replaced by the
average of the ith sample (i.e, y¯). Hence, the covariance





60 if i = 1
w2
n
60 + (1− w)2 60n(i− 1) if i > 1
(16)
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed
MHWMA chart by using different run length characteristics
such as the average run length and standard deviation of the
run length (SDRL) distribution. ARL is the most commonly
used performance measures for control chart procedures. The
in-control ARL (denoted by ARL0), is the average number of
plotted samples until an out-of-control signal is detected by
a control chart when the process is in control. The out-of-
control ARL (denoted by ARL1), is the average number of
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TABLE 1. ARL values for MHWMA charts (p = 2).
FIGURE 1. Plot of the logarithms of the ARL values given in Table 1.
plotted points until an out-of-control signal is detected by a
control chart when the process is out of control [29]–[33].
It is generally desirable to have large values of ARL0 and
small values of ARL1 for any control-chart setting [34].
The SDRL measures the spread of the run length distribu-
tion of the ARL [35]. Similarly, SDRL0 and SDRL1 can be
defined.
The results are based on 105 Monte Carlo simula-
tions, and δ denotes the shift size (given in equation (7)).
The appropriate values of h are also obtained using simu-
lation. The relative standard errors of the results in Table 1
and other findings in the paper are less than 1%. Table 1
reports the ARL and SDRL results for the case when p = 2 at
varying levels of smoothing parameter (w) and shift (δ). The
chart’s parameters in Table 1 are chosen to fix the ARL0 at
200. Visual representation of the logarithm of the ARL values
in Table 1 are also provided in Figure 1. From the reported
results in Table 1 (and/or Figure 1), we observe that:
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TABLE 2. ARL values for MHWMA charts (w = 0.1).
TABLE 3. SDRL values for MHWMA charts (w = 0.1).
• Smaller values ofw are more effective in detecting shifts
in the mean vector. Specifically, the use of small values
for the smoothing parameter increases the power of the
MHWMA control chart.
• The proposed MHWMA chart is ARL unbiased, i.e., for
any combinations of h and w, the ARL1 values from the
chart are always lesser than the ARL0.
• The higher the ARL values of the chart, the higher the
SDRL value as well.
• It is apparent that both ARL and SDRL decrease as
the size of the shift increases. This indicates that larger
shifts can be detected quickly and will result in a smaller
spread in the run length distribution.
Tables 2-3 report the ARL and SDRL results for the case
when w = 0.1 but with varying levels of p (i.e., p = 2, 3,
and 4), and δ. The values shown for parameter h, in each
case, are chosen such that the ARL0 is fixed at 50, 100,
500, or 1, 000, respectively.We usedw = 0.10, because small
values of w are effective at detecting small shifts in the mean
vector. From the reported results in Tables 2-3, we observe
that:
• The ARL and SDRL performance of the chart depend on
the number of quality characteristics (p). Specifically,
the performance of the chart increases with the small
value of p.
• The logarithm of the in-control ARL is very close to a
linear function of the chart’s upper limits. This property
of the MHWMA chart can be used to approximate the
appropriate value of the chart’s control limits for other
in-control ARL ′s.
• Larger shifts are detected quickly and result in a smaller
spread in the run-length distribution.
V. AVERAGE RUN LENGTH COMPARISONS
In this section, the (zero-state) ARL performance of the
MHWMA chart is compared with that of the χ2 chart,
the MCUSUM chart by [7], the MCI chart by [8],
and the MEWMA chart by [10]. Since, the MEWMA,
the MCUSUM, the MCI and the Hotelling’s χ2 charts are all
directional invariant; these charts can be compared with each
other and with the proposed MHWMA chart. We consider
both the time-varying and the asymptotic limits MEWMA
control chart.
The ARL values of the charts are presented in Tables 4 to 9,
for p = 2, 3, 4, 5, 10 and 20, respectively. To allow reason-
able comparisons of the proposed chart with the other charts,
each chart is designed to give ARL0 of approximately 200.
We observed from Tables 4 to 9 that:
• The Hotelling’s χ2 chart, the MCUSUM chart, the MCI
chart, and the MEWMA chart based on the asymptotic
covariance structure (given in equation (6)), respec-
tively, are all inferior to the proposed MHWMA chart
(i.e., the MHWMA chart resulted in smallest values of
the ARL1) across all shifts.
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TABLE 4. ARL comparisons for p = 2.
TABLE 5. ARL comparisons for p = 3.
TABLE 6. ARL comparisons for p = 4.
• The simulation results show that the MHWMA chart
detects shifts more rapidly than the MEMWA chart
based on the exact covariance structure when δ ≤ 0.5.
However, the ARL performance the MEWMA chart
(given in equation (5)) is superior to the ARL perfor-
mance of the proposed chart when there is a moderate-
to-large shift in the mean vector. Specifically, the ARL1
value of MEWMA chart based on the varying limit
is smaller than the proposed chart when δ > 0.5 is
considered.
VI. ILLUSTRATIVE EXAMPLE
In this section, we provide a couple of examples for illus-
trating the application of the proposed MHWMA chart. The
first example is based on a simulated dataset following [7],
whereas, the second example is based on the bimetal dataset
given in [36].
A. SIMULATED EXAMPLE
The dataset (see Table 10) is from a similar example given
by [7], and also used for illustration in [10]. The data consists
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TABLE 7. ARL comparisons for p = 5.
TABLE 8. ARL comparisons for p = 10.
TABLE 9. ARL comparisons for p = 20.
of 10 observations, the mean is in-control at µ0 = (0, 0) for
the first five observations and out-of-control at µ0 = (1, 2)
for the last five observations. This example is illustrative of
a moderate-to-large shift in the process mean vector, as the
size of δ (in equation (7)) is approximately 2.65.
The first two columns of Table 10 give the sample of
bivariate observations for the random variables Y1 and Y2.
The columns H1 and H2 are the corresponding values of the
MHWMA vector as provided in equation (9) usingw = 0.10.
The T 2 values obtained from equation (10) are given in the
last column. For a fair comparison, the control limits were
selected to give the desired ARL0 of 200 for all the charts
using w = 0.10. A plot of the MCUSUM chart with the
same ARL0 of 200, given by [7] (also reproduced in Figure 2),
signals after the tenth observation. Plots of the MEWMA
charts based on the exact and asymptotic limits of the same in-
control ARL, given by [10], signals after the ninth and tenth
observation, respectively. The plot of the MCI and MHWMA
charts also signal an out-of-control situation after the tenth
observation.
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FIGURE 2. Plots of the memory-type charts of the simulated dataset.
TABLE 10. The simulated dataset.
B. BIMETAL THERMOSTAT DATASET EXAMPLE
For the second example, we used the bimetal thermostat
dataset taken from [36]. The dataset contains measurements
of the deflection, curvature, resistivity, and hardness for each
of the low and high-expansion sides of brass and steel bimetal
thermostats [37]. The process was employed in Phase I and
Phase II, and data from the process at each phase consisted of
sample size m = 28, and with p = 5 variables. The Phase I
process is used to study a historical reference sample, which
involves establishing the in-control state and evaluating the
process stability to ensure that the reference sample is repre-
sentative of the process. After this, the process parameters
µ0 and 60, are estimated from Phase I, and control chart
limits are obtained to be used in Phase II. The Phase II aspect
involves on-line monitoring of the process. In essence, any
shift in the process needs to be detected quickly in Phase II,
so that corrective actions can be taken at an early stage.
The estimated mean vector (µˆ0) and covariance
matrix (6ˆ0) are shown bottom of the next page.
Considering these estimates as the known parameters,
we generated 20 Phase II observations from a multivariate
normal distribution with mean µ1 and covariance matrix 6ˆ0,
such that the size of δ (in equation (7)) is approximately
0.087, which is a small shift in the mean vector. Specifi-
cally, we used, µ1 = (21.12, 40.12, 15.29, 22.12, 26.11).
The inspiration for generating data in such manner is taken
from [38] and [39]. The simulated bimetal Phase II data is
given in Table 11.
The first five columns of Table 11 give the sample num-
ber (n) and the observations of the random variables: the
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FIGURE 3. Plots of the memory-type charts of the bimetal dataset.
deflection (D), curvature (C), resistivity (R), Hardness low
side (HL), and Hardness high side (HS). The columnsH1,H2,
H3,H4, andH5 are the corresponding values of theMHWMA
vector from equation (9) with w = 0.10. The T 2 values
obtained from equation (10) are given in the last column.
The values of the control limits and w were used to give an
ARL0 of 200. The control limits are obtained from Table 7
for all of the charts. The MEWMA chart with time-varying
structure and the MCUSUM chart failed to detect the out-
of-control signal (see Figure 3). The MCI chart detected the
signal after the twentieth observation, while the MHWMA
chart detected the shift in the mean vector after the nineteenth
observation.
Although the MEWMA chart generally performed better
than the othermemory-type control charts to detect moderate-
to-large shifts in the mean vector, the MHWMA chart was
superior to the other methods when interest lies in detecting
a small shift in the mean vector. Furthermore, the HWMA
vector elements (in Tables 10, and 11) give an indication of
the direction that the mean has shifted. This indication of the
direction of the shift is common among memory-type control
chart.
µˆ0 = (21.01607, 40.01607, 15.19214, 22.02393, 26.01214)
D C R HL HH
6ˆ0 =

0.091877 0.025443 0.037909 0.027931 0.026753
0.025443 0.018543 0.026342 0.016131 0.016998
0.037909 0.026342 0.106284 0.016439 0.023377
0.027931 0.016131 0.016439 0.05444 0.011088
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TABLE 11. Simulated bimetal Phase II dataset.
The interpretation of out-of-control signals from multi-
variate control charts can be quite difficult. For a univariate
control chart, an out-of-control state can be easily detected
and interpreted, since a univariate chart is associated with
only a single variable. However, this is not the case for the
multivariate charts. Because the charts involve a number of
correlated variables, the identification and interpretation of
any out-of-control signals are not straightforward and has
been an interesting topic in SPC literature. We refer the inter-
ested reader to [1] for guidance and recommendation on inter-
preting out-of-control signals in multivariate control charts.
In line with [10], we recommend monitoring the principal
components if these are interpretable. Different researchers,
including [3], [40], and [41], among others, have proposed
various principal-component methods to aid interpretation of
out-of-control signals. For example, anMHWMAchart based
on the first k principal components or the joint univariate con-
trol charts with standard or Bonferroni control limits across
the p variables can be plotted.
VII. CONCLUSION AND DIRECTION FOR FUTURE WORK
In this paper, a new multivariate chart, namely, multivariate
homogeneously weighted moving average (MHWMA) con-
trol chart, is proposed for themonitoring of processmean vec-
tor. The performance of the chart is evaluated and compared
with multivariate χ2, MEWMA, MCI and MCUSUM charts
considering a variety of charting parameters. The run length
comparison revealed that the proposed MHWMA chart is
superior to the compared charts, particularly for the detection
of small shifts in the process mean vector.
In future research, the inertia problem and robustness to
non-normality of the proposed chart need to be investigated.
Guidelines on the interpretation of out-of-control signals of
the MHWMA chart also require further investigation. Also,
the effect of parameter estimates on the Phase II performance
of the chart needs to be investigated.
APPENDIX A
DERIVATION OF THE MEAN VECTOR AND
COVARIANCE MATRIC OF Hi
From equation (9), we have that for an in-control situation:
The mean vector of Hi is given as:
E(Hi) = wE(Yi)+ (1− w)E( ¯Y i−1)
E(Hi) = w(µ0)+ (1− w)(µ0)
E(Hi) = µ0.
The covariance matrix of Hi is given as: when i = 1, we have
H1 = wy1 + (1− w)µ0
Var(Hi) = w260 + (1− w)2 Var(µ0)
Var(Hi) = w260
when i > 1, we have:
Var(Hi) = w2 Var(Yi)+ (1− w)2 Var(Y¯ i−1)
+ 2w(1− w)Cov(Yi, Y¯ i−1)
where, we have assumed that Yi are independent and iden-
tical distributed. Hence, Cov(Yi, Y¯ i−1) = 0 for all pair
of i and i− 1.
Var(Hi) = w260 + (1− w)2 60(i− 1) ,
Hence, the covariance matrix of Hi is given as:
62Hi =
w
260 if i = 1
w260 + (1− w)2 60(i− 1) if i > 1
(17)
APPENDIX B
This proof that the distribution of the MHWMA test statistic
Hi depends only on the value non-centrality parameter is
based on the proof in [7] and [10]. The basic idea is to show
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that the values ofHi are invariant to any full-rank transforma-
tion of the data. That is, if M is a p × p full rank matrix and
y∗ = My, then the MHWMA statistics H i, and also, the T 2
value, have the same value when calculated from y∗ as when
calculated from y. Hence, H∗ = MH . Reference [7] have
chosen an orthogonal matrix M that diagonalizes 60. From
equation (9), when i = 1, we have
H∗1 = M(wy1 + (1− w)µ0) = MH1
Hence, it follows that
T∗21 = H∗′1 6−1H1 H∗1
T∗21 = H′1M ′(M ′−16−1H1 M−1)MH1
where,M ′M ′−1 = M−1M = I
T∗21 = H′16−1H1 H1 = T21
When i > 1, we have:
H∗i = M(wyi + (1− w) ¯yi−1) = MHi
Hence, it follows that
T∗2i = H∗′i 6−1Hi H∗i ,
T∗2i = H′iM ′(M ′−16−1Hi M−1)MHi
T∗2i = H′i6−1Hi Hi = T2i
The results in [7] can now be applied.
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