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Bizonyos egyszerü ti~usu sztochasztikus folyamatok numerikus
szimulálása ás paramétereixiek becslése.
Arató Mátyás — Pásztorné Varga Katalin
Bevezetés.
Jelen dolgozat célja egyszerü tipusu időben ós állapotban
folytonos sztochaaztikus folyamatok sz imulálási kérdéseinek
vizsgálata (speciálisan Ural—2 tipusu számolágépen), a egyben
ezen folyamatok bizonyos statisztikai kiértókelésének elvég
zése, is.
A végzett számitásoknák kettős célja volt, elsősorban elő
állitani olyan aztochasztikus folyamatokat, melyek kon~ét fj
zikai tanul”iknyozásához igen költséges kisérleteket kellett vol
na elvégezni, másodsorban meg kivánjuk vizsgálni, bogy a külön
böző “véletlen szám” előáJ.litási módszerek mennyiben felelnek
meg a statisztikai követelményeknek.
Végül szerettünk volna előzetes becslést kapni bizonyos
astimptotikusan érvényes összefüggések érvényességi határairól
is, melyeket analitikus uton j6val nehezebb megkapni. Analiti
kus vizsgálatok, becslések konvergenciájának gyorsaaá~éra vo
natkozóan független megfigyelóasorozatok esetén ismertek, ha—
sonló tipusu vizsgálatokat nem független megfigyeléssorotatok
esetére a szerzők nem ismernek,
Jelen vizsgálataink kapcsolódnak a [6,] [7] dolgozatokban
felvetett problémakörhöz, annak bizonyos értelemben kiegészité—
sót jelentik. ‚
H
;. . ... ~i. . .. . . . .. .... ... - . —
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1. L Véletlen szám előálljtésj ~ódszere]cről.
Alapvető feladatként rendszerint egy Co,iJ —ben vagy
—1,1 —ben egyenletes eloszlásu ~ ≤2•~. sorozat nőül...
litása szokott jelentkezni, A aegvaj~sj~~3 különféle a*$d.szer.j
isMeretesek (lásd p1. E2J )‚ gyakor1ati~ag azonban sz egyes tó—
pekre néhÁny utasitáaból álló generájá.~ módszert (aelynek le..
hetőleg nagy a periodusa) szoktak kidolgozni. Az Ural—2 gépre
egy ilyen eljárás a következő (lásd f33 )
ki-l 02 k-i-b 4 at előző Véletlen szán azumnétorba
- küldáse
k+2 13. 0003 0 eltoláa balra 3 bittel
kt3 14 ki~ O az első 20 bit meg’változtatáaa
k+4 26 k÷lQ O sz utolsó 20 bit negyáltozta~5
k±5 10 k+l0 0 (0,1) interva1lu~a red~aál&s
ki-G 16 k-i-b 4 a véletlen at&t kiküldóse a rekeszbe
k÷7 00 0000 0 kiaenet .
k+lO a, 1
az előző vóletjen~ámki-iI M2 J
(—1,1) intervallumbeij véletlen számokat a k+5 utasitás eb—
hagyüáyal nyerünk. A program a ki-l —edik rekesznél kezdőctjjc
(k+l páratlan). Ennek az eljáráshak a “jóságát” — a független..
ség~ — éppen az isaertetésre kerülő U.n.
I
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széria—korrelácjóg együttható sagitségével ig vizsgálat tár
gyává tettük.
Általában at ilymódon előállitott sorozatoktá). “teljes”
függetlenséget Szokás megkövetelni, ennek sz ellenőrzése a ma—
gasabbrendi.j széria—korre].ácjój’ kiszúmolásával Válósitható meg.
Mint látni fogjuk, ebből a szempontból a fenti módszer függet
len váltoa6aorozatot ál].it elő, a at at eljárás jóságát mutat
ja.
Megjegyezzük, hogy hiányzik Valamilyen formában annak a
természetes ténynek a bizönyitása (matematikai megfogajjaazása),
hogy sz ilyen, lényegében “kevaréseken” alapuló eljárások bizo-.
flyos értelemben a legjobbak, legalább is a sorozat tagjainak
fÜggetlenségét illetően. .
Független Gausa—eloszlásu változók sorozatának előáljjtása.
Bem állt szándékunkban a Gauas—eloszlásu változók előál—
litására a lehető legjobb módszert kiválasztanj, igy zaegelóged—
tünt k—darab (esetüaben k=l0 ) független r—l,lJ —ben e~en—
letes eloszlásu váltózó összegének megfelelő normálásával
1(0,1) paxaméterü Gauss változókat állitottunk elő/, mégpedig
olymódon, bogy a fenti — egyenletes eloszlásra sz616 — eljárást
ciklusban 10 véletlen szám alőálljtására alkalmaztWc.
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2, 8. SDeojífls Gauss fo]jazatok Jjait&L&ea,
Á ≤(t), t~ T paramétertől fügső valósaintisési ‚álto—
zók önsesaózét, ahol T lehet •~ [a, b] lntervauua ‘~a *
0, t.1, ±2,... értékek ösanasé8e, satochasatikus tolyamatnsk
nevezzük. Gauss vagy norriália tolyanatnak nevezzük ~ Ct) —t,
ha tetszőleges véses n éa t1,t2,...,t~’ parsstterórtékekre
a 31t1), !(t2),..., ~(t~) változók többdi~nzi6s Gauss
(vagy noraális) loszlásuak. Á ~t) folyamatot ataciontrius—
nak nevezzük (tágabb értolomben), ha
X~(t)aa
és sz
x( ~‚(t)..c) (~ (a)—ra) a B(t,s)
kovarialota füMvón3r cask t—s —től függ, azaz B(t,s) a B(t—a).
Szükebb értelemben atacionástusnak neyezzük * ~ (t) fólyaza—
tot, ha {3(t1+k),..., ~(t~+k)} és {~ (tQ,...,5 Ct~)}
eloszlása aego~yezik, tetazőle~ea ~ és h esetén.
Gauss folyamatokuil a két definiotó egybeesik, .zivel Gauss folys—
tatot az .
m(t) ‚.K~(i)
középértéktü~gvény és a B(s,t) kovartanciafü~vény •‚$rtelnü— -
.n meghatározza.
Á hiradástechnikában gyakran jóval kényólmesebb egy Gauss
folyamatot kovariancia függvénye helyett sprektrál elaazlásá—
val (vagy ápektrtl sürüsógfü~gvónyével) megadni.
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Jefiaieió nerist:
- ~ R(t) e~’°dC
‚5 —00
f(w) • (ha léteta).
do,
(Az P(co) — coast, felelne meg as un. “fehér zaj” folyamat
spektr’l eloszlásának.)
~ — P(t’c)22 a astochasatikus folyamat elegetQ(iw)
ten a q(D) ~ Ct) P(D)B(t) satochasztikus differenciále~yen—
letnek (P ós Q poliaórnok, Q fokasáza Cm>.) nacyobb aint P—é),
ahol D a differenciális szimb6luáa. As ~(t) folyanat m—szer
ditferenciájható négyzetes kösépben, ás ekkor a fenti egjenlet—
ink tekintjUk as egyetlen stacionárius megoldÁsát — mely léte—
zik, ha q(ic~) —nak nines valós gyöke.
Á továbbiakban anal a kérdéssel kivénunk foglalkozni,
hogy aikép.n azimulálhatóak a fenti folyamatok digitális százo—
lógépaken? Ás első feladat a fenti egyenletx~ek 4iffereacia egyen—
l.tté való átirása megadott h lépésköz esetén. CAns a
~‚ (o),S(h),... folyazat előállitása differencia egyenlet no—
gitségével.)




d~(t) a ~‚ ~‚ (Edt + 4~(t)
(ahol E Ct) a Wiener folyamat) sztochsaztikus difterenoi’—
egyenletnek eleget tevő Gauss folyamat egyben Markov tjpusu is.
Ennek a folyamatnak sz imitálésa a egyben am ismeretlen
paraméter becslése (iii. a különböző becslések vizsgálata) a
Jelen dolgosat alapvető célkitüsésá, do egyben rá szeretnénk
mutatni sz általunk alkalmazott módszer kiterjeszlési Lehető—
ségeire is.
A ~ Co), ~ (h),..., 3 (k.h),... folyamat ugyancsak )Larkov
ós etacionárius—Gausa tipusu, igy (lásd Doob (5] ) eleget tesz a
S(n.11) —o’ ~ ((n—l)h) ae(n.h)
differenciaegyenletnnk, ahol ‚X. a e~ .li • a o’ (ill. k ) pa-.
razéter becalésének problémái mogvisagálhatóak, ha generáljuk
as e~yzáat6l független é (n h) Gauss eloszláau váltosókfl a a
kiindulási ~ (0) változót. Ugyanis
Cl) ..C~(o) + e (1), ~(2) =c’Ql) +E(2),...
~ (i,l és ha 0,1 esetén ~— 0,99, tehát gyakorlatilag ben—
ni~nket elég sürü beosztásu időintervallum esetén ‘-~iak l-.hea,
közeli értékei érdekelnek (tersiészetesen negativ értékekre La
stacionárius marad a folyamat) • a ilyen tipusu vizsgálatokra
tétünk ki a következő pontban. .
Hogy Ilyen irányu kisérletekre ‚z& szémológépek nélkül is





3. ~‚ a •33n’res statisztikák je),entősére ós a becslések
aily.nsége.
1. Isasretes, bogy bizonyos értelemben * raxirus likelihood
becslések legjobbak, ehhez azonban szükség van a likelihood függ—
vé~ felirásán. teltéve, hogy a ~ Ct) stacionárius Gauss—
Markov folyamat x~ Ct) a várható értéke is ismeretlen a
.Y°)’ sd),..., ~(n) változók együttes sürüsógfüggyénye (lúd
t6J, (7],)
t ~ a (2T~~~ -i+t4 (l_OL2Ír.
. .
-~ 2(~2(i’2) [(z0_rn)2(l_42) + ‚~(x~_ xi_1_a(l_cQ)2]
alaku, áhnanan lÁtható, bogy a
. fl
2 2 ~-
zla~to) + !(n). ~l ~ (.) ~.{h)~iIZ a~ L ! Ci)
E ‚ U .
a ~ U), ~J2 = 2~)!3 ~ (i-’l)
aennflségek elégséges statiestikít aflntnak • Ez szkaitéstecbni—
kailag azt Jelenti, hogy sz a ós tisaeretlen parszéterek
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szekvenciális beeslécéhet a memóriÁban nines aztikség az egész
folyamat, hanem csak ennek at 5 mennyiségnek egy—egy rekeszben
történő tárolása (ez pedig amennyiben n értéke 100—as in,
1000—es nagysá~rendü) jelentős előnyt jelent.
maximum likelihood egyenietrendszer at
sekre, a követkéző alaku lesz:
A 4 + Ci_4) ~
312 Á A
2 ~2 + n(l—D”2)
A A t..’
0’ (l_o(~)(c’2. A + B)
2
és becsió—
A t~ &‘ A „ A 2
A = — 2 m2 m1 ~2 + 2 m2 ~i — (n—i) Cm2) ‘
~12 2 m2 rn2 + m2 ml + 11 (ms)
A 2—es index használatát a maximum likelihood becslések—
A .
re at teszi indokolttá, hagy ~‘ ~ jelöli sz egyszerü szám—











0’ a ~l2 2n(a0) +
° ~2jn~
Másrészt a ~(o) = feltétel ~el1ettj feltételes sü—
rüségfüggvónyből adód6 zaziKur likelihood becsiéseket ‘1,
jelöléssel
..~(n) —Ui-) + (1~i) i~
(n+1) u—’~21
(vegyük észre, hogy ~i-, oC~ ós ~‘ <~ becsiéseiben külön—
külön is ~züksóg van a ~ Co), ~(n) és ‚~ Co), ~ (n) értó—
kekre).
2. A kapott becsiósék értékelése.
Az első tegjegyzós a becsiésekre vonatkoz6an az, hogy
tZ~ ‘1/2 értékek esetén n ~ 100—tM. ~ háror becsléséaek vi
selkedése ‘nem mutat lényeges eltéré5t, m Jól becsülhető, ameny—
nyiben abazolut értékben kicsi, Viszont a nagy értékei esetén
A becslés new zegfelelő.
:::
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1—hat közeli °‚~- értékekre ~‘L cask igen nagy n zár—
tékek esetén less Jó becslés, Viszont o(~ teljesen rossz becslés.
Az ~ becslések -. saint sz várható is — viselke
dése hasonló sz ‘~, «~ becslések viselkedéséhez.
Az o’.2 becslések zindig jók s a Jó közelités a(l~CC~) tti
Na_nél (ahol c”.’lO) kezdődik (at alaéletfleg is várható a a
konatsusra azonban előzetes becslés nea Tolt ismeretes). Ugyan
ilyen határtól kezdve lesznek jók ax a2 becslések is. Lényeges
tulajdonsága “2 —nek, hogy flea lesz 1 tehát inkább — zég Ct
nagy értékeire is — alulról ad. .becsléat.
lemart a esetén 0’ —becslése egyszerübb feladat (a aeg—
felelő 3cópleteket nem irjuk ki) zindössze at eredmények értéke
lésére szoritkozunk.
lemart a(+o) esetén ax isaeretlen öt —paraaéterr. a
~ (i)~(i_i) ~ ~(i)~(i-2)
2 ‘ o’~= :l ‘








becaléseket használva szealéltetés céljából bemtitatua n=5—től
n=2O—j~ becaléseket, különböző ~ értékekre (lásd as 1—es ital—
lék].etet). ‚
• (Az adatok 8—as száarendazerb~ szerepelnek.)
A bemutatott becslések illusztráljá.k azt aaegáflapjtá3t,
hogy ~≤ ás o~ ~ figyelembev’te~0 B becslések jóságán senit
sea javit. Ugyancsak látható, hogy cÉ —tói függően Változik a
becslés jósága: kis n értékekre 10—es nagyságrend~ “megtigye..
lés szám” esetén cC-.nak l—hez (vagy—l._hez) közeli értékei
egyáltalán nan becsülhetőek me~bizhat6an. Erről tanuskodjk a
szekvenci4jis~ végzett becelóasorozat, mely módszer e~részt
meggyőzően bizonyitja a becslések ingadozásá~, do ezen tulaenő-.
en zódszert szolgáltat a szükségen regbizhat~ Megfigyel6asz~
kereMare is, ezt a zódszert a későbbiekben ki kivánjuk részle~
tejben is dolgozni. o( kis értékeire a becslések megbizhat6sá~a
közel áll a független esethez.
sz (m~c~) igacretlen paramóterek becalésére a következő
eedm~nyeket kaptuk (lásd 2—es sz. Melléklet).
A bemutatott példák egyazerti áttekintése felvilá,gositást
nyujt a becslések rilyenségéneic változásáról. Ebben az irányban
kivánunk a későbbiekben a Megfigyelések értékejési módszereivel
— bo~jo1ultabb rendszerek esetén is — foglalkozni. Az általux&
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procedure (a,in,b,r,v)’ value a,m,r~ real a,m’ ~~~jer r’
real array b’ procedure v’
comment v(z,n) cijearans a db. a (—1,1)—ben egyen].letes eloszlaasu
veelet].gg szaaaot gezieraal a z vektorban;
sz a,~ paraaeetereket beceji haarom moodszerrel.
stacionaarjus aallapot eleereese ceóljaabool eloebb 100, a
flcalee&~ez fel nem basznaalt vaaltozoo eerteeket saUjtunk
elce, zajd a becslees 100—ankeent folyamatosan toerteeni~ r—ig’
begin rea], u’ real array xjl:iü1, 1~ ajl:5j, 711,21’
integ~ i,k,l,t’ y121:=O’
for i*~c-.l,0,i while i_r ~~ 1:1 fl~ ]. until 100 do
begin v(x,1O)’ u;0’ for k:=1 step.], until 10 do u:zutzjkj’
yjl1:yj21’ yj2~:’tisqrt (0.3)’ if i=—l then 52 to c’
7.j2»’caOYjlj±zQ(l_a)÷yj2j~ if i=ü then begin i:=i÷].’
sill: ‘.8111+7121’ ~j51~ =712102’ 5121: =8121+v131’ 8131: ‘.‘131+7111or121
end
end if j0 then begin i:i+l’ vi11;8111:y121’ vj2l:aj21:y122021
s131:z0’ ~ to c end’
begin real array t.811:31’ real no, a.],, aa2’
conent az alaabbi hasrom becslees eredmeenye az a,xljl:31_ban ~
mill: nejili’
ajl),: ( sj3j—2o( i—1)Lajllu2+mjllu( vjll+yj2l) ) /( sj21—v13}.2u( i—l)
-a11102÷2Q&1110712J,)t .
.8121: ~ajlj’
~ k:1 step 1 until 10 do begin 1112» (7121_vjll÷U_aj2l)usjjj)
/((i—l)o(laaj2fl)’ .
8121: =( 8131—2LBli2losjll+( l-l )11j2102+mj2lo( vjlj+y121) ) / .
(sj21_Yj3j_2~j2losj11+2~j2j~j21+( i-l )mj2),02) end
a131:xaml;0’ am2:xd’
for k:1 step 1 until 15 do begin ‘
•151: =(.a,j31o( vjll+y121) +( 1—aj3l)osjll/( 2UJaj3j+i( 1—aj»))’
. for
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• no: =a131—( 1—a (2 )u2)0a131u(v121t1131_2cai3lu( vjl1+yj2fl~aj21+2caj31u
sill-C i-2)Etj3jD2) +sj3l-2Lhj3~usjlj÷aj5~u(vjl~÷yj2~) +( 1—1)rtj3)p2
while no_29—20 do begin if no C then begin aml:aj3l’
a: aj5l:~(aa1÷am2)/2 ~ else j~ a131=o then begin
ai3J’: n—i ‚~ to ~‘ comment nines ~yo~k
else begin as2:~zai3l’ goto a end end end’










5 0,457(4) —0,563(—3) —0,6fl(—1)
6 0,701(4) —0,6CC—i)
7 0,50(2) —0,50(—i) —o,57(—1)
8 0,54(2) -s0,67(—i) —o,54(—i)
9 0,77(1) —0,62(—1) —0,5CC—i)
10 0,54(2) _O,14.4 —0,70(—i)
U 0,45(1) —0,62 —0,55
12 0,53 —0,60(—1) —0,70(—J,)
13 0,63(1) 0,65(—2) —0,70(—1)
14 —0,71(2) 0,65(—2) —o,64(—j.)
15 —0,71(2) —0,53(—2) —0,70(—J.)
16 0,65(2) —0,56(—2) —0,6CC—i)
17 0,51(2) —o,53(—i) —0,71(—J.)
18 0,46(1) —o,si(—i) —0,67(—1)
19 0,42(1) —0,57(—1) —0,67(—1)
20 0,54(1) —0,53(—1) —0,65(—i)
1000 —0,40 —0,63(—1) —0,67(—1)
c(=-o,3 .
5 0,7°C-a) —0,77(—4) —0,66(—1)
6 0,53(4) —0~74(—4)
7 0,56(4) —0,60(—5) —0,54(—1)
8 0,47(5) —0,73(—5) ‚54(—1)
9 0,54(5) —0,51(—4) —0,54(—1)
10 0,77(4) .-0,67(—5) -.0,70(_i)
11 0,61(5) —0,65(t).) —0,43
12 —o,54(—3) . —0,52(0) -.0,52
13 —0,48(—3) —0,75(—].) -0,43 ‚
H. . 1
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14 0,4?(—2) —0,53(—1) —0,42
15 -0,5? —0,56(—1) -0,75(—l)
16 —0,54 —0,63(—1) ~o,64(—1)
17 —0,56 —0,57(—1) —o,64(—1)
18 —0,43 —0,57(—1)
19 -.0,43 —0,56(—1) -.o,63(—1)
20 —0,45 —0,60(—i) .-0,63(—1)
1000 —0,52(—2) —0,46(—1) —o,63(—1)
D~ tO,???
5 —0,41 0,64(—1) 0,46
6 —0,77 0,40 0,52
7 .-O,65(—1) 0,45 0,54
8 0,63(—4) 0,51 0,55
9 o,60(—1) 0,57 0,61
10 0,52 0,66 0,67
11 0,46 0,58 0,60
12 0,46 0,56 0,60
13 o,44(i) 0,70 0,64
14 0,42(1) . ~‚68 0,64
15 0,43(1) 0,42(1) 0,74
16 0,41(1) 0,41(1) 0,74
17 0,41(1) 0,41(1) 0,75
18 0,43(1) 0,42(l) 0,40(1)
19 0,45(1) 0,44(1) 0,42(1)
20 0,46(1) 0,45(1) 0,44(i)
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Dj 2 rn3 2
ii = 100 —2,61 —4,74 —2,38 1,006 1,00 0,926
ii = 200 —3,00 —3,50 —3,05 i,bos 0,977 0,951
D = 300 -4,60 —3,81 —5,69 0,996 0,999 0,989
D 500 —6,89 —6,45 1,000 1,000 0,991
xi = 1000 —9,28 —9,28 —7,26 1,000 0,998 0,995
D = 3000 -.0,16 1,48 —0,16 0,999 0,999 0,993
n a 5000 —2,88 —4,67 —3,45 0,999 0,999 0,998
m=1O ~=0~125 :
ml m2 . ‘1 CK3:
xi = 100 10,06 10,15 10,05 1,00 0,309 0,256 :
xi = 200 9,99 10,05 9,99 1,00 0,276 0,248
xi = 300 10,00 10,04 10,00 1,000 0,205 0,191
‚ xi = 500 9,98 9,99 9,98 1,00 0,167 0,161
n = 1000 9,97 9,98 9,97 1,00 0,092 0,090
= 3000 10, ‚ 10, 10, 0,10 ‘ 0,114 0,114
m=10 d=0,25
Á A A A0(2
100 9,89 9,98 9,89 1,00 0,129 0,703 ~
200 9,96 10,0 9,96 1,00 0,224 0,198 ~l
500 9,97 9,99 9,97 1,00 0,233 0,227
1000 9,98 9,99 9,98 1, 0,264 0,261
3000 10,00 10,00 10,00 1,00 0,232 0,231
—87—
m=10; o(=o,5
A A A A
: nil m3 0Cl - c~’2 «3
100 9199 10,09 9,98 1,00 0,496 0,415
200 10,01 10,07 10,02 1,00 0,503 0,472
300 10,00 10,04 10,00 1,00 0,497 0,479
5 500 9,99 ló,00 9,99 1,00 0,507 0,497
8 1000 9,99 10,00 9,99 1,00 0,518 0,513
8 3000 9,98 9,98 9,98 1,00 0,525 0,524
: 5000 9,98 9,98 9,98 1,00 0,520 0,519
rn10; ot=0,875
100 10,17 ‘10,19 1,00 1,00 0,806
: .‘ 200 10,04 ‘10,12 10,05 1,0 0,872 0,806
. 300 10,06 10,10 10,06 1,00 0,858 0,836
. 500 10,04 10,07 10,05 1,00 0,864 0,849
:. 1000 9,96 9,98 9,96 1,00 0,880 0,841: 3000 . 9,98 9,99 9,98 1,00 0,880 0,878
: 5000 . 10,03 10,03 10,02 1,00 0,869 0,868
m=10; ~=0,998
.98
100 7,60 —7,79 7,73 1,00 1,00 0,970
200 8,74 _5~3Q 8,61 1,00 1,00 0,975
300 8,59 —11,13 8,25 1,00 1,00 0,972 .
500 8,63 —9,05 8,25 1,00 1,00 0,971
1000 8,52 -4,88 8,86 1,00 1,00 0,989
3000 6,83 8,12 7,17 1,00 0,998 0,996 ‘
5000 9,’44 9.54 8~98 1,00 0,998 0,997 ‚
10000 9,90 . 10,99 10,14 1,00 0,999 0,998
— 88 —
R =—10~ o~ 0,998
100 —3,94 —3,96 —3,93 1’,OO 0,854 0,798
200 -‘4,41 —4,52 1,00 1,00 0,935
300 —4,51 -4,59 -.4,50 1,00 0,948 0,927
500 —5,25 —5,48 —5,27 1,00 0,972 0,959
1000 -.8,65 10,80 —8,50 1,00 1,00 0,994
2000 —10,17 —10,33 —10,18 1,00 0,980 0,977
12000 —10,09 —10,10 —10,07 1,00 0,985 0,985
17000 —9,44 —9,89 —9,51 1,00 0,998 0,998
m = 10; c’ 0,9994
100 3,27 —15,85 3,67 1,00 1,00 0,9766 1
200 4,92 —4,86 4,55 1,00 i,öö 0,9806 ]
300 5,31 5,84 5,45 1,00 0,9888 0,9813 4
500 4,26 . 11,00 3,24 1,00 1,00 0,9871
1000 3,146 3,43 3,20 1,00 0,9912 0,9856
2000 8,05 7,88 5,87 1,00 0,9978 0,99596
5000 9,23 8,64 7,70 1,00 0,99889 0,99795
10000 —0,893 —4,68 —1,79 0,99965 0,99965 0,99918
12000 —2,01 —5,66 —2,76 0,99963 0,99965 0,99922
_______ I
Numerical simulation of some stochastic processes of si~ple
type and the ‚stimation of its parameters
The aim of the present paper is the examination of the
simulation problems (especially on the coaputer Urai—2) of some
stochastic processes of simple type and at the sate time the
statistical analysis of these processes.
The computations had double aim: to produce stochastic
processes imitativy physical processes the direct examination
of which is too npensive; on the othern hand we wished to examine,
how the different methods to produce pseudo—random numbers meet
the statistical requirenents.
At last we wished to get estimates of the validity bounds
ot some asymptotic relations too hard to examine analytically.
Analytical examinations for the speed of the convergence of
estimates in the case of a series ot indepent observations are
well—known but similar examinations for the case of dependent
observations are not known to the authors.
Present examinations are related’ to the problems, raised
in papers ~óJ, E73 and are in some sens thwir complements.
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