Introduction
In this study, we extend the study of Koutsoukos [3] where stochastic hybrid processes are approximated by locally consistent discrete-state Markov Decision Processes (MDPs) that preserve local mean and covariance. It further introduced randomized switching policy for approximating the dynamics on the switching boundaries. Then he shows that using the randomized switching policy, the solution obtained based on the discrete approximation converges to the solution of the original stochastic optimal control problem. We additionally include jumps into the system in our model and define the Stochastic Hybrid System with Jumps (SHSJ). This entire class of generalized systems allows us to use models with regime changes including the occurrence of impulsive behaviour. Hence, they have various application areas in finance as well as in other fields such as engineering and biology. We define the SHSJ as follows:
where
(ii) Θ = {1, 2, . . . , M } is finite set of discrete states,
is a finite family of sets of continuous controls,
where A θ ⊆ ∂Ω θ , is the collection of switchings,
, where P (X) is the family of probability measures on X and it is defined as the reset map, (xi) (X 0 ; θ 0 ) presents the initial probability measure defined on X × Θ, (xii) δ : Θ × A → is the autonomous switching map.
Suppose at time t i the SHSJ is in the state (X i ; θ i ) = (X t i ; θ t i ), where X i ∈ Ω 0 θ i ; and Ω 0 denotes the interior of the space Ω. While the continuous state remains in Ω 0 θ i , X t satisfies the following stochastic differential equation:
where W (·) is a standard Wiener process and N (·, ·) is a Poisson random measure on R + × R. Thus X t switches from one jump diffusion path to another as the discrete state θ t moves from one state to another.
) and the new continuous state X t i+1 is selected randomly according to the probability measure P(θ i , X t − i+1 )(Ξ) where Ξ ∈ Ω θ i+1 is a measurable set. The evolution of X(t) is then described by the SDE (2) with θ(t) = θ i+1 and initial condition X(t i+1 ) until the next switching time.
Stochastic Optimal Control
Optimal control is one of the popular techniques used for solving continuous-time portfolio optimization problems. The optimal control technique includes a powerful recursive algorithm that selects the optimal policy for the current state on an optimized path of future policies. For detailed information, we refer to [1, 2, 4, 5] . Consider the SDE (2) that evolves in Ω 0 θ . Let G be a compact set which is the closure of its interior G 0 . For β > 0, we consider the discounted cost
where τ = inf {t : X(t) / ∈ G 0 }, the first escape time of X(·) from G 0 . The optimal control problem is formulated as the minimization of the discounted cost (3) based on dynamic programming. To ensure that the stopping time τ and the cost function (3) is well-defined and bounded, we assume that if β = 0 then for every initial state (X 0 , θ 0 ) there exists an admissable control policy so that the state will reach the target set G. If β > 0 the cost will be bounded even the stopping time is not. The value function is defined by
Based on a standard dynamic programming argument, we can formulate the following result. Since the initial condition can be arbitrary we will denote the value function by V (X, θ).
Theorem 2.1. Given a SHSJ and the problem (4), an optimal admissible control policy ϑ must satisfy the following the conditions
where h(X, θ) = b(X, θ) b T (X, θ) and ν is the Lévy measure.
Moreover, the following verification theorem can be proved in a straightforward manner.
Theorem 2.2. Suppose that there exist V (X, θ) twice differentiable in X, and bounded in Ω 0 θ and a feedback control u(X) such that the conditions of Theorem 2.1 hold and H(X, θ, u) is bounded. Then V (X, θ) is the optimal cost and u(X) the optimal control.
Computational Methods for Stochastic Optimal Control
In addition to discretization of the system, we need to approximate the original value function.
Considering the approximating MDP {ξ h n , θ h n } with transition probabilities p ((X, θ), (y, θ ) |u) and the stopping time υ h representing the reaching time of ξ h n to the target set H(X, θ, u) can be approximated by the following summation:
where ∆υ h n = ∆t h (ξ h n , θ h n , u h n ) Assuming that the above sum is well-defined and bounded, the maximization problem of the function in (5) is a discrete state problem that is solved using standard dynamic programming algorithms based on policy or value iteration methods.
Conclusion
In this study, we extended the approach employed in [3] to a more general stochastic hybrid system that includes both continuous and discrete state jumps. We described the problem of maximizing utility until a target set is reached and discretize the problem using locally consistent Markov Decision Processes. Then, using standard dynamic programming, we derived the transition probabilities of the approximating processes and examined their convergence.
