Combinatorial optimization problems consist of static problems such as the traveling salesman problem and the quadratic assignment problem, and dynamic problems such as the packet routing problem and the traffic flow control problem. In static combinatorial optimization problems, the search space for the solution does not change over time and, therefore, neither does the optimal solution. On the contrary, in dynamic combinatorial optimization problems, the search space always changes. Thus, there is no guarantee that the optimal solution for one iteration also applies to the next iteration. In the context of dynamic combinatorial optimization problems, we propose in this paper a heuristic routing method that uses chaotic neurodynamics and degree information to solve the packet routing problem. Numerical experiments showed that the proposed method improves average arrival rate by approximately 130% over the conventional shortest hop method.
Introduction
Combinatorial optimization problems are categorized into two groups: static and dynamic combinatorial optimization problems. Typical examples of static combinatorial optimization problems are the traveling salesman problem [1, 2] , the quadratic assignment problem [3] and the vehicle routing problem [4] , whereas examples of dynamic combinatorial optimization problems are the packet routing problem [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] and the traffic flow control problem [18] . In static combinatorial optimization problems, the search space of the solution does not change. Thus, the optimal solution does not change over time. Many algorithms have been proposed to solve static combinatorial optimization problems using chaotic neurodynamics [19] [20] [21] [22] [23] [24] . On the contrary, the packet routing problem is a dynamic combinatorial optimization problem that involves the transmission of data packets to their destinations while avoiding packet removal in computer networks. In the packet routing problem, the distribution of the stored packets at each node in the network always changes. Therefore, there is no guarantee that the optimal route at a given iteration is also that at the next iteration.
The shortest hop method (sp-hop method) [25] is the basic technique used to solve the packet routing problem, and is commonly employed as the routing method in the computer networks. However, it has a significant problem; if the flowing of packets in the network increases, packets are removed at congested nodes in the worst case. To reduce the loss of packets at congested nodes, various routing methods have been proposed. Yan et al. developed a routing algorithm using degree and distance information [10] , and Echenique et al. propose one that uses distance and the number of packets stored at each node [11] . Du et al. analyzed traffic dynamics in coupled spatial networks and proposed a dynamic allocation mechanism to deliver capacity [12, 13] . Tang et al. proposed two routing algorithms that employed a global and a local self-adjusting traffic awareness protocol [14] . Wang et al. analyzed the traffic dynamics for scale-free networks and proposed a routing algorithm using integrating local static and dynamic information [15, 16] . Hong proposed a routing algorithm using link weight information and global dynamic information concerning network traffic [17] .
To remove the congestion in the networks, the routing method that autonomously distributes packet transmissions using chaotic neurodynamics has been proposed [5] [6] [7] [8] [9] . By using a refractory effect that successfully memorizes packet routing history, the routing method [5] [6] [7] [8] [9] is more successful at avoiding the loss of packets better than the sp-hop method. However, we have noted that the chaotic method [5] [6] [7] [8] [9] fails to remove congestion at hub nodes if the number of packets continues to increase in the network.
In light of the above considerations, we propose a heuristic routing method using chaotic neurodynamics and degree information to further remove the jamming of the packets at the hub nodes in this study. The results of numerical experiments showed that the proposed method outperforms the sp-hop method approximately 130% as our method improved the average packet arrival rate by this magnitude. These results suggest that our method can be used to solve other dynamic combinatorial problems, such as the traffic flow control problem.
The remainder of this paper is organized as follows: In Sec. 2, we describe the computer network model used in this study. In Sec. 3, we detail the packet routing method using chaotic neurodynamics and evaluate its performance using numerical experiments. We also discuss problems with this routing method, and propose our routing method that employs chaotic neurodynamics and degree information in Sec. 4. In Sec. 5, we report numerical experiments to assess the performance of our method in comparison with the conventional routing methods. We offer our conclusions and suggested avenues for future work in the area in Sec. 6.
A computer network model
The Basic elements of the model of a computer network are nodes, edges(links), and packets. All packets are transmitted and received between nodes through edges according to the first-in first-out (FIFO) principle. In this network model, we employed an unweighted network. It has been already reported in the literature that the computer network has the scale-free property [26] : a few nodes have many edges and most nodes have a small number of edges. Thus, we employed scale-free networks as topologies of computer networks.
A typical example of a topology and the degree distribution of a scale-free network are shown in Fig. 1 . In Fig. 1 , a few nodes (hub nodes) have large magnitudes of degrees and most nodes have small ones. Degree here is the number edges of each node. In Fig. 1(b) , the number of edges and the node index have a power law relationship.
An objective of packet routing problems is to transmit the packets to their destinations as quickly as possible depending on distributions of packets that dynamically change by transmissions of packets at each node. An objective function of the packet routing problem is then defined as follows: Fig. 1 . An example topology and the degree distribution of a scale-free network. Sizes of nodes become large as the nodes has the large magnitude of degrees. We set the number of nodes to 100.
where N g is the total generating packets, m k is a set of nodes in the kth transmitting route, q ij is a total transmitting time of the ith generating packets using the jth route.
In this computer network model, we assume that the network has N nodes and the ith node (i = 1, ..., N ) has N i adjacent nodes. In this model, the ith node has transmission capacity, C i = 1 + γk i + 0.5 , where k i is the degree of the ith node. The transmission capacity is the number of packet transmissions in a single iteration [27] . We also set the buffer size for the ith node, B i , to B i = μk i . In these equations, γ and μ are control parameters. In this study, packets were removed from the network if they were being transmitted to nodes that have full packets in their buffers. We generated R packets whose generation and destination nodes were randomly determined using uniformly distributed random numbers at each iteration.
Packet routing method using chaotic neurodynamics
We first describe the method to implement the conventional chaotic method [5] [6] [7] [8] [9] . Moreover, we explain how the conventional chaotic method fails to decentralize the packets if packet flow increases.
In the chaotic routing model [5] [6] [7] [8] [9] , the ith node has a chaotic neural network with N i chaotic neurons, and the ijth neuron represents connections between the ith and the jth nodes. Furthermore, if the ijth neuron fires, a packet is transmitted from the ith to the jth adjacent nodes. Figure 2 shows an example of a chaotic neural network. To realize packet transmissions determined by the firing of chaotic neuron, we first assign a gain effect to each chaotic neuron. This effect is defined as follows: 
where p i (t) is a transmitting packet at the tth time instant in the ith node, g(p i (t)) is the destination node of p i (t), d c is the network diameter, d ij is the shortest hop from the ith to the jth adjacent node, d jg(p i (t)) is the shortest hop from the jth adjacent node to g(p i (t)), and β > 0 is the control parameter. In Eq. (2), if the jth adjacent node is closest to the destination of the transmitting packet from the ith node among the other adjacent nodes, ξ ij (t + 1) takes the maximum value. We implemented the sp-hop method by using distance information; the adjacent node with the maximum ξ ij (t + 1) was always selected as the transmitting node of the packet.
The sp-hop method fails to transmit packets to their destinations if the number of flowing packets increases because the packets are trapped at the hub nodes, and are difficult to transmit to the adjacent node. To avoid such an undesirable situation, we employ the following strategy: a node to which a packet has already been transmitted is subsequently difficult to select as the next transmitting node for a certain period of time. In order to implement this strategy, we use the refractory effect on each chaotic neuron. The refractory effect is an important characteristic of a real nerve membrane. If a neuron fires, it cannot fire for a certain period of time. The refractory effect, ζ ij (t + 1), is defined as follows:
where α > 0 is the control parameter, 0 < k < 1 is the decay parameter, and θ is a threshold. We then implement a mutual connection on each chaotic neuron. The mutual connection, η ij (t+1), is defined as follows:
where W > 0 is the control parameter, and N i is the number of nodes adjacent to the ith node. In Eq. (4), if many neurons fire, the value of the second term in the right-hand side of Eq. (4) increases.
The mutual connection works to regulate the firing rate of the neurons. Finally, the output of the ijth neuron is defined as follows:
where f represents the sigmoid function that is defined as follows:
In Eq. (5), if x ij (t + 1) is greater than 1/2, the ijth neuron fires, and the packet is transmitted from the ith node to the jth adjacent node. If the outputs of two or more neurons in the ith node are greater than 1/2, we determined that a neuron which has the maximum internal state, namely, max j∈N i {ξ ij (t + 1) + ζ ij (t + 1) + η ij (t + 1)} only fires and a packet is transmitted from the ith node to the corresponding jth adjacent node.
We evaluated the performance of the sp-hop method and the chaotic method [5] [6] [7] [8] [9] . First, the Dijkstra algorithm was applied to get distance information of the whole networks. Each node then obtains a routing table before starting the routing of packets. In these experimental conditions, we repeated the packet transmission, which was defined as the determination of the transmitting node and packet transmission at every node, for T = 2000. The distance between the nodes was set to 1. We set the parameters in Eqs. (2), (3), (4), and (6) as follows: β = 1.2, α = 0.045, k = 0.98, θ = 0.5, W = 0.05 and ε = 0.5.
In these simulations, we used the packet congestion rate and the average number of receiving packets as evaluation measures for the routing methods. The packet congestion rate represents the degree of congestion in the network [28] , and is defined as follows:
where C i is the transmission capacity of the ith node, R is the number of generated packets at each iteration, and h(t) is the number of packets in the network at the tth iteration. The network is congested if the packet congestion rate ρ is close to 1, and the packets are transmitted to the destinations with no jamming if ρ is close to 0. In the sp-hop method, if ξ ij (t + 1) has the maximum value among all the jth neurons (j = 1, . . . , N i ), a packet at the ith node is transmitted to the corresponding jth adjacent node. This functionality can be realized if β is larger than 0.0. In these simulations, we set β to 1.0 for the sp-hop method. The packet congestion rate, and the average number of receiving packets by the sp-hop method and the chaotic method are shown in Figs. 3 and 4 . Fig. 3 . Relationship between the number of generating packets (R) and the packet congestion rate (ρ) for the scale-free network [26] (μ = 1000, γ = 0). In Fig. 3 , although the packet congestion rate according to the sp-hop method starts increasing when R becomes 4, that according to the proposed method starts increasing at R = 7. From this result, we see that the chaotic method avoids packet congestion more successfully compared to the sp-hop method.
In Fig. 4 , the chaotic method has a smaller number of receiving packets at the hub nodes than the sp-hop method. However, even if the chaotic method reduces the packet congestion at hub nodes, many packets are still stored at these hub nodes. We then expect that the performance of the chaotic method improves if the jamming of the packets at hub nodes is effectively eliminated. One of the ways to remove the jamming of the packets at the hub node is to avoid passing through the hub nodes for the transmission of packets. To realize these strategies, we propose a heuristic routing method for routing packets using chaotic neurodynamics and degree information in the next section. 
Implementation of heuristic routing method using chaotic neurodynamics and degree information
We have explained in the previous section how the chaotic method fails to remove the congestion of packets at the hub nodes if the number of packets increases. To solve this problem, we change the distance information as follows:
In Eq. (8), d ij is the shortest path length using the degree information of nodes from ith to the jth adjacent node, p i (t) is the transmitting packet at the tth instant in the ith node, g(p i (t)) is the destination node of p i (t), d jg (p i (t)) is the shortest path length from the jth adjacent node to the g(p i (t)), and N i is the number of adjacent nodes of the ith node. The distance from the ith node to the jth adjacent node is determined using the degree of the jth node, and that from the jth node to the ith node is determined by the degree of latter ( Fig. 5 ). In addition, the original chaotic method [5] [6] [7] [8] [9] uses a control parameter β > 0, but our proposed method removes this parameter by setting β to 1. In the original chaotic method, adjustment parameters are given to the gain effect, the refractory effect and the mutual connections to achieve high performance for various network conditions and topologies. Among these effects, the gain effect is the most important effect for the packet routing problems because this holds the distance information of given networks. If we removed the gain effect or we set β to 0.0, each node lost directions of destinations, and the packets failed to be transmitted to their destinations. In other words, β must be set to a value larger than 0.0. In addition, fine tuning of α and k in Eq. (3) realizes good packet transmissions. From these view point, we removed β by setting it to 1.0 for easy parameter settings.
We also change d c used in Eq. (2) to the sum of distances between adjacent nodes because Eq. (2) has the possibility of taking a negative value if the distance from the adjacent node is greater than the network's diameter. By implementing Eq. (8) only, where we set the jth node with the maximum value of all adjacent nodes as the transmitting node, we can implement an sp-degree routing method. We now introduce the refractory effect defined by Eq. (3) to the ijth neuron. Compared to the original chaotic method [5] [6] [7] [8] [9] , the refractory effect works to decentralize the packets in a different way; the packets are sometimes transmitted to the hub nodes using the refractory effect. Further, Eq. (9) represents a modified mutual connection.
The chaotic method [5] [6] [7] [8] [9] uses a control parameter W > 0 but our proposed method removes it. The mutual connections work to regulate firing rates of neurons at each node. Although we changed the original mutual connections and removed the parameter W in our proposed method, we still maintain this functionality because η ij (t) in Eq. (9) increases if the total outputs of neurons are small, and vice versa. Finally, we determine the output of the ijth neuron using the sigmoid function defined by Eq. (4) in the same way as used in the chaotic method [5] [6] [7] [8] [9] .
Numerical experiments
In our numerical experiments, we used a scale-free network [26] constructed using 100 nodes as the topology of the computer network. We evaluated the performance of the sp-hop method [25] , the chaotic method [5] [6] [7] [8] [9] , the sp-degree method, and our proposed method in these simulations. In the sp-hop method and the chaotic method, the distance between the nodes was set to 1. We repeated packet transmission for T = 2000, conducted numerical experiments 20 times and averaged out the results. In Sec. 3, we assume that the computer network model has rich conditions where any packet losses are avoided by using large buffer size of each node. On the other hand, in these simulations, we assume that the network has realistic conditions: each node has a different size of buffer and transmission capacity. In these experiments, we first adopted the evaluation measures below.
The average number of hops of the arriving packets was first defined as follows:
where N a is the total number of arriving packets, R is the number of generated packets at each iteration, T is the total packet transmission, and m i is the number of hops of the ith packet. An average arrival rate of the packets is defined as follows:
where P a (t) is the number of arriving packets at the tth iteration. IfĀ approached 1, it meant that the routing method had successfully transmitted most packets to their destinations. Next, packet loss rate was defined as follows:
where P l (t) is the number of removed packets at the tth iteration. IfL approached 0, it meant that the routing method had successfully avoided packet removal due to the buffer constraint. Figure 6 illustrates the parameter dependency of our proposed method. our proposed method shows a higher average arrival rate of packets if α is greater than 0 and less than 0.04, and k is greater than 0.89.
The average number of hops of the packets and the average arrival rate of each method for the scalefree networks are shown in Fig. 7. Figure 7(a) shows that the packets transmitted by the proposed method required many hops to be transmitted to their destinations compared to the sp-hop and the chaotic methods. However, Fig. 7(b) shows that the proposed method maintained the highest average arrival rate of all routing methods. Although the sp-hop method failed to maintain a 95% average arrival rate if R was greater than 35%, the proposed method retained this value until R approached 75. In particular, compared to R, where the arrival rate started decreasing from 95%, the proposed method improved the arrival rate of the packets by approximately 130% compared to the sp-hop method.
To investigate the reason for why the average arrival rate generated by the proposed method was higher than that for the other methods, we determined the trajectories of the packets from source to destination. In our numerical experiments, we traced the trajectories of packets whose starting nodes had degree 27 (node = 4), 9 (node = 20) , and 3 (node = 60) to investigate how performance changed if the packets had different degrees. Moreover, we set the same destination for them, of degree 3 (node = 100). We are also interested in how the trajectories change if the network has low traffic or high traffic. Figure 8 illustrates the trajectories of the packets for each routing method in case that the small number of packets flows (R = 5) while Fig. 9 shows the trajectories of the packets in case that the large number of packets flows (R = 70). In Fig. 8 , all the routing methods transmitted the packets using a small number of routes. On the other hand, In Fig. 9 , in case that the network has high traffic, our proposed method ( Fig. 9(d) ) diversified the transmitting routes of the packets in comparison with the other routing methods ( Fig. 9(a) , (b), and (c)). Thus, if the flowing of packets increases, significant change of the packet transmitting routes appeared in our proposed method. Figure 9 (a) illustrates that the sp-hop method transmitted packets to their destinations through the hub node. On the contrary, Fig. 9(b) shows that the sp-degree method transmitted packets using nodes with low degrees. Since both methods used only distance information, the diversification of the transmitting packets could not be implemented. In Fig. 9(c) , the chaotic method diversified the Fig. 8 . Relationship between the number of hops of the packets and node index for the scale-free network at low traffic (R = 5, μ = 5, γ = 0.3). The node has large degree as its index becomes smaller. Fig. 9 . Relationship between the number of hops of the packets and node index for the scale-free network at high traffic (R = 70, μ = 5, γ = 0.3). The node has large degree as its index becomes smaller. transmission routes of packets to a greater extent than the sp-hop method; however, diversification was realized to a lower extent because this routing method is based on utilizing hub nodes to transmit packets. On the other hand, in Fig. 9(d) , the proposed method diversified the transmission routes of packets the most effectively of all other routing methods tested.
These results indicate that the balancing effect of avoiding hub nodes using degree information, and utilizing hub nodes by employing the refractory effect, successfully realizes the diversification of the transmission routes.
The above results set parameters γ and μ for the transmission capacity and the buffer size of each node to 5 and 3, respectively. We then evaluated the performance of each routing method under Fig. 10 . Relationship between the control parameter (μ), the control parameter (γ), and the packet loss rate for (a) the sp-hop method, (b) the sp-degree method, (c) the chaotic method and (d) the proposed method for the scale-free network [26] (R = 30). various transmission environments. The relationships among the transmission capacity parameter γ, the buffer size parameter μ, and the packet loss rate due to each method are shown in Fig. 10 .
Finally, we evaluated an average arrival time of the packets defined as follows:
where q i is an total transmitting time of the ith arriving packets, N a is the number of arriving packets. IfQ takes small values, the packets are quickly transmitted to their destinations by avoiding congestion of the packets. In these simulations, we set μ to 10 4 to avoid the packet removal by the buffer constraint. We also set γ and the number of packet transmissions to 0.3 and 5,000, respectively. Figure 11 illustrates the average arrival time of the arriving packets for each routing method. In Fig. 11 , the packets by our proposed method are quickly transmitted to their destinations as compared to the other routing methods. From these results, we conclude that the proposed method is superior to the chaotic method.
Conclusion
In this study, we assessed a heuristic routing method using chaotic neurodynamics and degree information for a realistic computer network model. From the results of numerical experiments, we conclude that the proposed method can successfully transmit many more packets to their destinations than the other routing methods by diversifying packet transmission routes by using paths featuring low-degree nodes and the refractory effect. In particular, the proposed method improved the average arrival rate approximately by 130% compared to the sp-hop method, which is commonly adopted as the routing method in computer networks. We also confirmed that packet removal is effectively eliminated in our routing method. Further, we clarified that chaotic neurodynamics are likely to effectively solve dynamic combinatorial optimization problem. The results suggest that our method can be applied to many dynamic combinatorial optimization problems, such as the traffic flow control problem, and other routing problems. Other studies evaluate the QoS performances for the routing methods [29, 30] . We then clarify QoS performance of our proposed method in the future works. In addition, we will assess the performance of the proposed method by changing network topology.
