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Abstract
We consider solitonic solutions of the DBI tachyon effective action for a non-BPS brane. When wrapped on a circle, these
solutions are regular and have a finite energy. We show that in the decompactified limit, these solitons give Sen’s infinitely thin
finite energy kink—interpreted as a BPS brane—provided that some conditions on the potential hold. In particular, if for large
T the potential is exponential, V = e−T a , then Sen’s solution is only found for a < 1. For power-law potentials V = 1/T b,
one must have b > 1. If these conditions are not satisfied, we show that the lowest energy configuration is the unstable tachyon
vacuum with no kinks. We examine the stability of the solitons and the spectrum of small perturbations.
 2003 Published by Elsevier B.V. Open access under CC BY license.1. Introduction
In addition to the stable and charged BPS D-
branes [1], type II superstrings contain unstable and
uncharged non-supersymmetric D-branes [2]. The in-
stability of these non-BPS branes is signalled by the
presence of a tachyon on their worldvolume. The de-
cay of non-BPS branes is described by the dynamics
of this tachyon. Sen has also proposed the remark-
able fact that the BPS branes can also be viewed as
tachyon kinks on the non-BPS branes with one dimen-
sion higher [3–5]. Different approaches [6–14] con-
verged to the following Dirac–Born–Infeld (DBI) ef-
fective action describing the dynamics of the tachyon
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(1.1)S =−
∫
dpx dt V (T )
√(
1+ ∂µT ∂νT ηµν
)
.
Here V (T ) is the tachyon potential which is even
and vanishes at infinity where it reaches its minimum.
Near the global maximum at T = 0, V (T ) = Tp(1−
β2T 2/2) + · · · where Tp is the tension of the non-
BPS p-brane and the potential encodes the mass of the
tachyon near the perturbative vacuum T = 0. Finally
ηµν = (−1,+1, . . . ,+1) is the p + 1 Minkowski
metric.
Finite energy solitons obtained from the DBI ac-
tion and depending on one spatial coordinate (kinks)
are singular2 [16–18]. The goal of the Letter is to con-
struct these kinks as limits of regular solitons by com-
2 See also Section 2. license.
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ditions on the potential which guarantee the existence
of the decompactified limit. We shall show that the ex-
istence of this limit implies two new conditions on the
potential V (T ) as T →∞: (i) that |V ′|/V must tend
to zero, and (ii) that |V ′|/V 2 must tend to infinity.
The action (1.1) is supposed to be valid for large
T and small higher order derivatives of T , and this
is compatible with the limit we are considering. Our
results, together with the ones coming from time de-
pendent solutions [11,13], boundary string field the-
ory [19] and perturbative amplitude calculations [14],
give constraints on the potential of the tachyon in dif-
ferent regimes and hopefully may help to determine
an effective action capturing a large domain of valid-
ity. On the other hand, if the potential is determined
by other means and found not to satisfy the conditions
(i) and (ii) above (as is the case for a number of poten-
tials studied in the literature), then we would conclude
that either the DBI action needs to be corrected or the
chosen regularisation scheme, i.e., starting from regu-
lar solutions on a circle and decompactifying the kink
anti-kinks, is not appropriate for a comparison with
string theory. There seems to be an intrinsic ambiguity
in the regularisation process of the DBI action lead-
ing to singular solutions. In particular, adding an extra
kinetic term for the tachyon and then taking the limit
where this term vanishes leads to singular kinks with
no restriction on the shape of the potential [15]. One
should therefore be extremely cautious in comparing
results obtained from regularized kink–anti-kink con-
figurations of the DBI action with string theoretical re-
sults.
The plan of this Letter is as follows. In Section 2
we revisit Derrick’s theorem which gives necessary
conditions for the existence of finite energy solitons
for actions of the form (1.1). Within this framework
we show how the infinitely thin kink may appear. In
Section 3, we compactify one spatial coordinate on a
circle of radius R in order to get regular kinks. In fact,
we obtain regular solitons describing n pairs of kinks
and anti-kinks. This is to be expected since the net RR
charge is zero in a compact space. The kink and anti-
kink are separated by a distance 2ζ = 2πR/2n and
the energy of the configuration has the form 2nE(ζ ).
The decompactified limit corresponds to ζ →∞ with
E finite in the limit. In Section 3.1 we determine the
conditions on the potential, stated above, for whichthis limit exists. We also give some examples; in
particular, for exponentially decaying potentials of the
form e−T a we show that the conditions are satisfied
if and only if a < 1. For power-law decay, V = T −b ,
they are satisfied if and only if b > 1. In Section 4 we
examine the stability of the solitons and show that the
unstable fluctuations disappear in the decompactified
limit whenever this limit is well defined. Finally
conclusions are presented in Section 5.
2. Solitons and Derrick’s theorem
We aim to search for solitonic or kink-like solutions
of (1.1). These kink solutions should represent the
stable BPS p − 1 branes into which the non-BPS
p-brane decays. Before doing this explicitly, it is
worthwhile recalling Derrick’s theorem [20]: in the
case of the usual Klein–Gordon action for scalar
fields, it tells us that finite energy static solitonic
solutions on an infinite space are only possible in
1+ 1 dimensions. In this section we will draw similar
conclusions starting from (1.1).
In fact, to make contact with the literature, we will
initially consider a slightly more general action:
(2.1)S =−
∫
dpx dt V (T )
(
1+ ∂µT ∂νT ηµν
)q
,
where the real scalar field T is dimensionless (we set
α′ = 1 throughout). For q = 1/2 this is just (1.1). The
case q = 1 has also been proposed as an effective
tachyon action (see, for instance, [18]), whose kinks
were studied in [21]. We will recover some properties
of those kinks using Derrick’s theorem.3
3 Note that when q = 1, a change of variables T = T (φ) enables
action (2.1) to be written as a Klein–Gordon action for φ with
potential W(φ) = V (T (φ)). (However, φ is typically compact:
|φ| < K = ∫∞0 √V (T )dT which is finite for, e.g., exponentially
decaying potentials. Note also that W(K) = 0). When q = 1/2 a
similar field redefinition alone can no longer put action (2.1) into
the canonical KG form. However, if the square root is first linearised
by introducing an auxiliary field hµν (cf. the Nambu–Goto versus
Polyakov actions), then (2.1) can be written as the action for a
scalar field φ evolving in a gravitational field hµν with a position-
dependent potential W(φ) = V (T (φ))[hµνηµν − (p − 1)]. In this
form any intuition regarding solitonic solutions breaks down.
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ical scalar field φ(x, t) with action
(2.2)SKG =
∫
dpx dt
(
−1
2
∂µφ∂
µφ −W(φ)
)
,
where the p spatial directions are infinite, and the
potential W(φ) is non-negative vanishing only at its
absolute minima. Let φ1(x) be a static solution of the
equations of motion, and hence an extremum, δE = 0,
of the finite static energy functional
E[φ] =
∫
dpx
(
1
2
∂iφ∂
iφ +W(φ)
)
(2.3)(i = 1, . . . , p).
Now consider a one parameter family of solutions
φλ(x) = φ1(λx). Since φ1(x) is an extremum of E,
then d
dλ
E[φλ]|λ=1 = 0 leading to
(2.4)0=
∫
dpx
(
pW(φ)+ (p− 2)1
2
∂iφ∂
iφ
)
.
Thus when p  2, only the vacuum solution
(W(φ)= 0, φ = const) is allowed. Only if p = 1 may
non-trivial x-dependent solutions exist.
We now carry out a similar analysis for the tachyon
action (2.1). The static energy functional is
(2.5)E[T ] =
∫
dpx V (T )
(
1+ ∂iT ∂iT
)q
,
and proceeding as above leads to the constraint
0=
∫
dpx V (T )
(
1+ ∂iT ∂iT
)q−1
(2.6)× [p+ (p− 2q)∂iT ∂iT ].
Notice that, as opposed to (2.4), the potential V (T )
appears as an overall multiplicative factor.
When q = 1 the term in square brackets in (2.6)
only vanishes and gives non-trivial solutions if p = 1,
i.e., in 1 + 1 dimensions. In this case, (2.6) imposes
that
(2.7)T ′2 = 1 ⇒ T =±x.
(From now on, the kink will be taken to be centered
about x = 0: T (0) = 0.) This kink/anti-kink solution
has been discussed elsewhere [21] and it is easy
to verify that T = ±x is indeed a solution of the
equations of motion. Such solutions are topological,
interpolating from one vacuum to another, and from(2.5) their energy (or tension Tp−1) is given by
E = Tp−1 = 2
∞∫
−∞
V (x) dx
which, if V decays sufficiently fast at infinity, is finite.
Notice that from the properties of V (T ), the energy
density of the field is localised around x = 0 and the
width of the resulting kink (or BPS brane) is deter-
mined by the parameters in V (T ). These parameters
must be tuned such that Tp−1 takes the correct value.
Furthermore, by considering small perturbations about
the solution T (x, t)=±x+f (x, t) and linearising the
equations of motion, it is possible to show that if E is
finite, solutions (2.7) are stable against small perturba-
tions.
When q = 1/2, the case we focus on here, the
square bracket in (2.6) is p + (p − 1)∂iT ∂iT which
can never vanish for p  1. Thus no finite energy
static solutions seem to be permitted. However, there is
formally a way around this: when p = 1 (2.6) becomes
(2.8)0=
∫
dx
V (T )√
1+ T ′2
which can vanish if
T ′ →±∞ or T →±∞
with E[T ] remaining finite. Let us suppose that the
equations of motion admit a solution with T ′ → ±∞
describing a single kink (below we will find the
conditions on V (T ) such that this is the case),
(2.9)T (x)= lim
C→0
x
C
=
{∞, x > 0,
0, x = 0,
−∞, x < 0.
This is a typical case of the solutions discussed by
Sen [16]: it describes an infinitely thin topological
kink interpolating between the two vacuua. Notice
that V = 0 everywhere apart from when T = 0 = x .
Substitution of (2.9) into the energy functional (2.5)
(taking carefully the C→ 0 limit) gives the energy of
this singular solution to be
(2.10)ESen =
∞∫
−∞
V (x) dx.
Sen has argued that such singular kinks are stable, as
the BPS brane should be, and furthermore that their
118 Ph. Brax et al. / Physics Letters B 575 (2003) 115–125Fig. 1. Left panel: the solution T (x) of Eq. (3.2) for the potential V = e−T 2 . As discussed in the text, the solutions are periodic and their
amplitude increases as V0 decreases: the 3 curves correspond to V0 = 0.5, V0 = 0.85, and V0 = 0.99. Note, as will be discussed later, that the
wavelength of the solutions decreases as V0 decreases. Right panel: the energy density V 2/V0 corresponding to the 3 curves in the left panel.
The kinks and anti-kinks are labeled. Note that as V0 decreases the kinks and anti-kinks have more localised energy density.effective action is exactly the required DBI action [16].
Hence such solutions are of great interest, and would
suggest that BPS branes are infinitely thin. Once again
the parameters of V (T ) should be tuned such that
ESen = Tp−1.
In this Letter we will try to obtain Sen’s single
singular kink as a limit of a regular finite energy
solution of the effective action (1.1). As we will see,
the latter solutions can be obtained by compactifying
one of the coordinates. The question we ask is thus
the following: given a tachyon potential V (T ), do the
equations of motion for T admit a single singular
kink solution with energy given by (2.10) in the non-
compact limit? We will show that the answer depends
sensitively on the behaviour of V (T ) for large T .
For instance, if V (T ) ∼ exp(−T a) with a  1, this
solution does not exist.4
3. Regularised kinks and examples
We are looking for static kink-like solutions in
which T has a non-trivial dependence only on one
spatial coordinate; T = T (x). Let as assume that the
kink is centered at the origin,
(3.1)T (0)= 0.
4 For these potentials, one finds instead an array of singular kink
and anti-kinks whose energy is divergent—see Section 3.The equations of motion coming from (2.1) with q =
1/2 have a first integral,
(3.2)V (T )√
1+ (T ′)2 = V0,
where V0  0 is a constant. The energy of this solution
is given by
(3.3)E =
∫
dx V (T )
√
1+ (T ′)2 = 1
V0
∫
dx V 2(T ).
Since T ′2 is positive, solutions of Eq. (3.2) exist in the
region
(3.4)V (T ) V0 (soliton solution).
Furthermore, the solutions T (x) are periodic (see
Fig. 1) with a V0-dependent amplitude which, from
(3.2), diverges as V0 → 0.
In order for E to be finite, one must have |T | →∞
as |x|→∞. This immediately implies from (3.2) that
V0 = 0—a topological kink.5 Sen’s solution [16] (2.9)
is such a singular solution in which T vanishes for
only one value of x: in other words Sen’s solution is
periodic with a divergent wavelength. Furthermore in
that case E = 2ESen.
We would like to approach the singular (V0 → 0)
kink(s) as the limit of regular solutions with V0 = 0.
In order to get regular and finite energy solutions we
shall suppose that x is a compact direction of length
5 Notice that this condition is identical to (2.8).
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to see whether the limit R→∞ with E being finite
exists. Note that if this limit exists we expect to get
twice (2.10) as the energy of the resulting solution.
We can see this from several points of view: BPS
branes have a RR charge and on a circle the sum of
the charges must vanish so all we can get are pairs
of branes and anti-branes. Sen’s solution corresponds
to the brane infinitely distant from the anti-brane.
Alternatively note that on a circle the solution is
periodic, so if a kink is present at the origin, where
T ′ is positive, then necessarily an anti-kink will also
be present since
∫ 2πR
0 T
′ dx = 0, so that T ′ must be
negative somewhere between 0 and 2πR. So if we
can regularise Sen’s solution by compactifying the x
coordinate, the limiting energy is expected to be twice
the value (2.10). Half of this corresponds to the anti-
kink which is sent to infinity, so that we recover ESen
for the remaining kink.
Since the wavelength of the kink solutions is V0
dependent, not all values of V0 will be permitted for
a given radius R. The dependence of V0 on R can be
determined as follows: the period of the solutions of
Eq. (3.2) is 4ζ where
(3.5)ζ(V0)=
T0∫
0
dT√(
V
V0
)2 − 1 ,
and T0 is defined by V (T0) = V0. The radius is thus
given by
(3.6)2πR = 4nζ,
where n= 1,2, . . . . The separation between the brane
and the anti-brane is 2ζ . The V0-dependent energy of
this solution can be written as
(3.7)
E(V0)= 4n
ζ∫
0
dx
V 2(T )
V0
= 4n
T0∫
0
dT
V√
1− (V0
V
)2
(3.8)≡ 4nE(V0).
To summarise, V0 is implicitly determined by Eq. (3.6)
in terms of an integer n and the radius R. The energy
of the solution depends on R and on n. Note that this
dependence is complicated by the presence of V0 in
(3.7).
The limit when V0 → 0 or equivalently T0 →∞
is not transparent for ζ and E . There is, however,a combination of both for which the limit is known:
consider
(3.9)∆(V0)≡ E − ζV0 =
T0∫
0
dT
√(
V 2 − V 20
)
.
Then as V0 goes to zero6
(3.10)∆(V0)→
∞∫
0
dT V (T ),
which is exactly ESen/2.
Let us examine the limit where the radius goes to
infinity. There are three possibilities depending on the
behaviour of ζ(V0) as V0 → 0:
(1) ζ →∞ as V0 → 0. The kink and anti-kink sep-
aration tends to infinity, and as R→∞, Eq. (3.6) can
be satisfied with n = 1 (a single kink and anti-kink).
The energy of this solution will, however, depend on
the behaviour of ζV0. Indeed, from Eq. (3.10) we see
that the energy goes to 2
∫∞
−∞ V (T ) dT if and only if
ζV0 → 0. This latter case is the one which reproduces
a single singular solution in the non-compact limit.
(2) ζ → const = 0 as V0 → 0. Now the kink–anti-
kink distance tends to a constant and one can never
get an isolated kink. As R→∞, Eq. (3.6) can only
be satisfied if n→∞. From (3.9) and (3.10) we see
that E is finite and non-zero in the limit V0 → 0 and
hence from (3.8) there are no finite energy solutions
in the decompactified limit. For a given finite R, E is
however finite.
(3) ζ → 0 as V0 → 0. The kink and anti-kink
separation tends to zero and it is clearly not possible to
obtain a single kink and anti-kink in the non-compact
limit.7 This behaviour occurs for many potentials
considered in the literature; for example V (T ) =
ve−T 2 .
As we shall show in the next subsection, the
behaviour of ζ(V0) as V0 → 0 depends critically on
the form V (T ) for large T . Before doing that, we
present a very simple example of case (2) above, and
6 This result is due to the monotone convergence theorem.
7 Even for finite R the limit V0 → 0 gives infinitely many kinks
and anti-kinks, and the total energy is also infinite.
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recovered. Let
(3.11)V (T )= v
coshβT
.
(This potential has also been analysed elsewhere [22]
and motivated from string theory calculations in [13].)
On substitution into (3.2) it is straightforward to solve
for T (x): one finds
(3.12)T (x)= 1
β
arc sinh
[(
v2
V 20
− 1
)1/2
sin(βx)
]
,
which is indeed periodic with a divergent amplitude in
the singular V0 → 0. Notice, however, that the period
is independent of V0:
(3.13)ζ(V0)= π2β , ∀V0.
Thus as V0 → 0, ζ remains constant leading to an
array of localised kink–anti-kink pairs. Let us now
compactify on the circle of radius R = 4nζ/2π =
n/β , where n = 1,2, . . . counts the number of kinks.
(This limiting potential has the unusual feature that for
a given R, V0 need not take discrete values: all values
between 0 and v are allowed.) Using (3.12) the energy
(3.7) of the solution is easily obtained, after a contour
integration, to be
(3.14)
E = 4n
V0
π
2β∫
0
v2
cosh2(βT (x))
dx = 2πv
β
n= 2πRv,
i.e., independent of V0. Thus each solution is equally
energetic. In the limit R→∞ the energy diverges and
is clearly not given by (2.10).
In the next subsection we determine the conditions
which V must satisfy so that in the decompactified
limit with a finite energy, ζ diverges.
3.1. Solitonic solutions on the circle
From the discussion in the previous section, the
dependence of ζ on V0 when V0 is small is crucial.
In order to analyse this dependence let us parametrise
the general potential V (T ) by
(3.15)V (T )= v
coshf (T )
,where f (0)= 0. Then, on letting
(3.16)u= sinhf (T )
sinhf (T0)
,
the period ζ(V0) in (3.5) becomes
(3.17)ζ(V0)=
1∫
0
du
1√
1− u2
1∣∣ df (T (u,V0))
dT
∣∣ .
Notice immediately that if f (T )= T (i.e., the poten-
tial discussed in the previous section), we recover the
constant ζ . Clearly the dependence of ζ(V0) is de-
termined by f ′. The V0-dependence of f ′(T (u,V0))
is through the combination u
√
(v/V0)2 − 1. Thus
from (3.17), the behaviour of ζ(V0 → 0) depends on
f ′(T →∞). Since |f ′| ∼ |V ′|/V it follows that
(3.18)ζ(V0)→ π2
V
|V ′|
∣∣∣∣
T0
(V0 → 0, T0 →∞).
Since the potential is assumed positive let us write
it in the form V = e−σ(T ) then the condition for ζ to
diverge in the limit T0 →∞ reads
(3.19)lim
T→∞σ
′(T )= 0.
This is one of our main results. This condition is
clearly not satisfied for the e−aT 2 potential. In fact this
potential gives rise to ζ which vanishes in the V0 → 0
limit: an example of case (3) discussed in the previous
section. Thus for exponential potentials, in the limit
V0 → 0,
V (T →∞)∼ exp(−T a)
(3.20)⇒
{
a < 1, ζ →∞,
a > 1, ζ → 0,
a = 1, ζ →K = 0.
For power-law potentials, again in the limit V0 → 0:
(3.21)
V (T →∞)∼ 1
T 1/α
⇒ {α > 0, ζ →∞},
where the condition on α simply enforces that V (T )
vanishes at infinity.
Before turning to the energy, it is useful to derive
two further results for the period ζ(V0). The first is
the value of ζ(V0 = v). Let us suppose that V0 =
v − + (+  v), so that the tachyon oscillates around
T = 0 with a very small amplitude. Thus V (T ) =
v(1 − β2T 2/2) + O(T 4) where β is dimensionless,
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(3.22)T (x)= 1
β2
(
1− V
2
0
v2
)
sin(xβ).
Hence
(3.23)ζ(v)= π
2β
and
dζ
dV0
∣∣∣∣
V0=v
= 0.
Secondly, it will be useful to express T (V ) as an
integral over ζ(V0). To do so, note that since
b∫
a
dx
[(x − a)(b− x)]1/2 = π
for arbitrary a and b > a, Eq. (3.5) can be inverted to
give
T (V )= 1
π
v∫
V
dx
ζ(x)
(x2 − V 2)1/2
(3.24)= 1
π
arc cosh(v/V )∫
0
dθ ζ(V cosh θ),
where x = V cosh θ . Thus if we specify a particular
behaviour of ζ(x) we can use (3.24) to determine
T (V ) which can then be inverted to find V (T ). This
will be done in Section 3.2 where it will be useful to
note from (3.24) that the vanishing of the potential as
|T | →∞ imposes the condition
(3.25)
v∫
0
dV0
(
ζ(V0)
V0
)
→∞.
We now ask what conditions V (T ) must satisfy
such that as V0 → 0 and R→∞ the energy E in (3.7)
with n = 1 reduces to 2ESen in (2.10). First notice
from Eqs. (3.9), (3.10) and (3.18) that E(V0) will be
finite if and only if, as T →∞,
(3.26)|V
′|
V 2
→∞.
This condition should be contrasted with the condi-
tion (3.18) on ζ . In this case, E→ ∫∞0 V (T ) dT . Thus
from (3.26) we conclude that for exponential poten-
tials
(3.27)
V (T →∞)∼ exp(−T a) ⇒ E finite ∀a > 0whereas for power-law potentials
(3.28)
V (T →∞)∼ 1
T 1/α
⇒ E finite ⇔ α < 1.
Now, recalling that E = 4nE , we can ask whether
E is finite in the decompactified limit R → ∞ as
V0 → 0. Combining the conditions (3.20) and (3.27)
for exponential potentials gives, in these limits
V (T )∼ exp(−T a) as R→∞ and V0 → 0:
E→
∞∫
0
V (T ) dT , ∀a > 0,
(3.29)


a < 1: ζ →∞, n= 1,
E→ 2 ∫∞−∞ V (T ) dT ,
a = 1: ζ →K, n→∞, E→∞,
a > 1: ζ → 0, n→∞, E→∞.
For power-law potentials, one finds instead
V (T )∼ 1
T 1/α
as R→∞ and V0 → 0:
ζ →∞ and n= 1, ∀α > 0,
(3.30)
{
α  1, E→∞,
α < 1, E→ 2 ∫∞−∞ V (T ) dT .
3.2. Some examples and solutions for ζ(V0)
In this subsection we give the exact ζ behaviour
(focusing mainly on the V0 → 0 limit) for both power-
law and exponential potentials.
First suppose that
(3.31)ζ(V0)∼ V−α0 .
Then (3.25) imposes that
(3.32)α > 0
so that ζ always diverges in the V0 → 0 limit. Note,
however, that (3.31) cannot be valid ∀V0: though it can
be normalised correctly at V0 = v, its gradient will not
vanish there, as required by (3.23). Hence let us first
consider the large T or small V0 behaviour. What is
the potential V (T ) corresponding to (3.31)? This can
be obtained by a simple substitution into (3.24): for
large T
(3.33)T (V )∼ V−α ⇒ V (T )∼ 11/α .T
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for V (T ) ∼ 1
T 1/α
, one must have α > 0 and further-
more in that case ζ diverges as V −α0 . Alternatively,
starting from (3.33) we could have deduced (3.31)
from (3.18).
Furthermore it is useful to notice from (3.17) that if
(3.34)V (T )= v
T α
(
i.e., coshf (T )= T α)
then
(3.35)dζ
dV0
 0, ∀V0.
Thus, as an example, one could take
(3.36)ζ(V0)= π2β v
2α 1
[V0(2v − V0)]α
which satisfies all the necessary criteria for ζ (see
(3.23), (3.25), (3.35)) and can be integrated exactly
for various values of α (such as α = 1/2,1,2).
The answer is not particularly illuminating, though a
simple plot shows that it yields a potential V (T ) with
vanishing first derivative at T = 0 and which goes as
T −1/α for large T .
Secondly suppose that,
(3.37)ζ(V0)∼ 1
(− ln(V0))(a−1)/a ,
so that as V0 → 0,
a > 1⇒ ζ → 0, a < 1⇒ ζ →∞,
(3.38)a = 1ζ ⇒K = 0.
Again, note that (3.37) cannot be valid for all V0. Sub-
stitution of (3.37) into (3.24) shows that for large T ,
(3.39)
T (V )∼ (− lnV )1/a ⇒ V (T )∼ exp(−T a),
(3.37) generates exponentially decaying potentials.
Thus (3.38) confirms our previous results of (3.29).
Finally, as above, one can deduce from (3.17) that if
f (T )= T a then for all V0,
(3.40)
dζ
dV0
 0, a < 1, dζ
dV0
 0, a > 1 (∀V0).3.3. Energy for a fixed finite R
Finally, in this subsection we suppose that R is
finite and fixed, and ask which value of V0 is most
favoured energetically. In other words, we calculate
ER(V0) and ask for what value of V0 it is minimal.
Clearly when V0 = v, ER(v) = 2πRv since the
field T is constant and vanishing. Furthermore we
have seen in (3.14) that for the limiting potential
V = v/ cosh(βT ) the energy is V0 dependent and also
given by ER(V0) = 2πRv. In general, though, how
does ER(V0) behave depending on whether ζ diverges
or tends to zero as V0 tends to zero? To see that, it will
be useful to note from (3.8) and (3.9) that
ER(V0)= 4nE
(3.41)
= 2πR
[
1
ζ(V0)
T0∫
0
(
V 2 − V 20
)1/2
dT + V0
]
and hence
(3.42)
dER(V0)
dV0
=−2πR 1
ζ 2
dζ
dV0
T0∫
0
(
V 2 − V 20
)1/2
dT .
Above we deduced that if ζ → ∞ as V0 →
0 (either with an exponential potential (3.40) or
a power-law one (3.35)) then dζ/dV0  0 so that
dER(V0)/dV0  0. Hence ER(V0) is minimal when
V0 is takes its smallest allowed value for that R: in that
case there is only 1 kink and anti-kink on the circle
(n = 1), and they have very well-defined profiles. In
the infinite R limit, the distance between the kink and
anti-kink tends to infinity and ER reduces to 2ESen.
The behaviour of ζ and ER is shown schematically in
Fig. 2.
Now consider the case in which ζ → 0 as V0 → 0.
As discussed above, this occurs for potentials of the
form
(3.43)V = v/ cosh(T a), a > 1,
for which dζ/dV0  0 for all V0. Thus from (3.42),
dER(V0)/dV0  0. Furthermore, as V0 → 0, the
distance between kinks and anti-kinks tends to zero
so that n→∞ and hence ER(V0 → 0)→∞. This
behaviour of ER is shown schematically in Fig. 2.
Thus we conclude that the minimal energy solution is
Ph. Brax et al. / Physics Letters B 575 (2003) 115–125 123Fig. 2. Schematic plots of ζ and ER as a function of V0 for exponentially decaying potentials. In the right panel, the values of V0 are discrete
due to the finite size 2πR of the circle: the exception is the horizontal line which, in both panels, corresponds to the potential V = v/cosh(βT ).
When V0 → 0 and ζ → 0, the energy diverges even for finite R as seen in the right panel: the lowest energy state is the one with constant
vanishing T and hence no kinks, as discussed in the text. If ζ →∞ as V0 → 0, the lowest energy state has the lowest value of V0 allowed for
that R and corresponds to a state with one kink and anti-kink. In the limit R→∞, V0 → 0 its energy tends to ESen.the one in which V0 = v so that T is constant and there
are no kinks!
As we will now see, however, all these solutions
for finite R are in fact unstable since their spectrum of
perturbations has tachyonic modes.
4. Perturbation analysis of periodic solitons on the
circle
We now analyse the linear stability of the periodic
solitons on the circle of radius R, also taking the
V0 → 0 and R→∞ limits at the end. On the circle,
the solution contains an array of n brane–anti-branes,
and hence we expect that the spectrum contains 2n
tachyonic excitations in one to one correspondence
with the annihilation channels of each brane–anti-
brane pair. To see this, we expand the Lagrangian to
second order around a periodic soliton, T , and write
T = T (x)+ δT (x, t),
where, for simplicity, we neglect the dependence of
δT on the p− 1 remaining directions. Then to second
order
S(2) =−V0
2
2πR∫
0
dx
∫
dt(4.1)
×
[
V 20
V 2
(
d(δT )
dx
)2
−
(
d(δT )
dt
)2
+ V V
′
V 20
(δT )2
+ 2V
′
V
√
V 2
V 20
− 1δT d(δT )
dx
]
=−V0
2
2πR∫
0
dx
∫
dt
(4.2)×
[
a(T )
(
d(δT )
dx
)2
+ b(T )(δT )2
]
.
Here, in going from (4.1) to (4.2) we have integrated
by parts; V = V (T (x)); and
a = V
2
0
V 2
,
(4.3)b=−ω2 + V V
′
V 20
− d
dx
(
V ′
V
√
V 2
V 20
− 1
)
,
where we have supposed that
δT (x, t)= cos(ωt + +)δT (x).
The equation of motion is thus
d
dx
[
a
dδT
dx
]
− bδT = 0,
from which one can verify that
(4.4)δT = dT
dx
124 Ph. Brax et al. / Physics Letters B 575 (2003) 115–125is indeed the zero mode corresponding to translation
invariance. In order to obtain a Schrödinger equation
with the standard L2 scalar product, the coefficients of
the spatial and time derivatives must be equal (up to a
sign) and x-independent. The changes of function and
variable
(4.5)dx = V0
V
dz and δT =
√
V
V0
φ
yield the Schrödinger equation
(4.6)−d
2φ
dz2
+
(
1
φ0
d2φ0
dz2
)
φ = ω2φ,
where, from (4.4), φ0 ∝ dTdx
√
V0
V
. Imposing that∫
φ20 dz= 1 yields the normalised zero mode to be
(4.7)φ0 =
√
V0√
E − 2πRV0
(
dT
dx
√
V0
V
)
.
Notice that φ0 vanishes 2n times at the midpoints
between the kinks and anti-kinks, whilst the potential
term in (4.6) is a smooth function for all z. Hence
we can apply Sturm–Liouville theory for periodic
boundary conditions with a non-singular potential—
this guarantees that the spectrum ω2 is discrete, and
labeled by the number of zeros of the eigenfunctions.
Since the zero mode possesses 2n zeros, we can de-
duce that there exists 2n eigenfunctions with negative
ω2. These 2n eigenfunctions will be localized around
the 2n zeros of φ0. For any R and non-zero V0 the
kink–anti-kink array is unstable.
Let us examine the R→∞ solutions whose only
finite energy possibility is when ζ →∞. One must
check how the distance between the zeros of φ0
depends on z which (rather than x) is the relevant
variable for the Schrödinger equation. Furthermore,
how does this distance depend on the behaviour of ζ
as V0 → 0? Using (4.5), the distance between zeros is
2z0 where
(4.8)z0(V0)=
ζ(V0)∫
0
V
V0
dx =
T0∫
0
V√
V 2 − V 20
dT
so that from the definition of ζ ,
(4.9)z0 − ζ =
T0∫ √
V − V0
V + V0 dT →∞ as V0 → 00(again we have used the monotone convergence the-
orem). Thus, independently of the behaviour of ζ , z0
always diverges as V0 → 0 and φ0 ∼ √V (z)/2ESen :
the tachyonic modes drop out of the spectrum in that
limit.
5. Conclusion
We have shown that a compact dimension of radius
R allows the existence of time-independent and finite
energy solutions of the tachyon equations derived from
the DBI effective action. These solutions represent
an array of kinks and anti-kinks and are unstable
due to tachyonic fluctuations. Stable solutions exist in
the limit of infinite separation between the kink and
anti-kink. For this to be occur, three conditions must
be satisfied: (i) V ′
V
→|T |→∞ 0, (ii) V ′V 2 →|T |→∞ ∞,
(iii) ∫∞0 V (T ) dT <∞. The first guarantees that in the
non-compact limit, the kink and anti-kink are infinitely
separated. The remaining ones guarantee the finiteness
of the energy.
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