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Rafał Kapelko
Abstract—This paper investigates the problem of the minim-
ilization of energy consumption in reallocation of wireless mobile
sensors network (WMSN) to assure good communication without
interference.
Fix d ∈ N \ {0}. Assume n sensors are initially randomly
placed in the hyperoctant [0,∞)d according to d identical and
independent Poisson processes each with arrival rate λ > 0.
Let 0 < s ≤ v be given real numbers. We are allowed to move
the sensors, so that every two consecutive sensors are placed at
distance greater than or equal to s and less than or equal to v.
Fix a ≥ 1. Assume that i−th sensor is displaced a distance
equal to m(i). The cost measure for the displacement of the team
of sensors is the sum
∑n
i=1 d
a
i
(a−total movement).
In this work, we discover and explain a sharp decline and a
sharp increase (a threshold phenomena) in the expected minimal
a−total movement around the interference-connectivity distances
s, v equal to 1λ .
Index Terms—Interference, Connectivity, Analysis of algo-
rithms, Random, Sensors, Poisson process
I. INTRODUCTION
Wireless mobile sensors network (WMSN) (e.g. see [1],
[16], [28], [31], [36] and [38]) are being deployed for detecting
and monitoring events which occur in many instances of every
day life. However, it is often their case that monitoring may not
be as effective due to external factors such as harsh environ-
mental conditions, sensor faults, geographic obstacles, etc. In
such cases sensor realignments may be required, e.g., sensors
must be relocated from their initial positions to new positions
so as to attain the desired communication characteristics. The
resulting problem is assigning final positions to the sensors in
order to minimize the reallocation cost.
Fix d ∈ N \ {0}. The present paper is concerned with
random realignments of sensors in the hyperoctant. Assume
that n sensors are initially placed in the hyperoctant [0,∞)d
according to d identical and independent Poisson processes
each with arrival rate λ > 0. 1
Given that the sensors are initially placed on the domain
at random according to some well-defined random process,
we are interested to ensure that by moving the sensors the
following scheduling requirement is satisfied.
Definition 1 ((s, v) − IP). The (s, v)−interference-connectivity
problem requires that every two consecutive sensors2 are
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1Lets take the airplane which randomly droppes mobile sensors. This
is the case d = 1 of our model.
2The precise meaning of consecutive sensors in the higher dimension
(d > 1) will be explain further in Definition 16 from Section IV.
placed at distance greater than or equal to s and less than or
equal to v for some s, v such that 0 < s ≤ v.
It is very well known that proximity between sensors affects
transmission and reception signals and causes degradation
of performance (see [20]). The closer the distance between
neighbouirng sensors, the higher the resulting interference.
Additionally, a typical sensor is able to sense and monitor a
bounded region [22], [44]. In the theoretical model, the sensing
area of each sensor node is a disk of radius r (see [34]).
Therefore, to ensure a good communication or connection of
the whole network the sensors can not be too far from each
other.
Let us consider the following simple example. Fix k ∈ N \
{0}. Assume that the sensors on the [0,∞) fullfil (s, v) − IP
requirement. In this ideal case the sensor radius equal to kv2
is enough for k−connectivity of the whole network, i.e. every
point of the monitoring region is within the radius of at least
k sensors. It is not difficult to see that, the similar argument
also holds in the higher dimensions.
Thus, in (s, v) − IP problem the goal is to ensure a good
communication of the whole network while at the same time
the consecutive sensors are not too close.
The initial placement of the sensors does not guarantee
(s, v) − IP interference-connectivity requirement since the
sensors have been placed randomly according to the arrival
times of Poisson processes.
Clearly, a sufficient density of random nodes is necessary to
achieve property that the distance between two sensors is less
than v (see [18]) and some authors have proposed using several
rounds of random displacement for desired connectivity [11],
[47]. Another approach is to have the sensors move from their
initial location to a new position so as to achieve the desired
connectivity property. (e.g. see [6], [7], [10], [37] and [42]).
Obviously, the several rounds of random dispersal cause
proximity between sensors. Hence to achieve property that
any pair of sensors are separated by a distance of at least s
the sensors have to relocate.
Let us recall that, in this study n sensors are initially
placed in the hyperoctant [0,∞)d according to d identical and
independent Poisson processes each with arrival rate λ > 0.
To attain the requirements that any pair of sensors are
separated by a distance of at least s and no two consecutive
sensors are placed at distance greater than v, the sensors have
to move from their initial random location to new position.
The fundamental problem is the energy consumption of
the displacement of the team of sensors. We define the cost
measure a−total movement as follows.
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2Definition 2 (a−total movement). Let a ≥ 1 be a constant.
Suppose that the i−th sensor’s displacement is equal to
|m(i)|. The a−total movement is defined as the sum Ma :=∑n
i=1 |m(i)|a.
The main question we address in this paper is the following.
Assume that n sensors are initially placed in the hyperoctant
[0,∞)d according to d identical and independent Poisson
processes each with arrival rate λ > 0. What is the ex-
pected minimal a−total movement so as to solve the problem
(s, v) − IP as a function of the parameter s, v, n, λ, a, d? Our
goal is to investigate tradeoffs arising among the parameters
s, v, n, λ, a, d.
Let us fix , τ > 0 arbitrary small constants independent on
the number of sensors. We explain the threshold phenomena
around the interference-connectivity distances s = v = 1λ for
the expected minimal a−total movement.
A. Related Work
Interference has been the subject of extensive interest in
research community in the last decade. Some papers study in-
terference in relation to network performance degradation [20],
[23]. Moscibroda et al. [39] consider the average interference
problem while maintaining the desired network properties such
as connectivity, multicast trees or point-to-point connections,
while in [3] the authors propose connectivity preserving and
spanner constructions which are interference optimal. The in-
terference minimization in wireless ad-hoc networks in a plane
was studied in [21]. Further, [14], [15] investigates the problem
of optimally determining source-destination connectivity in
random networks.
More importantly, our work is related to the paper [9] where
the authors consider the expected minimal total displacement
required so that every pair of sensors are in their final positions
at distance greater or equal to s for n sensors placed uniformly
according to Poisson process with arrival rate λ = n.
Compared to the minimum distance between two sensors,
the (s, v) − IP scheduling requirement not only avoids in-
terference, but also ensures good connectivity and is more
reasonable when considering interference. Our analysis also
generalizes the result of the paper [9] from a = 1 to all
exponents a ≥ 1 and all Poisson processes with arrival rate
λ > 0 for more realistic expected minimal a−total movement.
It is worth mentioning that some asymptotic bounds in [9] are
one-sided. We give full asymptotic results (lower and upper
bound, exact asymptotics) which explain the tradeoffs arising
among the parameters s, v, n, a, d.
Connectivity and barrier coverage have been extensively
studied in research community (e.g., see [2], [4], [5], [8], [17],
[24], [34] and [43]). The work by [34] introduced two notions
of probabilistic barrier coverage: weak and strong barrier
coverage. In [35] Lazos et al. derived analytical expressions
of coverage for heterogeneous sensor networks The paper [13]
investigated the problem of placing unreliable sensors in the
unit interval to optimize the maximum cost.
Finally, it is worth mentioning that, our work is closely
related to the series of papers [25], [26], [29], [30]. In [30]
the problem of energy consumption of random sensors is
analyzed to cover a unit interval and in [29] to provide full
coverage of d−dimensional cube. The paper [25] investigated
the maximum of the expected sensor’s displacement (the
time required) for coverage with interference on the line.
Further, [26] considered the maximum of the expected sensor’s
displacement to the power.
B. Outline and Results of the Paper
Throughout this paper , τ > 0 are arbitrary small constants
independent on n.
Fix d ∈ N\ {0}. Let a ≥ 1 be a constant. Assume n sensors
are initially placed in the hyperoctant [0,∞)d according to d
identical and independent Poisson processes each with arrival
rate λ. We want to have the sensors moving from their current
random locations to positions to ensure (s, v)−IP interference-
connectivity requirement.
We derive tradeoffs between the expected minimal a−total
movement and the interference-connectivity distances s, v.
Table I summarizes the results proved in Section III and
Section IV.3
TABLE I
THE EXPECTED MINIMAL a−TOTAL MOVEMENT (a ≥ 1) OF n SENSORS IN
THE HYPEROCTANT [0,∞)d AS A FUNCTION OF THE
INTERFERENCE-CONNECTIVITY DISTANCES s, v.
Interference-
-connectivity
distances s, v
Expected minimal
a−total movement Algorithms
s = 1−λ , v =
1+τ
λ
, τ > 0 O(n)/λ
a Id
(
n, 1−λ ,
1+τ
λ
)
s = 1λ , v =
1
λ Θ
(
n1+
a
2d
)
/λa MVd
(
n, 1λ
)
s = 1+λ , v =
1+τ
λ
τ ≥  > 0 Θ
(
n1+
a
d
)
/λa, MVd
(
n, 1+λ
)
Let us consider case a = 2 and d = 1. We prove the
following results.
• For interference-connectivity distances s = v = 1λ the
expected minimal 2−total movement is in Θ (n2) /λ2.
• If s = 1−λ is below
1
λ and v =
1+τ
λ is above
1
λ, the
expected minimal 2−total movement declines sharply to
O (n) /λ2.
• If both interference-connectivity distances s = 1+λ and
v = 1+τλ are above
1
λ, the expected minimal 2−total
movement increses sharply to Θ
(
n3
) /λ2.
Similar sharp decrease and increase hold in all dimensions
(d ∈ N \ {0, }) and for all exponents a ≥ 1. Hence, our
investigations explain the threshold phenomena around the
interference-connectivity distances equal to 1λ as this affects
the expected minimal a−total movement of the sensors to
fullfil (s, v) − IP interference-connectivity requirement on the
line and in the higher dimension.
Here is an outline of the paper. In Section II we provide
several preliminary facts that will be used in the sequel. In
3We recall the following asymptotic notation: (i) f (n) = O(g(n)) if there
exists a constant C1 > 0 and integer N such that | f (n) | ≤ C1 |g(n) | for all
n > N, (ii) f (n) = Ω(g(n)) if there exists a constant C2 > 0 and integer N
such that | f (n) | ≥ C2 |g(n) | for all n > N, (iii) f (n) = Θ(g(n)) if and only
if f (n) = O(g(n)) and f (n) = Ω(g(n)).
3Section III we investigate sensors on the line. In Section IV
we investigate sensors in the higher dimensions. Section V
deals with the simulation results of our Algorithms (1-2).
II. MODEL AND PRELIMINARIES.
In this section we recall some useful properties of the
Poisson process and only some basic facts about special
numbers and random variables which will be useful in the
analysis in the next sections.
We consider n random sensors initially placed in the half-
infinite interval [0,∞) according to Poisson process with
arrival rate λ > 0. Assume that, the i−th event represents
the location of the i−th sensor, for i = 1, 2, . . . , n.
Let Xi be the arrival time of the i−th event in this Poisson
process, i.e., the position of the i−th sensor in the interval
[0,∞). We know that the random variable Xi obeys the Gamma
distribution with parameters i, λ. Its probability density func-
tion is given by fi,λ(t) = λe−λt (λt)
i−1
(i−1)! and Pr [Xi ≥ t] =∫ ∞
t
λe−λt (λt)
i−1
(i−1)! . Moreover, the following identity holds
Xj+l − Xj = Xl, (1)
provided that j, l ∈ N+, (see [27], [32], [33], [41] for additional
details on the Poisson process). Notice that,∫ ∞
0
tb fl,λ(t)dt = 1
λb
(l − 1 + b)!
(l − 1)! , (2)
where b is non-negative integer and l, n are positive integers (
see [12, Chapter 15]).
We will use the following notations for the rising factorial
[19]
nk =
{
1 for k = 0
n(n + 1) . . . (n + k − 1) for k ≥ 1.
Let
[
n
k
]
be the Stirling numbers of the first kind, which are
defined for all integer numbers such that 0 ≤ k ≤ n.
The Stirling numbers of the first kind arise as coefficients
of the rising factorial (see [19, Identity 6.11])
xm =
∑
l2
[
m
l2
]
xl2 . (3)
A crucial observation is the following identity, which will
be useful in the asymptotic analysis of Algorithm 1 when
interference-connectivity distances s, v are equal to 1λ .
Lemma 3. Assume that a is an even positive number. Then∑
j
(
a
j
)
(−1)j
[
j
j − k
]
=
0 if 2k < aa!( a2 )!2 a2 if 2k = a.
Remark 4. The following Mathematica code can be used to
confirm numerically the validity of Lemma 3.
F[a_,k_]:=Sum[Binomial[a,j]*(-1)ˆj
*StirlingS1[j,j-k],{j,k,a}]
Then the following command
F[a,k]
gives the result of Lemma 3 for fixed parameters a and k.
We will also use many times Jensen’s inequality for expec-
tactions. If f is a convex function, then
f (E[X]) ≤ E [ f (X)] (4)
provided the expectations exists (see [41, Proposition 3.1.2]).
The following inequality for the general random variable
will be useful in the threshold tight bounds when interference-
connectivity distances are greater or equal to 1λ .
If Z is the random variable such that E[|Z |] < ∞ and q ∈ R,
then
|E[Z] − q | ≤ E[|Z − q |] ≤ E[|Z |] + |q |. (5)
Notice that the left side of Inequality (5) is the special case
of Jensen’s inequality for X := Z − q and f (x) = |x |. The
right side of Inequality (5) follows from the triangle inequality
|Z −q | ≤ |Z |+ |q | and the monotonicity of the expected value.
We will also use the following notation
|x |+ = max{x, 0} (6)
for positive parts of x ∈ R.
Let f be non-negative integer. Then
n∑
i=2
(i − 1) f = 1
f + 1
n f+1 +
f∑
l=0
clnl, (7)
where cl are some constants independent on n (see [19,
Formula (6.78)]).
III. SENSORS ON THE LINE
Fix a ≥ 1. Let us recall that , τ > 0 are arbitrary
small constants independent on n and λ. In this section we
analyze (s, v) − IP interference-connectivity problem when
the n sensors are placed in the half-infinite interval [0,∞)
according to Poisson process with arrival rate λ.
A. Analysis of Algorithm 1
In this subsection we present and analyse asymptocically
optimal algorithm MV1(n, s)4 (see Algorithm 1).
Algorithm 1 MV1(n, s) Moving sensors in the [0,∞); s > 0.
Require: The initial location X1 ≤ X2 ≤ · · · ≤ Xn of the n
sensors in the [0,∞) according to Poisson process with
arrival rate λ.
Ensure: The final positions of the sensors such that each pair
of consecutive sensors is separated by the distance equal
to s.
1: for i = 2 to n do
2: move the sensor Xi at the position X1 + (i − 1)s;
3: end for
We prove the following tight bound.
4 We note that asymptotic analysis of Algorithm 1 is crucial in deriving
the threshold phenomena.
4Theorem 5. Fix ∆ ≥ 0 independent on n and λ. Let a be
an even natural number. The expected a−total movement of
algorithm MV1
(
n, 1+∆λ
)
is respectively
a!
2
a
2 ( a2 +1)!
n
1+ a2
λa +
O
(
n
a
2
)
λa when ∆ = 0,
Θ(n1+a)
λa when ∆ > 0.
Proof. Let Xi be the arrival time of the i−th event in a Poisson
process with arrival rate λ, i.e. the position of the i−th sensor
in the [0,∞). We know that the random variable Xi−X1 = Xi−1
obeys the Gamma distribution with density
fi−1,λ(t) = λe−λt (λt)
i−2
(i − 2)!
for i = 2, 3, . . . , n. (see Equation (1) for j = 1 and l = i −
1). Assume that, a is even natural number. Let D(a)i be the
expected distance to the power a between Xi − X1 and the
i−th sensor position, ti−1 = (1 + ∆) i−1λ , hence given by
D(a)i =
∫ ∞
0
|t − ti−1 |a fi−1,λ(t)dt
=
∫ ∞
0
(ti−1 − t)a fi−1,λ(t)dt.
Observe that
D(a)i =
∑
j
(
a
j
) (
(1 + ∆) i − 1
λ
)a−j
(−1)j
∫ ∞
0
t j fi−1,λ(t)dt.
Using (2) we see that
D(a)i =
1
λa
∑
j
(
a
j
)
(1 + ∆)a−j(−1)j(i − 1)a−j (i + j − 2)!(i − 2)! .
Let j ∈ {0, . . . , a}. Applying Identity (3) we deduce that
(i − 1)a−j (i + j − 2)!(i − 2)! = (i − 1)
a−j(i − 1)j
=
∑
k
[
j
j − k
]
(i − 1)a−k .
Hence
D(a)i =
1
λa
∑
j
∑
k
(
a
j
)
(1 + ∆)a−j(−1)j(i − 1)a−k
[
j
j − k
]
.
Changing the summation we get
D(a)i =
1
λa
∑
k
(i − 1)a−k
∑
j
(
a
j
)
(1 + ∆)a−j(−1)j
[
j
j − k
]
.
Now, we will estimate separately when ∆ = 0 and when ∆ > 0.
Case ∆ = 0. Applying Lemma 3 we get
D(a)i =
1
λa
a!(
a
2
)
!2 a2
· (i − 1) a2 + 1
λa
∑
2k>a
C1,a−k · (i − 1)a−k,
where C1,a−k depends only on a and k . Using Identity (7) we
conclude that the expected a−total movement of algorithm
MV1
(
n, 1λ
)
is
n∑
i=2
D(a)i =
a!
2 a2
(
a
2 + 1
)
!
n1+
a
2
λa
+
O
(
n
a
2
)
λa
.
This is enough to prove the case when ∆ = 0.
Case ∆ > 0. Observe that
∑
j
(a
j
)(−1)j(1 + ∆)a−j [ jj] = ∆a .
Therefore
D(a)i =
∆a
λa
· (i − 1)a + 1
λa
∑
k>0
C2,a−k · (i − 1)a−k,
where C2,a−k depends only on a and k . Again, applying Iden-
tity (7) we conclude that the expected sum of displacements
to the power a of algorithm MV1
(
n, 1+∆λ
)
is
Θ(n1+a)
λa . This is
enough to prove the case when ∆ > 0 which completes the
proof of Theorem 5. 
The next theorem extends the case ∆ = 0 in our Theorem
5 to real valued exponents.
It is worthwhile to mention that, the asymptotic result of
Theorem 6 for all exponents a ≥ 1 follows from Theorem 5
when a is positive even natural and the probabilistic represen-
tation of absolute moments in terms of characteristic functions
(see [45], [46] for details).
Theorem 6. Fix a ≥ 1. The expected a-total movement of
algorithm MV1
(
n, 1λ
)
is respectively 5
a!
2 a2 Γ
(
a
2 + 2
) n1+ a2
λa
+
O
(
n
a
2
)
λa
,
We also prove the following tight bound for 1−total move-
ment of Algorithm 1 when s = 1+λ and  > 0.
Theorem 7. Let  > 0 be a constant independent on n
and λ. Then the expected 1−total movement of algorithm
MV1
(
n, 1+λ
)
is respectively
Θ(n2)
λ .
Proof. Let D(1)i be the expected distance between Xi − X1 and
the i−th sensor position, ti−1 = (1 + ) i−1λ for i = 2, 3, . . . , n,
hence given by
D(1)i =
∫ ∞
0
|t − ti−1 | fi−1,λ(t)dt.
Let us recall that E [Xi − X1] = i−1λ (see (2) for l = i − 1).
Applying Inequality (5) for Z = Xi − X1, q = ti−1 and  > 0
we have

i − 1
λ
≤ D(1)i ≤ (2 + )
i − 1
λ
.
Since
∑n
i=2(i − 1) = (n−1)n2 , we have
n∑
i=2
D(1)i =
Θ
(
n2
)
λ
(8)
This completes the proof of Theorem 7. 
5The Gamma function Γ(z) is the extension of the factorial to positive real
number arguments. When a is an even natural number we have Γ
( a
2 + 2
)
=( a
2 + 1
)
!.
5B. Expected Minimal a−total Movement for s = v = 1λ
In this subsection we look at the expected minimal a−total
movement when the interference-connectivity distances s and
v are equal to 1n . We prove the upper bound
O
(
n
1+ a2
)
λa on the
expected minimal a−total movement (see Theorem 8). Our
Theorem 9 and Theorem 10 give the lower bound
Ω
(
n
1+ a2
)
λa on
the expected minimal a−total movement.
We begin with a theorem which indicates how to apply
the results of Theorem 5 to the upper bound on the expected
a−total movement, when a ≥ 1. In the proof of Theorem
8, we combine together discrete Ho¨lder inequality, Jensen’s
inequality and the asymptotic result of Theorem 5.
Theorem 8. Let a ≥ 1. The expected a−total movement of
algorithm MV1
(
n, 1λ
)
is respectively
O
(
n
1+ a2
)
λa .
Proof. Assume that a ≥ 1. Let D(a)i be the expected distance
to the power a between Xi − X1 and the ith sensor position.
Let b be the even natural number such that b − a > 0. Then
we use discrete Ho¨lder inequality with parameters ba and
b
b−a
and get
n∑
i=2
D(a)i ≤
(
n∑
i=2
(
D(a)i
) b
a
) a
b
(
n∑
i=2
1
) b−a
b
=
(
n∑
i=2
(
D(a)i
) b
a
) a
b
(n − 1) b−ab . (9)
Next we use Jensen’s inequality (see (4)) for f (x) = x ba and
E[X] = D(a)i and get (
D(a)i
) b
a ≤ D(b)i . (10)
Combining together (9), (10) and Theorem 5 we deduce that
n∑
i=2
D(a)i ≤
(
Θ
(
n1+
b
2
λb
)) a
b
(n − 1) b−ab =
Θ
(
n1+
a
2
)
λa
.
This is enough to prove the upper bound which finishes the
proof of Theorem 8. 
We now prove the desired lower bound for expected 1−total
movement.
Theorem 9. Any sensor’s displacement algorithm which
solves
(
1
λ,
1
λ
)
− IP problem requires expected 1−total move-
ment of at least
Ω
(
n
3
2
)
λ .
Proof. Before providing the proof of the theorem we make
two important observations.
Let X1 < X2 < · · · < Xn be the initial positions of the
sensors. Recall that by the monotonicity lemma no sensor Xi
is ever placed before sensor Xj, for all i < j .
We assume that the final position of the first sensor is the
nonnegative random variable Z with E[Z] < ∞.
We are now ready to prove the theorem. Let Xi be the arrival
times of the i−th event in Poisson process with arrival rate λ.
Let ti = iλ, for i = 1, 2, . . . , n. Putting together Theorem 6 and
Equation (1) for j = 1, l = i − 1 we have the following tight
asymptotic result
n−1∑
i=1
E [|Xi − ti |] = C1 n
3
2
λ
+
O
(
n
1
2
)
λ
, (11)
where C1 = (
√
2Γ(5/2))−1. There are two cases to consider.
Case 1. The algorithm moves the sensor Xi to the position
Z + bi, where bi = 1λ (i − 1), for i = 1, 2, . . . n and E[Z] >
1
2C1
n
1
2
λ .
Combining together Inequality (5) for Z := Xi − Z , q = bi
Equation (2) for l = i and the triangle inequality we get
n∑
i=1
E [|Xi − Z − bi |] ≥
n∑
i=1
E[Z] − 1λ 
≥
n∑
i=1
(12C1 n 12λ
 −  1λ 
)
=
Θ
(
n
3
2
)
λ
.
This is enough to prove the first case.
Case 2. The algorithm moves the sensor Xi to the position
Z + bi, where bi = 1λ (i − 1), for i = 1, 2, . . . n and E[Z] ≤
1
2C1
√
n
λ .
Let us recall that ti = iλ, for i = 1, 2, . . . , n. Using the
triangle inequality
|Xi − ti | ≤ |Xi − (Z + bi)| + |(Z + bi) − ti |
we get
n∑
i=1
E [|Xi − (Z + bi)|] ≥
n∑
i=1
E [|Xi − ti |] −
n∑
i=1
E
Z − 1λ  .
Combining together Equation (11), assumption E[Z] ≤ 12C1
√
n
λ
and the triangle inequality E
[Z − 1n ] ≤ E[Z] + 1λ we have
n∑
i=1
E [|Xi − (Z + bi)|] ∈
Ω
(
n
3
2
)
λ
.
This is enough to prove the second case and sufficient to
complete the proof of Theorem 9. 
We now apply Theorem 9 in order to derive the lower bound
on the expected a−total movement when a > 1. Let us note
that the proof of Theorem 10 is analogous to the proof of
Theorem 8 .
Theorem 10. Let a > 1. Then any sensor’s displacement
algorithm which solves
(
1
λ,
1
λ
)
− IP problem requires expected
a−total movement of at least Ω
(
n
1+ a2
)
λa .
C. Expected Minimal a−total Movement for 1λ < s ≤ v
In this subsection we study the expected minimal a−total
movement when the interference-connectivity distances s and
v are greater than 1λ . We give the upper bound
O(n1+a)
λa on the
expected a−total movement, when a > 1 (see Theorem 11) and
6the lower bound
Ω(n1+a)
λa on the expected a−total movement,
when a ≥ 1 (see Theorem 12 and Theorem 13).
We begin with a theorem which indicates how to apply
the results of Theorem 5 to the upper bound on the expected
a−total movement, when a > 1.
Theorem 11. Let  > 0 be a constant independent on n and
λ. Let a > 1. The expected a−total movement of algorithm
MV1
(
n, 1+λ
)
is in
O(n1+a)
λa .
We can now prove the desired lower bound for expected
1−total movement. We note that the proof of Theorem 12 is
analogous to the proof of Theorem 9.
Theorem 12. Fix τ ≥  > 0 independent on n and λ. Then any
sensor’s displacement algorithm which solves
(
1+
λ ,
1+τ
λ
)
− IP
problem requires expected 1−total movement of at least Ω(n2)λ .
We now apply Theorem 12 in order to derive the lower
bound on the expected a−total movement when a > 1.
Theorem 13. Fix τ ≥  > 0 independent on n and λ. Let
a > 1. Then any sensor’s displacement algorithm which solves(
1+
λ ,
1+τ
λ
)
− IP problem requires expected a−total movement
of at least Ω(n).
D. Expected Minimal a−total Movement for s < 1λ and v > 1λ
In this subsection we give algorithm I1(n, s, v) (see Algo-
rithm 2) to solve (s, v)− IP interference-connectivity problem.
Let , τ > 0 be constants independent on n and λ. Let
a ≥ 1. We show that expected a−total movement of algorithm
I1
(
n, 1−λ ,
1+τ
λ
)
is in O(n)λa .
Algorithm 2 I1(n, s, v) Moving sensors in the [0,∞); 0 < s <
v.
Require: The initial location X1 ≤ X2 ≤ · · · ≤ Xn of the n
sensors in the [0,∞) according to Poisson process with
arrival rate λ.
Ensure: The final positions of the sensors such that
∀i=2,3...,n v ≥ Xi − Xi−1 ≥ s (so as that the distance
between consecutive sensors is less or equal v and greater
or equal to s).
1: for i = 2 to n do
2: if Xi − Xi−1 < s then
3: move left-to-right the sensor Xi at the new position
s + Xi−1;
4: else if Xi − Xi−1 > v then
5: move right-to-left the sensor Xi at the new position
v + Xi−1;
6: else
7: do nothing;
8: end if
9: end for
The next theorem gives the desired upper bound.
Theorem 14. Fix , τ > 0 independent on n and λ. Let a ≥ 1.
The expected a−total movement of algorithm I1
(
n, 1−λ ,
1+τ
λ
)
is in O(n)λa .
The general strategy of our proof of Theorem 14 is the
following. Firstly we estimate the expected a−total movement
of algorithm I1(n, s, v) by the sum
n∑
l=1
n
l
E
[(|sl − Xl |+)a] + n∑
l=1
n
l
E
[(|Xl − vl |+)a] .6
Then the result of Theorem 14 is a consequence of the
following lemma.
Lemma 15. Fix  > 0 independent on n and λ. Let a ≥ 1 and
let s = 1−λ , v =
1+τ
λ . Assume that random variable Xl obeys
Gamma distribution with parameters l ∈ N \ {0} and λ > 0.
Then
n∑
l=1
n
l
E
[(|sl − Xl |+)a] = O (n)
λa
, (12)
n∑
l=1
n
l
E
[(|Xl − vl |+)a] = O (n)
λa
. (13)
IV. SENSORS IN THE HIGHER DIMENSION.
Fix d ∈ N \ {0, 1} and a ≥ 1. Let n = md for some m ∈ N.
Let us recall that , τ > 0 are arbitrary small constants
independent on n and λ.
We define our random placement and movement as follows.
Definition 16 (reallocation in [0,∞)d). Consider n sensors
that are randomly placed in the hyperoctant [0,∞)d ac-
cording to d identical and independent Poisson processes
X (1)i , X
(2)
i , . . . , X
(d)
i , for i = 1, 2, . . . , n
1/d each with arrival rate
λ.
• The position of a sensor in the R+ is determined
by the d coordinates (X (1)i1 , X
(2)
i2
, . . . , X (d)id ), where 1 ≤
i1, i2, . . . , id ≤ n1/d .
• We have initially n(d−1)/d rows and n(d−1)/d columns such
that each column and each row has n1/d random sensors.
Then, we reallocate the random sensors so as:
(a) the sensors move only along the axes,
(b) we have finally n(d−1)/d rows and n(d−1)/d columns such
that each column and each row has n1/d sensors,
(c) in each column and in each row the sensors satisfy
(s, v) − IP interference-connectivity requirement.
Figure 1 illustrates our initial random displacement of
sensors in two dimensions.
6This estimation is valid for general class of distribution with property (1).
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Fig. 1. The mobile sensors located in the quadrant [0,∞)2 according to 2
identical and independent Poisson processes.
In order to fullfil the requirements (a), (b), (c) two algo-
rithms are presented. Namely,
• for the case of s = 1λ, v =
1
λ we show that the expected
a−total movement of algorithm MVd
(
n, 1λ
)
is in
Θ
(
n
1+ a2d
)
λa
(see Theorem 19),
• for the case of s = 1−λ , v =
1+τ
λ we prove that the
expected a−total movement of algorithm Id
(
n, 1−λ ,
1+τ
λ
)
is in O
(
n1−
a
d
)
(see Theorem 21).
Algorithm 3 MVd(n, s) Moving sensors in the [0,∞)d, d ≥ 2,
s > 0.
Require: The initial location (X (1)i1 , X
(2)
i2
, . . . , X (d)id ) of the n
sensors in the [0,∞)d, 1 ≤ i1, i2, . . . , id ≤ n1/d .
Ensure: The final positions of the sensors such that in each
column and in each row the consecutive sensors are
separated by the distance equal to s.
1: ∀1 ≤ i1,i2,...,id ≤ n1/d move the sensor at
the location (X (1)i1 , X
(2)
i2
, . . . , X (d)id ) to the position
(X (1)1+(i1−1)s, X
(2)
1+(i2−1)s, . . . , X
(d)
1+(id−1)s);
Algorithm 4 Id(n, s, v) Moving sensors in the [0,∞)d, d ≥ 2,
0 < s < v.
Require: The initial location (X (1)i1 , X
(2)
i2
, . . . , X (d)id ) of the n
sensors in the [0,∞)d, 1 ≤ i1, i2, . . . , id ≤ n1/d .
Ensure: The final positions of the sensors such that in each
column and in each row the sensors satisfy (s, v) − IP
interference-connectivity requirement.
1: For each column and row in the [0,∞)d apply algorithm
I1(n1/d, s, v);
We call a move of a sensor a sliding move if the final
position of the sensor is either in the same row or column
as its initial position.
In this section, we restrict the movement of sensors to a
sliding movement. The claim is justified in Lemma 17 whose
simple proof is omitted. Such a reduction of the movement
is indeed crucial and reduces the displacement of sensors in
the higher dimension to the displacement of sensors in the
half-infinite interval [0,∞).
Lemma 17. The optimal reallocation of sensors which ensures
the requirements (a), (b), (c) is a sliding movement.
The next simple lemma will be helpfull in estimating the
upper bound in Theorems 19-21.
Lemma 18. Fix a ≥ 1. Let M be the sensor movement in
[0,∞)d . Assume that M = ∑di=1 Mi, where Mi is the sensor
movement along the i−th fixed axis [0,∞). Then
E[Ma] ≤ Ca,d
d∑
i=1
E[Mai ],
where Ca,d is some constant which depend only on fixed a
and d.
We now embark to extend the results from Section III to
the high dimensions. We can prove the following sequences
of Theorem.
The next theorem clarifies how the interference-connectivity
distances s = 1λ, v =
1
λ affect the expected minimal a−total
movement.
Theorem 19. Let a ≥ 1 be a constant. Assume that n
sensors are placed in the [0,∞)d according to d independent
identical Poisson processes, each with arrival rate λ and the
reallocation of sensors ensures the requirements (a), (b), (c).
If the interference-connectivity distances s = 1λ, v =
1
λ then
the expected minimal a−total movement is in Θ
(
n
1+ a2d
)
λa .
Proof. First of all, we discuss the proof of the upper bound.
By Theorem 8 applied to n := n1/d and for n(d−1)/d columns
and n(d−1)/d rows, as well as Lemma 18 we derive that the
expected a−total movement of algorithm MVd
(
n, 1λ
)
is
2Ca,dn(d−1)/d
O
((
n1/d
)1+ a2 )
λa
=
O
(
n1+
a
2d
)
λa
.
Next we prove the lower bound. Since the movement of sen-
sors along the axes is a sliding move to attain the interference-
connectivity distances s = 1λ, v =
1
λ in the [0,∞)d the sensors
have to attain the interference-connectivity distances s = 1λ,
v = 1λ in each column and each row. By Theorem 9 and
Theorem 10 applied to n := n1/d and for n(d−1)/d columns we
have the following lower bound
n(d−1)/d
Ω
((
n1/d
)1+ a2 )
λa
=
Ω
(
n1+
a
2d
)
λa
.
This is sufficient to complete the proof of Theorem 19. 
We now analyze the expected minimal a−total movement
when the interference-connectivity distances s and v are
greater than 1λ . The proof of the next theorem is analogous
to the proof of Theorem 19.
8Theorem 20. Fix τ ≥  > 0 independent on n. Let a ≥ 1 be
a constant. Assume that n sensors are placed in the [0,∞)d
according to d independent identical Poisson processes, each
with arrival rate λ and the reallocation of sensors ensures
the requirements (a), (b), (c). If the interference-connectivity
distances are equal to s = 1+λ , v =
1+τ
λ , then the expected
minimal a−total movement is in Θ
(
n
1+ a
d
)
λa .
The next theorem provides the expected minimal a−total
movement for s < 1λ and v >
1
λ .
Theorem 21. Fix , τ > 0 independent on n. Let a ≥ 1 be
a constant. Assume that n sensors are placed in the [0,∞)d
according to d independent identical Poisson processes, each
with arrival rate λ and the reallocation of sensors ensures the
requirements (a), (b), (c). The expected a−total movement of
algorithm Id
(
n, 1−λ ,
1+τ
λ
)
is in O(n)λa .
V. EXPERIMENTAL RESULTS
In this section, we provide a set of experiments to illustrate
how interference distance s and connectivity distance v impact
the minimal expected a−total movement.
Namely, we implemented Algorithms (1-2) in Wolfram
Mathematica 10.0 for a = 1 and a = 2 and λ = n. 7
Figure 3 and 6 illustrate the expected a−total movement of
Algorithm 1 when s = v = 1.1n for the number of sensors
n ∈ {1, 2, . . . , 3000}. Observe that 1−total movement E1(n)
and 2−total movement E2(n) are in Θ(n).
In Figure 4 and 7 the black dots are the numerical re-
sults of the expected a−total movement of Algorithm 1 for
s = 1n . The additional curves
{(
n, 1√
2Γ( 52 )
√
n
)
, 1 ≤ n ≤ 3000
}
,{(
n, 12
)
, 1 ≤ n ≤ 3000
}
represent the exact theoretical estima-
tions (see Theorem 6 for a = 1 and Theorem 5 for a = 2,
∆ = 0).
The expected a−total movements of Algorithm 2 for the
parameters s = 0.4n and v =
1.6
n and the number of sensors
n ∈ {1, 2, . . . , 3000} are depicted in Figure 2 and 5. It can
be seen that 1−total movement E1(n) is in Θ(1) and 2−total
movement E2(n) is in Θ
(
1
n
)
.
7It is not difficult to repeat the simulation from this section for all
exponents a ≥ 1 and to any parameter λ > 0, as well as for Algorithms
(3-4) to visualize and confirm the threshold phenomena.
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Fig. 2. The expected 1−total movement E1(n) of Algorithm 2 for
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Fig. 6. The expected 2−total movement E2(n) of Algorithm 1 for
s = 1.1n
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Fig. 7. The expected 2−total movement E2(n) of Algorithm 1 for s = 1n
Finally, it is worth to pointing out that the simulations
confirm very well our theoretical tight, as well as upper
bounds.
VI. CONCLUSION
In this paper we investigated the energy efficient displace-
ment of random sensors to avoid interference and to ensure
good communication when n sensors are initially placed in the
hyperoctant [0,∞)d according to d identical and independent
Poisson processes each with arrival rate λ. We obtained
tradeoffs between interference distances s, v and the expected
minimal a−total movement of n random sensors. It is dis-
covered and explained the threshold phenomena around the
interference-connectivity distance s = v = 1λ for the expected
minimal a−total movement.
It would be interesting to study the energy efficient displace-
ment of sensors to ensure good communication and to avoid
interference for other more general random processes in one
dimension, as well as in the higher dimensions.
There are also several interesting problems concerned with
the ideal network when the consecutive sensors are not to close
while at the same time are not to far. These include performing
efficient monitoring against illegal intruders in one and in the
higher dimensions. Another interesting problem is concerned
with good communication when some sensors are unrelaible.
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APPENDIX
Proof. (Lemma 3) Before providing the proof we recall some
known facts about Stirling numbers, Eulerian numbers, as well
as the finite difference operator that will be used in the proof.
Let
〈〈
n
k
〉〉
be the Eulerian numbers of the second kind,
which are defined for all integer numbers such that 0 ≤ k ≤
n. The following two identities for Eulerian numbers of the
second kind are known (see Identities (6.42), and (6.44) in
[19]): ∑
l
〈〈m
l
〉〉
=
(2m)!
(m)!
1
2m
, (14)
[
m
m − p
]
=
∑
l
〈〈 p
l
〉〉 (m + l
2p
)
. (15)
Let us recall the definition of the finite difference of a
function f
∆ f (x) = f (x + 1) − f (x).
Then, high-order differences are defined by iteration
∆a f (x) = ∆∆a−1 f (x).
It is easy to prove by induction the following formula (see
also [19, Identity 5.40])
∆a f (x) =
∑
j
(
a
j
)
(−1)a−j f (x + j). (16)
We are now ready to proof Lemma 3.
Choosing f (x) = [ xx−l1] in (16) we see that
∆a
[
x
x − l1
] 
x=0
=
∑
j
(
a
j
)
(−1)a−j
[
x + j
x + j − l1
] 
x=0
=
∑
j
(
a
j
)
(−1)j
[
j
j − l1
]
.
Applying equations (14), (15) and the following identity
∆a
(x+l
2l1
) 
x=0
=
{
0 if 2l1 < a
1 if 2l1 = a
, we easily derive
∆a
[
x
x − l1
] 
x=0
=
∑
l
〈〈
l1
l
〉〉
∆a
(
x + l
2l1
)
x=0
=

0 if 2l1 < a∑
l
〈〈
a
2
l
〉〉
= a!( a2 )!2 a2
if 2l1 = a.
This is enough to prove Lemma 3. 
Proof. (Theorem 6) Let us recall that, the asymptotic result of
Theorem 6 for all exponents a ≥ 1 follows from Theorem 5
when a is positive even natural and the following probabilistic
representation of absolute moments in terms of characteristic
functions.
Theorem 22 (cf. [45], [46]). Let Y be a random variable with
the distribution function F(x) and the characteristic function
ϕ(t). Assume that E [|Y |a] < ∞, where a ≥ 1 and a is not an
even integer. Let αk = E[Y k], where k is nonnegative integer.
Then
E [|Y |a] = Γ(a + 1)
pi
cos
(a + 1)pi
2
×
×
∫ ∞
−∞
<ϕ(t) −∑[ a2 ]
k=0
(−1)kα2k t2k
(2k)!
|t |a+1 dt,
where
[
a
2
]
is the greatest integer less than or equal to a2 .
As a first step, note that if a ≥ 1 and a is an even integer
the result of Theorem 6 follows from Theorem 5, as well as
the identity Γ( a2 + 2) =
(
a
2 + 1
)
!.
Therefore, we may assume that a ≥ 1 and a is not an even
integer. Let k be nonnegative integer. Let Xi be the arrival
time of the i−th event in a Poisson process with arrival rate
n.
We investigate the random variables Yi =
(
Xi − i−1n
)
with
its characteristic function ϕi(t), for i = 2, . . . , n. Observe that
<ϕi(t) −
[ a2 ]∑
k=0
(−1)kE[Y2ki ]t2k
(2k)! =
∞∑
k=[ a2 ]+1
(−1)kE[Y2ki ]t2k
(2k)! .
(17)
Combining together Equation (17) and Theorem 22 for Y := Yi
we get
E [|Yi |a] = 2Γ(a + 1)
pi
cos
(a + 1)pi
2
×
×
∫ ∞
0
∞∑
k=[ a2 ]+1
(−1)kE[Y2ki ]t2k−a−1
(2k)! dt . (18)
Putting together Equation (18) with Theorem 5 for a := 2k
we derive
E
[
n∑
i=2
|Yi |a
]
= 2
Γ(a + 1)
pi
cos
(a + 1)pi
2
∫ ∞
0
×
×
∞∑
k=[ a2 ]+1
(−1)k t2k−a−1
(2k)!
( (2k)!
2k(k + 1)!n
1−k +O
(
n−k
))
dt.
Substitution t =
√
ny in the last integral leads to
E
[
n∑
i=2
|Yi |a
]
= 2
Γ(a + 1)
pi
cos
(a + 1)pi
2
×
×
∫ ∞
0
∞∑
k=[ a2 ]+1
(−1)k
2k(k + 1)! y
2k−a−1dy
(
n1−
a
2
)
+O
(
n−
a
2
)
. (19)
Let
Ca = 2
Γ(a + 1)
pi
cos
(a + 1)pi
2
×
×
∫ ∞
0
∞∑
k=[ a2 ]+1
(−1)k
2k(k + 1)! y
2k−a−1dy. (20)
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Using the identity∫ ∞
0
∞∑
k=[ a2 ]+1
(−1)k
2k(k + 1)! y
2k−a−1dy
=
−1
21+ a2
Γ
(
−1 − a
2
)
when a is not an even integer. (21)
we easily have
Ca =
Γ(a + 1)
pi
cos
(a + 1)pi
2
−1
2 a2
Γ
(
−1 − a
2
)
. (22)
Remark 23. The following Mathematica code can be used to
confirm the validity of Identity (21).
Assuming[a>0 && 0<a-2IntegerPart[a/2]<2,
Integrate[Sum[((-1)ˆk)/(2ˆk*(k+1)!)
*yˆ(2k-a-1), {k, IntegerPart[a/2]+1,
Infinity}],{y, 0, Infinity}]]
From Euler’s reflection formula Γ(1 − z)Γ(z) = pisin(piz) (see
[40, Identity 5.5.3]) for z := 2 + a2 , the identity
cos
( (a+1)pi
2
)
sin((2+ a2 )pi) =−1, as well as Equation (22) we derive
Ca =
Γ (a + 1)
2 a2 Γ
(
2 + a2
) . (23)
Together (19), (20) and (23) we conclude that the expected
a−total movement of algorithm MV1
(
n, 1n
)
is Γ(a+1)
2
a
2 Γ(2+ a2 )
n1−
a
2 +
O
(
n−
a
2
)
which completes the proof of Theorem 6. 
Proof. (Theorem 10) Assume that a > 1. Let E (a)i be the ex-
pected distance to the power a of i−th sensor for i = 1, 2, . . . , n.
Then we use discrete Ho¨lder inequality with parameters a and
a
a−1 and get
n∑
i=1
E (1)i ≤
(
n∑
i=1
(
E (1)i
)a) 1a ( n∑
i=1
1
) a−1
a
=
(
n∑
i=1
(
E (1)i
)a) 1a
n
a−1
a . (24)
Next we use Jensen’s inequality (see (4)) for f (x) = xa and
E[X] = E (1)i and get (
E (1)i
)a
≤ E (a)i . (25)
Combining together (24), (25) and Theorem 9 we deduce that
n∑
i=1
E (a)i ≥
(
n∑
i=1
E (1)i
)a
n−a+1 =
(
Ω
(√
n
))a
n−a+1
= Ω
(
n1−
a
2
)
.
This is enough to prove the lower bound and completes the
proof of Theorem 10. 
Proof. (Theorem 11 ) Let D(a)i be the expected distance to the
power a between Xi − X1 and the ith sensor position. Let b be
the even natural number such that b−a > 0. Then we proceed
as in the upper bound treatment from the proof of Theorem 8
and get
n∑
i=2
D(a)i ≤
(
n∑
i=2
(
D(a)i
) b
a
) a
b
(n − 1) b−ab (26)
(
D(a)i
) b
a ≤ D(b)i (27)
Combining together (26), (27) and Theorem 5 we deduce that
n∑
i=2
D(a)i ≤ (Θ(n))
a
b (n − 1) b−ab = Θ(n).
This is sufficient to complete the proof of Theorem 11. 
Proof. (Theorem 12)
Fix τ ≥  > 0 independent on n and λ. Let Xi be the arrival
times of the i−th event in Poisson process with arrival rate. We
assume that the algorithm moves the sensor Xi to the position
bi = Z +
1+∆i
λ (i − 1) provided  ≤ ∆i ≤ τ for i = 1, 2, . . . , n,
where Z is the nonnegative random variable with E[Z] < ∞.
It is sufficient to show that
n∑
i=1
E [|Xi − bi |] ∈
Ω
(
n2
)
λ
.
Applying Inequality (5) for Z := Xi − Z − ∆i i−1λ , q = i−1λ
and Equation (2) for l = i we get
n∑
i=1
E
[Xi − (Z + 1 + ∆iλ (i − 1))]
≥
n∑
i=1
E[∆i]λ i + E[Z] − 1 + E[∆i]λ 
≥
n∑
i=1
(
E[∆i]
λ
i + E[Z] − 1 + E[∆i]
λ
)
≥
n∑
i=1
(

λ
i + E[Z] − 1 + τ
λ
)
=
Θ
(
n2
)
λ
This completes the proof of Theorem 12. 
Proof. (Theorem 13 )
Assume that a > 1. Let E (a)i be the expected distance to the
power a of i−th sensor for i = 1, 2, . . . , n. As in the proof of
Theorem 10 we get two inequalities:
n∑
i=1
E (1)i ≤
(
n∑
i=1
(
E (1)i
)a) 1a
n
a−1
a , (28)(
E (1)i
)a
≤ E (a)i . (29)
Combining together (28), (29) and Theorem 12 we deduce that
n∑
i=1
E (a)i ≥
(
n∑
i=1
E (1)i
)a
n−a+1 =
(
Ω
(
n2
)
λ
)a
n−a+1 =
Ω
(
n1+a
)
λa
.
This is enough to prove the lower bound and completes the
proof of Theorem 13. 
Proof. (Theorem 14 ) Let s = 1−λ , v =
1+τ
λ , where  and τ are
arbitrary small constants independent on n and λ.
Firstly, we consider the following scenario.
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• Algorithm 2 leaves the sensors X1, X2, . . . , Xi at the same
positions.
• Algorithm 2 moves the sensors Xi+1, Xi+2, . . . Xi+q at the
new locations.
• Algorithm 2 leaves the sensors Xi+q+1, Xi+q+2, . . . , Xn at
the same positions.
Let q = q1 + q2 + · · ·+ qk for some q1, q2, . . . , qk ∈ N+. Define
Sj =
{
i if j = 0
i + q1 + q2 + · · · + qj if j ∈ {1, 2, . . . , k − 1}.
Consider an integer configuration (q1, q2, . . . , qk) as specified
above.
• For each j ∈ {0, 1, . . . , k − 1} Algorithm 2 moves
the sensors XS j+1, XS j+2, . . . , XS j+qj+1 in the one chosen
direction left to right or right to left.
• For each j ∈ {0, 1, . . . , k − 2} the movement
direction of sensors XS j+1, XS j+2, . . . , XS j+qj+1 is
opposite to the movement direction of sensors
XS j+1+1, XS j+1+2, . . . , XS j+1+qj+2 .
Let T(q1, q2, . . . , qk) be the movement to the power a of the
sensors Xi+1, Xi+2, . . . Xi+q and let T(qk) be the displacement
to the power a of the sensors XSk−1+1, XSk−1+2, . . . , XSk−1+qk .
There are two cases to consider.
Case 1. The sensor XSk−1 moves left to right to the new
position Y and the sensors XSk−1+1, XSk−1+2, . . . , XSk−1+qk move
right to left.
Observe that
T(qk) =
qk∑
l=1
(XSk−1+l − (Y + vl)+)a .
Since XSk−1 < Y we upper bound the displacement T(qk) as
follows
T(qk) ≤
qk∑
l=1
(XSk−1+l − (XSk−1 + vl) +)a .
Using Identity Xj+l − Xj = Xl for j := Sk−1 (see (1)) we get
T(qk) ≤
qk∑
l=1
(|Xl − vl |+)a . (30)
Case 2. The sensor XSk−1 moves right to left to the new
position Z and the sensors XSk−1+1, XSk−1+2, . . . , XSk−1+qk move
left to right.
Observe that
T(qk) =
qk∑
l=1
(Z + sl − XSk−1+l +)a .
Since Z < XSk−1 we upper bound the displacement T(qk) as
follows
T(qk) =
qk∑
l=1
(XSk−1 + sl − XSk−1+l +)a .
Using Identity Xj+l − Xj = Xl for j := Sk−1 (see (1)) we get
T(qk) ≤
qk∑
l=1
(|sl − Xl |+)a . (31)
Combining together inequalities (30) and (31) we have
T(q1, q2, . . . , qk) ≤T(q1, q2, . . . , qk−1) +
qk∑
l=1
(|Xl − vl |+)a
+
qk∑
l=1
(|sl − Xl |+)a .
Hence, by induction we get
T(q1,q2, . . . , qk)
≤
k∑
j=1
qj∑
l=1
(|Xl − vl |+)a +
k∑
j=1
qj∑
l=1
(|sl − Xl |+)a .
Next we make an important observation that extends our
estimation to general scenario of Algorithm 2. Let Ta be the
a−total displacement of Algorithm 2.
Observe that the displacements (|sl − Xl |+)a and
(|Xl − vl |+)a can appear in the Algorithm 2 at most nl
times. Therefore
Ta ≤
n∑
l=1
n
l
(|sl − Xl |+)a +
n∑
l=1
n
l
(|Xl − vl |+)a
Passing to the expectations we have
E [Ta] ≤
n∑
l=1
n
l
E
[(|sl − Xl |+)a] + n∑
l=1
n
l
E
[(|Xl − vl |+)a]
Finally, using Lemma 15 for s = 1−λ and v =
1+τ
λ we conclude
that E [Ta] = O(n)λa . This is enough to prove Theorem 14. 
Proof. (Lemma 15)
Fix a ≥ 1. There are two cases to consider
Case 1: Inequality (12)
Assume that Xl obeys Gamma distribution with parameters
l ∈ N \ {0} and λ > 0. Let s = 1−λ , where  > 0 is some
constant independent on n and λ.
The following technical inequality for Gamma distribution
is known.
E
[ ((sl − Xl)+)a]
≤
(
1 − 
λ
)a (
la(le + 2) ((1 − )e )l + l
a

((1 − )e )l
el
)
(32)
(see the estimation for k := l and δ =  after Inequality (35)
in [26]).
Using elementary inequality (1 − )e < 1 when  ∈ (0, 1)
we deduce that
n∑
l=1
1
l
(
1 − 
λ
)a (
la(le + 2) ((1 − )e )l + l
a

((1 − )e )l
el
)
=
O(1)
λa
. (33)
Combining together (32), (33) we get
n∑
l=1
n
l
E
[(|sl − Xl |+)a] = O (n)
λa
.
This is enough to prove Inequality (12).
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Case 2: Inequality (13)
Assume that Xl obeys Gamma distribution with parameters
l ∈ N \ {0} and λ > 0. Let v = 1+τλ , where τ > 0 is some
constant independent on n and λ.
The following technical inequality for Gamma distribution
is also known.
E
[ ((Xl − vl)+)a]
1
λa
(
fa,τ(l)
) a
dae
((
1 + τ
eτ
) a
dae
) l
, (34)
where
fa,τ(l)
= (l + dae) dae
(
(l + 1) + (dae − 1)(1 + ) dae−1l dae−1
)
(see the estimation for k := l and  := τ after Inequality (27)
in [26]).
Applying elementary inequality 1+τeτ < 1, when τ > 0 we
get
(
1+τ
eτ
) a
dae
< 1. Since
(
fa,τ(l)
) a
dae is bounded by some
polynomial fo variable l and degree l dae+1 we deduce that
n∑
l=1
1
λa
(
fa,τ(l)
) a
dae
l
((
1 + τ
eτ
) a
dae
) l
=
O(1)
λa
. (35)
Combining together (34), (35) we get
n∑
l=1
n
l
E
[(|Xl − vl |+)a] = O (n)
λa
.
This is enough to prove desired Inequality (13) and it
completes the proof of Lemma 15. 
Proof. (Lemma 18) First of all, we recall the following
elementary inequality.
Fix a ≥ 1. Let x, y ≥ 0. Then
(x + y)a ≤ 2a−1(xa + ya). (36)
Notice that, Inequality (36) is the consequence of the fact that
f (x) = xa is convex over R+ for a ≥ 1.
Applying (d − 1) times Inequality (36) for the sequence
M1,M2, . . .Md and passing to the expectations we easily
derive
E[Ma] ≤ Ca,d
d∑
i=1
E[Mai ].
This is enough to prove Lemma 18. 
Proof. (Theorem 20)
Fix τ ≥  > 0 independent on n. By Theorem 11 applied to
n := n1/d and for n(d−1)/d columns and n(d−1)/d rows, as well
as Lemma 18 we have that the expected a−total movement of
algorithm MVd
(
n, 1+λ
)
is
2Ca,dn(d−1)/d
O
((
n1/d
)1+a)
λa
=
O
(
n1+
a
d
)
λa
.
This completes the prove of the upper bound.
By Theorem 12 and Theorem 13 applied to n := n1/d and
for n(d−1)/d columns we have that the following lower bound
n(d−1)/d
Ω
((
n1/d
)1+a)
λa
=
Ω
(
n1+
a
d
)
λa
.
This is enough to prove Theorem 20. 
Proof. (Theorem 21 )
Fix , τ > 0 independent on n. By Theorem 14 applied to
n := n1/d and for n(d−1)/d columns and n(d−1)/d rows , as well
as Lemma 18 we have the following upper bound
2Ca,dn(d−1)/d
O
(
n1/d
)
λa
=
O (n)
λa
,
which proves the theorem. 
