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The thermodynamic uncertainty relation provides a universal trade-offs between entropy dissi-
pation rate and fluctuations in transport current. This relation has been mostly used to estimate
a minimum entropy dissipation rate by measuring current fluctuations. Here we show that such
uncertainty relation cannot be simultaneously achievable for any two generalized currents, which
leads to a potential underestimation of the minimum entropy dissipation rate.
Recent advances in stochastic thermodynamics have
revealed a remarkable trade-off—the thermodynamic un-
certainty relation—between current fluctuations and sys-
tem’s entropy production [1, 2]. In general, it states that
a precise steady current requires more energy dissipation.
This relation was first proven for Markov jump processes
in long time limit by large deviation theory [2], and has
been almost immediately extended to many different di-
rections by similar techniques, including diffusion pro-
cesses, finite-time processes, discrete-time processes, pe-
riodic driving systems, quantum systems, first-passage-
time fluctuations, etc [3–11]. However, it remains elusive
whether this relation is tight, i.e., the minimum is achiev-
able by real systems [5].
Recently, Dechant extended the original scalar-valued
version of long time limit fluctuations to multidimensions
[7], proven by Cra´mer-Rao bound. Here we first pro-
vide an alternative and more general proof using large
deviation theory. Our proof could be seen as a natural
generalization of the first proof for scalar-valued relation
[2], thus all its extensions, such as the bound on first-
passage-time and finite-time fluctuations, can be gener-
alized to vector-value immediately in the same manner.
We then use this multidimensional relation to prove a
striking fact that any two scalar-valued relations for dif-
ferent observed currents cannot be achieved simultane-
ously, i.e., their minima cannot be reached in the same
time.
I. DERIVATION OF THE
MULTIDIMENSIONAL THERMODYNAMIC
UNCERTAINTY RELATION BY LARGE
DEVIATION
Our deviation follows the similar logic with [2], which is
based on Markov jump process but can also be applied for
diffusion processes. We first review the original deriva-
tion since it is also important to derive the new result.
Here without loss of generality, we consider a classical
thermodynamic system with N mesoscopic states, with
transition between y and z are modelled as a continuous-
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time Markov jump process with rate r(y, z). Thermo-
dynamic consistency requires local detailed balance con-
dition, i.e., r(y, z) 6= 0 ⇔ r(z, y) 6= 0, and we assume
the system is irreducible which further ensures that there
exists a unique stationary probability distribution π(y).
For systems far from equilibrium, a non-vanishing current
j(y, z) may exist, which empirically counting the number
of net jumps from y to z in a unit time. In the long time
limit, such current will converges to the associated sta-
tionary current jπ(y, z) = π(y)r(y, z) − π(z)r(z, y), but
fluctuations always exist, which is the observable we are
interested in.
We start from level 2.5 large deviation rate function for
Markov jump processes. Level 2.5 large deviation theory
focuses on the joint probability distribution P(p, j) of the
empirical density p and empirical current j. In the long
but finite time T , it has an asymptotic relation P(p, j) ≍
e−TI(p,j), where the rate function I(p, j), according to
[12], is equal to
I(p, j) =
∑
y<z
Ψ(j(y, z), j¯(y, z), a(y, z)), (1)
and
Ψ(j, j¯, a) = j
(
arcsinh
j
a
− arcsinh
j¯
a
)
−
(√
j2 + a2 −
√
j¯2 + a2
)
, (2)
where a(y, z) = 2
√
p(y)r(y, z)p(z)r(z, y) and j¯ =
p(y)r(y, z)− p(z)r(z, y) is the average current associated
with a given empirical density. Then we use an upper
bound ΨLR(j(y, z)) > Ψ(j, j¯, a) of each edge, derived
from [2]:
ΨLR(j(y, z)) =
(j(y, z)− jπ(y, z))
2
4jπ(y, z)2
σπ(y, z), (3)
where σπ(y, z) = jπ(y, z) ln π(y)r(y,z)
π(z)r(z,y) the stationary en-
tropy production rate of edge (y, z) [13]. By the contrac-
tion principle [14], we then obtain an upper bound for the
rate function of the current I(j) 6
∑
y<z ΨLR (j(y, z)).
What we are interested in is the generalized current,
defined as a linear combination of the current of each
edge:
 =
∑
y<z
d(y, z)j(y, z). (4)
2If only one generalized current is of interested, then the
rate function of this generalized current can be bounded
by letting j∗ = jπ/π which automatically satisfies
Eq. (4). By this choice j∗ we obtain the upper bound
of the rate function of :
I() 6
1
4
(

π
− 1
)2∑
y<z
σπ(y, z). (5)
Let Σπtot =
∑
y<z σ
π(y, z) which is equal to the total
entropy production rate. The relative uncertainty of 
is defined as variance normalized by mean square ǫ2 =
Var[]/(π)2, then the bound Eq. (5) becomes a bound
on variance by the fact I(π)′′ = 1/Var[], which leads
to the scalar-value thermodynamic uncertainty relation
first conjectured by A.C. Barato and U. Seifert [1], and
later proven by T.R. Gingrich et al. [2]:
ǫ2Σπtot > 2. (6)
Now we generalized the results above to situations
when multiple generalized currents are measured simul-
taneously. Consider m generalized currents in the same
time, and let ℓ =
∑
y<z dℓ(y, z)j(y, z) be the ℓ-th one.
Without loss of generality, we only consider linear inde-
pendent combination, i.e., dı(y, z) cannot be expressed as
a linear combination of the rest dℓ(y, z). It further implies
thatm is less or equal to n, the number of edges (y, z)y<z.
From these condition there always exist n m-dimensional
vectors g(y,z) such that j∗(y, z) =
∑
ℓ g
(y,z)
ℓ ℓ (such g
(y,z)
may not be unique). Plug in such j∗ into Eq. (3) and
yield:
I() 6
∑
y<z
(∑
ℓ
g
(y,z)
ℓ ℓ − j
π(y, z)
)2
σπ(y, z)
4 (jπ(y, z))
2 . (7)
The covariance matrix Ξ of {1, 2, · · · , m} can be ob-
tained from the Hessian matrix of I(1, 2, · · · , m) at 
π
[14]:
H[I()|π] = [Ξ(1, 2, · · · , m)]
−1, (8)
where H[I()|π] is the Hessian matrix of I(1, 2, · · · , m)
evaluated at the stationary state, and [Ξ()]−1 is the in-
verse of the covariance matrix of {1, 2, · · · , n}. Comb-
ing Eq (8) and Eq. (7), we can obtain a matrix inequality
[15]:
Ξ−1  GDG⊤, (9)
where D is an n × n diagonal matrix with entries
σπ(y, z)/[2jπ(y, z)2], and G is an m × n matrix which
i-th column is [g(y,z)]. Eq. (9) is hard to interpret since
G is not uniquely chosen, therefore we multiply (π)⊤
and π from left and right, respectively:
(π)⊤[Ξ()]−1(π) 6 [G⊤(π)]⊤D[G⊤(π)] = (jπ)⊤Djπ.
We complete the derivation by noting that (jπ)⊤Djπ =
1
2
∑
y<z σ
π(y, z) = 12Σ
π
tot:
(π)⊤[Ξ()]−1π 6
1
2
Σπtot. (10)
We finally end up with the same result as Dechant has
shown in the Eq. (29) in [7]. Here our approach of large
deviation has been shown to also apply to continuous
diffusion processes [5], providing a proof which is a nat-
ural generalization of the original work on scalar-valued
relations.
II. ACHIEVABILITY OF THE
THERMODYNAMIC UNCERTAINTY RELATION
The thermodynamic uncertainty relation, both scalar-
valued and vector-valued, could be potentially useful to
estimate a minimum entropy production rate by experi-
mentally measuring the fluctuation of currents [16]. How-
ever, such estimation is mostly meaningful if the Eq. (6)
or (10) are tight bounds, i.e., their minima are achiev-
able. It has been proven that Eq. (6) is indeed tightest
and can be achieved within linear-response region when
the generalized current is the empirical entropy produc-
tion itself [2, 5], which is to choose the linear combination
d(y, z) to be the corresponding thermodynamic force:
d(y, z) = ln
π(y)r(y, z)
π(z)r(z, y)
(11)
and the empirical entropy production rate is:
Σtot =
∑
y<z
j(y, z) ln
π(y)r(y, z)
π(z)r(z, y)
(12)
However, the tightness, or achievability, is still unclear
for other generalized currents. Here we show that for
any other generalized current, the thermodynamic un-
certainty relation is not achievable if entropy production
rate displays small fluctuations.
Note that Eq. (10) can be written as
(ǫ−1)⊤̺−1ǫ−1 6
1
2
Σπtot, (13)
where ǫ−1 is an m-dimensional vector:
ǫ−1 =
[
1
ǫ1
,
1
ǫ2
, · · ·
1
ǫm
]⊤
(14)
and ǫℓ =
√
Var[ℓ]/(πℓ )
2 the square root of the relative
uncertainty of ℓ-th generalized current, and ̺ is the cor-
relation coefficient matrix of {1, 2, · · · , m}.
Now consider we are interested in one generalized cur-
rent , the scalar-valued relation, Eq. (6), says its fluctu-
ations is bounded by two over total entropy dissipation
rate. Since it has been proven that the scalar-valued rela-
tion is tight when the generalized current is the empirical
3entropy production, therefore consider one more general-
ized current Σtot the empirical entropy production rate,
then the multidimensional relation Eq. (13) becomes:
[
1/ǫ 1/ǫσ
] [1 ρ
ρ 1
]−1 [
1/ǫ
1/ǫσ
]
6
1
2
Σπtot (15)
where ǫ the uncertainty of , and ǫσ the uncertainty
of entropy production. ρ is the correlation coefficient
between  and Σtot. Divided by
√
Σπtot on both sides, it
then gives a lower bound:
2
ǫ2Σ
π
tot
− 2ρ
√
2
ǫ2Σ
π
tot
√
2
ǫ2σΣ
π
tot
+
2
ǫ2σΣ
π
tot
6 (1− ρ2) (16)
Interestingly, Eq. (15) and (16) imply that to let the
scalar-valued relation reaches the minimum ǫ2Σ
π
tot = 2,
the necessary condition is:
ρ > 0 and ǫ2σΣ
π
tot =
2
ρ2
> 2 (17)
Therefore Eq. (16) claims that unless the current we mea-
sured is positively correlated with the entropy produc-
tion, the minimum entropy production estimated from
the scalar-valued relation Eq. (6) cannot be achieved.
More importantly, it shows an rather striking trade-offs
that unless ρ = 1, two minima from scalar-valued rela-
tions ǫ2Σ
π
tot = 2 and ǫ
2
σΣ
π
tot = 2 cannot be achieved in
the same time.
Then one crucial question may be when the generalized
current correlates positively or perfectly with another.
Consider two generalized current 1 = a
⊤j and 2 = b
⊤j ,
their covariance is then:
Cov(1, 2) = a
⊤Ξ(j )b (18)
where Ξ(j) is the covariance matrix of current of
each edge. By Cauchy-Bunyakovsky-Schwarz inequal-
ity, Cov(1, 2) reaches its maximum (perfectly corre-
lated) when and only when a and b are linear depen-
dent. Since here are only two vectors, it means a = b.
On the other words, if 2 is entropy production, then the
two scalar-valued relation for 1 only becomes simultane-
ously achievable when 1 is also entropy production itself,
which trivially degenerates to scalar-valued case. This
implies for a given system, there is at most only only
generalized current which can achieve the minimum of
the scalar relation Eq. (6). For all other generalized cur-
rents, the multidimensional thermodynamic uncertainty
relation may serve as a tighter bound than the scalar
version.
Finally we want to emphasize that for systems near
equilibrium, linear-response theory states that the vari-
ance of entropy production rate Var[Σtot] indeed reaches
its minimum 2Σπtot [5, 17], therefore any other general-
ized current cannot achieve its minimum predicted by the
scalar-valued thermodynamic uncertainty relation. For
systems far from equilibrium, since the fluctuations of en-
tropy production can probably be significant, the scalar-
valued relations of other currents may become tight.
III. CONCLUSIONS
To conclude, we derive the multidimensional uncer-
tainty relation which was first proven by Dechant [7] by
a different method, which comes from a natural general-
ization of the approach for the scalar-value uncertainty
relation. Thus our derivation can be immediately gener-
alized to finite-time fluctuations, first-passage-time, and
other scenarios which similar scalar-valued relations are
derived by large deviation. Remarkably, with our results,
the whole family of thermodynamic uncertainty relations
[3–5] can be all derived from one uniform formalism—
the large deviation theory. We speculate these work to-
gether may formulate a uniform theory of nonequilibrium
fluctuations. By applying the multidimensional relation,
we further demonstrate that the scalar-valued relation is
only a tight bound when the entropy production fluctu-
ation is large enough and the current of interest is posi-
tively correlated with the entropy production fluctuation.
Hence two scalar-valued relations for different generalized
currents cannot be achievable in the same time, indicat-
ing the existence of a more severe bound.
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