Dimensionality reduction and anomalous data detection are important tasks in machine learning and data mining applications. Many real-world datasets are affected by errors and variable redundancy and this fact can generate problems when the data are used to develop accurate models exploiting some training procedures for parameters tuning. In this paper an automatic procedure is proposed combining detection of unreliable data and reduction of dimensionality to be adopted before exploiting the data to develop a model for prediction purposes. The method has been tested on several datasets belonging to the UCI repository and industrial fields. The results of tests are showed and discussed in the paper. The proposed approach provide a good prediction accuracy providing a minimal but essential dataset.
Introduction
Dimensionality reduction and anomalous data detection are important pre-processing steps when in machine learning and data mining applications. In modelling applications, when Artificial Intelligence (AI) techniques, such as Neural Networks are applied to reproduce an unknown relationship or phenomenon, the data quality and a careful selection of the model input (i.e. of the variables which really affect the model desired output) is of outmost importance for the development of a reliable model. On the other hand, many real-world datasets are affected by errors and variable redundancy. Data selection involves two main issues: elimination of anomalous or unreliable and dimensionality reduction, which are briefly summarised in the following. Elimination of unreliable data. Anomalous patterns are samples that deviate from the rest of available data [1] . Anomalous data can be due to several causes such as measurements errors or variability of the phenomenon under consideration. Also, on the basis on the application, an anomalous pattern or outlier can be a pattern to remove or it can represent a rare event to underline. The outlier detection is a fundamental pre-processing stage in many applications such as financial analysis, fraud detection, network robustness analysis, network intrusion detection, marketing and many others [2] [3] [4] [5] . Dimensionality Reduction implies the selection of the most relevant variables representing a subset of informative and uncorrelated features that help the minimization of prediction error [6] . Variable selection is particularly important when treating industrial databases especially when the number of potential input features is considerable with respect to the number of available measurements [7] . For instance, in the industrial context often a large number of features related to the process are stored by sensors which are distributed along the whole production chain [8] [9] . The problem of variable selection has been deeply investigated in literature for classical purposes such as prediction [10] [11] , classification [12] [13] [14] [15] [16] or clustering [17] . In this paper a novel approach for pre-processing real world databases is proposed in order to produce a minimal dataset containing all the relevant information. Concerning the elimination of unreliable data, two sequential approaches have been combined: a fuzzy outlier detection approach that points out and deletes data points which highly deviate from the rest of the dataset and a method based on distance matrices to find incoherent association between input-output patterns. For dimensionality reduction an automatic variable selection method based on Genetic Algorithm (GA) is applied followed by a further step which verifies that the extracted variables are not linearly correlated to each other. The paper is organized as follows. Sec. 2 reviews traditional data filtering and reduction techniques, Sec. 3 describes the proposed approach. Sec. 4 presents the experiments and results on several datasets, while Sec. 5 proposes some concluding remarks.
Background on data pre-processing
Classical outlier detection techniques can be categorized into four main classes: distribution-based, distance-based, density-based and clustering-based. The distributionbased method is usually addressed in the statistic applications. Based on this approach, an outlier is defined as an object that does not fit very well with a standard distribution [18] [19] [20] . The most popular distribution-based method is the Grubbs test [21] which considers as distribution the Gaussian function. Knorr and Ng in 1998 [22] introduced the distance-based method giving the following outlier definition: "An object x in a dataset T is a DB(p,D)-outlier if at least fraction p of the objects in T lie at a distance greater than D from x". This approach does not need any a-priori assumption on the data but a definition of distance must be established. An efficient distance-based method is described in [23] which exploits the Mahalanobis distance [24] to point out outliers. Clustering-based methods consider outlier a data which does not belong to any cluster after a appropriate clustering operation. A good clustering method can be the Fuzzy C-Means (FCM) introduced by Dunn in 1973 and improved by Bedzek eight years after [25] . Finally density-based methods, introduced by Breuning et al. [26] assign to each sample a degree of outlierness called Local Outlier Factor (LOF). The LOF indicates how a data point is isolated respect to his neighborhood assuming high value when the considered sample is an outlier. In the last years fuzzy logic has been applied in some outlier detection approaches [27] . In particular in [28] a fuzzy logic approach dealing with database whose any a-priori information is required is described. This method combines results coming from an outlier detection method and a clustering algorithm. The outlier detection method is applied to decide if a pattern can be classified as an outlier and the clustering algorithm associates samples to clusters. The two results are then combined in order to provide a new measure of outlierness. Finally another efficient algorithm using the fuzzy logic is proposed in [29] . The basic idea lies in the combination of different traditional outlier detection approaches through a fuzzy inference system. This method, which is described in more details in the next section, combines the advantages of the classical methods avoiding their drawbacks. In some applications where anomalous patterns are detected, the data are categorized in order to detect anomalous data through association rules [30] . However it is known that many real data contain continuous variables and the discretization phase requires a-priori assumptions by the user. Shing et al. in 1995 [31] propose a neurofuzzy system which performs a sort of functional association between input and output patterns. This approach was then applied in classification and clustering tasks [32] [33] and, in order to make efficient this approach, the user should be sure that similar values of the inputs are associated to quite similar output values. To this aim Colla et al. [34] proposed a method which points out the input-output couples where to similar input patterns correspond very different output values. Dimensional data reduction is a field in machine learning that consists on reducing a wide dataset into a more restricted dataset preserving important information of the original dataset [35] . For instance, if such dataset is used to train a model predicting an output variable or vector as a function of a set of input variables, data reduction can involve the selection of the variables that mainly affect the considered variable to predict. Variable selection techniques can be grouped into three main classes: filter, wrapper and embedded methods [36] . Filter methods [37] [38] [39] select variables by considering the relation between input and output of the system and do not depend on the adopted learning algorithm. The wrapper methods, introduced by Kohavi and John [40] , consider the learning machine as a black box selecting variables on the basis on their predictive power. This method provides better results in terms of accuracy than the filter ones but requires more computational time because the induction algorithm is trained for each subset. Finally the embedded methods perform the variable selection inner the training process [41] ; features selection operation is included in the machine learning part and it is adopted for model generation. Embedded approaches are similar to wrappers but less computationally expensive and moreover less prone to over-fitting problem but require special designed learning methods and systems. The choose of the method to be performed depends on the particular case. When treating with wide datasets filter methods are more appropriate because are less expensive, however when the dataset has quite moderate dimension wrapper and embedded methods are preferable providing a better accuracy with respect to filter approaches. In [42] [43] [44] hybrid models are proposed in order to capture advantages from the different approaches. Another interesting approach is the use of genetic algorithm for the selection of interesting variables [45] [46] [47] [48] . The selection is based on the basis on the performance evaluated with a suitable performance index which represents the objective function to be optimized through the genetic algorithm. More details concerning the genetic algorithm approach are described in the next section.
Method description
Let us consider a multivariate dataset including N observations, K features and a real output vector to predict. The aim of the proposed method is to start with a whole dataset and reduce it in order to obtain a minimal dataset containing only useful information. It is important to point out that in this approach is not necessary to have any a-priori knowledge about the considered process. Firstly the available dataset must be normalized with respect to the maximum value of each vector in order to obtain values lying in the range [0,1]; afterwards it is divided in two subsets: 75% of data are used for training while the remaining 25% are used for validation. The proposed approach describes a new dimensionality reduction technique that efficiently works for large dataset. In order to filter out unreliable data, two methods are adopted for detecting outliers and anomalous inputoutput patterns. In order to perform variable selection, a GA-based approach is adopted followed by a further analysis pointing out if the selected features are linearly correlated to each other in order to avoid redundancy. The 4 features are fed in input to a Mandami FIS [51] and the output identifies an index of "outlierness." Afterwards a threshold is adopted to decides if the processed sample can be considered as an outlier. A generic scheme of the outlier detection procedure is shown in Figure 2 .
Figure 2 Fuzzy Outlier method
After the elimination of selected outliers, another technique is adopted which detect anomalous data comparing the distance matrices related to the input and output patterns. In particular in the database input-output couples are pointed out, which appear to be "incoherent" as they present similar input values but different output values. The details of this approach can be found in [35] . The use of these data for training a predictive model is detrimental, unless the model designers has some knowledge of the phenomenon or process under consideration, which allows them to choose which of these apparently incoherent data are correct. If no knowledge is available, the best choice is to automatically eliminate these data from the training dataset and this is the choice pursued here. The filtered dataset undergoes a GA-based variable selection procedure, whose main aim is to extract the set of variables that mostly affect the considered process. In the GA, each solution represents a set of input variables, thus binary chromosomes are used, whose length is equal to the number of input variables and each gene is associated to one variable (thus a unitary gene means that the associated input variable is included in the subset represented by the chromosome). Subsequently a fitness function is computed for each chromosome and mutation and crossover operators are applied. The previously reduced dataset is divided again into 3 parts, 60% of the dataset are used to train the network, 20% as validation set and the last 20% is used to test the net. The analysis concerns the prediction of a output variable [52] and the adopted model is a traditional 2 layers feed-forward neural network of the Multi-Layer Perceptron type (MLP) type. The number of neurons in the hidden layer is calculated by applying a well-known empirical formula [53] considering that the number of free parameters cannot be greater than the fourth part of the number of samples included in the Training set. The fitness function to minimize is the average relative error obtained on the test set at the end of 10 different and independent training procedures. This repetition aims at avoiding the possibility to award a wrong variable combination that provides by chance a good result or, vice-versa, to penalize a good combination due to an unlucky result. During the optimization the process implements the crossover and mutation operations: the crossover operator considers two parent chromosomes and generates a son in the following way: for each gene if the parents present the same value then the corresponding son's gene inherits such value; otherwise its binary value is randomly chosen. The mutation operator randomly switches a gene of the considered chromosome from 1 to 0 or vice-versa. The algorithms stops after the achievement of a fixed number of iterations or when a plateau of the fitness function is reached. Figure 3 depicts the diagram of the procedure.
Figure 3 Variable selection through Genetic Algorithm
A final analysis is also performed, which can further reduce the number of input variables included in the dataset, by verifying whether, among the potential input variables that have been selected through the GA-based procedure some linear correlation exists. If two linearly correlated variables are found, one of them (randomly chosen) is deleted from dataset. The whole above-described procedure allows to obtain a reduced dataset without outliers or anomalous samples and characterized by informative and uncorrelated variables.
Test of the method on different datasets and results
Some tests have been performed by exploiting both some datasets belonging to the UCI [54] repository and some datasets coming from real industrial contexts. A brief description of tested dataset is presented in the following.
-RED AND WHITE WINE QUALITY. This two datasets collect information concerning red and white variants of the Portuguese "Vinho Verde" wine [55] . The inputs include physical-chemical analysis and the output represents wine quality based on sensory data. Both datasets include 11 variables, moreover red wine dataset is formed by 1599 observations while white wine dataset contains 4898 samples.
-YACHT HYDRODYNAMICS. This dataset has been created to predict residuary resistance of sailing yachts at the starting design stage [56] [57] . The main inputs include the boat velocity and basic hull dimensions. The dataset contains 5 features and 231 instances.
-PARKINSON. This medical dataset is composed by a range of biomedical voice measurements becoming from 42 individuals with Parkinson's disease. The input variables include the individual generality (gender, age..) and biomedical voice measures. Further details are contained in [58] [59] [60] . The Parkinson dataset collects 4406 observations and 21 potential input variables.
-INDUSTRIAL I. This is a real world industrial application coming from the metal industry. The output to predict describes the quality of the metal and determines its suitability to the market. Product quality is affected by several factors such as metal chemical composition, dimensions and working conditions that represent the inputs variables. The dataset is formed by 440 observations and 23 potential input variables.
-INDUSTRIAL II. This dataset is used for prediction of the mean flow stress during plate rolling of micro-alloyed high strength steels. The input variables include thermomechanical tests and measurements taken in the industrial plate mill. The dataset is composed by 529 measurements and 44 potential input variables.
-INDUSTRIAL III. This dataset contains information used by an automatic braking system mounted on board of trains for estimating the actual train velocity from measurements taken by sensors mounted on the wheels axes in degraded wheel-rail adhesion conditions [61, 62] (i.e. when standard odometric relationship between wheels angular speed and train speed do no hold). The dataset is formed by 750 observations and 6 features.
The initial training set is used to train a MLP neural network. Ten independent nets have been trained and tested in order to obtain reliable results and also exclude lucky or unlucky cases. The test have been performed using the previously fixed validation according to the scheme depicted in Figure 4 . Then the prediction error in term of mean relative error is evaluated, which is computed as follows: In order to test the proposed methodology, the obtained reduced training dataset has been used as training set while the validation set is the same of the previous test. The same analysis is performed in order to demonstrate the effectiveness of the proposed method according to the scheme depicted in Figure 4 . Table 1 briefly describes the initial and final dimension of the selected dataset. Table 2 reports the results of the tests in terms of Mean Relative Error RR E . In particular Column 1 indicates the dataset, column 2 shows the performance achieved by the model trained with the original dataset, while the last column represents the predictive performance achieved by reducing the dataset through the proposed method. The achieved results indicate that the dataset reduction performed by means of the proposed approach allows not only to obtain a smaller although informative dataset, but the prediction performance is also improved. This is due mostly to the elimination of unreliable data and of redundant variables: the former ones negatively affect the training procedure, while the second one have the further negative effect to lead sometimes to the construction of over-complex models (e.g. neural networks with an excessive number of hidden neurons), which are more sensitive to overfitting problems. On the other hand, the proposed methodology highlights the variables which are more involved in the phenomenon under consideration, therefore it contributes not only to the improvement of the accuracy of the selected prediction method but also to the achievement of a deeper comprehension of the phenomenon or process to model.
Conclusion
In this paper the problem of processing real world databases to produce a minimal but essential dataset containing all the information which is relevant to build a predictive model has been treated. The proposed algorithm filters out unreliable data and reduces the dataset dimensionality without degrading the performance of the prediction. The proposed method has been tested to build a neural network-based predictive model by exploiting several databases coming from real world tasks and the results demonstrate the effectiveness of the model. It must be highlighted the procedure can be applied to other kind of predictive models requiring a supervised learning procedure, as the proposed approach is general and does not depend on the particular adopted model: it can be suitable for others purposes, such as classification and clustering. The use of the proposed algorithm for these kind of application will be the object of future work. Another important advantage of this approach is that the reduction has been performed without the need for a priori knowledge of the phenomenon to be studied. On the other hand, it contributes to the achievement of a deeper comprehension of the phenomenon or process to model, as it highlights the variables which mostly affect it. 
