In this paper, we present the application of Kernel Fisher Discriminant in the statistical analysis of shape deformations that indicate the hemispheric location of an epileptic focus. The scans of two classes of patients with epilepsy, those with a right and those with a left medial temporal lobe focus (RATL and LATL), as validated by clinical consensus and subsequent surgery, were compared to a set of age and sex matched healthy volunteers using both volume and shape based features. Shape-based features are derived from the displacement field characterizing the non-rigid deformation between the left and right hippocampi of a control or a patient as the case may be. Using the shape-based features, the results show a significant improvement in distinguishing between the controls and the rest (RATL and LATL) vis-a-vis volume-based features. Using a novel feature, namely, the normalized histogram of the 3D displacement field, we also achieved significant improvement over the volume-based feature in classifying the patients as belonging to either of the two classes LATL or RATL respectively. It should be noted that automated identification of hemispherical foci of epilepsy has not been previously reported.
Introduction
Statistical analysis of shape deformations, such as those likely to occur in epilepsy and other neurological disorders, necessitate both global and local parameter based characterization of the anatomical shape under study. The most popular method to achieve such a characterization has been size-and volume-based analysis [10, 6] . However, this captures only one of the aspects necessary for complete analysis. A shape based description gives much more information, and may be combined with the former to help understand the anatomical structures better.
In this paper, we focus on developing an automated technique to aid in distinguishing between controls and patients with epilepsy and also to indicate the hemispheric location of an epileptic focus (right medial temporal lobe versus left medial temporal lobe) in the patients. It should be noted that the research reported here does not attempt to determine the precise coordinates of the epileptic focus in the patients. The key aspect is the use of local shape-based features as opposed to global volume information to achieve the task of automated classification.
Literature Review
In this paper, we use the non-rigid registration displacement field mapping the left and right hippocampus as the characterization of shape asymmetry. There are two goals here; (i) to separate controls from patients using the shape asymmetry characterized by displacement fields, and (ii) to separate patients with epileptic foci in either the left and right hemisphere (LATL versus RATL) using the displacement fields. Regardless of whether we are trying to separate the controls versus the patients or LATL from RATL, the problem of trying to classify subjects using a set of deformation field features remains as the fundamental problem.
In this study, we assume the existence of a training set which places us in the realm of supervised learning. That is, we begin with a set of labeled deformation fields where the labels reflect the dichotomies relevant to the study: controls versus patients and LATL versus RATL. Given this information, we can use classifiers such as support vector machines or an extension of the linear discriminant-the kernel Fisher discriminant for solving this problem. The classifier tries to reproduce the training set labels to the best of its ability. This is followed by an evaluation on the test set where the labels are unknown. The choice of features plays a crucial role in this process. In the following, we briefly survey relevant existing literature on pattern classification in brain MR image analysis, in order to clearly delineate previous work and point out the novel aspects of our work.
Gerig et al. [10] proposed the use of both volume measurements and shape based features -Mean Square Distance (MSD) -to detect group differences in hippocampal shape in schizophrenia. The local deformations are accounted for by first flipping one shape across the mid-sagittal plane, aligning the reference and the mirrored shape using the first ellipsoid and then by computing the MSD between the two surface shapes. The class differences are then accounted for by using SVM followed by performance evaluation using the leaveone-out technique. From the results reported, it was concluded that shape alone could not capture the class differences. This failure can be attributed either to weak shape features or the fact that the nature of the groups under study is such that shape alone cannot represent the entire class character.
Csernansky et al. [6] used high dimensional transformations of a brain template to compare the hippocampal volume and shape characteristics in schizophrenia and control subjects. The transformations are carried out in two steps namely, coarse registration using previously placed landmarks followed by local registration using fluid transformation. Optimal shape representations are obtained by computing the transformation vector fields from the triangulated graph of points superimposed on the hippocampus surface. Linear discriminant analysis is then used for classification based on the first six eigen vectors corresponding to the six largest eigenvalues. Log likelihood ratios were computed for all the subjects and Wilk's Lambda was used to test the statistical significance of group differences. On the other hand, volume estimation is done by measuring the volume enclosed by the transformed hippocampal surface. This was then analyzed using a two-way, repeated measures ANOVA, with diagnostic group and hemisphere as the factors. Note that there is an implicit Gaussian assumption on the training population of the shape differences when using the PCA to do the linear discriminant analysiswhich may prove to be impractical.
An interesting implementation of the unsupervised clustering has been proposed by Duta et al. [8] . The idea is to automatically cluster the shape training set according to the PSS (Procrustes sum of squares) distance in the original shape space and then perform Procrustes analysis on each cluster for its prototype and information about shape variation. The mean shapes obtained are then used to detect object instances in the new image. The scheme has the scope of improvement by using an incremental learning process and needs to be tested for 3D anatomic structures. In a similar vein, Chui et al. [4] learn a mean 3D hippocampal shape with no bias from a set of unlabeled 3D hippocampal point-sets. The objective function used essentially minimizes the entropy of all the overlayed point-sets after they have been warped (using a thin-plate spline) to an emerging atlas. This work also needs to be tested in a classification setting. Also, since thin-plate splines are used, the warping into the atlas space is not guaranteed to be diffeomorphic.
Recently, Golland et al. [11, 12, 13] have investigated the use of a Support Vector Machine for shape-based classification in anatomical structures. In Golland et al. [12] , distance transforms are used as the shape descriptor and shape differences are learned in the original high dimensional space using a Gaussian kernel while controlling the capacity (generalization error) of the classifier. The results of the scheme are demonstrated by finding the classification between schizophrenia patients and normal controls and an improvement from 63% to 73% has been shown when compared to using volume information alone. In their work, the segmented hippocampal shapes are registered to a reference using first and second order moments of distance field representation of the segmentations. This will lead to a bias toward the specific reference data. In more recent work, Golland et al. [13] , describe a method for assessing the statistical significance of detected differences in medical image scans especially when the data (feature sets in our context) are very high dimensional and the number of training samples are small. This work is based on a popular technique in statistics called permutation tests.
Overview of our algorithm
In this paper, we demonstrate the application of the Kernel Fisher Discriminant (KFD) algorithm for shape based classification of hippocampal shapes in controls and epilepsy. In this context, we first have to learn the shape differences with in each of the three classes namely, controls, patients needing right anterior temporal lobectomy (RATL) and left anterior temporal lobectomy (LATL). Given a pair of sparse sets of data points (manually placed by an expert Neuro-scientist) corresponding to the boundaries of the left and right hippocampi of a subject, appropriate shape features are extracted by first fitting a model to the data sets using a deformable pedal surface [31] . The output of this fitting process is a smooth surface expressed using a triangular finite element representation. The nodal points of this mesh on the left and right hippocampus are then used as input to a similarity alignment scheme followed by a level-set non-rigid registration scheme. Rigid registration between the left and right hippocampus is achieved by using the Iterative Closest Point (ICP) algorithm [2] . The global scaling factor is accounted for by approximating the hippocampus shape using the smallest ellipsoid that encloses it and then equalizing the corresponding eigen values. The next step is to perform non-rigid registration between the left and right hippocampi which is done using the level-set registration method described in [36] . The local deformations obtained by non-rigid registration are then input to the Kernel Fisher classifier to capture the statistical difference between the classes considered. The analysis is done in two stages, namely, Controls vs. Rest and LATL vs. RATL. The validation is done using leave-one-out technique. The choice of Kernel Fisher Discriminant as the classifier has been motivated by the fact that it can separate the classes in a very high or infinite dimensional space using a linear classier and is simple to implement.
The Kernel Fisher Discriminant (KFD) training algorithm used in this work requires the solution to an eigen-value problem which can be solved efficiently using SVD decomposition. In contrast, using SVMs requires solving a much more difficult nonlinear optimization problem. Kernel Fisher Discriminant has shown results comparable to SVM in various other applications [19, 20] . In this paper as well, we present a comparison of the performance of KFD with that of SVM.
Organization of the Paper
The rest of the paper is organized as follows: Section 2 briefly describes the deformable pedal surface model used for fitting a model to the given data points followed by the procedure of selection of shape based features. In Section 3, we summarize the Kernel Fisher Discriminant (KFD) method as a classifier. We introduce a new feature in Section 4.1, i.e. the 3D histogram of displacement vector field between left and right hippocampi, which yielded better performance than other features for the LATL vs. RATL case. Section 4.2 contains the experimental results and analysis, where KFD clearly out performs the other classifiers. This is followed by discussion and conclusions in Section 5.
Shape Extraction and Registration
In this section we will briefly discuss, the techniques used to segment the hippocampus from a human brain MRI followed by the methods employed for rigid and non-rigid registration of the corresponding hippocampi in any given subject. MR images used in this study were obtained using a 3-D MP-RAGE Turbo-FLASH protocol [21] with TR = 8.3-10 ms, TE = 3.3-4ms, flip angle = 10-20
• , 24-25cm FOV, 130 × 256 or 192 × 256 (zerofilled to 256 × 256) matrix; 128 partitions of a 160mm thick slab in the third dimension, total acquisition time of 5 min. and 53 sec. to 6 min. 3 sec., spatial resolution of (0.9 × 0.9 × 1.2) to (1.0 × 1.0 × 1.25) in mm units. This sequence was drawn from the literature [21] and represents a good compromise between image acquisition time (the 3-D data set forms just one part of a one hour clinical exam), spatial resolution and contrast.
Overview of the Deformable Pedal Surfaces
In order to segment the hippocampi from the given image, we used the deformable pedal surface described in [31] . Pedal curves/surfaces are defined as the loci of the foot of the perpendiculars to the tangents of a fixed curves/surface from a fixed point called the pedal point [31] . A large class of shapes can be synthesized by varying the position of the pedal point which exhibits both global and local deformations. Physics-based control is introduced by using a snake to represent the position of this varying pedal point. Thus the model is called a "snake pedal" and allows for interactive manipulation through forces applied to the snake. The model also allows representation of global deformations such as bending and twisting without introducing addi- tional parameters. To fit a model to a given set of data points in 2D/3D, a non-linear optimization scheme using Levenberg-Marquardt (LM) method in outer loop for estimating global parameters and the Alternating Direction Implicit (ADI) method in the inner loop for estimating the local parameters of the model is employed [31] . This fitting yields a finite element grid representation of the underlying shape in the data. The data here consisted of the MR images as well as the 3D points placed by a neuro-anatomist on the boundary of the hippocampus (shape of interest). Image-based as well as point-based forces were used in achieving the model fits to the data. In our fitting, the number of nodal points in the finite element (mesh) representation of the fitted surface shape is fixed to 21 × 40. For more details on this shape representation and fitting techniques, we refer the reader to [31] .
Overview of the Shape Registration
Shape registration, in general, is required at both global and local levels. The global transformation deals with the estimation of the rigid parameters such as rotation, translation and scaling to align the coordinate systems of the two shapes under consideration. On the other hand, the local (registration) transformation deals with the problem of finding the (non-rigid transformation) displacement vector between the source and target shapes respectively. . Each figure depicts the 3D points set from the deformable pedal surface fit before and after rigid registration of left (as crosses) and right (as circles) hippocampi using the ICP algorithm and scaling. Each column shows point sets for a healthy, LATL and RATL volunteers respectively; before registration (top row), after registration (bottom row).
Rigid Registration
In the present work we use the Iterative Closest Point (ICP) algorithm described in [2] to determine the rotation and translation between a subject's left and right hippocampus. One may use other more sophisticated techniques to achieve this goal. However, we were able to achieve sufficient accuracy with this technique. The method allows the determination of the rigid motion between the shapes, described by a point set in 3D, by minimizing the mean-squared distance and uses a quaternion representation of the rotations [2] . The choice of a rigid registration algorithm (ICP) is motivated by the fact that snake-pedal based model fitting yields a parametric description which does not provide a direct read of the correspondence between the left and right hippocampal surfaces. The corresponding left and right hippocampi of a subject may have a global scaling factor which is accounted for by approximating the shapes of the smallest ellipsoid that encloses the hippocampus and then equalizing their corresponding eigen values.
Non-Rigid Registration
The problem of finding the non-rigid registration can be formulated as a motion estimation task, in particular, estimation of the displacement field between the two given shapes. There are several techniques of varying sophistication for solving this problem and we refer the reader to the tutorial [37] and the references therein. Before estimating the non-rigid registration, we first take the parametric surface representation of the hippocampi and convert them into an implicit (signed distance) representation. Then, we use a simple yet effective technique based on a level-set formulation described in [34] to estimate the non-rigid registration transformation(displacement field) that leads to the following governing equation:
with the initial condition
where V = (u, v, w) T is the displacement vector at location X, the operation V (X) stands for (X − V ), d 1 and d 2 denote the signed distance function representations of the source and target hippocampal shapes, ∆ denotes the Laplacian operator, G σ is Gaussian kernel and α is a small positive number serving as a stabilizing factor. The above differential equation can be solved by using the numerical implementation described in [32] . Once the non-rigid registration between the left and the right hippocampi-in the form of the displacement field-is computed, it is further processed to extract features that can be used in a classification algorithm described in Section 4.1
Feature Extraction Results
We now present a set of experiments which demonstrate the hippocampal shape extraction using the deformable (snake) pedal surfaces in normal subjects, patients with right medial temporal lobe focus (RATL) and patients with left medial temporal lobe focus (LATL). The input consists of a sparse point set placed by a neuro-scientist on the MRI scans of brain to identify the hippocampal boundary. This is followed by an ROI (region of interest) selection wherein the deformable pedal surface model is initialized. Setting the parameters (such as bending, scaling) and using 3D forces, the desired fittings are achieved. All the fittings were done at interactive rates on an SGI machine.
The results are organized as follows: in Fig. (1) , left to right, the images show a slice of an MR brain scan in which the boundary of the hippocampus was identified by a neuro-scientist via sparsely placed points on the shape boundary. The image also shows a slice of the initialized deformable (snake) pedal surface model seen as a white curve. The middle frame shows the fitted deformable pedal surface in 3D. The last frame of the first row depicts a slice of the fitted model superposed on the corresponding slice (which is the same as the first frame of this row) of the MRI scan. The second row and third row depict the same organization as the first row but the results are those obtained for the LATL and RATL patient scans. As can be seen from the figures, a visually accurate fit is achieved in all the three cases. The superimposed mesh of 21 × 40 on the model gives a new point set of cardinality 840 × 3 (each point is in 3D).
We present the rigid and non-rigid registration results obtained on the point sets obtained by the model fitting of corresponding left and right hippocampi of a healthy volunteer/patient. The process of rigid registration begins by taking a subject as the reference and registering all the left and right hippocampi to the left and right hippocampi of the reference using the ICP algorithm proposed in [2] . This is done because the data for different subjects (controls/patients) might have been acquired in different coordinate systems. Thus in order to compare all the subjects, it is necessary to maintain a common coordinate frame. This is followed by estimating the rotation and translation between the corresponding left and right hippocampi using the ICP algorithm [2] . The next step is to remove the global scaling factor among a pair of hippocampi using the method discussed earlier.
The results of this entire process are shown in Fig. (2) : each top frame shows the initial position of the left hippocampus with respect to the right hippocampus before the rigid registration and the bottom frame depicts the two after the registration using the estimated rotation, translation and scaling parameters.
The above procedure leads us to the next step of finding the non-rigid registration using the level-set formulation [31] . This requires the signed distance images which are formed using the Fast Marching Method [1, 27] . The lattice for which the signed-distance is defined with respect to the given shape, is of dimension 128 × 128 × 128 with a voxel distance of 0.2 (this value was selected empirically). To ensure that the given shape is connected, we interpolate the point set using Splines. Using the signed distance images so obtained, the local deformation is found by using the equation (1) . The various parameters used can be summarized as follows: σ = 1.2 for smoothing the source image after applying displacement field, σ = 1 for smoothing the displacement field at each iteration, α as the stabilizing factor has value 0.01 and λ = 5. The results obtained are shown in Fig. 3 for a healthy (CTRL), LATL and RATL volunteer respectively. As can be seen, the difference between the source and target image after the rigid registration is almost fully eliminated using the local deformation field.
The Kernel Fisher Discriminant Algorithm
The classification problem can be approached in two ways, namely supervised and unsupervised, with the discriminant function being either linear or non-linear. The classical approach begins with the optimal Bayes classifier by assuming the normal distribution for the classes and when linear discriminant analysis is applied, leads to the Fisher algorithm. The Fisher approach [9] is based on projecting d-dimensional data onto a line with the hope that the projections are well separated by class. Thus, the line is oriented to maximize this class separation.
However, the features in the input space may not possess sufficient discriminatory power for separation of class via linear projection techniques. This problem can be tackled by mapping the input data into a very high dimensional space and using a linear classifier in this new feature space; thereby giving an implicit nonlinear classification in the input space. This is the basic idea behind the Kernel Fisher Discriminant algorithm. Let φ be a non-linear mapping to some feature space F. Given two sets of features {χ 1 , χ 2 }, the vector w ∈ F, along which separation is optimal in the new feature space, can be found by maximizing the Fisher criterion: 
Eq. (3) can be solved by formulating it in terms of inner-products (φ(x)·φ(y)) of the training patterns [19] . Use of Mercer kernels in KFD and SVM has given a new approach to the problem of pattern recognition. The wide variety of kernels allows various non-linear classifiers. However, a crucial step is the choice of the kernel function which is entirely data dependent.
As explained in [19] using the kernel theory, Eq. (3) can be rewritten as
where α is the set of coefficients corresponding to the training patterns such that w = l i=1 α i φ(x i ). With inner products replaced by the kernel function, we get Eqs. (8,9,7) in which, K j is a l × l j matrix with (K j ) nm def = k(x n , x j m ); K j is the kernel matrix for class j, I is the identity matrix and 1 lj is the matrix with all entries 1/l j .
The optimum direction of projection can be found by taking the leading eigenvector of N −1 M . This approach is called the Kernel Fisher Discriminant (KFD) [19] . The projections of a new vector x onto w can be obtained by
The proposed setting is ill-posed due to the estimation of l-dimensional covariance structures from l samples which can cause the matrix N to not be positive definite. The problem can be solved by adding a positive multiple of the identity matrix to N [19] such that N λ = N +λI. A good choice for λ can be the least non-zero singular value of N .
Experimental Results and Validation
In this section, we present the experimental results obtained by testing the performance of Kernel Fisher Discriminant(KFD) against Linear Fisher Discriminant (LFD) [9] and Support Vector Machines (SVM) with both Polynomial (PLY) and Gaussian Radial Basis (RBF) Kernels for the statistical analysis of shape deformations that indicate the hemispheric location of an epileptic focus. We used libSVM [3] to test the performance of SVM. The scans of two classes of epilepsy patients, those with a right and those with a left medial temporal lobe focus (RATL and LATL), as validated by clinical consensus and subsequent surgery, are compared to a set of age and sex matched healthy volunteers using both volume and shape based features.
The data set consists of 23 healthy volunteers referred to as controls (CTRL), 15 LATL and 16 RATL patients.
For each healthy volunteer/patient, we are given the point sets placed by a neuro-scientist on the MRI scan of the left and right hippocampi. These point sets then undergo three stages of processing namely, model fitting using the Snake Pedal Model [31] , shape registration (both rigid and non-rigid) and finally classification to recognize the group. Shape based features are derived from the local displacement field between the left and right hippocampi of a subject.
Shape Feature Selection
After the process of rigid and non-rigid registration mentioned above, we are ready to select the appropriate features and a classifier to capture the shape differences in the classes considered.
With volume based study being popular in this particular application [10, 6] , our objective is to compare it with the shape-based features in learning the shape differences between the three groups. Hence, we use both volume and shape features for comparison purposes. The sign of the displacement is defined as follows: given the displacement vector for a point on the zero-set of the implicit representation of the source shape, determine the cube in which the displaced point falls in the implicit source shape. Depending on the sign of the vertices (since each vertex was assigned a +/-sign while forming the implicit representation i.e., a distance field/image) of the enclosing cube, assign a sign to the magnitude of the displacement. From left to right, in Fig. (4) , we depict a visualization of this feature for a CTRL, LATL and RATL respectively.
The direction vector is obtained by finding the unit vector corresponding to the displacement vector at each point on the zero set. Fig. (5) depicts a visualization of this feature for a CTRL, LATL and RATL subject from left to right. The feature vector for the sign of displacement is of length 762 while the direction vector is of length 762 × 3 (each point has an (x, y, z) component of displacement). These numbers are arrived at from the fact that there are 840 points on the zero set and the first and last row of the 21 × 40 mesh represents the north and south pole as described in [31] .
To reduce the dimensionality of the feature vectors, principal component analysis (PCA) was applied and only a subset of leading eigen-vectors corresponding to the non-zero eigen values was used in the classifier. The choice of which eigen basis to use was determined via scanning for the best test performance in the classification.
The third feature we used was the joint histogram of the (x, y, z) components of the 3D displacement vector field. Prior to construction of the 3D histogram feature, the displacement vector field was de-noised by reconstructing it in a reduced eigen basis. Once again, the choice of the number of basis was determined by scanning for the best test performance in the classification. As seen subsequently, the joint 3D histogram of the components of the 3D displacement vector field proved to be the best of all the features in discriminating the LATL vs. RATL and showed comparable performance in the controls vs. the rest to the results when using other shape features.
Classification Results
The classification is done in two stages, namely, first we distinguish between controls and patients with epilepsy and then determine the hemispheric location of an epileptic focus in the patients. In each of the Figures (6-9) , we plot the Gaussian distribution of feature projections for each class on the discriminant direction for LFD and KFD so as to analyze separability.
Classification of Healthy Volunteers vs. Patients with Epilepsy
We begin our analysis by distinguishing between healthy volunteers and the rest (RATL and LATL). Fig. (6) shows the classification obtained between the two classes using volume-based information for the linear and non-linear classifiers. The plots show the projection of the data sets on the separating line (either in input space or projected space). As can be seen from the plots, the two classes cannot be separated using a volume (only) feature based study. Even the non-linear classifier is unable to separate them out as their characteristics are mixed in nature. The results are further validated using leave-one-out test and have been summarized in Table (1) . The average training accuracy achieved is nearly 76% while the maximum test set accuracy is only 79.56%. We empirically explored the best parameters for KFD and SVM, as listed in Table (1) .
The next stage of the analysis is based on shape features for distinguishing the two classes. The sign of displacement vector is of length 762 while the number of samples we are dealing with is 54. Since the shape based features are high dimensional, we have used an optimal number of principal components of the samples for all the classification methods. In each classification method, we searched for the optimal number of leading principal components giving us the best testing performance.
We begin with the linear classifier and the principal components of the sign of displacement as the feature vector. Analysis using leave-one-out as shown in Table (2) also shows an improvement over using only volume information. The next step is to use KFD as the non-linear classifier and compare it with SVM. The degree of polynomial kernel and radius of Gaussian radial basis kernel were determined experimentally. The best classification results for each method in Table ( 2) were obtained for the leading (cumulative) 54, 30, 54, 54 and 23 principal components respectively. Table ( 2) depicts the leave-one-out training and testing results using the Table ( 3) summarizes the results obtained with direction vector of the displacement field as the feature vector. As can be seen in Fig. (7) , the classification improves significantly. It shows a considerable improvement (over LFD) in the training classification with the non-linear classifier. Note that this conclusion is arrived at from the fact that the probability of error in classification is less for KFD than for LFD. For the five different classifiers, the best testing results were obtained for 54, 21, 54, 23 and 46 leading (cumulative) principal components respectively.
The 3D Histogram of the displacement vector field is our next feature of choice for the classification. Table ( 4) shows that this novel histogram feature performed comparably to the sign and direction of displacement features. For the five different classifiers in Table ( 4), the best testing results were obtained for 27, 23, 21, 31 and 23 leading (cumulative) principal components respectively. Number of bins in the histogram based feature for these results were (9 × 9 × 9), (8 × 8 × 8), (7 × 7 × 7), (4 × 4 × 4) and (4 × 4 × 4) respectively. Note that number of bins is an important parameter in the classifier performance for this feature. However, by using a density estimator e.g., Parzen window estimator, we can circumvent this free parameter estimation issue. On the average, performance of KFD was better than other classifiers. The best accuracy achieved being 96.3% for sign and direction of displacement vector field features with KFD and SVM. Evidently, all the shape based features show a considerable improvement over using the volume information.
Classification within Epileptics (LATL vs. RATL)
The next task is to identify if the hemispheric location of an epileptic focus is in RATL or LATL. We begin the experiments with the volume feature. As can be seen in Fig. (8) , volume is not able to distinguish between RATL and LATL using either LFD or KFD. Leaveone-out performance, as shown in Table ( 5), also shows low training and test set accuracy and does not improve much with the use of the non-linear classifiers.
The analysis is followed by using shape based information for distinguishing between the two classes as explained in the Controls vs. Rest case. LFD, SVMs and KFDs are tested for the shape based features. The 3D histogram feature of the displacement vector field yielded far better results as seen in in Table (8) . Fig. (9) shows that the classes are well separated upon using this feature. Same was the case with all the shape based features in general. For the five different classifiers, the results were obtained for 23, 24, 31, 25 and 22 leading (cumulative) principal components. The number of histogram bins for these results were (7 × 7 × 7), (12×12×12), (12×12×12), (5×5×5) and (10×10×10) in each of the directions (x, y, z) respectively. Over all, though SVM performed better with sign and direction of displacement vector field features, KFD with RBF basis using the 3D joint histogram of the components of the displacement vector field has yielded the best result, i.e. 90.32% accuracy, for the LATL vs. RATL classification. In this case, only one LATL and two RATL patients were misclassified.
Of the 31 patients analyzed using our shape classifier, we found that 26% were subjected to the potentially harmful invasive procedure involving intra-cranial electrode placement which can potentially lead to complications such as development of subdural or epidural hematomas. Our shape-based classifier correctly diagnosed the hemisphere of epileptic focus in all the 8 patients who underwent intra-cranial electrode placement. Therefore, all these patients could have avoided this potentially harmful procedure and the associated morbidity. We anticipate that a large percentage of patients with intractable epilepsy will benefit from the use of our shape analysis tool when applied to a larger population sample.
Discussion and Conclusion
From the results section, it is evident that we are able to distinguish between controls and patients with a better accuracy as compared to distinguishing between RATL and LATL. This can be due to various reasons. The shape differences among the pathologies may be highly correlated, hence making it difficult to separate them out. Also the number of data samples for the patients with pathology is quite small which hinders a sufficient representation of the population. This can also be seen in high training accuracy but lower test accuracy among the patients. Thus, it is not conservative to say that we have much to do in this context i.e., use Figure 8 . Classification results for LATL (thick line) vs. RATL using volume based feature. Classification using LFD (left). classification with KFD using polynomial basis of degree 1 (center), classification with KFD using RBF ( radius=1200) (right). Table 7 LATL vs. RATL, Feature: Direction of Displacement (LATL=15, RATL=16) Figure 9 . Classification results for LATL (thick line) vs. RATL using 3D histogram of the displacement vector as feature vector; (left) classification using LFD, classification using KFD with Poly. basis (degree=1) (center), (right) classification with KFD using RBF (r=1). larger number of training samples for controls as well as LATL and RATL. Also, the choice of kernel is crucial for achieving good generalization. This issue requires much more empirical testing and validation in order to determine the best kernel for the task. The choice of feature vector is key to achieving good training and generalization performance. As explained earlier, the principal components were introduced for the dimensionality reduction of the sign and direction of displacement vector fields. In the case of the 3D histogram feature, they were used for denoising the displacement vector field prior to the construction of the 3D histogram.
Preliminary results indicate that shape features prove to be quite promising for discriminating between controls and epileptics. However, the same shape features are relatively less successful in inter-hemispheric discrimination between subjects of pathology. Kernel Fisher Discriminant out performed other classifiers for the LATL vs. RATL case and was on par with SVM, for the epileptics vs. healthy volunteers classification. We used a new feature namely, the 3D joint histogram of the components of the displacement vector field and found a significant improvement over the volume-based feature and the two shape features used previously, in the LATL vs. RATL classification. We expect to improve the classification performance in this area by i) increasing the number of patient studies, ii) better feature selection and pruning and iii) improving the classifier.
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