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Abstract
In this Thesis we present novel, robust and general algorithms for combining plane-
wave density-functional theory with the Landauer-Bu¨ttiker transport formalism.
The method automates this process with minimal user input to allow a high through-
put of calculations. We make use of a maximally-localised Wannier function basis
to describe systems using short-ranged Hamiltonians. Further, these Hamiltoni-
ans may be used as “building-blocks” to create model Hamiltonians of much larger
(10,000+ atom) systems, thus allowing electronic transport properties of structurally
complex systems to be determined with first-principles accuracy. A similar building-
block method is applied to construct model dynamical matrices from those of smaller
systems, from which the lattice thermal conductivity κl may be inferred.
The methods were applied to investigate the thermoelectric properties of 〈110〉, 〈111〉
and 〈211〉 Si nanowires (SiNWs) that contain axial heterostructures of Ge. Their
performance is measured by the figure of merit, zT = S
2GT
κl+κe
, where S, G , κe and T
are the Seebeck co-efficient, electronic conductance, electronic contribution to the
thermal conductance and average temperature between the sample’s contacts, re-
spectively. We find the thermoelectric power factor S2G is reduced by the presence
of heterostructures, however, as a result of the differences between phonon density
of states in the Si and Ge regions, low κl values (< 0.1 nWK
−1) are reported. Thus
greater values of zT are found compared to the pristine SiNW case. Of the growth
directions studied, the 〈111〉 direction is found to display the greatest values of zT ,
with values as large as three in systems with periodic arrangements of heterostruc-
tures. More modest values of 1.6 are found in structures that model disorder in the
heterostructure length, which may occur experimentally; this is still a factor of four
greater than the pristine case. In addition, we observe that trends in S2G, κl and
zT that are predicted for systems containing a single heterostructure can often be
used to predict trends in systems with many heterostructures.
I certify that I am the sole author of this Thesis. The work contained within is my
own expect for those collaborative efforts which are explicitly highlighted. All else
is appropriately referenced.
Matthew Shelley (11/02/2011)
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Introduction
A vast infrastructure has been built to provide energy to the world in a convenient
and safe form: electrical energy. An estimated 19,100 TWh was produced globally
in 2008[1]; over 80% of this was produced in power stations that use fossil fuels or
nuclear reactions as energy sources. These power stations, which use heated steam
to drive turbines, are known as heat engines and are limited to ∼ 50% efficiency by
fundamental thermodynamical principles (Carnot efficiency). With this estimate, a
further 19,100 TWh was lost to the environment as heat. Scavenging less than 2%
of this waste heat would be equivalent to the total electrical energy output of the
U.K.. The scavenging of waste heat to directly produce electrical energy is known
as thermoelectric generation. As such, thermoelectric devices could form part of a
wider energy solution to climate change by greatly improving the efficiency of fossil
fuels and reducing carbon dioxide emissions. Waste heat from diesel and internal
combustion engines could also be scavenged for use in hybrid cars and body heat
may be used to power pacemakers and mobile phones[2]. There is also the prospect
of local thermoelectric power generation for isolated communities thereby removing
the need for energy transmission and its associated losses.
A thermoelectric device produces a voltage when a temperature gradient is
applied across it. The opposite, known as the Peltier effect, is also true: when a
voltage is applied, one side of the device is heated, the other is cooled. These ef-
fects are collectively known as thermoelectric effects, and devices which exploit them
have applications not only in the field of heat scavenging, but in refrigeration, highly
directed on-chip cooling in electrical circuitry and temperature sensing. Thermo-
14
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electrics are not widely used for heat scavenging or refrigeration as they are not
yet efficient enough to be commercially viable. How well a thermoelectric material
performs is often measured by the dimensionless figure of merit zT [3],
zT =
S2GT
κl + κe
(1)
where S is the Seebeck coefficient or thermopower, G is the electrical conductance, T
is the average temperature of the contacts and κl and κe are the lattice and electronic
contributions to the thermal conductance, respectively. Therefore a good thermo-
electric material should have high S2G and low thermal conductance κ (= κl + κe).
If values of zT ' 3 are achieved then, it is generally accepted that thermoelectric
devices could be used effectively for wide-scale Peltier cooling and heat scavenging.
However, for over 40 years[4] there has been little progress in the discovery of ma-
terials with zT greater than unity. In bulk materials many of the properties from
which zT is derived are inter-dependent: improved zT resulting from a change in
one property is often hampered by an associated change in another. Recently, these
properties have been somewhat decoupled by using new experimental techniques to
structure materials on the nanoscale. Improvements in zT have been reported[5, 6],
but there is much yet to be understood concerning the manner in which these char-
acteristic properties can be decoupled and optimised at these length scales. One
avenue that is being pursued in an attempt to increase zT in this way is with the
use of nanowires.
Since their first synthesis, nanowires have generated great interest within con-
densed matter and electrical engineering communities. In particular, a great effort
is afforded to silicon nanowires (SiNWs) due to the advanced Si-based infrastruc-
ture that already exists for the electronics industry. Bulk Si is not considered to be
a good thermoelectric material (zT ∼ 0.01[7]) because its thermal conductivity is
high. However, the large surface area of nanowires hinders thermal transport (κl),
while electronic transport (S2G, κe) is little affected, thus zT in SiNWs is enhanced
compared to bulk. Hochbaum et al. [8] and Boukai et al. [9] report zT ’s of 0.6
15
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and 1 respectively. A full understanding of both electronic and thermal transport
through such systems has not yet been achieved, however, atomic-level simulations
offer some insight.
As material synthesis and experimentation probe decreasing length scales,
they have, in recent years, been met with predictions from theory and simulation.
In particular, quantum-mechanical methods known as ab initio, or first-principles,
techniques are increasingly able to simulate nanoscale materials with high accuracy.
This trend has been driven by exponential increases in computing power, sophisti-
cated algorithms and state-of-the-art codes. Many such codes use a formulation of
the quantum-mechanical problem known as density-functional-theory (DFT), which
can predict the physical properties of many materials with surprising accuracy. Tra-
ditional forms of DFT scale with order N3, where N is the number of atoms in the
system. This makes calculations on systems larger than ∼ 1000 atoms prohibitively
expensive, leaving many interesting systems tantalisingly out of reach. The thrust of
the methodological and algorithmic development contained in this Thesis concerns
extending of the range DFT calculations to many 1000s of atoms. In particular,
we focus on calculating transport properties in quasi-one-dimensional systems like
nanowires.
The method relies on moving from the original DFT description of each sys-
tem, to one that uses highly compact basis functions. For this basis we choose
maximally-localised Wannier functions (MLWFs), such that the resulting Hamilto-
nians are small, sparse and most importantly, transferable. This means that Hamil-
tonians of small systems can be carefully combined with similar Hamiltonians like
“building-blocks” so that model Hamiltonians of larger systems can be built with no
appreciable loss of accuracy. From these model Hamiltonians, electronic transport
properties such as S, G and κe can be calculated using Landauer-Bu¨ttiker transport
theory.
The same building-block method can be applied to dynamical matrices, which
describe the vibrational properties of a system. Thus model dynamical matrices
of large systems can be found by combining those of small ones. Phonon trans-
16
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port properties can be inferred from these matrices using the thermal analogue of
Landauer-Bu¨ttiker theory allowing κl to be calculated. The computation of dynami-
cal matrices from first-principles can be an order of magnitude more time-consuming
than those required to determine the Hamiltonian of the same system. Thus, while
the methodology we employ can, in principle, be fully ab initio, time-constraints
force us to instead use empirical potentials to calculate κl.
1
By applying the new methods to SiNWs, we aim to predict zT values above
those seen in Refs. [8, 9]. We take our cue from two-dimensional superlattices
(2DSLs). These layered, or heterostructured, systems experience a reduction in κl
compared to bulk and alloy values[5, 11] because a large proportion of the phonon
spectrum is scattered by the layers. Indeed, evidence supports a similar effect in one-
dimension: superlatticed Si-SiGe nanowires[12] have been shown to have a reduced
κl compared to pristine SiNWs and even similarly composed 2DSLs. In Ref. [12]
alloy scattering is cited as the dominant process, but the importance of boundary
and interface phonon scattering also is highlighted. Thus our postulate is that
axial heterostructuring of SiNWs with Ge will reduce κl due to the mismatch in
the phonon density of states between Si and Ge layers. In contrast, Si and Ge are
isoelectronic, so one can expect that heterostructuring will have little detrimental
effect on S2G and that this may therefore be a route to high zT SiNWs. We use our
predictions to gain insight into possible nanowire designs that could maximise zT .
The Thesis is structured as follows: Chapter 1 introduces the thermoelectric
effect and discusses the relevant literature with regards to thermoelectric nanowires.
Next, Chapter 2 discusses the theoretical background to the computational prob-
lem, introducing DFT and MLWFs. Chapter 3 develops the theory behind our
transport models and contains a critical discussion of existing theoretical works on
transport in SiNWs. Chapter 4 contains the details of the method used to pro-
cess the MLWF Hamiltonian before transport properties can be determined under
Landauer-Bu¨ttiker transport theory. This marks the beginning of the novel work
1The potentials we employ have been shown to reproduce results found using DFT-based
methods[10].
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contained within the Thesis. It should be noted that the work contained in this
Chapter was performed in collaboration with Nicolas Poilvert.2 Next, in Chapter 5,
we present results specific to SiNWs, focusing in particular on those with a single
Ge heterostructure along their length. Chapter 6 presents and discusses results per-
taining to SiNWs with multiple defects along their length. We conclude the main
body of the text with a summary and a discussion of possible extensions to the
work contained within the Thesis. Short discussions of thermoelectric devices and
nanowire synthesis techniques may be found in Appendices A and B respectively,
while an analysis of the pseudopotentials used in the project is presented in Ap-
pendix C. Finally, Appendix D is reserved for a discussion of an alternate approach
that may be used to prepare the MLWF Hamiltonian for the transport calculation.
The work contained in this Thesis is documented in the following papers:
(i) M. Shelley, A. Mostofi, N. Poilvert and N. Marzari, Automated quantum con-
ductance calculations using maximally-localised Wannier functions,
http://arxiv.org/abs/1101.3754 (Submitted to Computer Physics Communica-
tions (Jan 2011))
(ii) M. Shelley and A. Mostofi, High thermoelectric performance is predicted in
p-type silicon nanowires with axial germanium heterostructures, Forthcoming
publication (2011)
2Graduate student, Department of Materials and Engineering, MIT (poilvert@mit.edu) working
under the supervision of Prof. Nicola Marzari (nicola.marzari@materials.ox.ac.uk).
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1Thermoelectrics and Nanowires
A thermoelectric device uses a temperature gradient to produce an electrical current,
or conversely, a current is used to produce a temperature gradient. Even though
the thermoelectric effect has been known since the 19th century, the emergence of
devices has been slow[4]. Thermoelectrics were not used seriously until the 1950s,
and even then, only in very specific applications. The problem is materials based:
efficiency is often too low to be cost-effective.
To understand the problems that are faced when attempting to develop a
more efficient thermoelectric, one must first understand the underlying principles
that govern the thermoelectric effect. We therefore begin the chapter with a brief
discussion of the thermoelectric effect (Secton 1.1) and follow, in Section 1.2, with
a description of the thermoelectric figure of merit, zT , which is a widely accepted
measure of a materials thermoelectric performance. We discuss how lowering a
material’s characteristic dimensions may be used to improve zT in Section 1.3.
Finally, in Section 1.4, a discussion of Si nanowires and their potential for displaying
high zT is presented.
1.1 The Thermoelectric Effect
The thermoelectric effect is usually introduced through the explanation of three in-
terrelated phenomena. Named after Seebeck[13], Peltier[14] and Thomson[15], these
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Figure 1.1 – A simple thermocouple. Materials a and b are connected electrically in series
but thermally in parallel. To observe the Seebeck effect the contacts C and D are held at
different temperatures and an electrical potential is measured across A and B.
effects can in turn be explained by charge carrier diffusion. Charge carriers, such as
electrons and holes, do not only transport electrical current through a material, but
also heat. Charge carrier diffusion has a net direction when a material is not in ther-
mal equilibrium. Consider a bar of material that is connected at one side to a heat
source, while the other is kept cold. ‘Hot’ charge carriers will diffuse to the cooler
part of the material and ‘cold’ carriers to the warm part. Carriers are scattered by
crystal defects, impurities and phonons as they diffuse, and these mechanisms are
energy dependent. Since they have more energy, diffusion rates of hot carriers are in
general larger than those of cold charge carriers and will produce a net flow of charge
carriers from the hot side to the cold side. However, the build up of charge at one
end produces an electrostatic potential that counteracts the diffusion of carriers. A
maximum charge build up is found when the electrostatic field and the net carrier
diffusion reach equilibrium. If the material is connected to a circuit, then this net
charge carrier diffusion produces a current.
Charge carrier diffusion can be used to explain the three most prominent
thermoelectric effects, each named after the scientist who discovered them. Working
independently in the early 1800’s, Jean Peltier and Thomas Seebeck made discoveries
concerning the heat transfer in circuits made of two dissimilar materials[13, 14].
Later, in 1851 William Thomson published work on the effect of heat gradients in
a single conductor. This became known as the Thomson effect[15] and led him to
develop the Thomson relations[16], which connect the three effects.
Let us look at the three effects in turn. The Seebeck effect is the creation
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of an electrical potential when a heat gradient is maintained at the contacts of two
dissimilar conductors. The configuration is known as a thermocouple (see Figure 1.1)
and is the fundamental unit for all thermoelectric devices.1 The voltage V , produced
by a thermocouple made of materials a and b, is given by
V = −Sab∆T (1.1)
where Sab = Sa−Sb is the Seebeck coefficient, or thermopower, of the thermocouple
and ∆T is the difference in temperature across the device. Sa and Sb are known as
the absolute Seebeck coefficients of the materials a and b, respectively.
The Peltier effect is the reverse of the Seebeck effect. An electrical current
is used to heat and cool respective sides of the thermocouple, the rate of heat
absorption, Q˙, at the cooled side is given by
Q˙ = ΠabI (1.2)
where I is the current applied and Πab is the Peltier coefficient of the thermocouple.
Charge carriers transfer heat away from one side of the device, thus cooling it. The
opposite side is heated as the charge carriers moving there will increase its enthalpy.
The Thomson effect, the third thermoelectric effect to be discovered concerns
the reversible heat generated or absorbed when a current is passed through a con-
ductor that has a thermal gradient imposed along its length. Charge carriers will
act to move along the conductor down the thermal gradient. This will act to absorb
heat from one end of the conductor. This effect should not be confused with non-
reversible Joule heating which is the result of a current passing though a material of
non-zero resistivity. The heat produced per unit volume q due to a current density
J and temperature gradient dT/dx is given by
q = ρJ2 − µJ dT
dx
(1.3)
1See Appendix A for a discussion of thermoelectric device design.
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where ρ is the material’s resistivity and µ is the Thomson coefficient. The first
term ρJ2 is the Joule heating. Thomson used his findings and non-equilibrium
thermodynamics to extend the current knowledge of thermoelectricity. His work[15,
16] showed that the Thomson coefficient was not independent of those of Seebeck and
Peltier. The first Thomson relation connects the Seebeck and Peltier coefficients,
via the absolute temperature, T :
Πab = SabT (1.4)
The second then relates the Thomson coefficient to the Seebeck coefficient:
dS
dT
=
µ
T
(1.5)
where S is the absolute Seebeck coefficient of the material. Owing to the interde-
pendences of the three thermoelectric coefficients, only one is required to appreciate
the magnitude of the thermoelectric effect in a given material. The Seebeck coef-
ficient is generally chosen and it appears in the definition of what is known as the
thermoelectric figure of merit, zT .
1.2 zT – The Thermoelectric Figure of Merit
To define a thermoelectric figure of merit we follow derivations in Refs. [17, 18]
and begin by considering the coefficient of performance, φ, of a thermocouple. In
particular, we consider the thermocouple shown in Figure 1.2, wherein one ther-
moelement, or arm, is n-type semiconductor, and the other is p-type. Since charge
carriers are of opposite sign in each arm, such an arrangement ensures that when
a (conventional) current I is applied from B to A, heat will be absorbed from the
source in both arms via the Peltier effect. Thus Peltier cooling at the source is given
by (Sp − Sn)ITC , where subscripts n and p refer to the n-type and p-type arms
respectively, and Sn < 0. We define the source to be at absolute temperature TC
and the sink at TH . The Peltier cooling is opposed by heat conduction at a rate
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Figure 1.2 – A thermocouple for thermoelectric refrigeration. One thermoelement is a
n-type semiconductor, the other p-type.
of (TH − TC)κ, where κ = κp + κn is the combined thermal conductance of the
thermocouple. Joule heating within the thermoelements also opposes the Peltier
cooling. It can be shown[18] that half the Joule heating arrives at the sink and half
at the source, each half being equal to I2R/2 where R = Rp + Rn is the electrical
resistance of the thermocouple. Therefore the cooling power at the source is
qH = (Sp − Sn)ITC − (TH − TC)κ− I
2R
2
(1.6)
The rate at which electrical energy is supplied w is the sum of the thermoelectric
voltage that must be overcome: (Sp − Sn)I(TC − TH) and any resistive losses: I2R.
Thus one can write the coefficient of performance as
φ =
qH
w
=
(Sp − Sn)ITC − (TH − TC)κ− I2R/2
(Sp − Sn)I(TH − TC) + I2R (1.7)
By setting dφ/dI = 0 one can show that φ is at a maximum when
I = Iφ =
(Sp − Sn)(TH − TC)
R[(1− ZT )1/2 − 1] (1.8)
where T = (TH + TC)/2 is the mean temperature and
Z =
(Sp − Sn)2
Rκ
(1.9)
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is the figure of merit of the thermocouple. Then
φmax =
TC
TH − TC
√
1 + ZT − TH
TC√
1 + ZT + 1
. (1.10)
One can associate the factor TC
TH−TC with the Carnot efficiency, while the remaining
factor is determined only by the source and sink temperatures and those properties
of the thermocouple encapsulated in Z.
A similar argument may be presented for efficiency of a thermoelectric gener-
ator. Again Z encapsulates any material driven variation from the Carnot efficiency:
η =
TH − TC
TH
√
1 + ZT − 1√
1 + ZT + TC
TH
(1.11)
It is easy to see from Eqs. (1.10) and (1.11) that increasing Z will increase
both φ and η. In its current form, Z may depend on the geometry of the thermo-
couple, which is not satisfactory if we want a measure of how well a thermoelectric
material performs. First we introduce the electrical resistivities (ρp, ρn) and thermal
conductivities (λp, λn); we have
κ =
λpAp
Lp
+
λnAn
Ln
(1.12)
and
R =
ρpLp
Ap
+
ρnLn
An
(1.13)
where Lp, Ln are the lengths of the respective thermoelements and Ap, An are their
cross-sectional areas. Then by noticing that Z is maximised when Rκ is minimised,
one can show
LnAp
LpAn
=
(
ρpλn
ρnλp
)1/2
(1.14)
which allows us to give a figure of merit to a thermocouple using only material
properties:
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Z =
(Sp − Sn)2
[(λpρp)1/2 + (λnρn)1/2]2
. (1.15)
This equation displays the common-sense ideologies that the thermoelements should
have S values that are opposite in sign, low thermal conductivities and low electronic
resistivities for a high Z. These latter two properties ensure that reversible ther-
moelectric effects should dominate any irreversible effects such as Joule heating and
heat conduction.
A measure of a single material’s thermoelectric merit z is often used in the
search for efficient thermoelectric materials and is defined as
zp,n =
S2p,n
λp,nρp,n
=
S2p,nσp,n
λp,n
(1.16)
where σp,n = 1/ρp,n is the material’s conductivity. Although a derivation of zp,n
from Z does not exist, we do see that in a number of limiting circumstances zp,n can
be retrieved[18]. Frequently, a dimensionless version is used that reintroduces the
average absolute temperature T between the contacts at the source and sink.
zT =
S2σT
λ
(1.17)
where we have now dropped the redundant subscripts n and p. Finally, we introduce
the electronic and thermal contributions to the thermal conductivity, λe and λl
respectively:
zT =
S2σT
λe + λl
(1.18a)
=
S2GT
κe + κl
(1.18b)
where the second version, Eq. (1.18b), is written in terms of the electronic con-
ductance G and the thermal conductance κ split into it’s electronic and thermal
contributions (κ = κe + κl). This version can be useful when describing nanoscale
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systems. The arguments for the remainder of the Chapter are formulated for the
conductivities described in Eq. (1.18a), however may be applied analogously for the
conductances in Eq. (1.18b).
Our derivation of Eqs (1.18a) and (1.18b) have relied on two assumptions:
(1) contact resistances in the thermocouple are negligible compared to the thermo-
electric elements; and (2) σ, λe, λl and S are constant with respect to temperature
within each element of the thermocouple. While the latter is often not true, taking
their average over the temperature range, enables zT to provide a reliable measure of
how well a thermoelectric material performs. This makes qualitative sense for σ and
λ since they represent irreversible changes taking place throughout each element.
The consequence of S varying with temperature means the Thomson coefficient is
non-zero (Eq 1.5), however it has been shown[19] that using the average value over
the temperature range is sufficient for most practical purposes.
Material considerations
By applying Eqs. (1.10) and (1.11), one can show that in order to challenge the
efficiency of compression cooling systems and heat pumps, thermoelectric coolers
and generators require materials of zT ∼ 2− 3. However, for close to 40 years, little
progress was made in improving zT above unity[4]. The problem facing researchers
trying to maximise zT is that in most materials each of the properties that are used
to calculate zT are interdependent. This is particularly true of S, σ and λe.
For example, the Wiedemann-Franz law states that the ratio of λe to σ is
proportional to the absolute temperature, or
λe = σLT (1.19)
where L is the Lorenz factor (2.4× 10−8J2K−2C−2 for free electrons). Thus simply
increasing σ is not a valid route to high zT and consequentially, we find metals are in
general poor thermoelectric materials. If the number of charge carriers is increased,
σ will increase according to
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σ(E) = n(E)eµ(E) (1.20)
where E is the energy, µ(E) is the carrier mobility and n(E) is the carrier density.
However, extra charge carriers will lead to a decrease in S[20], leading to a maximum
in zT with respect to carrier concentration. The carrier concentrations at which
these maxima occur are generally associated with semiconducting materials[21] and
as such semiconductors are the most obvious choice for thermoelectric materials.
The Mott relation provides further insight into the interplay between σ and
S[22]:
S =
pi2k2bT
3e
{
d[ln(σ(E))]
dE
}
E=Ef
, (1.21)
where kb and e have their usual meanings, and Ef is the Fermi energy. Using
Eq. (1.20) and Eq. (1.21) we can see that S is dependent on the energy differential
of both the carrier density and the mobility. The carrier density is closely related
to the density of states (DoS), so S can be enhanced by sharpening the density of
states2. Thus with Eq. (1.20) we may say that the numerator of zT , S2σ, known as
the thermoelectric power factor, may be large if the DoS is large and steep near the
Fermi level. S can also be increased by increasing the rate of change of the mobility
with respect to the energy of the charge carriers. The mobility of a system can be
written as
µ(E) =
eτ(E)
m∗
(1.22)
where m∗ is the effective mass of the charge carrier and τ(E) is the scattering time
— the inverse of the scattering rate. So by creating scattering that is dependent
on energy, S can be increased[23]. This process, known as energy filtering, can be
achieved by using an energy barrier to allow only carriers of a high energy to pass
through[24, 25]. As such, ‘cold’ carriers that act to lower S would not be allowed
2By sharp we mean to have large gradients with respect to energy. This is discussed further in
Section 1.3
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to propagate. However, this decreases carrier mobility at these energies, and thus
reduces σ, hence careful design of barriers is required. Paul et al. [26] show that the
grain boundaries in nanocomposite (Ag nanodot-enriched) PbTe can increase S2σ
in this way.
These complex inter-relations have led many researchers to take a more prag-
matic approach to increasing zT : reducing λl. Moderate success has been found with
alloying[27, 28] and by adding impurities[29, 30] or interfaces[31] in semiconducting
systems, where heat transport is dominated by phonons. Thus by adding disorder
that affects phonon transport more than electronic transport, increases in zT may
be obtained.
For example, crystals structures such as the skutterudites[30, 32] contain
large voids that can act as cages for heavy, rare earth elements. These create soft
phonon modes and large-amplitude rattling modes that reduce κl. By controlling
the concentration of the rare earth elements, the voids and caged heavy atoms can
be made to appear randomly in the crystal. Using this technique and by doping and
alloying, skutterudites and similar cage-containing crystal structures have zT been
synthesised with values of up to unity[29, 30].
Materials like the skutterudites have become known as phonon-glass electron-
crystals[30]. They display poor phonon transport as is observed in glasses, yet
display crystalline-like charge transport, so the thermoelectric power factor is large.
The idea of the phonon-glass electron-crystal embodies the two general methods that
are used to improve zT : increasing S2σ and reducing λl. Reducing the characteristic
dimensions of a material can provide new mechanisms that appeal to these two
methods.
1.3 Reducing the Dimensionality
Low-dimensional materials typically have aspects of their structure on the order of
1 – 100 nm. These have been produced in the form of thin film, two-dimensional su-
perlattices (2DSL)[5, 33–36], and nanowires[8, 9, 37] (1D). We wish to highlight here
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some of the principles that can drive increases in zT by reducing the dimensionality
of a material. A thorough review of nanostructured thermoelectric materials can be
found in Ref. [38].
The term phonon-glass electron crystal was introduced in the last section to
highlight two general methods that are employed to improve zT . These ideas may
be extended to low-dimensional systems by increasing phonon scattering (reducing
λl) and ‘enhancing’ the DoS (increasing S
2σ).
Low dimensional materials, by definition, have more surfaces and interfaces
than their bulk counterparts. These act as scattering sites for both phonons and
electrons, which at a basic level can reduce mean free paths and therefore decrease λl
and σ[39]. One may, however, design materials so that their surfaces and interfaces
have a greater effect on phonons than electrons. For example, that λl is reduced
more than S2σ in p-type Bi2Te3/Sb2Te3 2DSLs, driving values of zT as high as
2.5[5], a factor > 3 above values found in similarly constituted alloys[40]. In this
study transport is measured in the cross-plane direction, thus the problem reduces
to the comparative effect of back scattering of phonons on λl and electrons on S
2σ.
The crystal structure of the layers are the same since Bi and Sb are isoelectronic,
however, their mass difference creates a large thermal boundary resistance. Chen
[41] explains that a mass-driven mismatch in phonon DoS between layers causes
many phonons to be back-scattered (and perhaps even localised[42]) thus reducing
λl to values found in similarly constituted alloys.
Further, the study in Ref. [41] reports that experimental data from GaAs/AlAS
and Si/Ge 2DSLs can only be explained if inelastic scattering is included in the
model. This suggests that rough interfaces/surfaces and defects are of importance.
Indeed, Hochbaum et al. [8] (Poudel et al. [31]) find experimentally that rough sur-
faces (defects at grain boundaries) have a stronger effect on λ than σ in Si nanowires
(BiSbTe alloy nanocomposites).
The principle of ‘enhanced’ DoS is the basis of the ‘electron-crystal’ argu-
ments for improved zT in low-dimensional materials. The idea is to improve S2σ
values by taking advantage of the characteristic DoS curves that confined carriers
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Figure 1.3 – Characteristic density of states for dimensions three to zero. As the dimension
is lowered, the density of states displays sharper features.
follow as the dimensionality is reduced (see Figure 1.3). Notice how the shape be-
comes noticeably sharper, with higher gradients and larger maxima as one goes to
lower dimensionality. The confinement of charge carriers causes the formation of
distinct sub-bands, or transverse modes along which charge can flow. At a basic
level this may provide an increase in S according to Eq. (1.21). As an example of
this methodology, we again turn to 2DSLs, however this time look at studies that
investigate transport along the planes. In these studies the emphasis is on increas-
ing S2σ, while expecting only modest decreases in λl due to phonon scattering at
the planar interfaces[35, 36, 43]. The results of these experiments were less dra-
matic than those seen in cross-plane studies. Beyer et al. [35] find a zT of 1.3 in
PbTe/PbSeTe 2DSLs, an increase of up to 0.5 compared to PbTe based alloys. In
this study, reduced carrier mobility counteracts any increase in S, leaving S2σ at
levels below alloy values. It is again the reduction of λl that drives the increased
values of zT .
There have been other approaches that the reduction of dimensionality has
revealed for increasing S2σ. These include energy-filtering[24–26], carrier-pocket
engineering[43, 44] and semi-metal–semiconductor transitions[45]. However, although
these experimental studies show the proof-of-principle, that S2σ may be improved
by reducing the dimension, they do not display the high zT values that are produced
by reducing λl.
A final example which highlights this notion is PbSeTe/PbTe quantum-dot
superlattices (QDSLs) – zT ∼ 3 is reported at 500K[6]. These superlattices contain
layers with lattice mismatches that create a regular array of strain-induced quan-
tum dots. Although these regular defects create quasi-zero-dimensional states that
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sharpen and heighten the density of states, marginal decreases in the power factor
are seen due a lower electron mobility. Again, zT increases are driven by reductions
in λl compared to equivalent 2DSL systems. Inspired by success of 2D structures
there is active interest in the effect of reducing the dimensionality to one.
1.3.1 Nanowires as Thermoelectrics
Nanowires are conductors that have diameters on the order of 1 – 100 nm. If
the Fermi wavelength of charge carriers is comparable to the diameter of the wire,
confinement effects limit movement to a single direction — along the wire. For
larger nanowires, the one-dimensionality of the carriers is somewhat relaxed, but
effects resulting from their small cross-section are still present and can be exploited
for various applications.
Nanowires can now be synthesised by a variety of techniques: the versatile
vapour-liquid-solid (VLS) technique can produce small diameter (5 nm)[46] single
crystal nanowires that have surfaces which vary by only 1 or 2 monolayers; electroless
etching (EE) synthesises nanowires with rough surfaces[8, 47]; while the thinnest
diameter Si nanowires have been produced by the oxide-assisted growth method[48].
Readers are directed towards Appendix B for a fuller discussion of the available
techniques.
Because nanowires can now be synthesised with such small diameters, there
is significant cross-over between experiment and simulation. Many of these simu-
lations have quantum-mechanical grounding (first-principles techniques), which can
be highly accurate. These, and other notable simulations, can provide valuable in-
sights. Therefore our discussion for the remainder of the chapter includes arguments
that derive from simulations.
Hicks and Dresselhaus [49] first suggested the potential nanowires possess
for thermoelectric applications. They use a simple, single parabolic band model
to predict that zT would increase as the diameter is decreased and that electronic
properties (S2σ) would be enhanced compared to bulk. They use parameters derived
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from bulk Bi2Te3 properties to suggest values as high as 14 could be possible. More
detailed calculations followed[50, 51] that investigated the prospect of enhancing
S2σ: by controlling the diameter and Sb concentration in Bi nanowires they suggest
that up to 10 valence sub-band edges will coalesce in energy, thereby dramatically
increasing the DoS at the Fermi level and therefore S. Values of zT > 1.2 are
predicted at 77 K.
The extremely high values of zT that Ref. [49] predicts have not yet been
realised experimentally, or in more rigorous simulations. This is most likely due
to the simplistic nature of their model. For example, it is likely that experimental
imperfections such as rough surfaces act to smear the sharp features is the DoS and
thus hinder any dramatic increases in S and therefore zT [52].
There has been greater success showing Hicks and Dresselhaus’ prediction
that zT may be increased by reducing a nanowire’s diameter[49]. A number of
more rigorous simulations show that reducing the diameter will also reduce λl[53–
55] and will therefore likely increase zT . The consensus is that surface scattering of
phonons increases as the diameter decreases, which follows logically from the fact
that reducing the diameter increases the surface-to-volume ratio. These predictions
have been displayed experimentally in a number of systems[56–58].
The use of nanowires for thermoelectric purposes remains a highly active field,
with experimental control over radius, growth direction, surface structure, atomic
constitution and heterostructuring all possible. Research is driving towards further
reductions in λl with S
2σ unaffected (or even increased). Particular attention has
been focused on Si nanowires.
1.4 Si Nanowires for Thermoelectric Purposes
We turn our attention now, to a rapidly growing field: Si nanowires (SiNWs), which
offer an attractive solution for thermoelectric devices. Silicon is abundant and non-
toxic unlike traditional thermoelectric materials such as Te, Sb and Bi. Secondly, the
technological infrastructure from the electronics industry provides a sturdy platform
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from which this field can grow quickly.
Bulk Si is a poor thermoelectric material (zT ∼ 0.01[7]) because λl is too
high to maintain a large thermal gradient. However, it has already been shown
experimentally that low-dimensional Si-based materials such as 2DSLs can dramat-
ically reduce the thermal conductivity: Borca-Tasciuc et al. [11] report values as
low as 1 Wm−1K−1 at 300 K in doped Si/Ge 2DSLs. We use this fact and the
knowledge that reducing λl is the most direct route to high zT , to outline current
work on designing SiNWs for thermoelectric purposes. While both experimental
work and theoretical simulations are used to form our arguments, we will, in the fol-
lowing sections attempt to present the experimental evidence first and then expand
on those ideas with predictions that have a more theoretical grounding. We begin
with studies investigating how the nanowire’s surface will affect zT (Section 1.4.1),
before discussing the effect of doping and alloying (Section 1.4.2) and then axial
heterostructures and superlatticing in Section 1.4.3. Other considerations of note
are found in Section 1.4.4.
1.4.1 Surface Structure and Disorder
First we highlight the study of VLS grown SiNWs by Li et al. [56], which finds that
as the diameter is decreased the thermal conductivity, λ(= λl + λe), is reduced.
The increased surface-to-volume ratio of small diameter nanowires causes increased
phonon scattering at the surface thus lowering λ by factors up to 100 compared to
bulk. Indeed, Hochbaum et al. [8] show that by further increasing surface scattering
λ can be further reduced. They compared EE grown SiNWs, which display rough
surfaces, with the VLS SiNWs in Ref. [56] that have relatively smooth surfaces. Sim-
ilar diameter EE and VLS SiNWs were shown to have λ values that differ by factors
greater than 10. They report for a 52 nm diameter EE SiNW, λ ∼ 1.6 Wm−1K−1
at 300 K.
A number of theoretical studies confirm the trend that increased surface
scattering will reduce λl. The results of Refs. [8, 56] are reproduced using the
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phenomenological model of Ref. [59], which includes Umklapp3, impurity, boundary
and surface scattering events. They predict λ ∼ (d/∆)2 where d is the diameter
and ∆ is the root-mean-square of the amplitude of the surface roughness. Donadio
and Galli [60, 61] use molecular dynamics (MD)4 to investigate the effect of surface
disorder on λl. They find that a layer of disorder at the surface as little as two atoms
thick can decrease λl by a factor of 10 compared to crystalline SiNWs. Increase the
thickness further and λl approaches the amorphous bulk limit, an approximately 100-
fold decrease compared to bulk. This is in accordance with Ref. [8] and is of great
merit for the use of SiNWs in thermoelectric applications since often a thin SiO2 layer
is seen surrounding SiNWs5. Further, they show there is no temperature dependence
on λl between 200-600 K in the disordered surface nanowires. Since classical MD is
used, they cannot make predictions at lower temperatures. However, Ponomareva
et al. [63] uses generalised tight-binding MD, which brings some quantum mechanical
considerations into the model and can thus probe lower temperatures. They find
that at 100 K there is an increase in λl as the diameter is reduced below 3 nm.
This is explained using the principal of phonon confinement. They suggest that in
these nanowires the confinement causes the longest wavelength modes to increase
in frequency and carry more energy down the thermal gradient, thus increasing λl.
Although such effects are likely to be less prominent at higher temperatures, they
do suggest that minimum λl may exist for an optimum temperature and diameter.
At low temperatures (< 100 K), an unusual λ ∼ T behaviour has been found
experimentally in thin (< 30 nm diameter) SiNWs[56, 64], which differs from the low
temperature behaviour of the Debye model (λ ∼ T 3). Chen et al. [64] suggest that
the linear behaviour derives from two competing (frequency dependent) transport
regimes. First a diffusive regime, in which modes with large wavenumber perpen-
dicular to the nanowire axis undergo diffuse scattering at the disordered surface so
3Umklapp processes are three-phonon processes that act to reduce λl.
4MD simulations are atomistic is the sense that every atom in the system is modelled explicitly
with interatomic potentials describing their interactions. Atomic forces are calculated and the
system is evolved in time. See Ref. [62] for a detailed description of this technique.
5SiO2 typically has similar thermal transport properties to amorphous Si.
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that the direction of the reflected modes are randomised. A second, coherent regime
is suggested, wherein modes with small wavenumber perpendicular to the nanowire
axis scatter specularly, or mirror-like, from the boundary.6 This model agrees well
with their experimental data until temperatures are reached where Umklapp pro-
cess begin to dominate (not included in the model). It is worth emphasising their
conclusion that coherent phonon transport becomes important in SiNWs with small
diameters since the simulations that are detailed in this Thesis are on nanowires
with diameters < 2 nm.
It is important to discuss how the surface disorder detailed above affects the
electronic properties. After all, if the decreases in λ are matched by decreases in
S2σ then zT will not be increased. Chen et al. [52] use a combination of theory and
experiment to determine the extent to which the DoS is broadened due to surface
roughness. Their high precision experiments on ultra-thin (> 1.3 nm) single crys-
talline Si membranes show that the step-like 2D DoS can be significantly smoothed
with only small fluctuations in the surface (∆ = 0.4 nm), with the effect being
greater in thinner membrane systems. They extrapolate their results to a 5 nm ×
5 nm cross-section nanowire and predict that even monolayer variations in the sur-
face (∆ = 0.14 nm) will smear out the sharp peaks characteristic of a 1D conductor.
Thus they suggest that such small nanowires will not display enhanced electronic
properties, such as those driven by sub-band alignments[50, 51] needed to raise S2σ.
The smoothing of SiNW DoS was also found to result from rough surfaces in tight-
binding studies[65], which also predict associated decreases in carrier mobility and
mean-free-path. That said, a DFT-based approach found that oxygen defects at the
surface of SiNWs have little effect on the mean-free-path or the conductance[66],
thus making it clear that the character of the surface disorder is important.
A question that remains is the relative decreases in λ and S2σ due to surface
disorder. Measurements on EE SiNWs in Ref. [8] show that, compared to bulk
6Coherent transport occurs when the phase coherency of carriers are preserved along the length
of the conductor, while diffusive transport exists in conductors whose lengths are larger than the
mean-free-path of the carrier. These regimes are discussed in detail in Chapter 3.
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values λ is reduced a by factor ∼ 100 more than S2σ, leading to zT ' 0.6 at 300K.
This result is supported by simulations performed by Markussen et al. [67] who
consider both electronic and thermal transport in SiNWs with Si vacancies at their
surface. Tersoff[68, 69] potentials are used to determine thermal transport prop-
erties, which were shown to reproduce results from more computational intensive
density-functional theory (DFT) calculations[10]. A tight-binding model is used to
investigate electronic transport. They show, in accordance with Refs. [8] that sur-
face disorder affects phonons more than electrons and predict increases in zT with
increasing disorder. Values of 3 are found at 300K in 〈111〉 SiNWs. In a subse-
quent paper[70] their simulations investigate the functionalisation of SiNWs with
alkyl chains and “nanotree” branches. Such functional groups have electronic states
which lie within the bands of the main wire, thus electrons and holes close to the
band edge are scattered very little. Conversely, reductions in λl are predicted due
to resonant modes associated with the functionalisation. For the 〈110〉 SiNWs in
this study, they find that the surface functionalisation can increase zT more signif-
icantly that in SiNWs with surface vacancies and therefore suggest that this could
be a route to high zT .
1.4.2 Atomic Constitution
This subsection deals with the effects of doping and alloying in SiNWs and how they
both may be used to enhance their thermoelectric properties. We begin with donor
and acceptor dopants that may be used, as they are in bulk semiconductors, to
increase the carrier concentration. An increase in carrier concentration will increase
σ in SiNWs, however, it will also act to decrease S, thus there is likely an optimum
carrier concentration which maximises S2σ and zT [71]. In confined systems like
nanowires there are other factors that must be taken into consideration when they
are doped. One such consideration is the surface segregation of dopants. Experi-
ments by Garnett et al. [72] find that the concentration of B dopants in SiNWs can
vary from 1017 cm−3 at the core to 1019 cm−3 at the surface. Further, experimen-
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tation has shown that at the same impurity concentration, B-doped SiNWs are less
resistive than those that are P-doped[73, 74].
Theory and simulation have provided some explanations. First, Fernandez-
Serra et al. [75] show that dopants like B and P energetically favour the surface
of the nanowire. Upon surface passivation with H, or an oxide, the dopant atoms
can easily become neutralised and thus make no contribution to σ. This means
that a higher concentration of dopant atoms is required in nanowires to provide the
same carrier concentration as in bulk. Further, Peelaers et al. [76] calculate that the
surface segregation energy of P is greater than that of B, meaning that at the same
impurity concentration more P atoms will be trapped at the surface than B atoms,
thus making B-doped SiNWs less resistive than P-doped ones at the same dopant
concentration. A second important consideration are the scattering properties of the
dopants: Markussen et al. [77, 78] predict that B and P dopants in the core of the
nanowire will act to decrease the mean-free-path of carriers, while Fernandez-Serra
et al. [75] suggest that near-total back-scattering could occur thin P-doped SiNWs.
Sample-to-sample variations must also be considered if a full theoretical account of
B- and P-doping in SiNWs is to be found. Thus, it is likely that optimum carrier
concentration will only be found via experiment.
SiNWs with higher concentrations of the less abundant isotopes of Si has
been recently achieved using centrifuges to segregate VLS gas precursors[79], though
measurements of zT or λ are yet to be reported. Isotope doping of SiNWs offers a
route to lowering λl by introducing mass differences in the crystal. This creates large
numbers of phonon scattering sites while any effect on the stability of SiNWs or their
electronic properties is likely to be small. Indeed, MD calculations have shown that
λl may be reduced using isotopes. Yang et al. [80] calculate that λl is over 20% lower
in 28Si0.5
29Si0.5 constituted SiNWs than in pure
28SiNWs. Indeed, the same group
later show that this can lead to increases in zT of up to 31% to approximately 1[81].
While isotope doping is a valid method to introduce mass differences in the atomic
structure of SiNWs, it is rather impractical, certainly when one considers the MD
calculations in Ref. [80]. Here, isotopes with greater mass than those found in nature
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are modelled and result in lower predicted values of λl than with naturally occurring
isotopes. This suggest doping with heavier elements may be more beneficial for high
zT SiNWs
Single crystalline Si1−xGex nanowires have been successfully grown over the
range 0 < x < 1[82]. Alloying SiNWs with the isoelectronic element Ge, has been
investigated since little detrimental effect on the electronic properties is expected,
while alloy scattering of phonons is likely to decrease λl. Indeed, Kim et al. [83]
find that as the Ge concentration is increased up to 9%, λ is reduced. Values as
low as 3 Wm−1K−1 in ∼ 200 nm diameter nanowires are reported at 300 K. Their
measurements also show that the dependence of λ on diameter in Si1−xGex nanowires
is greatly reduced compared to pristine SiNWs, which suggests that alloy scattering
is dominant, rather than boundary scattering at the surface. The trend that λl can
be reduced via alloy scattering was predicted in by Chen et al. [84]. They use MD to
determine that λl in Si0.5Ge0.5 nanowires could be reduced by up to 85% compared
to pristine SiNWs. At lower concentrations of Ge, λl appears to be very sensitive:
as little a 5% Ge could reduce λl by 50%. They explain that impurity scattering
drives such reductions since high frequency phonons can become localised.
1.4.3 Axial Heterostructures
SiNWs have been synthesised with axial heterostructures of Ge or SiGe alloy. These
are often referred to as superlattice nanowires (SLNWs) and both diffuse[85] and,
more recently, abrupt interfaces[86] have been shown to be possible. The use of such
heterostructures are inspired from the higher zT values that are found in 2DSLs
compared to similarly constituted bulk alloys[5, 35]. As usual the aim is to reduce
λ while minimising any reductions in S2σ. By introducing heterostructures of Ge or
SiGe alloy along the axis, λ is expected to be decreased since the mass differences
between Si and Ge will disrupt the phonon spectrum. The effect on S2σ is likely to
be much smaller since the two elements are isoelectronic. Indeed, experiments by Li
et al. [12] show λ to be reduced compared to pristine SiNWs and similarly composed
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2DSLs. They cite alloy scattering to be the dominant process, but the importance
of boundary and interface phonon scattering is also highlighted.
Although there have yet to be any simulations that look at Si/SiGe alloy
SLNWs, Yang et al. [80] have used MD to show how mass-mismatch between layers
leads directly to reduced λl. They consider a superlattice of
28Si and 42Si isotopic
layers and report values as low as 0.4 Wm−1K−1. In a subsequent paper[81] they
show similar behaviour in Si/Ge SLNWs, reporting λl ' 0.55 Wm−1K−1 when
the Ge layers are 1.1 nm thick. Interestingly, below this, λl is found to increase.
They suggest this behaviour may exist due to a diffusive-to-ballistic regime change
driven by the layer becoming smaller than the dominant phonon wavelength (1-
2nm)[87]. A study that uses Tersoff empirical potentials[68, 69] to describe the
atomic interactions has also found that Si/Ge SLNWs could reduce λl by a factor
of 4 compared to the pristine SiNW case[88].
The effect of axial heterostructures on the electronic properties of nanowires is
less well known. Both Dujardin et al. [89] and Hanke et al. [90] report experimental
evidence of lattice-mismatch-induced strain at Si/SiGe interfaces — although no
dislocations are found in nanowires with radii as large as 50 nm. They suggest that
the strain is lowered via lateral expansions of the nanowire. Swadener and Picraux
[91] use MD to determine that the strain and length of the heterostructure may be
used to control band gaps. Further, confined states may also be present according
to DFT calculations[92].
It is clear that a more thorough understanding is needed of axial Si/Ge (or
Si/SiGe) heterostructured nanowires if they are ever to be applied for thermoelec-
tric purposes. To the Author’s knowledge there are no investigations that directly
consider electronic transport through such heterostructures, and more importantly
none which couple these studies with the effect on thermal transport.
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1.4.4 Other Considerations
Here we mention two further considerations that have bearing on an investigation
into thermoelectric effects in SiNWs, namely growth direction and an effect known
as phonon drag.
The growth direction of a nanowire is the crystal direction that points along
its axis. Experimentally, 〈110〉, 〈111〉, 〈211〉 SiNWs are observed most frequently,
while those in 〈100〉 directions are very rarely seen[93]. A number of theoretical
papers investigate how thermoelectric properties can vary between SiNWs with dif-
ferent growth directions. Using Tersoff potentials[68, 69], Markussen et al. [10] find
a large anisotropy in κl, with smaller values found in 〈111〉 and 〈100〉 directions than
in the 〈110〉 direction. DFT calculations with GW corrections7 have shown that ef-
fective masses are larger in 〈111〉 and 〈100〉 directions than in the 〈110〉 direction[95].
Since the effective mass is related to the mobility and conductivity by Eqs. (1.22)
and (1.20) one may postulate that these two results will somewhat balance one-
another in a calculation of zT . This highlights the need for combined electronic and
thermal transport model. Markussen et al. [67] do indeed use a combined model to
show that in the coherent transport regime8 〈111〉 SiNWs display higher zT than
〈100〉, and 〈110〉 the lowest. In a diffusive regime Vo et al. [71] suggest that 〈100〉
perform best, however λl is not calculated and assumed constant over the growth
directions studied. Additionally, we remark that few studies exist of 〈211〉 SiNWs.
Phonon drag was reported to be a prominent effect in the highest experi-
mentally reported values of zT (' 1 at 200 K) in SiNWs[9]. Phonon drag[96] is
caused by the transfer of momentum from phonons to electrons as they propagate
away from the heat source, thereby enlarging S at temperatures close to the Debye
temperature. An increase S due to phonon drag is an interesting prospect, however,
no experimental evidence has emerged to back up the claims of Ref. [9]. We also
note that due to the increased computational complexity, most theoretical papers
7Such corrections have been shown to give much improved band gaps compared to traditional
DFT calculations[94].
8See Chapter 3 for more details.
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that tackle the subject of thermoelectric SiNWs have yet to include electron-phonon
interactions that would be needed to predict phonon drag.
1.5 Summary
The goal of research into thermoelectric materials is to increase zT . In most mate-
rials, however, the constituent properties of zT tend to be inter-dependent, making
large increases difficult. Much research has been devoted to relaxing these inter-
dependences by introducing nanoscale structures into the material. The largest in-
creases in zT that have been observed have been driven by designing such structures
to provide large decreases in λl without causing similar drops in S
2σ.
SiNWs offer an interesting prospect for use in a high zT material due to the
abundance of Si and its advanced use in current electronics. There is still much to be
determined before SiNWs can be designed to have high zT (> 3), however there are
some general trends that have been established. We have explained that lowering the
diameter, introducing rough/amorphous surfaces, adding surface functionalisations,
axial heterostructures and alloying with Ge may all be used to increase zT . While
combinations of these methods may eventually provide the highest zT solution, there
is still much work to be done investigating their isolated (and combinatorial) effects.
It is important to note that such investigations must describe both electronic and
thermal transport simultaneously if true trends on zT are to be predicted/measured.
The success of Si/Ge 2DSLs in reducing λ[11] and the lack of investigations
into transport through axial heterostructures in SiNWs, inspires us to determine
how and if heterostructures can be used to design high zT SiNWs. We also look
to advance theoretical models to consider both electronic and thermal transport
through such systems.
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The synthesis of materials and devices at the scale of the nanometre is now common
place in laboratories, however, such precision is often coupled with great financial
cost. Theoretical predictions are being used increasingly to guiding experimental
research and aid design, thereby reducing costs. The driving force behind this trend
is the exponential growth in computing power and an associated flurry of research
into advanced computational algorithms and techniques. Many nanoscale systems
require the quantum mechanical treatment of matter in order to accurately predict
physical properties, which are in general computational expensive. Such calculations
are often termed first-principles or ab initio calculations.
This Chapter describes the particularly popular ab initio method known
as density-functional theory (DFT) that forms the backbone of the computational
methods described in this Thesis. We therefore split this Chapter thus: Section 2.1
introduces (DFT), while Section 2.2 describes the practical implementation that
we use, namely the plane-wave pseudopotential method. Finally, we introduce
maximally-localised Wannier functions (MLWFs) in Section 2.3. MLWFs provide
an alternate description of the DFT-determined system, which will be used later to
determine electronic transport properties (see Section 3.4.2 and Chapter 4).
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2.1 Density-Functional Theory
Density-functional theory (DFT) reformulates quantum mechanics to focus on the
total electronic density instead of the wavefunction. This greatly simplifies the
problem and significantly reduces the computational effort. Calculations that use
the wavefunction as the central quantity often scale as O(N4−N7), where N is the
number of atoms in the system; DFT generally scales as O(N3)[94]. Such scaling
allows systems of hundreds of atoms to be routinely investigated.
This section presents the basic principles of DFT: in Section 2.1.1, the back-
ground to the electronic problem is presented, beginning with the time-dependent
Schro¨dinger equation. The cornerstone of DFT — the Hohenberg-Kohn Theorems
are discussed next (Section 2.1.2). In Section 2.1.3, how these theorems lead to the
Kohn and Sham equation is described. Finally, a discussion of exchange and corre-
lation in DFT is found in Section 2.1.4. The principals of DFT have been covered
in great detail by a number of authors, so the following discussion is minimal in the
sense that only the essential ideas are presented for completeness. For a in-depth
discussion readers are directed towards Refs. [94, 97, 98].
2.1.1 The Electronic Problem
Density functional theory (DFT) is a first-principles approach and as such, can be
derived from the time-dependent Schro¨dinger equation for a quantum state Ψ:
HˆΨ = i~
∂Ψ
∂t
. (2.1)
The Hamiltonian Hˆ can be split into operators for the electronic and nuclear ki-
netic energy, Tˆe and Tˆn, the nuclear-nuclear interaction, Vˆnn, the electron-electron
interaction, Vˆee and the electron-nuclear interaction, Vˆen:
Hˆ = Tˆe + Tˆn + Vˆnn + Vˆee + Vˆen. (2.2)
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Without making any approximations, Eq. (2.1) is impossible to solve analytically
except for hydrogenoid atoms or the H+2 molecule and numerical solutions exist for
only a limited number of further cases. The Born-Oppenheimer approximation offers
simplification by insisting that electrons remain in the instantaneous ground-state
with respect to the nuclear positions.1 It also treats nuclei classically, and as such
allows a separation of variables of the full quantum state into electronic and nuclear
wavefunctions, Φ and Θ respectively:
Ψ(ri,Rα, t) = Φ(ri;Rα)Θ(Rα)e
−iET t/~, (2.3)
where ri is the set of electronic positions and Rα is the set of the nuclear positions
and ET is the total energy of the system. Note that Rα appear only as parameters in
the electronic wavefunction. Substitution of Eq. (2.3) into Eq. (2.1) and solving for
the nuclear wavefunction reduces the problem to solving the electronic Schro¨dinger
equation
hˆΦn(ri;Rα) = En(Rα)Φn(ri;Rα), (2.4)
where En are the electronic energy eigenvalues and hˆ = Tˆe + Vˆee + Vˆen, or explicitly
in atomic units:
hˆ = −1
2
N∑
i=1
∇2i +
N∑
i>j
1
|ri − rj| −
M∑
α=1
N∑
i=1
Zα
|Rα − ri| (2.5)
where there are N electrons and M nuclei in the system. The solution of Eq. (2.4)
forms the basis of all first-principles electronic structure calculations. Unfortunately,
in this form, this is not an easy matter because the wavefunctions are non-separable
and there exist 3N degrees of freedom. Indeed the scaling of the calculations required
prohibits exact solution to all but simple molecules, atoms and the homogeneous
electron gas. DFT offers a practical way forward by simplifying the wavefunction-
1Validity of this approximation is held unless the electronic transition energy from the ground-
state to the first excited state is of the order of the nuclear vibrational energy.
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based problem, to one that concerns the total electronic density. Central to the
theory are the Hohenberg-Kohn theorems.
2.1.2 Hohenberg-Kohn Theorems
To understand the Hohenberg-Kohn theorems, it is first wise to discuss the electronic
Hamiltonian further. It is noted that both Tˆe and Vˆee only depend on N , thus one
can write a universal (applies to all N -electron systems) operator, Fˆ = Tˆe + Vˆee.
It is then only Vˆen which depends on any external influences, as such we define an
external potential, vext(r):
vext(r) =
M∑
α=1
Zα
|Rα − r| (2.6)
such that
Vˆen =
N∑
i=1
vext(ri). (2.7)
By introducing the number density operator, nˆ(r) =
∑N
i δ(r− ri), Vˆen can be writ-
ten as
Vˆen =
∫
vext(r)
N∑
i
δ(r− ri)dr =
∫
vext(r)nˆ(r)dr. (2.8)
It can then be stated that only vext and N define the Hamiltonian and hence the
ground-state wavefunction, Φ0. This also defines the ground-state energy, E0, by
E0 = 〈Φ0|hˆ|Φ0〉. (2.9)
The electronic ground-state density, ρ(r), is given by:
ρ(r) = 〈Φ0|nˆ|Φ0〉, (2.10)
and this determines N =
∫
ρ(r)dr.
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We now state the Hohenberg-Kohn theorems[99]. Proofs may be found in a
number of text books on the subject[94, 97].
Theorem 1 The external potential, vext is a unique functional of the electronic
density (within additive constants).
Since vext also determines the ground-state energy, this too is a unique functional
of the electronic density. It follows that the expectation value of Fˆ must also be a
functional of the electronic density, that is F [ρ] = 〈Φ0|Fˆ |Φ0〉, where square brackets
denote a functional dependence. Since vext and N are both determined by ρ(r), then
if follows that only ρ(r) is required to fix all properties of the ground-state.
Theorem 2 A variational minimisation of the total energy with respect to the elec-
tronic density will yield the ground-state energy. The density at this energy is the
ground-state electronic density.
These theorems allow us to write:
E[ρ] = F [ρ] +
∫
vext(r)ρ(r)dr. (2.11)
and that
E0 = min
ρ
E[ρ]. (2.12)
Hohenberg and Kohn proved their theorems for all v-representable densities. These
are densities which are obtained from the antisymmetric ground-state wavefunction
of a system under some external potential v(r). However, many densities exist in rea-
sonable situations that are not v-representable. Fortunately, Levy [100] proved a for-
malism of DFT that holds for a weaker condition on the density: N -representability.
Such densities are non-negative, satisfy N =
∫
ρ(r)dr and
∫ |∇ρ1/2(r)2|dr <∞, and
are associated with some antisymmetric wavefunction. Levy’s proof extends DFT
to all “reasonable” densities. In conjunction with Eq. (2.12), Levy’s work enables
variational search strategies to be used to find the ground-state energy.
The question which now remains is how to calculate the functional F [ρ], the
method proposed by Kohn and Sham provides us with insight.
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2.1.3 The Kohn-Sham Equation
The theorems of Hohenberg and Kohn reduce the electronic problem from a func-
tion of 3N variables to just three — the three-dimensions of the electronic density.
However, it does not provide a practical scheme to do this since the form of the F [ρ]
remains illusive. Kohn and Sham [101] suggest a mapping of the full interacting
system to an auxiliary, non-interacting system, which is assumed to have the same
ground-state electronic density. The aim is to calculate the kinetic energy term,
T [ρ] in a simple manner, but to good accuracy, then allow any errors incurred to
be placed in a correctional term that may be approximated later. Following this
reasoning, a non-interacting wavefunction, such as a Slater determinant, is chosen
so that the single-electron wavefunctions, ψi satisfy
ρ(r) =
N∑
i
|ψi(r)|2. (2.13)
Kohn and Sham then split the universal functional F [ρ] into three parts:
F [ρ] = Ts[ρ] + EH [ρ] + EXC [ρ], (2.14)
where Ts[ρ] is the kinetic energy of the non-interacting system, EH [ρ] is the Hartree
term, which describes the classical electrostatic energy, and EXC [ρ], the exchange-
correlation energy. This last term contains the non-classical many-body effects of
exchange and correlation, but also includes the correction to the kinetic energy term
from assuming a non-interacting system. The effect of exchange arises from the Pauli
exclusion principle, which also corrects the classical error introduced by the Hartree
term that arises from the self-interaction of electrons. EXC [ρ] also includes energies
associated with the many-bodied correlations that are not necessarily well described
by single Slater determinants. Physically, one can think of EXC [ρ] of representing
the strong coulomb repulsion around each electron that significantly reduces the
probability of finding another close by. Although the EXC is thus far unknown, the
theory remains exact to this point.
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We now proceed with the variational minimisation of the energy functional
in Eq. (2.11) that is suggested by the second Hohenberg-Kohn theorem. Using
the manageable form of F [ρ] in Eq. (2.14) and Lagrange multipliers (εi) to enforce∫ |ψi(r)|2dr = N , we have
δ
{
Ts[ρ] + EH [ρ] + EXC [ρ] +
∫
vext(r)ρ(r)dr−
N∑
i=1
εi(
∫
|ψi(r)|2dr−N)
}
= 0.
(2.15)
Performing the required functional derivatives2, the Kohn-Sham equation is found:
[
−1
2
∇2 + vKS(r)
]
ψi(r) = εiψi(r). (2.16)
where the Kohn-Sham potential, vKS(r), is an effective potential that ensures the
ground-state density of the non-interacting system is that of the interacting system.
It is given by
vKS(r) = vext(r) + vH(r) + vXC(r) = vext(r) +
∫
ρ(r′)
|r− r′|dr+
δEXC [ρ]
δρ(r)
(2.17)
where vH(r) and vXC(r) are the Hartree and exchange correlation potentials, respec-
tively. It is noted that the Kohn-Sham potential depends on the charge density, so
therefore, Eq. (2.16) must be solved self-consistently. The task now remains to find
a suitable approximation for the functional form of the exchange-correlation energy.
2.1.4 Exchange and Correlation in DFT
The exchange-correlation (XC) energy, EXC , contains all the non-classical infor-
mation of how each electron will repel the other electrons through the exclusion
principle and electron-electron interactions. This can be represented by a fictitious
charge depletion known as the exchange-correlation hole. The Hartree term of the
2A discussion of the functional derivatives required for Eq (2.15) is found in [94].
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energy functional completely neglects exchange, as such, the total charge of each
XC hole is always +|e|. Hence, each electron and its XC hole is neutral and one
can therefore expect short ranged interactions to be dominant. From this asser-
tion, Kohn and Sham [101] propose a form of EXC [ρ], known as the local density
approximation (LDA).
The LDA approximates the XC energy density at a point r to be equal to
the energy density of a homogeneous electron gas with density ρ(r). Therefore we
can write
ELDAXC [ρ] =
∫
ρ(r)εhomXC [ρ(r)]dr (2.18)
where εhomXC [ρ(r)] is the energy density of the homogeneous electron gas. Then
vLDAXC =
δELDAXC [ρ(r)]
δρ(r)
= εhomXC [ρ(r)] + ρ(r)
∂εhomXC [ρ(r)]
∂ρ(r)
. (2.19)
The LDA is surprisingly successful for such a simple approximation. It works well
for systems where the electronic density does not vary strongly with r and can be
applied for many solids with strong bonding, typically finding bond lengths to within
a few percent of experiment. The LDA does however, systematically over-bind and
thus these bond lengths are underestimated. In cases of strongly varying electronic
densities, such as systems with f -electrons, and in weakly bonded systems, where H-
bonds, for example, are present, the LDA gives a poor description. This is because
the LDA is a purely local approximation and all non-local effects are not included.
Generalised gradient approximations (GGAs) are considered semi-local and
in some cases can improve accuracy over the LDA. They are second-order gradient
expansions of the density and are convenient to implement. The expansion itself,
however can cause some problems as they can contain singularities or may not be
monotonically convergent. These expansions must also adhere to exact conditions
imposed on the XC hole[102]. A GGA known as PBE satisfies as many of these
conditions as possible[103], it has proved highly transferable and has thus found
wide appeal. In some cases, GGAs offer an improvement over the LDA due to
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their semi-local nature. However, they do not always improve, as fortuitous error
cancellation in the LDA can make it very close to experiment. In general, GGAs
tend to improve binding and atomic energies, and bond lengths and angles compared
to the LDA. They also perform much better than the LDA in systems with H-bonds
and have thus often been adopted by computational chemists. However, the LDA is
consistently more accurate at modelling semiconducting materials and noble metals
than GGAs.
Further XC functionals exist: meta-GGAs expand the XC energy density to
the fourth-order while hybrid functionals include some contribution from Hartree-
Fock exchange. XC functionals are the final requirement that is needed before DFT
can be performed. A popular implementation of DFT, known as the plane-wave
pseudopotential method is now introduced.
2.2 The Plane-Wave Pseudopotential Method
The plane-wave pseudopotential (PW-PSP) implementation of DFT uses an im-
portant approximation known as the pseudopotential approximation. This reduces
computational cost significantly and can be very accurate; a description of pseu-
dopotentials is found in Section 2.2.1. Further simplification is made by describing
infinite crystalline systems using periodically repeated unit cells. This periodicity
leads to Bloch’s theorem (Section 2.2.2), and also suits a plane-wave basis set (Sec-
tion 2.2.4). The final component of the PW-PSP method is k-point sampling; this is
presented in Section 2.2.3. The section then continues with a brief discussion of how
non-periodic systems can be investigated (Section 2.2.5), and finally a summary is
given in Section 2.2.6.
2.2.1 Pseudopotentials
Pseudopotentials offer computational simplification by replacing the nuclear poten-
tial with one that is screened by the tightly-bound core electrons. The assertion
is that the majority of the physical properties of solids are only dependent on the
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valence electrons of system while the core electronic states remain almost indepen-
dent of chemical environment. This reduces the computational effort compared to
so-called all-electron methods first, by reducing the number of electrons that must
be considered and second, by reducing the size of the basis set that is required to
represent the electronic states. This is particularly true for a plane-wave basis set
since very large numbers numbers of plane-waves are needed to represent the nodes
of the wavefunction close to the atomic centre.3 The basis set reduction occurs be-
cause the effective core potential, or pseudopotential, only needs to reproduce the
valence wavefunctions outside a core radius, rc. Figure 2.1 shows the behaviour of a
typical pseudopotential and how, inside rc, the nodes of the true wavefunctions are
smoothed out.
rc r
ψ
PS
V PS
ψ
AE
VAE
Figure 2.1 – A schematic illustration of a pseudopotential V PS and pseudo-wavefunction
ψPS (dotted black and red lines respectively) compared to the all-electron (AE) system on
which they are based (solid lines). At radii larger than rc both the pseudopotential and
pseudo-wavefunction exactly reproduce the AE system.
Pseudopotentials that are norm-conserving satisfy 〈ψPSi |ψPSj 〉 = δij and have
been used widely as they are highly transferable to many chemical environments.
Hamann et al. [104] outline four provisos that will create a highly transferable pseu-
dopotential.
• For a chosen reference atomic configuration, ensure the all-electron and pseu-
dopotential eigenvalues agree.
3The nodes of the wavefunctions are due to their orthogonality.
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• All-electron and pseudo-wavefunctions must agree beyond the chosen core ra-
dius, rc.
• The integrals of the all-electron and pseudopotential charge densities with
respect to r must agree for each valence state at radii greater than rc.
• The logarithmic derivative and its first energy derivative of the all-electron
and pseudo-wavefunctions must agree for r > rc.
The third point implicitly enforces norm conservation; the last ensures high transfer-
ability because it describes scattering accurately over wide energy ranges[105]. We
note that the smaller the choice of rc the more transferable the pseudopotential be-
comes. However, this reduction also increases the size of the basis set that is needed
to accurately describe the pseudo-wavefunctions, and hence the computational effort
is increased. A pseudopotential that needs a large basis set is known as a hard pseu-
dopotential. Schemes such as that presented by Troullier and Martins [106] aim to
converge the potential to all-electron values more rapidly with respect to the basis set
size and thus create a softer pseudopotential. Ultrasoft pseudopotentials[107, 108]
relax the norm-conserving condition and can further reduce the basis set size at the
cost of extra operations when solving Eq. (2.16) self-consistently. In some systems
this can improve computational efficiency for a given accuracy when compared to
a norm-conserving pseudopotential, but only when the basis set is significantly re-
duced. If pseudopotentials are the first ingredient in the PW-PSP method, offering
computational simplification at the atomic level, then Bloch’s theorem is the second,
enabling us to model a finite collection of atoms under periodic boundary conditions
as an infinite periodic solid.
2.2.2 Bloch’s Theorem
Bloch’s theorem reduces the problem of an infinite crystalline solid with an infinite
number of electrons, to a finite, but periodic system with a finite number electronic
states. For a periodic solid, the one-electron Schro¨dinger equation is given by
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Hˆψn(r) =
(
1
2
∇2 + v(r)
)
ψ(r) = εnψn(r) (2.20)
where n labels the different eigenstates of the Hamiltonian and v(r) = v(r+R) for
all R in a Bravais lattice defined by the primitive lattice vectors ai. Bloch’s theorem
states that the eigenfunctions of Eq. (2.20) can be written as
ψnk(r) = e
ik.runk(r) (2.21)
where unk(r) = unk(r+R) for all R and k is the wavevector associated with each
ψ and relates to the translational symmetry. This can be seen in a restated version
of the theorem:
ψnk(r+R) = e
ik.Rψnk(r). (2.22)
A proof of Bloch’s theorem can be found in Ref. [39].
The implications of Bloch’s theorem in a periodic unit cell can be seen by
considering a wavevector k′ that is outside the first Brillouin zone4. First, we rewrite
k′ = k+G0, where k is in the first Brillouin zone (BZ) and G0 is a reciprocal lattice
vector. Hence the wavefunction at k′, according to Eq. (2.21), is given by
ψnk′(r) = unk′(r)e
ik′.r = unk′(r)e
i(k+G0).r
= un′k(r)e
ik.r = ψn′k(r). (2.23)
Outside the first BZ, this has the effect of folding the energy band n back into the
first BZ. It also implies that the total electronic wavefunction of the infinite solid
can be described by a wavefunction of the electrons in the unit cell. At this stage
however, the possible values of k in the first BZ are infinite. We restrict their values
in calculations by sampling in k-space.
4The first Brillouin zone is the Wigner-Seitz cell formed from the Bravais lattice defined by the
reciprocal lattice vectors {bi}.
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Figure 2.2 – A convergence test of total energy per atom with respect to the k-point sampling
grid in Ge bulk. The total energy at different grid densities is shown in red, with a convergence
threshold of 3 meV (dashed black) from a calculation on a 18 × 18 × 18 k-point grid (not
shown). Convergence is seen at a 6 × 6 × 6 grid.
2.2.3 k-Point Sampling
Since wavefunctions tend to vary slowly in k-space, a grid of k-points can be em-
ployed, where wavefunctions at other points enter the calculation as approximations.
This is known as k-point sampling and can be very accurate for small numbers of k-
points in materials with a bandgap. It also reduces computational time dramatically.
Methods such as those proposed by Chadi and Cohen [109] and Monkhorst and Pack
[110] use special sets of k-points in the BZ to gain better accuracy at a given number
of k-points. It is worth noting that since the size of the BZ decreases as the size of
the supercell5 increases, calculations on large systems with a single k-point can be
made within reasonable error tolerances. Such single k-point calculations are often
made at the Γ-point (the origin in k-space) as it forces wavefunctions to be real and
thus efficient algorithms can be used to reduce computational time further. If many
k-points are required, symmetries of the crystal structure can be exploited to reduce
their number while still describing the full BZ. Finally, as the sampling of k-points
increases, the accuracy of the calculation increases and so the magnitude of the error
on the total energy of the system converges to zero. In practice, convergence tests
are performed so a set of k-points that gives an acceptable margin of error can be
found. The convergence of total energy with respect to k-point sampling in Ge bulk
5The supercell or repeat unit of a calculation may be constructed from a number of unit cells.
54
2. Theoretical Background
is shown in Figure 2.2. Convergence testing is an essential tool that ensure errors
are well controlled.
2.2.4 Plane-Waves
A plane-wave basis is the natural choice of basis for a periodic system. This can be
seen by expressing unk(r) as the Fourier series
unk(r) =
∑
G
cn,k+Ge
iG.r (2.24)
where G = m1b1 +m2b2 +m3b3 and bi are the reciprocal primitive lattice vectors
given by ai.bj = 2piδij. Thus by Eq. (2.21)
ψnk(r) =
∑
G
cn,k+Ge
i[(k+G).r]. (2.25)
Hence ψnk can be represented by an infinite superposition of plane-waves. An eigen-
state |ψnk〉 in this basis is known as a Bloch state or Bloch function. Substitution
of this basis into the periodic Schro¨dinger equation Eq. (2.20) and integrating over
r gives
∑
G′
[
1
2
|k+G|2δG,G′ + v˜(G−G′)
]
cn,k+G′ = εnkcn,k+G (2.26)
where v˜(G−G′) is the Fourier transform of the potential; also notice the kinetic
energy term is diagonal. The problem now reduces to the diagonalisation of the
Hamiltonian matrix, with the elements Hk+G,k+G′ , given by the term in square
brackets. Presently, however, all G′ are included in the sum, so the size of the
Hamiltonian matrix is infinite as there are infinitely many plane-waves in the basis.
In practice, the magnitude of the Fourier coefficients cn,k+G decrease as |k+G|
increases, and a truncation of terms can be made. This is done according to the
plane-wave kinetic energy, such that only plane-waves of energy below a threshold,
Ecut are included in the basis:
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Figure 2.3 – Convergence test of total energy per atom with respect to plane-wave energy
cut-off for Ge bulk on a 8× 8× 8 k-point grid A tolerance threshold is set to 5 meV (black,
dashed line) and the convergence of the total energy (red) is reached at Ecut = 450 eV.
1
2
|k+G|2 < Ecut. (2.27)
Reducing Ecut reduces the computational effort required, yet increases the error
incurred in the truncation. This truncation is variational in the sense that increasing
the basis set guarantees monotonic convergence toward the ground-state energy
from above.6 Since the error converges to zero as Ecut increases, one can perform
convergence calculations to find an Ecut (and hence the size of the basis set) that
incurs an acceptable error and reasonable computational cost. An example of such
a convergence test is seen in Figure 2.3. Convergence testing is also used to expand
the scope of the PW-PSP method to non-periodic systems such as molecules and
nanowires.
2.2.5 Non-periodic systems
Most systems of interest are non-periodic: defects in crystals, molecules, surfaces
and nanowires are all examples of non-periodic systems (in at least one direction).
A careful choice for supercell can be made so that these systems can be modelled
accurately. The schematic illustrations in Figure 2.4 (left, centre) show how a vac-
6This is in contrast to the convergence of the ground-state energy with respect to the k-point
sampling. Here, the error on the energy is proportional to the square of the error on the wavefunc-
tion.
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Figure 2.4 – Schematic illustrations of how the supercell geometry can be chosen to model
non-periodic systems. Dashed red lines indicate supercell boundaries. Left: Nanowire. Cen-
tre: Isolated molecule. Right: Vacancy defect in a bulk crystal
uum space in the supercell can be used to separate periodically repeated ‘systems’.
By performing calculations with increasing supercell size so that the amount of vac-
uum is increased, the difference in total energy can be converged to an acceptable
level. Once this level has been reached it is assumed that the repeated systems do
not interact. A similar procedure can be made with single defects in a bulk crys-
tal (Figure 2.4 (right)): converging the calculated properties with respect to the
supercell size allows the distance at which defects no longer interact to be found.
Since the all of space in the supercell must be filled with plane-waves, their number
increases rapidly with supercell size, so again a balance between error and compu-
tational effort is sought during the convergence procedure. This supercell approach
has allowed a plethora of wires, surfaces, defects and molecules to be investigated
by DFT.
2.2.6 Summary of Methods
The PW-PSP implementation of DFT simplifies the problem of solving the Kohn-
Sham equation (Eq. (2.16)) for an infinite crystal with an infinite number of elec-
tronic states. Bloch’s theorem is invoked, which allows the systems to be described
by a finite number of electronic states. The wavefunctions representing these states
are then sampled regularly in k-space and described in a simple plane-wave basis.
Further approximations are made to the electronic states by using pseudopotentials
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to describe the nuclear charge and core electrons. The ground-state can now be
found by a self-consistent minimisation of the electronic energy functional in the
plane-wave basis using techniques pioneered by Car and Parrinello [111]. Alterna-
tively, the Hamiltonian matrix implicit in Eq. (2.26) may be diagonalised7 to find
the eigenstates of the Kohn-Sham equation. Reviews of both methods can be found
in Refs. [94, 98]. The computational effort required for first-principles calculations
of this type, typically scale with order N3, where N is the number of atoms in
the supercell. Consequently, system size is limited to around 1000 atoms. With a
view to extend the range of the these first-principles calculations, we next discuss
the movement from the large plane-wave basis of the extended (in reciprocal space)
Bloch states to a smaller and localised (in real space) basis set of Wannier functions.
2.3 Maximally-Localised Wannier Functions
First introduced by Wannier [113] in 1937, Wannier functions provide a real space
representation of the Bloch states. They decay exponentially with an inverse power-
law prefactor[114, 115] and are thus localised in nature. Consequentially, they have
recently found practical applications in the modern theory of polarisation[116] and
in linear-scaling computational methods[117]. This section aims to introduce Wan-
nier functions by first, in Section 2.3.1, discussing general properties and then, in
Section 2.3.2, describing how the spread of Wannier functions can be minimised to
find maximally-localised Wannier functions (MLWFs). Later, in Section 2.3.3, we
provide a description of how the MLWF basis can be used to derive the band struc-
ture accurately, with a much reduced computational cost compared to plane-wave
methods.
7In practice, the diagonalisation is done iteratively since the basis set is very large. The Davidson
technique is a popular strain[112].
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2.3.1 General Properties
A Wannier function for a single isolated band is found by the Fourier transform of
the Bloch function |ψnk〉:
|wnR〉 = V
(2pi)3
∫
BZ
|ψnk〉e−ik.Rdk, (2.28)
where V is the volume of the primitive unit cell in real-space, R is a Bravais lat-
tice vector and the integral is over the first BZ. This definition implies that the
Hilbert space spanned by the Bloch functions, |ψnk〉 is equivalently represented by
the Wannier functions |wnR〉. They are localised in real space and form a complete
orthonormal basis set such that
〈wnR|wn′R′〉 = δnn′δRR′ , (2.29)
and have the translational symmetry of the Bravais lattice:
wn0(r−R) = wnR(r). (2.30)
Due to the phase indeterminacy of the Bloch functions, Wannier functions are not
unique and are gauge dependent. That is, the map
|ψnk〉 → e−iφnk |ψnk〉 (2.31)
does not affect the physical properties of the system, yet will create different Wannier
functions.
We now define Wannier functions for a composite, yet isolated group of bands.
Such a group of bands is found in the valence manifold of an insulator or semicon-
ductor, where N bands are interconnected at points in the BZ through degeneracies
in energy, yet because they are isolated from the conduction manifold, each point
in k-space has the same number of eigenvalues associated with it. Such generalised
Wannier functions are given by:
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|wnR〉 = V
(2pi)3
∫
BZ
N∑
m
U (k)mn|ψmk〉e−ik.Rdk, (2.32)
where U
(k)
mn is a unitary matrix that generalises the phase indeterminacy e−iφnk of the
single band case. U
(k)
mn can be chosen such that the Wannier functions are maximally-
localised.
2.3.2 Maximally-Localised Wannier Functions
Maximally-localised Wannier functions (MLWFs) provide a real-space and often
intuitive picture of bonding in materials. They maybe found for a set of isolated
bands using the process presented by Marzari and Vanderbilt [118]. The method
finds the matrix U
(k)
mn by minimising the sum of the spreads of the Wannier functions.
The spread is defined as:
Ω =
N∑
n
[〈r2〉n − 〈r〉2n] (2.33)
where
〈r〉n = 〈wn0|rn|wn0〉 = i V
(2pi)3
∫
dk〈unk|∇k|unk〉, (2.34)
and
〈r2〉n = 〈wn0|r2|wn0〉 = V
(2pi)3
∫
dk||∇kunk〉|2, (2.35)
where |unk〉 are the periodic parts of the Bloch functions |ψnk〉 as defined in Eq. (2.21).
In practice, these expectation values are calculated using finite-difference represen-
tations of these integrals on a regular mesh of k-points using an overlap matrix
M
(k,b)
mn = 〈umk|umk+b〉, where {b} are the set of vectors pointing in the directions of
the neighbours of k. Since Ω and dΩ/dU
(k)
mn are functionals of M
(k,b)
mn , a minimisation
algorithm, such as steepest descents or conjugate gradients, can be implemented to
find the U
(k)
mn that minimises Ω, thus determining the MLWFs. Also required is an
initial guess for U
(k)
mn, known as A
(k)
mn = 〈u(k)mn|gn〉. That is, A(k)mn are the projections
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of the Bloch states on the some trial localised orbitals, gn.
A full description of the process for isolated bands can be found in Marzari
and Vanderbilt [118]. If a set of bands are not isolated, a process of disentanglement
is required.
Disentanglement
When no gap exists in the band structure of a material, a set of bands cannot
be isolated and they are said to be connected or entangled. Such situations occur
in metals and in conduction manifolds of semiconductors and insulators. In such
cases, within a given energy window, the number of bands at each point in k-
space varies and the unitary transform outlined in Eq. (2.32) does not produce
localised wavefunctions in real space[119]. A solution to this problem is presented
by Souza et al. [120] whereby an optimally-connected subspace is disentangled from
the unwanted bands. Then from the new subspace, the spread of the Wannier
functions is minimised using the Marzari and Vanderbilt [118] procedure.
The process of finding an optimally-connected subspace is outlined in the
following steps:
• First Ω is decomposed into two terms: a gauge-dependent and gauge-invariant
term,8 Ω˜ and ΩI respectively, such that:
Ω = Ω˜ + ΩI . (2.36)
Note that for a set of isolated bands, the choice of subspace that encloses all
the bands is already optimally-connected. Hence, the choice of U
(k)
mn has no
effect on ΩI and the minimisation of Ω˜ is equivalent to the minimisation of Ω.
For entangled bands, the gauge-invariant term, ΩI measures k-space dispersion
and is given by:
8By gauge-invariant, we mean that is is not dependent on the arbitrary choice of the Bloch
function phase.
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ΩI =
1
Nk
∑
k,b
wb
(
N −
∑
mn
|M (k,b)mn |2
)
(2.37)
where Nk is the number of bands at point k and wb is a weighting factor. It
can be seen from Eq. (2.37) that ΩI is minimised when the magnitude of the
square of the overlaps, |M (k,b)mn |2 is at a maximum and so we seek a subspace
with optimal global smoothness of connection[120].
• An energy range (known as the outer window) is defined which contains at
least all N target bands, such that at each k, Nk ≥ N . This outer window
defines the Hilbert space F(k) spanned by the Bloch functions |unk〉.
• For all k at which Nk = N , the subspace F(k) is already optimally connected
and nothing need be done.
• For all k at which Nk > N , an N -dimensional subspace S(k) ⊆ F(k) is found
that minimises ΩI .
9 Also note, since ΩI is gauge-invariant, it is a functional
of S(k). This step can be restated as the unitary transform of the Nk Bloch
states which lie in the outer energy window, to the N optimally connected
Bloch states, |uoptnk 〉 in the subspace S(k), or
|uoptnk 〉 =
Nk∑
m
Udis(k)mn |umk〉 (2.38)
where Udis(k) is a Nk ×N matrix.10
• The Bloch-like eigenfunctions |ψoptnk 〉 = eik.r|uoptnk 〉 are then obtained and the
unitary matrix, U (k), can be found which minimises Ω˜ by the process described
by Marzari and Vanderbilt [118].
We add two practical caveats to the above method:
9Details of this minimisation are found in [120].
10Udis(k) is unitary in the sense that (Udis(k))†Udis(k) = I.
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1. Due to mixing between states, the bands in S(k) may not correspond exactly
to the original energy bands of the Bloch functions. To accurately reproduce
the band structure within a certain energy, a second (inner) window must be
defined which freezes the states within it and thus include them in the subspace
S(k) unchanged. In materials with a band gap, the valence manifold is often
chosen to be entirely contained within the inner window.
2. To find the global spread minimum, the disentanglement routine often requires
projections A
(k)
mn that reflect the chemical environment.
A full description of the disentanglement process can be found in Souza et al. [120].
The Wannier90[121] code provides a practical implementation of algorithms involved
finding MLWFs for isolated and entangled bands. Once found, the unitary matrices
Udis(k) and U (k) can be used to describe the Hamiltonian in a Wannier representation.
2.3.3 Wannier Interpolation
Since the MLWF basis spans the same subspace as the Bloch states, the Hamil-
tonian matrix can be orders of magnitude smaller in each dimension than in the
original plane-wave basis. This enables very efficient computation of ground-state
properties. For example band structures can be interpolated onto a finer k-point
mesh than can be achieved using the plane-wave basis. This concept is known as
Wannier interpolation. We begin by using the unitary matrices found during the
spread minimisation to rotate the basis of the Hamiltonian matrix in the Bloch
representation
H(rot)(k) =
(
U (k)
)† (
Udis(k)
)†
H(k)Udis(k)U (k) (2.39)
where H(k) is the Hamiltonian matrix in the representation of the Bloch eigenstates
and with elements Hnm(k) = εnkδnk. Note that for an isolated set of bands U
dis(k) =
I. By taking the Fourier sum of Eq. (2.39), the Hamiltonian matrix of the system
may be represented in the MLWF basis:
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Hnm(R) =
1
Nk
∑
k
e−ik.RH(rot)nm (k), (2.40)
where R are the conjugate vectors to the k at which the Bloch states were found.
In practice, this is the Wigner-Seitz primitive cell centred at the origin. Due to the
localisation of the MLWFs, the elements Hnm(R) decay rapidly as |R| increases.
Consequentially, a Slater-Koster-like interpolation[122] (where the MLWFs replace
the tight-binding orbitals) may be performed. That is, we Fourier transform back
to k-space to obtain the eigenvalues on a much finer grid of k-points (denoted k′).
Since the basis set is small, this Fourier transform
Hnm(k
′) =
∑
R
eik
′.RHnm(R), (2.41)
is inexpensive. Finally, H(k′) is diagonalised to give the interpolated band energies.
Such interpolation has been shown to reproduce energies accurately even at band
crossings and near weakly avoided crossing[123].
Due to the compact MLWF basis, further post-processing (with respect to
the original PW-DFT calculation) methodologies can be applied with great compu-
tational efficiency. As such, we use this basis to perform coherent transport calcula-
tions using Landauer-Bu¨ttiker theory (see Section 3.4). Secondly we note that the
real-space localisation of the basis enables the Hamiltonian to be represented in a
sparse and diagonally dominant form, enabling us to build model Hamiltonians of
large, structurally complex systems from Hamiltonians of smaller fragments. These
ideas form the basis of the methodological development presented in this Thesis and
are discussed in Chapter 4.
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Transport is the result of carriers, be they electrons, holes or phonons, evolving in
both space and time, and is due to a system being out of equilibrium. It can be
strongly affected by impurities and defects, such that the characteristic behaviour
of the transport is often determined by their concentration and type. This compli-
cates the problem since small differences at the atomic level can dictate the carrier
behaviour on much larger scales. Therefore from a computational standpoint, quan-
tifying transport and determining the material properties that govern it can be a
difficult process.
The purpose of this chapter is to introduce these intrinsic problems, explain
how, in some instances, they may be overcome and discuss the limitations of these
solutions. We begin, in Section 3.1 with an introduction to the transport regimes
that exist and the characteristic length scales that define them. This is by no means
an extensive discussion, but is intended to give the reader a flavour of the concepts
involved if we are to calculate material properties from theory and simulation. Next,
in Section 3.2, we place in context the use of density-functional theory (DFT) for
the calculation of thermoelectric properties. By this we mean to explain that while
basing calculations on DFT may not be the most accurate method available, it is a
more pragmatic approach for the systems we wish to investigate than more sophisti-
cated techniques. Next, in Section 3.3, a critical analysis of current transport models
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in Si nanowires (SiNWs) is presented. This is followed by the detailed discussion
of a computational solution for electrons (Section 3.4) and phonons (Section 3.5).
These solutions follow the Landauer formalism for coherent transport.
3.1 Length Scales and Transport Regimes
This Section aims to introduce the basic concepts of transport to the reader. We first
discuss three length scales (Section 3.1.1) and three transport regimes (Section 3.1.2)
in reference to electrons and electronic transport. These regimes and scales have
analogous definitions for thermal (phononic) transport, however, for the sake of
clarity we reserve their mention to a short introduction to thermal transport given
in Section 3.1.3.
3.1.1 Three Length Scales
We begin by defining the conductance G of a macroscopic wire with cross-sectional
area A and length L
G =
σA
L
(3.1)
where σ is the electronic conductivity. As the wire’s length is increased, the con-
ductance shows ohmic behaviour, decreasing as ∼ 1/L, however, as A and L are
further reduced this behaviour will eventually break down. We define three length
scales, namely, the Fermi wavelength, the mean-free-path and the phase-relaxation
length, that we use to define ohmic behaviour, and later the coherent, diffusive and
localisation regimes. For now, we simply state that ohmic behaviour occurs when
the characteristic lengths of the conductor, A and L are much greater than these
three lengths.
66
3. Transport Theory
Fermi Wavelength
The Fermi wavelength λf
1 is the wavelength of an electron,
λf =
h
p
=
2pi
kf
(3.2)
where h is Plank’s constant, p is the electrons momentum and kf is the Fermi
wavenumber, which maybe related to the Fermi energy, Ef , of a free-electron gas as
Ef =
~2k2f
2m∗
(3.3)
where m∗ is the electron’s effective mass — the mass that the electron appears to
have as it moves through a crystal. As the kinetic energy or momentum of the
electron is increased, λf will decrease. In lightly-doped Si bulk at 300 K, λf '
6 nm[7]. The Fermi wavelength is most relevant when the temperature is lowered
since conducting electrons will have energy close to Ef .
Mean-Free-Path
The mean-free-path, or momentum-relaxation length, Lm is the average distance
that an electron will travel through a crystal before its momentum becomes uncor-
related to its initial momentum. Inelastic scattering events such as those by phonons
and impurity atoms are processes that change an electron’s momentum and thus if
the number of these scatterers are increased the mean-free-path will be decreased.
The mean-free-path may be written as
Lm = vfτm (3.4)
where τm is the collision time, the average time between collisions and vf =
~kf
m∗ is
the Fermi velocity. In a lightly P-doped Si sample at 300 K, Weber and Gmelin [7]
find Lm ' 40 nm.
1Not to be confused with thermal conductivities λ, λl and λe.
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Phase-relaxation Length
The phase-relaxation length Lφ is the average length over which an electron will
travel before the memory of its initial phase is lost. This means at lengths on the
order of, or lower than Lφ, the wave-like nature of the electron is important and
quantum interference effects can be observed.
Static scattering events such as those with impurities and defects do not act to
reduce Lφ since definite phase-relationships exist between an electron’s state before
and after the collision. Conversely, dynamic scattering events have an internal degree
of freedom that randomises the phase under collision. These include scattering by
phonons and other electrons:2 therefore lowering the bias and temperature will
increase Lm. Ruess et al. [124] report Lφ = 39 nm at 4 K and Lφ = 136 nm at
50 mK in a 2D sample of Si.
3.1.2 Three Transport Regimes
At this point, we introduce three transport regimes that can be defined according to
the relative sizes of the characteristic dimensions of a device, L, Lφ and Lm. They
are the coherent3, diffusive and the localisation regime. These regimes are depicted
schematically in Figure 3.1.
The Diffusive Regime
The familiar ohmic behaviour of Eq. (3.1) describes macroscopic conductors fairly
well. It is a classical regime wherein electrons (and holes) are treated as particles.
Such a regime exists when Lφ  Lm so that at each momentum-destroying scattering
event the phase is uncorrelated with the previous event and λf  L so that the
wave-like nature of the electrons is suppressed.
This macroscopic behaviour is explained by the Drude model[39, 125], which
provides a kinematic description of semi-classical electrons that scatter randomly
2Note that while electron-electron events do not lower Lm since they are elastic, they will act
to lower Lφ.
3A detailed discussion is provided in Section 3.4.
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φ
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φ
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Figure 3.1 – A schematic representation of the diffusive, coherent and localisation transport
regimes. Their presence is determined by the relative lengths of the electronic mean-free-path
Lm, phase-relaxation length Lφ and device length L.
at points in space. When a steady state is assumed we can equate the change of
momentum between collisions due to an applied electric field with the change of
momentum at each collision:
[
dp
dt
]
scattering
=
[
dp
dt
]
field
. (3.5)
If we assume that the electrons in the conductor feel the effect of the electric field
E by moving with average drift velocity vd then we have
m∗vd
τm
= −eE (3.6)
where e is the elementary charge. The mobility of carriers in a semiconductor, µ, is
defined as the ratio of magnitudes of vd and E. Thus we can write
µ =
|e|τm
m∗
(3.7)
Next we introduce the current density, J, which intuitively may be written as
J = evdn (3.8)
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where n is the electron concentration. Using the mobility, this can be written as
J = eµnE. (3.9)
Therefore the field induces a current and the two have a linear relationship. This
is known as linear response and the constant of proportionality is the conductivity
σ = eµn. Eq. (3.9) is the geometry independent version of Ohm’s law: V = RI,
where V is the potential difference across a conductor with resistance R(= 1/G) and
I is current that flows through it. This may be derived from Eq. (3.9) by considering
a conductor with uniform σ, constant cross-section A and length L that is in the
presence of a uniform electric field so that V = |E|L; Eq. (3.1) and I = S|J| are
also used.
A more rigorous description of linear response regime is given by Kubo
theory[126] yet this still assumes the system is close to equilibrium. To move away
from equilibrium, distribution functions f(p, r, t) are introduced that describe the
system in terms of particle positions r, momenta p and evolution in time t. The
bookkeeping of these distributions is performed by the Boltzmann transport equa-
tion (BTE), which holds if λf  Lm. This is discussed for electrons and phonons
in detail in Ref. [127], however, we will mention some results here.
The evolution of the system can be investigated by equating the total change
of the distribution function f(p, r, t) over time with its change purely due to colli-
sions:
d
dt
f(p, r, t) =
(
∂f(p, r, t)
∂t
)
collisions
≡ I[f ] (3.10)
where I[f ] is the collision integral, or scattering operator. It contains the details of
the particle interactions that drive the system towards equilibrium. Assuming single
particle dynamics so that H = p
2
2m
+ Vext(r, t), we arrive at the BTE
∂f(p, r, t)
∂t
+
p
m
.∇rf(p, r, t)−∇pVext(r, t).∇pf(p, r, t) = I[f ] (3.11)
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For electrons, often a two-body potential is used to define I[f ], however this makes
the BTE unsolvable due to the BBGKY hierarchy.4 Therefore the relaxation-time
approximation is often made, wherein the scattering time τm(E,p,r) is set to a
constant. Under this approximation all scattering is assumed to be elastic and I[f ]
becomes a direct measure of the deviation of f(p, r, t) from equilibrium. Solutions
of the BTE can then be found and the transport coefficients σ, λe and S may be
determined from the velocity v(k) = 1
h
∂E(k)
∂k
. A similar analysis can also be made
for phonons allowing λl to be calculated from phonon dispersions.
The Coherent Regime
As the length L and cross-sectional area A of a conductor is reduced, Ohm’s law
begins to break down: the carriers will become confined in one or more directions
and sub-bands, or transverse modes, will form. It is along these modes that charge
will propagate. Scattering processes may be suppressed at low temperatures and
in small (nanoscale) devices when L  Lφ and L  Lm so that electrons can
travel through the device without being scattered. Such ballistic transport has been
experimentally observed[128, 129]. If there is a degree of disorder in the device
that introduces elastic scattering processes, then the probability that an electron
can pass through the device reduces from unity (ballistic transport) to some energy-
dependent transmission probability T (E). Although we leave a detailed discussion
for Section 3.4, will outline some basic results here5. First, the Landauer formula
expresses the zero temperature conductance G(E) through a device in terms of
T (E)[131]:
G(E) =
2e2
h
M(E)T (E), (3.12)
where M(E) is the number of modes at energy E and the factor 2e2/h is the con-
ductance quantum. The resistance G−1(E) may be split as
4This states that the equation of motion for a two-body density depends on a three-body density,
which in turn depends of the four-body density and so fourth. The resulting infinite number of
coupled equations are in principle unsolvable.
5Also see Ref [130] for an full discussion on the subject.
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G−1(E) =
h
2e2M(E)
+
h
2e2M(E)
1− T (E)
T (E) (3.13a)
= G−1c + G
−1
s (3.13b)
where G−1c is the contact resistance between the conductor and the contacts and
G−1s is the ‘actual’ resistance of the conductor, arising from scattering processes.
Note the contact resistance limits the conductance of a ballistic conductor to a
finite value that depends on M(E). Since macroscopic conductors have large M ,
this term becomes negligible. However, the quantised contact resistance has been
experimentally verified in metals[132] and semiconductors[128].
In the linear response, or low bias, limit we may determine S, G and κe from
the transmission T (E).
The Localisation Regime
In low-mobility semiconductors at low temperature, Lm  Lφ is possible. Thus a
sample (L < Lφ) can be viewed as a collection of phase-coherent units in which
carriers experience many elastic scattering events and move diffusively. Within a
phase coherent unit, the different paths that the carriers explore provide a range of
phases, which will interfere to reduce the overall transmission probability. In fact,
this causes the resistance of a M mode conductor to scale exponentially with device
length[130]:
R(L) =
1
2
h
2e2
[
e2L/ξ − 1] , (3.14)
where ξ is localisation length and may be estimated as
ξ 'MLm (3.15)
A strong localisation regime may be defined when L ∼ ξ wherein large fluctuations
can be seen in the conductance when λf or the scatterer configuration is altered.
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A weak localisation regime may be defined if L  ξ (Lm  Lφ must still hold).
In this regime the interference causes the conduction to fluctuate around a value
2e2/h lower than the classical result[130]. This value is constant regardless of the
magnitude of the conductance.
We conclude with two practical remarks. First, that the fluctuations de-
scribed above are washed out in macroscopic conductors since they contain many
Lφ units and thus the interference effects that cause the fluctuations will average
out. Second, strict conditions (T < 10 K, A < 10−11cm−2) are required for weak
localisation to be observed in metallic systems[133] because M is large — on the
order of number of atoms in the system.
3.1.3 Phonon Transport
We take a moment now to introduce some considerations when discussing thermal
transport in crystals. This is by no means a detailed introduction to the subject, we
leave that to the numerous books on the subject (see Refs. [127, 134] for example).
Phonons are often introduced by the way of classically vibrating modes of
a perfect periodic crystal. This uses the harmonic approximation, whereby the
Taylor expansion of the two-body potential between atoms is truncated at the third
term.6 This leads to the energies of the qth vibrational mode to be quantised as
(nq +
1
2
)~ω(q) where nq ∈ 0,Z+ and ω(q) is the dispersion relation, connecting
the frequency ω to the wave-vector q. The quasi-particle known as the phonon is
introduced as being associated with the energy quantum ~ω(q).
Under the harmonic approximation, phonons are non-interacting. If we imag-
ine an excess of phonons in a perfect and infinite crystal that have similarly directed
group velocities, cg(=
∂ω(q)
∂q
), then a thermal current will flow that cannot be altered
in time. In such a situation we would gain an infinite thermal conductivity λl. In
reality, λl is not infinite for three reasons. First, no crystal is perfectly periodic: it
will contain defects such as impurities, grain boundaries and vacancies. These de-
6The first being an unimportant constant and the second being zero at equilibrium.
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fects will scatter phonons to create thermal resistance. Second, no crystal is infinite
thus boundaries exist that will also scatter phonons. While in bulk samples this
contribution will be small, the surface will have an increasingly large effect as the
dimensions are reduced. Finally, the stationary vibrational states found under the
harmonic approximation are only approximately stationary if one includes higher
terms in the original Taylor expansion of the potential. These anharmonic terms
describe phonon-phonon interactions, which can create further thermal resistance
by the way of, for example, Umklapp processes.7
The kinetic theory of phonons, which treats them as a gas of interacting
particles, can be used to derive
λl =
1
3
CspV |cg|Lphm
=
1
3
CspV |cg|2τ phm (3.16)
where Lphm = |cg|τ phm is the phonon mean-free-path, τ phm is the phonon scattering time
and CspV is the specific heat capacity. Notice the similarity of the definition of L
ph
m
to the electronic analogue. Figure 3.2 displays the typical T -dependence of λl a in
bulk dielectric material.
Just as the kinetic theory for electrons is expanded upon using the Boltzmann
transport equation, so too can the kinetic theory for phonons, allowing λl to be
calculated using phonon dispersions relations[135].
Coherent and localised phonon transport
We will now briefly mention the thermal analogue of the coherent and localisation
regimes that were introduced for electronic transport. Coherent phonon transport
is discussed in detail in Section 3.5, so it is only mentioned now for completeness.
When the dimensions and/or temperature of a device is reduced, so that its
7These three phonon processes result in wave-vectors that oppose the direction of the pre-
collision wave-vectors.
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Figure 3.2 – Typical temperature dependence of the thermal conductivity λl in a bulk
dielectric material. Annotations show temperature regimes and typical dependence. T0 ∼ ΘD
where ΘD is the Debye Temperature and 1 < x < 2.
characteristic length L Lphm ballistic phonon transport may be observed[136, 137].
Such coherent transport occurs when no scattering events are observed over the
length of the device. Just as in the coherent electronic regime, scattering resistance
arises by considering a transmission probability T through a disordered conductor
using the thermal analogue of the Landauer formula[138].
Localised heat transport has also been proposed if the phonon phase-relaxation
length Lphφ > L
ph
m [139]. This could, in analogy to the electronic case, lead to future
devices that exponentially reduce thermal conductance with respect to device length.
3.2 Computational Limitations and Considerations
The introduction to transport theory in the previous Section hopefully has provided
the reader a sense of the wide ranging of considerations that a theorist must under-
stand if they are to conduct a meaningful study. This Section aims to provide an
up-front discussion of the limitations of basing a study of transport on DFT so that
the context of any conclusions we make is clearly defined. We begin by outlining
why indeed we should resort to an ab initio treatment and why DFT is the most
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suitable choice (Section 3.2.1) and then explain some of the limitations of using DFT
to describe electronic transport (Section 3.2.2).
3.2.1 Why Use First-Principles Techniques Here?
Chapter 2 detailed the theory of the first-principles technique we intend to use,
namely, DFT. But why resort to such computationally expensive techniques?
The confinement of charge carriers in quasi-one-dimensional systems, such
as Si nanowires (SiNWs), causes sub-bands to form that can only be explained by
considering the wave-like nature of matter. It would therefore be unwise to consider
a model that does not include a quantum-mechanical treatment of electrons. Fur-
ther, these extended systems can exhibit high mobility surface states, while strong
covalent bonding will ensure that others are localised bond-like orbitals[93]. There-
fore, simplistic models that assume a-priori electronic environments (the nearly-
free-electron model, or tight-binding methods, for example) will not capture the
rich electronic structure correctly.
The very idea of a first-principles technique is that it relies on no (or very lit-
tle8) prior knowledge and is derived from fundamental principles — in our case, the
Schro¨dinger equation. Notwithstanding the lack of the universal functional, DFT is
predictive in a wide range of applications and can be applied to systems contain-
ing 1000 atoms. This makes DFT an attractive framework for our study of axial
heterostructures in SiNWs. 1000 atoms provides a large structural phase space so
that a systematic study can be performed on a wide range of heterostructures. For
example an approximately 1 nm length of 〈111〉 SiNW with a diameter of approx-
imately 1 nm has 68 atoms, therefore making calculations on SiNWs with long Ge
heterostructures (approximately 4 nm) possible (see Chapter 5).
8The use of the Born-Oppenheimer approximation could be considered prior knowledge.
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3.2.2 The Limitations of a DFT approach to Electronic Transport
Before we formally discuss our transport models, we must understand their context
and intrinsic limitations. These limitations occur because we base our approach on
DFT. First, we discuss the use of a time-independent theory for transport, which
is intrinsically time-dependent. Then we observe the nuances that develop due to
our simple approximations for exchange and correlation in DFT — those due to the
self-interaction error.
Static DFT and Transport
The theoretical background that was presented in Chapter 2 discussed time-independ-
ent, or static, DFT9 however electronic transport is an inherently non-equilibrium
and time-dependent problem. Thus our description of the ground-state electronic
structure is unable to describe current flow. How then can one expect to derive
electronic transport properties from such a calculation?
To introduce time-dependent effects we require time-dependent DFT (TD-
DFT) or time-dependent current DFT (TD-CDFT). Using (semi-)local approxima-
tions such as the adiabatic extensions to the LDA and GGA functionals (ALDA and
AGGAs, respectively), TD-DFT is reasonably successful at correcting the excited-
state properties and transition frequencies that ground-state DFT (incorrectly)
predicts[140]. However, these approximations to exchange and correlation still do
not include the non-local correction to the current that Kubo response predicts[141].
TD-CDFT in the Vignale-Kohn approximation[142, 143] is able to find this correc-
tion in the weak bias limit. This correction can be thought of as an additional
resistance due to electrons behaving like a viscous Fermi liquid[144]. Sai et al. [145]
use TD-CDFT to show that this resistance can be significant (∼ 10% of resistance
found using a purely ground-state DFT approach) when the gradient of the density
is large at the interface between electrode and sample. This reduces significantly at
lower gradients (' 0.2% at a Au point contact).
9We also refer to this as ground-state DFT.
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The more sophisticated approaches of TD-DFT and TD-CDFT reduce to the
results found by static DFT when the functional approximations are local in space
and time. This may be sufficient in many calculations (such as those without a large
density gradient). That said, further calculations and experiments are still required
to determine exactly on what systems the rather simplistic approximations of static
DFT can be used reliably.
One further point to note, when discussing the use of static DFT, is that the
steady-state solutions found using TD-DFT and TD-CDFT cannot be described by
the equilibrium Fermi distributions. However, errors caused by this in the weak bias
limit are likely to be small[141].
Self-interaction and the Derivative Discontinuity
Figure 3.3 shows the DFT band gap EDFTg = 
DFT,(N)
LUMO − DFT,(N)HOMO , the difference
between the N -electron conduction band minimum (or lowest unoccupied molecular
orbital (LUMO)) and valence band maximum (or highest occupied molecular orbital
(HOMO)). While Koopmans’ Theorem states that 
DFT,(N)
HOMO is minus the electron
ionisation energy[146], 
DFT,(N)
LUMO is not minus the electron affinity. This because, no
matter how perfect the XC functional is, DFT is a single-particle ground-state theory
and therefore cannot predict excited stated properties such as the true conduction
band minimum 
(N)
LUMO accurately. The difference between the true gap Eg and E
DFT
g
∆ = Eg − EDFTg = v(N+1)XC − v(N)XC (3.17)
is the discontinuity in the potential, where v
(N)
XC is the true, or exact, XC potential
of the N -electron system[146–148].
In using local or semi-local approximations to the XC functional such as the
LDA or GGAs, the discontinuity in its derivative (i.e. the potential) is not observed
when the electron number passes through an integer[149]. This is due to the spurious
effect of an electron interacting with itself that is included in the Hartree term of
the Kohn-Sham potential (Eq. (2.17)). This is known as the self-interaction error.
78
3. Transport Theory
EDFT
k
EDFT
k
EDFTg
Eg
∆
∆є
N Electrons N+1 Electrons
Figure 3.3 – An illustration of band gaps that occur when using exact DFT. The true gap
Eg is the sum of the DFT determined gap E
DFT
g and the contribution from the derivative
discontinuity ∆. ∆ is the difference between the valence band maximum of the (N + 1)-
electron system and the conduction band maximum of the N -electron system
If exact exchange is introduced, as is done in Hartree-Fock theory, this error is
cancelled exactly[97]. However, in (semi-)local approximations the cancellation is
not exact, resulting in the missing derivative discontinuity.
The effect the missing derivative discontinuity has on transport can be dra-
matic. Consider the conduction through a molecular junction from metallic contacts.
The conductance follows the Landauer formula given in Eq. (3.12) where we assume
a single mode (M = 1).10 The transmission will show resonant peaks as the gat-
ing voltage across the leads drives their chemical potential though the energy of
molecular orbitals. Since a (semi-)local potential increases continuously upon par-
tial occupation instead of jumping up by the discontinuity, the transmission peaks
are broadened. At some voltages this effect can cause transmissions to be a factor
100 larger than those which explicitly include exchange[150]. Further, the resonance
will be found at incorrect gating voltages because even with the exact XC functional,

DFT,(N)
LUMO will not equal 
DFT,(N+1)
HOMO . This is difference is displayed in Figure 3.3 as ∆
and is the result of the derivative discontinuity.
10For the time being we assume zero temperature, a weak bias and non-interacting electrons.
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All may not be lost however. Koentopp et al. [144] show the width of the
resonance when using the LDA ∼ ∆ even when the width γ of the exact system
approaches zero. A small γ ( ∆) is the result of the molecular junction (or
in fact any defect) being weakly coupled to the leads. If the coupling is strong
(γ → ∆), then the broadening effect due to the missing derivative discontinuity
is less significant. Strong coupling occurs when the leads or contacts are a similar
material to the conductor. This mean the errors in energy levels that result from
using such a simple approximation will be similar in both leads and defect, making
the relative error small and the description more robust. Indeed, these finding are
backed up by calculations that correct the self-interaction error[151] and those that
include the exact exchange explicitly[150]. We note however, that such calculations
become prohibitively expensive when system sizes are above 50-100 atoms.
The GW approximation[152] is a popular technique that can correct some
the shortcomings of DFT band structures En(k)[152, 153]. It has been shown that
these corrections are in general k-dependent[154], therefore calculations of effec-
tive masses 1
m∗n
= 4pi
2
h2
∂2En(k)
∂k2
and velocities vn(k) =
1
h
∂En(k)
∂k
based on DFT band
structures should be treated with caution.11 Unfortunately, such corrections are
computationally demanding since they generally require the determination of the
dielectric function from the Dyson equation. See Ref. [152] for more details.
3.3 Transport Models of Silicon Nanowires
The Section intends to provide a review of mainly theoretical works concerning
transport in SiNWs. It aims to provide both the motivation for basing our study on
the principles of coherent transport and a critique of existing works. We first discuss
electronic transport models (Section 3.3.1), then phonon models (Section 3.3.2).
11vn(k) has been used in the determination of transport properties such as S, σ and λe from the
Boltzmann transport equation[71, 81].
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3.3.1 Electronic Transport Models
We begin by considering electronic transport and note that coherent electronic trans-
port effects have been observed experimentally in thin (3-6 nm) B-doped SiNWs as
long as 200 nm and at temperatures of up to 30K[155]. These nanowires were
grown with the VLS method12 and as such they are synthesised as single crystalline
nanowires with only 1 or 2 monolayer variations at their edge. It was also speculated
that in these ultra-thin diameter SiNWs dopant atoms migrate toward the surface
and therefore any associated scattering is suppressed. This, the authors suggest, is
the reason for the existence of coherent transport over these lengths and tempera-
tures. We remark that the length scales over which coherent transport is observed
are an order magnitude longer than those found in SiNWs fabricated by lithographic
techniques[156, 157]. This follows since those techniques create SiNWs that have
less atomic-scale order than those that are VLS-grown.
Approaches that are concerned with diffusive transport such as those based
on the Boltzmann transport equation and the Kubo-Greenwood approach[126]13 are
likely to be more applicable to systems that have a large number of scattering sites.
Both Refs. [71, 81] use DFT-based approaches14 to model free-standing SiNWs that
contain no disorder on the atomic level. Notwithstanding the associated problems of
a DFT approach to BTE calculations, such simulations are likely to better represent
systems with large numbers of scattering sites such as those in Refs. [156, 157], or
at high temperature.
Notwithstanding the limitations discussed in Section 3.2.2, many coherent
electronic transport calculations have, in recent years, begun with a DFT calcula-
tion and determined transport properties via the Landauer equation. It requires the
system Hamiltonian in a localised basis and employs a Green’s function (GF) for-
12See Appendix B for details of synthesis techniques.
13Based on Kubo linear response theory, these semi-classical approaches use the diffusivity as
their key quantity.
14Ref. [81] uses a density-functional tight binding method, which gains computational simplifi-
cation at the cost of approximate DFT functionals. It still suffers from the intrinsic problems of
DFT discussed in Section 3.2.2.
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malism of the Landauer equation. This approach has become known as the standard
approach[144] and we will discuss it in detail in Section 3.4. A number of studies
by Markussen et al. [67, 70, 77, 78, 158] use this approach to investigate the effects
of a range of defects in SiNWs.
In Ref. [158] they compare this approach to the Kubo-Greenwood model
to find that the latter is more suitable to those systems with shorter mean-free-
path Lm. They also outline a recursive GF approach wherein the Hamiltonian of
large SiNWs with multiple defects are built from smaller units. Sample-to-sample
variations are included by ensemble averaging resistances over many SiNWs with
randomised defect positions. A crossover from quasi-ballistic to diffusive behaviour
is found by plotting the average resistance 〈R〉 against length L. They estimate Lm
using
〈R〉 = Rc + RcL
Lm
(3.18)
where Rc is the contact resistance. At large L an exponential increase is found in
accordance with the localisation regime, and the localisation length ξ is calculated
via Eq. (3.14). Further, a simplistic model which uses Matthiessen’s rule to add
single defect resistances, finds values for Lm that are similar to the recursive GF
technique. Values of between 50 nm and 1500 nm are found for chemical potentials
between 0 eV and 0.4 eV below the valence band maximum. We also note that
while the Matthiessen approach assumes no coherence between successive defects,
the estimate it provides of ξ('MLm) for M conducting channels is within a factor
of two of the more sophisticated recursive GF technique. Their approach is robust
and they employ the techniques to model the effect of dopants[77, 78] and different
surface defects[67, 70].
3.3.2 Phonon Transport Models
In recent years, since the quantum of thermal conductance was experimentally
verified[137], there has been a great wealth of studies of thermal transport in nanoscale
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systems. As a relatively new field, a standard approach like that seen for coherent
electronic transport, has not yet been established. Many models exist each with
associated benefits and limitations: those that have been applied to SiNWs are no
exception.
A number of approaches begin with empirical potentials, which are used
to determine phonon dispersions. To calculate the thermal conductivity λl, these
are combined with phenomenological models of scattering processes, each with an
associated scattering rate τ [53, 59, 159, 160]. Although good agreement can be found
with experiment, the models of each scattering process often require parameters
that need fitting from bulk or from more rigorous calculations. Such parameters
reduce the predictive power of the calculations and new processes/parameters have
to be introduced each time a more complex system is considered. Ref. [53] for
example, requires additional parameters compared to Ref. [160] since alloy scattering
is introduced by Ge atoms.
At the opposite end of the scale are fully predictive, ab initio methods, such
as the DFT/phonon BTE approach of Broido et al. [161], or those that are based
on density-functional perturbation theory (DFPT)[162]. However, these approaches
are generally too computationally expensive to apply to complex systems since pro-
hibitively large simulation cells are required.
Occupying the middle ground are those approaches that use empirical inter-
atomic potentials within a molecular dynamics (MD) or Landauer transport frame-
work. Tersoff[68, 69] and Stillinger-Weber[163] potentials have been employed in
a number of MD calculations (Refs. [60, 61] and Refs. [54, 63], respectively) and
λl is calculated in the diffusive regime using Fourier’s Law or from Green-Kubo
theory[62]. The simulations in Refs. [60, 63] have found λl to increase in very small
diameter wires. This is not predicted by the parameterised models mentioned earlier
that often make the approximation Lphm ' d, where d is the nanowire diameter. The
increased values of λl reported in Refs. [60, 63] were explained by the lateral con-
finement of phonons, which increases the frequency of long wavelength modes[164]
and may also lead to increases in Lphm above d[60].
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In a SiNW with a crystalline core and amorphous shell, Donadio and Galli
[61] suggest that phonon modes with large mean-free-path only contribute to ' 50%
of λl, while the remainder is due to non-propagating diffusive modes associated with
the shell. This has echoes of the studies by Murphy and Moore [165] and Chen et al.
[64] who devise a model that combines both diffusive and coherent transport. In
the latter study, the model is used to explain their experimental results in thin
(d < 30 nm) SiNWs below 100 K, which display λl ∼ T . Their model suggests, from
random-matrix theory[166], that modes with similar wavevector may be grouped
together and the total transmission may be calculated as
T =
∑
α
1
1 + L/Lphm,α
, (3.19)
where α runs over the groups. In the case of thin SiNWs they write
T = 1
1 + L/l0
+
1
1 + L/d
(3.20)
where l0 is the mean-free-path of phonon modes with large wave-vector along the
nanowire axis. It is determined analytically under the assumption that they interfere
via Bragg-like scattering at the surface. The second term accounts for modes with
a small wave-vector along the nanowire axis. These are assumed to undergo diffuse
scattering at the surface, and have a mean-free-path equal to d. Further, Prasher
et al. [167] suggest as d is further reduced the coherent modes will become more
prominent.
Landauer models of coherent phonon transport, which generally calculate
the thermal conductance κl rather that the conductivity λl, have been performed by
Markussen et al. [10, 67, 70] and Wang and Wang [88] using Tersoff potentials[68, 69].
In Ref. [10], the authors show that these potentials reproduce κl to reasonable
accuracy when compared to calculations based on DFPT in ultra-thin pristine
SiNWs. The Landauer formalism neglects phonon-phonon interactions, so such
models should hold reasonably well at low temperatures provided other scattering
mechanisms are not present in the system, such as those associated with a disordered
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surface. The low temperature behaviour is considered in Ref. [88], in which they
find κl ∼ Tα where 1.3 < α < 2.6 for 1.5 nm < d < 6.1 nm SiNWs. This behaviour
is not quite the linear relationship that was shown experimentally in Ref. [64]. We
suggest that the discrepancy may be due to the disordered surface that is predicted
in Ref. [64], but is not taken into account in the fully-coherent model of Ref. [88].
Since the Landauer formalism has been applied with success for both heat
and charge transport, it is therefore an attractive choice for a study that aims to
investigate both. Indeed, Markussen et al. [67, 70] perform such studies. Further, we
highlight their use of a Matthiessen approach to investigate the crossover of coherent
transport to diffusive in Ref. [158]. By adding each defect in this way, coherency
is neglected. We therefore suggest that such an approach may have grounds for
application in our phonon model. In the remainder of the Chapter, we will detail
our electronic and phonon models.
3.4 Coherent Electronic Transport
In Section 3.1.2, for the purposes of discussion, we introduced the coherent transport
regime simply by quoting, the Landauer formula (Eq. (3.12)). This Section, however,
is devoted to a formal discussion of the regime. We begin in Section 3.4.1 by deriving
the Landauer formula so that the context of the expression is fully understood and
in what conditions it holds. Next, in Section 3.4.2 we discuss how a Hamiltonian
in a localised basis may be split into principal layers. This is a requirement for
the discussion in Section 3.4.3, which describes the Green’s function formalism —
a practical method from which we can determine the quantum conductance (QC)
and density of states (DoS). The determination of surface Green’s functions that
are required in this approach is described in Section 3.4.4. Finally, in Section 3.4.5
we detail how the transport coefficients S, G and κe may be found under linear
response.
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  e -ikz
Figure 3.4 – Schematic illustration of a ballistic conductor connected to left and right
contacts. The contacts act as electron reservoirs with electrochemical potentials µL and µR
3.4.1 Landauer Transport
We begin by considering a thin conductor of length L that extends along the z-
direction. The dimensions of the conductor are such that it may be considered as
a (quasi)-one-dimensional object with confined states in the x- and y-directions.
These states are known as transverse modes, or sub-bands which extend along the
z-direction. Each mode α can be associated with a minimum energy α that depends
on the confining potential in the x- and y-directions. Below these energies the mode
cannot contribute to the conduction. We may define the number of modes at energy
E as
M(E) =
∑
α
Θ(E − α) (3.21)
where Θ is the Heaviside step function. Solutions to the confining potential will
have the form of a plane wave (∼ eikz, where k is a wavenumber).15 In the ballistic
case there is no scattering along the length of the conductor so that phase and
momentum are preserved (L Lm and L Lφ) and one can describe electrons as
a superposition of plane waves, travelling as a wavepacket, unaltered from one end
of the conductor to the other.
We now connect the conductor to large left and right contacts as seen in
Figure 3.4. The energy required to move an electron from the left reservoir to the
conductor is the electrochemical potential µL (µR is defined similarly for the right
15Further solutions, known as evanescent modes, exist of the form e−k
′z with k′ > 0, whose
probability decays exponentially in space and therefore do not contribute to the conductance.
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contact). If µL and µR differ, then a potential difference
V =
µL − µR
e
(3.22)
will be felt across the conductor.16 Since we assert that the contacts are large, we
assume that they contain infinitely many transverse modes. This allows us to make
the good approximation that the contacts are reflectionless, that is, electrons may
enter them with no probability of reflection. As the contacts are reflectionless, then
the only +kz states propagating in the conductor are those that originate from the
left contact, while those in −kz states can only originate from the right contact. The
+kz states will therefore be in equilibrium with the left lead and can be described
by the local equilibrium distribution function
f(E − µL) = 1
1 + e(E−µL)/kbT
(3.23)
and the −kz states will follow f(E − µR), which is similarly defined.17 The current
in the +z-direction can be written as
I+ =
2e
L
∑
k
vkf(E − µL)M(E) = 2e
L
∑
k
1
~
∂E
∂k
f(E − µL)M(E) (3.24)
where the factor 2 accounts for spin-degeneracy. Each transverse mode is essentially
a one-dimensional problem, so as k → 0 we get ∑k → L2pi ∫ dk. Thus
I+ =
2e
h
∫ +∞
−∞
f(E − µL)M(E)dE (3.25)
and similarly for the current in the −z-direction
I− =
2e
h
∫ +∞
−∞
f(E − µR)M(E)dE (3.26)
16We will assume for the purposes of discussion that µL > µR.
17It follows that the contacts may be replaced with infinitely long left and right leads of the
same material as the conductor. We will use this fact in Section 3.4.2 to simplify the problem.
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so that the total current is
I = I+ − I− = 2e
h
∫ +∞
−∞
M(E)[f(E − µL)− f(E − µR)]dE. (3.27)
This is the Landauer expression for the current[168] of a M mode ballistic conductor,
which we may interpret as being due to only those states with energy µR < E < µL.
In the weak bias limit (µL − µR → 0) we may Taylor expand f(E − µL) so that
f(E − µL) = f(E − µR)− ∂f(E − µR)
∂E
(µL − µR) + O[(µL − µR)2] (3.28)
which to first order gives
I =
2e
h
(µL − µR)
∫ +∞
−∞
M(E)
(
−∂f(E − µR)
∂E
)
dE. (3.29)
In the low temperature limit (T → 0) the derivative of the Fermi-Dirac function
becomes a (negative) delta function and therefore
I =
2e
h
M(µL − µR) = 2e
2
h
MV, (3.30)
assuming that M is constant over µR < E < µL. The conductance through the
system is then
G =
dI
dV
=
2e2M
h
(= G−1c ). (3.31)
Hence, there is a finite conductance through a ballistic conductor, which is the con-
tact resistance G−1c that was introduced in Section 3.1.2. We also note in passing
that for a single mode (M = 1) we attain from Eq. (3.31) the quantum of conduc-
tance 2e2/h.
Next, we assume that there is a disordered, or defected, region at the centre
of the conductor. We will henceforth term the disordered region the conductor
and join this region to the contacts using leads, which are lengths of the original
defect-free system. This is shown schematically in Figure 3.5. In this model we still
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Figure 3.5 – Schematic illustration of a disordered conductor connected to two contacts
(with electrochemical potentials µL and µR ) via left and right leads. The transmission
probability through the disordered region is T and the reflection probability is R = 1− T
assume that phase-coherency is preserved and that only elastic scattering events
occur in the disordered region. Such scattering events will determine a transmission
probability T that an electron originating from one contact will travel through the
conductor to the opposite contact without being reflected and will in general be
energy dependent (T = T (E)). A similar analysis to that shown for the ballistic
case can be performed to give the conductance through a one mode system in the
low bias, or linear response, regime at non-zero temperature[130] as
G =
dI
dV
=
2e2
h
∫ +∞
−∞
T (E)
(
−∂f(E − µR)
∂E
)
dE. (3.32)
which at low temperature reduces to
G =
2e2
h
T (Ef ), (3.33)
which is equivalent to the result quoted in Eq. (3.12), for a single mode conductor.
Note that we write the Fermi energy Ef in Eq. (3.33) since µL, µR → Ef as T → 0.
In a practical simulation, we may artificially vary the Fermi level so that G = G(E).
In this framework, G(E) is called the quantum conductance (QC) and describes the
zero temperature behaviour.18 Introducing the contact resistance for a single mode,
we arrive at
18We henceforth use the label G(E) to represent the QC, while the symbol G is used to represent
the non-zero temperature conductance, which is not an explicit function of E.
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G−1(E) =
h
2e2
+
h
2e2
1− T (E)
T (E) (3.34a)
= G−1c + G
−1
s (3.34b)
where
Gs =
2e2
h
T (E)
1− T (E) =
2e2
h
T (E)
R(E) (3.35)
is the conductance of the disordered scattering region and was first derived by Lan-
dauer [131].
Extending the formalism to multi-lead systems (or equivalently to many in-
dependent channels) the QC is given by[169, 170]
G(E) =
2e2
h
Tr(t†t) (3.36)
where t is a square matrix describing M modes. The elements tab correspond to
transmission probabilities through the conductor from channel a to channel b19.
This description has become known as the Landauer-Bu¨ttiker formalism.
In our derivation, by assuming local equilibrium, we have implicitly assumed
that a steady state has been achieved. This is reflected in our result for the linear
response regime (Eq. (3.33)): we find it is dependent on the Fermi energy and is
therefore an equilibrium property. But when does this regime hold? To make the
Taylor expansion Eq. (3.28) we assume that µL − µR  kbT , but this is not a
necessary condition since the response would not be linear at T = 0 K. We find that
if T (E) is independent of energy over the range µR < E < µL and is unaffected by
the bias, then
I =
2e
h
T (E)(µL − µR) (3.37)
19Notice how the elements tab, a 6= b are lost once the trace has been taken and therefore no
contribution to the conductance is made from inelastic scattering in accordance with coherent
transport.
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holds[130]. Such conditions lead us to define the correlation energy c, the energy
over which the transmission function is assumed to be uniform. It may be approxi-
mated as
c ' ~
τφ
(3.38)
where τφ is the phase-relaxation time. Thus in general, the linear response regime
will hold if µL − µR  kbT + c.
A further nuance of the Landauer-Bu¨ttiker formalism must also be high-
lighted here: it is a mean-field theory. That is, the electrons are assumed to be
non-interacting and at most feel the presence of other electrons by the effect of their
mean-field. It therefore follows that the electrons should be treated as independent
single entities. Meir and Wingreen [171] expanded the formalism to include inter-
acting electrons20 in the conductor and from this determined that the QC in the
special case of non-interacting electrons can be written as
G(E) =
2e2
h
Tr(ΓLGrCΓRGaC), (3.39)
where G{r,a}C are the retarded (r) and advanced (a) Green’s functions associated with
the conductor, Γ{L,R} are functions that describe the coupling of the conductor to
the left (L) and right (R) leads and the trace over these quantities may be associated
with the transmission T (E). We now describe the framework in which the coupling
functions and the Green’s functions may be calculated.
3.4.2 The Hamiltonian Matrix in a Localised Basis
What follows has, in recent years, become a standard approach used to determine
the QC of nanostructures. It employs a localised basis set so that the Hamiltonian
H of a system in the lead-conductor-lead geometry (Figure 3.6 (top)) may be par-
titioned unambiguously. Note that in accordance with the reflectionless contacts
20To include such interactions requires higher level, many-bodied theories and a non-equilibrium
Green’s function (NEGF) formalism (not described here).
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Figure 3.6 – Top: Schematic illustration of the lead-conductor-lead geometry. Bottom: An
illustration of how the leads are split into principal layers with Hamiltonian sub-matrices
labelled according to Eq. (3.40).
approximation, they have been replaced by semi-infinite leads and are assumed to
be perfectly periodic. A principal layer [172, 173] (PL) is introduced, which is long
enough so that 〈ζni |Hˆ|ζmj 〉 ' 0 if |m − n| ≥ 2, where ζni is the ith basis function in
the nth PL and Hˆ is the Hamiltonian operator for the entire system. By strictly
setting the Hamiltonian elements to zero, a truncation error is introduced, which is
controlled systematically by increasing the size of the PL. The Hamiltonian matrix,
with reference to the bottom panel of Figure 3.6, then takes tri-block diagonal form,
H =

HL HLC 0
H†LC HC HCR
0 H†CR HR
 =

. . .
...
...
...
...
...
...
· · · H 0¯0¯L H 1¯0¯L 0 0 0 · · ·
· · · H 1¯0¯†L H 0¯0¯L hLC 0 0 · · ·
· · · 0 h†LC HC hCR 0 · · ·
· · · 0 0 h†CR H00R H01R · · ·
· · · 0 0 0 H01†R H00R · · ·
...
...
...
...
...
...
. . .

,
(3.40)
where interactions between the first PL of the left or right lead and the conductor
are hLC and hCR, respectively; H
0¯0¯
L and H
00
R are matrices formed by orbitals in the
same PL in the semi-infinite left and right leads, respectively, and H 1¯0¯L and H
01
R are
matrices formed by orbitals in adjacent PLs in the left and right leads, respectively.
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As shown in Eq. (3.40), these latter four matrices are periodically repeated to form
HL and HR.
3.4.3 Green’s Function Formalism
Knowledge of the seven finite Hamiltonian sub-matrices H 0¯0¯L , H
1¯0¯
L , hLC HC , hCR,
H00R and H
01
R is sufficient to describe the open system of Figure 3.6 and to calculate
the QC from Eq. (3.39). Following Ref. [174], in order to determine G{r,a}C and Γ{L,R},
we first consider the Green’s function G of the whole system,
(−H)G = I, (3.41)
where  = E + iη (η → 0) for Gr. Since Ga = (Gr)†, in the following we focus on Gr
only and suppress the superscript. From Eq. (3.41) it can be shown that [130]
GC = (−HC − ΣL − ΣR)−1, (3.42)
where
ΣL = h
†
LCG00L hLC and ΣR = h†CRG00R hCR (3.43)
represent self-energy terms due to the coupling of the conductor to the leads. G00{L,R}
are known as surface Green’s functions and can be computed efficiently via the
iterative procedure of Ref. [175] (see Section 3.4.4). GC is related to the local density
of states (DoS) NC of the conductor by [130]
NC(E) = − 1
pi
Im(Tr[GC(E)]). (3.44)
Finally, the coupling functions Γ{L,R} are given by [130]
Γ{L,R} = i[Σr{L,R} − Σa{L,R}]. (3.45)
In the special case that the lead and conductor are identical and the entire
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lead-conductor-lead system is translationally invariant, the following simplifications
can be made: H 0¯0¯L = H
00
R = HC , and H
1¯0¯
L = hLC = hCR = H
01
R . Such systems are
hereafter referred to as pristine systems and transport calculations thereupon are
referred to as pristine transport calculations. In our results, we will compare the
QC of disordered conductors with the corresponding pristine QC.
3.4.4 Surface Green’s Functions
We may decompose H and G in Eq. (3.41) in PL sub-blocks to find the coupled
equations
(−H00)G00 = I + H01G10 (3.46a)
(−H00)G10 = H01†G00 + H01G20 (3.46b)
...
...
...
(−H00)Gn0 = H01†Gn−1,0 + H01Gn+1,0 (3.46c)
where Gnm are the Green’s functions between orbitals in layer n and m. Hence
G00 represents the Green’s function of the PL at the surface of the lead which is in
contact with the conductor. Note we have dropped the subscripts L and R since
the process we describe is identical for both leads.
Transfer matrix approaches write G01 = TG00 where T is the transfer matrix,
so that Eq. (3.46a) gives
G00 = (−H00 −H01T )−1. (3.47)
Lopez-Sancho et al. [175] provide an efficient iterative method to find T . If we define
t0 = (−H00)−1H01†
t˜0 = (−H00)−1H01,
(3.48)
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then Eq. (3.46c) becomes
Gn0 = t0Gn−1,0 + t˜0Gn+1,0. (3.49)
One can replace Gn−1,0 and Gn+1,0, using the recursive relations defined by Eq. (3.49)
with terms containing Gn−2,0 and Gn+2,0. Repeating this process i times gives
Gn0 = tiGn−2i,0 + t˜iGn+2i,0, (3.50)
where
ti = (I− ti−1t˜t−1 − t˜t−1ti−1)−1t2i−1
t˜i = (I− ti−1t˜t−1 − t˜t−1ti−1)−1t˜2i−1.
(3.51)
Next, combining Eq. (3.49) (with n = 1) and Eq. (3.50) (with n = 2i) we find
G10 = t0G00 + t˜0G20
= (t0 + t˜0t1)G00 + t˜1G40
= (t0 + t˜0t1 + · · ·+ t˜0 · · · t˜i−1ti)G00 + t˜1G2i+10
(3.52)
As this process is repeated ti and t˜i converge to zero since they are of order 2
i in
H01, which is lower triangular. After i iterations 2i layers will be included in the
first term, while the second term will become negligible and we approximate T as
T = t0 + t˜0t1 + · · ·+ t˜0 · · · t˜i−1ti, (3.53)
which enables G00 to be calculated from Eqs. (3.47) and hence Σ{L,R} from Eq. (3.43).
3.4.5 Transport Coefficients
Following Refs. [176, 177] we show that the Seebeck coefficient S and electronic
contribution to the thermal conductance κe may be found in a similar form to
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that seen in Eq. (3.32) for the conductance G.21 Connecting G and κe to their
respective conductivities requires knowledge of the cross-sectional area, which in
the case of quasi-one-dimensional systems like SiNWs is not well defined. Therefore
conductances give a better description and we will calculate zT using Eq. (1.18b)
Under linear response we may write the chemical potential µ ≡ µL ' µR and
define the integral
Kν(µ) =
2
h
∫ ∞
−∞
T (E)(E − µ)ν
(−∂f(E, µ)
∂E
)
dE (3.54)
so that Eq. (3.32) becomes
G = e2K0. (3.55)
To derive an expression for S we begin with the definition of the absolute Seebeck
coefficient
S = − lim
∆T→0
V
∆T
∣∣∣∣
I=0
. (3.56)
The Landauer expression for the current through a disordered system[168] such as
the one in Figure 3.5 is given by
I =
2e
h
∫ +∞
−∞
T (E)[f(E − µL)− f(E − µR)]dE. (3.57)
Assuming the left and right contacts are held at temperatures TL and TR, respec-
tively. Expanding the Fermi function f(E − µL) around µR and TR gives, to first
order
f(E − µL) ' f(E − µR)− ∂f(E − µR)
∂E
(µL − µR)− ∂f(E − µR)
∂E
(E − µR)TL − TR
TR
.
(3.58)
By substitution into Eq. (3.57)
21The original derivations were performed by Sivan and Imry [178].
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I = e
(
eV K0 +
∆T
TR
K1
)
, (3.59)
where we have used Eqs. (3.22), (3.54) and ∆T ≡ TL − TR. Using Eq. (3.56) and
setting I = 0, we find
S =
1
eT
K1
K0
(3.60)
with TL ' TR ≡ T . We note in passing that a Sommerfeld expansion[39, pp760] to
first order can be used to obtain[177]
S(1) =
pi2k2bT
3e
{
d[ln(T (E))]
dE
}
E=Ef
(3.61)
which is the Mott relation in the coherent regime.
To find κe we begin with
κe = − lim
∆T→0
IQ
∆T
∣∣∣∣
I=0
(3.62)
where
IQ =
2e
h
∫ +∞
−∞
T (E)(E − µ)[f(E − µL)− f(E − µR)]dE. (3.63)
is the heat current through the system. Using an analogous derivation to that shown
for S we find
κe =
1
T
(
K2 − K
2
1
K0
)
. (3.64)
Notice how the temperature is introduced into expressions for S and κl. The
implicit assumption is that T (E) is invariant with temperature, since we use the low
temperature limit to determine T (E) from Eq. (3.39). This will in general not be
true as phonon scattering will increase with increasing temperature. We therefore
should be cautious to draw quantitative conclusions from our results at non-zero
temperature; highlighting trends is likely to be more prudent.
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In addition, since we have access to the DoS NC(E) (Eq. (3.44)), we may
determine the electron concentration n(µ, T ) according to[39]
n(µ, T ) =
∫ ∞
Ec
NC(E)f(E − µ)dE (3.65)
and hole concentration
p(µ, T ) =
∫ Ev
−∞
NC(E)f(µ− E)dE, (3.66)
where Ec and Ev are the energies that correspond to the bottom of the conduction
manifold and the top of the valence manifold respectively.22
Finally, we highlight that algorithms used for calculating the transport coef-
ficients G, S and κe using the above theory have been developed by the Author and
will be available as a utility in the forthcoming release of the Wannier90 code[121].
3.5 Coherent Phonon Transport
In Section 3.1.3 we briefly introduced phonon transport quoting a result from kine-
matic theory. We also made note of the Boltzmann transport equation for phonons[135].
However, these semi-classical approaches break down when the system size is on the
order of the phonon phase-relaxation length Lphφ . We begin in Section 3.5.1 by
describing the theory of this phase-coherent phonon transport using similar con-
cepts to those introduced in Section 3.4 for electronic transport. This is followed
by an extension of that theory, which reintroduces incoherence in a conductor with
length larger than Lphφ (Section 3.5.2). We conclude, in Section 3.5.3, by outlining
a practical method for calculating the inter-atomic force constants that determine
the phonon transport.
22Note that the T dependence enters the expressions from the Fermi distribution (Eq. 3.23).
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3.5.1 Landauer Phonon Transport
Ballistic phonon transport can be observed in a system that is small compared to Lphφ
and Lphm [136, 137]. It is described well by harmonic interactions since each phonon
mode will be independent and no scattering occurs. If we consider an imperfect
lattice however, then elastic scattering is introduced and we turn to a Landauer-like
description where a phonon has a probability of transmission through the disordered
region.
We set the system up in a similar manner to the electronic problem shown
in Figure 3.5, with a disordered central region sandwiched between two periodic
leads, which are in turn connected to some contacts. In the electronic problem,
these contacts were considered as electron reservoirs, here we treat them as heat
baths. In fact, as in the electronic case, these contacts are superfluous and we may
replace them with semi-infinite leads. They must extend to infinity, first, so that any
finite heat transfer from the system does not effect their temperature and second,
so no phonon waves are reflected back into the system. These conditions allow
the phonon heat current Q˙ to be derived in an analogous manner to the Landauer
current (Eq. 3.57)[179, 180], so that
Q˙ =
∫ ∞
0
dw
2pi
~ωT (ω)[η(TL)− η(TR)] (3.67)
where η(TL,R) are the Bose-Einstein distributions of the left and right leads held
at temperatures TL and TR, respectively and T (ω) is the probability of a phonon
of frequency ω being transmitted through the central region.23 The lattice thermal
conductance is given by
κl = lim
∆T→0
Q˙
∆T
. (3.68)
Taylor expanding η(TL) around TR to the first order and substituting into Eq. (3.67),
23Although we will use the same symbol T , we will distinguish between T (E) and T (ω) via the
variables E and ω so that the former always refers to electronic transport and the latter to phonon
transport.
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we find that
κl =
∫ ∞
0
dw
2pi
~ωT (ω)∂η(T )
∂T
(3.69)
where we have used T ≡ TL ' TR. In the ballistic limit T (ω) = M(ω), where the
M(ω) is the number of phonon modes at frequency ω. At low temperatures, for any
quasi-one-dimensional system M(ω) = 4 — one longitudinal, two transverse and
one torsional mode. Then κl may be evaluated analytically as
4pi2k2bT
3h
, which leads
to the universal quantum of thermal conductance
pi2k2bT
3h
. This was experimentally
confirmed by Schwab et al. [137].
As is the case in the electronic formulation, the transmission can be written
as a special non-interacting case of NEGF formalism so that[181, 182]
T (ω) = Tr(GrΓLGaΓR). (3.70)
However, these Green’s functions do not come from a Schro¨dinger-type eigenvalue
problem (Hψn = Enψn). In the harmonic approximation, we truncate the inter-
atomic potential U at the third term, from which we determine stationary states of
frequency ω by Dui = ω
2
i ui. Here, ui =
√
mixi is the mass-reduced displacement
from equilibrium of atom i, with mass mi and true displacement xi. The elements
of the dynamical matrix D are given by
Diαjβ =
∂2U
∂uiα∂ujβ
=
1√
mimj
∂2U
∂αi∂βj
, (3.71)
where j is a second atomic index, α, β run over the cartesian coordinates and
Fiαjβ =
∂2U
∂αi∂βj
is the inter-atomic force constant (IFC) matrix. Therefore we can
define the Green’s functions in Eq. (3.70) by
(ω2 ± iη −D)G = I (3.72)
and perform a similar analysis to that shown in Section 3.4.3 in order to determine
T (ω) and hence κl.
100
3. Transport Theory
3.5.2 Adding Incoherency
A phase-coherent phonon transport model may be suitable in thin SiNWs over
small distances, even at reasonable temperatures[167]. However, if we are to model
nanowires of realistic length (∼ 100 nm) then we must include incoherent transport
in our model. Taking our inspiration from Ref. [158], we do this by assuming small
phase-coherent units add incoherently so their resistances scale ohmically. We can
therefore write the total resistance of these units, according to Matthiessen’s rule as
R(ω) = Rc(ω) +
N∑
n
Rn,s(ω), (3.73)
where Rc is the contact resistance and the n-th phase-coherent scattering unit has
resistance Rn,s and there are N defects in the system. On average, a random ar-
rangement of scatterers will give a resistance
R¯(ω) = Rc(ω) +N〈Rs(ω)〉, (3.74)
where we define the average scatterer resistance as 〈Rs(ω)〉 = 1N
∑N
n Rn,s(ω). Re-
placing N with the ratio of the total length L and defect density ρ, we attain the
familiar L dependence of Ohm’s law
R¯(ω) = Rc(ω) +
L
ρ
〈Rs(ω)〉, (3.75)
where Rc is vanishingly small in a macroscopic conductor. We may write Eq. (3.74)
in terms of conductances, so that
1
G¯(ω)
=
1
Gc(ω)
+N
(
1
〈G(ω)〉 −
1
Gc(ω)
)
(3.76)
where each conductance follows the same notation as the associated resistance (each
defined as G(ω) = 1/R(ω)) and we have made use of Eq (3.34b) to replace 〈Rs(ω)〉
with the difference between the average total resistance 1/〈G(ω)〉 and the contact
resistance 1/Gc(ω). Dividing through by the quantum of thermal conductance so as
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to use transmission probabilities (again the same notation is used) and rearranging,
we find
T¯ (ω) = 〈T (ω)〉
N + (1−N) 〈T (ω)〉T0(ω)
(3.77)
where we have replaced Tc(ω) with T0(ω) since it is the transmission through the
pristine (zero-defect) system. This is the result used by Markussen et al. [67]. We
note that for a single mode (T0(ω) = 1) and N -identical scatterers (〈T (ω)〉 = T (ω))
we retrieve the result found in Datta [130] for incoherent scatterers. Further, for
short conductors (N → 0), T¯ (ω) = T0(ω) and for long conductors (N  1), T¯ (ω) ∼
1/L.
3.5.3 Force Constants
Section 3.5.1 showed that T (ω) may be determined from the knowledge of the IFC
matrix. This may be found for small systems in a first-principles framework using
DFPT[162] or “frozen-phonon” approaches[183], however the computational cost
can be an order of magnitude larger than a standard ground-state DFT calculation.
This makes such approaches unsuitable for our calculations. Fortunately, DFPT
has been shown to give similar results in pristine SiNWs to those found by using
classical Tersoff potentials[10], which can be used to determine force constants in
systems with thousands of atoms.
Tersoff potentials consider an atom’s coordination number to be most impor-
tant variable, with the bond order, or strength, depending primarily on this variable.
The approach therefore defines the total potential in terms of an attractive and a
repulsive pair potential, where the strength of the attractive potential is modulated
by parameters that describe the bond order. A cut-off radius is enforced outside
which the potential is zero, which improves computation efficiency. Parameters are
fitted to a number of experimentally and theoretically derived values and have been
shown to provide reasonably accurate results in Si, Ge and SiGe systems[68, 69]
when compared to both ab initio and experimental data.
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The Tersoff potentials are employed in the General Utility Lattice Program
(GULP)[184], which determines the IFM in the following manner. First, the atomic
positions are relaxed so that the forces upon them are below a given threshold. Next,
the force constants in q-space may be calculated as
Fiαjβ(q) =
∑
R
∂2U
∂αi∂βj
exp(iq.(rij +R)) (3.78)
where the summation over the lattice vectors R includes only those within the cut-
off radius of the potential and rij is the vector from atom i to atom j. For the
transport calculation we require Fiαjβ(q = 0), that is the force constants at the Γ
point. In order to gain the correct phonon behaviour at Γ,24 we must impose the
acoustic sum rules. First, the sum of all forces must equal zero when no external
force is applied:
Natom∑
i=1
(
∂U
∂αi
)
= 0. (3.79)
Second, differentiating this leads to
∂2U
∂αi∂βi
= −
Natom∑
j 6=i
(
∂2U
∂αi∂βj
)
. (3.80)
By determining Fiαjβ(q 6= 0) on a regular grid of q-points and diagonalising,
we may find the phonon dispersion, or eigenfrequency dependence in q-space. Fi-
nally, the phonon DoS can be calculated by integrating the number of frequencies
over the Brillouin zone.25
24That is, the three acoustic modes in a bulk solid or four in a quasi-one-dimensional system,
with ω → 0 as q→ 0.
25This is in practice done on a discrete set of points.
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In Chapter 2 we discussed in detail density-functional theory (DFT), highlighting the
benefits of the plane-wave (PW) approach. Then we introduced maximally-localised
Wannier functions (MLWFs) as an optimally-compact localised basis. The principles
of Landauer transport introduced in Section 3.4.1 were followed in Sections 3.4.2–
3.4.4 by a practical method to determine the quantum conductance (QC) of a quasi-
one-dimensional system. The method relies on using a localised basis set, so what
then is preventing us from determining the QC in the MLWF basis?
The answer is that our system, as described by PW-DFT is periodic. The
Hamiltonian in the localised basis required for Landauer transport calculations is
that of Eq. (3.40) and describes an open (lead-conductor-lead) system, which in
general is not periodic. So how do we move from a Hamiltonian of a periodic system
to one that is open and non-periodic? The goal of this Chapter is to answer this
question.
The methodologies we have developed to construct the Hamiltonian of the
open system were devised and implemented to work for a general quasi-one-dimen-
sional system. As a result, they are non-trivial and form a novel contribution to
the field (see Ref [185]). We therefore discuss the technical details of the method,
which overcomes three key challenges in order to produce a robust and user-friendly
method. Namely, the design and implementation of:
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(i) A general, pragmatic and simple approach to partition the Hamiltonian of the
periodic system in the MLWF basis into the sub-matrices that describe the
open system;
(ii) Robust sorting algorithms based on MLWF position and shape;
(iii) An efficient method to distinguish between MLWFs of different shape or that
have the same shape but differ by an overall factor of −1.1
The core algorithmic development and implementation of these challenges were per-
formed in collaboration with Nicolas Poilvert.2 The remainder of the work in this
Chapter was performed solely by the Author, with one exception. Nicolas Poilvert
wrote the algorithms to perform the operations outlined in Section 4.5, although
these were modified by the Author for the purposes the calculations detailed in
Chapter 6.
The Chapter is arranged in the following manner. Section 4.1 describes the
single supercell geometry (SSG). This address the first challenge and defines a geome-
try that the original PW-DFT calculation must adhere to in order to unambiguously
partition MLWF Hamiltonian. Before this partitioning can be made we must, in
general, perform a number of matrix manipulations on the Hamiltonian. These ma-
nipulations are described in Section 4.2 and include ordering MLWFs with respect to
position and shape. A second round of matrix manipulations ensures that an issue
that arises with regard to MLWF parity is addressed. We distinguish between ML-
WFs of different shape and parity without the need to directly compute each MLWF,
by a determining spatial signature. This computationally efficient technique forms
the basis of our solution to our third major challenge and is described in Section 4.3.
Next, in Section 4.4 we outline the practical steps needed to calculate the QC of
a quasi-one-dimensional system using our method. The scope of these calculations
may be extended to determine the QC of large systems with many defects along
1We term those MLWFs with similar shape, yet opposite sign as having opposite parity.
2Graduate student, Department of Materials and Engineering, MIT (poilvert@mit.edu) working
under the supervision of Prof. Nicola Marzari (nicola.marzari@materials.ox.ac.uk).
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their length. This is done by using the Hamiltonians of small systems to construct
model Hamiltonians of systems far larger than could be investigated directly. The
details of this process are presented in Section 4.5. In Section 4.6, we describe how
the general methodologies discussed in the Chapter have been modified to model
coherent phonon transport.
4.1 The Single Supercell Geometry
The translational symmetry present in crystals is exploited in electronic structure
calculations by using supercells and periodic boundary conditions (PBC). A natural
basis set to use for such calculations is that of plane-waves and their benefits for
DFT calculations are well-understood (see Section 2.2; Ref. [98].)
The lead-conductor-lead geometry required for calculations in the Landauer
formalism (Figure 3.6), however, is inherently non-periodic. Therefore, if we use
PBC for our DFT calculation, a transformation to a localised basis set, such as
MLWFs, becomes essential. This enables us to partition the supercell (and Hamil-
tonian) unambiguously into elements associated with the leads and elements asso-
ciated with the conductor.
Furthermore, the range of one-dimensional systems that could be explored
using the Landauer formalism is vast. This is particularly true for systems with func-
tional side-groups that have been proposed for chemical sensing[186]. Therefore, if
the change to the MLWF basis is coupled to a robust and user-friendly algorithm
that automatically prepares the Hamiltonian (obtained from a calculation on a peri-
odic system) for use in the transport calculation, then high-throughput calculations
become possible. The novelty of our work lies in the automation of these non-trivial
manipulations of Hamiltonian matrices and in streamlining the procedures such that
a calculation on only a single (periodic) supercell is required; we call this the Single
Supercell Geometry (SSG).
The SSG is shown in Figure 4.1, whereby a central conductor (grey) is sand-
wiched between a length of lead on the left and right (white). The conductor is the
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Figure 4.1 – Schematic illustration of the SSG (the single DFT supercell required for au-
tomated QC calculations). The conductor under investigation is flanked on each side by
principal layers PL1, PL2 of the leads and a buffer region B1, B2. The buffer is a length
of lead at least as large as a principal layer whose function is to ensure the disorder of the
conductor has no significant effect on the periodicity of the lead Hamiltonian in PL1 and PL2.
Also shown is the periodic image of PL2 (grey, left) and the regions where each Hamiltonian
sub-matrix is derived from when expressed in the MLWF basis.
disordered region under investigation and the leads are the contacts whose bulk is
periodically repeated ad infinitum in the open (lead-conductor-lead) system. We
split each lead into two parts: the outermost regions must be a principal layer3 (PL)
of lead (PL1 and PL2) and the inner regions a buffer (B1 and B2) such that any
disorder within the electronic structure associated with the conductor is localised
within the region marked HC. In this respect it is important to converge results
with respect to the size of the buffer regions; we also impose that B1 and B2 must
be at least one PL of lead in length.
By transforming to a MLWF basis, our algorithm uses the SSG to identify the
Hamiltonian sub-matrices required for the transport calculation. Figure 4.1 depicts
these regions, which follow the same notation as was given in Eq. (3.40) that is
restated below:
3We define a principal layer formally in Section 3.4.2.
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H =

. . .
...
...
...
...
...
...
· · · H 0¯0¯L H 1¯0¯L 0 0 0 · · ·
· · · H 1¯0¯†L H 0¯0¯L hLC 0 0 · · ·
· · · 0 h†LC HC hCR 0 · · ·
· · · 0 0 h†CR H00R H01R · · ·
· · · 0 0 0 H01†R H00R · · ·
...
...
...
...
...
...
. . .

. (4.1)
For the sake of clarity, it is worth highlighting first that HC is in fact built from
the contribution of MLWFs within the conductor and the buffers, and second that
the interaction between two adjacent PLs of lead, H 1¯0¯L and H
01
R , are built from
Hamiltonian matrix elements between MLWFs in PL1 and the periodic image of
PL2. For this reason, we demand that the left and right leads of the SSG be
identical in structure and composition. As a result, the size of H 0¯0¯L and H
00
R , and
therefore hLC and hCR are equal, which is reflected in our requirement that the
minimum length of B1 and B2 is one PL.4
4.2 Hamiltonian Matrix Manipulations
The Hamiltonian sub-matrices attained from partitioning the total Hamiltonian re-
quire a number of operations performed on them before they can be input into
transport calculations. First, we need to re-order the MLWFs in real-space so that
every unit cell in PL1, PL2, B1 and B2 has a consistent sequence of MLWFs. This
is because the Hamiltonian corresponding to the semi-infinite leads is constructed
from sub-matrices extracted from the SSG Hamiltonian in the MLWF basis. The
connection matrix H 1¯0¯L is constructed from the Hamiltonian matrix elements be-
tween MLWFs in PL1 and the periodic image of PL2, whereas H 0¯0¯L is constructed
from PL1 only. These two matrices are then duplicated along the block off-diagonal
4If this minimum is not used then those elements that represent basis functions in B1 (B2) that
are further than a PL away from PL1 (PL2) are not included in hLC (hCR), which is consistent
with the definition of a PL.
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Unit Cell
aa ab ac ad
ba bb bc bd
ca cb cc cd
da db dc dc
ae 0 0 0
be bf 0 0
ce cf cg 0
de df dg dh
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ad ac ab aa
0 bc bb ba
0 0 cb ca
0 0 0 da
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´
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Figure 4.2 – Schematic depiction of how the Hamiltonian sub-matrices of H 1¯0¯†L , H
0¯0¯
L and hLC
are constructed from sub-blocks associated with each unit cell. In this example we have used
four unit cells in a PL and the minimal buffer length of a PL. Implicit in the construction is
that the order and parity (see text) of the MLWFs in each sub-block is consistent. The colour
gradation is an illustration of the magnitude of Hamiltonian element within the sub-block,
with lighter colours representing smaller values. Diagonal unit cell sub-blocks of H 1¯0¯†L , hLC
(and H10†R , hCR) are constructed with care since some elements correspond to basis functions
that are closer than a PL (such as x and x′ (X < PL)), while others are not (such as y and
y′ (Y > PL)). According to the definition of a PL the latter elements are set to zero.
and block diagonal, respectively, of the Hamiltonian of Eq. (4.1). In doing so, the
implicit assumption is that the sequence of MLWFs in the rows and columns of the
Hamiltonian sub-matrices are the same, which in general is not true. To overcome
this problem we use the positions of the MLWF centres in real-space to order the
elements of the Hamiltonian sub-matrices: the MLWFs in each unit cell of lead
are arranged first according to their position along one direction perpendicular to
the transport direction, then in the other perpendicular direction, and finally along
the transport direction itself. Figure 4.2 shows explicitly how H 0¯0¯L , H
1¯0¯†
L and hLC
are constructed from unit cell Hamiltonian sub-blocks. Our sorting algorithm is
designed to check that the arrangement of MLWFs in each unit cell is consistent
across both PL1 and PL2, thereby ensuring that the sub-matrices can be used to
construct the Hamiltonian of Eq. (4.1) accurately.
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Symmetrise
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´
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0
0 0
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HL
01†
Figure 4.3 – Illustration the symmetrisation procedure. Sub-blocks associated with the
left-most unit cell of H 0¯0¯L (top row) are copied along each equivalent (colour coded) diagonal
sub-block in H 0¯0¯L and H
0¯1¯†
L . hLC is not symmetrised as it contains information relating the
leads to the central region and will therefore not be periodic on the level of the unit cell. We
use the same unit cell structure as was introduced in Figure 4.2 and a “T” to represent a
transpose.
The shape of MLWFs are often chemically intuitive and display atomic-like or
bonding/anti-bonding orbitals. Thus if more than one MLWF exists with precisely
the same centre, as may happen with d-like MLWFs on a transition metal site, a
second level of ordering based on the orbital character of the MLWF is performed,
employing a technique we have developed using spatially-dependent integrals to
deduce a unique signature for each MLWF (see Section 4.3).
Further, we symmetrise H 1¯0¯L , H
0¯0¯
L , H
10
R and H
00
R , whereby, as shown in Fig-
ure 4.3 (for H 1¯0¯†L , H
0¯0¯
L ), the periodicity of the unit cell is enforced exactly. We do
this by copying sub-blocks associated with the left(right)-most unit cell of H 0¯0¯L (H
00
R )
along each equivalent diagonal sub-block. This ensures that the leads of the open
system have the highest order of translational symmetry — that of the unit cell. As
a consequence, we find that noise is removed from resulting QC data compared to
the unsymmetrised case. We note that without consistent ordering across each unit
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Figure 4.4 – A SiNW with schematic representations of MLWFs that have opposing sign,
or parity, (represented by blue and red shading) even when they exist in similar chemical
environments. Si atoms are shown in cyan, while H atoms are red.
cell the symmetrisation could not be performed.
In addition to the ordering of the MLWFs, a second consistency criterion
must also be imposed. The issue stems from the fact that, although MLWFs are
always found to be real, they remain undetermined up to an overall sign, or parity.
The parity can be randomised when comparing MWLFs in similar chemical envi-
ronments: this is shown schematically in Figure 4.4. A random sign is not in itself
a problem as long as each Wannier function “knows” about the sign of every other
Wannier function in the system. This is exactly the case when one transforms the
SSG Hamiltonian to the MLWF basis. However, as with the issue of ordering the
MLWFs, the procedure of building the Hamiltonian of Eq. (4.1) from sub-matrices
of the SSG Hamiltonian implicitly assumes that the MLWFs in PL2 have the same
parity pattern as those in PL1, which in general is not true.
To address this issue, we enforce a consistent parity pattern at the level of
the unit cell of lead onto the ordered SSG Hamiltonian sub-matrices. The parities
of the MLWFs in the leftmost unit cell of lead in the SSG supercell are used as
the template. By assessing the relative parity of MLWFs in this unit cell compared
to translationally equivalent MLWFs in the other unit cells of the PLs and buffer
regions, the pattern is enforced throughout by multiplying by ±1, as appropriate.5
To determine the relative parities of each MLWF is not a simple task. As previously
mentioned they cannot in the general case by determined by the chemical environ-
ment, nor do we have (without extensive computation) the explicit values of each
5In practice this enforcement is performed at the level of the Hamiltonian (rather than individual
MLWFs) by multiplying the row and column associated with each MLWF by ±1 as appropriate.
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MLWF in space.6 Instead we have developed a novel approach which determines a
unique signature associated with each MLWF.
4.3 MLWF Signatures
Here we detail a set of spatially-dependent integrals that we use to determine a
signature for each MLWF. These signatures are used for two purposes. First, they
enable a sorting algorithm to distinguish between MLWFs of different shapes with
similar centres. Thus a consistent ordering may be enforced across the PLs at the
level of the unit cell — a key requirement for our approach. Secondly, they are used
to determine the relative parity of MLWFs so that a consistent parity-pattern may
also be enforced.
We begin with the integral
In(q) =
1
V
∫
V
wn(r)e
iq·(r−rc) dr, (4.2)
where V is the volume of the cell, q is a vector in reciprocal space and rc is the centre
of Wannier function wn(r) (we assume sampling at the Γ-point only). One may write
wn(r) =
∑
m Umnum(r), where um(r) is the periodic part of the Bloch wavefunction
at band m. Umn is the unitary matrix found in Eq. (2.32) that minimises the spread
of the Wannier functions, so
In(q) =
1
V
∑
m
Umn
∫
V
um(r)e
iq.(r−rc)dr (4.3)
6The Marzari and Vanderbilt [118] spread minimisation procedure detailed in Section 2.3.2 is
performed without the direct computation of each MLWF.
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By using the discrete Fourier transform um(r) =
∑
G u˜m(G)e
iG.r, we can write
In(q) =
1
V
e−iq.rc
∑
m
∑
G
Umnu˜m(G)
∫
V
ei(G+q).rdr (4.4a)
= e−iq.rc
∑
m
∑
G
Umnu˜m(G)δG,−q (4.4b)
= e−iq.rc
∑
m
Umnu˜m(−q) (4.4c)
= e−iq.rc
∑
m
Umnu˜
∗
m(q) (4.4d)
where q is a G-vector of the form lb1 + mb2 + nb3, where {l,m, n} ∈ Z and
{b1,b2,b3} are the reciprocal lattice vectors. We have also used u˜∗m(q) = u˜m(−q),
which follows as um(r) is real at the Γ-point. Equating real and imaginary parts of
Eq. (4.2) and Eq. (4.4d), one may write
Re [In(q)] =
1
V
∫
V
wn(r) cos(q · (r− rc)) dr
= Re
[
e−iq·rc
∑
m
Umnu˜
∗
m(q)
]
, (4.5)
and
Im [In(q)] =
1
V
∫
V
wn(r) sin(q · (r− rc)) dr
= Im
[
e−iq·rc
∑
m
Umnu˜
∗
m(q)
]
. (4.6)
Since most DFT codes compute and store u˜m(G) as a matter of course, obtaining
any set of In incurs negligible computational expense.
The set of integrals that are used to determine a signature are given by
Iαβγn =
1
V
∫
V
wn(r) sin
α
(
2pi
Lx
(x− xc)
)
sinβ
(
2pi
Ly
(y − yc)
)
sinγ
(
2pi
Lz
(z − zc)
)
dr
(4.7)
where rc = (xc, yc, zc), V = LxLyLz, α, β, γ ∈ {0, 1, 2, 3} and α+β+γ ≤ 3. This set
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Iˆ1 Iˆ2 Iˆ3 Iˆ4
Iˆ1 1
Iˆ2 0.99999996148 1
Iˆ3 −0.99999998253 −0.99999999533 1
Iˆ4 −2.59500× 10−4 −1.06310× 10−5 −1.04684× 10−4 1
Table 4.1 – Table displaying the dot products between the signatures Iˆ1, Iˆ2, Iˆ3, Iˆ4 of MLWFs
w1, w2, w3, w4, respectively, found in Figure 4.5
approximates the (mixed) moments (up to total order 3) of wn(r) in each cartesian
direction7 and can therefore be used to distinguish between irregular, low symme-
try shaped MLWFs and those with s−, p− and d−character (and their associated
hybridisations).8
The 20 integrals of Eq. (4.7) may be written as linear combinations of those
outlined in Eqs. (4.5) and (4.6). Hence we define the signature of a MLWF by the
20-element unit vector of these integrals
Iˆn =
1
|In|(I
000
n , I
100
n , ..., I
003
n ). (4.8)
Dot products between two MLWFs’ signatures reveal, in a compact form, their
relative shape and parity. Figure 4.5 provides an example, where we find
Iˆ1.Iˆ2 '1
Iˆ1.Iˆ3 '− 1,
(4.9)
which reveals that w1, w2 and w3 are of similar spatial character, or shape, but w3
has the opposite parity of w1 and w2. We also find |Iˆ1.Iˆ4| < 1, which shows w1 and
w4 have different shape. We summarise the exact values in Table 4.1.
7This may be seen by using the approximation sinx ' x for small x and noting that |wn(r)|
differs significantly from zero only at r ' rc.
8Hybridised f -orbital states, may also be distinguished, however, pure f -orbital states could
cause the current implementation difficulties. This problem may be circumvented by considering
the set of Iαβγn such that α, β, γ ∈ {0, 1, 2, 3, 4} and α+ β + γ ≤ 4.
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w1 w2 w3 w4
0 0 0
1 0 0
0 1 0
0 0 1
2 0 0
1 1 0
1 0 1
0 2 0
0 1 1
0 0 2
3 0 0
2 1 0
2 0 1
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1 1 1
1 0 2
0 3 0
0 2 1
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Figure 4.5 – Top: Schematic illustration of four MLWFs w1, w2, w3 and w4. Red shading
denotes positive values, while blue shading negative. w1, w2 and w3 are σ-like bonding
orbitals, while w4 is a py-like state. Plotting MLWFs explicitly to determine their shape and
parity can be computationally expensive. Access to the same information can be found using
the MLWF signature. Bottom: Graphical representation of each MLWF’s signature. Notice
how the signature of w3 is almost exactly the negative of the signature of w1 and w2, showing
they have opposite parity.
4.4 Calculation Procedure
We now outline our general method, shown schematically in Figure 4.6. First we
must determine the number of unit cells that make up a PL. Consider a supercell of
lead with 2n+1 unit cells along the conduction direction, whose Hamiltonian in the
MLWF basis is found from a Γ-point DFT calculation in PBC and subsequent spread
minimisation with Wannier90[121]. The value of n is chosen such that Hamiltonian
matrix elements between MLWFs in the central unit cell and the left-most unit cell
are less than a certain threshold, which we usually set to be around 10 meV. In
practice, for computational efficiency, instead of a Γ-point supercell calculation, we
apply Bloch’s theorem to perform an equivalent calculation on a single unit cell,
with a regular grid of k-points in the conduction direction. This calculation is also
used to calculate the pristine QC, i.e. that of a perfectly periodic conductor. We
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Preliminary Calculations:
PL and Buf        e
(Section 4.4)
Construct SSG
(Section 4.1)
Order Hamiltonian
in MLWF basis
(Section 4.2)
Enforce Parity Pattern 
onto MLWF Hamiltonian
(Sections 4.2-4.3)
PW-DFT Calculation:
Ground-state density
Bloch states
(Sections 2.1-2.2)
Transform to MLWF Basis:
(Disentangle if required)
Real-space Hamiltonian matrix
(Section 2.3)
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(Section 4.5)
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(Section 3.3.4)
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Figure 4.6 – A flow diagram depicting the key steps to determine a systems QC and DoS.
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use this later for validation purposes.
Next, the size of the buffer is determined by assessing the convergence of
electronic structure in PL1 and PL2 with respect to its size. This may be achieved
for PL1 by comparing Hamiltonian elements in its left-most and right-most cells: if
they differ significantly then the PL does not well represent periodic lead. Another
measure that can be used if the atomic positions have been relaxed is the root-
mean-square (RMS) difference of atomic positions (or equivalently, MLWF centres)
between the right-most cell of PL1 and the pristine structure. If the disorder present
in the conductor region is short-ranged, then often a single PL of lead in B1 and
B2 is sufficient. Once the extent of the buffer and PLs have been determined,
the SSG system may be built and its Bloch eigenstates found from a conventional
DFT calculation. This calculation is usually performed in two steps. First, a self-
consistent calculation with enough k-points to converge the total energy, followed by
a non-self-consistent calculation at the Γ-point only, using the self-consistent charge
density as an input.
Transformation to the MLWF basis, Hamiltonian-matrix preparation, and
transport calculations may then be performed as described in Sections 2.3, 3.4. The
automated algorithms described in Sections 4.1–4.3, which have been implemented
in the Wannier90[121] code are designed so these steps are performed sequentially,
with little or no intermediary user input. This is one of the achievements of this
work. Finally, a natural validation of the results may be performed whereby the
disordered conductor region of the SSG is replaced by a section of pristine lead:
identical results should be achieved with the bulk calculation.
Example
A short example is now presented to illustrate the calculation procedure. We con-
sider the QC of a chain of Al atoms with a single Na atom substitutional defect.
The construction of the SSG is performed with care: a suitable PL length must first
be decided upon by assessing the rate of the decay of the matrix elements of the
Hamiltonian between MLWFs. Additionally, the defect is expected to have a large
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effect on the electronic structure: thus the buffer size must also be carefully chosen.
To assess the length of a PL we use the method outlined above whereby
the Hamiltonian in the MLWF basis is determined from a DFT calculation on a
single unit cell with many k-points. We perform the DFT calculation on a single
unit cell (consisting of one Al atom), with a regular grid of 32 k-points along the
extended direction. The total energy is converged to 10−11 eV using a 500 eV
energy cut-off, exchange and correlation are described by the PBE functional[103]
and we use norm-conserving pseudopotentials[106]. The unit cell is 2.47 A˚ long in
the conduction direction, with 10 A˚ separating periodic images in the transverse
directions. We proceed to the determination of the MLWF basis by disentangling
three Wannier functions from 30 bands.
Figure 4.7 shows the decay of the interaction between MLWFs by averaging
the on-site Hamiltonian elements 〈wn0|Hˆ|wnR〉 between equivalent MLWFs in differ-
ent unit cells labelled by index R (black solid line). The maximum matrix element
(red crosses) gives the maximum error incurred due to truncation of the interaction
if the PL were to be cut that unit cell. In this case, the PL is chosen to be eight
unit cells long, such that the maximum truncation error is approximately 11 meV
and the average error is 9 meV.
A buffer size of one PL plus three unit cells was chosen for the SSG such
that on relaxation the RMS difference in position of MLWF centres from their
equivalent bulk position in the rightmost unit cell of PL1 is less than 5×10−3 A˚. The
SSG therefore consists of a total of 39 atoms. Performing the transport calculation
provides the QC and DoS shown in Figure 4.8 (red, dashed; centre and right panels,
respectively). For comparison, the pristine band structure, QC and DoS (black; left,
centre and right panels, respectively) are also shown. In the bulk case there are clear
contributions from an s-band and two degenerate p-bands to the QC: these are both
significantly reduced in the defected case, with conductance close to zero at lower
energies. This is due to the hybridisation of the s-orbital associated with the Na to
adjacent Al p-orbitals, as is shown in Figure 4.9.
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Figure 4.7 – Decay of Hamiltonian elements, H0R = 〈wn0|Hˆ|wnR〉, between increasingly
distant Al unit cells (labelled R) in a monatomic linear chain. Cell averaged elements are
shown in black (error bars show a standard deviation), where at unit cell 0, we have ‘true’ on-
site values contributing the average; unit cell 1 averages on-site elements between equivalent
MLWFs in the unit cell adjacent to 0; etc. The largest Hamiltonian value between unit cells
increasingly distant from 0 are shown by red crosses. The dashed line highlights the chosen
PL size (see text).
Figure 4.8 – Left: Band structure of the single cell, single Al atom pristine transport
calculation. Centre: QC comparison of pristine (black, solid) and defected SSG (red, dashed)
systems. Right: DoS comparison of pristine and defected SSG.
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Figure 4.9 – A MLWF with hybrid sp-character is formed in a chain of Al atoms (grey)
containing a central Na defect (green).
We outline three caveats that apply to the current implementation of the SSG
method. First, the periodicity of the SSG that is assumed to build H 1¯0¯L and H
01
R
from PL1 and the the periodic images of PL2 requires that the Bloch states used for
determining the MLWF basis in the SSG are calculated at the Γ-point only. Second,
the lattice vectors of the SSG must form a orthorhombic set and the direction of
conduction must be in the x, y or z direction. This follows from the definitions of the
signature integrals (Eq. (4.7)). The extension of this definition to the general case of
non-orthogonal lattice vectors, while straightforward, has not yet been implemented.
Third, the system under investigation must be quasi-one-dimensional (although the
extension to bulk leads would be straightforward to implement).
4.5 Combination of Multiple Defects
Moving from a Bloch to a Wannier representation is not only a way to represent
electronic structure in a very compact manner. It also opens the possibility to
exploit the real-space nature of the basis to build very large systems; systems so
large that a conventional DFT calculation would be intractable.
The electronic nearsightedness that becomes explicitly manifest in the MLWF
basis, allows them to be used in the construction of Hamiltonian matrices of large
structures from smaller Hamiltonian matrices of their constituent sub-systems. Such
constructions have been used to consider multiple defects in carbon-nanotube[187]
and graphene nanoribbon[188] systems. However, we emphasise that the robust
algorithms developed in Sections 4.1, 4.2 and 4.3 automate the painful matrix ma-
nipulations that each sub-system Hamiltonian requires in preparation for use in a
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Figure 4.10 – Schematic for a SSG with a conductor containing two identical defects. We
identify two regions in the conductor, X and Y .
Figure 4.11 – Schematic for a SSG with a conductor Z containing one defect.
multiple defect Hamiltonian. The algorithms used to construct these multiple defect
Hamiltonians were implemented by our collaborator, Nicolas Poilvert.
In order to illustrate the method, consider the schematic lead-conductor-lead
system shown in Figure 4.10 in which the conductor region has two identical defects
separated by a region of lead material in the form of a buffer (B1′ and B2′). We
could calculate the QC of this structure by making a SSG with the whole conductor
(regions X and Y ). However, we may exploit the nearsightedness of the MLWF
basis to find a more computationally efficient approach. If the effect of the defects
are localised (in the sense that the local electronic structure and geometry at the
junction between B1′ and B2′ is sufficiently similar to that seen in the leads), then
we may construct the Hamiltonian for the system with two defects (Figure 4.10)
from information gathered from one SSG calculation containing just a single defect
(Figure 4.11). Since this system is smaller, there is a clear advantage in terms of
computational cost for the initial DFT calculation.
The Hamiltonian of the conductor in the two-defect system may be written
as
HC =
 HX HXY
H†XY HY
 (4.10)
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where X, Y and XY represent blocks of Hamiltonian matrix elements among ML-
WFs in region X, among MLWFs in region Y , and between MLWFs in these two
regions, respectively.
Given the geometry of the system, and the nearsightedness of the electronic
structure, blocks HX and HY should be quite close in terms of their matrix elements.
Moreover, because of the constraint that a buffer is at least as large as a lead principal
layer, we expect the non-zero matrix elements of HXY to correspond closely to the
overlaps between the two adjacent principal layers. This observation stems from
the very definition of a principal layer. As a consequence, we can construct a close
approximation to HC by using the matrices extracted from a SSG calculation of
the structure shown in Figure 4.11. In this approximation, blocks HX and HY are
replaced with HZ , and HXY is replaced by the overlap matrix between two principal
layers of lead (namely H 1¯0¯L , see Figure 4.1), i.e.,
HC '
 HZ H 1¯0¯L
H 1¯0¯†L HZ
 . (4.11)
This construction implicitly assumes that the defect Hamiltonians have no influence
on one-another and thus we are in a limit of non-interacting defects.
Example 1
We now present an example to confirm the validity of the multiple defect approach.
All DFT calculations outlined here are performed within the LDA, using norm-
conserving pseudopotentials[106] and with an energy cut off of 400 eV.
The system we aim to describe is shown in Figure 4.12 (top): a thin (0.78 nm
diameter) 〈110〉 SiNW with two single cells of Ge separated by a length of Si.
This system may be thought of in two ways: first, as a SiNW with a single defect
containing the two cells of Ge and the separating Si cells; and second as doubly
defected SiNW, with each defect being a single cell of Ge. These two perspectives
lead to two methods by which we can determine the QC. The first suggests a SSG
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Figure 4.12 – Top: SiNW with two Ge heterostructure defects. The system is investigated by
manipulating the Hamiltonian of a single defect (multiple defect method) and directly using
a SSG. Red, cyan and magenta atoms are H, Si and Ge respectively. Bottom: Comparison
of valence QC for the two methods, showing excellent agreement.
calculation in which the conductor region contains the two Ge cells. The resulting
QC for this ‘full’ SSG system is seen in solid black in Figure 4.12 (bottom).9
For the doubly defected case, we perform a SSG calculation on a SiNW with
a single Ge cell defect and use the Hamiltonians provided to build a Hamiltonian of
the larger system in question (Figure 4.12 (top)). The QC from this calculation is
seen in dashed red in Figure 4.12 (bottom). The two calculations agree remarkably
well, validating the premise of nearsightedness discussed earlier.
9Preliminary calculations to find suitable PL and buffer sizes have been performed: four unit
cells in a PL results in an average truncation error of less than 2 meV; a buffer size of a single PL
was sufficient to converge the electronic structure in PL1 and PL2.
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Since the computational expense of conventional DFT methods scales as
O(N3), where N is the number of atoms in the supercell, the multiple defect method
represents a significant step forward to describe realistic system sizes with first-
principles accuracy, and can be used to construct accurate model Hamiltonians for
systems that contain tens of thousands of atoms[189, 190]. We note in passing the
importance that the MLWFs parities are consistent between different regions of the
system. As mentioned in Section 4.1, the parities need to be checked and made
consistent to allow seamless connections between Hamiltonian sub-matrices, a task
that is automatic in the present approach.
Furthermore, the Hamiltonian of a conductor with more than one type of
defect may be constructed by combining matrix elements from separate SSG calcu-
lations. In this latter case, care must be taken in order to align the Fermi energies
of the two or more distinct calculations. This is the consequence of the lack of an
absolute reference for the electrostatics in PBCs, which can lead to Fermi energies
that are shifted by a constant.
Example 2
A second SiNW example is now presented. The system in question is shown in
Figure 4.13 (top), where two dissimilar lengths of Ge are found within the SiNW.
The pseudopotentials, energy cut-off and buffer/PL sizes used are in accordance
with the those used in Example 1. We also proceed with this example using the
same two viewpoints as mentioned previously.
First, we build a SSG that contains both Ge heterostructures and determine
the QC in the usual manner. The result is plotted in black in Figure 4.13 (bot-
tom). This agrees well with the dashed red curve, which is the resulting QC from
the second viewpoint. Here, we perform two SSG calculations, one with the short
heterostructure in the central conductor, the other with the larger one. The proce-
dure to build the model Hamiltonian for the doubly defected system is exactly as
was described previously, except we must (i) ensure the party-pattern is consistent
between the two SSG Hamiltonians and (ii) align the Fermi energies of the two
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Figure 4.13 – Top: Si nanowire with two non-identical Ge heterostructure defects. The
system is investigated by manipulating the Hamiltonian of two single defects (multiple de-
fect method) and directly using a SSG. Red, cyan and magenta atoms are H, Si and Ge
respectively. Bottom: Comparison of valence QC for the two methods, showing excellent
agreement.
calculations. In practice, the second point can only be performed if there exists a
common reference of potential. Fortunately, due to the definition of the SSG, we can
always find such a reference. Since PL1 and PL2 are defined so that their electronic
structure is converged to that of periodic lead, we may assert that H 0¯0¯L of each SSG
should be near-identical. In fact, what we find, is that the diagonal elements are
shifted by a constant µ. Since for a general Hamiltonian H
〈wi|H − µI|wj〉 = 〈wi|H|wj〉 − µ〈wi|wj〉 = 〈wi|H|wj〉 − µδij, (4.12)
125
4. Quantum Conductance Methodologies
where δij is the Kronecker delta. Hence this shift is the discrepancy between the
Fermi energies of the two DFT calculations and the on-site elements of H 0¯0¯L one cal-
culation provides the reference potential for all others. In our example, we find that
the average of the difference between on-site elements is 77.6 meV with a standard
deviation of 2.5 meV. This deviation is likely the result of each PL1 deviating from
exact periodicity due to the disorder associated with the different Ge defects.
4.6 Phonon Transport
As we explained in Section 3.5 our model for phonon transport is based on the
thermal analogue of the Landauer formalism[181, 182]. The similarities between
the electronic and phonon approaches are such that only minor modifications to the
above methods are required to calculate the phonon transmission T (ω).
First, we notice that interatomic force constants (IFC) between atoms that
are increasingly distant will become vanishingly small. This allows, in analogy to
the electronic case, to define PLs wherein IFCs between atoms in each PL and its
adjacent PLs are significant and retained, while all others are truncated to zero.
Although, in principle IFCs can be calculated using ab initio methods, this would
be computationally prohibitive for the system sizes that we wish to study. Instead,
we use the Tersoff interatomic potential[68, 69] to determine the IFCs (see Sec-
tion 3.5.3). We can therefore construct a SSG as defined in Section 4.1, ensuring
the PL and buffer sizes are suitable in the Tersoff description.
For the most part, the same algorithms that are applied for electronic trans-
port are applied to the phonon transport, according to the following mappings:
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H 0¯0¯L , H
1¯0¯
L 7→ D0¯0¯L , D1¯0¯L
H00L , H
01
L 7→ D00L , D01L
HC 7→ DC
hLC , hCR 7→ dLC , dCR
E 7→ ω2,
where the super- and subscripts follow the same conventions for dynamical matrices
(D and d) as those defined for the Hamiltonians (H and h). Additionally, we detail
the following modifications to the electronic transport algorithms:
• Although a consistent ordering of each PL is still a strong requirement, there
is no parity problem in the phonon case and the associated algorithms may be
skipped.
• Since ω2 appears in the definition of the Green’s function (Eq 3.72), the mag-
nitude of the complex part added to the contour path η can, if not reduced
from values suitable for the electronic case, become comparable to ω2 at low
ω.
• The Fermi-level alignment required when combining multiple defects in the
electronic case has no equivalent in the phonon problem and dynamical ma-
trices may be combined without further adjustment.
As mentioned in Section 3.5.2 we plan to include incoherency in our model by
adding the thermal resistances of each defect according to Matthiessen’s rule. This
allows, with the use of Eq. (3.77), the coherent-to-diffusive crossover regime to be
investigated in the spirit of those calculations performed in Refs. [67, 77, 158]. Addi-
tionally, although phonon transport is unlikely to be coherent over long (∼ 100 nm)
distances in our heterostructured SiNWs, we will calculate T (ω) using the coherent
model described for the electronic problem in Section 4.5. The values κl calculated
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according to Eq. (3.69) using T (ω) from both methods will then represent upper
and lower bounds.
The steps outlined above for phonon transport are summarised with those
previously stated for electronic transport in Figure 4.14 to display in graphical form
our general method to determine zT in a quasi-one-dimensional system.
128
4. Quantum Conductance Methodologies
Preliminary PW-DFT 
Calculations:
PL and Buf        e
(Section 4.4)
Construct SSG
(Section 4.1)
Order Hamiltonian
in MLWF basis
(Section 4.2)
Enforce Parity Pattern 
onto MLWF Hamiltonian
(Sections 4.2-4.3)
PW-DFT Calculation:
Ground-state density
Bloch states
(Sections 2.1-2.2)
Transform to MLWF Basis:
(Disentangle if required)
Real-space Hamiltonian matrix
(Section 2.3)
Construct Model 
Hamiltonian with 
Multiple Defects
(Section 4.5)
Landauer-Buttiker Transport 
Calculation
QC and DoS
(Section 3.3.4)
Partition MLWF Hamiltonian:
(Section 4.1)
H
C
, , , , ,h
LC
h
CR
H
L 
  H
R
10       01
H
L
00
H
R
00
,
Landauer-Buttiker Transport 
Calculation
Phonon QC and DoS
(Section 3.5.1)
Construct Model 
Dynamical Matrix with 
Multiple Defects
(Sections 4.5-4.6)
Matthiessen Incoherent
Addition of Thermal
Resistances
(Section 3.5.2)
(Section 1.2)
As Fig. 4.3
Optional
Multiple 
Defect Steps
Optional
Multiple 
Defect Step
fer Siz
Preliminary Terso f
Calculations:
PL and Buf        e
(Section 4.6)
Construct SSG
(Sections 4.1, 4.6)
Order Dynamical 
matrix
(Sections 4.1, 4.6)
Tersof  Calculation:
Dynamical Matrix
(Section 3.5.3)
Partition Dynamical Matrix:
(Sections 4.1,4.6)
DC, , , , ,dLC dCRDL   DR
10       01DL
00 DR
00
,
fer Siz
Determine Transport 
Coef icients
S, G, m 
(Section 3.4.5)
Determine Lattice
Thermal Conductance
(Section 3.5.1)
Electronic Transport Thermal Transport
f
f
f
Figure 4.14 – A flow diagram depicting the key steps of our method to calculate zT .
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The discussion in Chapter 1 led us to the conclusion that should Si nanowires
(SiNWs) be used for thermoelectric purposes, they would likely require some com-
bination of the following properties: small diameter, rough or amorphous surfaces,
have surface functionalisations, axial heterostructures or be alloyed with Ge. Intro-
ducing these properties provides mechanisms to lower the lattice thermal conduc-
tivity λl, while keeping the numerator of zT , the thermoelectric power factor S
2σ,
as high as possible. While many of the above properties have been investigated
either experimentally or via simulation in some manner, few studies simultaneously
considered both thermal and electronic transport.
In this Chapter we look at the effect that single heterostructures have on
electronic and thermal transport in SiNWs. First, Section 5.1 discusses the limi-
tations that our method places on systems we model. Preliminary calculations are
discussed in Section 5.2, which determine amongst other things the principal layer
(PL) and buffer lengths. Next, in Section 5.3 we use the algorithms developed in
Chapter 4 to perform a number of single supercell geometry (SSG) calculations that
investigate the merits of single heterostructure Si and GeNWs in 〈110〉, 〈111〉 and
〈211〉 growth directions. We conclude the Chapter with a discussion of our results
(Section 5.4).
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5.1 The Computational System
If computational resources were infinite and the techniques used were flawless, what
systems would we model to determine the best design for high zT in SiNWs with
axial heterostructures? This is an important question, since it gives us a starting
point from which we may find simpler systems that still merit investigation.
Ideally, we would like to consider a range of diameters, starting as low as
has been synthesised experimentally (∼ 1 nm[48]) and work upwards1. Second,
we would wish to consider a variety of heterostructures: variables could include
length, composition (Ge or SiGe alloy), or boundary diffuseness. However perfect
the simulation, a competent investigation would, at least initially, keep the surface
properties of the SiNWs constant. Such variables would not help isolate any trends
in zT that the heterostructures may cause. Later, once these effects have been well
investigated, surface roughness or an amorphous oxide layer could be brought into
the model. Further considerations include whether to model metallic contacts and
to investigate how dopants such as B or P behave near the heterostructures — would
these atoms energetically favour the interface regions?
Introducing atomic-level variations to the nanowire composition (through al-
loying or doping) is problematic: although energetically favourable positions may
exist, in reality, across the whole structure there would be a degree of randomisation.
To account for such randomisation in a simulation, a large number of calculations
must be performed each with a slightly different atomic structure. Resultant prop-
erties then can be averaged over the ensemble to model a typical system. While
such numerous calculations are possible, it would be a painstaking task to perform
a systematic study for, say, a range of alloy concentrations. For this reason we
also neglect to consider diffuse heterostructure boundaries and so the systems we
consider contain atomically abrupt heterostructures. While this is not a physical
reality, recent synthesis techniques have shown Si-Ge boundaries spanning as little
1Although the general consensus is that λl will decrease as the diameter is reduced [8, 56], there
is a suggestion that phonon confinement will increase λl at very low (< 3 nm) diameters[63].
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as 1 nm[86].
The nanowire surface may also be simplified for computational ease. As
we have mentioned previously, it is likely that in device situations an amorphous
oxide layer will coat the SiNW. This dielectric layer will have little effect on the
intrinsic electronic properties of the nanowire[66]. We therefore passivate any dan-
gling bonds at the surface of the nanowire with hydrogen so that every Si atom
is four-coordinated. This is likely to result in similar electronic properties to the
oxide-coated nanowire as most Si atoms at the oxide-core interface will be also be
four-coordinated. In the phonon model, we may make a further simplification. Hy-
drogen atoms are removed from the surface with negligible effect on κl since the
high frequency modes associated with Si(Ge)-H modes do not contribute to κl. Val-
idation of this fact was shown in Ref. [10] and is due to the exponential decay of
∂η(T )
∂T
in the integrand of Eq. (3.69) at large ω.
According to the above prescriptions a program was written (in Fortran90)
to build the atomic structure by slicing nanowire cells from bulk ‘samples’ and then
passivating with hydrogen (if required). An approximate input diameter and growth
direction is provided by the user, which are used to determine which lattice planes
we cut along to build the nanowire. We also include symmetry considerations so
that the resultant nanowires display at least 2-fold rotational symmetry. We define
the final diameter d in accordance with the method discussed in Ref. [191] whereby
the outermost H atoms of the electronic system are used to form a perimeter P ,
then assuming this perimeter forms the circumference of a circle we write d = P/pi.
It is with this d that we label our nanowires.
Since our DFT calculations are limited to ' 1000 atoms, in order to investi-
gate heterostructures of realistic length (up to ' 4 nm) we must restrict ourselves
to very fine nanowires. We investigate nanowires with d = 1.14 nm and 1.06 nm
in 〈111〉 and 〈211〉 growth directions, respectively, and in the 〈110〉 direction we
assess the effect of diameter by considering nanowires with d = 0.78 nm, 1.02 nm
and 1.44 nm. We chose the 〈110〉, 〈111〉 and 〈211〉 directions since they are experi-
mentally the most common[93] and we build hexagonal cross-sections for 〈110〉 and
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Figure 5.1 – Cross-sections of SiNWs under investigation, stated directions indicate the
crystal direction of the z-axis (pointing into the page). Diameters (left-to-right): 0.78 nm,
1.02 nm, 1.44 nm, 1.14 nm and 1.06 nm. Si atoms are cyan, while H atoms are red.
〈111〉 directions and a square cross-section in the 〈211〉 direction, in accordance with
experimental evidence[48, 192, 193]. These are displayed in Figure 5.1.
5.2 Preliminary Calculations
Here we discuss a number of preliminary calculations on Si nanowires (SiNWs) and
Ge nanowires (GeNWs). First, however, we make note of the tests that were made
to ensure that suitable pseudopotentials were to used during our investigation (Sec-
tion 5.2.1). Then we discuss the details of various convergence tests (Section 5.2.2)
that were used to setup the nanowire unit cells. Then, in Section 5.2.3 we discuss
the transformation to a MLWF basis. Finally, in Section 5.2.4, we display the results
of PL and buffer size calculations that are need to setup the SSG.
5.2.1 Pseudopotentials
The importance of good pseudopotentials (PSPs) cannot be underestimated. A
poor PSP can lead to unreliable or erroneous results and undermine the worth of a
project. Simple test cases were chosen for which experimental and all-electron data
exists and that contain similar chemical environments to those that will be seen
in our nanowire systems: bulk Si, bulk Ge, SiH4, Si2H6, GeH4 and Ge2H6. These
tests were performed using the CASTEP[194] DFT code and are discussed in detail in
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Appendix C; the results of which are summarised below.
We found that in general ultra-soft PSPs displayed unacceptable fluctuations
in bond-length and bond-angle when they were converged with respect to supercell
size and energy-cut off, while the behaviour of norm-conserving PSPs was much more
predictable. Therefore norm-conserving PSP were chosen for further study. PSPs
were identified for both the PBE and LDA functionals that converged bond-lengths
to within 5× 10−3 A˚ and total energies per atom to 5 meV when an energy cut-off
of 400 eV was used. Good agreement to all-electron results was also found and
therefore an energy-cut off of 400 eV was used in subsequent nanowire calculations.
5.2.2 Convergence Calculations
We begin with calculations on 〈110〉 SiNWs and GeNWs for the diameter d =
1.02 nm system, aligning the nanowire along the z-axis. We performed k-point
convergence tests on supercells of size L × L × z0, with L = 16 A˚ and z0 given by
the calculated bulk lattice parameter in the 〈110〉 direction for Si and Ge (3.84 A˚
and 4.00 A˚, respectively). We found that in both cases, the error in the total energy
per atom is less than 1 meV when a k-point grid of 1× 1× 8 is used.
Using this k-point grid, we performed a number of geometry optimisation
calculations2 to converge L with respect to the RMS difference in atomic position
and with respect to the band gap Eg. In both the LDA and PBE approximation in
the Si and Ge systems we found the atomic positions were converged to 2× 10−5 A˚
at L = 16 A˚ when compared to a calculation with L = 30 A˚. We found poor
convergence of Eg with respect to L in the PBE approximation and therefore only
the LDA is considered in all subsequent calculations.3
Choosing L = 16 A˚ ensured that there was at least 5.5 A˚ between periodic
images in the directions transverse to the nanowire axis. Thus we determined L
for the other nanowires displayed in Figure 5.1 by ensuring that at least 5.5 A˚
2Forces were converged to 5 meV.
3This decision was also influenced by the poor bulk Ge band structure determined using this
PSP (see Appendix C).
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Growth Direction d H atoms Si/Ge atoms L SiNW z0 GeNW z0
(nm) (A˚) (A˚) (A˚)
〈110〉 0.78 8 8 15 3.770 3.901
1.02 12 14 16 3.773 3.906
1.44 16 28 20 3.775 3.910
〈111〉 1.06 30 38 18 9.224 9.497
〈211〉 1.14 20 24 16 6.470 6.692
Table 5.1 – Summary of single cell nanowire properties under the LDA. In particular we
detail for each nanowire system, the diameter d, number of H and Si(Ge) atoms in a single
cell of Si(Ge)NW, the extent of the supercell in the (x and y) directions transverse to the
nanowire axis, and for the Si and Ge systems the length of the cell in the direction of the
nanowire axis z0 after geometry optimisation.
separated their periodic images. These values, along with the atomic constitution
of our nanowire systems are summarised in Table 5.1.
Next we simultaneously relax the atomic positions and lattice parameter
z0 of each unit cell until all atomic force components are less than of 5 meV/A˚
and the stress in the z-direction is less than 10−5 eV/A˚3 in 〈110〉 and 〈211〉 growth
directions and 2×10−4 eV/A˚3 in the 〈111〉 direction.4 The resulting z0 are displayed
in Table 5.1.
5.2.3 Transformation to the MLWF basis
Content with the relaxed cell structures, we now transfrom the ground-state Bloch
functions to a MLWF basis. We begin with a single cell of the smallest system: the
0.78 nm 〈110〉 SiNW. The self-consistent ground-state Bloch functions are found for
a well converged set of k-points (1×1×20) on a Monkhorst-Pack grid[110].5 Next, a
non-self-consistent, or NSCF, calculation is performed on a regular grid of 8 k-points
from Γ (0,0,0) to (0,0,2pi/z0). This calculation uses the SCF ground-state density as
a fixed input and determines the eigenvalues of the ground-state at the 8 k-points.
The eigenstates at these points are used to determine the MLWFs according to the
prescription detailed in Section 2.3.
4The large unit cell in the 〈111〉 direction made further relaxation difficult.
5Such calculations are often termed SCF calculations, as they determine the self-consistent
(density) field.
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Figure 5.2 – Example MLWFs found for the valence manifold of the 0.78 nm 〈110〉 SiNW.
We find σ-like bond orbitals between Si–Si bonds and those with more s-character centred
on H atoms.
Valence Manifold
First, we consider just the valence manifold to find 20 MLWFs in the cell (one
per band). In practice, the procedures for finding the MLWFs that represent the
valence manifold are robust and the initial guess, or projection, for the unitary
transform Akmn(= 〈u(k)mn|gn〉) may be provided by projecting the Bloch states u(k)mn onto
randomly centred Gaussians[118]. Examples of the resultant MLWFs are depicted
in Figure 5.2, where we have periodically extended the SiNW in the z-direction for
clarity. The interpolated band structure is plotted in Figure 5.3 (black lines). Also
plotted are (red) points found directly by diagonalising the ground-state Hamiltonian
in the plane-wave (PW) basis. Since the plane-wave basis is orders of magnitude
larger than the MLWF basis the computational cost of each red point is significantly
greater than the interpolative MLWF method. The perfect alignment validates the
MLWF basis.
Conduction Manifold
To determine a set of MLWFs for the valence manifold and for part of the conduction
manifold, we must disentangle a number of bands. The disentanglement process
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Figure 5.3 – Comparison of band structures of the 0.78 nm 〈110〉 SiNW determined by in
the plane wave basis (red dots) and MLWF basis (black lines). Perfect agreement is found,
thereby validating the use of the MLWF method. The valence band maximum is set to 0 eV.
requires more effort both from the computer and the user. There is no prescribed
method to disentangle a system of bands: both the choice of inner and outer energy
window affects the spread minimisation, which is also hampered by the existence
of local minima. Initial guesses for the trial localised orbitals gn that reflect the
chemistry of the system are used to aid the spread minimisation. We therefore
begin with sp3 hybridised orbitals centred on each Si atom, with the lobes pointing
in the direction of the bonds, while s orbitals were centred on hydrogen atoms
(40 MLWFs in total). Varying the outer window to include bands up to ∼ 20 eV
(including 200 bands) was met with little success in reproducing PW determined
eigenvalues. We found that the inclusion of more than 200 energy bands had no
effect on the final result: the perturbative effect of higher energy bands have on the
disentangled manifold appears to reduce as energy increases. Varying the frozen
energy window to include some lower conduction bands had unpredictable results
in terms of the resulting Wannier function spreads. Additionally, in many cases real
Wannier functions could not be obtained.
By resorting to the PW approach we can plot the conduction manifold (Fig-
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Figure 5.4 – Plane-wave determination of the conduction manifold of the 0.78 nm 〈110〉
SiNW. The red shading highlights the general shape of the low-lying parabolic bands (ignoring
band avoidances). The conduction band minimum is set to zero.
ure 5.4). We find that there are a number of low-lying bands with a parabolic nature
(highlighted in red), which represent free-electron-like states and are extended in real
space. This explains why they are difficult to represent in a localised, real-space basis
such as MLWFs. To capture these bands requires one to place additional s-orbital
projections in the interstitial regions of the cell, however, their number and in which
interstitial regions is uncertain. In principle this problem may be tractable, however,
in practice a solution remained illusive.
Since determining conduction state MLWFs even for the smallest SiNW
proved to be fruitless, we therefore have disregarded the conduction manifold from
any further calculations. Consequently, our results only consider the valence man-
ifold and we therefore focus on p-type nanowires. Although this situation is not
ideal, as we discussed in Section 3.2, DFT is an inherently ground-state theory and
therefore is not suited to determining the conduction manifold with high accuracy.
Finally, we note that preliminary calculations using the ONETEP[117] linear-scaling
DFT code, which creates a dynamic set of non-orthogonal generalised Wannier func-
tions has had some success at producing the lowest lying conduction states for use
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Figure 5.5 – Left-to-right: Decay of on-site Hamiltonian elements 〈wn0|Hˆ|wnR〉 in increas-
ingly distant unit cells (labelled R) of 〈110〉, 〈111〉 and 〈211〉 SiNWs. Black lines indicates cell
average 〈wn0|Hˆ|wnR〉 (error bars show the standard deviation), while red crosses indicate the
maximum 〈wn0|Hˆ|wnR〉 value. Dashed line indicate the average and maximum truncation
errors incurred at the first unit cell not included in the PL. Right: decay with respect to
distance for the three growth directions
in QC calculations, though this is not discussed further here.
5.2.4 SSG Setup
This Section discusses, with reference to the prescription detailed in Section 4.1,
how the parameters of the single supercell geometry (SSG) are decided upon. We
begin with the electronic problem and determine the size of the PL in each nanowire
system. Then we detail how the extent of the buffers is decided upon. Finally, we
explain how the sizes of the PLs and buffers are determined in the phonon model.
Principal Layer Length
We determine the PL size for each growth direction by following the method dis-
cussed in Section 4.4 whereby we determine the ground-state density of a single
SiNW unit cell at many k-points. Conversion to the MLWF basis provides the
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on-site Hamiltonian elements 〈wn0|Hˆ|wnR〉 between equivalent MLWFs in different
unit cells (labelled by index R). The cell average (black lines) and cell maximum
(red crosses) are plotted as a function of R in Figure 5.5 for (left-to-right) 〈110〉,
〈111〉 and 〈211〉 nanowires. The rightmost graph shows the decay as a function of
distance for the three directions. We choose a cell average truncation error of 5 meV
as our definition for a PL. This suggests that the PL should be 4, 1 and 2 unit cells
long for 〈110〉, 〈111〉 and 〈211〉 directions, respectively. However, using this defini-
tion, the maximum truncation error in the 〈111〉 direction would be approximately
1.4 eV, which is unacceptable. We therefore choose a PL to be 2 unit cells in this
direction. The maximum and average error are summarised in Table 5.2. The large
maximum value found in the 〈211〉 direction, was shown to have little effect on later
QC results since it is represents a very small minority of elements, as verified by
the small standard deviation (Figure 5.5 centre right). The calculations on larger
diameter 〈110〉 nanowires are found to have similar decay properties, as are all the
equivalent GeNW systems.
Buffer Size
We use the PL sizes from above to build a nanowire SSG for each system.6 We
place a heterostructure length h ' 20 A˚ of GeNW (SiNW) within PLs and buffers
of SiNW (GeNW) according to the SSG prescription in Section 4.1.7 The structures
are built by periodically repeating the relaxed Si and GeNW unit cells along the
nanowire axis. At the Si–Ge interfaces the average z0 of the Si and GeNW unit
cell is used. Without further relaxation these structures are hereafter referred to
as semi-relaxed.8 In addition, we will refer to SiNWs (GeNWs) as those with outer
regions of Si (Ge) since the Landauer calculation will repeat these ad infinitum to
6By each system we mean each diameter and growth direction detailed in Table 5.1 for both Si
and GeNWs.
7In the 〈111〉 nanowires we used h ' 10 A˚ as we were unable to converge the ground-state
density of the h ' 20 A˚ system.
8Later, we will consider structures that relax these atomic positions and also the extent of the
cell in the z-direction so that the effect of the strain at the Si–Ge interface is reduced. These
structures are referred to as fully-relaxed.
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h
Figure 5.6 – A typical SiNW with a Ge heterostructure. H atoms are shown in red, Si atoms
in cyan, and Ge in magenta. We will continue to use this colour code for the remainder of
the Thesis.
construct the leads. An example of a 〈110〉 SiNW with a central Ge heterostructure
is shown in Figure 5.6.
We use the difference between on-site Hamiltonian elements of equivalent
MLWFs in the outermost and innermost unit cells of the PL to measure convergence
of the PL with respect to the buffer length. If the cell average value of this is
small, then the PL well represents ideal, periodic lead. Using the smallest buffer
size allowed within the SSG — a single PL — we find suitably small values in
these semi-relaxed structures. These values are summarised in Table 5.2 for SiNWs.
Similar values to the 〈110〉 0.78 nm results are found in the larger diameter 〈110〉
nanowires. In addition, similar values are also found in all equivalent GeNWs. We
note the larger value found in the 〈111〉 direction may be the result of the lower
convergence thresholds used in the cell relaxations.
Additionally, we performed a calculation on a 〈111〉 SiNW using an alterna-
tive definition of the SSG that relies heavily on the periodicity of the supercell to
reduce the number of unit cells required in the supercell by four.9 This approxi-
mation to the original SSG becomes valid for systems with long unit cells and in
this case we find minor differences in resultant QCs when compared to the original
definition. Although not ideal, this approximation allows us to investigate 〈111〉
nanowires with h > 10 A˚. As such, we find a semi-relaxed SiNW with h ' 20 A˚ and
minimum buffer length has on-site Hamiltonian elements differences in the PL of
4.31 meV. This is reasonably close to that found using the traditional SSG approach
and the h ' 10 A˚ system, therefore further validating this alternate description.
Also shown in Table 5.2 in parenthesis for the 0.78 nm 〈110〉 SiNW, are the PL
9See Appendix D for details.
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Growth PL Ave. Truncation Max. Truncation Buffer PL convergence
Direction cells Error (meV) Error (meV) size (meV)
〈110〉 4 1.82 7.93 1PL (1PL+1cell) 0.36 (2.39∗)
〈111〉 2 0.03 6.22 1PL 3.28†
〈211〉 2 0.31 50.51 1PL 0.12
Table 5.2 – Summary of PL and buffer sizes of semi-relaxed SiNW systems. For each growth
direction we quote: the number of unit cells per PL; the average and maximum truncation
error incurred when a PL of this size is used; the size of the buffer in terms of PLs and unit
cells; and at that buffer size, the measure of the convergence of the PL to that of perfect
periodicity (see text). The 〈110〉 system quoted has 0.78 nm diameter, similar values are found
for the larger diameters and also in all equivalent GeNW systems. Results in parenthesis are
for the fully-relaxed system.
∗ – Significantly different result in equivalent Ge system: 10.87 meV
† – Shorter (h ' 10 A˚) heterostructure used. Alternate SSG result 4.31 meV (see text).
convergence values for the same heterostructure after atomic and cell relaxations10
with a buffer of a PL plus one unit cell. The value of the PL convergence in the fully-
relaxed GeNW system increases to 10.87 meV, which we assert is sufficient given the
computational resources required to relax such large structures. Using larger buffers
would soon become unfeasible in larger heterostructure (and diameter) systems.
As expected, the values from fully-relaxed calculations are in general larger than
those from semi-relaxed calculation since the atomic positions retain some disorder
throughout the PLs.
Phonon Model SSG
A separate SSG must be defined for our phonon model by assessing the nearsight-
edness of the interatomic force constant (IFC) matrix. We may employ similar
procedures to those that were used in the electronic case to assess the nearsight-
edness of the MLWF Hamiltonian matrix. The size of the PL may be observed by
assessing the decay of the on-site force constants between equivalent atoms (and
directions) in increasingly distant unit cells.11 As such we find 3, 2 and 2 unit cells
are sufficient in the 〈110〉, 〈111〉 and 〈211〉 directions, respectively. Note that in
10Similar relaxation thresholds to those used earlier are employed.
11Due to the speed of calculation when using empirical potentials a supercell containing many
unit cells may be used instead of resorting to Bloch’s theorem.
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this case, the use of these PL sizes is exact in the sense that no truncation of the
dynamical matrix is required. This is the result of the cut-off radius of the Tersoff
potential, which reduces the force constants to exactly zero in distant unit cells.
The buffer size of the thermal system is assessed in an analogous manner to
that which was described in the electronic system. We find that with the minimal,
single PL buffer, force constants differ by less than 0.01% in outer- and inner-most
unit cells of the PLs. A full relaxation must be performed before the force constants
can be determined, therefore the highly ordered PL that these small values belie are
also likely due to the cut off radius of the Tersoff potential reducing the effect of the
heterostructures rapidly.
5.3 SSG Calculations
Happy with our definitions for the PL and buffer lengths, we proceed to conduct
systematic SSG calculations to investigate the thermoelectric properties of Si and
GeNWs with axial heterostructures. For the remainder of the Chapter, unless other-
wise stated, we calculate the transport coefficients at 300 K. We begin by looking at
the effect of structure relaxation (Section 5.3.1), then compare the merits of SiNWs
and GeNWs (Section 5.3.2). Next, in Section 5.3.3, we discuss the effect of increas-
ing the nanowire diameter. Finally, in Section 5.3.4 we compare and contrast results
from different growth directions.
5.3.1 Structure Relaxation
To correctly determine the thermal properties of a system from its force constants,
the atoms must be placed at their equilibrium positions. Thus the atomic positions
must first be relaxed. Fortunately, using Tersoff potentials, this task does not require
large computational resources and the equilibrium force constants can be found with
relative ease.
Ideally, the electronic structure of a system should also be determined at
equilibrium atomic positions. However, since we wish to use DFT to calculate the
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electronic structure, the equilibrium positions should be those that result from DFT-
based relaxations, which are computationally very expensive. Therefore, if possible,
we would like to avoid such calculations and just determine the electronic transport
properties using the semi-relaxed structures. Hence, if the trends that are predicted
using fully-relaxed structures are also found in the semi-relaxed structures, we can
not only speed-up our work-flow, but also consider systems of much greater size.
To this end, we build fully-relaxed and semi-relaxed SSGs for the smallest
diameter (0.78 nm) 〈110〉 Si and GeNWs and perform Landauer-Bu¨ttiker transport
calculations on these geometries. While for each system, we investigated heterostruc-
ture lengths between 0 A˚ and 43 A˚, for clarity Figure 5.7 (top) displays the QC of
just the h = 11.7 A˚ (green), 19.5 A˚ (blue) and 27.3 A˚ (red) Ge heterostructure
SiNWs. The semi-relaxed structures are found in the left panel and fully-relaxed
structures in the right panel. As a reference, the pristine SiNW result is also plotted
(black).12 There is good agreement between the two plots down to ' 0.7 eV below
the valence band edge,13 and at lower energies (not shown) the general shape is
approximately preserved. Similar agreement between relaxed and semi-relaxed QCs
is found in the GeNWs.
The bottom panel of Figure 5.7 shows, over the range of heterostructures,
the maximum S2G found (with respect to chemical potential) for the SiNW (cyan
lines, magenta crosses) and GeNW (magenta lines, cyan crosses) systems. Values
for the semi-relaxed systems (solid lines) follow closely the values of the relaxed sys-
tems (dashed lines) thereby giving us confidence that semi-relaxed structures follow
the same trends as the fully-relaxed system. For the remainder of the Thesis, we
12The pristine calculation also defines a common reference of potential for the heterostructured
calculations. We use a technique discussed in Section 4.5 (Example 2) to find a common reference
between calculations. In this case, we use the onsite elements of the pristine PL Hamiltonian H 0¯0¯L
to define such a reference. This common reference of potential enables the QC of each system
to be plotted on the same axis with a common alignment along the energy-axis. This technique
is employed to display the results of all subsequent Landauer-Bu¨ttiker calculations, using the
corresponding pristine H 0¯0¯L to define the reference of potential.
13The sharp drops in QC seen in the left plot are the result of numerical instabilities in the
Green’s function algorithm that may be due to the localised states that are not observed in the
fully-relaxed calculations. We note that such discrepancies do not affect subsequent calculations
of S2G.
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Figure 5.7 – Top: Comparison of the semi-relaxed (left panel) and fully-relaxed (right panel)
QC in 0.78 nm diameter 〈110〉 SiNWs. Each panel shows pristine (black) and h = 11.7 A˚
(green), 19.5 A˚ (blue) and 27.3 A˚ (red) Ge heterostructure systems. The top of the valence
manifold for the pristine calculation is set to 0 eV and clear similarities are seen down to
−0.7 eV. Bottom panel: Maximum (with respect to chemical potential) S2G plotted against
heterostructure length for SiNW (cyan lines, magenta crosses) and GeNW (magenta lines,
cyan crosses) systems. Relaxed structures are shown with dashed lines, while semi-relaxed
are solid. The coloured arrows highlight the systems displayed in the top panels.
will therefore only use semi-relaxed structures when determining electronic trans-
port properties. We highlight that in general, the relaxed S2Gmax is larger that the
semi-relaxed S2Gmax. Therefore, in using the semi-relaxed structures we are under-
estimating S2Gmax and therefore zT . We note in passing that the gradient of the
QC at the top of the valence manifold appears correlated to the value of S2Gmax.
5.3.2 Si Nanowires or Ge Nanowires?
Here we assess the relative merits of SiNWs with Ge heterostructures and GeNWs
with Si heterostructures. It is clear from Figure 5.7 (bottom panel) that, in terms
of S2Gmax, the 0.78 nm SiNWs perform better than GeNWs. Figure 5.8 shows
the valence QC for the semi-relaxed 0.78 nm 〈110〉 SiNWs (left panel) and GeNWs
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Figure 5.8 – Comparison of QCs in 0.78 nm diameter 〈110〉 SiNWs (left) and GeNWs
(right) with varying heterostructure length. QCs of pristine (black), h = 11.7 A˚ (green),
19.5 A˚ (blue) and 27.3 A˚ (red) Ge heterostructure systems are plotted.
(right panel). Pristine (black), h = 11.7 A˚ (green), 19.5 A˚ (blue) and 27.3 A˚ (red) Ge
heterostructure systems are shown. We see that the reduction of S2Gmax is driven
by the reduction of QC near the top of the valence manifold. The QC drop primarily
reduces G, according to Eq. (3.55), while S remains little affected. This trend is
repeated in the other growth directions and in general S2GGeNWmax < S
2GSiNWmax .
But why is the GeNW QC generally less than the SiNW QC near the top of
the valence manifold? To answer this, we look to the periodic calculations for clues.
By plotting the charge density associated with the top valence band edge we can see
where the electrons will trend to localise and can therefore sketch a band diagram
for the structures. As such, we display a typical charge density plot for 〈111〉 Si and
GeNWs in Figure 5.9 (bottom) and also sketch the band diagram (top). We find
the shape of this band diagram to hold for all heterostructured nanowires except
those with short heterostructures (< 7 A˚).14
By observing that the eigenstates of the periodic system become localised we
are able to describe qualitatively the behaviour of carriers in the open system. Thus,
since the electrons (e−) of the top valence band edge tend to be confined to the Ge
heterostructure in SiNWs (Figure 5.9 (left)), we suggest that in the open system the
14It appears that in these short heterostructure systems, the Fermi wavelength is much longer
than the heterostructure and therefore the electrons are little affected by its presence, leading them
to be delocalised over the whole structure as is seen in the pristine case.
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Figure 5.9 – Top valence band diagram (top) and charge density at the band edge (bottom)
in heterostructured Si (left) and GeNWs (right). Electrons (e−) at the band edge are confined
to Ge regions in heterostructured 〈111〉 SiNWs, while holes (h+) are confined to the Si regions
in heterostructured GeNWs. Charge density iso-surfaces are plotted in yellow.
holes (h+) are free to tunnel through the heterostructure, thereby providing a high
transmission probability for this top valence channel. In GeNW systems (Figure 5.9
(right)) the confinement is reversed. In the periodic system, the charge carrying
holes are confined to the heterostructure. Therefore we assert that the transmission
probability of the corresponding channel in the open system will be small as the
holes will become trapped in the heterostructure.
As the heterostructure length increases in GeNWs, the confinement becomes
stronger and the transmission through the channel becomes close to zero. Why
then do we report increasing S2Gmax for the longest heterostructures in Figure 5.7?
This is explained by considering the transmission through the second highest va-
lence channel. Again, we resort to the periodic calculation and see that by plotting
the charge density at the second highest valence band edge, the confinement to the
Ge leads is not as pronounced compared to that seen in the highest valence band.
Therefore at the edge of the second channel we see a (relatively) sharp increase in
QC that results in higher S2Gmax values. However, because the chemical potential
required to access this channel is ' 0.3 eV below the top of the valence manifold, it
may only be accessed with high carrier concentrations. In fact, the carrier concen-
trations associated with the second channel are ∼ 1021 cm−3; an order of magnitude
greater than for the top channel. These carrier concentrations are unlikely to be pos-
sible in Si and GeNWs, particularly when, (as discussed in Section 1.4.2) dopants in
nanowires energetically favour the surface where they may be rendered electronically
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Figure 5.10 – Lattice thermal conductance (top panel) and zTmax (with respect to chemical
potential) of 0.78 nm diameter 〈110〉 Si (cyan with magenta crosses) and Ge (magenta with
cyan crosses) nanowires for a range of heterostructure lengths. Pristine systems are plotted
at zero heterostructure length.
inactive.
Next we plot, in Figure 5.10 (top panel), the lattice thermal conductance
κl of the 0.78 nm 〈110〉 heterostructured Ge and SiNWs. First we notice that the
pristine GeNW (plotted at zero heterostructure length) has lower κl than the pristine
SiNW: the larger atomic weight of Ge lowers the frequency of each phonon mode
compared to the equivalent mode in the Si system. This may be seen in Figure 5.11,
which plots the thermal transmission T (ω)15 for the pristine systems (bold). One
could imagine scaling the energy of the pristine SiNW result (top panel) by a factor
' 4/7 to give (approximately), the pristine GeNW result (bottom panel). For the
h ' 19 A˚ heterostructure (Figure 5.11, fine lines), we see very little difference in
T (ω) between Si and GeNWs since only the modes that are available to transmit
through both Si and Ge regions remain. However, these modes are disrupted by the
mismatch in the SiNW and GeNW phonon density of states and so their probability
of transmission is reduced. The modes that retain some transmission probability are
similar across all heterostructure lengths tested, thereby resulting in similar values
15We scale by the reduced Planck’s constant ~ to display phonon energy ~ω on the x-axis.
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Figure 5.11 – Thermal transmission in 0.78 nm 〈110〉 Si (top panel) and GeNWs (bottom
panel). Bold lines show pristine system, while fine lines show h ' 19 A˚ heterostructured
systems.
of κl (Figure 5.10 (top panel)). Since κl is at least an order of magnitude greater
than κe, it dominates the denominator of zT , therefore the trend found for S
2Gmax
in the heterostructured nanowires is repeated in zTmax(with respect to chemical
potential): zTGeNWmax < zT
SiNW
max . This is shown in Figure 5.10 (bottom panel) for the
0.78 nm 〈110〉 system, but is repeated in the other growth directions and diameters
we investigated and therefore we hereafter consider SiNWs only.
5.3.3 Diameter Dependence
Figure 5.12 (top panel) shows the maximum (with respect to chemical potential)
thermoelectric power factor, S2Gmax, for a range of Ge heterostructure lengths in
three different diameter 〈110〉 SiNWs. We plot pristine SiNWs at zero heterostruc-
ture length and also plot the result for pristine GeNW (right). The correspondence
between different diameters over the range of heterostructures is immediately strik-
ing. In each system, the contribution to S2Gmax derives from the single channel
that exists at the top of the valence manifold and it is affected by the heterostruc-
tures in similar manners for different diameters. The single channel also explains
the near identical results found in pristine Si and GeNWs that both harbour, at the
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Figure 5.12 – S2Gmax (top panel), κl (centre panel) and zTmax (bottom panel) of 0.78 nm,
1.02 nm and 1.44 nm diameter 〈110〉 SiNWs as a function of heterostructure length. Results
for pristine GeNWs of the same diameter are shown on the right. S2G and zT are plotted
at their maximum with respect to chemical potential.
top of the valence manifold, a single undisturbed channel. This confirms that the
most important factor for S2Gmax in quasi-one-dimensional systems is the number
of conducting channels at this edge[195].
In general we find S2het > S
2
pris, where the subscripts refer to the heterostruc-
tured and pristine result respectively. However, the decrease in the QC at the top
of the valence manifold due to the presence of the heterostructures lowers G so
that we always find S2Gmax,het < S
2Gmax,pris. As can be seen in Figure 5.12 (cen-
tre panel), heterostructuring decrease κl significantly. The reduction in κl due to
the heterostructures are large enough to counteract the associated decreases in S2G
and we therefore see increases in zTmax (again with respect to chemical potential)
(Figure 5.12 (bottom panel)) compared to the pristine cases.
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Figure 5.13 – The variation of zTmax (left panel) and 1/κl (right panel) with respect to
diameter for pristine 〈110〉 (black), 〈111〉 (red) and 〈211〉 (blue) SiNWs.
With increasing diameter, we find κl to increase as more modes become avail-
able to transmit heat. As a result, with decreasing diameter we predict a correspond-
ing increase in zTmax. This is shown clearly in Figure 5.13 (left panel) for various
diameter pristine SiNWs in the 〈110〉 (black), 〈111〉 (red) and 〈211〉 (blue) growth
directions. In the right panel, we plot, for the same systems 1/κl and find similar
trends. The ratio κl/κe is ∼ 10; therefore confirming the importance of κl reduction
in SiNW systems. The two largest diameter nanowires in the 〈110〉 and 〈211〉 growth
directions have larger zTmax than might have been expected from the trends shown
in 1/κl. The reason is simple — they have two channels available for transmission
at the top for the valence manifold and therefore display higher S2G than the other
systems.
5.3.4 Growth Direction Comparison
Figure 5.14 (top panel) shows the maximum (with respect to chemical potential)
thermoelectric power factor, S2Gmax, for a range of Ge heterostructure lengths in
〈110〉 (black), 〈111〉 (red) and 〈211〉 (blue) (' 1 nm diameter) SiNWs. As usual we
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Figure 5.14 – S2Gmax(top panel), κl (central panel) and zTmax (bottom panel) of ' 1 nm
diameter 〈110〉 (black), 〈111〉 (red) and 〈211〉 (blue) SiNWs as a function of heterostructure
length. Results for pristine SiNWs are shown at zero heterostructure length, while GeNWs
are shown on the right. S2G and zT are plotted at their maximum with respect to chemical
potential.
place GeNWs on the right and plot pristine SiNWs at zero heterostructure length.
Again, we note that in no case do we see an increase of S2Gmax due to the presence
of a heterostructure, further confirming the notion that S2Gmax may at best be
maintained to pristine values through such systems. We make note of the large
amplitude oscillatory pattern that S2Gmax displays as the heterostructure length
is increased in 〈111〉 nanowires16, however, we defer possible explanations of this
behaviour to the discussion in Section 5.4.
Results for κl are shown in Figure 5.14 (centre panel) for the same single
heterostructure defects discussed earlier. We find reductions of κl of factors up
16We also find smaller amplitude oscillations present in the other growth directions.
152
5. Single Heterostructures
0 10 20 30 40 50 60 70
Phonon Energy (meV)
0
4
8
12
Tr
an
sm
iss
io
n
<110>
0
4
8
12
Tr
an
sm
iss
io
n
<111>
0 10 20 30 40 50 60 70
Phonon Energy (meV)
0
4
8
12
Tr
an
sm
iss
io
n
<211>
Figure 5.15 – Comparison of thermal transmissions through 〈110〉 (top panel) 〈111〉 (centre
panel) and 〈211〉 (bottom panel) SiNWs. Pristine results are shown in bold, while h ' 19 A˚
heterostructured SiNWs have a thinner line.
to ∼ 3.7 in heterostructured 〈110〉 and 〈211〉 nanowires compared to their pristine
counterparts, with 〈110〉 nanowires retaining the highest κl across all heterostructure
lengths. The effect of the Ge heterostructures are most prominent in the 〈111〉
direction, with reductions of factors up to ∼ 4.7, leading to κl values as low as
0.1 nWK−1. The longer unit cell in the 〈111〉 direction may account for the greater
reduction seen here. The number of conducting modes at each energy (or frequency)
can be clearly seen by plotting the transmission T (ω). This is shown (using the
consistent colour coding to that above) for our three growth directions in Figure 5.15.
Pristine SiNWs results are shown with a bold line, while h ' 19 A˚ heterostructured
SiNWs have a fine line. More modes are clearly available in the 〈110〉 direction than
in 〈111〉 and 〈211〉 directions, which explains the higher values of κl in this direction.
Notice again how all modes above 40 meV are suppressed by the Ge heterostructure.
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Figure 5.14 (bottom panel) shows the calculated values of zTmax (with respect
to chemical potential) for the three growth directions as a function of heterostructure
length. The ratio of thermal conductances, κl/κe, is lies between 3 and 10 for all
nanowires studied17 and so κl is dominant in the denominator of zT . Again, this
emphasises the notion that κl reduction is the most pragmatic route to high zT
nanowires. The low values of zTmax seen in 〈110〉 SiNWs therefore reflect the higher
values of κl, while the moderate reductions in S
2G and κl in the 〈211〉 direction
cause zTmax to hover around ' 0.9 over the range of heterostructures tested. The
low κl in 〈111〉 direction SiNWs provides the mechanism for zTmax' 1.4 at some
heterostructure lengths, however this is not consistent across the range due to large
oscillations in S2Gmax as shown in Figure 5.14 (top panel).
5.4 Discussion
We conclude the Chapter by summarising the results above and providing a dis-
cussion in the wider context of thermoelectric nanowires and quasi-one-dimensional
systems. First, we discovered that the QC through the top valence channel defines
quite directly S2Gmax. Any increases in S
2 are outweighed by decreases in G. This
may be observed in Figure 5.16, which plots (top-to-bottom) T (E), G, S and S2G
for the pristine (black), h = 38 A˚ (red) and h = 28.5 A˚ (green) 〈111〉 nanowires.
The behaviour of G may be explained by approximating the differential of the Fermi
function −∂f(E−µ)
∂T
that appears in Eq. (3.32) to a Gaussian function g(E − µ), so
that
G(µ) ≈ 2e
2
h
∫ +∞
−∞
T (E)g(E − µ)dE (5.1)
defines the convolution (T ∗ g)(µ). Thus one can qualitatively see how chemical
potentials close to zero18 will result in greater values of G(µ) when T (E) is large
17The smallest κl/κe values are found in those 〈111〉 SiNWs with large S2Gmax as trends in κe
closely follow trends in G.
18The reference of potential here is the top of the valence manifold of the pristine calculation.
Such values of µ are technologically important as they represent practical carrier concentrations.
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Figure 5.16 – Top-to-bottom: T (E), G, S and S2G for the pristine (black), h = 38 A˚ (red)
and h = 28.5 A˚ (green) 〈111〉 nanowires.
near the Fermi energy. Using a similar argument for S, one can show that values
significantly away from zero only occur close to the Fermi energy (in accordance
with Eq. 1.21) and in the gap, as can be seen in Figure 5.16 (second panel from
bottom). Consequently, large T (E) near the Fermi energy results in large values of
S2Gmax(see Figure 5.16 (bottom panel)).
These observations were employed to help draw two conclusions. First, the
QC of the top valence channel of semi-relaxed calculations closely followed results
from relaxed calculations, resulting in similar S2Gmax values. This led to the conclu-
sion that computationally intensive structure relaxations were not required to assess
trends in the thermoelectric properties. Second, we used similar reasoning to disre-
gard GeNWs. We found across all growth directions that the QC of the top valence
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channel in GeNWs was generally lower than that in SiNWs. By considering the
associated band in the PW-DFT calculation, we found that in general, holes would
become trapped in Si heterostructures and as a result the transmission through it,
in the Landauer calculation, was low. Further, we saw how κl values in heterostruc-
tured Si and GeNWs were comparable as similar modes were able to transmit in both
systems. Hence overall, zTmax was found to be lower in heterostructured GeNWs
than in the equivalent SiNW system.
In all the systems that we considered, we found that S2Gmax was reduced
by the presence of heterostructures. This is a key result. It shows that the energy
filtering arguments discussed in Chapter 1 that lead to S2G increases are not valid
in our systems. At best we may preserve S2Gmax to pristine values, which in the
〈110〉, 〈111〉 and 〈211〉 SiNWs was shown to be possible up to 93%, 96% and 98%
respectively (see Figure 5.14 (top panel)). However, these high values were not found
consistently over the range of heterostructures: we observed oscillations in S2Gmax
with respect to heterostructure length in each growth direction, with those seen in
〈111〉 SiNWs being the most prominent.
To explain these oscillations we follow the logic introduced in Section 5.3.2
where we look to the valence bands in the original periodic PW-DFT calculation to
provide a qualitative understanding of the channels in the open lead-conductor-lead
transport calculations. As such, in Figure 5.17, we plot the band structure of the
pristine 〈111〉 system together with the band structures of those systems at which
the maxima (h = 19 A˚ and h = 38 A˚) and minima (h = 9.5 A˚ and h = 28.5 A˚) of
S2Gmax are found (in the open system). One can see that those systems with high
S2Gmax have a dispersive band (highlighted in red) whose edge is close to the Fermi
energy (zero on the energy-axis). This behaviour suggests that these systems should
have high transmission T (E) (near unity) at the Fermi energy, which, as is shown
in Figure 5.16 (top panel, black), is in fact the case. The converse is also true: those
systems with low S2Gmax have a dispersive band whose edge is far from the Fermi
energy and consequently, low T (E) (Figure 5.16 (top panel, red)).
When the value of h reduces S2Gmax to its lowest values, we still observed
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Figure 5.17 – Left-to-right: Band structures of the pristine and h = 9.5 A˚, 19 A˚, 28.5 A˚,
38 A˚ 〈111〉 systems. The Fermi energy of the pristine calculation is set to zero and all
heterostructured calculations use this as a common reference of potential. Highlighted in red
are dispersive bands whose edge is close to the Fermi energy.
increases in zTmax compared to the pristine case. This was the result of low κl values
(∼ 0.1 nWK−1). As may have been expected, the high frequency phonon modes of
the SiNW were completely suppressed by the presence of the Ge heterostructures,
while mismatches in the phonon density of states (DoS) ensured that each mode
suffered a reduced transmission probability compared to the pristine case. Also,
predictably, the number of modes available related directly to κl. Therefore we
found that 〈110〉 SiNWs had significantly larger κl than seen in the 〈111〉 and 〈211〉
directions.
As a function of increasing diameter, we find that κl also increases. This result
is at odds with two curious results predicted in Refs. [60, 63]. They use molecular
dynamics to predict that, in low diameter (< 2 nm) SiNWs, the lattice thermal
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Figure 5.18 – Phonon density of states (top panel) and transmission (bottom panel) for the
0.78 nm (black), 1.02 nm (red) and 1.44 nm (green) pristine 〈110〉 SiNWs. In each system
the peak associated with the longest wavelength phonon modes is marked with an arrow.
conductivity λl increases with increasing diameter.
19 They both point towards an
effect known as phonon confinement to explain their data. Ref. [63] shows that the
longest optical wavelength phonon modes increase their frequency (and energy) in
the thinnest nanowires due to the lateral confinement. Therefore, these modes may
carry more energy down a thermal gradient and thus increase κl.
Figure 5.18 (top panel) displays the phonon DoS for three 〈110〉 pristine
SiNWs with increasing diameters (0.78 nm (black), 1.02 nm (red) and 1.44 nm
(green)). We highlight the energies of the longest wavelength optical modes with
colour-coded arrows. Indeed, as is predicted by Ref. [63], we see this energy increase
with decreasing diameter — the signature of confinement. So, why then do we still
see a decrease in κl with diameter? The answer is clear from Figure 5.18 (bottom
panel): there are simply more modes available to transfer energy as the diameter
increases. Even as the temperature is lowered and higher energy modes are frozen
out, the result still holds. This is shown in Figure 5.19 for pristine (left panel)
19Although they determine λl, it may be related to the lattice thermal conductance by λl =
κlL/A, where L and A are the nanowire’s length and cross-sectional area respectively.
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Figure 5.19 – Temperature dependence of κl for pristine (left panel) and h ' 19 A˚ het-
erostructured (right panel) SiNWs. 〈110〉 SiNWs with diameter 0.78 nm (dashed), 1.02 nm
(solid) 1.44 nm (dotted) are shown in black, while 1.14 nm 〈111〉 and 1.06 nm 〈211〉 are shown
in red and blue, respectively. Insets show low temperature detail.
and h ' 19 A˚ heterostructured (right panel) SiNWs: κl is plotted as a function of
temperature for d = 0.78 nm (black, dashed), 1.02 nm (black, solid) and 1.44 nm
(black, dotted) systems. We also plot results for 1.14 nm 〈111〉 (red) and 1.06 nm
〈211〉 (blue) systems. We find that κl ∼ T behaviour holds in pristine systems at low
temperatures in the pristine 〈111〉, 〈211〉 and 0.78 nm 〈110〉 systems. This occurs
when the temperature is low enough so that the transmission is approximately four
making κl ' 4pi
2k2bT
3h
, where
pi2k2bT
3h
is the quantum of thermal conductance. This
result is confirmed in Ref. [10]. The linear trend is predicted experimentally in
Ref. [64] for thin (< 20 nm diameter) rough SiNWs at low temperature. We can
therefore postulate that in those SiNWs, the surface roughness reduces the phonon
transmission to approximately four.
The reduction of κl at low temperatures suggests that the variation of zT
with respect to temperature should be assessed. This is displayed in Figure 5.20 for
the pristine (left panel) and h ' 19 A˚ heterostructured (right panel) 1.06 nm 〈211〉
SiNWs and represents the general trend across all SiNWs. As may have been pre-
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Figure 5.20 – Three-dimensional plots of zT against carrier concentration and temperature
for the 1.06 nm 〈211〉 pristine (left panel) and h ' 19 A˚ heterostructured (right panel) SiNWs.
5 K 300 K
System c.c. (×1019 cm−3) zTmax c.c. (×1019 cm−3) zTmax
1.02 nm 〈110〉 Pris. 1.42 0.133 5.90 0.238
Het’d. 2.23 0.003 6.85 0.457
1.14 nm 〈111〉 Pris. 1.30 0.144 5.47 0.398
Het’d. 2.35 0.038 2.86 1.356
1.06 nm 〈211〉 Pris. 2.76 0.144 10.7 0.394
Het’d. 1.08 0.007 3.44 0.717
Table 5.3 – zTmax and carrier concentration (c.c.) at this maximum for a range pristine
(Pris.) and h ' 19 A˚ heterostructured (Het’d) SiNWs.
dicted, since κl ∼ T or slower when heterostructures are introduced (see Figure 5.19
(left panel)), the factor of T in zT dominates and we see monotonic increases with
temperature. We have also plotted zT with respect to carrier concentration, finding
that while an increase in temperature generally increases the concentration at which
the maximum zT is found, the presence of a heterostructure lowers the concentra-
tion compared to the pristine case in 〈111〉 and 〈211〉 SiNWs. Numerical values are
provided in Table 5.3 to summarise these findings.
We emphasise that in calculating the transport coefficients, we assume that
T (ω) and T (E) are constant with respect to temperature. The former is likely to
be approximately true at low bias and up to temperatures when Umklapp phonon-
phonon interactions become important (300–400 K). In fact, these interactions will
act to lower κl, thereby making zT an underestimate at these temperatures. Assum-
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ing T (E) ∼ constant with respect to temperature is a rather gross approximation
as it assumes that the electronic structure remains constant. However, as explained
in Chapter 3, we expect to capture the general trends.
To conclude the Chapter, we direct the reader to Figure 5.14 (bottom panel).
As discussed earlier, of the three growth directions, 〈110〉 SiNWs display the lower
values of zTmax due to large κl values. Additionally, as shown in Table 5.3 we also
find heterostructured nanowires in this growth direction require larger carrier con-
centrations to reach this maximum. We therefore suggest that 〈110〉 SiNWs are
not suitable for thermoelectric purposes, in so far that zT values are likely to be
lower than those seen in other growth directions with equivalent heterostructuring
and at similar radius, temperature and carrier concentration. We also make the
observation that the high amplitude oscillations that are present in the calculations
of zTmax in heterostructured 〈111〉 SiNWs may cause smaller values of zT to be
reported experimentally than for those in 〈211〉 SiNWs. This is because the ac-
curacy of the heterostructure length is (currently) limited to scales similar to the
period of oscillation[86], thus consistent synthesis at a zT maxima (with respect to
heterostructure length) would be unlikely. We attempt to assess the effect of more
complicated arrangements of heterostructures in the next Chapter.
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Having assessed the relative merits of single heterostructures in a range of nanowire
systems, we now continue our study by investigating how multiple heterostructures
will effect a nanowire’s thermoelectric properties. As usual, we look for further
reductions in κl, while attempting to preserve S
2G to values similar to those found
in the pristine case. We focus on those heterostructure lengths that displayed the
highest zTmax values in the single heterostructure case, namely 19 A˚ and 38 A˚ in the
〈111〉 direction and 13.4 A˚ and 26.8 A˚ in the 〈211〉 direction. We do not consider
nanowires in the 〈110〉 direction because, as we found in Section 5.3.4, they display
large κl values and consequently have lower zTmax values than nanowires in the other
growth directions.
We use the methods detailed in Section 4.5, to construct the Hamiltonian
matrices of multiple heterostructure nanowires (MHNWs) from the Hamiltonian
matrices of their constituent single heterostructure systems. The verification of this
approach was shown in Section 4.5 (Figures 4.12 and 4.13) for Si nanowires (SiNWs)
with Ge heterostructures. We highlight the excellent agreement between the QCs
displayed in these figures near the top of the valence manifold. The behaviour
here, as we found in Chapter 5, directly influences the calculated values of S2Gmax
and thus we can say that the multiple defect method retains the accuracy of a full
first-principles calculation.
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We begin the Chapter, in Section 6.1 by considering systems with increasing
numbers of heterostructures and show that large values of zTmax can be achieved
in this manner. Next, Section 6.2 investigates the distribution of heterostructures
within a nanowire and how this affects the thermoelectric properties. We find that
a periodic arrangement of heterostructures often gives the largest zTmax values and
therefore Section 6.3 compares the merits of MHNWs with different heterostructures
lengths under this restriction. In Section 6.4 we model a set of MHNWs that are
approximately periodic by choosing heterostructure lengths according to a Gaussian
probability distribution. This is an attempt to make more realistic comparison
to experiment where the heterostructure lengths cannot be controlled to atomic
precision. We conclude the Chapter with a discussion of our results (Section 6.5).
6.1 Heterostructure Number
We begin by reporting proof of principle: MHNWs can display greater zT values
than those seen in their single heterostructure counterparts. The heterostructure
lengths that displayed the largest zTmax values in single Ge heterostructure 〈111〉
and 〈211〉 systems (38 A˚ and 13.4 A˚ respectively) are used as the ‘building blocks’
for 〈111〉 and 〈211〉 MHNWs. We periodically repeat up to 12 heterostructures and
space them 55.3 A˚ and 38.8 A˚ apart in 〈111〉 and 〈211〉 nanowires,1 respectively, such
that nanowires of length up to 1120 A˚ and 627 A˚ are considered. Figure 6.1 (top)
shows an illustration of a typical 10 heterostructure system while the accompanying
table summarises the details of these systems.
Figure 6.2 shows (clockwise from the top-left panel) κl, κe, S
2G and zTmax
for 〈111〉 MHNWs with an increasing number of heterostructures.2 We determine
κl in two regimes: first when the phonon phase-relaxation length is longer than
the nanowire, hereafter referred to as the coherent regime; and second when each
heterostructure acts as a phase-coherent unit, so that their thermal resistances add
1The choice of these parameters are determined by the study in Section 6.2.
2κe and S
2G are plotted at the chemical potential µ at which zT finds its maximum value.
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   Left Lead            Conductor          Right Lead
Figure 6.1 – Top: Schematic illustration of a MHNW. Ten Ge heterostructures (magenta)
and accompanying Si regions (cyan) are periodically repeated in the central conductor region.
Bottom: Table displaying the details of the 〈111〉 and 〈211〉 systems.
incoherently, or ohmically, according to Matthiessen’s rule. In the coherent regime,
we apply the multiple defect method (see Section 4.5) to the dynamical matrices
and use the Green’s function formalism (Eq. (3.70)) to calculate the phonon trans-
mission T (ω). In the ohmic regime, we use Eq. (3.77) to determine the phonon
transmission T¯ (ω). By employing Eq. (3.69), we may use T (ω) (T¯ (ω)) to calcu-
late κcohl (κ
ohm
l ), the lattice thermal conductance in the coherent (ohmic) regime.
By considering these two regimes, we determine upper and lower bounds on κl and
therefore also on zTmax; this is clearly shown in Figure. 6.2 (top-left and bottom-left
panels, respectively).
A prominent feature of Figure. 6.2 (top-left panel) is the large reduction of
κl compared to pristine values. In the coherent regime, we find that κ
coh
l reduces
to ' 16% of the pristine value (' 0.08 nWK−1) after five heterostructures where it
remains approximately constant. As in the single heterostructure case, we observe
that S2G always decreases due to the presence of heterostructures. However these
decreases are less significant than those seen in κcohl , thus we find zTmax increases
with the number of heterostructures until, just like κcohl , it reaches a constant value
after five heterostructures. Here, zTmax ' 1.7, which represents a 23% increase over
the single heterostructure case and an approximately 340% increase over the pristine
nanowire.
We obtain zTmax ' 3 when employing the ohmic phonon transport model
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Figure 6.2 – Clockwise from the top-left panel: κl, κe, S
2G and zTmax at 300 K for 〈111〉
MHNWs with an increasing number of heterostructures (hets.) along their length. Coherent
(solid colour) and ohmic (shaded) thermal transport regimes are displayed (see text). Al-
though the phonon transport regime does not affect the results of the electronic transport
calculation directly, it does in general result in a different value of µ at which we find zTmax.
Hence, S2G and κe values depend on the choice of thermal transport regime.
because κl decreases monotonically as the number of heterostructures increases,
while the reduction in S2G is small in comparison, thus consequently, zTmax increases
monotonically.
The trends observed as a function of heterostructure number, in the 〈111〉
MHNWs are also observed in 〈211〉 MHNWs. This is shown explicitly in Figure 6.3,
which plots (left-to-right) S2G, κl and zTmax as a function of heterostructure number.
We also note that the trends that were observed between the growth directions for
the single heterostructure nanowires (see Figure 5.14) are reflected in the trends
that are seen in the MHNWs so that:
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zT 〈111〉max > zT
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max .
Hence, there is a suggestion that general trends in the behaviour of MHNWs can be
predicted from the results we obtain from calculations on single heterostructures.
6.2 Heterostructure Pattern
Next we attempt to refine the design of the MHNWs by investigating how the ar-
rangement of heterostructures affect the thermoelectric performance. We focus here
on the repetition of identical heterostructures, but consider three heterostructure
patterns (random, periodic and Fibonacci chain, see Figure 6.4) in both 〈111〉 and
〈211〉 nanowires, each with 10 heterostructures along their length. A Fibonacci chain
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A B B B B BBA A A
 Left Lead           Conductor         Right Lead
Figure 6.4 – Illustration of MHNWs under investigation in the open boundary conditions of
infinite left and right leads. Top: periodic conductor; Middle: a typical random arrangement;
Bottom: Fibonacci chain pattern, with units A and B. Si sections are in cyan and Ge in
magenta.
is an example of a one-dimensional quasicrystal[196]: it displays local translational
symmetries, yet remains aperiodic in toto. Exceptionally low κl values have been
reported experimentally in three-dimensional quasicrystals[197], thus the introduc-
tion a Fibonacci chain heterostructuring pattern could be a systematic method to
reduce κl.
As in Section 6.1, the MHNWs we investigate here are built using copies
of the 38 A˚ and 13.4 A˚ length heterostructures in the 〈111〉 and 〈211〉 directions,
respectively. The Fibonacci chain patterned MHNWs are built by defining the
lengths of the constituent chain units A and B according to length(A)/length(B) '
φ, where φ = 1.618 is the golden ratio. We note that it is not possible to achieve
this criterion exactly due to constraints on the unit cell geometries. Chain units A
and B each contain a Ge heterostructure sandwiched between lengths of Si and the
total chain is built with three iterations (n = 0, 1, 2) of the Fibonacci chain sequence:
An+1 = AnBn, Bn+1 = An with A0 = A and B0 = B (see Figure 6.4 (bottom)). This
sequence defines a ratio of Ge to Si, which is kept approximately constant (within
unit cell constraints) when we construct the random and periodic MHNWs.3 We
emphasise, as is shown in Figure 6.4 (top), that the periodic patterning refers only
to the central conductor region and not that of the whole open, lead-conductor
lead structure. Table 6.1 details the Ge/Si ratios together with the total number
3We performed our study in Section 6.1 according to this ratio so that the ten heterostructure
system in that study is in fact the periodic system in question here.
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〈111〉 〈211〉
Single Heterostructure Length 38 13
Fibonacci Total Length 933 496
Num. atoms 7208 3520
Ge/Si ratio 0.686 0.369
φ 1.614 1.659
Periodic Total Length 933 509
Num. atoms 7208 3608
Ge/Si ratio 0.686 0.357
Random Total Length 933 496
Num. atoms 7208 3520
Ge/Si ratio 0.686 0.369
Table 6.1 – Details of MHNWs built from single heterostructure units according to Fi-
bonacci, periodic and random heterostructure patterning. The Ge/Si ratio is a ratio of
lengths within the central ‘conductor’ region. All lengths are in A˚.
of atoms and length of each MHNW, and for the Fibonacci chain pattern, the
approximate value of φ. The random heterostructure patterns are built by placing
ten heterostructures randomly along the nanowire length and determining T () and
T (ω) in the usual manner. This is repeated 250 times so that we may average the
transmissions over the ensemble. The ensemble averaged transmissions are then
used in the integrals outlined in Eqs. (3.54) and (3.69). This statistical averaging is
an important tool for the modelling of real devices since there will always be a degree
of variability in the structure on these scales. The averaging on T¯ (ω) is not required
for the calculation of κohml as it is only affected by the number of heterostructures
and not by the details of their arrangement.
Figure 6.5 (top panel) shows κl (left) and κe (right) for the MHNWs de-
tailed in Table 6.1 and compares them to the pristine values. As was the case in
Section 6.1, we find large reductions of κl due to heterostructuring, with 〈111〉 MH-
NWs displaying smaller values than 〈211〉. The coherent regime (solid bars) defines
our upper bound for κl, which reduces by factors between five and eight compared to
pristine values as the level of disorder is increased (periodic to Fibonacci to random
patterning). The lower bound, κohml (shaded bars), shows reductions by factors of
' 12 and 8.5 in 〈111〉 and 〈211〉 MHNWs, respectively.
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Figure 6.5 – Transport coefficients at 300 K of 〈111〉 (red) and 〈211〉 (blue) periodic, Fi-
bonacci and random patterned MHNWs compared to the pristine case. The top panel shows,
on the same scale, κl (left) and κe (right), while the lower panel displays zTmax with respect
to chemical potential on the left, and S2G (right) at the chemical potential which maximises
zT for each system. Results from the coherent phonon transport regime have solid colour,
while the results in the ohmic regime have a lighter shading.
Figure 6.5 shows zTmax and S
2G (bottom panel, left and right, respectively),
where S2G is plotted at the chemical potential at which zT is maximised. First,
notice again that in no case does S2G increase due to heterostructuring, thus making
the degree in which it is persevered important for high zT MHNWs. In this sense, it
is the 〈211〉 direction that performs best over the range of patterns tested, showing
only small decreases as the disorder increases from periodic to random. This verifies
our postulate that the results of single heterostructure calculations provide a good
indication of the behaviour in more complex systems. When coupled to the greater
effect that the disorder has on κcohl , we see that in the coherent regime, the random
patterning is most beneficial to achieving high zT with values as high as zTmax = 2.
Conversely, 〈111〉 MHNWs display significant reductions in S2G as the disorder
169
6. Multiple Heterostructures
increases (which follows from the single heterostructure result). As a function of
disorder, we find decreases in κcohl of a similar magnitude to those found in S
2G and
thus zTmax in the coherent thermal transport regime is approximately constant over
the range of heterostructures (' 1.7).
In both 〈111〉 and 〈211〉 MHNWs zTmax is improved if the thermal transport
is assumed to be ohmic rather than coherent since κohml < κ
coh
l . Because κ
ohm
l is fixed
by the number and type of heterostructures rather than the details of the pattern,
zT in this regime will follow the behaviour seen in S2G, with near constant values
in the 〈211〉 direction (zTmax ' 2.3) and periodic pattering performing best in the
〈111〉 direction (zTmax = 3). Hence, we can assert that if the thermal transport is
better described by the ohmic regime, a periodic heterostructure pattern is likely to
be the best design as electronic transport appears to be less affected.
In the MHNWs tested we see that κcohl has the most significant reduction
when the heterostructuring is randomised. This contradicts the earlier postulate
that Fibonacci patterning could minimise κl. Although globally, the units A and
B of the Fibonacci chain form a non-periodic pattern, they retain more local order
than the ensemble averaged random chains and therefore κl values are lower in the
random chains. However, as seen in the 〈111〉 MHNWs, the random arrangement
of heterostructures can significantly reduce S2G. In fact, we only found zTmax
to increase in random chains compared to Fibonacci and periodic chains in the
coherent model of 〈211〉 MHNWs as in this case S2G showed little dependence on
the heterostructure pattern. These observations can be summarised as
κperiodicl > κ
Fibonacci
l > κ
random
l
S2Gperiodic > S2GFibonacci > S2Grandom
for MHNWs with identical heterostructures. It is the delicate balance between κl
and S2G that dictates whether zTmax is larger in periodic arrangements of het-
erostructures or in random arrangements. That said, using the ohmic model, peri-
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   Left Lead            Conductor          Right Lead
38A
38A
19A
19A
Figure 6.6 – Illustration of the structures used to investigate the effect of heterostructure
length within periodically arranged 〈111〉MHNWs. Top-to-bottom: Periodic arrangement of:
19 A˚ heterostructures, 38 A˚ heterostructures and alternating 19 A˚ and 38 A˚ heterostructures.
Only those with ten heterostructures along their length are shown.
odic arrangements will generally display greater zTmax.
6.3 Heterostructure Length
As was shown in Figure 6.5, we want to find systems with low κl while maintaining
S2G at a high fraction of its value in the pristine nanowire case. We found S2G to be
highest in periodic heterostructure arrangements,4 so by imposing this restriction,
can a systematic method be applied to reduce κl and increase zT?
To answer this question, we consider 〈111〉 MHNWs built from heterostruc-
tures that, in the single heterostructure case, maximise zTmax (38 A˚) and maximise
S2Gmax (19 A˚) with respect to heterostructure length.
5 We consider three structure
types, which are illustrated in Figure 6.6: i) those that periodically repeat the 19 A˚
heterostructure (top); ii) those that periodically repeat the 38 A˚ heterostructure
(centre); and iii) those that alternate between the two (bottom). For these three
structures, Figure 6.7 shows S2G (at the chemical potential which maximises zT )
(left panel), κl (centre panel) and zTmax (right panel) when between one and twelve
4Again, we emphasise that while we refer to such structures as periodic, or having a periodic
arrangement of heterostructures, we are referring only to the central conduction region.
5We remind the reader that the subscript ‘max’ refers to the maximum with respect to chemical
potential µ.
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Figure 6.7 – S2G (left panel), κl (centre panel) and zTmax (right panel) of periodic patterned
MHNWs with increasing numbers of heterostructures along their length. Nanowires that
repeat the 38 A˚ and 19 A˚ heterostructures are shown in red and green respectively, while
those that alternate between the two are shown in blue. Results determined using the coherent
and ohmic phonon transport models are plotted with solid and dashed lines, respectively. In
the right panel, we also plot the values of zTmax for the Fibonacci (circles) and random
(triangles) patterned (38 A˚) MHNWs for the coherent (solid symbols) and ohmic (open
symbols) regimes.
heterostructures are placed along their length. Again both the coherent (solid lines)
and ohmic (dashed lines) phonon transport regimes are considered.
As anticipated, due to the periodic nature of our structures, we find that
(Figure 6.7 (left panel)) only small decreases in S2G are observed as the number
of heterostructures is increased. Those with only 38 A˚ heterostructures (red) using
the ohmic model display the largest decreases compared to pristine, although only
by 25% after 12 heterostructures. The best performing, in terms of S2G are those
that contain only 19 A˚ heterostructures (green); this is consistent with the high
S2Gmax that is found in the isolated, single heterostructure case (Figure 5.14). We
also note that the MHNWs with the alternating pattern (blue) follow approximately
those with just 38 A˚ heterostructures, which suggests that in MHNWs with non-
identical heterostructures, S2G is determined largely by the heterostructure that
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displays lower S2Gmax when it is considered in isolation, which in this case is the
38 A˚ heterostructure.
The centre panel of Figure 6.7 shows, for the same MHNWs, large reduc-
tions in κl, with κ
ohm
l < κ
coh
l . In the coherent regime, we find that the MHNWs
with alternating heterostructures have the lowest values of κl since only modes that
can be transmitted through both heterostructures contribute. For the wires that
contain identical heterostructures the relative values of κcohl can be attributed to
their behaviour when isolated: that is κ38l < κ
19
l , where the superscripts denote the
heterostructure length in A˚.
When considering ohmic transport, we find κohm,38l < κ
ohm,19/38
l < κ
ohm,19
l .
This may have been anticipated by considering the isolated values from Section 5.3.4
and recalling that the ohmic model effectively is an application of Matthiessen’s rule
so that
1
κ19l
+
1
κ19l
+
1
κ19l
+ · · · < 1
κ19l
+
1
κ38l
+
1
κ19l
+ · · · < 1
κ38l
+
1
κ38l
+
1
κ38l
+ · · · .
The fact that we find κ
ohm,19/38
l to be closer in magnitude to κ
ohm,38
l than κ
ohm,19
l
also follows from this additive picture.
In the right panel of Figure 6.7 we plot zTmax against the number of het-
erostructures in the same MHNWs. First, we notice the trends seen in zTmax are
reflected in κl: those MHNWs with smaller κl values, have greater zTmax values. The
effect that S2G values have on this correspondence is relatively minor since the pe-
riodic pattern preserves S2G reasonably well. This ensures that the zTmax reported
for periodic structures is at worst a similar value to that of Fibonacci (red circles)
and random patterned (red triangles) MHNWs in the coherent (solid symbols) and
ohmic (open symbols) regimes.
The trends that we have described for 〈111〉MHNWs also hold for 〈211〉MH-
NWs with the following exception: the alternating heterostructure pattern displays
greatly reduced S2G (and therefore zTmax) compared to the best performing peri-
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Figure 6.8 – The approximate discrete Gaussian distribution (with standard deviation σ)
used to build near-periodic MHNWs. Details of number of unit cells and length of the het-
erostructures used in both the 〈111〉 and 〈211〉 directions are displayed in the accompanying
table.
odic arrangement of identical heterostructures (13.4 A˚). Our conclusion therefore
is that MHNWs containing heterostructures with different lengths, can display re-
duced κl values, yet associated reductions in S
2G mean that zTmax is not necessarily
increased. Thus a careful analysis must be performed on such systems, rather than
making predictions from single heterostructure trends.
6.4 Near-Periodic Heterostructuring
We have found that MHNWs with periodically repeated heterostructures can, in
many cases, display the greatest values of zT when compared to other heterostruc-
ture arrangements. However, such perfect periodicity is an unlikely scenario in
reality as synthesis techniques do not have the atomic precision that is required.6
We may expect that this ‘near-periodicity’ will lower the reported values of S2G
compared to the perfectly periodic case and consequentially zTmax — but by how
much?
In order the investigate the lack of true periodicity, we build a MHNW using
an approximate and discretised Gaussian probability distribution of heterostructure
6Even in the most favourable cases, monolayer precision is unlikely[86].
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lengths and we centre the distribution on the heterostructure length that displays
the highest zTmax when isolated. The model Hamiltonian and dynamical matrices
are constructed in the usual manner to determine T (E) and the coherent phonon
transmission T (ω). This process is repeated 250 times so that we may average these
transmissions over the ensemble to model a ‘typical’ MHNW of this type. In the
ohmic regime, we determine the T¯ (ω) using Eq. (3.77), however, we modify the
definition of the average transmission 〈T (ω)〉 so that
〈T (ω)〉 =
M∑
i
WiTi(ω) (6.1)
where i runs over the M distinct heterostructures with transmission Ti(ω); Wi are
normalised weights. Figure 6.8 displays our distribution function with Wi repre-
sented as percentages. We consider M = 5 and standard deviation σ ' 3 A˚, which
corresponds to approximately 1/3 (1/2) a unit cell in the 〈111〉 (〈211〉) direction.
Since the definition of the single supercell geometry (SSG) (Section 4.1) requires
identical leads, the heterostructures that contain fractional unit cell of Ge must be
accompanied by a fractional unit cell of Si so that the total number of cells in the
SSG is a whole number. Therefore using these fractional unit cells of Ge in the SSG
also varies the heterostructure spacing (by ' σ) in the MHNW, which is also likely
to be observed in realistic nanowires.
We perform our calculations on MHNWs with up to ten heterostructures
along their length: the results of the near-periodic 〈111〉 systems are shown in
Figure 6.9 (red) together with those found in Section 6.3 for the perfectly periodic
case (green). In the left panel, we find, as expected, significant decreases in S2G
in the near-periodic MHNWs compared to those that are perfectly periodic. The
reason is two-fold. First, reductions associated with increased disorder are seen
and are analogous to the decreases seen in the Fibonacci or random patterning of
Section 6.2. Second, the constituent heterostructures in the near-periodic MHNW
away from the mean heterostructure (38 A˚) do not maintain S2Gmax to as high
values as the mean heterostructure when isolated (see Figure 5.14).
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Figure 6.9 – Comparison of S2G (left panel), κl (centre panel) and zTmax (right panel)
in perfectly periodic (green) and near-periodic (red) MHNWs as a function of the number
of heterostructures (hets.). Results using the coherent (ohmic) phonon transport model are
shown with solid (dashed) lines.
The middle panel of Figure 6.9 shows how κl reduces with respect to the
number of heterostructures. We find little difference between periodic and near-
periodic results when using the ohmic phonon transport model (dashed lines). This
is explained by observing that there are only minor differences in κl between the het-
erostructures when they are considered in isolation. In the coherent model however
(solid lines), we find significant decreases in κcohl using the near-periodic MHNWs
compared to those with truly periodic arrangements. This is the result of the in-
creased disorder in the system that is introduced by the varying heterostructure
lengths and spacing. The monotonic decreases in κcohl as a function of heterostruc-
ture number contrasts the constant minimum value (' 0.82 nWK−1) that arises in
the periodic case.
In the right panel of Figure 6.9, we report zTmax as a function of the number of
heterostructures for the perfectly periodic and near-periodic MHNWs. In the ohmic
phonon transport regime, the near-periodic system displays dramatic decreases in
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zTmax compared to the periodic case. This follows from the sharp decreases in S
2G
and unchanged κl. When considering the coherent regime, the reductions in S
2G
are similar, but associated decreases in κl are also observed so that the reduction in
zTmax compared to the periodic case is less dramatic. Both transport regimes display
a maximum in zTmax with respect to heterostructure length after approximately four
heterostructures.
Next we compare the results of near-periodic 〈111〉 and 〈211〉 MHNWs. Re-
sults for S2G, κl and zTmax are shown in Figure 6.10 in the left, centre and right
panels respectively. First, we make the general observation that the trends outlined
for the 〈111〉MHNWs that we saw when comparing to the perfectly periodic system,
hold equally for the 〈211〉 direction, namely S2G decreases, κcohl decreases, κohml re-
mains unchanged and zTmax decreases. Further, when comparing the two growth
directions directly we also find that the trends displayed in the periodic case also
still approximately hold. That is
(i) S2G〈111〉 < S2G〈211〉
(ii) κ
〈111〉
l < κ
〈211〉
l
(iii) zT 〈111〉max > zT
〈211〉
max
Trend (i) follows from the higher S2Gmax that is observed across the range of single
heterostructures used in the MHNWs. In fact, as we postulated in Section 5.4,
the trend may be related to amplitude of the oscillations that are observed in the
Figure 5.14: large amplitude oscillations of S2Gmax in the single heterostructure case
produce large reductions in S2G in the near-periodic MHNWs. The oscillations have
a much smaller amplitude in the 〈211〉 direction and therefore S2G is not reduced
as significantly in the MHNW case. Trend (ii) also can be predicted from the single
heterostructure calculations, where κ
〈111〉
l < κ
〈211〉
l holds.
The final trend, (iii), holds in the ohmic regime over the range of heterostruc-
tures tested, however the coherent model predicts zT
〈111〉
max > zT
〈211〉
max to be true only
177
6. Multiple Heterostructures
0 2 4 6 8 10
Number of hets.
0.0
2.0
4.0
6.0
8.0
S2
G
 
(x1
0-1
3  
W
K
-
2 )
<111> Coherent
<111> Ohmic
<211> Coherent
<211> Ohmic
0 2 4 6 8 10
Number of hets.
0.05
0.1
0.5
1
κ
l (n
W
K-
1 )
0 2 4 6 8 10
Number of hets.
0
0.5
1
1.5
2
zT
Figure 6.10 – Comparison of S2G (left panel), κl (centre panel) and zTmax (right panel)
〈111〉 (red) and 〈211〉(blue) MHNWs as a function of number of heterostructures. Results
using the coherent (ohmic) phonon transport model are shown with solid (dashed) lines.
for small numbers of heterostructures (≤ 4). This should be taken as a word of warn-
ing about extrapolating trends from simple systems to more structurally complex
systems.
6.5 Discussion
To conclude the Chapter and our study of MHNWs we summarise our results and
discuss them in the context of the existing literature. First, we have seen that
nanowires with multiple heterostructures along their length can display greater zT
values than those with just a single heterostructure (and those without heterostruc-
turing). This was shown to be due to further decreases in κl compared to the single
heterostructure case. However, we found that the design of such MHNWs must also
consider the associated decreases in S2G. As seen in Figure 6.5 (bottom-right) a sim-
ple rearrangement of the heterostructures within the nanowire can lead to dramatic
decreases in S2G, undermining the increase in zTmax associated with reduced κl. For
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a given number of heterostructures, we found that periodic arrangements provide the
largest values of S2G, and in many cases also the largest values of zTmax. Focusing
then on periodic arrangements, we showed that the trends in the transport proper-
ties of MHNWs can often be predicted by the trends that are displayed when the
constituent heterostructures are isolated in systems with just a single heterostruc-
ture. We therefore found that heterostructures that display the greatest zTmax in
the isolated case, also displayed the largest zTmax in the multiple heterostructure
case. The only exception to this rule was found in 〈111〉 MHNWs that alternate
between heterostructures that display the largest zTmax and the largest S
2G in sin-
gle heterostructure systems — and only when we consider phonon transport to be
coherent over the whole nanowire.
As a general rule, we found that the coherent phonon transport model always
predicted higher thermal conductances that those of the ohmic model. Therefore
our predictions of zTmax in the coherent model were a lower bound, while the ohmic
model determined an upper bound. But how valid is each model? Or, under what
conditions does each model become more valid? These questions are difficult to
answer with any authority. There is some experimental evidence to suggest that as
the diameter is reduced, the coherent regime becomes more prominent[64]. This is
also predicted by Prasher et al. [167], however, they suggest that even at diameters as
low as 2.7 nm, the cross-over from diffusive to coherent regimes does not occur until
temperatures fall below 24 K. Since the majority of our calculations are performed
at 300 K, then our so called ohmic model would likely be more valid. Further,
since the ohmic model assumes that scattering events will on average cause the
phase relationships between phonons in adjacent heterostructures to be destroyed,
we suggest that it may have more relevance to realistic nanowires that display some
disorder. For example, this model may better describe nanowires grown by the
vapour-liquid-solid method, which display one or two monolayer variations at the
surface.7 In either case, we note that the description would be improved if the
force constants, and therefore κl could be calculated using ab initio techniques.
7See Appendix B for a short description of this and other synthesis techniques.
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As it stands, the values of κl calculated using Tersoff potentials are likely to be
overestimates[10] (making zTmax values, underestimates).
When either phonon transport model is used, one trend remains fixed across
nearly all the systems that were tested: zTmax in 〈111〉 nanowires is greater than
that in 〈211〉 nanowires. This trend held despite the fact the 〈211〉 MHNWs display
consistently higher values of S2G. This is due to the low values of κl in the 〈111〉
direction, which is likely the result of its long unit cell. We found that when a
Gaussian distribution of heterostructure lengths is used to model more realistic
systems the differences in zTmax between the growth directions are less pronounced.
However the largest values are still found in 〈111〉 nanowires, with those containing
approximately 4 heterostructures displaying the largest value.
But is this enough to recommend that 〈111〉MHNWs should be used in a real
thermoelectric device? To try to answer this question, we show in Figure 6.11 (top
panel) the carrier concentration at maximum zT against the number of heterostruc-
tures for the 〈111〉 (red) and 〈211〉 (blue) MHNWs built using the Gaussian distri-
butions of heterostructure lengths. As we discussed in Section 1.4.2, large carrier
concentrations are difficult to achieve in Si nanowires due to the surface segregation
of the dopants. Therefore, if there are MHNWs that display high zTmax values at low
carrier concentrations, these would be better suited to device applications. In the
top panel of Figure 6.11, we find that as the number of heterostructures is increased
above one, the carrier concentration generally increases. Also, of the MHNWs inves-
tigated, those in the 〈111〉 direction display lower or similar carrier concentration at
their maximum in zT compared to those in the 〈211〉 direction. We therefore have
an indication that 〈111〉 could be more beneficial to device applications than 〈211〉
MHNWs.
In Figure 6.11 (bottom panel) we plot the ratio of thermal conductances
κl/κe in the same systems as displayed in the top panel. We speculate that this is
an indication of the potential for further increases in zT due to additional decreases
in κl. Such decreases could be attained, as described in Section 1.4, with disordered
surfaces or by alloying with Ge. When κl/κe is large, a decrease in κl by a constant
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Figure 6.11 – Carrier concentration (top panel) and ratio of thermal conductances κl/κe
(bottom panel) of (near-periodic) MHNWs with Gaussian distributions of heterostructure
lengths. Carrier concentrations are plotted at the value that maximises zT . Results from the
coherent (solid line) and ohmic (dashed lines) phonon transport models are displayed for the
〈111〉 (red) and 〈211〉 (blue) systems.
value will provide a greater increase in zT then when the ratio is small (assuming
that S2G remains constant). In our MHNWs, we observe that κl/κe is greater in
〈111〉 nanowires with ≥ 4 heterostructures along their length that those in the 〈211〉
directions. Although the difference is marginal at four heterostructures, it does
suggest that there could be a greater potential for increases in zT in 〈111〉 MHNWs
than in 〈211〉MHNWs. Thus, since 〈111〉MHNWs also display greater zTmax values
at lower carrier concentrations than 〈211〉 MHNWs, we suggest that 〈111〉 MHNWs
could have greater benefit in device applications.
In Ref. [67] Landauer theory is used to describe both electronic and phonon
transport. They find that 〈111〉 SiNWs display the greatest values of zTmax com-
pared other growth directions, which is in agreement with our findings. They report
values of zTmax ' 3 in 〈111〉 SiNWs with large numbers Si vacancies at their surface.
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This is similar to our largest reported zTmax value: 3.1 in 〈111〉 SiNWs with twelve
heterostructures periodically repeated along their length. Our near-periodic systems
displayed more modest values of zTmax, with a maximum of 1.6 reported for 〈111〉
nanowires with four heterostructures.
In our discussion, for the 〈111〉 MHNWs, we have emphasised the use of four
Ge heterostructures and that each should be 38 A˚ in length, however, these variables
are likely to be strongly affected by experimental conditions. Such conditions that
have not been accounted for in our models/simulations include surface roughness
and/or passivation, the diffuseness of the Si–Ge interfaces and the scattering effect of
dopant atoms. We therefore cannot say with any certainty that a 〈111〉MHNW with
four Ge heterostructures each 38 A˚ in length will lead to the largest experimental
zT values. That said, these values should provide an appropriate point of reference
on which an experimental study can be based. The trends that we observe with
respect to periodic heterostructure patterning and growth direction are more robust
since they rely on the wave-like nature of the carriers and on the intrinsic properties
of the nanowire structures, respectively.
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Summary
With bottom-up approaches to electronic device design becoming ever more the
norm, accurate modelling of nanoscale devices is becoming increasingly important.
As such, the predictive power of density-functional theory (DFT) and other first-
principles methods have become invaluable tools. However, the cubic-scaling bottle-
neck of traditional approaches limits the system sizes attainable, leaving calculations
on realistic devices tantalisingly out of reach. Therefore, great effort is expended
upon improving the reach of such calculations. The methodological developments
discussed in this Thesis represent one such effort, which enables Landauer-Bu¨ttiker
calculations to be performed with accuracy and efficiency on systems much more
complex than previously possible. Applications could include graphene nanoribbons,
carbon nanotubes, DNA and molecular wires.
Our method uses the transferability of maximally-localised Wannier functions
(MLWFs) to overcome the cubic-scaling bottleneck of DFT. The novelty of our work
lies in the development of robust algorithms for the complete automation of the of-
ten painstaking manipulations required for preparing a Hamiltonian matrix in the
MLWF basis. As a result, high-throughput computations of the quantum conduc-
tance (QC) using the Landauer-Bu¨ttiker formalism become feasible for disordered
nanoscale systems with little user intervention. Two further important features of
our method are (i) that the MLWF basis is optimally compact, ensuring highly effi-
cient determination of QC and density of states, and (ii) that the nearsightedness of
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the electronic interactions can be exploited in the MLWF basis by piecing together,
without loss of accuracy, Hamiltonians from DFT calculations on small fragments to
form model Hamiltonians of complex nanostructures consisting of tens of thousands
of atoms or more.
We have adapted the algorithms from the electronic problem to model co-
herent phonon transport within a Landauer-Bu¨ttiker framework so that the phonon
transmission can also be determined. Here, the MLWF Hamiltonians are replaced
by dynamical matrices, which encompass the nearsightedness of the interatomic
force constants. As such, dynamical matrices representing large systems may also
be pieced together from calculations on smaller fragments. Since this approach as-
sumes that phonon transport will be coherent over the entire structure, we provide
an alternative based on Matthiessen’s rule so that the cross-over to the diffusive, or
ohmic regime may be modelled.
Further, our method provides the means to determine, from the phonon trans-
mission, the lattice contribution to the thermal conductivity κl close to thermal
equilibrium and from the QC: the conductance G, Seebeck coefficient S and elec-
tronic contribution to the thermal conductivity κe under linear response. As such,
these methods can be employed to study the thermoelectric properties of a quasi-
one-dimensional systems.
Thermoelectric materials could be used to help tackle climate change through
a process known as heat-scavenging, whereby waste heat is converted to usable elec-
tricity. The measure of a thermoelectric material’s performance is usually taken to
be the figure of merit zT = S
2G
κe+κl
, however, for many years the value of zT could
not be increased above 1 — a value considered too small for wide-scale commer-
cial application. As material synthesis began to enter the nanoscale, it was found
that κl values were much reduced, resulting in zT greater than one. Further, it
was suggested that such nanostructuring could be used to increase S2G due to the
confinement of charge carriers. Within the Thesis, these possibilities were studied
in p-type Si nanowires (SiNWs) with axial Ge heterostructures.
We found that the presence of a heterostructure always led to decreases in
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S2G compared to the values seen in pristine SiNWs, yet the associated decreases in
κl resulted in marked increases in zT . We found that S
2G can be strongly affected
by the length of the heterostructure so that preferential lengths were identified that
maximised zT . Values of up to 1.4 were observed in 〈111〉 SiNWs with a single Ge
heterostructure.
We studied the effect of multiple heterostructures by combining Hamiltoni-
ans (and dynamical matrices) of single heterostructure systems to show that further
increases in zT (up to values of ' 3) were possible. The increase was again driven by
the reduction of κl, however we found that the arrangement of the heterostructures
within the nanowire could have a dramatic effect on S2G and that periodic arrange-
ments were best able preserve S2G with respect to pristine values. However, this
ideal case of perfect periodicity is not an experimental reality. Thus we considered
nanowires that were nearly periodic such that the heterostructure lengths followed
a Gaussian probability distribution. The resultant values of zT were not as large
(up to ' 1.6) as those seen in the perfectly periodic case due to further decreases in
S2G. If fact, if the number of heterostructures along the length of a nanowire was
increased above a certain threshold (four in 〈111〉 nanowires), the decreases in S2G
resulted in decreases in zT and thus a maximum with respect to heterostructure
number was found.
Our calculations were performed on SiNWs with 〈110〉, 〈111〉 and 〈211〉
growth directions. We found that the trends in κl determine most directly the
trends in zT . Therefore, since κ
〈110〉
l > κ
〈211〉
l > κ
〈111〉
l we find in general that
zT 〈110〉 < zT 〈211〉 < zT 〈111〉. The dominant effect that κl has when designing high zT
SiNWs is also reflected in experimental studies on a wide range of systems[5, 8, 27–
31].
Finally, we highlight that of the systems we studied, 〈111〉 multiple Ge het-
erostructure SiNWs are likely to be of most benefit of thermoelectric applications.
While we are cautious to suggest exact values for the optimum carrier concentration,
heterostructure number and heterostructure length, our calculations have shown
great increases in zT are possible if these factors are carefully considered.
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Future work
There are a number avenues that could be explored to expand upon the present work.
In terms of methodological development, we first suggest that the single supercell
geometry (SSG, see Section 4.1) is but one of a number of geometries that could be
designed for preparing Hamiltonians for use in Landauer-Bu¨ttiker calculations. For
example, the SSG requires that the system must have identical left and right leads,
however, one can imagine a larger geometry where periodic images of the outermost
principal layers (PLs) are not used to construct the overlap matrices H 0¯1¯L and H
01
R ,
therefore removing the requirement of identical leads. A similar result could be
achieved by using a number of smaller supercells each bound to a set geometry
from which the required Hamiltonians can be extracted. As a result larger systems
could be considered, however one must enforce consistent parity and MLWF ordering
across each supercell and also align the Fermi energies of each calculation.
A second development could include three terminal setups, so that one could
model scanning-tunnelling microscope (STM) tips and experimental setups. From
a theoretical viewpoint, increasing the number of terminals simply increases the
number of channels available for conduction, however careful attention would be
required to construct the Hamiltonian of the system correctly.
Third, there is nothing in the Landauer-Bu¨ttiker formalism that restricts the
use of bulk leads. Such a system would likely, in the initial plane-wave DFT calcula-
tion require a number of k-points in the directions perpendicular to the direction of
conduction. In order to implement such an approach one would need to define and
carefully construct the Hamiltonians associated with a ‘three-dimensional PL’. In
addition, there would be complications arising from the use of k-points other than
just the Γ-point when determining the MLWF signatures since they rely upon the
periodicity of the supercell in each direction.
Aside from the developments that could be incorporated in the Wannier90
code[121], there is work (not that of the Author’s) being performed to port the algo-
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rithms associated with the SSG to the ONETEP code[117]. This is a linear-scaling DFT
code that describes systems using non-orthogonal, generalised Wannier functions
(NGWFs). Indeed, preliminary Landauer-Bu¨ttiker type calculations have already
been performed and are in good agreement with those found using Wannier90. How-
ever, there will be issues that arise when attempting to define the Wannier function
signatures in this approach. Our method requires the Fourier components u˜m(G)
of the eigenstates, yet these are not accessible in ONETEP, which uses a periodic sinc
basis to describe the NGWFs. It is likely however, that an analogous definition
could be found within the periodic sinc basis. The porting of the algorithms to
ONETEP would be highly advantageous since its favourable scaling with respect to
system size would allow a much wider variety of systems to be investigated.
As for work pertaining to the further investigation of the thermoelectric prop-
erties of SiNWs, there are a number of avenues that one could explore. First, the
diffusive electronic transport regime could be investigated using Boltzmann trans-
port theory. Such approaches rely upon the calculation of the velocity v(k) = 1
h
∂E(k)
∂k
,
however, as we discussed in Section 3.2.2, these calculations may be limited by the
k-dependence of the errors in DFT-determined eigenvalues. A solution that could be
employed combines many-bodied GW corrections to the eigenvalues with a MLWF
band structure interpolation[198]. We note that since these approaches determine
transport properties from band structures, the systems considered must be periodic
thus restricting their range (in our case) to pristine SiNWs and perfectly periodic
superlatticed Si–Ge nanowires.
It would be interesting to consider the current–voltage characteristics of the
nanowires. This could be investigated in a number of ways. As a first approxima-
tion, before performing the Landauer-Bu¨ttiker calculation, the chemical potential
of the SiNW leads could be shifted by adjusting the diagonal elements of the SSG
lead Hamiltonians (H 0¯0¯L and H
00
R ). This would simulate the effect of a small linear
potential, however, since the electronic structure is assumed to remain constant with
respect to the bias, the approach is not self-consistent. An improvement would be
to employ the approach of Ref. [199] whereby a functional that represents an elec-
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tric field is used to model bias within a DFT calculation. The electronic structure
can then be updated self-consistently with increasing bias before the SSG method
is applied. We envision some complications that would arise within our current
implementation with regards to the sorting algorithms as the leads will no longer
be identical, yet these problem are surmountable with the additional SSG defini-
tions discussed above. This method may also be used within an ab initio molecular
dynamics (MD) formalism so that time-dependent behaviour could also be probed.
However, such an approach fails to answer questions on the effect of current flow on
the interatomic force constants and does not describe inelastic effects. To discuss
these effects an approach such as that described in Ref [200] would be required. This
method uses correlated electron-ion dynamics within open boundary conditions to
treat electrons and ions dynamically under current flow, within a MD framework.
Due to computational complexities, the MD approach would require empirical poten-
tials, however, by capturing the forces and the exchange of energy between electrons
and ions away from equilibrium, effects such as Joule heating, failures under high
current and inelastic electron-phonon scattering could all be investigated.
Diffuse Si–Ge boundaries could be considered in the thinnest of heterostruc-
tured nanowires by ensemble averaging QC and phonon transmissions over a number
of calculations. To create the ensemble, a probability distribution method could be
used to define the atomic arrangements at the boundary. In fact, the distribution
functions can be modelled on the functions that are found experimentally[85]. If the
effect of the diffuse boundaries turns out to be only a perturbation to the results
found with a sharp interface, this could be applied to model larger radius nanowires.
A further prospect that could be investigated is the effect that rough sur-
faces or amorphous oxide layers have on the lattice thermal conductivity of pristine
SiNWs. The computational simplicity of the thermal problem within the empirical
potential description makes ensemble averaging phonon transmissions over many
structures a relatively simple task. The electronic problem in this case would re-
quire great computational resources to model enough combinations directly. How-
ever some progress could be made by modelling a relatively small number, say 20
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SiNWs, with different surfaces and using each of the 20 resulting Hamiltonians to
build hundreds of longer SiNW Hamiltonians from random arrangements of the
smaller fragments. Averaging QCs over this ensemble could give a reasonable esti-
mate for a ‘typical’ structure.
Finally, we emphasise that the generality and efficiency of our method is such
that its application is not limited to SiNWs. It opens up the possibility of modelling
a plethora of complex quasi-one-dimensional systems from nanotubes to DNA.
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Thermoelectric Devices
Thermoelectric modules contain a number of thermocouples connected electrically in
series and thermally in parallel, as shown in Figure A.1. The n-type thermoelements
(red) contain free electrons and the p-type thermoelements (green) contain free holes
so that when a current is driven around the circuit (for Peltier cooling), heat will be
absorbed from the top substrate and rejected heat at the lower one. Alternatively,
the device could be used as a thermoelectric generator to produce a current if the
substrates are held at dissimilar temperatures. Thermoelectric devices generally
consist of a number of thermoelectric modules placed in series to cover wide areas,
or stacked to manage large temperature gradients.
Since this Thesis discusses in detail the thermoelectric properties in Si nano-
wires, it is worth noting here how nanowires could be used in a thermoelectric device
situation. An obvious choice may be to use individual nanowires as each thermoele-
ment, however the complexity of such a structure is far from practical. Instead,
many synthesis techniques grow nanowires in arrays, or forests, which collectively
can be used as a thermoelement.
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Figure A.1 – A typical thermoelectric module containing a number of thermocouples con-
nected electrically in series and thermally in parallel.
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Nanowire Synthesis
This Appendix provides a brief overview of the techniques used to synthesise Si
nanowires (SiNWs) and explain how they can affect a nanowire’s intrinsic properties.
The methods we discuss are in no way an exhaustive list: we introduce those methods
that bear relevance to the discussions within the main body of the Thesis. Readers
are directed towards Schmidt et al. [93] and Wang et al. [201] for comprehensive
reviews of synthesis techniques.
VLS Growth
The vapour-liquid-solid (VLS) method of growing nanowires is depicted in Fig. B.1.
The process begins by placing nanoscale catalyst particles, often Au, on a substrate.
At temperatures of ∼ 350◦ C the Au particles melt, and a gaseous source, such
as SiCl4,
1 is introduced at low pressure (∼ 200 torr)2. Then the temperature is
raised so that the source gases crack at the surface of the liquid Au catalyst, which
subsequently absorbs the nanowire atoms (Si, Ge etc.). Once a supersaturated state
is reached, the nanowire will begin to grow up from the substrate as Si (or Ge) is
deposited at the solid-liquid boundary.
This method has been applied to produce a variety of semiconducting and
metal oxide nanowires and often creates single crystalline structures whose surfaces
1Ge2H4 can be used for Ge nanowire growth
21 torr ' 133 Pa.
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Figure B.1 – An illustration of the vapour-liquid-solid growth mechanism in Si nanowires.
The gaseous SiCl4 molecules crack at the surface of the liquid gold catalyst where Si atoms
are absorbed and diffuse to the solid boundary of the nanowire/substrate.
vary by only one or two monolayers[8, 201]. The diameter can be controlled by
the size of the catalyst particle: diameters as small as 5 nm have been achieved[46].
Experimentally, 〈110〉, 〈111〉 and 〈211〉 SiNWs are most frequently observed[93, 192];
〈110〉 and 〈111〉 SiNWs often with hexagonal cross-sections, and 〈211〉 SiNWs with
square cross-sections[48, 192, 193].
VLS growth can produce doped and alloyed nanowires by introducing sec-
ondary gases. Also, by switching gases completely, heterostructures have been grown
along the nanowire axis to form superlatticed, or multiple heterostructure nanowires
(MHNWs). Traditional approaches to synthesise such MHNWs required the super-
saturated state of the gold catalyst to be retained at all times meaning that a
complete removal of one gas could not be made before the introduction of the next.
This led to the presence of both Si and Ge in the catalyst during the switch-over,
resulting in diffuse Si–Ge (or Si–SiGe) interfaces that spanned ∼ 10 nm. However,
the technique employed by Wen et al. [86] uses a Au-Al catalyst and modulates the
temperature as well as the source gas. At higher temperatures (570◦ C), SiNWs are
grown via the usual VLS method, then by lowering the temperature the catalyst
solidifies leaving the remaining Si at the (now) solid-solid interface. Now the Ge
source gas is introduced and growth continues via vapour-solid-solid mechanisms.
Using this technique, a Si–Ge interface is formed that spans only ' 1 nm. Switching
back to the Si source gas and raising the temperature completes the heterostructure.
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Oxide-Assisted Growth
The smallest diameter SiNWs (1.3 nm), reported by Ma et al. [48] were grown by
an oxide-assisted growth method[202]. This method is similar to VLS growth, but
nucleated by SiOx rather than a metal catalyst. A SiO2 sheath forms around the
nanowire as it grows, which may be removed using a HF solution, leaving single-
crystal, hydrogen-passivated SiNWs[48].
Electroless Etching
The electroless etching[8, 47] method can be used to grow arrays of SiNWs down
from a Si bulk crystal wafer by removing unwanted Si. In this process, a dense array
of Ag nanoparticles is placed on the surface of a Si wafer and a growth solution of HF
and Ag(NO3)3 is introduced. In this solution, the Ag nanoparticles will grow and
eventually form a dense net. Further, the Si beneath the Ag will oxidise and then
subsequently be removed by the HF.3 As the Si is removed, the Ag net sinks into
the wafer to leave free standing SiNWs. The method typically produces nanowires
with diameters between 20 nm and 300 nm that have rough surfaces[8, 203].
3Fe(NO3)3 may also be used to provide Fe
3+ ions that facilitate further oxidation.
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Pseudopotential Analysis
Before determining the properties of Si nanowires, we performed a thorough analysis
of prospective pseudopotentials (PSPs); the details of which are presented here. All
calculations are performed with the CASTEP[194] DFT code.
First we chose a number of existing open-source LDA and PBE PSPs of both
norm-conserving (NC) and ultra-soft (US) type for Si. Since an existing PBE NC
PSP could not be found we used the Opium PSP generating code[204]1 to create one
according to the prescriptions detailed in Section 2.2.1. Specifically, we generate the
si.recpot PSP2 with a core radius, rc of 1.06 A˚
3 and Bessel function energy cut-off
of 490 eV. The quality of the PSP is assessed using the Opium graphical outputs
displayed in Figure C.1.
Performing a series of convergence tests on bulk Si enable the behaviour of
PSPs to be determined with respect to the plane-wave energy cut-off and number
of k-points. The converged values of the lattice parameter, a0, and bulk modulus,
B, give further indications of PSP performance. Table C.1 summarises simulation
results and compares to experiment[206, 207] and all-electron (AE) values[207]. We
highlight that the comparison of AE and PSP data leads to a more direct assessment
1Opium is an open source PSP generating code that creates norm-conserving PSPs using a Bessel
function basis set.
2The .recpot format may be used in a number of DFT codes, including CASTEP. Opium can
also create the .ncpp format for use in PWSCF[205].
3Note 2rc < Si–Si experimental bond lengths in both Si bulk and Si2H4.
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Figure C.1 – Graphical outputs from Opium for the PSP si.recpot. a) Comparison of
all-electron (AE) and pseudo(PS)-wavefunctions: the wavefunction for each orbital matches
the PS-wavefunction for r > rc (grey vertical line). b) Error convergence tests between
AE and PSP kinetic energies with respect to Bessel function energy cut-off: errors are '
2 meV at 400 eV. c) Transferability test using logarithmic radial derivatives of AE and PS-
wavefunctions. This derivative is related to the scattering angle and agreement is found over
a range of energies. One can therefore assert that many different chemical environments are
accurately represented by the PSP.
of PSP performance than a comparison to experiment since the same exchange-
correlation (XC) approximations are used in both simulations.
Further to Table C.1, we notice the following trends:
• The behaviour of all PSPs tested with respect to k-point sampling was similar:
the total energy per atom was converged to 5 meV at (8 × 8 × 8) k-points.
Convergence with respect to lattice parameter a0 at a tolerance of 10
−3 A˚ is
seen at (6× 6× 6) k-points.
• Ultrasoft PSPs converge the total energy at significantly lower Ecut than the
norm-conserving PSPs. The difference is not so pronounced when converging
with respect to a0.
We assert that our choice of PSP should find the bulk modulus B to within 10%
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PSP Name XC Converged a0 % Difference B % Difference
Ecut (eV) (A˚) Expt.[206] AE[207] (GPa) Expt.[207] AE[207]
Si 00.usp LDA 275 5.3750 -1.024 -0.610 97.07 -1.95 1.11
Si 00PBE.usp PBE 350 5.4636 0.608 -0.626 88.38 -10.73 6.48
Si 00PW91.usp PW91 400 5.4548 0.446 -0.786 89.09 -10.00 7.34
Si soft00.usp LDA 175 5.3444 -1.587 -1.176 98.97 -0.03 3.09
Si 00.recpot LDA 450 5.3830 -0.877 -0.462 96.82 -2.20 0.86
si.recpot PBE 350 5.4694 0.714 -0.521 88.05 -11.16 6.09
Table C.1 – Bulk Si pseudopotential comparison. Values of a0 and B for a 14 × 14 × 14
k-points, Ecut = 1000 eV calculation. The converged Ecut stated is the minimum Ecut such
that a0 is converged to 10
−3 A˚ of the stated a0. Ultrasoft PSPs have the file type .usp and
norm-conserving .recpot.
of AE results and a0 to within 1%.
4 The a0 calculated using Si soft00.usp falls
outside this range. Also, since 2rc > Si–Si experimental bond lengths for this PSP,
we disregard it from further calculations since this may cause further errors from
core overlap. All other PSPs tested fall within the imposed thresholds (see Table
C.1) and so we proceed to our next stage of testing.
Simulations of SiH4 and Si2H6 molecules were performed to test both H and
Si pseudopotentials. Each Si PSP was assigned H PSPs that have the same type
(NC or US) and XC functional. Each simulation was performed at the Γ-point with
the molecule at the centre of a cube of side b. To ensure periodic images do not
interact, Si–H and Si–Si bond lengths (aSi−H and aSi−Si respectively) are converged
with respect to b. Good agreement (< 1%) is seen for most combinations of PSPs
with similar agreement found for bond angles. Additionally, we note that:
• SiH4 and Si2H6 systems display smooth and well behaved convergence of aSi−H
and aSi−Si with respect to b and Ecut for NC PSPs, but US PSPs displayed
erratic behaviour (see Figure C.2).
• As expected, both SiH4 and Si2H6 systems find Ecut converges faster for US
PSPs than for NC PSPs. However, any increases in simulation time are offset
4The relative strictness of the thresholds is related to the sensitivity of our measurements. B
depends on the second-derivative of the energy-volume curve while a0, the minimum. It is also
good practice to gain accurate bond lengths.
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Figure C.2 – Comparison of convergence tests for the Si–Si bond length in Si2H6 with
respect to supercell cube side, b. Norm-conserving (.recpot, red) PSP consistently perform
well, yet ultrasoft (.usp, black) PSPs display unacceptable erratic behaviour in the GGA
approximations.
during geometry optimisation5 as NC PSPs were found to converge forces in
fewer iterations than US PSPs.
• The variance of bond lengths and angles in Si2H6 are up to an order of mag-
nitude larger in US PSPs that in NC cases.
• The PSP system of Si 00.recpot and H 05.recpot reproduces aSi−H exactly
the AE result in SiH4.
From these observations we suggest that US PSPs may not be reliable enough
to use in our later calculations, and we will now focus only on NC PSPs. The perfect
agreement noted in the last bullet point, suggests that parameters for these PSPs
were fitted for the SiH4 molecule and indeed, they both have the same author.
It may be wise to avoid such PSPs since they are tailored for a specific chemical
environment and may not be reliable elsewhere. Four PSPs remain a H, Si pair
5Geometry optimisation calculations iteratively adjust atomic positions according to forces cal-
culated from self-consistent densities. Such calculations continue until the maximum force on each
atom is less than a specified threshold.
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for LDA calculations and a pair for PBE calculations. From convergence tests of
these PSPs an Ecut of 400 eV reproduces converged total energies to within 5 meV
and bond lengths to 5 ×10−3 A˚. This represents a fair balance of accuracy and
computational speed and we will use this cut off in our nanowire simulations.
Similar simulations to those performed to test Si and H PSPs were performed
on bulk Ge, GeH4 and Ge2H6 to test four NC Ge PSPs created with Opium. All were
designed to work well at Ecut = 400 eV with data from the simulations showing this
to be the case. The two best performing PSPs were selected, one for LDA and one
for PBE approximations.
Experimentally, bulk Ge has a small (0.66 eV) indirect band gap from Γ–L.
This poses problems for DFT in the LDA and in GGAs since the self-interaction
error reduces this gap. Therefore, a final test was performed whereby the Ge band
structure was calculated using the new Ge PSPs (Figure C.3). We find Ge to be
semiconducting in both cases, though in the PBE approximation, the band gap
is very small (0.15 eV at Γ). Both LDA and PBE simulations get the position
of this gap wrong: indirect between Γ–X and direct at Γ, respectively. However,
the difference between the LDA Γ–X gap and Γ–L is small (∼ 0.2 eV). The size
and position of the band gap in the LDA make it a more promising choice for our
nanowire calculations.
Finally, we note that the final .recpot PSPs are rebuilt in Opium as .nncp
PSPs for use in PWSCF[205], which was used for our nanowire calculations. A number
calculations were used to validate this conversion.
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Figure C.3 – Calculated bulk Ge band structures in the a) LDA and b) PBE approximation.
Calculations performed at Ecut = 800 eV, on an 8×8×8 k-point grid and at the equilibrium
lattice parameter, a0.
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An Alternate SSG
Here we discuss an alternative definition of the single supercell geometry (SSG).
It is illustrated in Figure D.1 and may be used to construct Hamiltonians that
approximate those that are found using the original SSG method (see Section 4.1).
It applies specifically for systems that require two unit cells in the principal layer
(PL) and is used to reduce the number of cells required in the ground-state DFT
calculation by four compared to the original method. The errors that are introduced
by this alternate SSG method are smaller in systems with large unit cells and should
be inspected on a case-by-case basis. These intricacies, make the method unsuitable
for general use and as such the algorithms have not been made available in the public
version of the Wannier90 code[121].
The alternate SSG is introduced in Section 5.2.4 for use in 〈111〉 nanowires.
In order to study heterostructures of length greater than 10 A˚ in 〈111〉 nanowires
the original SSG required more than 680 atoms, which lead to difficulties when
converging the ground-state energy during the DFT calculation. Using the alternate
SSG, the number of unit cells is reduced by four and the number of atoms by 272
atoms. A comparison of the quantum conductance that is found using the original
SSG and the alternate SSG are found in Figure D.2 for a 〈111〉 SiNW with a 9.5 A˚.
We find good agreement of a wide range of energies, therefore validating use of
the alternate description. Using the alternate SSG, we were able to model 〈111〉
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Figure D.1 – The alternate SSG geometry that may be used in systems that require two
unit cell in the PL. a, b, c and d are units cells and their periodic images are shown on the
left and right in grey.
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Figure D.2 – Quantum conductance comparison between the original SSG (black solid) and
alternate SSG method (red dashed). The good is agreement found between the two methods.
We set the top of the valance manifold to be zero energy.
nanowires with heterostructures up to 44 A˚ in length.
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