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AB STRACT
The rise of neuroimaging in the last years has provided physicians and ra-
diologist with the ability to study the brain with unprecedented ease. This
led to a new biological perspective in the study of neurodegenerative diseases,
allowing the characterization of different anatomical and functional patterns
associated with them. Computer Aided Diagnosis (CAD) systems use statis-
tical techniques for preparing, processing and extracting information from
neuroimaging data pursuing a major goal: optimize the process of analysis
and diagnosis of neurodegenerative diseases and mental conditions.
With this thesis we focus on three different stages of the CAD pipeline: pre-
processing, feature extraction and validation. For preprocessing, we have
developed a method that target a relatively recent concern: the confound-
ing effect of false positives due to differences in the acquisition at multiple
sites. Our method can effectively merge datasets while reducing the acquisi-
tion site effects. Regarding feature extraction, we have studied decomposition
algorithms (independent component analysis, factor analysis), texture features
and a complete framework called Spherical Brain Mapping, that reduces the
3-dimensional brain images to two-dimensional statistical maps. This allowed
us to improve the performance of automatic systems for detecting Alzheimer’s
and Parkinson’s diseases. Finally, we developed a brain simulation technique
that can be used to validate new functional datasets as well as for educational
purposes.
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RE SUMEN AMPL IO EN CASTE L L ANO
Motivación
Durante los últimos años ha habido una explosión en el uso de neuroima-
gen en la práctica clínica. Gracias a su facilidad para explorar de forma no
invasiva el interior del cerebro, se ha mejorado y acelerado sustancialmente
el proceso de diagnostico de un gran número de enfermedades. Asimismo, el
uso de neuroimagen en investigación también está muy extendido. Campos
tan variados como la psiquiatría, neurología, psicología, ciencias del comporta-
miento o biología hacen un uso extensivo de la neuroimagen en sus estudios.
Las bases de estos estudios son comunes: un proceso mediante el cual se re-
cluta un conjunto representativo de sujetos, el desarrollo de un procedimiento
experimental con cada sujeto y un análisis de los datos obtenidos. Normalmen-
te, cuando se estudia una determinada enfermedad, es normal reclutar tanto
sujetos afectados como un set similar de individuos sanos, conocidos como
controles. En un ejemplo típico, se adquieren una serie de imágenes de cada
una de estas poblaciones, y se analiza la función o la estructura cerebral de es-
tos individuos utilizando diferentes herramientas estadísticas. El resultado de
estos análisis es, frecuentemente, una lista de las diferencias más significativas
en función o estructura que pueden ser asociadas a una enfermedad.
Existe un nuevo paradigma conocido como Computer Aided Diagnosis
(CAD) (diagnóstico asistido por computador), que proporciona diversas herra-
mientas para realizar estos análisis. Actualmente es un área de investigación
multidisciplinar que combina informática, matemáticas, inteligencia artificial,
medicina o estadísticas, entre otros. [7]. El objetivo principal de un CAD es
ayudar al personal médico en el proceso de diagnóstico y estudio de las enfer-
medades, proporcionando software capaz de reconocer patrones, caracterizar
diferencias y realizar predicciones sobre datos médicos.
Un problema al que se enfrentan continuamente estos estudios es el tama-
ño muestral. El número de sujetos reclutados habitualmente va desde algunas
decenas hasta cientos de sujetos. Sin embargo, el número de características
utilizadas puede llegar a varios millones (voxels en las imágenes), causando
un problema que se conoce como Small Sample Size Problem [138] (problema
del pequeño tamaño muestral). Este problema afecta el poder estadístico de
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cualquier experimento realizado sobre bases de datos que reunen estas carac-
terísticas [31].
Objetivos
El objetivo fundamental de esta tesis es superar el Small Sample Size problem
en neuromagen. De este modo, los sistemas CAD resultantes serán más preci-
sos y se reducirá el número de falsos positivos, incrementando la fiabilidad de
sus resultados.
Para ello, utilizaremos dos enfoques diferentes, como hemos comentado:
incrementar el tamaño muestral y reducir el espacio de características. Por
todo ello, podemos definir los siguientes objetivos:
• Desarrollar y evaluar algorithmos que reducen el espacio de caracterís-
ticas, en lo que usualmente se conoce como selección y extracción de
características.
• Desarrollar y evaluar nuevas estrategias para incrementar de forma se-
gura el tamaño muestral en estudios de neuroimagen.
La mayor parte de la literatura existente se centra en el primer objetivo. Para
ello, se han utilizado extensivamente algorithmos como Principal Component
Analysis (PCA) [13, 60] o Partial Least Squares (PLS) [40]. En este sentido, he-
mos desarrollado thres estrategias diferentes:
• Una combinación de algoritmos de descomposición de imagenes y selec-
ción de características. Aquí hemos aplicado tests de hipótesis bajo tres
criterios diferentes para seleccionar los voxels más significativos de las
imágenes, y luego hemos aplicado Factor Analysis (FA) y Independent
Component Analysis (ICA) para descomponer los datos y reducir el es-
pacio de características.
• Una extracción de características basada en análisis de texturas.
• Una estrategia novedosa que hemos llamado Spherical Brain Mapping
(SBM). En esta técnica se utiliza el sistema de coordenadas esférico para
mapear diferentes medidas estadísticas en un plano bidimensional. Para
ello se utilizan caminos que son usados como vectores de selección, a lo
largo de los cuales se calculan las diferentes medidas.
Por otro lado, hemos evaluado nuevas formas de incrementar el tamaño
muestral en estudios de neuroimagen, para los cuales hemos desarrollado:
• Un sistema llamado Significance Weighted Principal Component Analy-
sis (SWPCA) que reduce varianza no deseada en estudios estructurales
multicentro. El propósito de este sistema es reducir la cantidad de fal-
sos positivos en grandes colaboraciones, suministrando imágenes más
homogéneas que mejoren el resultado de los análisis estadísticos.
• Un algoritmo que simula imágenes cerebrales funcionales utilizando da-
tos existentes, y que por tanto puede incrementar el número de muestras
usados en estos estudios.
Contribuciones
Capítulo 4: Descomposición de Imágenes
En este capítulo proponemos una serie de sistemas CAD que combinan selec-
ción de características y descomposición de imágenes, y que fueron publicados
en [24, 35, 47, 59].
Estos sistemas utilizan selección de características basada en tests de hi-
pótesis, usando tres criterios diferentes: el test-t de student, la entropía rela-
tiva (o divergencia de Kullback-Leibler (KL)) y el test-U de Mann-Whitney-
Wilcoxon (MWW). Tras calcular la significancia estadística de cada voxel, uti-
lizamos FA o ICA para desarrollar el set de voxels más significativos como
combinación de un número de componentes que varía entre 2 y 25.
Para evaluar esta metodología, propusimos varios experimentos que hemos
realizado sobre las bases de datos de Alzheimer (adni-pet y vdln-hmpao) y
Parkinson (vdln-dat, vdlv-dat y ppmi-dat). En el caso de Alzheimer, nues-
tro sistema CAD alcanzó valores de precisión superiores a 90%, en cualquier
combinación de selección de características y descomposición. Se detectaron
diferencias entre los métodos de selección, que focalizaban su atención en
áreas ampliamente relacionadas con la enfermedad en la bibliografía como
los lóbulos occipital y temporal, partes del giro angular o incluso el hipocam-
po [96, 160].
Para el caso de las bases de datos de Parkinson, estas diferencias se localiza-
ron fundamentalmente en el estriado, y aquellos métodos que seleccionaban
otras áreas obtuvieron peores resultados. En general, la precisión alcanzada
en las bases de datos de Parkinson alcanzó el 90% en casi todos los casos, e
incluso superior a 95% para la base de datos vdlv-dat, la única que no con-
tenía sujetos con parkinsonismo, pero sin evidencia de déficit de dopamina
(SWEDD).
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Capítulo 5: Análisis de Textura
Para el capítulo 5, probamos los métodos de análisis de textura de Haralick
aplicados a la construcción de matrices de co-ocurrencia de niveles de gris
(GLCM) tridimensionales, tal y como se detalla en [25, 34].
Esta metodología está basada en el cálculo de una GLCM a lo largo de la
imágen médica, usando una distancia y dirección determinada, a partir de la
cual se pueden derivar diferentes características de textura, conocidas como
características de Haralick (el investigador que las propuso en [172]). Estas
características son capaces de detectar patrones como la tendencia a formar
clusters, energía, correlacion homogeneidad, o entropía, entre otros.
Para su evaluación, propusimos varios experimentos, aplicados a las imáge-
nes DaTSCAN de las tres bases de datos vdln-dat, vdlv-dat y ppmi-dat.
En primer lugar comprobamos qué características eran capaces de discriminar
mejor entre afectados por la enfermedad de Parkinson y no afectados (esta
vez eliminando a los sujetos SWEDD). Obtuvimos que las mejores característi-
cas eran la tendencia a formar clusters y la homogeneidad. Dado que la dis-
tribución de intensidades en DaTSCAN está muy concentrada en el estriado,
diferencias de forma (tendencia a formar clusters) y distribución del radiofár-
maco (homogeneidad) explicaban mejor que otras las diferencias entre sujetos.
Una combinación de estas y otras características, evaluando su significancia
utilizando los criterios estadísticos mencionados en el capítulo anterior, logró
alcanzar más del 97% de precisión, cuando se aplicó a la base de datos ppmi-
dat, junto a la divergencia de KL.
Capítulo 6: Spherical Brain Mapping (SBM)
El Spherical Brain Mapping (SBM) es una de las contribuciones más novedo-
sas de esta tesis, y es un marco que ha sido desarrollado en [6, 7, 14, 23]. La
base de SBM es el establecimiento de un origen de coordenadas (el centro de la
imagen o la comisura anterior, por ejemplo), a partir del cual se crean diferen-
tes vectores a diferentes ángulos de elevación y azimuth. Este vector de mapeo
se utiliza para muestrear todos los voxels que son cruzados por él, usando los
cuales se pueden obtener diferentes medidas estadísticas y morfológicas.
También, en la llamada Volumetric Radial LBP (VRLBP) se establece un mues-
treo helicoidal alrededor del vector de mapeo, y es usado para calcular carac-
terísticas de textura en la dirección en la cual se ha generado el vector. Por
último, en los caminos basados en modelos ocultos de Markov (HMM), se sus-
tituye el vector de mapeo por un camino sujeto a dos restricciones: mínima
variación de intensidad y orientado en un azimuth y elevación determinada.
En este capítulo desarrollado cinco experimentos para comprobar la abili-
dad de los mapas generados mediante SBM en el diagnóstico del Alzheimer.
En primer lugar hemos probado las diferentes medidas (superficie, grosor cor-
tical, número de pliegues, promedio, entropía, kurtosis y VRLBP), de las cuales
obtuvimos hasta un 90% de precisión en el diagnóstico diferencial del Alzhei-
mer. Posteriormente se probó un enfoque por capas de estos mapas, en los
cuales el vector de mapeo se dividía en cuatro partes iguales, y se obtenía un
mapa por cada una de estas partes. Estos mapas no consiguieron mejorar la
precisión alcanzada anteriormente, pero eran capaces de localizar mejor las
diferencias entre individuos, al poseer mayor resolución de profundidad.
Por último, los tres últimos experimentos probaban la habilidad de los ca-
minos basados en HMM como selección de características y como cómputo de
mapas bidimensionales de textura, usando una adaptación de la GLCM. Gra-
cias a estos experimentos, vimos que el desempeño de estos sistemas era peor
que el del SBM original, aunque gracias a adaptarse a la anatomía interna del
cerebro, podrían ser mejor utilizados en otros procesos como segmentación, o
incluso para extraer características morfológicas.
Capítulo 7: Signicance Weighted Principal Component Analysis (SWPCA)
Propusimos el algoritmo Significance Weighted Principal Component Analy-
sis (SWPCA) como solución al problema de mezclar imágenes procedentes de
diferentes lugares o equipamiento de adquisición en [1]. El proyecto surgió
cuando, mediante la evaluación de la base de datos de autismo del Medical
Research Council Autism Imaging Multicentre Study (MRC-AIMS) nos dimos
cuenta de que las diferencias entre sitios de adquisición eran mayores que las
diferencias entre sujetos afectados y no afectados por el trastorno del espectro
autista.
SWPCA se basa en una descomposición de las imágenes usando PCA, un
modelado de relaciones de cada componente con una variable categórica, en
este caso el sitio de adquisición, usando Analysis Of Variance (ANOVA), y una
reconstrucción pesada de las imágenes utilizando una función que definimos
en dicho artículo. Gracias a esta reconstrucción, todas las componentes de
variabilidad relacionadas con el sitio de adquisición se reducen, y por tanto,
las imágenes son más homogéneas y en un posterior análisis, tendremos una
mayor certeza de que los resultados son debidos a la clase de la imagen, y no
al sitio de adquisición.
Hemos probado el algoritmo en la base de datos aims-mri, donde com-
probamos que las diferencias entre sitios de adquisición se reducían sustan-
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cialmente después de reconstruir la base de datos mediante SWPCA. Cuando
analizamos las imágenes “limpias” mediante SPM, apenas encontramos dife-
rencias estructurales entre sujetos afectados y controles. Esto puede ser debido
a una multitud de factores, entre ellas que existe una gran variabilidad entre
patrones estructurales en el trastorno del espectro autista, o que directamente
no existen diferencias entre afectados y controles. Esto nos llevó a plantear
la necesidad de establecer diferentes subgrupos para realizar un mejor aná-
lisis, ya que en trabajos recientes se había demostrado que los resultados de
diferencias estructurales en autismo son generalmente inconsistentes [21].
Capítulo 8: Simulación de Imágenes Funcionales
Finalmente, en el capítulo 8 propusimos un sistema capaz de simular nuevas
imágenes funcionales, similares a una base de datos dada. El objetivo de este
sistema era generar cientos de nuevas imágenes que comparten características
con las imágenes originales, pero siendo independientes de ellas.
El procedimiento consta de un análisis de las imágenes, previamente nor-
malizadas espacialmente y en intensidad, utilizando PCA. Esto genera unas
coordenadas de cada sujeto en el espacio ‘eigenbrain’, la base espacial de-
finida por las componentes principales. Gracias a ello, podemos analizar la
distribución estadística de estas coordenadas asociadas a la clase a la que per-
tenecen, y utilizar procedimientos de estimación de densidad de probabilidad
para modelarlos. En este trabajo hemos utilizado la distribución normal multi-
variable y Kernel Density Estimation (KDE) como herramienta, pero se puede
utilizar cualquier otro modelo de estimación de la función de densidad de
probabilidad (PDF) que se desee. Una vez caracterizada esta PDF, podemos ge-
nerar nuevos elementos en el espacio ‘eigenbrain’ a partir de la misma, cuya
transformación inversa será una imágen en el espacio MNI estándar.
Las imágenes sintéticas fueron analizadas visualmente, y se comprobó que
son muy parecidas a las originales, e incluso expertos en el campo fueron inca-
paces de distinguir entre imágenes sintéticas y reales en unos tests prelimina-
res. Los experimentos de análisis de clasificación y SPM que desarrollamos en
el capítulo probaron que las imágenes pueden predecir ejemplos del mundo
real, y a la vez, ser independientes de la base de datos originales. El análisis
mediante SPM demostró que las diferencias más significativas entre clases esta-
ban situadas en los mismos lugares en las imágenes reales y las simuladas, de
modo que los análisis realizados sobre ambas bases de datos son equivalentes.
Conclusiones
Las diversas contribuciones de esta tesis han sido probadas en una serie de
experimentos, de las cuales se obtienen las siguientes conclusiones:
• Hemos propuesto dos grandes enfoques para solucionar el Small Sample
Size problem en bases de datos de neuroimagen: mediante extracción de
características y mediante el incremento del tamaño muestral. Estos dos
enfoques son complementarios, y se pueden utilizar en conjunto para
construir nuevos sistemas CAD más fiables.
• Los algoritmos de extracción de características propuestos en los capítu-
los 4, 5 y 6 alcanzan un alto rendimiento en el diagnóstico diferencial de
enfermos y controles, particularmente cuando se aplican a las bases de
datos de Alzheimer y Parkinson. El mayor reto es utilizar estos algorit-
mos para estudiar la progresión de enfermedades neurodegenerativas,
y en particular, la conversión de Mild Cognitive Impairment (MCI) a de-
mencia.
• Las técnicas de descomposición de imagen utilizadas en el capítulo 4
son capaces de reducir significativamente la carga computacional cuan-
do analizamos imágenes médicas, a la vez que mantienen o incluso incre-
mentan el rendimiento de los sistemas CAD propuestos, que han probado
sobradamente su capacidad de discriminación en modalidades funciona-
les como SPECT and PET.
• El análisis de texturas se ha revelado como una herramienta muy útil pa-
ra anlizar imágenes DaTSCAN en el capítulo 5. Características de textura
como la tendencia a formar clusters o la homogeneidad han modelado
con gran precisión la gran variedad de formas e intensidades que se en-
cuentran en el cuerpo estriado en estas modalidades, y que pueden ser
relacionados con el Parkinson.
• El marco SBM que proponemos en el capítulo 6 puede considerarse una
herramienta muy poderosa (y además, extensible) para el análisis de
imágenes estructurales. Los mapas estadísticos y de textura que se de-
rivan de su aplicación facilitan la inspección visual para detectar los
cambios relacionados con el Alzheimer, a la vez que realizan una reduc-
ción significativa del espacio de características. Utilizando SBM hemos
podido diagnósticar el Alzheimer a través de sus patrones estructurales,
principalmente debidos a la textura o cambios en la densidad de tejidos,
alcanzando una gran precisión.
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• Tras encontrar una gran heterogeneidad en bases de datos de imagen
estructural adquiridas en múltiples centros, pudimos reducir este efec-
to mediante la aplicación del algoritmo SWPCA (capítulo 7). Este hecho
fue detectado en la base de datos de autismo aims-mri, donde un cla-
sificador era capaz de detectar mejor diferencias entre sitios que entre
clases. Tras aplicar SWPCA, las diferencias entre sitios se redujeron casi al
completo, mientras la precisión del diagnóstico diferencial se mantuvo
similar.
• El análisis de las diferencias más significativas entre individuos autistas
y controles no fue capaz de detectar cambios significativos, o en todo
caso, que dichos cambios eran tan heterogéneos que no se podían esta-
blecer patrones comunes. Esto apunta a que gran parte de los resultados
obtenidos cuando se analiza la estructura de cerebros autistas puede ser
debida a diferencias en la adquisición, tal y como se ha revelado en pu-
blicaciones recientes [21].
• Finalmente, el procedimiento de síntesis de imágenes funcionales cere-
brales propuesto en el capítulo 8 fue capaz de incrementar el número
de sujetos de una base de datos de forma segura, a la vez que mantenía
las características individuales. Hemos probado aquí que las imágenes
simuladas pertenecen a la misma distribución estadística de las imáge-
nes originales y pueden predecir imágenes del mundo real, e incluso ser
usadas para entrenar a futuros profesionales.
Todos los algoritmos y marcos propuestos son complementarios entre sí. Se
puede utilizar el algortimo de síntesis para doblar el tamaño de una base de
datos existente, y luego utilizar los métodos de descomposición para reducir el
espacio de características. O podemos “limpiar” una base de datos multicentro
con SWPCA y luego visualizar las diferencias más significativas con SBM. Todo
lo que proponemos con esta tesis son solo gotas de agua que contribuyen al
gran océano que es el procesado de neuroimagen, en un humilde intento de
mejorar la velocidad, fiabilidad e información suministrada por las técnicas
de diagnóstico actuales.
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Part I
I NTRODUCT ION

1 I N TRODUCT ION
1.1 Motivation
In recent years, there has been a rise in the use of neuroimaging in the clin-
ical practice. It has improved and speeded the procedure of diagnostic, pro-
viding unprecedented insight into the brain. Neuroimaging is very extended
in research as well. Different fields such as psychiatry, neurology, psychology,
behavioural science or biology make extensive use of brain imaging in their
studies.
The basis of most of these studies is common: a procedure by which a rep-
resentative set of subjects is recruited, the fulfilment of an experiment on (or
by) each subject and a statistical analysis of the acquired data. Particularly,
when studying a certain disease, it is common to recruit subjects affected by
the disease and a matched population of non-affected, healthy subjects, usu-
ally known as Control Subjects (CTLs). Then, in this typical example, both
affected and CTLs are scanned, and brain anatomy or function is analysed us-
ing statistical tools. The result of this analysis is frequently a list of significant
differences between structure or function that could be linked to the disease.
Computer Aided Diagnosis (CAD) systems provide a set of tools to help set-
ting up and performing these studies. It is currently a thriving area of research
involving multidisciplinary teams, combining computer science, mathematics,
medicine, artificial intelligence, statistics, machine learning, and many others
[7]. The main aim is to assist clinicians in the procedure of diagnosis and
study of the diseases by providing software that can effectively recognize dis-
ease patterns, characterize differences and make predictions.
One fundamental issue often found in this studies is the sample size. The
number of subjects frequently ranges from tens to hundreds, whereas the num-
ber of features (namely voxels) to be analysed can add up to millions. This
causes the so-called Small Sample Size Problem [138] which negatively affects
the statistical power of any experiment performed using these datasets [31].
3
4 Introduction
Figure 1.1: Illustration of the separation between points in one-dimensional and two-
dimensional spaces.
1.2 The Small Sample Size Problem
The Small Sample Size Problem refers to a problem that arises when the ratio
between the number of subjects and the number of features is large. Think
of, e. g., 15 points in a one-dimensional line, as in Figure 1.1. If we think of
a subject as a vector, we would have 15 subjects in a one-dimensional space.
Now, imagine that we add a second dimension. It is easy to see that our
subjects would be more distant than in the one-dimensional line. And the
same would happen if we move to three, ten or thousands of dimensions.
The farther our points are, the more difficult is for a statistical tool to extract
information. That is what we call almost empty spaces [120, 138], in contrast to
dense spaces, where points are closer.
Neuroimaging provides hundreds of thousands, or even millions of voxels,
in what could mean millions of features. That implies that any calculation
performed in those almost empty spaces will eventually lack information. This
implies a loss of statistical power of the methods used, usually producing false
negatives (the system is unable to detect real signal) and false positives (the
system detects signal where there is not). These are known in statistics as
Type I and Type II errors respectively.
In differential diagnosis studies, the small sample size problem leads to
wrong conclusions about where real differences are located. This, in addition
to untracked confounding variables are some of the fundamental sources of
non-reproducibility un current neuroimaging studies [31].
The solution might seem straightforward: increase sample size. But this is
not always possible, since neuroimaging studies do their best at recruiting as
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many people as they can with a limited budget. Many efforts have been put
into establishing multi-centre collaborations that allow the recruitment of a
larger population, but despite offering a higher statistical power, these studies
still suffer from a number of confounding variables such as population bias or
scanner differences [21]. In chapters 7 and 8 we explore different approaches
to this solution.
Another option involves reducing the number of features, via feature se-
lection or feature extraction. This has been widely used in computed-aided
methodology for neuroimaging very successfully [7, 54, 56, 81, 95], and solu-
tions using this approach will be presented in chapters 4, 5 and 6.
The Small Sample Size problem is directly related to the Curse of Dimension-
ality [170], which proves that, in contrast to what might be expected, once a
certain classifier performance has been achieved, it holds or even decreases
when feeding more features to the classifier. The problem also affects statis-
tical hypothesis testing, a tool widely used for inference in neuroimaging, in
what is known as the Multiple Comparisons problem [62], a particular field that
is still being studied.
1.3 Aims and Objectives
This thesis aims to contribute new approaches to overcome the small sample
size problem in neuroimaging. This can lead to more accurate CAD systems
by reducing the number of false positives, increasing the reliability of their
results.
We will take two different approaches, as commented in the previous sec-
tion: increasing the sample size and reducing the feature space. Therefore, we
can define the following objectives:
• Develop and evaluate algorithms that reduce the feature space, in which
is usually known in the field as feature extraction and feature selection
strategies.
• Develop and evaluate new strategies to increase the sample size in neu-
roimaging studies.
Most of the studies in the literature focus on the first objective. Feature
extraction algorithms that use Principal Component Analysis (PCA) [13, 60] or
Partial Least Squares (PLS) [40], among others, are widely studied. We have
developed three different approaches to those:
6 Introduction
REDUCE FEATURE SPACE
COMPUTER
AIDED
DIAGNOSIS
CREATE
NEW
SAMPLES
Chapter 8
SAFELY
MERGE 
DATASETS
(SWPCA)
Chapter 7
SPHERICAL
BRAIN
MAPPING
Chapter 6
TEXTURE
ANALYSIS
Chapter 5
IMAGE
DECOMPOSITION
Chapter 4
INCREASE SAMPLE SIZE
TACKLING THE SMALL SAMPLE SIZE PROBLEM
Figure 1.2: Structure and connexions between the different strategies proposed in this
thesis, organized by chapters and parts.
• A combination of image decomposition algorithms and feature selection.
In this approach we used three statistical tests to select the most signifi-
cant voxels from the images, and then applied Factor Analysis (FA) and
Independent Component Analysis (ICA) to decompose the data and sig-
nificantly reduce their feature space.
• A feature extraction based on texture analysis.
• A novel strategy called Spherical Brain Mapping (SBM). This feature ex-
traction technique uses a spherical coordinate system to map statistical
measures to a bidimensional plane. It builds paths used as feature selec-
tion vectors where several measures are computed.
On the other hand, we have evaluate newer ways to safely increase sample
size in neuroimaging studies. We have developed:
• A system to reduce undesired variance in structural multicentre stud-
ies, called Significance Weighted Principal Component Analysis (SWPCA).
This system is intended to reduce the amount of false positives in large
collaborations, providing more homogeneous images and improving their
statistical power.
• An algorithm to simulate functional brain images using existing data,
and therefore, increase sample size.
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1.4 Organization of this Thesis
This thesis work is organized in four parts plus appendices, each of which
is subdivided in several chapters. In the first part, we introduce the motiva-
tions and main aims of this work (chapter 1), examine the state of the art in
medicine, neuroimaging and CAD systems (chapter 2) and present a general
methodology that will be followed throughout this thesis, including prepro-
cessing and evaluation (chapter 3).
Parts ii and iii refers to each of the solutions outlined in the previous sec-
tion, and disaggregated in Figure 1.2. In part ii we focus on the feature reduc-
tion techniques, including decomposition methods (chapter 4), texture analy-
sis (chapter 5), and the novel algorithm Spherical Brain Mapping (chapter 6).
On the other hand, Part iii is focused on two different strategies used to in-
crease the sample size: the Significance Weighted Principal Component Anal-
ysis algorithm (chapter 7), used to safely merge structural images acquired at
different centres, and a neuroimage simulation algorithm (chapter 8) that can
be used to extend existing functional datasets.
Finally, in Part iv we provide a general discussion of the results presented
in this thesis, conclusions about the methods and prospective work that could
be performed with this basis.
1.5 Contributions
Some ideas and figures have appeared previously in the following publi-
cations, that we divide here in articles, conference presentations and book
chapters.
1.5.1 Articles
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1223.
doi: 10.1002/hbm.23449.
F.J. Martinez-Murcia, J.M. Górriz, J. Ramírez, and A. Ortiz. “A Spherical Brain
Mapping of MR Images for the Detection of Alzheimer’s Disease”. In: Cur-
rent Alzheimer Research 13.5 (Mar. 2016), pp. 575–588.
doi: 10.2174/1567205013666160314145158.
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2 STATE OF THE ART
We have already stated the motivation and objectives of this thesis. Now,
we will describe in detail some of the more relevant issues for the state of the
art. First, in section 2.1, we will make an introduction to the different neu-
roimaging modalities used in our experiments. Afterwards, we will provide
some insights into the neurological and psychiatric disorders treated here in
section 2.2 or the most extended voxel-wise analyses used in the neuroimag-
ing community at section 2.3. Finally, at section 2.4 we will explore recent
contributions to the field that use Machine Learning.
2.1 Introduction to Neuroimaging
Medical imaging refers to all types of 2D, 3D and 4D images used in clin-
ical practice. These involve many different modalities, among them X-rays,
ultrasound, endoscopy, microscopy, etc. In neuroimaging, the most extended
is by far MRI, which provides intensity maps that represent the internal struc-
ture of the brain. Other modalities are aimed at studying the function of the
brain, by injecting radioactive ligands that, bound to a receptor, can measure
its distribution. This is the case of PET and SPECT.
2.1.1 Magnetic Resonance Imaging (MRI)
Magnetic Resonance Imaging (MRI) is perhaps the most widespread modal-
ity in neuroimaging, given its ability to visualize both structural and func-
tional (in functional MRI) properties of the brain, and, in contrast to other
imaging modalities that use radiotracers, is considered non-invasive. MRI uses
strong magnetic fields to excite certain atomic nuclei, that can absorb and emit
this energy.
MRI combines a constant magnetic field with a radiofrequency (RF) emission
to excite the atomic nuclei present in corporal structure, resulting in a image
of the distribution of certain atoms in the body. Most MRI systems use hydro-
gen atoms, since they are present in water (which adds up to around 70% of
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Figure 2.1: Example of T1 and T2-weighted MRI images of the same subject (me).
body mass) and the signal derived is stronger than other atoms, increasing the
Signal-To-Noise Ratio (SNR), and therefore, the image quality.
The procedure uses a strong magnetic field B0 to align the magnetic moment
of the hydrogen nuclei in parallel or anti-parallel (depending of their initial
spin). This way, the magnetic moment of all nuclei will increase up to a stable
state, in contrast to their null value in absence of B0. Within this magnetic
field, the hydrogen atoms precess around an axis along the direction of the
field.
A given nuclei has a resonance frequency which is proportional to the in-
tensity of B0, which, by using strong fields, allow us to resonate hydrogen far
below potentially damaging frequencies. The precession frequency is deter-
mined by the Larmor equation (2.1):
f0 =
γ
2pi
B0 (2.1)
where γ depends on the nuclei, which in the case of hydrogen, γ = 42.6
MHz/T. When a subject is introduced in the MRI scanner, it is submitted to
the magnetic field B0, so that the hydrogen nuclei are aligned to the field, with
a precession frequency f0. Then, a RF pulse of the same frequency is generated,
which is then absorbed by the nuclei, forcing them to place perpendicular to
the field. Once the RF emission is interrupted, the nuclei return to its equi-
librium state by means of a procedure called relaxation. In this procedure,
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they emit part of the absorbed energy, which is then captured by a RF receptor.
Usually, position information is encoded in the RF signal by varying B0 using
gradient coils.
The RF signal is measured during the relaxation time, and two different
relaxation times are set: the T1 (spin-lattice) relaxation time and the T2 (spin-
spin) relaxation time. The T1 time is the time during which nuclei emit energy
to the adjacent tissue and realign to the longitudinal plane (z axis), whereas
the T2 time refers to the time when nuclei realign to the transversal plane
(y axis). These times are used to create T1-weighted and T2-weighted images
(see Figure 2.1). T1-weighted images allow to distinguish between grey matter
(GM) and white matter (WM) in the cerebral cortex, to identify fatty tissue,
and generally, obtain structural information. Conversely, T2-weighed images
are used to assess cerebro-spinal fluid (CSF) or to visualize and identify WM
lessions.
2.1.2 Single Photon Emission Computed Tomography (SPECT)
The Single Photon Emission Computed Tomography (SPECT) is based on
the principles of Computed Tomography (CT), by which a series of signal
acquisitions at different angles can be reconstructed back into a bidimensional
distribution of the signal. In SPECT, a gamma photon emitting radioisotope
is linked to a pharmaceutical that binds to a given biomarker, generating a
radiopharmaecutical or agent. This agent is injected into the patient, and after
a certain time in which the radiopharmaceutical is distributed, the patient is
introduced into the SPECT-CT scan.
Afterwards, the scanner performs a series of acquisitions at different planes
and angles from the body, from which the gamma signal is measured. For each
plane, all acquisitions at each angle are pooled and a single two-dimensional
image is reconstructed using a Filtered Back Projection (FBP) algorithm, or
Radon inversion formula [72], which derives from the Fourier’s Theorem. A
total of 180 projections per plane, using an angular resolution of 2 degrees, are
usually taken.
There exist a wide variety of radiopharmaceuticals used in clinical practice,
and therefore, we will only focus on the two varieties used in this thesis. First,
we use an agent called 99mTc-HMPAO, which consists of two stereoisomers of
hexametazime (HMPAO) linked to the radioisotope technetium 99-metastable.
This agent is usually used to assess regional Cerebral Blood Flow (rCBF), which
can be used to diagnose neurological diseases or cancer.
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Additionally, we use images generated using the agent Ioflupane (123I), a
cocaine analog with high binding affinity for Dopamine Transporters (DAT).
It is commonly known for its tradename, DaTSCAN, and is used fundamen-
tally in the assessment of Parkinson’s Disease (PD), given that the disease is
associated with a loss of dopaminergic neurons in the striatal region.
2.1.3 Positron Emission Tomography (PET)
The Positron Emission Tomography (PET) is a technique similar to SPECT,
but in this case, the agent used and the equipment is designed to deal with
a pair of gamma photons resulting of the annihilation of a positron with its
corresponding antiparticle, the electron. The pair of photons are generated in
opposite directions, and the detection depends on them being simultaneously
or coincidently detected at the receptor. The receptor comprises a scintillator
which emits light when the gamma photon incides, and a detector, usually a
photomultiplier tube or silicon avalanche photodiodes.
It uses the same FBP algorithm as SPECT in the reconstruction of the images,
and a similar strategy for acquiring the signal at different angles. However,
the amount of data is smaller than in SPECT, and therefore, the reconstruction
procedure is harder. As a result, PET scanner operation is considered more
costly than SPECT [3].
The agent used in the images that we have processed is Fludeoxyglucose
(18F or FDG). It is a glucose analogue that allows us to measure the glucose
metabolism in the brain. It is widely used in neurology [129] and cancer
detection [111], since it can be correlated with cellular activity.
2.2 Medical Background
2.2.1 Alzheimer’s Disease (AD)
Alzheimer’s Disease (AD) is the most common cause of dementia in the
world, with more than 46 million people affected, and it is likely to increase
up to 135.5 million by 2050 [2]. Its causes are still not clear, but it is char-
acterized by deposits of high amounts of structures such as Amyloid-β (Aβ)
plaques or neurofibrillary tangles accompanied by synaptic dysfunction and
neurodegeneration that eventually lead to cell death [9, 52].
Diagnosis of AD is often based on the clinical history of the patient, using
cognitive tests along with medical imaging and blood tests. A definite diagno-
2.2 Medical Background 15
Figure 2.2: Example of SPECT images, a SPECT-HMPAO and a SPECT-DaTSCAN.
Figure 2.3: Example of a PET-FDG image.
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sis can only be addressed post-mortem, via a direct examination of the brain
tissue [52]. Cognitive tests such as Mini Mental State Exam or Clinical Dementia
Ratio are widely used in clinical practice.
Initial symptoms of AD are often mistaken for normal ageing, in what is
known as Mild Cognitive Impairment (MCI). Not all MCI-affected subjects
develop AD. In fact, the prediction of MCI conversion is the most urging chal-
lenge in AD research, since an early diagnosis can lead to an improvement in
life expectancy and quality of life of the patients.
MRI brain images have been extensively used in the diagnosis of AD by as-
sessing neurodegeneration on GM and WM tissues. Research has shown in [37,
74, 96, 133] that neurodegeneration in Alzheimer’s Disease mainly occurs in
the GM tissue. Particularly grey matter loss has been described in the hip-
pocampus and parahippocampal gyrus, according to the NINCDS-ADRDA
criteria for AD diagnosis [96], with further atrophy described in the medial
temporal structures, the posterior cingulate gyrus and adjacent precuneus
[133]. Moreover, significantly lower volumes of certain regions in GM and WM
have been considered a promising biomarker and predictor of the progression
of AD in a longitudinal study involving MCI patients [74], and some structures
in the striatum (putamen and caudate nucleus) have shown important volume
abnormalities [37]. All these data suggest that many of the symptoms of AD
can be observed in anatomical MRI images even in early stages of the disease,
which could be of great help in its successful diagnosis and treatment.
Nuclear imaging, such as PET or SPECT, have also been used in clinical prac-
tice, especially to discard other diseases. In typical PET-FDG or SPECT-HMPAO,
AD is characterized by reduced brain activity in bilateral regions, such as the
posterior cingulate gyri and precunei, as well as the temporo-parietal region
[160]. It also affects the frontal cortex and the whole brain in severe cases [140,
168].
Recently, new more specific radiopharmaceuticals have been developed,
among them the Pittsburgh compound B (PiB). This drug binds to fibrillar
Aβ allowing in vivo visualization of Aβ plaques in the brain [84]. However,
due to their technical requirements -a relatively small half-life of the radioac-
tive element-, they are unusual in clinical practice.
2.2.2 Parkinsonism (PKS)
Parkinsonism (PKS) or Parkinsonian Syndrome is the second most common
neurodegenerative disease in the world, with a prevalence of 1-3% in the elder
population (over 65 years)[97]. It is characterized by hypokinesia, rigidity,
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tremor and postural instability [97]. It is not a single disease itself, but a
wide range of conditions that share similar symptoms. The most common
cause of PKS is Parkinson’s Disease (PD), but other possible causes include
toxins, a few metabolic diseases, and other extrapyramidal syndromes such
as Multiple System Atrophy, Progressive Supranuclear Palsy or Cortico-Basal
Degeneration [93, 115].
2.2.2.1 Parkinson’s Disease (PD)
The etiology of Parkinson’s Disease (PD) involves the progressive loss of
Dopamine Transporters (DAT) of the nigrostriatal pathway. This causes a de-
crease in the dopamine content of the striatum, since the pathway connects
the substantia nigra to the striatum.
In PD, structural imaging such as MRI has limited value, since structural
abnormalities can be seen only in the latter stages. Nevertheless, in molecular
imaging, a number of radiopharmaceuticals have been proposed to assess the
levels of pre and post-synaptic DAT at the striatum. Among them, DaTSCAN
(a.k.a. ioflupane) is perhaps the most popular. DaTSCAN binds to the DATs at
the striatum [97, 101, 126], allowing the estimation of DAT density by means of
a SPECT scanner. In DaTSCAN images, a reduced uptake at one or both striata
is a clear indication of DAT loss, and therefore, of PD [101].
2.2.2.2 Extrapyramidal Syndroms
Among the extrapyramidal syndroms of PKS, the most relevant diagnoses
are Multiple System Atrophy, Progressive Supranuclear Palsy and Cortico-
Basal Degeneration [93]. An accurate diagnosis can positively impact in the
health of these patients, avoiding wrong treatment decisions.
Structural imaging, as in the previous case, has little value here. To es-
tablish a differential diagnosis with PD, different drugs have been proposed.
DaTSCAN is widely used to assess pre-synaptic dopaminergic loss, but in a
post-synaptic level, one of the most extended is 18F-DMFP-PET [8]. However,
in this thesis we have focused only on the pre-synaptic level, and therefore, in
the diagnosis of PD.
2.2.3 Autism Spectrum Disorder (ASD)
Autism Spectrum Disorder (ASD) is a neurodevelopmental syndrome char-
acterized by social and communication impairment as well as restricted, repet-
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itive patterns of behaviour, interests or activities. Its origins are still unknown,
although research suggest [146] that there exist genetic risk factors.
The evidence of either functionally or structurally affected areas in the brain
is a major concern [20, 21]. In the latter years, many strategies have been
explored to recruit large samples in order to detect significant differences be-
tween affected and non-affected subjects. This has been addressed by initia-
tives such as the MRC-AIMS [32, 44] or the Autism Brain Imaging Data Ex-
change (ABIDE) [19].
2.3 Voxelwise Analyses
Traditional analysis of neuroimaging involves visual analysis by experts clin-
icians, or semi-quantitative analysis of Regions of Interest (ROIs). With the
rise of neuroimaging in the mid-nineties, some computer-aided solutions ap-
peared, of which the most extended are the widely known Statistical Paramet-
ric Mapping (SPM) [161] and its extension to structural imaging Voxel Based
Morphometry (VBM) [137].
2.3.1 Statistical Parametric Mapping (SPM)
Statistical Parametric Mapping (SPM) is a new methodology to automatically
examine differences in brain activity in functional imaging studies involving
functional MRI (fMRI) or PET, firstly proposed by Friston in [161]. The technique
can be applied either to static images (e.g., PET) or timeseries (fMRI), using
inference techniques based on hypothesis testing, in order to construct the
General Linear Model (GLM) that better describes the variability in the data.
Statistical hypothesis testing involves constructing a pair of hypotheses: H0,
or the null hypothesis, that states no relationship between variables; and H1,
the alternative hypothesis. In neuroimaging, H0 usually means that there are
no relevant differences between classes (for example, between patients affected
by AD and CTLs), and H1 implies that there is a significant difference. Many
different tests such as massive univariate t-Test or ANOVA (see chapter 4 for
more information on these techniques) can be used in the SPM software [98],
by using a design matrix that describes a t or F based contrast (for t-Test
and ANOVA respectively). These terms are generally referred to as Z-values,
namely the signed number of standard deviations an observation is above the
mean.
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The tests are computed voxel-wise, from which a p-value can be obtained,
nominally the probability of obtaining equally or more extreme Z values that
the one actually found. In many studies p < 0.05 is used for measuring
statistical significance, which means that only a 5% of the times a experiment
is repeated we would obtain that result or a more extreme one. The use of the
significance threshold α = 0.05 implies that any voxel with a p-value smaller
than 0.05 is considered sufficient to reject the null hypothesis.
Figure 2.4: Example of a SPM analysis on a PET dataset displaying the differences be-
tween AD and CTL, using p < 0.05 and FWE correction.
SPM outputs maps like the one shown in Figure 2.4. There, significant Z-
values according to a given threshold (FWE uncorrected or corrected, see sec-
tion 2.3.3) are displayed over an anatomical reference. The resulting maps
allow a visual inspection of the significant brain areas, which can later be
related to a certain disease or task.
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Although SPM’s main feature is the estimation of differences, the term has
been extended to cover the whole process performed by the SPM software.
That is, it generally involves registration to a template, intensity normalization,
smoothing, the proper SPM difference estimation and the display of the results.
An overview of these procedures is provided at chapter 3.
2.3.2 Voxel Based Morphometry (VBM)
Voxel Based Morphometry (VBM) can be considered an extention of SPM
applied to structural MRI images [137]. The procedure involves preprocessing
(see chapter 3), where smoothing is applied to account for smaller anatomical
differences. Afterwards, a GLM is applied to each voxel in the images, and a
Z-score map similar to Figure 2.4 is produced.
Smoothing is more important in VBM than in regular SPM, since MRI im-
ages have higher resolution and are less noisy than functional images. Larger
smoothing kernels will miss out smaller regions, while smaller kernel can
lead to artifacts in the generated Z-maps, including misalignment of brain
structures, differences in folding patterns or misclassification of tissue types
[4]. Therefore, the kernel size must be carefully chosen, usually using a-priori
knowledge about the regions affected, and always double checking for arti-
facts and reproducibility.
The idea behind VBM has been extended in a number of papers, using mul-
tivariate approaches that takes into account all voxels at once, and not their
individual differences. Some of them include ICA decomposition of the dataset
and a posterior conversion to Z-scores in what was called Source Based Mor-
phometry [81], or multidimensional Tensor Based Morphometry [63].
2.3.3 The Multiple Comparisons Problem
The Multiple Comparisons problem arises when using hypothesis testing
to assess statistical significance. This is widely used in neuroimaging, where
statistical tests such as the t-Test or ANOVA are used to quantify voxel-wise
differences, and state their statistical significance, or p-value. The p-value, as
described above, is the probability of any value being more extreme than a
certain threshold under a given hypothesis. In our problem, given the t-value
Ti for the ith voxel (i = 1, . . . N) of the images, and a threshold Tth under the
hypothesis H, the significance can be assessed by checking:
P (Ti > Tth|H0) < α (2.2)
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where α is the significance level.
Choosing α is not trivial in neuroimaging. The use of the significance level
α = 0.05 implies that any voxel with a p-value smaller than 0.05 is considered
sufficient to reject the null hypothesis. This does not directly imply the neces-
sity of accepting the alternative hypothesis H1, although it is often thought so.
Neither it yields the probability of the null hypothesis [123].
If we apply p < 0.05 directly to a medical image of, for example, 300,000
voxels, that could mean the possibility of almost 15,000 voxels being false pos-
itives. Controlling the apparition of false positives when applying a massive
univariate test is not trivial. It implies a balance between the true positive rate
(sensitivity) or true negative rate (specificity), given that, for example, con-
trolling the amount of false negatives will result in many false positives and
vice-versa.
Usually, two options for controlling the amount of false positives are given:
the Family Wise Error rate (FWE) and the False Discovery Rate (FDR). The FWE
is the probability of obtaining at least one type I error. Mathematically, the
null hypothesis for the ith voxel H0i states that there is no activation in that
voxel. Therefore, the family-wise null hypothesis for our problem is:
H0 =
⋂
i
H0i (2.3)
If we reject a single null hypothesis (Ti > Tth), we reject H0. Therefore,
we want to control the probability of a single voxel being significant if the
family-wise null hypothesis is valid:
P
(⋃
i
{Ti > Tth}|H0
)
< α (2.4)
In this case, we must obtain the critical value Tth, which is the higher t
value that matches that expression. Many options have been proposed to this
problem, among them the conservative Bonferroni correction, methods that
use random field theory or permutation tests.
2.3.3.1 The Bonferroni Correction
The Bonferroni correction [158] rewrites eq. 2.2 setting α = αN so that:
P (Ti > Tth|H0) <
α
N
(2.5)
That way, using the Boole’s inequality:
FWE 6
N∑
i
α
N
= α (2.6)
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Therefore, we can comply with the imposed restriction for a maximum FWE,
or in our case, a maximum rate α of false positives. This is considered a
rather conservative approach. In the example cited above, if we want to keep
the FWE below 0.05, we should divide it by N, therefore obtaining a Tth that
makes α = 0.05/N = 1.67× 10−7.
Other less conservative options try to compute a critical value Tth that min-
imizes the FWE using spatial information. This is the case of using an ap-
proximation of the distribution of the maximum statistic over the image, or
the spatial correlation, including elements from random field theory (the ap-
proach used in SPM [98]).
2.3.3.2 Random Field Theory
In the random field approach, the maps of the statistic are treated, under
the null hypothesis, as a lattice representation of smooth isotropic three di-
mensional random fields of test statistics. This approximation to the problem
allow us to approximate the upper tail of the maximum distribution, the part
needed for defining an event that occurs when the map exceeds the critical
value Tth. Further information about random field theory and how it is ap-
plied to the SPM software can be found at [98].
2.3.3.3 FDR Controlling Procedures
The other approach, based on the FDR, aims at controlling the proportion
of false positives in the total number of voxels declared significant. The most
extended procedure for controlling the FDR is that proposed by Benjamini and
Hochberg [156]. The Benjamini and Hochberg method start with calculating
the p-values of all voxels and ranking them so that:
p1 6 p2 6 · · · 6 pi 6 · · · 6 pN ∀i = 1 . . .N (2.7)
Let q be the a maximum FDR value that we can afford, for example 0.05. For
each i, we compute:
pi 6
i
N
q (2.8)
The maximum i value that holds Eq. 2.8 is used as α, the significance level,
and its corresponding statistical value (Ti in the case of a t-test) is used as the
critical value. This test, under the family-wise null hypothesis H0, is equiva-
lent to controlling the FWE. However, FDR methods are less conservative than
other approaches such as the Bonferroni or other FWE-based corrections, lead-
ing to a gain in statistical power.
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2.3.3.4 Permutation Tests
An empirical way to obtain p-values without relying on any parametric as-
sumption is permutation testing [29, 132]. Permutation tests evaluate a statis-
tic such as the F-statistic or the t-test using randomly target variables, in our
case, the classes. The procedure is applied many times (up to 10,000), and
for each permutation, only the maximum value of the computed statistic is
considered. These values are used to build the null distribution, from which
the family-wise corrected p-values are computed. Results obtained in permu-
tation tests are comparable to those obtained using Random Field Theory [29],
and far less conservative than when applying the Bonferroni correction.
2.4 Machine Learning in Neuroimaging
Machine learning is a current trend in neuroimaging. It provides computers
with the ability to learn from data, using a set of statistical and computational
tools. Rather than being explicitly programmed for a certain task, machine
learning systems are able to find relevant data, discover patterns and predict
the outcome of the input data. Its application to medicine is often known as
Computer Aided Diagnosis (CAD) [7].
There are two major branches of machine learning: supervised and unsu-
pervised learning. The former explores the patterns that lead to a certain
outcome, whereas on the other hand, unsupervised learning explores the un-
derlying structure of the data. Most of the CAD systems rely on supervised
learning, since their intention is to discover patterns that can effectively pre-
dict a disease.
For simplicity, in this thesis, when talking about CAD, we will always refer
to automatic CAD systems. That is, those that, once trained with previously
known data, can predict the outcome of new, unseen data. A typical CAD
system, like the one in Figure 2.5, consists of input data (in our case, neu-
roimaging), feature extraction, feature selection and a classification step. The
most basic is the Voxels As Features (VAF) approach, in which all voxels are
considered as features, and then used as input to the classifier [120]. However,
many more advances can be made in this field by adding different combina-
tions of feature selection and feature extraction algorithms.
24 State of the Art
NEUROIMAGING
01 02
03
High dimensional
brain data.
FEATURE
EXTRACTION
Extract features
from the images
DIAGNOSIS
Classication of 
the selected
features
04
FEATURE SELECTION
Select best features
CAD SYSTEMS
Computer Aided Diagnosis systems
in neuroimaging generally consist of
four steps: acquisition of the images,
feature extraction, feature
selection and classi cation.
Figure 2.5: Illustration of a typical neuroimaging CAD system.
2.4.1 Voxels As Features (VAF)
Voxels As Features (VAF) [120] is an example of the simplest CAD system.
It was originally proposed for evaluating and performing automatic diagno-
sis of AD using functional SPECT imaging. It uses a standard preprocessing
(registration, intensity normalization) and a Support Vector Classifier (SVC)
(See Appendix B) to predict the class of an image using all its intensities as
features. Feature extraction, here, considers all voxels, and then there is no
feature selection applied.
It has been used in many works as a baseline [7, 77, 78], since it is compa-
rable to the performance achieved by expert physicians using visual analysis
[120]. The weight vector of the SVC can be inverse transformed to the dimen-
sion of the original images, and therefore provide a visual map that reflects
the most influential voxels, in a similar way to the Z-maps of SPM and VBM.
2.4.2 Multivariate Analyses
Many improvements can be made to VAF by adding and refining feature
extraction and feature selection techniques. With this addition, we can avoid
the Small Sample Size, in addition to the ability to discover higher level ab-
stractions that can be more representative of the progression of the studied
diseases.
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Figure 2.6: Example of the cortical thickness of a subject, obtained with the toolbox
CAT12 in SPM12.
Feature extraction algorithms often change the strategy from a massive uni-
variate approach, where a single feature is considered at each time, to multi-
variate analyses, where each feature can contain information from many vox-
els at the same time. Measures of total uptake of a given drug in nuclear
imaging are a good example of this [100, 104], but also the widespread Cor-
tical Thickness [142] provided by FreeSurfer or the CAT12 toolbox of SPM-12
(see Figure 2.6). Cortical thickness is an estimation of the amount of GM in
a direction perpendicular to its surface. It first estimates the GM-WM and the
WM-CSF separation surfaces, and then characterizes the thickness of the tissue,
allowing a characterization of GM differences such as atrophy or hypetrophy.
Other more advanced algorithms are image decomposition techniques such
as PCA or PLS, which have been extensively used in neuroimaging CAD systems
[13, 40, 56, 60, 78]. In these approaches, a given image can be represented as
the linear combination of different components, and while the component
loadings are common to all subjects, the weights of these components are
unique to each patient. This allows us to identify the patterns that better
discriminate between classes, leading to a more accurate diagnosis.
For its part, feature selection refers to different strategies aimed at finding
an optimal subset of the extracted features, according to a certain criterion. Ir-
relevant features are therefore discarded, making our models faster and more
cost-effective [124]. Feature selection algorithms are often subdivided in three
approaches [5]: filters, wrappers and embedded approaches.
Filters compute a feature relevance score from the data, which is then used
to sort the different features. It is computed before the classification, and does
not interact with it. Many scores can be derived from statistical features such
as χ2, t-Test, Fisher’s Discriminant Ratio (FDR) or others [5, 35]. The output
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of these tests is already a very extended tool in voxelwise analyses, as we
commented in section 2.3.
Wrappers are similar to filtering methods, since they assign a certain score to
each feature. But in contrast to filters, the score is computed by estimating the
performance in a predictive model, such as classifiers [157]. The most obvious
measure here is accuracy, although other techniques such as Forward selec-
tion, backward elimination [124], genetic algorithms [157], or the expectation-
maximization algorithm [70] have been used in the literature. And finally,
embedded approaches use the very model that is being built to construct their
optimal feature subset.
3 GENERAL METHODOLOGY
Throughout this thesis, we will propose many CAD systems and analyses.
We will apply them to many experiments, using similar data and techniques
in them. In this chapter, we will focus on the methodology that is common
to most of these experiments, particularly the preprocessing and evaluation of
our systems.
To perform most automated analyses on neuroimaging, it is fundamental
that images are comparable. Preprocessing comprises a series of algorithms
that, applied after the acquisition and reconstruction of the images, produce
directly comparable images in both structure and magnitude. Whether they
have been used in one or all experiments, we can classify them in two ma-
jor categories: spatial and intensity preprocessing. These are addressed in
section 3.1 and 3.2 respectively.
Afterwards, in section 3.3, we will discuss how we evaluate our systems.
Here we propose some performance measures and the procedure to obtain
them by training and testing our systems.
3.1 Spatial Preprocessing
Spatial processing usually accounts for the differences in position, angles
and structure that are generally found between images. A common pipeline
in, for example, MRI preprocessing, is the one found at Figure 3.1, where the
images are registered (or spatially normalized) to a template, smoothed and fi-
nally segmented. The smoothing is an optional step, often used in procedures
like segmentation or VBM.
In this thesis, all the experiments in all image modalities involve spatial
normalization. Smoothing, as well as segmentation, is only applied in some
experiments that use MRI images, such as the segmented images in chapter 6
or the whole-brain analysis performed in chapter 7.
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Figure 3.1: Typical pre-processing pipeline in MRI.
3.1.1 Spatial Normalization or Registration
Spatial Normalization, also known as registration, is the procedure by which
every subject’s brain is mapped from their individual space to a standard ref-
erence system. Registered images allows our system to overcome the individ-
ual differences in position and anatomy by establishing a common reference
space in which a given coordinate represent the same anatomical position in
all brains in the dataset.
There exist a number of pieces of software widely used for registering im-
ages, such as FreeSurfer [68] or FSL (in the FLIRT and FNIRT package) [119].
They them perform linear, non-rigid and elastic transformations or a combi-
nation of these. In this work we have used the software Statistical Parametric
Mapping Software, version 8 (SPM8) [98] to perform registration of all the MRI,
SPECT and PET datasets, and therefore we will focus on how it performs these
procedures.
Linear registration usually refers to the affine transformation, a matrix mul-
tiplication that includes 12 parameters for translation, rotation, scale, squeeze,
shear and others:

x ′
y ′
z ′
1
 =

a00 a01 a02 a03
a10 a11 a12 a13
a20 a21 a22 a23
0 0 0 1


x
y
z
1
 (3.1)
This matrix multiplication is performed globally, as it transforms the whole
image, not accounting for local geometric differences. In equations 3.2, 3.3
and 3.4 we give an example of the parameters that are computed for scale,
translation and shear in 3D:
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scale =

sx 0 0 0
0 sy 0 0
0 0 sz 0
0 0 0 1
 (3.2)
translation =

1 0 0 ∆x
0 1 0 ∆y
0 0 1 ∆z
0 0 0 1
 (3.3)
shear =

1 hxy hxz 0
hyx 1 hyz 0
hzx hzy 1 0
0 0 0 1
 (3.4)
The combination of all these operations result in the estimation of the twelve
parameters in Eq. 3.1, which are the ones used in SPM8. The estimation of
these parameters is performed via the optimization of a cost function, that in
SPM8 can be the minimum squared difference between the source image and
the template [98] in the case of within-modality registration, or the mutual
information in between-modality registration. These functions are also used
in FLIRT [134], whereas FreeSurfer uses the Tukey’s biweight function (in
mri_robust_template) [48].
After the affine transform, the software usually performs a fine-tuning step
via nonrigid transformations, to account for relevant anatomical differences
between subjects. Nonrigid transformations range from the use of radial basis
functions, physical continuum models and the large deformation models, or
diffeomorphisms, that SPM8 uses. These procedures work by estimating a
warp-field and then, apply it to the affine-registered images. An example of
the differences of using only affine registration and applying diffeomorphisms
can be found at Figure 3.2.
3.1.1.1 Co-registration
Sometimes we have several image modalities of the same subject, for exam-
ple MRI and PET or functional MRI, often acquired at the same time. In this
particular case, we can use the higher resolution MRI image to calculate the
affine parameters and warping, and apply those to all modalities of the same
subject. To do so, we perform a first co-registration, that is, a registration of
the lower-resolution images (e.g. PET) to its correspondent MRI image. Being
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ORIGINAL AFFINE NON-RIGID
(a) Comparison in MRI.
ORIGINAL AFFINE NON-RIGID
(b) Comparison in PET.
Figure 3.2: Comparison of the affine registration and the application of non-linear
transformations to both MRI and PET images of the same ADNI subject.
anatomically similar, the co-registration usually comprises a single affine trans-
formation. Afterwards, we can proceed with the registration of that MRI image
to the template, and apply the same transformation to all its co-registered im-
ages.
3.1.1.2 The MNI Space
In this thesis, all images are coregistered to the Montreal Neurological In-
stitute (MNI) space [136]. This is the most widely used coordinate system,
recently adopted by the International Consortium for Brain Mapping (ICBM)
as its standard template. The three-dimensional coordinate system defined in
MNI was intended to replace the Tailarach space, an older system based on a
dissected brain, that was used to compose an atlas by Tailarach and Tournoux
[166]. The current template is known as ICBM152, and features the average
of 152 normal MRI scans matched to a previous version of the MNI template
using a nine parameter affine registration.
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3.1.2 Segmentation
When using MRI images in this thesis, we often refer to grey matter (GM) and
white matter (WM) maps, which is the result of the segmentation of the original
data. Segmentation aims at producing maps of the distribution of different
tissues, and it generally addresses GM, WM and CSF classes, although some
software can also output data for bone, soft tissue or very detailed functional
regions and subregions [128].
In this thesis we have used the VBM toolbox of the SPM8 software, which
yields GM, WM and CSF maps. It features an Expectation-Maximization (EM)
algorithm to model the distribution of the tissue classes as a mixture of gaus-
sians and, by combining this distribution-based information with tissue prob-
ability maps using a bayesian rule, the software produces joint posterior prob-
ability maps for each tissue. To clean up the segmentation maps, a series
of iterative dilations and erosions are used. Finally, since brain regions are
expanded or contracted at the spatial normalization step, we can scale the seg-
mented maps using modulation, producing final maps where the total amount
of grey matter is preserved.
3.2 Intensity Normalization
Generally, structural modalities such as T1 and T2-weighted images are con-
sidered unitless, in contrast to functional imaging, in which each voxel’s inten-
sity represent the distribution of some biomarker, such as glucose metabolism,
dopamine transporters, etc. These amounts are affected by many sources of
variability that can affect the final values: individual contrast uptake, radio-
tracer decay time, metabolism, etc. Therefore, along with the previous spatial
normalization, there is a need to normalize the intensities of the images, so
that the amount they represent is comparable between subjects.
In the case of intensity normalization, the method acts as a linear trans-
formation of the image intensities, preserving fundamental information such
as contrast between regions. This approximation estimates the new intensity
values I ′ as:
I ′ = I/Ip (3.5)
where Ip is a constant parameter, unique for each image. After this division,
the new intensities should be directly comparable. The technique used to com-
pute the normalization parameter varies, ranging from the simplest normaliza-
tion to the maximum [47, 77] to complex methodologies that use assumptions
about the image’s Probability Density Function (PDF).
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The normalization to the maximum strategy computes Ip as the average value
of the 95th bin of the histogram of the image. In other words, this mean
averaging the 5% higher intensity values and use this mean as Ip. Another
useful approach is the so-called integral normalization, which computes Ip as
the sum of all values in the image.
Other approaches involves some a-priori knowledge about the intensity dis-
tribution of normal subjects in a certain modality. This is the case of setting
Ip to the Binding Potential (BP), a ratio between the intensities at specific and
non-specific areas [113].
Finally, more advanced approaches use a general linear transformation of
the image:
I ′ = aI+ b (3.6)
The parameters a and b are so that the PDF of a given matches a reference PDF.
There exist methods that use the histogram [154], the gaussian distribution or
the alpha-stable distribution [39]. In this latter case, the parameters a y b are
computed as linear transformations of some distribution’s parameters:
a =
γ∗
γ
, b = µ ∗+γ∗
γ
µ (3.7)
where γ∗ and γ are the dispersion parameters of the alpha-stable intensity
distribution of the non-normalized and the reference image respectively, and
µ∗ and µ are the location parameters of the same images.
Despite traditionally structural modalities such as MRI did not use intensity
normalization, there exist a new tendency towards the use of quantitative T1
- weighted (qT1) and quantitative T2 - weighted (qT2) images [43] that provide
biomarkers for absolute measures such as myelination, water and iron levels.
This strategy is especially designed to overcome different sources of variability
that affect multicentre studies, e.g. magnetic field inhomogeneity, noise, evolu-
tion of the scanners, etc. The role of those in multi-centre studies is addressed
at chapter 7.
See Figure 3.3 for a comparison between different strategies of intensity
normalization on the same DaTSCAN images.
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(a) No Normalization. (b) Normalization to the Maximum.
(c) Integral Normalization. (d) Normalization using α-stable distribu-
tion.
Figure 3.3: Comparison between different types of intensity normalization, applied to
the VDLN-DAT dataset (see Appendix A).
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3.3.1 Cross-validation
Some machine learning applications such as digit or faces recognition use
tens of thousands of images as input. In these cases, the common practice
is to divide randomly the data in three subsets: training, validation and test-
ing [151]. However, in neuroimaging, sample size is an issue. In contrast to
those applications, we only have hundreds of patients in the best case, and the
estimation of the performance using these subsets might not be reliable.
In these cases, Cross-validation (CV) is used to obtain more accurate perfor-
mance measures. CV performs a division of the dataset into several subsets
X = S1,S2, ...Sk and iteratively use some of these subsets for training or test-
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Figure 3.4: Evolution of bias and variance when increasing the number of folds in a
k-fold CV.
ing. The simplest CV estimator is k-fold. This approach uses k equally-sized,
non-overlapping subset. For each subset Si (or “fold”, hence the name), the
model is trained on all subsets Sk∀k 6= i, and then evaluated on Si. The perfor-
mance measures, e. g.accuracy, are obtained as the average of the accuracies
on each fold.
A particular case where k = N (where N is the exact number of subjects
in the dataset) is Leave-One-Out (LOO). This estimator is approximately unbi-
ased for the true accuracy, but can have high variance because there is much
overlapping between the N training set [71]. This imply that the learned mod-
els are correlated, and therefore, dependent. All CV strategies with k > 2 have
overlap, and therefore, high variance. See how variance and bias evolve in a
k-fold validation in Figure 3.4.
A k = 10 is assumed as a good compromise between variance and bias in
many works [71, 157]. In this thesis, when referring to k-fold, we often use 10-
fold stratified cross validation, which is a subclass of k-fold with 10 divisions
where the distribution of classes within each fold is similar to the distribution
of classes in the whole dataset, making the estimates more accurate [157].
3.3.2 Classication Performance
From each iteration in the CV loop, a confusion matrix is obtained, from
which all performance measures will be obtained.
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Predicted
Positive Negative
Actual
Positive True Positive False Positive
Negative False Negative True Negative
Table 3.1: Confusion matrix and its parts
The confusion matrix (see Table 3.1) accounts for the number of correct
and incorrect predictions: True Positives (TPs) and True Negatives (TNs) are
correct predictions, and False Positives (FPs) and False Negatives (FNs) are
incorrect predictions. It also allow us to identify which type of error is our
model making, which in hypothesis testing are known as type I errors( FPs)
and type II errors (FNs). The confusion matrix is the basis for computing other
performance measures, such as accuracy (acc), sensitivity (sens) or specificity
(spec).
acc =
TP+ TN
TP+ TN+ FP+ FN
(3.8)
sens =
TP
TP+ FN
(3.9)
spec =
TN
TN+ FP
(3.10)
Sensitivity is also known as TP rate or recall in the literature, and specificity
is known as TN rate. Sensitivity is widely used in the medical literature, since
it gives an idea of how “sensitive” is our model to the patterns related to a
disease (usually considered a positive detection or class).

Part II
REDUC ING THE FEATURE SPACE

4 I MAGE DECOMPOS I T ION
In this chapter, we will focus on those CAD systems that use a combination of
an image decomposition method and feature selection by means of hypothesis
testing. These variety of methods have been published in [24, 35, 47, 59].
Image decomposition methods model a set of samples as a linear combina-
tion of c latent variables, also known as components. These variables can be
considered as the basis of a c-dimensional space where each sample is repre-
sented by a feature or coordinate vector of length c. The i-th neuroimage in
our dataset can be therefore decomposed as:
xi = s0w0+ s1w1+ · · ·+ scwc+  = sW+  (4.1)
Where si is the coordinate (or component score) of the current image in the
i-th dimension of the new space defined by all the base vectors wi (component
loadings), and  is the error of the estimation. Figure 4.1 shows an illustration
of the process.
Figure 4.1: Illustration of how decomposition algorithms such as FA and ICA work on
a PET-FDG brain image.
Many signal decomposition techniques are used in the literature, for exam-
ple PCA or PLS [13, 40, 56, 60, 78]. We will focus on two less known decom-
position algorithms Factor Analysis (FA) and Independent Component Anal-
ysis (ICA), which we will integrate in different CAD systems using a pipeline
similar to the one displayed at Figure 4.2. This pipeline involves feature se-
lection (for reducing the dimensionality), decomposition of the feature vectors
and classification.
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Figure 4.2: Illustration of the system used in chapter 4.
4.1 Feature Selection
Feature selection is our first strategy to reduce the feature space dimensiona
[5], and it is often used along with feature extraction in order to build more
complex pattern recognition systems. It refers to any strategy intended to find
a subset of the original features containing the more suitable ones according to
a certain criterion. Therefore, irrelevant features are discarded, and resultant
models are faster and more cost-effective [124]. However, it usually requires an
additional optimization to find the parameters for the optimal feature subset,
and furthermore, it is impossible to guarantee that the optimal features for the
subset are the same of the full feature set [122].
In this work, we will use filtering methods to perform feature selection. As
we introduced in section 2.4.2, filtering methods are based on the computation
of a feature relevance score directly on the data. The relevance score is used to
sort the different features, discarding those with a lower score, and it is usu-
ally computed independently for each feature, in what is called a univariate
approach [102].
Feature selection can be used before or after feature extraction. When using
computationally-intensive algorithms such as FA or especially ICA, the selec-
tion of best features prior to the decomposition is key to obtain high perfor-
mance while keeping the computation times small [47, 59]. This also removes
noise in some cases where the decomposition algorithm cannot correctly com-
pute the variance.
Three feature selection algorithms have been used in this thesis, not only in
the CAD systems proposed in this chapter, but also in many other models that
will be presented later: the t-Test, the Kullback-Leibler divergence or Relative
Entropy, and the Mann-Whitney-Wilcoxon rank test.
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4.1.1 t-test
The t-test is an old friend of statisticians. In this work we will use the
independent two-sample t-test [66]. It quantifies the differences between two
classes assuming independent variances. Let Xfi a vector containing the f-
th feature of all elements in class i. The t-score of the f-th feature can be
computed as:
tf =
X¯f1 − X¯
f
2√
σ2
Xf
2
+σ2
Xf
1
n
(4.2)
where σ2
Xfi
is the variance and X¯fi is the average of the f-the feature within
class i. The t-test is extensively used in the neuroimaging community, and it
is the basis for the SPM and VBM analyses [98]. See figure 4.13a for an example
of the t-test computed on the adni-pet database.
4.1.2 Relative Entropy
Another alternative is the relative entropy, also known as Kullback-Leibler
(KL) divergence. It is a non-symmetric measure of the difference between
two probabilities distributions. Let us assume that Xf1 and X
f
2, the vectors
containing the f-th feature of all elements in class i, are two discrete random
variables. Therefore, the relative entropy can be calculated with equation 4.3
[147].
REf =
σ2Xf2
σ2
Xf1
+
σ2
Xf1
σ2
Xf2
− 2
+ 1
2
(
X¯f2 − X¯
f
1
)2 1
σ2
Xf1
+
1
σ2
Xf2
 (4.3)
using the same notation than in t-test. See figure 4.13b for an example of the
computed relative entropy on the adni-pet database.
4.1.3 Mann-Whitney-Wilcoxon (MWW) U-test
The Mann-Whitney-Wilcoxon (MWW) rank test, also known as U-test, as-
signs a rank to all values in the vector corresponding to the f-th feature, Xf,
without considering any class. The method used to assign a rank is the ‘aver-
age’, which means that each value is assigned with the average of the ranks
that would have been assigned to all the tied values. This means that, for
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example, in the case of the vector Xf = (0, 2, 3, 2), the ranks assigned to each
element would be Rf = (1, 2.5, 4, 2.5).
Let n1 and n2 be the number of elements in class 1 and 2 respectively, and
Rf the vector of ranked elements. We proceed by selecting the first n1 elements
in Rf by:
Rfn1 = R
f
i ∀i ∈ (0,n1) (4.4)
The U-score for the f-th feature and the first class will be:
Uf1 = n1n2 +n1
n1+ 1
2
−
∑
Rfn1 (4.5)
And it can be computed for the second class as the remainder:
Uf2 = n1n2 −U1 (4.6)
The final Uf can be assigned to either Uf1, U
f
2 or minU
f
1,U
f
2 [66], but the
usual approach nowadays is to assign Uf = Uf2. Unlike t-test, MWW test does
not assume any distribution, and therefore is less likely to spuriously indicate
significance because of the presence of outliers. Under the normal distribution,
it performs relatively similar [66]. See figure 4.13c for an example of the MWW
U-test computed on the adni-pet database.
4.2 Decomposition Algorithms
The feature selection algorithms presented above will perform a significant
feature reduction, from hundreds of thousands of voxels to a few thousands.
These few thousands voxels are considered the best in discriminating between
CTL and affected subjects in each of the diseases. The feature selection strategy
can be thought of as a mask, in which only the most relevant regions according
to the tests are selected (see Figure 4.13).
However, this number of features is still large, and therefore, further feature
reduction can be applied by performing a decomposition of the masked re-
gions. We have used two algorithms in our CAD systems: Factor Analysis (FA)
and Independent Component Analysis (ICA).
4.2.1 Factor Analysis (FA)
Factor Analysis (FA) was used in [47, 59] to perform feature extraction in
CAD systems. This strategy assumes that each image in the database is a
realization of a given experiment. FA then models each of the N observations
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(a) Original (b) FA reconstruction (c) ICA reconstruction
Figure 4.3: Original PET image from the adni-pet dataset, and examples of recon-
struction using FA or ICA, with 10 components.
(or subjects) as the expression of c unobserved variables, known as factors.
The model follows the general decomposition equation (Eq. 4.1), but assuming
that the dataset matrix X is zero-centred. That is, that we have subtracted the
mean prior to the computation. In matrix form, Eq. 4.1 can be rewritten as:
X− µ = SW+  (4.7)
The columns of W are known as factors, and the rows of S are known as
loadings (similar to the concept of component loading and component scores
in PCA). Thanks to this, we can convert the original dataset X of size N× f
into S, of size N× c. The procedure of computing the decomposition imposes
some assumptions on W:
• W and  must be independent.
• E[W] = 0.
• Cov(W) = I, which ensures that the factors are uncorrelated.
Now we can rewrite Eq. 4.7 as:
Cov(X− µ) = Cov(SW+ ) (4.8)
Under the previous constraints, and setting Σ = Cov(X − µ), Eq. 4.8 be-
comes:
Σ = SCov(W)ST −Cov() (4.9)
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Since Cov(W) = I, and making Cov() = Ψ, the diagonal matrix containing
the specific variances of the reconstruction error, we obtain the alternative
form of FA:
Σ = SST −Ψ (4.10)
The mean µ, and the matrices S and Ψ are obtained via Maximum Likeli-
hood estimation. To guarantee an unique solution, we impose that STΨ−1S
is a diagonal matrix. Then, we obtain the parameters by maximizing the log-
likelihood given by the following expression:
`(µ,S,Ψ) = −
np
2
log 2pi−
n
2
log
∣∣∣SST +Ψ∣∣∣− 1
2
n∑
i=1
(xi − µ)T (SST +Ψ)(xi − µ)
(4.11)
FA differs from PCA mainly because it performs an estimation of the noise,
and needs the number of factors c as an input. Choosing c is not a naive task.
A large c can yield a small reconstruction error, but the factors will not be
representative enough, leading to overfitting of the subsequent model. Con-
versely, a small c can lead to a large reconstruction error, causing information
loss. We have computed the reconstruction error variance over the adni-pet
dataset, and plotted it in Figure 4.4 (similar graphs can be obtained for other
databases. This proves that the error is assymptotical as we increase c, and
therefore, once arrived at certain error, the improvements are not significant.
To observe how the error affects the reconstruction, in Figure 4.3b we can
compare a reconstructed image with its corresponding original.
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Figure 4.4: Specific variance of reconstruction error Ψ using FA, in function of number
of factors extracted (K) for adni-pet database (the behaviour is similar
in other datasets).
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4.2.2 Independent Component Analysis (ICA)
Independent Component Analysis (ICA) [139] is an algorithm that performs
decomposition imposing that the resulting components must be independent.
It was used in [47, 59, 73] as part of a CAD system, and it had been used in
other medical imaging applications such as segmentation [95].
ICA was born as a solution to the blind source separation problem, in which
the aim is to estimate c independent sources from a series of mixed signals
[139]. To do so, we assume the source signals to be non-gaussian, in addition
to the independence assumption mentioned before. That is why their authors
consider ICA to be a non-gaussian version of FA [125], although due to this
assumption, the results are very different to those obtained in FA.
Unlike FA, ICA does not account for noise in the estimation procedure, and
therefore the equation 4.1 remains:
X =WS (4.12)
where S are the component scores and W are the component loadings, ‘sources’
or ‘mixing matrix’. Given that ICA lacks a noise term, there is a procedure
called whitening that must be applied for the algorithm to converge [139]. The
whitening implies a linear transformation of the i-th observed variable xi into
a white vector x˜i so that its covariance matrix equals the identity:
E{x˜ix˜Ti } = I (4.13)
This procedure is often performed using the eigen-value decomposition
(EVD) of the covariance matrix E{xixTi } = EDE
T . E is the covariance matrix
containing the eigenvectors of E{xixTi }, and D is a diagonal matrix whose di-
agonal elements are the eigenvalues of E{xixTi }. Whitening is done using the
following equation:
x˜i = ED−1/2ETxi (4.14)
This procedure transform the mixing matrix to:
x˜i = ED−1/2ETWsi (4.15)
which is indeed orthogonal, as can be seen here:
E{x˜ix˜Ti } = W˜E{s˜is˜
T
i }W˜
T = W˜W˜T = I (4.16)
This property reduces the number of parameters to be estimated, since an
orthogonal matrix contains n(n− 1)/2 degrees of freedom, in contrast to the
n2 degrees of freedom of the original mixing matrix W.
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As a consequence of the central limit theorem, we can assume that the sum
of a large number of independent random variables is approximately nor-
mally distributed, regardless of the individual statistical distributions [110].
This property is used to maximize non-gaussianity and independence in the
sources using any independence criteria such as the kurtosis or negentropy.
4.2.2.1 FastICA
In this work, we will use the FastICA algorithm. FastICA is a block fixed-
point iteration algorithm [143, 152] based on negative entropy, or negentropy,
as a non-gaussianity measure. Fixed-point algorithms converge faster than
adaptive algorithms [143]. FastICA can be considered a neural algorithm [139],
where we update the weight vector w using a learning rule that finds the direc-
tion w, a unit vector such that the projection wTxi maximizes non-gaussianity
[143].
For a random vector y, negentropy can be defined as:
J(y) = H(ygauss) −H(y) (4.17)
where ygauss and y share the same covariance matrix, although y is not a
gaussian random variable, while ygauss is. There are many approximations
to negentropy. The FastICA defines negentropy using the function:
J(y) ∝ [E{G(y)}− E{G(ν)}]2 (4.18)
where we assume that y is of zero mean and unit variance, ν is a Gaussian vari-
able sharing the same mean and variance, and G(x) can be any non-quadratic
function. Many functions have been proposed, but in this algorithm we use
either G(x)1 = (1/a1) log cosh(a1x) with 1 < a1 < 2 or G(x)2 = exp(−x2/2)
[143]. With these measures, we can compute the derivatives of these functions
by:
g1(x) = tanh(a1x), (4.19)
g2(x) = x exp(−x2/2) (4.20)
The algorithm for the one-unit version of FastICA can be defined [143] as:
1. Choose an initial (e.g. random) weight vector w.
2. Let w+ = E{xg(wTx)}− E{g ′(wTx)}w
3. Let w = w+/‖w+‖
4. If not converged, go back to 2.
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The algorithm considers that the values of w converge when their dot prod-
uct is close to 1, that is, they are pointing in the same direction. Note that
the expectations are computed as the sample mean. Additional modifications
were presented in [139], in which step 2 is converted to a Newton iteration
and further simplification is performed.
The four steps presented before compute one single component. Under the
neural assumption, these steps are those performed at one single computa-
tional unit or neuron. We can then extend the procedure to c components by
defining c neurons with weight vectors w1, ...,wc so that W = (w1, ...,wn)T .
The outputs wT1x, ...,w
T
nx must be decorrelated to prevent them from converg-
ing to the same maxima, using one of the three methods proposed in [139]. In
this work, we have used a two-step iterative algorithm [139] to decorrelate the
outputs after each iteration:
1. Let W =W/
√
‖WWT‖.
2. Let W = 32W−
1
2WW
TW
And repeat step 2 until convergence. For simplicity, the norm in step 1 can
be computed as any norm but the Frobenius norm, for example, the L2-norm
or the largest absolute row sum.
4.3 Results
In this work we will analyse the behaviour of the system proposed in the
introduction and illustrated at Figure 4.2. The system comprises the selection
of the most relevant voxels using filtering methods (we will focus on t-test,
relative entropy and wilcoxon) and a feature decomposition of these feature
vectors using either FA or ICA. Finally, we perform classification using a SVC
with linear kernel, and performance values are obtained via cross-validation
(see section 3.3 for more information).
We have varied the number of selected voxels and the number of factors or
components depending on the algorithm and the dataset, and evaluated the
system with those characteristics. That way, we obtain an estimation of the
performance of the system in different situations, so that we can draw conclu-
sions on the disease patterns and the ability of the system in the detection of
different diseases.
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4.3.1 Alzheimer’s Disease
We begin by applying the proposed feature selection plus decomposition
pipeline to the two functional neuroimaging datasets related to AD: adni-pet
and vdln-hmpao. For this experiment we will use a maximum of 20, 000
selected voxels and 25 components.
4.3.1.1 Factor Analysis
First, we test FA as a decomposition technique. In Figure 4.5 we average the
accuracy over the number of voxels or the number of components respectively,
to look at how these variables affect the performance of the system, and we
do this for the three filtering methods used.
We can observe that the results are generally better when using the adni-
pet dataset than with the vdln-hmpao, and this is especially notorious
when using the relative entropy selection criterion. The performance tends
to slightly increase with the number of voxels selected, but that is not the case
with the number of components. By looking at figures 4.5b, 4.5d and 4.5f,
it seems that a relatively small number of components (approximately 6) is
enough to obtain good performance, and afterwards, the performance holds
or even decreases.
4.3.1.2 Independent Component Analysis
In this section, we compute the results of applying ICA to the adni-pet
and vdln-hmpao datasets. Figure 4.6 depicts the average accuracy over the
number of voxels or the number of components respectively for the different
selection criteria.
The case is similar to the one presented in section 4.3.1.1, where the perfor-
mance slightly improves when increasing the number of selected voxels. The
performance is again better when using the adni-pet dataset than with the
vdln-hmpao, although the behaviour remains similar.
The results change when varying the number of components. In this case,
although good performance is obtained within the first 5 components in most
cases, the model achieves similar performance in both datasets with compo-
nents between 5 and 10, and then, the estimates diverge. In the vdln-hmpao,
the performance starts to decrease after this number of components, whereas
when using the adni-pet dataset, the higher average performance is obtained
with c > 15, especially in the case of the t-test or the wilcoxon selection crite-
ria).
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Figure 4.5: Average performance and standard deviation of the proposed system us-
ing the two AD datasets, FA and the three feature selection criteria: t-test
-(a) and (b)-, relative entropy -(c) and (d)- and wilcoxon -(e) and (f)-.
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Figure 4.6: Average performance and standard deviation of the proposed system us-
ing the three AD datasets, ICA and the three feature selection criteria: t-test
-(a) and (b)-, relative entropy -(c) and (d)- and wilcoxon -(e) and (f)-.
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Figure 4.7: Performance of the proposed system using the two AD datasets: adni-
pet and vdln-hmpao at the operation point, and how they vary over
the number of selected voxels.
4.3.1.3 At the Operation Point
Now we focus on non-averaged values, the values for which our system is
optimal: the operation point. In this scenario we see that the tendency is that
all systems behave similarly.
When increasing the number of selected voxels, we can see that the system
tends to slightly increase its performance in both datasets and decomposition
strategies, (Figure 4.7). For the adni-pet dataset, the maximum accuracies
are obtained with a large number of voxels f > 15000, however, in the case of
vdln-hmpao, we obtain similar performance with fewer voxels, f < 7000 in
all selection criteria.
Now we can focus on the performance variations over the number of com-
ponents in Figure 4.8. The accuracy slightly varies almost in any case, and
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Figure 4.8: Performance of the proposed system using the two AD datasets: adni-
pet and vdln-hmpao at the operation point, and how they vary over
the number of components used in the decomposition.
there is a steep increase in the performance within the first five components
in both FA and ICA.
A particular case is the combination of FA and the relative entropy selection
criteria applied to the vdln-hmpao dataset. In this case there seems to be a
trend to achieve a maximum performance at less than 5 components. However,
with the adni-pet dataset the performance holds and achieves maximum
accuracy with c u 20.
In Table 4.1 we show the performance values obtained at the operation point
for our different tests combining decomposition algorithms and selection cri-
teria. It is obvious that both datasets obtain similar performance, with values
close to 0.9. These values are compared to the baseline classification perfor-
mance, quantified using VAF [120]. From this, we can see that the decompo-
sition systems always perform better than the baseline, but this difference is
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DB Dec. Criterion Accuracy Sensitivity Specif icity
ADNI-
PET
VAF - 0.882± 0.064 0.876± 0.099 0.890± 0.097
FA
t-test 0.893± 0.074 0.886± 0.119 0.901± 0.101
entropy 0.893± 0.074 0.894± 0.092 0.891± 0.088
wilcoxon 0.903± 0.066 0.917± 0.079 0.891± 0.082
ICA
t-test 0.903± 0.071 0.893± 0.100 0.910± 0.107
entropy 0.898± 0.059 0.917± 0.088 0.881± 0.084
wilcoxon 0.903± 0.066 0.906± 0.097 0.901± 0.094
vdln-
hmpao
VAF - 0.802± 0.074 0.803± 0.088 0.805± 0.145
FA
t-test 0.885± 0.076 0.890± 0.127 0.875± 0.149
entropy 0.896± 0.092 0.907± 0.150 0.875± 0.139
wilcoxon 0.885± 0.076 0.923± 0.130 0.825± 0.154
ICA
t-test 0.885± 0.073 0.923± 0.130 0.825± 0.154
entropy 0.885± 0.076 0.903± 0.132 0.850± 0.130
wilcoxon 0.885± 0.076 0.907± 0.130 0.850± 0.152
Table 4.1: Accuracy, sensitivity, specificity, and their standard deviation at the opera-
tion point for each method and its corresponding feature selection criterion,
using two AD datasets.
especially large in the case of the vdln-hmpao dataset, which contains very
noisy images.
Overall, all methods achieve similar values of accuracy, sensitivity and speci-
ficity. When analysing the adni-pet dataset, the wilcoxon selection criteria
seems to outperform the rest especially with ICA, with a higher accuracy and
sensitivity. On the other hand, with the vdln-hmpao dataset, either the t-
test or the wilcoxon achieves higher sensitivity, but there is no difference in
accuracy when decomposing with the ICA algorithm. When using FA decom-
position, the relative entropy seems to perform better. In general, there seems
to be little difference among methods, and a curious relationship between the
relative entropy selection and the vdln-hmpao dataset that we will discuss
later.
4.3.2 Parkinson’s Disease
Now we will look at how the proposed CAD system behaves when applied
to the three DaTSCAN datasets: vdln-dat, vdlv-dat and ppmi-dat. For
this experiment we will use a maximum of 1500 selected voxels and 25 com-
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ponents, and images that have been previously intensity normalized using the
integral normalization algorithm (see section 3.2).
4.3.2.1 Factor Analysis
Firstly, we will explore the average behaviour of the system that uses FA as a
decomposition technique. For this purpose, as in previous sections, Figure 4.9
shows how the average performance varies when increasing the number of
voxels selected and the number of components extracted.
In this case there is a clear difference between datasets, since some of them
are more complex than others, usually due to a typical acquisition procedure
in DaTSCAN and the subclasses of PKS included. In the vdln-dat, the im-
ages were often composed only of a few cuts around the striatum, whereas
in PPMI and vdlv-dat this rarely happens. That would explain the average
outperformance of these two datasets over the vdln-dat in almost all cases.
Their behaviours are consistent. Usually, there is no variation with the num-
ber of voxels selected (except in the case of the vdln-dat dataset and the
relative entropy selection criterion). However, there are repeated trends re-
garding the number of components or factors used in the computation. We
can see that the performance increases in the first components, and once we
have achieved a decent performance (between 4 and 6 components), it starts
to decrease. This could mean that the use of more than 5 or 6 components
only introduces noise and leads to a wrong decomposition.
Again, this behaviour is consistent with the vdln-dat dataset, except for
one case. It does seem that the interaction between the vdln-dat dataset and
the relative entropy selection criterion leads to a very different model. We will
explore this question later, in the discussion.
4.3.2.2 Independent Component Analysis
Regarding the application of the ICA decomposition model to the DaTSCAN
datasets. In Figure 4.10 we present the average accuracy achieved by this
model using three different selection criteria and the three PKS datasets.
In average, ppmi-dat and vdlv-dat achieve similar performance, while
vdln-dat generally achieves much poorer results. However, the behaviour
of the system when varying the number of voxels or number of components
is similar in all three datasets. The tendency is that accuracy does not signif-
icantly vary when increasing the number of voxels (except in the case of the
relative entropy and vdln-dat). In contrast, when varying the number of
components, we observe that the maximum performance is achieved in the
first components, typically between 5 and 10.
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Figure 4.9: Average performance and standard deviation of the proposed system us-
ing the three PKS datasets, FA and the three feature selection criteria: t-test
-(a) and (b)-, relative entropy -(c) and (d)- and wilcoxon -(e) and (f)-.
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Figure 4.10: Average performance and standard deviation of the proposed system us-
ing the three PKS datasets, ICA and the three feature selection criteria:
t-test -(a) and (b)-, relative entropy -(c) and (d)- and wilcoxon -(e) and
(f)-.
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4.3.2.3 At the Operation Point
Let us now have a look at the behaviour of this system at the operation point,
using the parameters c and f for which our system is optimal. When varying
the number of voxels selected, we obtain the graphs presented at Figure 4.11.
In this case, we obtain again that our system maintains approximately the
same performance regardless of the number of voxels selected on both the
ppmi-dat and the vdlv-dat datasets. In contrast, the performance rises
when we increase the number of selected voxels on the vdln-dat dataset,
especially when using the relative entropy criterion. This latter dataset also
performs worse, whereas the vdlv-dat achieves the best performance.
As for the changes in performance when varying the number of compo-
nents, the results for both FA and ICA based systems are shown in Figure 4.12.
In this first case, the most evident result is the general performance of our
system in the three datasets. It is clear that the system performs better when
tested on vdlv-dat than when tested on ppmi-dat, and both datasets outper-
form vdln-dat. It is even clearer that when testing on vdlv-dat, the results
are similar using any type of decomposition and selection criteria, with sim-
ilar performance. We hypothesize several reasons for this behaviour at the
discussion of this chapter.
The tendency of the performance at the operation point is similar to the av-
erage behaviour commented before. In general, there is an accuracy increasing
in the first components (usually, between 5 and 10 depending on the decom-
position) and then, the performance remains stable. Again, the combination
of relative entropy selection and vdln-dat leads to striking results. For this
dataset, the higher performance is obtained with more than 10 components
(c = 14), and it shows higher variability than other datasets.
Now we will focus on the specific performance values obtained at the opera-
tion point, that can be seen in Table 4.2. In this table we observe the differences
in performance between datasets and also between CADs using each decompo-
sition strategy.
In general, the systems using ICA tend to perform slightly better than those
using FA, although the difference is small. There is little difference between
selection criteria as well, although the combination of relative entropy and ICA
seems to work better, at least in the ppmi-dat and vdln-dat (in vdlv-dat
all combinations perform equally well).
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Figure 4.11: Performance of the proposed system using the two PKS datasets: ppmi-
dat, vdln-dat and vdlv-dat at the operation point, and how they
vary over the number of selected voxels.
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Figure 4.12: Performance of the proposed system using the two PKS datasets: ppmi-
dat, vdln-dat and vdlv-dat at the operation point, and how they
vary over the number of components used in the decomposition.
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DB Dec. Criterion Accuracy Sensitivity Specif icity
ppmi-
dat
VAF - 0.800± 0.071 0.831± 0.093 0.747± 0.112
FA
t-test 0.917± 0.037 0.918± 0.095 0.918± 0.091
entropy 0.917± 0.060 0.918± 0.076 0.921± 0.120
wilcoxon 0.912± 0.056 0.927± 0.098 0.889± 0.102
ICA
t-test 0.917± 0.056 0.900± 0.095 0.948± 0.109
entropy 0.928± 0.055 0.909± 0.091 0.961± 0.090
wilcoxon 0.912± 0.070 0.909± 0.100 0.920± 0.118
vdln-
dat
VAF - 0.796± 0.129 0.860± 0.143 0.675± 0.208
FA
t-test 0.856± 0.111 0.887± 0.178 0.795± 0.164
entropy 0.890± 0.098 0.875± 0.118 0.910± 0.116
wilcoxon 0.864± 0.070 0.916± 0.114 0.780± 0.183
ICA
t-test 0.864± 0.101 0.873± 0.174 0.840± 0.166
entropy 0.907± 0.075 0.889± 0.124 0.935± 0.131
wilcoxon 0.873± 0.108 0.859± 0.181 0.890± 0.151
vdlv-
dat
VAF - 0.918± 0.062 0.900± 0.094 0.926± 0.087
FA
t-test 0.957± 0.063 0.910± 0.094 0.973± 0.065
entropy 0.952± 0.037 0.940± 0.066 0.964± 0.064
wilcoxon 0.957± 0.033 0.940± 0.066 0.973± 0.065
ICA
t-test 0.952± 0.037 0.940± 0.066 0.964± 0.064
entropy 0.947± 0.045 0.940± 0.066 0.955± 0.076
wilcoxon 0.952± 0.037 0.940± 0.066 0.964± 0.064
Table 4.2: Accuracy, sensitivity, specificity, and their standard deviation at the opera-
tion point for each method and its corresponding feature selection criterion,
using three PKS datasets
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4.4 Discussion
Now we will discuss the general behaviour of the selection and decompo-
sition algorithm in the CAD systems proposed and how they perform on the
different diseases and databases.
Our CAD system performs reasonably well on the AD datasets, where it
achieves around 90% accuracy, and more than 92% sensitivity. This is achieved
in both systems composed by FA and ICA regardless of the selection criterion
chosen. The system outperforms the visual analysis, estimated using VAF [120],
in both cases.
In [59] and [47], the systems achieved better performance (up to 95.1% ac-
curacy) when using multivariate quadratic classifiers and ICA, different from
the SVC used here. We have chosen to evaluate the system only on linear SVCs
for two main reasons. First, it favours a side-by-side comparison between all
methods applied to different datasets in this thesis. And second, multivariate
quadratic classifier could be more prone to overfitting, and conversely linear
SVC has been proven to be better generalizable than other systems, even in
environments where the small sample size is the norm [153].
The selected areas on these CAD systems correspond to the highlighted areas
in Figure 4.13, in the case of adni-pet dataset.
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Figure 4.13: Comparison between the different filtering methods, and the regions se-
lected by them, in the adni-pet dataset.
For its part, in the vdln-hmpao different areas are selected as we can see
in Figure 4.14. This is mainly due to a change in the modality that deserves to
be analysed.
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Figure 4.14: Comparison between the different filtering methods, and the regions se-
lected by them, in the vdln-hmpao dataset.
To have a more profound look at the selected regions in both modalities, we
provide Table 4.3, where the AAL regions with an overlapping higher than 0.5
in any of the modalities and selection criteria are displayed.
In the case of the vdln-hmpao dataset, the most interesting regions are
located at the occipital lobe, the angular lobe and few of them in the temporal
lobe. These are selected using almost any of the selection criteria. However,
when using the adni-pet dataset, the only region with a significant overlap-
ping is the angular gyrus, but other regions with a widely documented rela-
tion to AD such as the cingulum, hippocampus and parahippocampal gyrus
are highlighted [96, 160].
It is clearly noticeable that the relative entropy selection criterion focuses on
a variety of regions, but it is the only one able to detect the hippocampus or
parahippocampal gyrus in the PET dataset, which other criteria ignore. It
also focuses more on the different parts of the occipital lobe in the SPECT
dataset. This difference in the selected areas could lead to the different overall
performance observed in Figures 4.5c, 4.5d, 4.6c, and 4.6d.
For its part, wilcoxon and t-test often select similar regions. This can be due
to their similarity under the normal distribution [66], and leads to a higher
performance of the systems both in average and at the operation point (see
Figures 4.5, 4.6, 4.7 and 4.8). From the selected regions, and since t-test and
wilcoxon perform generally better, we can infer the more interesting regions
for AD classification. For the adni-pet dataset, these would be the angular
lobes and the cingulum, whereas for the vdln-hmpao, we can observe differ-
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ences in the angular lobe and also all over the occipital lobe and parts of the
temporal lobe.
Regarding the decomposition method, there seems not to be any significant
differences. Both ICA and FA perform similarly in any dataset, regardless of
the noise contained in the images. However, the differences with the baseline
system are much higher in the case of the vdln-hmpao dataset. This is
perhaps due to the smoother nature of the adni-pet, in which several images
from the same subject were averaged, and therefore, much of the noise was
removed, whereas in the vdln-hmpao images, the noise could be removed
afterwards by discarding many of the lower-significance components.
When applied to the PKS datasets, the results differ from the ppmi-dat and
vdln-dat to the vdlv-dat. These databases differ in the number of subjects
they contain. Whereas in the former there are different subjects with PKS,
including subjects without evidence of dopaminergic deficit (SWEDD), in the
later we only have PD and CTL subjects, which makes the classification easier.
This accuracy differences can be noticed throughout all figures and tables,
although in general, the vdln-dat dataset has the lowest performance, while
the ppmi-dat and vdlv-dat behave similarly in average.
When using FA with the PKS datasets, we observe a similar behaviour to that
already seen with AD datasets: there is little difference in performance when
varying the number of selected voxels, except when using the relative entropy
criterion. In this particular case, there is a rise in the average performance
when increasing the number of selected voxels, which is more noticeable when
using the vdln-dat dataset.
For its part, there are more remarkable variations when increasing the num-
ber of components. Smaller c values lead to a fast increase in performance up
to a maximum. Depending on the selection criterion used, this value varies
from c = 3 when using the t-test to c = 14 for the entropy criterion applied to
vdln-dat. The optimal c is usually located in the interval c ∈ [3, 5] in most
cases, as can be seen in Figure 4.9. A very similar behaviour is achieved when
using the ICA decomposition, as depicted in Figure 4.10.
In AD we provided a table with the selected regions in both PET and SPECT
modalities. Conversely, in DaTSCAN imaging, the selected regions are always
located within the striatum, and the smaller resolution of these images hardly
reveals the underlying structures. The selected regions with either t-test or
wilcoxon fundamentally cover the whole caudate, putamen and globus pal-
lidus, and some external structures as well. However, the relative entropy
criterion focus almost exclusively in the striatum, with a strong preference for
the posterior part, and discards all other regions, introducing less noise.
4.4 Discussion 65
0
2
4
6
8
10
12
14
16
(a) t-test.
0
1
2
3
4
5
(b) Relative entropy.
0.000
0.001
0.002
0.003
0.004
0.005
(c) MWW U-test.
Figure 4.15: Comparison between the different filtering methods, and the regions se-
lected by them, in the ppmi-dat dataset.
This is clearly seen in Figure 4.11 where the performance around the oper-
ation point is displayed. Here, when looking at the vdln-dat dataset, the
correlation between performance and number of selected voxels is more obvi-
ous. As can be seen in Table 4.2, in the two datasets where SWEDD subjects are
included the system which uses relative entropy achieves better results. How-
ever, in the vdlv-dat, where the system only involves PD and CTL subjects,
the performance is very similar using all three selection criteria.
When looking at the evolution of the performance with the number of se-
lected components, (Figure 4.12), the pattern observed in AD holds for the
ppmi-dat and the vdlv-dat datasets. In these cases, maximum performance
is obtained with a relatively small c (between 4 and 8, depending on the
decomposition algorithm). However, with the relative entropy criterion, the
vdln-dat still needs a higher number (more than 10) to reach the operation
point.
All these differences in behaviour could be due to a higher variability in
vdln-dat, compared to the other two datasets. The number of components
needed, especially in FA, points to a more complex decomposition of those im-
ages. The sources of variability in this dataset probably correspond to a higher
proportion of SWEDD subjects and the number of cuts used in the acquisition.
The number of SWEDD in vdln-dat is 30 for a total dataset of 148 patients,
whereas in the ppmi-dat dataset we only have 31 SWEDD for 301 subjects. Fur-
thermore, the number of cuts in the images of vdln-dat differs from one
image to another, since they follow a common practice in which only the ROIs
of the brain (the striatum) are acquired.

5 TEXTURE F EATURE S
5.1 Introduction
Texture is a household word outside the image processing or related fields.
However, in that context, it lacks a definition that allow us to measure and
quantify it. Patter recognition provides us with a mathematical definition that
allow us to use texture as a feature in our CAD systems.
Texture analysis is any procedure by which we can quantify and classify the
spatial variation of intensity of an image. In neuroimaging, texture has been
widely used in segmentation (tissue classification) of MRI images [80, 121, 130],
although there exist a number of works using it for feature extraction in CAD-
like systems, like the works in [16, 135], or our work on PKS feature extraction
[25, 34].
Texture features can be grouped in first, second and higher order analyses,
depending on the number of variables used. First order statistics [5] are the
most basic form of texture analysis, computing values such as average, vari-
ance or histogram of voxel intensity values [91].
The most popular form, with a very developed theoretical background, is
second-order statistical texture analysis. This particular form is based on the
probability of finding a pair of similar intensities at a certain distance and
orientation of a certain image. From these probabilities, many measures can
be derived, being the Haralick texture analysis [172] perhaps the most popular
approach.
Figure 5.1: Schema of the proposed Texture-based CAD system, including an optional
feature selection block.
In this work we have used Haralick texture analysis to extract features from
DaTSCAN images and perform an automatic diagnosis of PD. It follows the
pipeline depicted at Figure 5.1, as in [25, 34]. First we will provide an in-
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troduction to the methodology followed at Section 5.2, including the volume
selection tools, the Haralick texture analysis and the experiments used to val-
idate the system. Later, in Section 5.3 we define the experiments and show
their results. Finally, at Section 5.4 we discuss the implications of this systems
and the evaluation results of our texture-based CAD system.
5.2 Methodology
5.2.1 Volume selection
Even the registered DaTSCAN images contain many voxels that are outside
the brain. Therefore, to obtain a more robust estimation of the texture, it
would be desirable to perform the computation of the features on subvolumes
of those images (or subimages) that contain only voxels inside the brain. Many
strategies can be performed for this, for example, force the texture analysis to
ignore background voxels.
In this work, given the characteristics of the DaTSCAN ROIs, we opted for
extracting a subvolume which contains only voxels higher than a certain in-
tensity threshold Ith, which should be specified. To do so, we obtain the
maximum and minimum coordinates for which I is higher than the threshold:
px,min = arg min
x
(I > Ith) (5.1)
px,max = arg max
x
(I > Ith) (5.2)
And we do the same for the y and z axis of the array. Once this is computed,
we can select the volume by:
Isub = I[px,min : px,max,py,min : py,max,pz,min : pz,max] (5.3)
The resulting subvolume Isub is the minimum box-shaped volume contain-
ing all the values for which I > Ith, which allow us to select a Ith so that only
the regions of interest are contained within.
Different subimages and sizes are obtained when applying different Ith In
Figure 5.2 we depict a comparison between the resulting images for Ith =
[0.25, 0.30, 0.35].
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Figure 5.2: Comparison of the different Ith values for a random subject extracted from
the ppmi-dat database.
5.2.2 Haralick Texture Analysis
5.2.2.1 Gray Level Co-occurrence Matrix
The Haralick texture analysis is based on the computation of a Grey Level
Co-occurrence Matrix (GLCM). This matrix is a summary of the probabilities
of finding a pair of similar grey levels at a certain distance and in a certain
direction.
The combination of the unitary vector dimension and the distance defines
the offset ∆ = (dx,dy,dz), whose norm is the distance d and is defined in a
given spatial direction. In this work, we use a three-dimensional approach to
the computation of the GLCM, based on [90], that uses thirteen spatial direc-
tions to generalize the standard 2D GLCM to 3D. These offset define different
angles and are used to get a degree of rotational invariance [90].
Medical images are described using different number precisions, which can
vary from regular 8bit integers (256 values) to the type float64 (1.844× 1019
possible values). Using all these values, even in the smallest case, would
lead to 256 × 256 matrices, which would be both non representative of the
real texture and computationally expensive. Therefore, prior to the GLCM
computation, we posterize the image, that is, the image is quantified to use
only 16 grey levels. This leads to more tractable GLCM without losing their
representativeness.
Once images have been posterized, for two different grey levels i and j, the
value of the co-occurrence matrix C over a n×m× k three-dimensional image
I is defined as:
C∆(i, j) =
(n,m,k)∑
p=(1,1,1)
{
1, if I(p) = i and I(p+∆) = j
0, otherwise
(5.4)
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where ∆ is the three dimensional offset that we defined previously, and p is
the position of a given voxel inside the image.
We will compute one 16× 16 GLCM for each of the combinations of direction
and distances. This matrix C∆ is later modified to create the probability matrix
P as:
P(i, j) =
C∆(i, j)∑
i,jC∆(i, j)
(5.5)
from which the texture features will be derived.
5.2.2.2 Haralick Texture Features
In [165, 172], many texture features are derived from the probability matrix
defined above. We have selected twelve of these features to use in this work.
These features are:
Energy =
∑
i
∑
j
P(i, j)2 (5.6)
Entropy =
∑
i
∑
j
P(i, j) logP(i, j) (5.7)
Correlation =
∑
i
∑
j ijP(i, j) − µxµy
σxσy
(5.8)
Contrast =
Ng−1∑
n=0
n2
 ∑
|i−j|=n
P(i, j)
 (5.9)
Variance =
∑
i
∑
j
(i− µi)
2P(i, j) + (j− µj)2P(i, j) (5.10)
Sum Mean =
1
2
∑
i
∑
j
(iP(i, j) + jP(i, j)) (5.11)
Inertia =
∑
i
∑
j
(i− j)2P(i, j) (5.12)
Cluster Shade =
∑
i
∑
j
(i+ j− µx − µy)
3P(i, j) (5.13)
Cluster Tendency =
∑
i
∑
j
{i+ j− µx − µy}
4P(i, j) (5.14)
Homogeneity =
∑
i
∑
j
P(i, j)
1+ |i− j|
(5.15)
(5.16)
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Max Probability = max
i,j
P(i, j) (5.17)
Inverse Variance =
∑
i
∑
j
P(i, j)
(i− j)2
(5.18)
where µi, µj, σi and σj are the column and row-wise mean and variance
respectively. These features measure things such as the randomness of the
grey-level distribution (entropy), the number of repeated pairs (energy), the
local contrast or homogeneity of the image, variance, the tendency to form
clusters (cluster shade and tendency), among others.
For this work we have used a distance d ranging from 1 to 10, at each of the
13 spatial directions. Therefore, we have computed 13× 10 = 130 GLCMs per
image, from which 12 texture features are computed. Our final feature vector
will therefore have 1560 features in total.
To further reduce the dimensionality of the feature vector, we have per-
formed feature selection using the t-test, MWW U-test and the relative entropy
(KL divergence) criteria (see Section 4.1).
5.2.3 Experiments
To evaluate the system proposed in this chapter, combining texture analysis
and other feature selection algorithms, we propose two experiments:
• Experiment 1: Ability of the different texture features to differenciate
between PD affected subjects and CTLs. Each of the texture features is
analysed in two different ways: a ”single approach”, which only con-
siders one type of feature using only the matrices at a distance d from
the central voxel -using all the spatial directions- and a ”cumulative ap-
proach” which considers one type of feature too, but this time using all
matrices in distances ranging from 1 to d.
• Experiment 2: Impact of the introduction of a feature selection algorithm
(of those presented at Section 4.1) after computing the texture features.
This allow us to pool all texture features at all distances and directions,
and then select the most discriminative ones according to any of these
criteria.
All images are intensity normalized using either normalization to the maxi-
mum or integral normalization (see Section 3.2), and afterwards, a subvolume
can be extracted using the intensity threshold methodology described at Sec-
tion 5.2.1. In addition to the feature extraction technique using texture anal-
ysis, and the feature selection procedure defined for Experiment 2, we use a
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linear SVC for classifying, and 10-fold cross validation strategy (see Section 3.3
for more details). Note that for this analysis we will remove the SWEDD sub-
jects from the ppmi-dat and vdln-dat datasets.
5.3 Results
5.3.1 Experiment 1: Individual Texture Features
In this experiment, the influence and effect of each texture feature is tested,
as in [34]. We have tested the computation of the GLCMs over the image sub-
volumes using different thresholds Ith (see Sec. 5.2.1) ranging from 0 to 50%
of the maximum intensity value, and a range of distances d = 1, 2, . . . 10 in the
thirteen spatial directions.
To check which value of the intensity threshold is the best for computing
the texture features, we can compute the general tendency of the system by
averaging the accuracy values. Figure 5.3 depicts the general trend of the
performance over the intensity threshold for either the no normalized or nor-
malized images. This is done for the single and cumulative approach.
The most remarkable differences are found between normalization proce-
dures. As a general trend, the integral normalization barely has any impact
over the performance achieved with the registered images. Furthermore, the
normalization to the maximum even drops the performance for high Ith, how-
ever it increases the general performance in the range 0.1-0.3. From these
graphs it is patent that normalization has little impact on the performance
achieved by our system, which can be consider an advantage, since it reduces
the preprocessing needed.
In this regard, the vdlv-dat dataset has an strange behaviour. It perfor-
mance holds and even increases when using normalization to the maximum,
but significantly drops when integral normalization is used. This is exactly
the opposite to the other datasets, and will be discussed later.
In these images, we can observe a strong dependence of the system’s per-
formance with the intensity threshold Ith. In general, the performance in-
creases with a more restrictive threshold (a smaller box around the striatum).
This increase is probably due to removing the background from the texture
analysis. According to Figure 5.2, a value between 0.30 a 0.35 could be in-
dicative of a complete background removal from the computation. In most
cases, Ith ≈ 0.35× Imax seems to be a critical value: either the global maxi-
mum or the inflection point from which accuracy stabilizes. This would prove
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Figure 5.3: Evolution of the average accuracy values obtained for the single approach
and the cumulative approach over the intensity threshold, using no nor-
malization, normalization to the maximum and integral normalization.
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that eliminating the background is beneficial for the texture analysis and a
posterior classification of the images.
To obtain a deeper insight on the behaviour of each texture feature, we can
use a violin plot. This plot is an evolution of the boxplot, frequently used
in statistical distributions, in which the distribution of values is shown along
with the mean and standard deviation of the set of given data. In our case,
we display the violin plot of all accuracy values for each database, grouped by
texture feature, at Figure 5.4. Since the performance of the integral normaliza-
tion was similar to applying no normalization at all, we have only used data
for the normalization to the maximum and the original images.
Figure 5.4 shows the differences between applying or not the normalization
to the maximum (in colors), and also the differences in performance obtained
depending on the database. We can observe that in average (the white dot),
cluster tendency is the best performing feature. homogeneity, contrast and cor-
relation also achieve good results. This behaviour is consistent along all three
databases, from which we can consider cluster tendency the most discriminant
feature for PD patterns.
In Tables 5.1 and 5.2, we take a look at the performance achieved by the max-
imum scoring feature in all databases with different normalization procedures.
This is shown for both the single and the cumulative approach.
Norm. Feature Ith d acc. sens. spec
ppmi-dat
Original Cluster Tendency 45 8 0.952 0.946 0.956
Integral Cluster Tendency 45 4 0.952 0.946 0.956
Maximum Cluster Tendency 45 8 0.948 0.955 0.943
vdln-dat
Original Cluster Tendency 40 1 0.941 0.956 0.932
Integral Cluster Tendency 35 3 0.941 0.978 0.918
Maximum Inverse Variance 45 8 0.923 0.933 0.918
vdlv-dat
Original Cluster Tendency 35 7 0.941 0.978 0.918
Integral Cluster Tendency 30 6 0.904 0.889 0.920
Maximum Cluster Tendency 35 1 0.923 0.907 0.940
Table 5.1: Maximum scoring feature for each combination of database and normaliza-
tion procedure, and the intensity threshold and offset distance for which
this maximum performance is achieved, using the single approach.
The first noticeable feature is that, for both the single and cumulative ap-
proaches, the best scoring normalization method is using no normalization at
all. Secondly, as anticipated, the best scoring feature is cluster tendency in
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Norm. Feature Ith d acc. sens. spec
ppmi-dat
Original Cluster Tendency 45 6 0.970 0.982 0.962
Integral Cluster Tendency 40 5 0.966 0.982 0.956
Maximum Cluster Tendency 45 5 0.966 0.982 0.956
vdln-dat
Original Cluster Tendency 45 7 0.966 1.000 0.945
Integral Cluster Tendency 45 7 0.966 1.000 0.945
Maximum Cluster Tendency 50 7 0.958 0.978 0.945
vdlv-dat
Original Inertia 50 7 0.918 0.963 0.870
Integral Inertia 50 6 0.918 0.963 0.870
Maximum Cluster Tendency 45 7 0.918 0.944 0.890
Table 5.2: Maximum scoring feature for each combination of database and normaliza-
tion procedure, and the intensity threshold and offset distance for which
this maximum performance is achieved, using the cumulative approach.
most cases, and the systems perform better when the intensity threshold is
more restrictive.
When comparing the single approach with the cumulative one, it is obvi-
ous that the best results are obtained with the cumulative one, except for the
particular case of the vdlv-dat. Whereas with the single approach there was
no evident choice for the offset distance d, in the cumulative one, the best
results are obtained combining the first 5-7 distances at which the GLCM was
computed. This is reasonable, since for the single approach we only use the
features contained at each d, while in the cumulative approach we pool much
more information for training and testing the system. Nevertheless, the single
approach obtains decent results in many cases, which proves the value of the
Haralick texture features for characterizing DaTSCAN images.
5.3.2 Experiment 2: Selected Texture Features
In experiment 2 we pool together all features derived from all GLCMs, and
use a feature selection algorithm (see Section 4.1). This gives us 1560 features
per subject, from a total 12 features computed at 13 directions and 10 distances.
We will test how values such as Ith, the normalization algorithm or the per-
centage of selected voxels affects the performance of this system, and discuss
the results.
In Figure 5.5 we show how the performance evolves when varying the Ith,
as we did in Experiment 1, by displaying the average accuracy. As in the
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(b) Integral Normalization
0.0 0.1 0.2 0.3 0.4 0.5
Ith
0.82
0.84
0.86
0.88
0.90
0.92
Ac
cu
ra
cy
PPMI-DAT
VDLN-DAT
VDLV-DAT
(c) Normalization to the Maximum
Figure 5.5: Accuracy obtained by averaging all accuracy values using a given volume
selection threshold Ith.
previous case, the integral normalization performs similarly to the original,
non-normalized images. In this case, the normalization to the maximum strat-
egy seems to affect more the vdlv-dat dataset, slightly improving its per-
formance. Again, best Ith seems to be located at approximately 0.30 for all
databases when using normalization to the maximum, although for other ap-
proaches, this happens with smaller Ith (0.20 for vdln-dat and vdlv-dat
original images). For these values, there are still background voxels included
in the computation of textures, but its negative influence might be overcome
by the feature selection procedure.
These results corroborate that our volume selection strategy is profitable in
almost any case, using a intensity threshold between 0.25 and 0.45.
Regarding the different selection criteria, Fig. 5.6 analyses the behaviour of
our system under the three proposed criteria. For this purpose, we average all
accuracy values for a given proportion of selected features (from 1% to 100%
of the 1560 total texture features, previously ranked according to the selection
criteria), using Ith values ranging from 0.1 to 0.45.
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Figure 5.6: Average accuracy computed for each selection criteria, using all accuracy
values for intensity thresholds of 0.10 to 0.45, compared to the propor-
tion of selected features for the ppmi-dat, vdln-dat and vdlv-dat
databases.
From these figures we can infer that either the t-test or the relative entropy
criteria perform better than the MWW U-test. Of these two, the relative entropy
seems to perform the best in the ppmi-dat and vdln-dat datasets, whereas
when applied to the vdlv-dat, the wilcoxon achieves similar results to the
relative entropy. In these cases, the relative entropy criterion obtains its max-
imum average accuracy using the first 10% of features, while wilcoxon needs
more than 50% of the features, which makes it less efficient.
After describing the general behaviour, we can take another look at the
different combinations of normalization, datasets and selection criteria. In
Table 5.3, the peak results of these combinations are shown, including the
percentage of selected features needed to achieve this value.
This table confirms that best values are obtained generally by the relative
entropy criterion, with few exceptions. It also confirms that best performance
is achieved when using the volume extraction method proposed in Sec. 5.2.1,
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Norm. Selection Ith acc. sens. spec . %
ppmi-dat
Orig.
entropy 30 0.970 0.972 0.968 0.983
t-test 30 0.966 0.972 0.962 0.966
wilcoxon 30 0.959 0.954 0.962 0.858
Int.
entropy 25 0.966 0.981 0.955 0.308
t-test 25 0.973 0.990 0.962 0.358
wilcoxon 35 0.947 0.954 0.943 0.983
Max.
entropy 25 0.966 0.981 0.955 0.308
t-test 25 0.973 0.990 0.962 0.358
wilcoxon 30 0.959 0.954 0.962 0.858
vdln-dat
Orig.
entropy 30 0.932 0.933 0.931 0.175
t-test 30 0.940 0.955 0.931 0.175
wilcoxon 15 0.898 0.955 0.863 0.433
Int.
entropy 25 0.932 0.977 0.904 0.100
t-test 25 0.915 0.955 0.890 0.100
wilcoxon 25 0.915 0.911 0.917 0.966
Max.
entropy 20 0.923 1.000 0.876 0.233
t-test 30 0.932 0.933 0.931 0.225
wilcoxon 45 0.932 0.933 0.931 0.033
vdlv-dat
Orig.
entropy 35 0.937 0.935 0.940 0.133
t-test 35 0.932 0.953 0.910 0.350
wilcoxon 20 0.927 0.916 0.940 0.383
Int.
entropy 20 0.937 0.935 0.940 0.983
t-test 10 0.932 0.907 0.960 0.508
wilcoxon 10 0.937 0.935 0.940 0.966
Max.
entropy 20 0.937 0.953 0.920 0.608
t-test 35 0.932 0.935 0.930 0.341
wilcoxon 20 0.932 0.925 0.940 0.141
Table 5.3: Best results of the experiment 2 per database, normalization and selection
criteria. The Ith and percentage of selected features (of the total 1560 fea-
tures computed) at which each value is obtained is also shown for compar-
ison.
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with values of Ith between 0.25 and 0.30. As for the datasets, we see that
ppmi-dat yields the best performance in all cases, with all selection criteria,
whereas, contrary to their average performance examined in Figure 5.5, vdln-
dat and vdlv-dat can actually perform similarly.
The application of intensity normalization algorithms does not imply an
improvement in performance, and most systems achieve good accuracy with-
out any normalization at all. However, there is only one benefit that can be
inferred from the table, which is a decrease in number of selected features
needed to achieve best performance with the ppmi-dat. In this case, and par-
tially in the case of vdlv-dat as well, similar performance is obtained using
either normalized or original images, but when using the normalized data,
the percentage of selected features is smaller. Nevertheless, this does not hold
for the vdln-dat, therefore we cannot consider it a general behaviour.
The choice of a best selection method is here a matter of trade-off between
the computer performance (the number of features to estimate) and the accu-
racy needed. In the case of the ppmi-dat, it is patent that using normalized
images and the t-Test selection criterion achieves best performance. For vdln-
dat it is more difficult to assure that any option will perform better than
others, although the t-test still performs well with the original images. Fi-
nally, with the vdlv-dat dataset, the preferred method will be again to use
the original images, since the selection of features seems more optimal, espe-
cially when using relative entropy. Anyway, all the options reveal the ability
of our system in the PD detection with an relevant performance (over 90% of
accuracy in most cases).
5.4 Discussion
The system proposed in this chapter was published in [25, 34], and funda-
mentally defines a new pipeline for the CAD of PD based on texture analysis. It
combines intensity normalization, a subvolume extraction algorithm, texture
analysis and classification via SVC.
The application of a intensity normalization procedure was proved funda-
mental for feature extraction methods such as VAF [45], Singular Value Decom-
position (SVD) [49] or PLS [38]. These methods strongly rely on the absolute
intensity values found at each anatomical position. Conversely, texture analy-
sis depends on the computation of the GLCM, which quantifies voxel relations.
When analysing the behaviour of our system in both experiments, we can in-
fer that normalizing the images does not pose any major improvement over
using the original images themselves.
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The slight differences between using or not normalization are variable. We
find that the type of normalization depends on the database used, and no
general trend could be stated. For example, vdlv-dat has a preference for
the normalization to the maximum, whereas the ppmi-dat performs better
when using integral normalization. There were even more cases where nor-
malization decreased performance than those in which it improved the sys-
tem. Therefore, we can assume that it yields no benefit at all, and therefore,
our system can be intensity-independent, which indeed is considered a big
advantage.
Now, regarding the volume selection algorithm, it has proved beneficial in
almost any case. This can be due to a variety of reasons. Firstly, the optimum
sub-volume (for an intensity threshold around 0.30Imax) has a size smaller
than 40× 40× 50. The maximum value at which we computed the GLCMs was
d = 10, which correspond to at least a 20% of the subvolume selected with
the previous value. Since the voxel size of the images in the three databases
is approximately 2× 2× 2mm, the maximum textural changes that we could
analyse were computed at a distance of 20mm, approximately half the size of
the striatum. This is more than enough to characterize texture in these noisy
images, since lower frequency -smoother- textural changes can be obviated for
diagnosis, enhancing the descriptive ability of the texture features.
Secondly, the descriptive ability of the texture features is also enhanced
with the removal of the background introduced by this subvolume extraction
algorithm. Within the subvolume, we can ensure that the texture changes
only correspond to real changes in the dopamine distribution, and no to the
contrast between the brain and the background. And thirdly, computing the
texture features over a subvolume is always faster than over the whole brain,
which makes our system faster.
The features that best describe the texture of DaTSCAN images are anal-
ysed in Experiment 1. In Fig. 5.4, we saw that features such as homogeneity,
sum mean and, overall, cluster tendency, achieve the best performance of our
system in either the single and the cumulative approach, in all three datasets.
Since cluster tendency measures the grouping of voxels with a similar grey-
level, it is obviously a good descriptor of the striatum shape, where most of
the intensities of the images is concentrated. Higher values of cluster tendency
can be associated with CTL, whereas lower values can be related to people af-
fected by dopaminergic deficit.
The introduction of a feature selection algorithm using hypothesis testing
improved the performance in the three datasets. Thanks to this, we can take
best features according to a criterion, and use all of them regardless of what
they measure. We would assume that most criteria would select fundamen-
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Figure 5.7: Distribution of the 100 first selected features by means of the different
selection methods (using the Ith = 0.35Imax) for ppmi-dat, vdln-dat,
vdlv-dat database.
tally cluster tendency, Homogeneity and other high performance measures.
In Figure 5.7 we count how many features of each type are in the 100 first
ranked using each criterion and dataset. We see that the best-performing fea-
tures such as cluster tendency, are not always selected, especially with the
vdln-dat dataset, which could be responsible for its lower overall perfor-
mance. It reveals that each database has internal characteristics, for example,
the discarded cuts in vdln-dat, that are better modelled using other features,
what could lead to the apparition of outliers in the computation, and a de-
crease in performance. However, the selection approach allow us to overcome
the individual characteristics of each dataset, making the system extensible to
other uses in clinical practice.
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Finally, we will compare our proposed system with other methods used in
PD diagnosis in the literature. We will compare with the baseline VAF from
[45], and two additional methods. These are an asymmetrical SVD [49] that
appplied SVD on both sides of the brain (since PD often appears only in one
hemisphere), and a Empirical Mode Decomposition (EMD) [38] using different
Independent Mode Functions (IMF), particularly the IMF-3. These systems are
compared with either the cumulative approach and the system of experiment
2 with different criteria in Table 5.4.
System Acc Sens Spec
SumMean 0.951 0.972 0.936
Homogeneity 0.944 0.946 0.943
Cluster Shade 0.940 0.936 0.943
Cluster Tendency 0.952 0.946 0.956
Energy 0.936 0.954 0.924
Correlation 0.944 0.963 0.930
Entropy 0.970 0.972 0.968
t-test 0.966 0.972 0.962
Wilcoxon 0.959 0.954 0.962
VAF 0.840 0.807 0.862
VAF-IN 0,913 0.890 0.932
SVD 0.940 0.962 0.918
EMD-IMF3 0.950 0.951 0.948
Table 5.4: Comparison between our proposed system and other PD diagnosis systems
in the literature: a VAF system using the intensity-normalized images, a
combination of intensity normalization strategies and classifiers (VAF-IN)
[45], a SVD-based approach [49] and EMD using the third independent
mode function (IMF3) [38].
In this table, we compare the values at the operation point for Experiment
1 and 2 with other methods in the literature. In Experiment 1, values for
six texture features, such as sum mean, homogeneity or cluster tendency are
shown (using the single approach), and values for the three selection criteria
are shown. The values of using only one texture feature match those obtained
by state of the art methods like the ones proposed in [38, 49], whereas the
methodology used in Experiment 2 outperform all previously used methods.
This holds for all feature selection criterion, proving the ability of the Haralick
texture analysis to detect PD patterns in DaTSCAN imaging.

6 S PHER I CAL BRA I N MAPP I NG
6.1 Introduction
In this section we will present a novel feature extraction technique called
Spherical Brain Mapping (SBM). SBM is based on the use of spherical coor-
dinates to extract radial features from structural MRI images. Using the fea-
tures at each coordinate, we can characterize the texture in each direction and
project the information to a bidimensional map, which provides a significant
feature reduction and a visual aid for diagnosis.
The most basic form is the standard SBM [6, 23], in which all voxels crossed
by a rectilinear vector in a spherical coordinate pair (θ,ϕ) are selected, and
then, a certain measure is extracted from that set. In this sense, statistical and
morphological measures such as tissue thickness, average or entropy, among
others, are computed.
Further improvements can be made to this simple approach, for example,
with the layering extension [6], in which the mapping vector is divided in n
subsets containing the same number of voxels. Therefore, instead of a single
map, we can obtain n maps at different distances from the centre of the brain.
Another useful approach is the characterization of texture features via Local
Binary Patterns (LBP), computed around the mapping vector, which yielded
very good results in [14].
MRI 
Brain
Images
Tissue
Segmentation
Feature
Selection
Figure 6.1: Flow diagram of the procedure used in the textural analysis of projected
MR brain images.
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The most relevant extension to the SBM was proposed in [7]. In this work,
instead of using rectilinear vectors to select voxels, we developed a path trac-
ing algorithm that follows a minimum-intensity change pathway towards an
attractor placed in its corresponding spherical coordinate pair (θ,ϕ). This
way, the mapping paths follow the structural features of the MRI image, which
could be used to create the bidimensional SBM maps as well as directly use the
intensity distribution of the voxels along the path. This was extended to make
use of the GLCM and Haralick texture analysis (see Chapter 5) to characterize
the brain texture in each path and its neighbourhood.
6.2 Spherical Brain Mapping (SBM)
The original SBM proposed in [6, 23] was based on the use of spherical
coordinates in the brain. The central voxel is used as the origin point from
which a number of mapping vectors vθ,ϕ are defined for each inclination (θ)
and azimuth (ϕ) angles in the range 0◦ < θ < 180◦ and 0◦ < ϕ < 360◦ (see
Figure 6.2). The voxels crossed by this mapping vector are selected, to form
the sampled set Vθ,ϕ, a set that contains the intensities of the P voxels crossed
by the mapping vector vθ,ϕ.
Figure 6.2: Illustration of the computation of the mapping vector vθ,ϕ, the angles θ
and ϕ and the r-neighbourhood of v (see Section 6.2.2).
The basic form of SBM computes a mapping value v from each set Vθ,ϕ at
each coordinate pair (θ,ϕ). In [6, 23], six basic measures were proposed:
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• A basic brain surface approach, which characterizes the surface of either
GM or WM tissue. It accounts for the distance between the origin and the
last tissue voxel in Vθ,ϕ greater than a threshold Ith. This might correlate
with structural neurodegeneration and tissue loss in the surface of the
tissue.
vsurf = arg max
i
{Vθ,ϕ(i) > Ith} ∀i = 1, . . . P (6.1)
• The thickness of the tissue. It is defined as the distance between the
last and first elements in Vθ,ϕ with an intensity greater than a threshold
Ith (typically 0). This can be useful when measuring the thickness of
segmented GM or WM maps, and, although less powerful than other im-
plementations like Freesurfer’s [142], it might be representative enough
and easier to compute :
vthick = arg max
i
{Vθ,ϕ(i) > Ith}− arg min
i
{Vθ,ϕ(i) > Ith} ∀i = 1, . . . P
(6.2)
• The number of folds represents the number of overlapping segments of
tissue in the set Vθ,ϕ. It is computed by counting the number of con-
nected subsets in a thresholded Vθ,ϕ using the value Ith. Let Aθ,ϕ be
the set that contains all the indices of the voxels in Vθ,ϕ with an intensity
greater than Ith:
Aθ,ϕ = {i / Vθ,ϕ(i) > Ith} (6.3)
where Aθ,ϕ ∈ N. Let us divide Aθ,ϕ in J disjoint connected subsets so
that:
Aθ,ϕ = A
1
θ,ϕ ∪A2θ,ϕ ∪ · · · ∪AJθ,ϕ so that Aiθ,ϕ ∩Ajθ,ϕ = ∅ ∀i, j (6.4)
Therefore, our vnf = J, the number of disjoint connected subsets in Aθ,ϕ.
• The average of Vθ,ϕ, which is related to tissue density:
vav =
1
N
∑
i
Vθ,ϕ(i) ∀i = 1, . . . P (6.5)
• The entropy of Vθ,ϕ, assuming it is a probability mass vector (probability
of belonging to a certain tissue, normalized). It computes v as:
vent =
∑
i
Vθ,ϕ(i) ∗ log(Vθ,ϕ(i)) ∀i ∈ argi{Vθ,ϕ(i) > 0} (6.6)
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• The uncorrected kurtosis, also known as fourth standardized moment,
of the set Vθ,ϕ in which v is calculated using:
vkurt =
1
N
∑
i
(
Vθ,ϕ(i) − V¯θ,ϕ(i)
)4(
1
N
∑
i
(
Vθ,ϕ(i) − V¯θ,ϕ(i)
)2)2 ∀i = 1, . . . P (6.7)
where V¯θ,ϕ is the average of all voxels in Vθ,ϕ (same value as vav, de-
scribed in Eq. 6.5).
We can compute each of these six maps over the GM or WM tissue maps
of a segmented MRI. Exmaples of these are depicted in Figure 6.3. In these
maps, the value v computed at each direction (θ,ϕ) is represented, where
the azimuth ϕ is represented in the x-axis, from 0◦ to 360◦ and the inclination
angle θ in the y-axis, from 0◦ to 180◦. The algorithm that produces these maps
can be downloaded at http://pakitochus.github.io/mapBrain/ (versions for
MATLAB and Python are available).
This methodology defines the sampling set as the voxels crossed by the sam-
pling vector vθ,ϕ. This implies a loss of information on the neighbourhood of
vθ,ϕ that increases with the distance to the origin. To overcome this problem,
two different extensions have been suggested. In the first one, the sampled
set Vθ,ϕ is divided in n equal parts, and one map is computed for each of
the n parts, in the “Layered approach”. A second approach uses Local Bi-
nary Patterns (LBP) and helical sampling to map the neighbourhood of vθ,ϕ
and characterize texture. Finally, we will define new paths that adapt to the
intensity changes of the brain images, using a HMM based approach.
6.2.1 Layered Extension
The layered extension is the simplest approach to keep relevant information
of the different “layers” of tissue in our SBM maps. To do so, we divide each
sampled set Vθ,ϕ in n equal subsets, from which n maps will be derived. For
example, with a n = 4, 4 subsets will be used to compute 4 different maps at
different distances from the origin, from the closest to the farthest. We assume
that this approach features more detail, since overlapping structures placed at
different depths will be contained within different maps.
6.2.2 Volumetric Radial LBP (VRLBP)
Anotherimprovement can be made to the original SBM: the inclusion of the r-
neighbourhood of the mapping vector vθ,ϕ in the computation of v. We do so
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Figure 6.3: Resulting GM and WM maps of the same control subject using the six pro-
posed measures: surface, thickness, number of folds, average, entropy and
kurtosis.
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Figure 6.4: Example of the layered approach using the average measure on GM maps
and illustration of how these layers are computed. Some internal GM struc-
tures such as the Putamen or Globus Pallidus can be identified at Layer 2
(see anatomical reference at Figures 6.7 and 6.8).
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by computing the Volumetric Radial LBP (VRLBP), based on the LBP descriptors
proposed in [155].
Figure 6.5: Example of how the basic LBP is computed.
LBP was devised to describe the texture of a image, with an initial applica-
tion to face recognition. In its basic form, it consist of three steps: sampling,
calculating the difference and thresholding (See Figure 6.5). The value of the
LBP is defined as:
vLBP =
P−1∑
p=0
s(Ip − Ic)2
p (6.8)
where P is the number of neighbours at a distance r of the central voxel, and
Ip and Ic are the intensities of the pth voxel and the central voxel for which
the value vLBP is being computed. The threshold step is performed using the
sign function s(x), defined as:
s(x) =
{
1 x > 0
0 x < 0
(6.9)
This basic approach was extended to Volumetric LBP [103], in which a 3D tex-
ture is defined in a local neighbourhood using a cylinder of radius r oriented
in one direction. For this work, we updated the sampling procedure proposed
in [103] using a helix around the mapping vector vθ,ϕ (see Figure 6.2). This
new helical sampling of [14] defines the set of P sampled voxels on the image
I using a r-neighbourhood VP,rθ,ϕ as:
VP,rθ,ϕ = {I(g
0,r
θ,ϕ), I(g
1,r
θ,ϕ), I(g
2,r
θ,ϕ), . . . I(g
P−1,r
θ,ϕ )} (6.10)
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Figure 6.6: An example of the VRLBP projection for GM and WM Tissues.
where the coordinate vector gp,rθ,ϕ of each voxel are computed in the direction
of vθ,ϕ by:
gp,rθ,ϕ =

x
p,r
θ,ϕ = p sin(ϕ) cos(θ) − r sin(2pitp/P)
y
p,r
θ,ϕ = p sin(ϕ) sin(θ) + r cos(2pitp/P)
z
p,r
θ,ϕ = p cos(ϕ)
p = {0, ...,P− 1},P ∈N
(6.11)
being t the number of turns in the helical sampling. We use linear interpo-
lation to estimate the intensities in positions that do not fall exactly at the
coordinates computed in Eq. 6.11, as in [103].
If we fix P and r to constant values, the set of sampled voxels VP,rθ,ϕ becomes
Vθ,ϕ, which is equivalent to the definition of SBM found in Section 6.2. The
value v of the VRLBP approach is therefore defined as:
vVRLBP =
∑
p
s(Vθ,ϕ(p) − Vθ,ϕ(0)) · 2p ∀p = 1, . . . P (6.12)
The resulting texture maps for GM and WM tissues can be found at Fig-
ure 6.6.
6.2.3 Anatomical Reference
To better understand the SBM maps, and the location of different features,
we have projected the widely known Automated Anatomical Labeling (AAL)
atlas [131] using SBM. That way, we have an anatomical reference of the differ-
ent structures and their position in the different coordinate pairs (θ,ϕ). The
regions are displayed in Figures 6.7 and 6.8.
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Figure 6.7: SBM mapping of different cortical regions. In the Frontal region, we can
find: 1) Frontal Sup., 2) Frontal Mid., 3) Frontal Inf. Oper., 4) Frontal Inf.
Tri., 5) Frontal Sup. Orb, 6) Frontal Mid. Orb, 7) Frontal Inf. Orb, 8)
Frontal Sup. Medial, 9) Rectus, 10) Frontal Med. Orb., 11) Precentral, 12)
Supp. Motor Area. In the Parietal region: 13) Paracentral Lobe, 14) Post-
central, 15) Parietal Sup., 16) Parietal Inf., 17) Supramarginal, 18) Angular.
In the Occipital region: 19) Precuneus, 20) Cuneus, 21) Occipital Sup., 22)
Occipital Mid., 23) Occipital Inf., 24) Lingual. In the Temporal region: 25)
Temporal Sup., 26) Temporal Pole Sup., 27) Temporal Mid., 28) Temporal
Pole Mid., 29) Temporal Inf, 30) Fusiform, 31) Parahippocampal. The Cere-
bellum, divided in: 32) Cerebelum Crus 1, 33) Cerebelum 3, 34) Cerebelum
4-5, 35) Cerebelum 6, 36) Cerebelum 7b, 37) Cerebelum 8, 38) Cerebelum 9,
39) Cerebelum 10. And additionally, the 40) Medulla, 41) Brain Stem and
42) Insula.
Figure 6.8: SBM mapping of of some important subcortical regions and organs. We
observe the following subcortical structures: 1) Caudate Nucleus, 2) Olfac-
tory Bulb, 3) Rolandic Operculum, 4) Heschl’s gyri, 5) Putamen, 6) Globus
Pallidus, 7) Amygdala, 8) Hippocampus, 9) Thalamus, 10) Lingual, 11) Ver-
mis 4-5, 12) Vermis 7, 13) Vermis 9, 14) Vermis 1-2, 15) Cingulate Gyrus,
16) Corpus Callosum
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6.3 Sampling Paths via Hidden Markov Models (HMMs)
The rectilinear mapping vector used in the original SBM [6, 14, 23] has some
limitations, partially overcome by the VRLBP and the layered extension. How-
ever, a more flexible sampling could be beneficial for the computation of tex-
ture measures. In this section we present a technique used to define minimum
intensity change sampling paths via HMMs, firstly proposed in [7]. These paths
are defined so that the resulting sampled sets contain information about both
intensity and structure of the brain.
To define the paths, we consider each three-dimensional image as a tuple
containing spatial information in the image range (the coordinates p ∈ I)
where I ⊂ R3) as well as intensity information (I(p) ∈ R). The intensity
information will be interpreted as a sampling of the underlying tissue den-
sity, and therefore, an estimation of the probability of finding tissue in each
position.
Following the notation of the SBM defined in Section 6.2, we formulate a 3D
path tracing algorithm that defines a curvilinear mapping set of positions Pθ,ϕ
directly linked to each direction (θ,ϕ) that is, at the same time, representative
of the underlying intensity distribution. We then use both spatial and intensity
information to construct the minimum intensity change paths oriented in the
direction (θ,ϕ). Thus, we could note our 3D path in a certain direction as a
Markov Model [82]:
Pθ,ϕ = {p0,p1,p2, . . .pN} (6.13)
Therefore, our optimum path would be the one that maximizes the probability
of the path:
P
opt
θ,ϕ = arg max
Pθ,ϕ
{P(Pθ,ϕ)} (6.14)
or its equivalent, the probability of all the nodes:
P(Pθ,ϕ) = P(p0,p1,p2, . . .pN) (6.15)
with p0 being the origin of the spherical coordinates, and pN is the last possi-
ble coordinate within I in the current direction (θ,ϕ). When using HMM paths
we placed p0 at the Anterior Commissure (AC) of the image, although other
options, such as setting the origin at the middle point of I could be considered.
This choice is a convention when using the MNI coordinates [163], sharing
conectivity with both hemispheres, therefore allowing the optimal computa-
tion of our paths. If we assume a first-order Hidden Markov Model (HMM)
for the tracing of the path, the probability of the i-th node in the path can be
approximated as:
P(pi|pi−1,pi−2, . . .p0) ≈ P(pi|pi−1) (6.16)
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Using this assumption, Eq. 6.15 becomes:
P(Pθ,ϕ) = P(p0,p1, . . .pN) =
N∏
i=1
P(pi|pi−1) (6.17)
Using this HMM definition, the hidden state of each node will be its intensity
I(pi). Similarly to the original SBM, let Vθ,ϕ = {I(p0), I(p1), . . . I(pN)} be the
set containing all the intensities at each node of the path. Thank to this, our
optimal path (Eq. 6.14) can be defined as:
P
opt
θ,ϕ = arg max
Pθ,ϕ
{P(Pθ,ϕ|I)} (6.18)
P(Pθ,ϕ|I) = P(p0, . . . xN|I(p0), . . . I(pN)) (6.19)
=
P(I(p0), . . . I(pN)|p0, . . .pN) · P(p0, . . .pN)
P(I(p0), . . . I(pN))
(6.20)
where:
P(I(p0), . . . I(pN)|p0, . . .pN) =
N∏
i=1
P(I(pi)|pi) (6.21)
and P(I(p0), . . . I(pN)) is the a priori probability of the intensities in the path.
We can ignore this term in the optimization process under the assumption that
it is constant along the path, which is generally true.
To avoid computational overload, we will define a restricted set of candi-
dates from which we will derive all the needed probabilities. This set of can-
didates are defined inside the L2-norm support ball B2,r(p− pi−1) of radius r
centred in pi−1, resulting in the candidate set Pcθ,ϕ = {pc,1,pc,2, . . .pc,M}.
Individual probabilities P(I(pi)|pi) needed in the definition of Eq. 6.21 can
be computed under the assumption of a normally distributed intensity candi-
date set Vcθ,ϕ (containing the intensities of the candidate set P
c
θ,ϕ) with mean
I(pi−1) and variance σ2c. We will estimate the probability of the ith candidate
node pi as:
P(I(pi)|pi) =
1√
2piσ2c
exp
(
−
(I(pi) − I(pi−1))2
2σ2c
)
(6.22)
This support the assumption of minimal intensity change paths, since the
I(pi) maximizes its probability when similar to I(pi−1).
Finally, we must restrict the direction of the computed path Pθ,ϕ, to match
the definition of the SBM framework. We do this by setting an attractor located
in the position pN, the last possible coordinate within I in the current direc-
tion (θ,ϕ). This defines the last term P(p0, . . .pN) in Eq. 6.20, the transition
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probability between states. In this case, we model this transition probability
by means of an isotropic Radial Basis Function (RBF), defined in Eq. 6.23:
P(p0, . . .pN) = P(pi|pN) (6.23)
=
1√
(2pi)d|Σ|
exp
(
−
1
2
(pi − pN)Σ−1(pi − pN)
)
(6.24)
where Σ is the covariance matrix of the RBF. For simplicity we will employ an
isotropic RBF kernel, so that Σ is a matrix whose diagonal elements constant
and equal to the euclidean distance between pi and pN. This way, the attractor
conditions the direction of the path, very slightly in the first nodes, and more
strongly as it approaches the cortex, leading to a better representation of the
underlying structure.
6.3.0.1 Step Size
This algorithms considers all candidate points p ∈ B2,r(p − pi) for each
member of the final path Pθ,ϕ. Therefore, instead of a fixed step size, we will
define the radius r of the support ball. To avoid computational overload while
maintaining good results, we will set r = 3, which yields approximately 200
candidate points per iteration.
6.3.0.2 Stop Condition
The image I contains not only information about the structure of the brain,
but also many empty space. If the attractor is located at the last point p ∈ I, we
expect the resulting path to reach that very point. However, what we are really
interested on is the brain itself, so we define a stop condition that considers
that the path is finished once it reaches the last voxel inside the brain. To do
so, we use an intensity threshold.
This threshold is calculated under the entropic thresholding, as in [159].
If we note Gm ≡ {I0, I1, ...Im} the set containing all intensity levels in the
image I (a vectorized image of length m), we can compute a histogram that
characterizes the observed frequencies. From these frequencies we can derive
the observed probability of the different grey levels. The entropic thresholding
defines two distributions after normalization:
A ≡
{
p0
P(Is)
,
p1
P(Is)
, . . . ,
ps−1
P(Is)
}
(6.25)
B ≡
{
ps
1− P(Is)
,
ps+1
1− P(Is)
, . . . ,
pm
1− P(Is)
}
(6.26)
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where P(Is) =
∑s
i pIi is the Cumulative Density Function (CDF) for the s-th
grey level. The algorithm is called entropic thresholding because we choose
the threshold Ith = Is so that the total amount of information provided by A
and B (which we can consider the foreground and background of the image)
is maximized. Therefore, we can define the total information provided by
choosing the s-th grey level as:
TE(s) = EA(s) + EB(s) (6.27)
= −
s−1∑
i=0
(
pi
P(Is)
)
log
(
pi
P(Is)
)
(6.28)
−
m−1∑
i=s
(
pi
1− P(Is)
)
log
(
pi
1− P(Is)
)
(6.29)
The s that maximizes that latter equation is the grey level that we choose as
threshold.
A summary of our HMM-based path tracing method is shown in Algo-
rithm 1, and is visually described at Figure 6.9. In Figure 6.10 we show all
paths computed in all directions (θ,ϕ) for 0o < ϕ < 360o and 0o < θ < 180o
at an interval of 1o.
Algorithm 1: HMM-based Path Creation
input :MRI Brain Image I of size U× V ×W, p0
output :List of nodes in the optimum path Poptθ,ϕ
Compute the Ith = Is where s maximizes TE(s);
Set p0 to the AC;
Compute the attractor position pN in the direction (ϕ, θ);
pi ← p0;
while (i < IterLimit) & (I(pi) > Ith) & (pi ∈ I) do
Get the node candidates Pcθ,ϕ = {pc,1,pc,2, . . .pc,M} where
pc,m ∈ B2,r(pc,m − pi);
Get the intensities of the candidates I(pc) ∀pc ∈ Pcθ,ϕ;
foreach pc ∈ Pcθ,ϕ compute P(pc|pN) and P(I(pc)|pi) ;
pi+1 = arg maxpc [P(I(pc)|pi) · P(pc|pN)];
i = i+ 1;
P
opt
θ,ϕ ← {p0,p1, . . .pN};
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p1
p2 p3
pN
p0
Figure 6.9: Illustration of the computation of the HMM paths, including the probabili-
ties P(I(pi)|pi) and P(pi|pN).
Figure 6.10: Set of HMM based paths over the MRI DARTEL template.
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6.3.1 Radial Texture Features
The paths Pθ,ϕ proposed above could be used as a feature selection tool
to extract the set of intensities Vθ,ϕ as in the standard SBM, and even create
hybrid HMM-SBM maps from that set. However, since these new paths contain
geometric information, they encode the internal structure, which is itself an
additional feature. This encoding could be used to characterize the texture in
the neighbourhood of Pθ,ϕ.
In [14] a helical sampling was proposed to define the neighbourhood of
the mapping vector vθ,ϕ. That is infeasible in this case, due to the topology
of the HMM paths. Conversely, we propose a modification of the GLCM (see
Section 5.2.2) that instead of computing the texture in a given direction, char-
acterizes it along the defined HMM paths.
This is basically a node-wise GLCM, in which the number of grey-level tran-
sitions between adjacent nodes, which we could note as pi and pi+1, is stored
along the whole path Pθ,ϕ = {p0,p1 . . .pN}. Mathematically, the computation
of the GLCM in each point in the path will be:
C∆n(i, j) =
N−1∑
n=0
{
1 I(pn) = i, I(pn+1) = j
0 otherwise
(6.30)
where the offset is different for each pair of nodes ∆i = pi+1 − pi.
The definition in Eq. 6.30 computes the values at each node, without con-
sidering the neighbourhood. We can generalize it to include the surrounding
vicinity of the i-th node pi in the HMM path, which we have noted as the set
Xi. Under this generalization, equation 6.30 becomes:
C(i, j) =
N−1∑
n=0
∑
p∈Xi
{
1 I(p) = i, I(p+∆n) = j
0 otherwise
(6.31)
Once the GLCM is computed, we can extract a variety of texture descrip-
tors, as defined in Section 5.2.2.2. Specifically, in this work, we will use the
aforementioned Energy (eq. 5.6), Entropy (eq. 5.7), Correlation (eq. 5.8), Con-
trast (eq. 5.9) and Homogeneity (eq. 5.15), along with other texture features
proposed in the original Haralick’s article [172] as well as in [145] and [127].
These are Dissimilarity[145] (eq. 6.32), Difference Variance[172] (D. Variance,
eq 6.33), Difference Entropy[172] (D. Entropy, eq 6.34), Inverse Difference Nor-
malized[127] (IDN, eq 6.35) and Inverse Difference Moment Normalized[127]
(IDMN, eq. 6.36).
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Dissimilarity =
∑
i
∑
j
{|i− j|P(i, j)} (6.32)
D. Variance = VAR
 ∑
|i−j|=k
P(i, j)
 (6.33)
D. Entropy = −
Ng−1∑
k=0
∑
|i−j|=k
P(i, j) log
 ∑
|i−j|=k
P(i, j)
 (6.34)
IDN =
∑
i
∑
j
P(i, j)
1+ |i− j|/N
(6.35)
IDMN =
∑
i
∑
j
P(i, j)
i+ (j− j)2/N2
(6.36)
6.4 Evaluation
In this chapter, we have proposed a completely new framework for ex-
tracting features and visualizing structural MRI images from the adni-mri
database. To evaluate them, we will combine statistical significance assess-
ment and classification analysis. For this purpose, we propose the following
experiments:
• Experiment 1: assessment of the original SBM maps and the VRLBP over
segmented GM and WM images. We will provide a statistical significance
analysis and a classification analysis under the AD vs CTL scenario of the
seven proposed maps.
• Experiment 2: assessment of the layered extension of the SBM over seg-
mented GM and WM images. That way, we want to prove if dividing the
sampling set, and thus, increasing the depth resolution of the system
affects the overall performance of our system. We will provide statisti-
cal significance analysis and classification analysis under the AD vs CTL
scenario .
• Experiment 3: evaluation of the HMM based paths on simulated datasets,
to demonstrate the ability of this algorithm to adapt to different intensity
distributions.
• Experiment 4: evaluation of the HMM based paths on a real MRI dataset,
by taking the different paths as feature selectors, and evaluating the
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performance obtained by the set of intensities selected by each individ-
ual path, a combination of them, and the further construction of hybrid
HMM-SBM maps. We provide a classification analysis of the selected fea-
tures under the AD vs CTL scenario.
• Experiment 5: evaluation of the texture maps derived from the HMM
based paths on the T1-weighted MRI dataset, under a classification anal-
ysis of AD vs CTL subjects.
In the first three experiments, we will used segmented GM and WM maps,
where in experiments 5 and 6, we will use raw, T1-weighted images. The clas-
sification analysis is performed by using a linear SVC for classifying, and 10-
fold cross validation strategy (see Section 3.3 for more details). For estimating
statistical significance, we use the two-sample t-test defined in Section 4.1.1.
6.5 Results
6.5.1 Experiment 1: Original and VRLBP Spherical Brain Mapping
First, with experiment 1, we test the original and VRLBP SBM maps, by means
of significance and classification analysis. To start with, we provide the signif-
icance maps computed under the AD vs CTL scenario in the six original SBM
measures (surface, thickness, number of folds, average, entropy and kurtosis)
in Figure 6.11.
For p < 0.05, in the database subset of the adni-mri, the signifcance thresh-
old can be established at |t| > 1.96. This means that, in Figure 6.11, the most
relevant differences between classes can be found at the areas coloured in dark
red (positive, CTL subjects have a higher measure) and dark blue (negative, AD
subjects have a higher measure). For the anatomic structures, we refer to the
anatomical reference presented in Section 6.2.3.
We first note that the surface measure, tested in both GM and WM maps, does
not look relevant. Very few significant pixels are scattered throughout the im-
age, although with a slightly higher concentration in the areas corresponding
to the temporal lobe.
In the remaining GM maps, we observe similar behaviours, with higher abso-
lute t-values located in the frontal, occipital and parietal lobes. But again, the
most significant areas can be found at the temporal lobe. It is more obvious
in the average and entropy measures, but can also be found at the thickness,
or negatively in the number of folds and kurtosis maps. This points to the
well known fact that most of the neurodegeneration in GM occurs within the
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Figure 6.11: t-maps to assess the regions with a higher statistical relevance in the AD
vs CTL paradigm, for each SBM measure and using GM and WM maps.
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structures that are mapped to these directions, including mid temporal lobe,
amygdala, hippocampus or parahippocampal gyrus, considered a strong indi-
cator in the NINCDS-ADRDA criteria [96]. Other GM structures such as the
caudate nucleus and putamen also appear with significant t values, especially
in the entropy and kurtosis maps (with negative t) [37].
In the WM, the levels of significance achieved are smaller than in the GM,
but still high. We see the higher levels of number of folds and thickness
located in the vicinity of those obtained for GM, but in negative. For the
average, entropy and kurtosis measures, we observe a different behaviours.
These maps present large areas of negative t-values located in the Caudate
Nucleus, Globus Pallidus and Putamen. Areas around the posterior cingulate
gyrus and the adjacent precuneus also present reduced t values, which could
be related to cell loss, as suggested in [133].
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Figure 6.12: Maps that present the level of the t statistic in the AD vs. CTL paradigm,
for the VRLBP projections mapping over a) GM and b) WM.
Finally, we take a look at the statistical significance of the VRLBP maps. In
Figure 6.12, we can observe that most of the image features small t values,
however there are small areas that contain higher significance. These areas cor-
respond to the temporal lobe, amygdala and hippocampus (in the GM maps)
and smaller regions located at the limits between the hippocampus and amyg-
dala (in WM).
Now, we perform a classification analysis of the images. To this purpose,
we will use the computed t-maps to select the most relevant pixels in the SBM
maps, which will be used to train and test a SVC. The performance results for
the six original measures and the VRLBP approach, including the percentage
of selected pixels (perc.), can be found at Table 6.1.
We can see a general trend in which the original statistical measures (aver-
age, entropy and kurtosis) clearly outperform the morphological ones (surface,
thickness and number of folds), although the tissue thickness is the best per-
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Approach Perc. Accuracy Sensitivity Specif icity
Surface (GM) 0.100 0.638± 0.006 0.660± 0.030 0.616± 0.024
Surface (WM) 0.100 0.672± 0.007 0.692± 0.018 0.652± 0.018
Thickness (GM) 0.725 0.781± 0.007 0.811± 0.011 0.751± 0.017
Thickness (WM) 0.925 0.758± 0.009 0.773± 0.017 0.744± 0.011
Num.Fold (GM) 0.600 0.749± 0.013 0.782± 0.019 0.716± 0.013
Num.Fold (WM) 0.500 0.757± 0.005 0.745± 0.006 0.768± 0.009
Average (GM) 0.575 0.879± 0.005 0.897± 0.006 0.861± 0.006
Average (WM) 0.150 0.800± 0.011 0.802± 0.013 0.798± 0.009
Entropy (GM) 0.825 0.846± 0.008 0.842± 0.009 0.849± 0.011
Entropy (WM) 0.525 0.796± 0.006 0.811± 0.009 0.781± 0.009
Kurtosis (GM) 1.000 0.753± 0.007 0.801± 0.011 0.704± 0.015
Kurtosis (WM) 0.175 0.697± 0.008 0.702± 0.018 0.693± 0.009
VRLBP (GM) 0.200 0.903± 0.010 0.890± 0.012 0.916± 0.018
VRLBP (WM) 0.150 0.909± 0.014 0.899± 0.028 0.919± 0.018
Table 6.1: Performance values (Average ± Standard Deviation) for the different SBM
approaches.
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forming of these, as it could be expected. For GM maps, average (0.879± 0.005)
and entropy (0.846 ± 0.008) achieve the best perforance, followed by thick-
ness (0.781± 0.007), kurtosis (0.753± 0.019), and finally, the number of folds
(0.749± 0.013) and surface (0.638± 0.006). These results match what we pre-
sented previously with the statistical maps, in which the surface contained the
less significant measures.
As for the performance of the SBM measures based on WM maps, the rank
is very similar to that obtained for GM. Again, average (0.800 ± 0.011) and
entropy (0.796± 0.006) are the best performing features among the original
measures. They are followed by thickness and the number of folds, with re-
spectively 0.758± 0.009 and 0.757± 0.005. Finally, the kurtosis and the surface
are the less discriminant measures again, with 0.697± 0.008 and 0.672± 0.007.
All the original measures are outperformed by the VRLBP approach, which
achieves more than 90% accuracy in both GM and WM.
In Figure 6.13 we explore the evolution of the performance as the number
of selected pixels varies. Very small differences in the accuracy exist for most
measures, and so, we can consider that the performance of the SBM, once that
a few thousand significant pixels (a 10% of 181 × 361 = 65341) have been
selected, the system performs well independently of that number. That is,
however, not the case of the surface approach, and more remarkably, of the
VRLBP. In this latter case, for both tissues, the performance is high in the
first 40% of selected voxels, but after that, it dramatically decreases down to
less than 70% accuracy, which may be related to the small significant regions
found in Figure 6.12.
6.5.2 Experiment 2: Layered Extension
In Experiment 2, we have assessed how the performance of our SBM varies
when adding different layers, which might theoretically improve the accu-
racy of the SBM representation. First, we will take a look at the performance
achieved by this extension on all six original SBM maps, using 4 layers and
different t-thresholds (2, 4, 8 and 10). This is presented at Figure 6.14.
The first thing that we can observe is that for GM maps, the better perfor-
mance is achieved within the second and third layers, and only for the second
layer in the case of WM. In almost all cases, the average performance achieves
higher accuracy than any other SBM measure, closely followed by entropy. It
also tells us that, with less restrictive t-thresholds, the performance generally
decreases, and the best values are between 2 and 4.
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Figure 6.13: Performance for the different SBM approaches over the: a) GM and b) WM.
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Figure 6.14: Performance for the different four-layered mappings over the: a) GM and
b) WM at different levels of statistical significance.
6.5 Results 107
Performing a significance analysis on the 4 layer extension of the 7 proposed
SBM maps over the GM and WM images could be intractable, therefore we will
only provide t-maps of the best performing measure: the average on the GM
and WM tissues. The significance assessing of this case is found at Figure 6.15.
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Figure 6.15: t-maps that present the level of statistical relevance in the AD vs CTL
paradigm, for a four-layered average mapping over a) GM and b) WM.
In GM, the most obvious changes are located in layers 2 and 3, specifically
at the hippocampus, parahippocampal gyrus and amygdala (layer 2), and the
temporal lobe (layer 3), where the values achieved by CTL subjects are much
higher than those found in AD. This could reveal atrophy in these organs,
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as it has been reported in the literature [37, 96] and will be discussed later.
For WM, we obtain large negative t-values in areas occupied by the rolandic
operculum, heschl’s gyri, putamen and globus pallidus, with positive values
in parts of the hippocampus, and parts of the temporal lobe. Nevertheless, the
most significant differences can be located in layer 1, at the borders between
ventricles and thalamus, and the cuneus, precuneus and posterior cingulate
gyrus, which have been reported in [133].
6.5.3 Experiment 3: HMM on Synthetic Datasets
Now, we will analyse the behaviour of the HMM paths on some two and
three-dimensional examples. In Figure 6.16, we used a gaussian mixture prob-
ability density function, with four isotropic gaussian kernels, to generate a
synthetic image. We wanted to test the direction of the HMM paths on this im-
age, by locating the initial point p0 = (120, 20) and the attractor at the centre
of one of the kernels, pN = (20, 60). This simple example illustrates how the
generated paths maximizes both the orientation of the path (towards pN) and
the minimum change in the intensity values. This was specially noticeable in
the last nodes of the path, where the approximation to pN is very gradual,
due to the restrictions imposed. In this example, we used a support ball with
r = 3.
Afterwards, we wanted to demonstrate how these paths adapt to three-di-
mensional structures. In this case, we created a helix-shaped point distribution
in Fig. 6.17. Since we need per-voxel intensity values (probailities) to estimate
the paths, we have approximate this by the number of points within each
voxel over the total number of points. By setting p0 to the point on the helix
distribution with smallest z coordinate, and pN to the one with maximum z,
we trace the path shown in Fig. 6.17. This paths adapt to the distribution and
follows it consistently until it reaches the attractor at the top of the helix.
Finally, and prior to the three-dimensional brain images, we test the algo-
rithm on a bidimensional real-world example: a digital elevation model of the
Iberian Peninsula. The image, whose intensity represents height, was acquired
by the LANDSAT SRTM30+ mission. We tested multiple paths by establishing
sequentially p0 and pN in ten different cities. The paths shown at Figure 6.18
optimize both the distance and height variation as well as resemble -in most
cases- the main roads that connect these cities in the real world. Given the di-
mensions of the image, in this case, the L2-norm of the support ball has been
set to r = 30.
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Figure 6.16: Path traced over a gaussian mixture distribution of 4 isotropic gaussian
kernels.
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Figure 6.17: HMM path computed inside a density distribution defined by an helix.
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Figure 6.18: Simulation of the HMM-based path tracing over an Iberian Peninsula
height map, interconecting different cities.
6.5.4 Experiment 4: Feature Selection using HMM Paths
In Experiment 4 we begin to apply the HMM paths to real MRI images from
the adni-mri dataset. We have first defined a set of paths over the DARTEL
template, which we call the canonical paths. The canonical paths follow the
anatomy of a normal subject to whom all other images have been registered.
Therefore, the location of the different nodes on the paths are fixed throughout
the general anatomy of all images, and we could characterize the differences
between classes by analysing the intensity distribution on these paths –in other
words, the tissue density–. In short, we apply the canonical paths as a feature
selection algorithm to the different images.
To start with, we will take all the 180× 360 = 64800 canonical paths com-
puted in all spatial directions defined by ϕ ∈ [0, 360) and θ ∈ [−90, 90). These
paths have been used to select the voxel intensities where the nodes are placed,
as in the original SBM. Due to the influence of the different variables (trace of
the paths, stop condition), the amount of values varies from 2 to several tens.
First we will test the accuracy achieved by each path itself, using the set of
intensities as features in a SVC classifier. The accuracy reached by each path is
represented by colour in Figure 6.19.
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Figure 6.19: canonical paths computed in each direction (θ,ϕ). Each path’s colour
represent the accuracy in a differential diagnosis. Only one in every five
paths are shown for clarity purposes.
The highest performance is achieved by some of the light green paths that
cross the temporal lobe, where they reach a decent accuracy up to 0.8028±
0.0873. Compared to the VAF approach obtained in the adni-mri dataset
using T1-weighted images, under the AD vs NOR scenario (0.789± 0.066 ac-
curacy), this is a dramatic feature reduction while increasing the performance
of the system.
Then, we want to test whether using all the intensities contained within the
highest scoring paths can increase this raw performance. To do so, we select
the paths that achieved accuracies > 0.7, and afterwards, we used a t-test over
the set of intensities selected by these paths. We used a threshold |t| > 1.96
(p < 0.05) and all the significant intensities were used to construct a new
training set. The performance for using either all voxels in the selected paths
or only the significant voxels is presented at Table 6.2, for left, right and both
sides.
Finally, we proceed as in the original SBM article [6], by computing different
SBM measures using each set of intensities Vθ,ϕ selected by the HMM path at
the direction of the attractor (θ,ϕ). We will compute the average, entropy and
kurtosis measures, as well as an additional variance measure, the variance
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Selection Side Accuracy Sensitivity Specif icity
All
Left 0.769± 0.035 0.717± 0.061 0.822± 0.057
Right 0.792± 0.080 0.706± 0.120 0.878± 0.101
Both 0.806± 0.069 0.733± 0.073 0.878± 0.097
t-test
Left 0.733± 0.037 0.694± 0.099 0.772± 0.124
Right 0.781± 0.085 0.711± 0.122 0.850± 0.083
Both 0.828± 0.054 0.794± 0.095 0.861± 0.039
Table 6.2: Performance values (±SD) for the selected paths as features. First three
rows correspond to using all intensities in the selected paths, and the fol-
lowing rows use only significant intensities (asessed by t-test).
Feature Accuracy Sensitivity Specif icity
Average 0.594± 0.062 0.661± 0.121 0.528± 0.106
Variance 0.750± 0.064 0.633± 0.131 0.867± 0.102
Entropy 0.603± 0.069 0.661± 0.071 0.544± 0.125
Kurtosis 0.756± 0.105 0.733± 0.165 0.778± 0.150
Table 6.3: Performance values (±SD) for the hybrid HMM-SBM maps, using some sta-
tistical measures.
of the intensity set Vθ,ϕ. An example of the computed maps is provided in
Figure 6.20.
The resulting maps are very different from the original SBM ones, and the
different structures cannot be so easily located. This is mainly due to the
adaptivity of the HMM paths, featuring a large number of twists and turns in
their direction, and making them less powerful for visualization. However,
the performance of using these hybrid HMM-SBM maps can still be high, as we
can find at Table 6.3.
6.5.5 Experiment 5: Texture SBM Maps based on HMM Paths
After evaluating the HMM paths as a feature selection method, and the hy-
brid HMM-SBM maps, we want to compute new texture maps, similar to the
approach used in the VRLBP extension, but using a path-based GLCM. To do so,
we will derive a GLCM from each of the canonical paths, and extract one single
value per texture feature and direction, which allow us to construct texture
SBM maps. In Table 6.4 we show the performance values for the maps built
using each of the texture features proposed in Section 6.3.1
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Figure 6.20: Example of the resulting hybrid HMM-SBM texture maps.
Feature Accuracy Sensitivity Specif icity
Energy 0.689± 0.061 0.700± 0.115 0.678± 0.073
Entropy 0.675± 0.101 0.672± 0.115 0.678± 0.159
Correlation 0.672± 0.068 0.672± 0.112 0.672± 0.100
Contrast 0.733± 0.060 0.689± 0.126 0.778± 0.105
Homogeneity 0.697± 0.058 0.700± 0.115 0.694± 0.106
Dissimilarity 0.711± 0.085 0.678± 0.110 0.744± 0.102
Difference Variance 0.736± 0.070 0.683± 0.098 0.789± 0.090
Difference Entropy 0.725± 0.122 0.683± 0.176 0.767± 0.114
IDN 0.719± 0.065 0.683± 0.108 0.756± 0.105
IDMN 0.717± 0.076 0.678± 0.125 0.756± 0.084
Table 6.4: Performance values (±SD) for each of the 10 texture features.
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Difference variance achieves here the higher accuracy, 0.736± 0.070, a value
below the VAF approach in this database. The performance achieved by these
texture features is always higher than 65% (most of them above 70%) which
reveals a discrete discrimination ability, although much smaller than the one
shown by the HMM paths, used as feature selection tool.
6.6 Discussion
6.6.1 Spherical Brain Mapping
The SBM defines a completely new approach to visualization and feature
extraction of segmented MRI images. We have tested the original maps (in-
cluding the VRLBP approach) in Experiment 1, and its layered extension in
Experiment 2.
From the analyses performed, we can conclude that the most significant
changes occur mainly in the GM tissue (see fig. 6.21), although some maps per-
form better with WM. According to the widely documented structural changes
due to AD, these occur mainly in GM [37, 74, 108, 116, 120, 133], which is con-
sistent to what we found, and the significance found in WM might be the
“negative” influence of the GM loss. That is revealed in the statistical signifi-
cance analysis of Figures 6.11 and 6.12, where the t-values in WM are negative
in the areas where we found positive values in GM maps. This can be also
appreciated in the layered approach, at Figure 6.15.
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Figure 6.21: Performance at the operation point for the different mappings over the
GM and WM, compared with the performance of VAF.
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The mappings defined at Sections 6.2, 6.2.1 and 6.2.2 model a series of prop-
erties of the tissues crossed by the mapping vector vθ,ϕ. We can group all the
SBM measures in three categories: morphological (surface, number of folds
and thickness), statistical (average, variance, entropy or kurtosis) and texture
(VRLBP). The morphological approaches are easily interpreted, since they rep-
resent things such as the surface of the tissue, the complexity of the tyri and
sulci folding, and the thickness. Surface and thickness are defined in a simi-
lar way to other widely-used software, such as Freesurfer [116, 142], although
are less powerful in defining this complexity, due to the limitations in our
rectilinear mapping.
Therefore, the surface measure is not a faithful representation of the surface
of the cortex, as it can be seen in Fig. 6.3, and later in the t-maps at Fig. 6.11.
That is why its performance is so small in GM, due to the superposing gyri and
sulci, and better for WM, where it achieves a higher level of detail. As for the
thickness measure, it cannot achieve the same level of detail of the Freesurfer’s
measures, although gathering much more information than other morpholog-
ical approaches. Nevertheless, the thickness of these tissues can still be very
descriptive, and it achieves a decent performance in the classification analy-
sis. The number of folds is the last of these morphological measures. It is
intended to measure the complexity of the cerebral cortex, although judging
by its performance, it does not do a very good job.
The statistical measures, especially average, achieve higher performance in
the classification analysis. That might be due to the precision of the numbers
used. Whereas in the morphological features we obtained integers (as they
count the number of voxels or zero-crossings), in the statistical measures val-
ues such as average or entropy compute high-precision floating values. This
can help in further computation, although values such as kurtosis are outper-
formed by, for example, thickness.
The average is the best-performing measure in this group, and can be inter-
preted as the average amount of tissue -even tissue density- in the direction
(θ,ϕ). A comparison between the densities of the tissues in AD and CTL can
reveal the neurodegeneration and tissue loss typically associated with the dis-
ease. This is perhaps why in the significance analysis we found high abso-
lute t-values in areas typically affected by AD, such as the mid temporal lobe,
amygdala, hippocampus, parahippocampal gyrus or some structures of the
basal ganglia, such as caudate nucleus, globus pallidus or putamen [37, 96].
Entropy is a more complex statistical concept that comes from information
theory, but is usually related to the amount of information, or in other words,
the “randomness” of a source. In our particular case it could be interpreted
as a measure of texture, that is, the grey-level variability in the direction of
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vθ,ϕ. These maps perform very similar to the average ones in both GM and
WM, suggesting that the entropy accounts here for the tissue density as well.
The last measure of this group, the kurtosis, is also the less performing
statistical feature. It is a fourth-order statistic that might be interpreted as
the “peakedness” of a probability distribution. In the case of the SBM maps,
it models how abrupt the intensity changes in the direction vθ,ϕ are. This
relates kurtosis to the number of folds, and as in this case, the performance is
also small. This is probably due to the fact that the main neurodegenerative
processes are better modelled by atrophy-related measures, such as average
or thickness, than with the complexity measures such as number of folds,
kurtosis.
Finally, the VRLBP gathers not only the intensity values in the mapping vec-
tor, but also its neighbourhood, thanks to the helical sampling applied. This
is probably why the VRLBP achieve the best performance in the classification
analysis, with accuracies above 0.9 for both GM and WM tissues. Texture can
also be associated with changes in the tissue density or distribution, which
could lead to this higher performance. The most relevant regions in the VRLBP
correspond to small areas in the temporal lobe, amygdala and hippocampus,
where the neurodegeneration could be causing the texture changes that we
detected.
The breakdown of the SBM maps into several layers might be considered
a enhancement over the single maps, thanks to the level of detail achieved
at different depths. However, it barely outperforms (0.874± 0.021 accuracy)
the single-layer SBM average measure, much less the best-performing VRLBP.
Therefore, its only contribution is a better visualization of overlapping struc-
tures. The most discriminant layer in a four-layer decomposition is layer 2,
which is consistent with the presence of some AD-related organs such as the
hippocampus, amygdala or putamen.
6.6.2 Paths via HMM
Now we will discuss the HMM paths proposed in Section 6.3, whose results
were analysed in Experiments 3, 4 and 5. The paths were proposed as a
curvilinear substituent of the SBM mapping vector vθ,ϕ, capable of adapting
to the structure changes found in the brain. Our paths Pθ,ϕ are built upon
a minimun intensity variation pathway that starts at the AC, and follows the
orientation of an attractor placed in the limits of the image at the spherical
coordinate pair (θ,ϕ).
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There is a fundamental reason why AC is the best choice as first node of
the paths: it is a privileged position where the left and right hemispheres are
connected. A different point would lead to suboptimal paths, whose construc-
tion might be quickly interrupted by the abrupt changes at the ventricles, and
therefore, the resulting set of paths would not cover the entire brain.
It is important to note that these are not functional connectivity maps like
Diffusion Tensor Imaging (DTI) fibre tracts, which have also been used in the
diagnosis of AD [55, 89]. DTI tracts are based upon difussion images that quan-
tify the water molecule motion –in magnitude and direction– throughout a
tensor processing. Our HMM path definition, on the other hand, only char-
acterize grey level connectivity in MRI images, starting in white matter and
progressively transitioning to GM, oriented in a fixed direction. This means
that, although images like Figure 6.19 could resemble DTI fibres, they are not
related at all, and their utility as a feature selection tool is completely different.
Our paths demonstrated in Experiment 3 that they can adapt easily to two
and three-dimensional images, and even to the statistical distribution of points
in space (as in the helix example). They were successfully tested against a
real world example, aimed at tracing roads on a height map of the iberian
peninsula, with the result of paths that closely resemble real roads in which
the minimum variation in height is key.
Later, in Experiment 4, we used the HMM paths as a feature selection tool to
construct the set of selected intensities Vθ,ϕ, as in the original SBM. Individual
paths as well as a the pooled intensities of all paths in a hemisphere were
tested using a SVC. The differences between intensity sets in AD and CTL were
significant enough to achieve accuracies over 80% in some paths. The paths
that achieved more than 75% accuracy are shown in Figure 6.22, along with the
rendered structures crossed by them, according to the AAL brain atlas [131].
The structures that are crossed by the best-performing paths are the hip-
pocampus, amygdala, thalamus, fusiform and inferior temporal gyrus. GM
loss in the hippocampus has been extensively reported in the literature [85, 96,
133], as well as its surrounding structures (amygdala, parahippocampal gyrus
and fusiform) [133]. Some studies have also reported neurodegeneration at
the thalamus and putamen, also related to early AD [85], and in advanced
AD, atrophy in most of the neocortex [85, 96, 133]. However, pooling all the
intensities selected by these paths together did not increase the performance
achieved by the best performing paths.
The last test of Experiment 4 was the hybrid SBM-HMM maps. Average,
entropy, kurtosis and variance maps were tested, and we found that they
were discriminant (accuracy above 70% in most cases), yet not very powerful.
This is however coherent with the definition of the paths, where the inten-
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Figure 6.22: Paths that obtain more than 75% accuracy, and a three-dimensional rep-
resentation of the structures crossed by them.
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sity changes are small and progressive, and therefore, statistics that focus on
higher order variability (such as variance or kurtosis) are more representative
of this behaviour.
Finally, we tested the HMM paths’ application to compute radial GLCM and
texture features at Experiment 5. Here we saw that the performance achieved
with any of the texture feature maps was smaller than using the best paths
themselves, or even the most significant paths. However, the real utility of the
texture HMM maps could reside in its application to longitudinal studies. Tex-
ture has been already related to the evolution of AD [16], and so, the evolution
of the generated texture maps over the canonical paths throughout time could
be a good indicator of the progression of AD.
Further improvements could be made by computing an independent set of
paths per subject, and then extract morphological measures such as curvature
or torsion, or extend the computation of textural features to longitudinal stud-
ies, as we mentioned previously. This seem a very promising approach that
will be tested in future works.
6.6.3 SBM Framework Comparison
To obtain a general view of the SBM and its extension within the state of the
art, in Table 6.5 we present some of the best results that have been already
commented. We first present the values for the VAF approach [120] in T1,
GM and WM images. Then, we present the performance of the average and
VRLBP maps of our SBM, and the HMM paths, both as feature selection tool
(individual paths and selected features from the paths), the hybrid HMM-SBM
tool (variance and kurtosis) and the best scoring texture feature (difference
variance).
Afterwards, we provide reference values of some state of the art method-
ology that has been tested against the adni-mri database. These are: LVQ)
a Learning Vector Quantization (LVQ) [36] used to model the tissue distribu-
tion of CTL and AD images and project the images to a new space, just to use
the projections in a SVC; and SCA) the Spatial Component Analysis proposed
in [22], a bayesian network modelling of the dependencies between affected
regions (or spatial components) in AD.
The original SBM achieve generally better results than its counterpart using
HMM paths. That gives us an idea that the utility of these paths is not to gen-
erate the SBM maps, but to characterize the structure itself of the brain, which
could have applications when applying a morphological characterization of
the individual set of paths computed over each subject, or even in segmen-
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App. Feature Tis. Accuracy Sensitivity Specif icity
VAF Intensity
T1 0.789± 0.066 0.767± 0.094 0.811± 0.099
GM 0.768± 0.011 0.752± 0.016 0.785± 0.016
WM 0.642± 0.009 0.668± 0.012 0.617± 0.013
SBM
average
GM 0.879± 0.005 0.897± 0.006 0.861± 0.006
WM 0.800± 0.011 0.802± 0.013 0.798± 0.009
VRLBP
GM 0.903± 0.010 0.890± 0.012 0.916± 0.018
WM 0.909± 0.014 0.899± 0.028 0.919± 0.018
HMM
Ind. Paths T1 0.806± 0.069 0.733± 0.073 0.878± 0.097
Sel. Paths T1 0.828± 0.054 0.794± 0.095 0.861± 0.039
Variance T1 0.750± 0.064 0.633± 0.131 0.867± 0.102
Kurtosis T1 0.756± 0.105 0.733± 0.165 0.778± 0.150
D. Variance T1 0.736± 0.070 0.683± 0.098 0.789± 0.090
Other
LVQ GM 0.869± 0.101 0.822± 0.120 0.890± 0.102
SCA
GM 0.880± 0.0∗ 0.926± 0.0∗ 0.845± 0.0∗
WM 0.808± 0.0∗ 0.817± 0.0∗ 0.800± 0.0∗
∗ SCA used leave-one-out cross-validation. SD is 0.
Table 6.5: Comparison between our algorithm performance values (best values for
selected voxels in all paths and texture features) (±SD) and other methods
in the bibliography
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tation of the images. The seven SBM measures proposed here have been of
great utility, clearly outperforming the VAF approach, and achieving results
similar to state-of-the-art methodology in the field, while providing a useful
two-dimensional representation of the brain. This is especially the case of
the VRLBP, which according to the statistical significance analysis, was able to
locate major differences in very small regions of the brain.
To end with, we want to remark that the SBM defines a whole framework
that can easily be extended with different strategies. We already proposed
the layered extension or the neighbourhood helical sampling that we tested
with the VRLBP, but many others can be made. Higher order statistics on
the set of intensities Vϕ,θ, or the computation of GLCMs around the mapping
vector can focus on different properties of the structure of the image. We
could even, instead of using the HMM paths, use the fibre tracts defined in
DTI modalities to compute features that are related to brain connectivity, and
could be potential indicators of neurodegeneration, or even apply SBM to other
imaging modalities such as PET or SPECT, where the structural information is
not always present.

Part III
I NCREAS ING THE SAMPLE S I ZE

7 S I GN I F I CANCE WE IGHTED PR I NC I PA L
COMPONENT ANALYS I S
Multicentre studies with structural MRI and functional MRI (fMRI) are increas-
ingly common, allowing for recruitment of larger populations in shorter peri-
ods of time. However, the use of images acquired at different sites still poses
a major challenge. In addition to logistical difficulties, such as regulatory ap-
provals and data protection, a number of technical and methodological issues
can potentially affect the resulting maps, introducing undesired intensity and
geometric variance. This issue has been addressed in other neurological con-
ditions, such as AD [92, 109], where group differences are well known, and
demonstrating that the impact of a correction for site on the resulting neurobi-
ological differences is relatively small. However, these effects have a stronger
impact in psychiatric conditions where the atypical radiological signs on MRI
are often subtle and require large samples of patients to observe on-average
differences relative to control samples. Recent meta-analyses point to differ-
ences being inconsistently reported in schizophrenia [42, 106], psychosis [10,
17], and ASD (using the multi-centre ABIDE database) [21]
These inconsistencies can arise from a variety of variance sources, rang-
ing from the multi-level (phenotypic, neurobiological, and etiological) hetero-
geneities of the conditions to technical issues that include differences in scan-
ner make, model, manufacturer, static field strength, field inhomogeneities,
slew rates and image reconstruction [79], as well as acquisition problems such
as within-acquisition participant head motion. Field inhomogeneities are a
source of misinterpretation of the data even when the same MRI system man-
ufacturer and model are used [79]. Furthermore, results in [75] demonstrate
that a single scanner can change with time, which makes some widely used
strategies, for example collecting controls first and patients later, a flawed ap-
proach. Recent neuroimaging research on ASD [21] has shown that, while anal-
yses performed on a particular database (acquired on a single platform) could
yield coherent regions, the atypical structures are often inconsistent across the
wider literature using different databases. Therefore, new methodologies fo-
cused on reducing multi-site variance may be potentially helpful in increasing
the power to identify the characteristic neurobiological signature of autism,
should there be one.
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A number of approaches have been proposed to reduce between-site vari-
ance. Geometric distortions caused by magnetic fields inhomogeneities have
been widely studied [92, 109]. Furthermore, there exist a number of diffeo-
morphic registration algorithms, such as DARTEL [94] or ANTS [61], intended
to reduce inter-subject—and by extension, inter-site—variations. In the case
of intensity variance, the issue has already been addressed in the MRC-AIMS
database by leveraging sMRI sequences that yield quantitative estimates of
relaxation times [83] which have been demonstrated to reduce single-site ef-
fects compared to weighted sequences. However, images acquired using this
technique still yield between-site differences [27].
To address the problem of intensity variance and improve the homogeneity
of the images across different sites, we have proposed a new post-acquisition
methodology that enhances derived maps (e.g. grey or white matter volumes)
by means of ameliorating site effects [1]. This method, called Significance
Weighted Principal Component Analysis (SWPCA), can be applied as part of
pre-processing before computing whole-brain or regional statistical analysis.
The algorithm proceeds by performing a PCA over the whole database of im-
ages and later computing the statistical significance of each component in rela-
tion to a categorical variable, in this case the acquisition site. This information
is used to reconstruct the datasets using a weighted strategy that effectively
reduces intensity inhomogeneities due to site effects.
7.1 Signif icance Weighted Principal Component Anal-
ysis (SWPCA)
The Significance Weighted Principal Component Analysis (SWPCA) is an al-
gorithm to reduce undesired intensity variance introduced by multi-site image
acquisition. SWPCA takes any dataset of pre-processed images and decom-
poses them into their variance components to then provide a corrected dataset
where the undesired variance has been reduced. To do so, PCA is applied to
each modality in turn to obtain the component scores and component load-
ings. Since PCA is a data-driven approach, it was only used to decompose
the source images, and after this procedure, a one-way ANOVA estimates the
relation between each variance component and a given categorical variable, in
our case, the acquisition site. The between-site variability in the variance com-
ponent is then identified by its corresponding p-value. Finally, these p-values
are transformed into a weighting matrix Λ that weights the influence of each
variance component in a final PCA reconstruction of the corrected maps. The
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Figure 7.1: Summary of the SWPCA algorithm, along with its context in the pipeline
used in this article. Circles represent the input data, both images (green
shading) and class (group and acquisition site, purple shading). Rectangles
represent the different procedures applied, comprising the DARTEL nor-
malization and registration, the different steps contained in SWPCA, ANOVA
and obtaining the weighting function Λ(c)- and the subsequent analysis.
procedure is summarized in Figure 7.1. There is also a python class for per-
forming SWPCA at https://github.com/SiPBA/swpca.
7.1.1 Principal Component Analysis (PCA)
The first step in the SWPCA algorithm is to perform a PCA decomposition
of the dataset into a set of orthogonal components that model the variance
present in the images.
PCA is a statistical procedure that uses an orthogonal transformation to con-
vert a set of observations X of possibly correlated variables, where X is aN×K
matrix, with N participants (in this case, with one image per participant) and
K the number of voxels, into a set of K linearly uncorrelated variables called
Principal Components (PC, also known as component loadings or the mixing
matrix) W of size K×Kwhose linear combination using a vector of component
scores sN can perfectly recompose each image.
Intuitively, PCA defines a new space where the first spatial direction is de-
fined so that it explains the maximum variance in the data. The subsequent
directions will try to explain the remaining variance in decreasing order. The
set of these component scores S (size N×K) is estimated as:
S = XWT (7.1)
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where the columns of W contain the eigenvalues of XTX, the empirical covari-
ance matrix of X.
This transformation computes a sequence of PCs, maximally explaining the
variability of the data while maintaining orthogonality between components.
This is done, ideally, by obtaining the EVD of the empirical covariance matrix
of the data. The mixing matrix W is then defined as the set of eigenvectors
obtained after applying the EVD to the covariance matrix of the data XTX
(assuming that the column mean was substracted from the data) so that:
XTX =WΛWT (7.2)
where Λ is a diagonal matrix whose diagonal elements contain the eigen-
values of each principal component, and the mixing matrix W contains the
eigenvectors.
The most popular approach to obtaining the decomposition takes advantage
of some analogies between the SVD of X and the EVD of XTX. Since the EVD
is often more computationally expensive, the SVD approach is often used. SVD
performs the decomposition:
X = UΣV∗ (7.3)
where U is an N×N orthogonal matrix, Σ is a N× K diagonal matrix with
non-negative real numbers on the diagonal, and the K× K unitary matrix V∗
denotes the conjugate transpose of the K× K unitary matrix V. Using that
decomposition, the covariance matrix
XTX = VΣUTUΣVT = VΣ2VT (7.4)
which, comparing with Equation 7.2, shows that we can obtain the mixing
matrix as W = V, the eigenvalues Λ = Σ2, and the transformed samples of
Eq. 7.1 can be rewritten as S = XW = UΣ.
We obtained both the component scores and estimates of the ‘eigenbrains’
W. In PCA, the maximum variability in the data (information) is contained
within the first components, and the remaining can be considered noise. There-
fore, for this chapter, the truncated form of SVD was used such that only the
first C components were considered, where most of the variability of the data
was concentrated:
SC = UCΣC = XWC (7.5)
where SC is the set of component scores using the first C components (size
N×C). To achieve reasonable performance with minimal information loss, it
was assumed that the number of components was the same as the number of
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images, C = N. Thus, a partial reconstruction of the original signal could be
undertaken:
Xˆ = SCAC (7.6)
where AC is the pseudoinverse of the truncated matrix of component load-
ings WC, and Xˆ is the reconstructed set of images.
7.1.2 One-Way Analysis Of Variance (ANOVA)
The estimated PCs effectively model the variability of the image dataset.
The next step was to assess each PC as a source of inter-site variance with one-
way Analysis Of Variance (ANOVA). ANOVA estimates the F-statistic, defined
as the ratio between the estimated variance within groups and the variance
between groups:
F =
MSwithin
MSbetween
=
SSwithin/(G− 1)
SSbetween/(K−G)
=
∑
i ni
(
Y¯i − Y¯
)2
/(G− 1)∑
ij
(
Yij − Y¯i
)2
/(K−G)
(7.7)
Where MSwithin and MSbetween are the mean squares within- and between-
groups respectively, G is the number of separate groups (in our case, two), Y¯
is the sample mean of a certain feature (in our case, the sample mean of all
K values of a given component score), Y¯i is the sample mean of the features
belonging to group i = 1 . . . G, Yij is the jth observation of a feature belonging
to group i and ni is the number of participants in the ith group. The F-
distribution allows an easy computation of p-values, given the number of
groups and degrees of freedom. The F-statistic and p-values were computed
independently for each component score and acquisition site, and then used
in the SWPCA algorithm.
7.1.3 Weighting Function
To obtain a set of corrected maps, a new signal matrix of all maps of the
same modality, X̂, was estimated with the influence of the PCs with variance
related to acquisition site, assessed via the p-values, reduced. To do so, equa-
tion 7.6 was modified to include a square matrix Λ (dimension C×C) whose
diagonal contains a weight λc for each component that depends on its p-value;
that is,
X̂ = SΛA (7.8)
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Figure 7.2: Weighting function Λc(pc,pth) used in SWPCA.
The computation of each λc, for each component, was performed using the
Laplace distribution, modified so that the weights were on the interval [0, 1]:
λc(pc,pth) = 1− e
−pc
pth ∀pc ∈ [0, 1] (7.9)
where pc is the statistical significance of the cth component with respect to
the acquisition site and pth is the statistical threshold for significance; that is,
pth=0.05. A plot of the univariate weighting function λc(pc,pth) can be found
in Figure 7.2. This weighting ensured that most of the components of variance
that are not related to the acquisition site are kept unchanged, while at the
same time it strongly reduces the influence of components with p-values less
than the threshold.
This procedure is illustrated in Figure 7.3, where a boxplot of the distri-
bution of the first four principal component scores is shown. Since we have
assumed that substantial differences imply a bigger influence of the acquisi-
tion site on the portion of variance modelled by that component, the resulting
weight is reduced, and the contribution of that component to the reconstructed
signal will be smaller. After computing all weights, most of the sources that
are related to the acquisition site (for example, the second and third compo-
nents with respectively λ2 = 0 and λ3 = 6.14E− 6) have been parsed out while
keeping all other sources of variance.
7.2 Evaluation of SWPCA
To validate the effects of the SWPCA algorithm on the inter-site variance,
three experiments were undertaken to assess the reduction of the undesired
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Figure 7.3: Box-plot of the distribution of the component scores at each site of the
aims-mri dataset (see Sections 7.3 and A.1.2) in the four first components.
We assume that bigger differences between distributions imply a bigger
influence of the acquisition site on the portion of variance modelled by
that component and therefore, to parse out those differences, the resulting
weight will be smaller.
site variance in the original datasets, and its impact on the between-group
signal. Two kind of analysis have been performed: a characterization of voxel-
wise differences, and a classification analysis.
Voxel-wise differences between groups were characterized using VBM [137],
comprising preprocessing (registration, smoothing) and mass-univariate t-test
on the smoothed maps from each modality. SWPCA is included (when needed)
in this pipeline as a plug in, after the smoothing and before the hypothesis test-
ing. Permutation testing assessed the significance of the relationship between
the tested and target variables. A max-type procedure was used to obtain
family-wise, whole-brain corrected p-values [169]. Additionally, a Component
Based Morphometry (CBM), based on Source Based Morphometry (SBM) [81]
was used. This procedure provided Z-maps for visual inspection comparable
to those obtained in VBM, by selecting component loadings W, scaling them to
unit standard deviation and weighting their contribution to the final map with
their statistical significance, computed using the same permutation inference
as in VBM.
A classification analysis was undertaken using a common classification pipe-
line [13] consisting of preprocessing, feature extraction via PCA and SVC clas-
sification. SWPCA is used as a plug-in here as well, after the preprocessing
and before the feature extraction step. The classification was validated using
stratified 10-fold cross-validation [157].
For each modality independently, the following experiments were performed:
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• Experiment 1: To demonstrate the ability of the SWPCA algorithm to re-
duce undesired effects due to acquisition site, the PCA + SVC pipeline was
applied to the datasets labelled by acquisition site. Classification accu-
racy was compared to datasets with and without SWPCA. VBM was then
applied to identify the spatial location of the between-site differences.
This was undertaken on the whole database (all), and subgroups con-
taining only ASD or ASD participants.
• Experiment 2: The discrimination ability of each modality, acquired at
different sites was assessed by classification performance of individuals
from London (lon) and Cambridge (cam) was separately assessed, us-
ing group (ASD and CTL) as the labels.
• Experiment 3: To assess the impact of SWPCA on the datasets when char-
acterizing the differences between ASD and CTL groups, the classification
pipeline comprising PCA + SVC, as well as VBM and CBM, have been ap-
plied to all participants with group as the labels.
7.3 Results for AIMS-MRI Dataset
7.3.1 Experiment 1: Eect of Acquisition Site
The first experiment was to demonstrate the ability of SWPCA to reduce the
intensity variance related to acquisition site. To do so, we first performed a
VBM analysis in all five modalities (qT1, qT2, simulated T1 - weighted Inver-
sion Recovery (synT1), GM and WM) separately, with the uncorrected (without
applying SWPCA) and the corrected (after applying SWPCA) maps, using the
acquisition site as labels.
To illustrate where the sources of variance of the acquisition sites are located,
Figure 7.4 shows a brain t-map of significant (p < 0.01, |t| > 2.57) GM and WM
between-site differences. The biggest reductions in variance were found in qT1
and synT1 maps, where high variability between acquisition sites, especially
in the right hemisphere, was substantially reduced after the application of
SWPCA. The reduction in the qT2, GM and WM maps was smaller, although
noticeable.
To quantify the impact of this variance reduction on the between-groups
effects, the classification analysis was undertaken. Higher accuracy values im-
ply that the maps contain site-related patterns that were significant, whereas
accuracy close to 0.5 indicates that the site-related variance was small. The test
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was applied to all, and also to the ASD and CTL subgroups. The classification
results are presented in Table 7.1.
Performance results indicate clear advantages of using SWPCA, in particular
in the case of qT1 and synT1 which were associated with strong site-dependent
variance. These results are also consistent with the reduction of significant
between-group areas observed in Figure 7.4.
The between-site differences were smaller for GM and WM maps, possibly
due their reduced sensitivity. Since fractional occupancy values are abstract,
unitless values derived from each image they are less influenced by the acqui-
sition site effects. For qT2 maps, the site-related differences were greater for
the CTL participants than ASD where, according to the classification accuracy,
they were nearly indistinguishable. Acquisition site differences were therefore
noticeably reduced in the CTL and all databases, but not in the ASD.
7.3.2 Experiment 2: Within-site Between-Group Dierences
In this second experiment, accuracy, sensitivity and specificity in the be-
tween-group comparison were recorded for images acquired from each site
and shown at Table 7.2. This is an estimation of the discrimination abil-
ity of the different modalities without the influence of the site effects. For
all modalities, most of the values are close to a random classifier (˜50%), in-
dicative of having either no significant differences between groups, or having
spatially heterogeneous patterns of sMRI measures across individuals where
mass-univariate approaches are sub-optimal in detecting group differences. It
is interesting to note that the London sample contained more between-group
differences that those acquired at Cambridge.
7.3.3 Experiment 3: Eect of SWPCA on Group Dierences
Finally, group differences were characterised with and without applying
site-effects reduction via SWPCA to the five modalities.
Whole-brain VBM analysis was performed on the corrected and uncorrected
maps from each modality. Figure 7.5 depicts the brain t-maps of significant
(p < 0.01, |t| > 2.57) qT1, qT2, synT1, GM and WM between-group differences, us-
ing all, with the GM+WM mask, before and after applying SWPCA, so that the
reduction of site-related variability can be observed. Some of the highlighted
areas after applying SWPCA are inconsistent across modalities, with spurious
peaks and noise, including a large area around the ventricles in the qT1 and
synT1 modalities related to some abnormal participants that will be discussed
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Figure 7.4: Brain t-map (VBM) of significant (p < 0.01, |t| > 2.57) GM and WM between-
group differences using qT1, qT2, synT1, GM and WM modalities before and
after applying SWPCA to remove site effects.
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later. However, there were some areas that were consistent across modalities.
Significant areas found across at least 4 of the 5 modalities correspond to the
AAL [131] areas of: A) right superior frontal gyrus, Brodmann area 6 (z=60);
B) the pars opercularis of the left inferior frontal gyrus, Brodmann area 44; C)
the pars triangularis of the left inferior frontal gyrus, Brodmann area 45; D)
the posterior part of the left middle temporal gyrus (z=24); CSF filled spaces
on the margins of the ventricles (z=-6,4,14,24); and the left crus I of cerebellar
hemisphere (z=-26).
The complementary CBM (see Section 7.2) analysis was performed on the
most significant components. The resulting regions, statistically thresholded
with Z > 2.57 (corresponding to p < 0.01), were superimposed on the MNI
template, and are depicted in Figure 7.6. A reduction of significant between-
group areas after applying SWPCA is evident in most modalities, but partic-
ularly noticeable in the qT1 and qT2. In WM no significant regions were ob-
served, neither before nor after SWPCA. The significant regions identified in
any modality corresponded to the AAL areas of the CSF filled areas around the
ventricles (planes z=-6, 4, 14, 24), the right middle temporal gyrus (plane z=14)
and the left crus I of cerebellar hemisphere (plane z=-26). However, none of
these regions were repeated over more than two of the modalities, except for
the large areas around ventricles that were caused by abnormalities in three
participants, which will be discussed later.
Performance results for the classification analysis applied to all are shown
in Table 7.3. Between-group results were quite similar before or after applying
SWPCA, although reducing between-site variance generally reduced the perfor-
mance towards a random classifier. The results in this table match the overall
effects that were found in Figure 7.5, where most spurious significance peaks
disappeared after applying SWPCA, but some regions were highlighted. These
regions, where SWPCA did not seem to eliminate the significant areas but en-
hanced them, could be responsible for the accuracy increment in the analysis
of the qT2 modality, and the GM with GM mask.
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Figure 7.5: Brain t-map (VBM) of significant (p < 0.01, |t| > 2.57) GM and WM dif-
ferences in ASD using qT1, qT2, synT1, GM and WM maps before and after
applying SWPCA to remove site effects.
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Figure 7.6: Brain Z-map (CBM) of significant (p < 0.01, |t| > 2.57) GM and WM differ-
ences using qT1, qT2, synT1, GM and WM maps before and after applying
SWPCA to remove site effects.
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7.4 Discussion
Brain anatomical and functional differences between ASD participants and
controls have been explored by a number of previous studies [11, 12, 18, 19, 33].
Many affected structures have been proposed in each of these studies, however
as a recent large-scale study points out [21], these are frequently inconsistent
throughout the literature. Researchers argue that most of these structures are
database-dependent, and since many studies use multi-site acquisition proce-
dures, the variance introduced by each acquisition site is a probable source of
Type I errors.
The technical and logistical drawbacks of multicentre studies are widely
documented, including participant recruitment procedures [75] and technical
effects that range from the usage of different equipment or acquisition pa-
rameters [79] to physical changes that affect the performance of MRI scanners
across time [75]. There is general recognition that standardization is needed to
ensure the uniformity of the acquired maps. Different approaches have been
used in large-scale studies, such as ADNI where human “phantoms” were used
to perform a preparatory optimisation of MRI scanning platforms [106].
There are two major types of site effects, regardless of their source: geomet-
ric distortions and intensity inhomogeneities. In this work, we focused on the
latter, since much of the geometric distortion has been eliminated during ac-
quisition (see Section A.1.2), and the DARTEL normalization and registration
acts as a homogenizing step, reducing both between-site and between-subject
geometric differences, substantially reducing their impact.
Regarding intensity correction, in the MRC-AIMS database used in this study
[32, 44], a standardization procedure based on quantitative imaging [83] was
used to minimize inter-site variance and improve the signal-to-noise contrast.
However, as the between-site analysis in Section 7.3.1 suggests, this strategy
still results in variance that makes it easier to distinguish scanning sites than
diagnostic groups. For example, when using qT1 the accuracy for lon vs. cam
classification was >80%, whilst when classifying ASD vs. CTL it was 52%. This
marks the substantial effect of site variance on the maps’ intensity distribution,
even when the multi-site study employs quantitative imaging protocol on the
same model of scanner platform across sites. However, with the inclusion of
GM and WM maps, we can observe that the inhomogeneities found on qT1 or
synT1 barely affected the segmentation procedure.
In this work, the approach we have taken is to perform a multivariate de-
composition of each dataset into a number of components that explain differ-
ent portions of variance. The following step was to identify the components of
variance that are due to multi-site acquisition and reduce them. Decomposi-
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tion was completed using PCA and then, to identify which of the components
were linked to acquisition site, we performed an ANOVA on the component
scores. Finally, using the weighting function defined in Sec. 7.3.3, we recon-
structed the original signal reducing the undesired variance, in what we called
SWPCA. The method has proven its ability in reducing undesired variance,
quantifiable by means of the accuracy obtained in a site vs. site classification.
In this case, SWPCA reduced the accuracy from >0.8 to approximately ≈ 0.5, a
random classifier, suggesting that most site-related variance was eliminated.
A simpler approach such as applying a voxel-by-voxel ANOVA would also be
useful to reduce the acquisition site effects [51]. However, SWPCA is a multivari-
ate approach that still offers major advantages over this voxel-wise algorithm,
and similar algorithms have found utility in text document searches [41, 86].
First, PCA models the different sources of variance of the dataset, whereas a
simple voxel-wise ANOVA only removes mean site differences, which might re-
sult in less statistical power. Secondly, SWPCA is multivariate in nature, where
each component contains information that potentially affects all voxels. To-
gether, these two features allow SWPCA to identify the components linked to
the undesired effects, and reduce their impact with a weighted reconstruction
approach, reducing the general variance related to the acquisition site. How-
ever, this increased power reveals a major drawback: SWPCA needs at least a
moderate number of participants to work properly. That is the reason why we
cannot apply SWPCA to databases such as ADNI [106] or ABIDE [19], where the
number of participants acquired at each site is small, or to the six travelling
phantoms used in the calibration of the MRC-AIMS study.
There exist a number of similar multivariate methods that model the influ-
ence of categorical variables, such as the well-known PLS algorithm [69] or
Surrogate Variable Analysis (SVA) [99]. In the first case, both PLS and SWPCA
take categorical variables Y along with the data X as inputs to partition the
influence of these into components. However, the most significant difference
is the underlying model. Whilst SWPCA estimates the principal components
blindly using their variance, which is what we aim to reduce, and performs
an ANOVA afterwards, PLS uses the categorical variable in the computation of
the covariance matrix and then estimates the components.
On the other hand, SVA, used for gene expression studies [99], is more com-
parable to SWPCA. The SVA algorithm uses a number of decomposition and
significance estimation steps to construct a set of surrogate variables; that is,
variables that account for the unmodeled variance and expression heterogene-
ity. While similar to SWPCA in the steps used (i.e. SVD decomposition and
significance estimation), their approaches are fundamentally different. SVA
constructs a higher complexity model that starts by eliminating the contribu-
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Figure 7.7: Location of the significant region labelled D (posterior part of the superior
temporal gyrus) within the MNI template.
tion of primary variables to produce a number of unknown hidden (surro-
gate) variables, whereas SWPCA is intended to reduce complexity by produc-
ing variance-reduced maps to reduce the influence of previously known, but
unconsidered, variables and facilitate a subsequent analysis focused only on
the relevant variables.
Focusing on the VBM results, after performing the site-effects removal by
SWPCA significant between-group differences were noted in five areas: A) the
right superior frontal gyrus; B) the pars opercularis of the left inferior frontal
gyrus; C) the pars triangularis of the left inferior frontal gyrus; D) the posterior
part of the left middle temporal gyrus; and E) the left crus I of cerebellar
hemisphere. The first three regions are within Brodmann areas 6, 44 and
45. However, when examining the projection of the region D onto the MNI
template (see Figure 7.7), it is also located in the posterior part of the left
superior temporal gyrus. Therefore, D corresponds closely with the region
between Brodmann areas 22 and 39, the Temporo-Parietal Junction (TPJ), with
negative t-value at the left side (containing Wernicke’s area) and positive t-
value at the right side.
The role of these regions in autism has received much attention. Brodmann
areas 44 and 45, that together make the Broca’s Area (of importance in speech
production and a proposed part of the human mirror neuron system [112]), is
a region where mirror neuron dysfunction has been consistently reported in
ASD-affected children [105] and adults [28, 88, 107]. Wernicke’s area, contained
in the left TPJ, is also linked to language, and has been associated with ASD
in several works [28, 107]. Additionally, the right TPJ has been proposed as
related to mentalizing and has been repeatedly implicated in autism [114],
including a fMRI study of a subsample of this same AIMS dataset [57]. The
right superior frontal gyrus (region A) is more equivocal, with some studies
[44, 65] reporting abnormalities in this area, while others [26, 107] report no
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Figure 7.8: The template used in this work compared to two of the participants with
abnormal ventricle size (21016 and 21018). Atrophy of the cerebellum
in participant 21016 can also be appreciated, responsible for some of the
‘highlighted’ areas in qT1, qT2 and synT1 t-maps (see Fig. 7.5).
significant differences. Our analyses reveal no differences in the insula and
amygdala, brain structures frequently linked to autism.
Some regions, particularly in qT2, synT1 and segmented GM maps show
potentially spurious significance peaks around the ventricles and especially
in the left crus I of cerebellar hemisphere (region E). After examining the
database, two individuals had appreciable structural abnormalities in the form
of abnormal ventricle size and cerebellar atrophy, as can be seen in Figure 7.8.
It is possible that these participants influenced the computation of the t-maps,
and therefore are responsible for the significance in region E and areas sur-
rounding the ventricles and, since they are part of the lon subdataset, could
also be responsible for the increased classification accuracy of the quantitative
T1 and T2, and the synthetic T1 maps in this sub-dataset.
After observing the influence of these participants on the computation of
the t-maps, we can assume that most of the structural differences in ASD are
so subtle that the influence of just one or two images can impact on the final
results. This, along with the poor performance of the classification pipeline
presented in Section 7.2, dramatically reduces the significance of the afore-
mentioned t-maps. Therefore, the existing evidence leads to the conclusion
that ASD presents as either undetectable structural differences or, more likely,
with such heterogeneous differences that are difficult to establish a common
pattern even after reducing the variance introduced by acquisition site.
It may be the case that cohorts of individuals examined at different sites
are somehow systematically biased towards a specific type of patient (in ways
that we cannot see simply based on phenotypic information), then site-related
intensity variability is also enriched with important variability about nested
autism subgroups. So with any technique trying to remove the site-related
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inhomogeneity, the subgroup information could also be removed. Together,
the evidence supports the claim that defining meaningful subgroups based on
different measures, such as genetic profiling, clinical co-morbidities or sensory
sensitivities, is the most urgent next step for ASD research [21].

8 S IMULAT ION OF FUNCT IONAL BRA I N
IMAGE S
In Chapter 7, we proposed a novel methodology for eliminating inhomo-
geneities due to acquisition site in multi-centre datasets. This is a good ap-
proach for MRI images, but still requires a large recruitment procedure and
individual analyses and assessments. In this chapter, we propose a simulation
procedure (see Figure 8.1) intended to synthesize completely new samples
of an existing database that share the same properties as the original set of
subjects belonging to a certain class.
Our system focuses on nuclear imaging techniques such as PET or SPECT,
using PCA to project the dataset to the eigenbrain space and a statistical dis-
tribution estimator to model the distribution of the brains and classes in this
new space. Once the statistical distribution of the classes is known, we can
generate new coordinates on the eigenbrain space belonging to the same class,
that can be finally projected to the brain space.
loadings
scores
Figure 8.1: Schema of the brain image synthesis algorithm.
We have evaluated our proposed system on two modalities: FDG-PET im-
ages from the adni-pet dataset and SPECT-DaTSCAN from the ppmi-dat
database. We have tested the images under three different experiments that
estimate the relation between the simulated and the real images, the ability
of the simulated dataset to predict the outcome of real datasets, or the uncer-
tainty introduced by the simulation procedure.
For our brain synthesis algorithm to work, the source datasets must share
certain characteristics: to be spatially normalized (which we did by using the
SPM8 software) and intensity normalized, using normalization to the maxi-
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mum strategy, which proved to be very useful in most applications [25, 47]
(see Chapter 3 for more details).
8.1 Simulation Methodology
8.1.1 PCA Decomposition
The first step of the simulation pipeline is the analysis of the dataset that we
want to use as a reference. In order to do so, we project the dataset from its
original image space to a lower dimensional space using PCA, a very extended
tool for analysis and feature extraction in neuroimaging [13, 56], and that was
already presented at Section 7.1.1.
In this chapter, we use the component score matrix S, or the coordinates
of the database samples in the eigenbrain space, to estimate per-class and
per-component statistical distributions from which we can generate new co-
ordinates. For efficiency, and without loss of generality, we will use only the
first C components of the PCA decomposition.
8.1.2 Density Estimation
Once the images have been projected to the eigenbrain space, we want to
generate new samples in this new space, in order to synthesize new images.
For this purpose, we assume that the coordinates of the subjects of a certain
class in the eigenbrain space are different realizations of a random process
with a given PDF.
In order to estimate the PDF of the process that generates the coordinates of
each class, we use two different density estimation procedures: the parametri-
cal model of this distribution using a Multivariate Normal distribution (MVN),
and the empirical Kernel Density Estimation (KDE).
8.1.2.1 Multivariate Normal distribution (MVN)
The MVN, also known as Multivariate Gaussian Distribution, is a generaliza-
tion of the random normal distribution to n dimensions.
Let us note Sc the matrix containing only the coordinates in the eigenbrain
space of individuals belonging to class c. From this matrix we can obtain the
mean vector for all components µc and covariance matrix Σc. The PDF of each
class would therefore be:
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fˆcmvn(x) =
1
(2pi)N/2 |Σc|1/2
exp
(
(x− µc)TΣ−1c (x− µc)
2
)
(8.1)
8.1.2.2 Kernel Density Estimation (KDE)
Kernel Density Estimation (KDE) is an increasingly used method to estimate
the empirical PDF of a set of data [50, 64]. The KDE performs the PDF estimation
for the ith coordinate (or component) of class c as:
fˆi,ckde(x) =
1
Nc
Nc∑
l=1
Kh
(
x− Si,cl
)
=
1
Nch
Nc∑
l=1
K
(
x− Si,cl
h
)
, (8.2)
where l = 1, . . . Nc, with Nc the number of subjects belonging to class c, and
Si,c contains the ith coordinate of Sc, as in the latter section. The kernel K(x)
is a function of Rn that must define a probability:∫
· · ·
∫
Rn
K(x)dx = 1 (8.3)
It also must be centred: ∫
· · ·
∫
Rn
xK(x)dx = 0 (8.4)
and its covariance matrix must be close to identity:
∀u ∈ Rn, ‖u‖ = 1
∫
R
t2K(tu)dt ≈ 1 (8.5)
In this chapter, we use a gaussian kernel K(x) = 1/(2pi) exp(−12x
2) for the
estimate. Estimation of the bandwidth h > 0 is performed using the diffusion
approximation proposed by [64].
8.1.3 Brain Image Synthesis
After estimating the empirical PDF of the coordinates, we aim to generate a
new set of coordinates for class c Ŝc that match the distribution of the originals.
To do so, we compute the CDF from the PDF that we estimated previously as:
F(x) =
∫x
−∞ f(t)dt (8.6)
Afterwards, we can use a random number generator to provide uniformly
distributed random numbers in the interval [0, 1]. These numbers are in the
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range of the CDF (from 0 to 1), and therefore we can consider them as F(x),
from which we could obtain the value x. In practice, we perform a numerical
approximation to the problem, in which we calculate the full CDF in a wide
range of x, and then interpolate the value of x using the generated F(x) as
query point.
This procedure is repeated for all coordinates i = 1, . . . K G times, where
G is the number of subjects of class c that we want to synthesize. Then, the
new set of images can be reconstructed using the eigenbrain basis W and the
newly matrix of scores Ŝc.
X̂c = ŜcW−1 (8.7)
The code used for this brain image synthesis can be freely downloaded at
https://github.com/SiPBA/brainSimulator.
8.2 Experimental Setup
Validation of a simulated dataset is still a matter of discussion. Most works
exploring that possibility [144, 164] use visual analysis to validate the results.
In addition to this, we chose an empirical approach to validation, based on the
classification of samples, which will give us quantitative results. The following
experiments have been performed:
• Baseline: First of all, we estimate the performance of both the origi-
nal and the simulated datasets using a VAF [120] classification analysis,
under different scenarios (depending on the classes available in each
dataset). This will be used as a baseline in the following experiments.
An additional SPM [98] analysis is performed on both the original and a
simulated dataset.
• Experiment 1: Predictive power of the simulated images: To test whe-
ther the simulated images can be considered similar to the original im-
ages, we try to predict real-world samples with a set of simulated images.
This is done within a cross-validation loop, where the original training
set is used to generate a new training set of completely new images,
and after the SVC training with this simulated set, it is tested against the
original test set.
• Experiment 2: Independence of the simulated images: To test the inde-
pendence of a generated dataset, we use the opposite approach. Within
the cross-validation loop, we first establish the training set of the origi-
nal images, and the classifier is trained using these. Then, we test the
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classifier against either this same training set or a simulated dataset, gen-
erated using the same training set. If our simulated images are indepen-
dent from the originals, the performance of the system should decrease
substantially.
In the classification analysis, we use a SVC with linear kernel. To estimate C,
we perform a grid search in an inner cross-validation loop using the training
set. Finally, the following performance values are provided: accuracy (acc),
sensitivity (sens), specificity (spec) and their standard deviation (SD).
Additionally, a SPM analysis [98] has been performed on both the original
and the simulated datasets. Mass-univariate two-sample t-maps are provided
in Figures 8.7, 8.8, 8.9 and 8.10, using a FWE correction t-threshold for a p <
0.05, with no masking applied.
8.3 Results
8.3.1 Baseline
In this experiment, we compute the baseline performance of the original
and the simulated images, by applying it to the adni-pet and the ppmi-dat
dataset. We have used all subjects in the computation of these values, and 200
simulated images from each class in their evaluation. We show these results
at Table 8.1.
Regarding the AD dataset, we can see that the maximum accuracy can be
obtained when differentiating between AD and CTL subjects, as it could be
expected. Since MCI is an intermediate class where there exist cognitive im-
pairment but not enough to be considered AD, this class should be closer to
both AD and CTL. That is what we see when under the MCI vs CTL and MCI vs
AD scenarios, achieving a lower (but still not bad), similar performance.
As for the simulated images derived from the adni-pet dataset, there exist
two very different behaviours. The MVN estimator produces highly differen-
tiable images under all scenarios, even in those including MCI. There is even
an almost perfect accuracy obtained in AD vs CTL. Still, the behaviour of the
original dataset, in which the AD vs CTL achieves higher performance than
the others is repeated. For its part, the KDE estimation of density produces
more overlapping classes. In the best case (AD vs CTL), it only achieves up to
80% accuracy. However, the scenarios including MCI perform similarly to the
original dataset.
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Database Est. Scenario acc (±SD) sens (±SD) spec (±SD)
adni-pet
Orig.
AD vs CTL 0.882± 0.012 0.865± 0.091 0.901± 0.118
MCI vs CTL 0.698± 0.042 0.791± 0.064 0.504± 0.179
MCI vs AD 0.702± 0.117 0.444± 0.219 0.822± 0.258
MVN
AD vs CTL 0.997± 0.007 0.995± 0.015 1.000± 0.011
MCI as CTL 0.985± 0.016 0.969± 0.033 1.000± 0.027
MCI as AD 0.979± 0.022 1.000± 0.000 0.959± 0.037
KDE
AD vs CTL 0.800± 0.037 0.800± 0.067 0.800± 0.089
MCI vs CTL 0.767± 0.061 0.770± 0.110 0.765± 0.093
MCI vs AD 0.742± 0.060 0.755± 0.096 0.730± 0.105
ppmi-dat
Orig. PD vs CTL 0.923± 0.057 0.929± 0.090 0.918± 0.088
MVN PD vs CTL 0.997± 0.007 0.995± 0.015 1.000± 0.011
KDE PD vs CTL 0.842± 0.038 0.840± 0.083 0.845± 0.069
Table 8.1: Baseline experiment, in which we evaluate the performance of a VAF system
under the different scenarios of the two datasets.
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On the other hand, we take a look at the Parkinson’s Progression Mark-
ers Initiative (PPMI) dataset. In this case, we have highly specific functional
imaging, in which the dopaminergic level (cause of PD) is assessed. Therefore,
the application of VAF to the original dataset yields high performance (>90%
accuracy, sensitivity and specificity). The images synthesized using MVN mod-
elling achieve almost perfect accuracy, whereas the KDE images, given their
performance, might be more heterogeneously distributed. We will comment
on this at the discussion.
8.3.2 Experiment 1: Predictive Power of the Simulated Images
Results for the first of the experiments are shown at Table 8.2. We have
applied this experiment to the adni-pet and the ppmi-dat datasets, using the
multivariate normal estimator and the KDE. For each cross-validation iteration
we synthesize 200 samples of each class.
Database Est. Scenario acc (±SD) sens (±SD) spec (±SD)
adni-pet
MVN
AD vs CTL 0.852± 0.078 0.804± 0.151 0.900± 0.137
MCI vs CTL 0.688± 0.067 0.743± 0.108 0.572± 0.169
MCI vs AD 0.675± 0.121 0.468± 0.192 0.774± 0.224
KDE
AD vs CTL 0.770± 0.114 0.747± 0.153 0.790± 0.169
MCI vs CTL 0.642± 0.044 0.726± 0.098 0.472± 0.188
MCI vs AD 0.672± 0.081 0.484± 0.142 0.760± 0.187
ppmi-dat
MVN PD vs CTL 0.948± 0.041 0.948± 0.055 0.946± 0.064
KDE PD vs CTL 0.914± 0.082 0.916± 0.113 0.909± 0.121
Table 8.2: Performance of Experiment 1, demonstrating the predictive ability of the
simulated images over the real dataset.
In general, it can be seen that for both datasets, using the MVN estima-
tor yields a better performance in predicting the real-world images, with
higher accuracy, sensitivity and specificity. This holds for both ADNI and PPMI
datasets.
As for the adni-pet dataset, we tested three different scenarios: AD vs CTL,
MCI vs CTL and MCI vs AD. The higher performance is obtained in the AD vs
CTL, but when including MCI subjects, the results vary. In the case of the MVN
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estimator, the MCI vs CTL scenario performs slightly better than the MCI vs AD.
On the other hand, when using the KDE, MCI vs AD obtains better results than
MCI vs CTL. However, the big difference among them is that, whereas the MVN
estimator achieves similar performance to the baseline, the images simulated
with the KDE estimator lead to smaller predictive power.
In the PPMI dataset, the differences are subtle. While the MVN estimator
achieves even higher performance than the baseline for the original datset, the
images synthesized using the KDE estimator have a predictive power similar
to the original set.
8.3.3 Experiment 2: Independence of the Simulated Images
With this experiment, we aim to check whether the simulated images are
independent enough from the original set so that a trained classifier can be
confound by them. To do so, at each cross-validation iteration, we use the
original training set as test set, assuming that it will yield almost perfect per-
formance. Afterwards, to test whether the simulated images are different from
these or not, we generate a equivalent number of subjects of both classes, and
evaluate how the test performance loss. Results are provided at Table 8.3.
With this experiment, we can see that the MVN estimator produces no per-
formance loss, when compared with the original test set. Conversely, with the
KDE estimator, the differences are far more significant, with a performance loss
of more than 0.15 in accuracy in both datasets. That means that the images
simulated using a KDE estimator are far more independent from the original
set than those simulated using the MVN. This occurs in both datasets, which
gives us an idea of which method generates more independent images.
8.4 Discussion
In this chapter we propose a brain image synthesis algorithm that can anal-
yse a dataset, extract its most relevant characteristics and then simulate new
images that share the same properties. The algorithm is based upon PCA,
which defines a new common space for each dataset, in which the individual
images are represented as points. Therefore, by analysing the distribution of
these points and generate new points belonging to each distribution, we can
do the inverse transformation of these points to images.
The use of PCA for feature extraction neuroimaging in components is widely
documented [4, 13, 56]. In AD, the computed eigenbrains model different
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features that have been associated with the progression of the disease, and
the contribution of each eigenbrain (or the coordinates of each subject in the
eigenbrain space) can effectively model the advance of the disease in many
works. Therefore, it was the most straightforward tool to be used in this
chapter.
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Figure 8.2: Illustration of the four first eigenbrains in PCA.
In Figure 8.2 we show the first four eigenbrains for the adni-pet dataset.
We can see interesting patterns such as the contribution and size of ventricles
in Component 0, the contrast in the cingulate gyri and precunei in Compo-
nent 1, that have been widely documented [56, 120]. We can also recognise
the contrast in glucose metabolism at the occipital lobe and some temporal
and parietal negative influence encoded in Components 2 and 3. These fea-
tures prove that the computed eigenbrains are representative of independent
structures and activities that together can positively influence the synthesis of
new brain images via a correct parametrization and estimation of the compo-
nent scores.
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Figure 8.3: Comparison between the MVN and KDE PDF estimation methods for the
first component and the three groups, setting the histogram as reference.
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Here is were we compare the two different estimation methods proposed:
a Multivariate Normal distribution (MVN) and the Kernel Density Estimation
(KDE) via difussion. An accurate estimation of the distribution of the scores
belonging to a certain class is paramount to obtain a reliable brain image
synthesis. In Figure 8.3, we compare the different estimation methods for the
three AD classes (in the first eigenbrain), using the histogram as a reference.
We can see that, while the KDE adapts more to the data, the MVN is more
general. This is for the first eigenbrain, but in Figure 8.4, we can see the
distribution of the first four scores in all groups, in which we can see that some
of them (especially for eigenbrain 1 and 3), the distributions of some groups
are less gaussian, and therefore, KDE adapts better to this. Conversely, KDE
models each component independently, whereas the MVN creates a parametric
distribution of the scores of all eigenbrains, which could be considered an
advantage.
A visual analysis of the synthesized images in Figures 8.5 and 8.6 reveals
that the new images preserve similar characteristics of the original datasets.
For example, it is easy to appreciate differences in glucose metabolism in Fig-
ure 8.5 typically associated with AD, such as a smaller activity at the temporal
lobe or the striatum [56, 120]. In the simulated DaTSCAN images (Fig. 8.6)
differences in shape and intensity of the striatum, and bilateral differences [25,
45, 60] can also be noticed, using both MVN and KDE modelling.
To deepen the analysis of the synthesized figures, we will perform a SPM
analysis [98], using the SPM12 software. In Figure 8.7, we can look at the
differences (t-maps, FWE corrected, p < 0.05) between AD and CTL images
with the original, and two synthesized datasets with 200 samples per class,
using either MVN or KDE modelling. In these maps, the differences are located
in similar places in both synthesized databases, that are as well, although
less intensely, represented in the SPM analysis of the original dataset. The
aforementioned regions such as the precuneus, angular, mid-temporal gyrus,
hippocampus, amygdala, among others, are represented in both the original
and simulated datasets, in both the CTL vs AD (fig. 8.7) and MCI vs AD (fig. 8.9)
scenarios, with a special mention to the cingulum, which also is the main
difference in the MCI vs CTL (fig. 8.8).
In the PPMI dataset, the SPM analysis revealed (Figure 8.10) that the main
differences are located in the posterior part of the striatum, specifically at the
posterior part of the putamen and globus pallidus. This behaviour is consis-
tent in both original and synthesized images, although with more statistical
significance in the case of the MVN model, and a more homogeneous distribu-
tion of the negative differences under the KDE model.
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Figure 8.4: Pairplot plotting the coordinates of the subjects in the adni-pet database
over the four first eigenbrains. In the diagonal, distribution of the classes
estimated using KDE for each eigenbrain.
As for the classification analysis, first we will compare the baseline perfor-
mance of the simulated dataset with the original. From Table 8.1, we can infer
that MVN produces minimally overlapping classes, whereas KDE yields more
similar images. This might be an indication of the more realistic distribution
of classes when using KDE modeling. Experiments 1 and 2 will give us more
information on this.
First, in Experiment 1, we tested the predictive power of the simulated im-
ages. In this case, the SVC is trained with a set of simulated images, and
then real images from the original dataset are predicted. In this case, we ob-
tain higher accuracy when using MVN modelling. This could point to either a
more similar distribution of the synthesized images on the eigenbrain space,
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Figure 8.5: Examples of some original and simulated subjects from the adni-pet
dataset.
or a better definition of the support vectors of the decision plane of the clas-
sifier. In the first case, that would mean that the images synthesized using
MVN would be more similar to the original dataset. On the other hand, the
decision plane could be better defined due to more concentrated classes, as
hinted in the baseline experiment. For its part, the KDE synthesis produces
more disperse classes, which encompass the original dataset, degrading its
performance in predicting the original dataset.
Finally, Experiment 2 demonstrates the degree of similarity between the
original and the synthesized images. To this purpose we train and test the
classifier with the same subset of the original database. Then, we use that
very subset to synthesize a new test set. The performance of this synthesized
test set will give us an idea of how similar to the original dataset are our
simulated images. From this experiment, we can see that the images simulated
using MVN achieved almost perfect accuracy when derived from the original
training set, which could mean that there is almost no independence between
the original and the simulated set. Conversely, the KDE modelling produces
significantly different images, in which the test performance decreases more
than 15% with respect to the original. This may indicate that these images are
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Figure 8.6: Examples of some original and simulated subjects from the PPMI dataset.
highly independent from the original dataset, although belonging to the same
classes, as they achieved performances similar to the real-world baseline.
In conclusion, we can assume that the methodology producing the most
real world images is the KDE modelling. The images synthesized using this
method are more similar to the real world images, in which we have more
heterogeneous classes, and are in fact, less dependent on the dataset used as
reference. However, all the results provided here prove that the simulated
images can be safely used to increase sample size without losing predictive
power, and the ones using KDE can even introduce new behaviours that could
compensate the false positives due to the small sample size problem. And
these images could even be used in training environments for educational
purposes, which is an inviting possibility.
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Figure 8.7: SPM Analysis of the ADNI dataset (AD vs CTL), FWE corrected, with p = 0.05,
for the original and the simulated images.
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Figure 8.8: SPM Analysis of the ADNI dataset (CTL vs MCI), FWE corrected, with p = 0.05,
for the original and the simulated images.
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Figure 8.9: SPM Analysis of the ADNI dataset (MCI vs AD), FWE corrected, with p = 0.05,
for the original and the simulated images.
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Figure 8.10: SPM Analysis of the PPMI dataset (PD vs CTL), FWE corrected, with p = 0.05,
for the original and the simulated images.
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9 GENERAL D I S CU S S I ON AND
CONCLU S ION S
9.1 General Discussion
The different contributions that make up this thesis have already been dis-
cussed in detail at each chapter. However, in this last chapter, we will discuss
the contributions that this work makes to neuroimaging and the CAD field
itself, and what discoveries or confirmations we have done on the different
diseases that have been analysed.
9.1.1 Discussion on the algorithms
As commented at the introduction, in this thesis we proposed different
strategies for tackling the small sample size problem. The first three ap-
proaches (chapters 4, 5 and 6) are feature extraction algorithms that perform
a significant reduction of the number of features used in neuroimaging.
In the decomposition approach (chapter 4), we obtained a very significant
feature reduction, from hundreds of thousands of voxels to between 2 and 25
features, which were the coordinates of each sample in the space defined by
the components. Both FA and ICA were able to detect similar regions in the
AD and PKS functional datasets, obtaining an accuracy higher than 90% in the
first and higher than 95% in the latter.
The decomposition also makes our CAD system better generalizable, since
the features are no longer subject to the small sample size problem (the num-
ber of subjects is several times higher than the number of features). The sam-
ples are projected to a dense space, where the SVC are able to perform a reli-
able classification, and it also implies a more accurate model of the diseases
studied.
Thanks to the smoothness of nuclear imaging techniques such as PET and
SPECT, the decomposition techniques are a very useful tool to characterize and
predict the stage of a disease. However, due to their resolution, they could not
perform as well in structural MRI datasets unless they have been previously
smoothed.
As for the texture-based CAD proposed in chapter 5, we have already seen
its potential when applied to DaTSCAN images. In these images, the cluster
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tendency and homogeneity were the texture features that achieved best per-
formance, which is closely related to the characteristics of the images. Since
the distribution of intensities is highly concentrated around the striatum, dif-
ferences in shape (cluster tendency) and in the distribution of the radiophar-
maceutical (homogeneity) are usually regarded by physicians when working
with this modality. A combination of these and other texture features yielded
the best outcome, achieving up to 97% accuracy in the ppmi-dat dataset (ex-
cluding SWEDD subjects), when using the relative entropy (or KL divergence)
as selection criterion.
Despite their ability in detecting PD related DAT deficit in DaTSCAN imag-
ing, these texture features are an inviting possibility to explore in conjunction
with other modalities such as MRI. In structural images, textural information
in high resolution is available, which could be exploited to characterize textu-
ral changes in longitudinal datasets, and associate these with the progression
of neurodegeneration.
Finally, we have proposed SBM in chapter 6, a novel technique that maps
structural (and possibly functional) images to two-dimensional maps repre-
senting various measures. The SBM establishes a framework that has been
expanded with divisions on the mapping vector, extensions to the type of
sampling and even a path tracing algorithm based on HMM. Of these, the
most powerful approaches were the original SBM measures (specifically, the
average of the the intensities selected by the mapping vector) and the VRLBP
approach, that characterized the texture of and around the mapping vector
by means of an helical sampling. The HMM paths, for their part, were not as
powerful as a feature selection algorithm, although their ability to adapt to the
intensity changes on the images make them a perfect candidate for testing new
possibilities such as morphological measures, or even image segmentation.
The whole SBM framework is still to be developed, but it shows very promis-
ing results in the classification of structural images. In some preliminary re-
sults that we are currently testing, the application of SBM to predict the con-
version of MCI to dementia versus MCI stable has reached a remarkable 77.6%
accuracy. The MCI conversion is today a major challenge, and results like these
open a whole range of possibilities.
On the other hand, chapters 7 and 8 aimed at increasing the number of sam-
ples available, and solve problems that usually appear when working with
large datasets. The SWPCA (chapter 7), developed by the PhD candidate at
the University of Cambridge, was intended to correct many inhomogeneities
that were identified in multicentre datasets like the aims-mri. These inhomo-
geneities caused a SVC to be able to distinguish between centres with higher
accuracy than between subjects affected by ASD. Our intention was to cor-
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rect this behaviour by decomposing the images using PCA and parsing out
the components whose contribution was more related to the acquisition site.
After applying SWPCA to the dataset we found that many recent claims about
ASD heterogeneity [21] were well founded, given that the differences between
individuals affected and not-affected by the disorder were almost null. This
makes it a very useful tool for pooling structural datasets acquired at different
centres, with the reported limitation that it needs a large sample size at each
centre to work out these site differences.
Finally, the functional brain synthesis algorithm proposed in chapter 8 offers
an inviting possibility to every neuroimaging scientist: generate hundreds of
new images that share characteristics with a certain datasets. It only needs a
large enough dataset (of hundreds of images) that has been previously normal-
ized in both space and intensity. Our algorithm transform the original dataset
to the ‘eigenbrain’ space, where the statistical distribution of each class is esti-
mated, and then, new coordinates of these can be generated. The synthesized
images closely resemble the original ones, and physicians were unable to re-
alize which one was real and which one synthesized in a preliminary test.
The experiments proposed in that chapter prove that the synthesized images
can effectively predict real world examples and, at the same time, be indepen-
dent from the original ones. A SPM analysis revealed that the significant class
differences are in the same location in both original and simulated images.
We have proved the ability of all these algorithms in the differential di-
agnosis of two diseases, AD and PD, and the utility of the SWPCA to reduce
the site-related inhomogeneities in multicentre datasets. All these algorithms
perform either a reduction of the feature space or a safe increase of the sam-
ple size in order to reduce the amount of false positives currently found in
neuroimaging studies. Other improvements, such as the computational load
reduction thanks to feature extraction or the SBM visualization tools may also
be acknowledged.
9.1.2 Discussion on the Disorders
All the aforementioned CAD tools have been applied to different neuroimag-
ing datasets that comprise AD (chapters 4, 6 and 8), PKS (chapters 4, 5 and
8) and ASD (chapter 7). Several structural (chapters 6 and 7) and functional
(chapter 4, 5 and 8) modalities have been used to analyse these neurological
and psychiatric disorders as well.
Regarding AD, we found consistent hypometabolism and hypoperfusion
patterns, using the adni-pet and vdln-hmpao datasets. In chapter 4 we
170 General Discussion and Conclusions
reported general patterns that could be found in both modalities, mainly at
the occipital and temporal lobes, with strong focus on the angular gyrus [96,
160]. These patterns were afterwards confirmed at chapter 8.
Appart from these common regions, the most relevant differences in the
adni-pet dataset were located at the angular gyrus and the cingulum, al-
though fundamental structures linked to AD such as the hippocampus or the
parahippocampal gyrus were also highlighted by some of the selection criteria
[56, 120]. However, when using the vdln-hmpao, the selected regions were
more diffuse (probably due to less resolution images), and mainly located at
the angular gyrus, the occipital lobe and parts of the temporal lobe [96, 160].
When using these selection criteria (and consequently, the intensity of these
regions), our system achieved the best performance, which gives us an idea of
the most relevant differences between AD and CTL in functional datasets.
AD was also analysed at chapter 6, by means of the SBM of MRI datasets. We
already mentioned the best performing measures: the average and the VRLBP,
which may be linked to anatomical properties such as tissue density and tex-
ture. When overimposing the reference image to the SBM t-maps over the
average measure, fundamental differences were found at the middle temporal
lobe, amygdala, hippocampus, parahippocampal gyrus or some structures of
the basal ganglia, such as caudate nucleus, globus pallidus or putamen [37,
96]. The best performing VRLBP approach, however, was more precise, and
focused mainly on small areas at the temporal lobe, and the space between
the amygdala and hippocampus. It was in these parts where most of the tex-
ture changes were detected, and its higher performance gives a hint about the
relevance of this report.
A more complex study of the MCI progression is currently being performed
using SBM analysis of a longitudinal ADNI dataset, and the preliminary results
are very promising. However, there is still much to be done, and we cannot
still report significant differences that allow us to predict MCI conversion at
the moment.
Now, we will focus on the analysis of PKS. In this thesis, we have always
used SPECT-DaTSCAN imaging, and the reported differences only correspond
to this. Since DaTSCAN is a highly specific drug that binds to the DATs at the
striatum, we can easily observe dopaminergic deficit due to neurodegenera-
tion in PD, and distinguish this from other extrapyramidal symptoms.
In chapter 4 we performed the analysis of the three DaTSCAN datasets:
ppmi-dat, vdln-dat and vdlv-dat. Although they yielded differing perfor-
mance (mainly due to the inclusion or not of SWEDD subjects in the analysis
of chapter 4 and but never at chapter 5), the affected regions were obviously
located at the main ROI. The voxels selected by different criteria were located
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in areas covering the whole caudate, putamen and globus pallidus, but also, in
the case of t-test or wilcoxon, some external structures. The relative entropy,
however, focused only on the striatum, and achieved the best performance,
from which we can conclude that all the other areas introduced mostly noise.
The texture analysis of chapter 5 was more focused on the differences be-
tween dopaminergic deficit caused by PD, and therefore, we excluded SWEDD
subjects from the analysis. The texture analysis, especially using texture mea-
sures such as cluster tendency and homogeneity, achieved remarkably high
accuracy in all three PKS datasets, which correspond to abnormalities in the
shape and intensity of the striatum, along with bilateral differences. These
patterns have been widely reported in the literature [25, 45, 60] and were con-
firmed as well in the SPM analysis of both the original and synthesized datasets
at chapter 8.
Finally, the analysis of the aims-mri dataset gave us first an idea of the
problems to which multi-centre datasets are subject to. In these datasets, the
differences between acquisition sites were far more significant than the differ-
ences between ASD affected subjects and CTL. That helped us to devise the
SWPCA method, which, once it had reduced the influence of the acquisition
site on the images, yielded a surprising result: that either there was no dif-
ference between classes, or these differences were so heterogeneous that the
analysis could not establish any common patterns. Patterns reported in other
works could be probably linked to the dataset used and these acquisition site
effects, as it had been anticipated by a groundbreaking paper in 2014 [21]. We
proposed that defining meaningful subgroups based on different measures,
such as genetic profiling, clinical co-morbidities or sensory sensitivities, is the
most urgent next step for ASD research, in contrast to the recent pooling of
ASD and other disorders such as Asperger’s Syndrome in the same category
of the DSM-V manual [30].
172 General Discussion and Conclusions
9.2 Conclusions
Finally, as a summary of this thesis, we provide the following conclusions
of the contributions of this thesis:
• We have proposed two major approaches to overcome the small sam-
ple size problem in neuroimaging: feature extraction and increasing of
sample size. The two approaches proposed are indeed complementary,
and can be used together to construct new, more reliable neuroimaging
analyses, and by extension, CAD systems.
• The feature extraction algorithms proposed in chapters 4, 5 and 6 have
reached high performance in the differential diagnosis of diseased sub-
jects and controls, particularly when applied to the AD and PKS databases.
The major challenge here is to use these algorithms in the study of the
progression of the different neurodegenerative diseases, particularly the
conversion of MCI affected subjects to AD.
• The image decomposition techniques such as the used in chapter 4 offer
a significant feature and computational load reduction when analysing
high-dimensional data in neuroimaging. These provide fast and more
reliable CAD systems that have proven their ability in the analysis of
functional imaging modalities such as SPECT and PET.
• Texture analysis is a very powerful tool to analyse DaTSCAN imaging,
as it has been proven in chapter 5. Features such as cluster tendency or
homogeneity accurately model the variability of shapes and intensities
found at the striatum of these modalities, which can be easily linked to
PD.
• The SBM framework proposed at chapter 6 reveals itself as a very power-
ful and extendable tool for the analysis of structural images. Statistical
and texture maps derived from this analysis are a further visual aid
for detecting changes, at the same time that they provide a significant
feature reduction. They have proven their notable ability to diagnose
AD from structural patterns, mainly due to texture and tissue density
changes that are comprised in the different SBM maps.
• The heterogeneity found in multi-centre structural databases could be
substantially reduced using the SWPCA algorithm (chapter 7). This issue
was detected in the aims-mri ASD dataset, where a SVC achieved higher
performance when classifying sites than classes. After applying SWPCA,
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the differences between sites were almost null, and the performance in
the differential diagnosis remained similar.
• The analysis of significant differences between ASD and CTL subjects of
chapter 7 yielded no detectable differences, or that there was indeed
no difference between classes. This might point to the acquisition site
differences as one possible cause of variable results when analyzing ASD,
as it was reported in [21].
• Finally, the neuroimaging synthesis algorithm proposed in chapter 8
provides a fast option for safely increasing the number of samples in
a database, while keeping the individual characteristics. We proved that
the simulated images belong to the same statistical distribution of the
original and can effectively predict real world samples, at the same time
that they could be used to train future professionals.
All these algorithms and frameworks are indeed complementary. One can
use the synthesis algorithm to double the size of an existing dataset, and
then use decomposition to reduce the feature space. Or purge a multi-centre
database with SWPCA and then analyse and visualize the differences using SBM.
All these are just drops that contribute to the huge sea of the neuroimaging
processing field, in a humble approach to improve the speed, information and
reliability of current diagnoses.

Part V
APPEND IX

A DATASETS
Seven datasets have been used in this thesis, covering three imaging modal-
ities and three different disorders. A summary of these can be found on Ta-
ble A.1, followed by a longer description of each one.
Acronym Entity Disease Modality Drug
adni-mri ADNI AD MRI -
aims-mri MRC-AIMS ASD MRI -
adni-pet ADNI AD PET FDG
vdln-hmpao VDLN AD SPECT HMPAO
vdln-dat VDLN PKS SPECT DaTSCAN
vdlv-dat VDLV PKS SPECT DaTSCAN
ppmi-dat PPMI PKS SPECT DaTSCAN
Table A.1: Summary of the datasets used in this thesis.
A.1 MRI
A.1.1 ADNI-MRI and the Alzheimer’s Disease Neuroimaging Initiative
The Alzheimer’s Disease Neuroimaging Initiative (ADNI) was launched in
2003 as a public-private partnership, led by Principal Investigator Michael W.
Weiner, MD. Its primary goal has been to test whether serial MRI, PET, other
biological markers, and clinical and neuropsychological assessment can be
combined to measure the progression of MCI and early AD. Determination
of sensitive and specific markers of very early AD progression is intended to
aid researchers and clinicians to develop new treatments and monitor their
effectiveness, as well as lessen the time and cost of clinical trials.
ADNI is the result of efforts of many co-investigators from a broad range of
academic institutions and private corporations, and up to 1500 adults (ages 55
to 90) were recruited from over 50 sites across the U.S. and Canada in ADNI
and its following initiatives ADNI-GO and ADNI-2. Subjects had completed
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at least 6 years of education, and were fluent in Spanish or English. For up-
to-date information on inclusion/exclusion criteria and other topics, see www.
adni-info.org.
In this thesis we will use data belonging to the ADNI-1 initiative. In particu-
lar, the database that we call adni-mri correspond to the MRI volumes from
the ‘ADNI1: Screening 1.5T’ collection (subjects who have a screening data).
It contains 818 T1-weighted MRI images from CTL subjects (229), MCI (398) and
AD (191) (see demographic details at Table A.2). To avoid prevalence in some
of our experiments, we have created two subsets by randomly selecting 180
subjects from the AD and CTL classes.
Group Sex N Age (µ ± σ years) MMSE (µ ± σ )
AD
F 91 74.75± 7.63 22.98± 2.65
M 100 75.72± 2.35 23.15± 2.35
CTL
F 110 76.04± 0.92 29.21± 0.92
M 119 75.70± 1.03 28.95± 1.03
MCI
F 141 73.66± 2.32 26.73± 2.32
M 257 75.31± 2.11 26.97± 2.11
Table A.2: Demographics of the adni-mri dataset.
Depending on the experiment, we may use spatially normalized (or reg-
istered) T1-weighted MRI images, using the SPM8 software (see Section 3.1)
[98], or segmented GM and WM maps. Segmentation was performed using the
VBM8 toolbox for SPM [117].
A.1.2 AIMS-MRI, MRC-AIMS Consortium
The MRC-AIMS consortium created this database to study ASD. A number of
adult, right-handed males with no significant mean differences in age and full-
scale IQ were recruited by advertisement. Participants were excluded from
the study if they had a history of major psychiatric disorder or medical illness
affecting brain function (e.g. psychosis or epilepsy), or current drug misuse
(including alcohol), or were taking antipsychotic medication, mood stabilizers
or benzodiazepines.
All participants with ASD were diagnosed according to International Clas-
sification of Diseases, 10th Revision (ICD-10) research criteria, and confirmed
using the Autism Diagnostic Interview-Revised (ADI-R) [162]. Autism Diag-
nostic Observation Schedule (ADOS) [141] was performed, but the score was
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not considered as an inclusion criteria. ASD participants, to be included, must
have scored above the ADI-R cut-off in the three domains of impaired recip-
rocal social interaction, communication and repetitive behaviours and stereo-
typed patterns, although failure to reach cut-off in one of the domains by
one point was permitted. Intellectual ability was assessed using the Wechsler
Abbreviated Scale of Intelligence (WASI) [148], ensuring the participants fell
within the high-functioning range on the spectrum defined by a full-scale IQ
> 70.
In this work, only structural MRI from participants recruited at the Institute
of Psychiatry, King’s College London (LON) and the Autism Research Centre,
University of Cambridge (CAM) were included, where an equivalent set of
images were acquired from each participant. This makes for a total number
of 136 adult, right-handed males (68 with ASD and 68 matched controls). The
demographics of the participants are shown in detail in Table A.3.
Database Group N Age (µ ± σ years) IQ (µ ± σ )
LON
ASD 39 28.74± 6.52 111.28± 13.13
CTL 40 25.30± 6.62 104.67± 11.16
CAM
ASD 29 26.83± 4.64 115.83± 11.88
CTL 28 26.75± 7.32 115.25± 13.67
ALL
ASD 68 25.90± 6.95 109.03± 13.31
CTL 68 27.93± 5.87 113.22± 12.81
Table A.3: Demographics of the aims-mri dataset.
Structural MRI were obtained using Driven Equilibrium Single Pulse Obser-
vation of T1 and T2 (DESPOT1, DESPOT2) [83] at King’s College London and
University of Cambridge, both with 3T GE Medical Systems HDx scanners.
Using multiple Spoilt Gradient Recall (SPGR) acquisitions in the DESPOT1 se-
quence and Steady State Free Procession (SSPF) acquisitions in the DESPOT2
sequence, with different flip angles and repetition times, qT1 and qT2 maps
were calculated with a custom ImageJ plug-in package. Correction of main
and transmit magnetic field (B0 and B1) inhomogeneity effects was performed
during the estimation of T1 and T2.
For accurate registration to the standard stereotatic space of the MNI, a synT1
images were created based on the qT1 maps [32, 44, 46]. The synT1 images were
then segmented using New Segment into GM and WM maps, and normalized
to the MNI space using DARTEL in SPM8 [98], with modulation (preserve
volume) to retain information of regional/local GM and WM volumes, and
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smoothed with a 3mm FWHM Gaussian Kernel to account for inter-subject
mis-registration. The synT1, qT1 and qT2 maps were also registered to the stan-
dard MNI space using the same DARTEL flow fields, but without modulation
(preserve concentration) to retain information of regional/local T1 contrast, T1
relaxation time, and T2 relaxation times, and smoothed with a 3mm FWHM
Gaussian kernel. Therefore, there were five different modalities: qT1, qT2, synT1
map, GM and WM maps, for each every participant, which allows us to ob-
serve the impact of our SWPCA correction of site-related undesired variance on
quantitative (qT1 and qT2), simulated (synT1) images and probability maps (GM
and WM).
During the pre-processing of the images, several procedures targeted the
reduction of inter-subject and inter-site geometric distortion, amongst them
the correction of B0 and B1 field inhomogeneity effects and the registration to
MNI space. Many other algorithms have been proposed to help in this task.
However, the study of their relative performance lies beyond the scope of this
article. Following image registration, it was assumed that only the intensity
of the maps was affected between sites.
A.2 PET
A.2.1 ADNI-PET, Alzheimer’s Disease Neuroimaging Initiative
The adni-mri database also refers from images acquired at the ADNI. How-
ever, in this case we will use FDG PET images, used to estimate the metabolic
activity of the brain. This radiopharmaecutical is a glucose analog, and its
distribution of the brain can be used to trace glucose metabolism, and by ex-
tension, brain function. The acquisition procedure is detailed at their website
(http://www.loni.ucla.edu/ADNI/Data/ADNI_Data.shtml). In brief, PET im-
ages were acquired at a variety of scanners nationwide using either a 30-min
six frame scan acquired 30–60 min post-injection or a static 30-min single-
frame scan acquired 30–60 min post-injection. The resulting images were
aligned along the AC-PC line and a subject-specific intensity normalization
was applied, so that the sum of all voxels in the cerebral mask of each subject
summed to one. Finally, images were smoothed using the smallest resolution
across all scanners, with a uniform isotropic filter of 8mm FWHM.
We used 403 images from the ADNI1 screening database: 95 PET images
from AD affected subjects, 207 images from MCI affected subjects and 101 im-
ages from CTL. Demographic details of this population can be found at Ta-
ble A.4.
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Group N Age (µ ± σ years) MMSE (µ ± σ )
AD 95 77.2± 7.5 23.4± 2.1
MCI 207 76.6± 7.2 27.2± 1.7
CTL 101 77.8± 4.6 29.0± 1.1
Table A.4: Demographics of the adni-mri dataset.
Further preprocessing of these images included spatial normalization, via
the SPM8 software and its PET template, and intensity normalization. The
type of intensity normalization will be specified in each chapter, because it
depends on the application.
A.3 SPECT
A.3.1 VDLN-HMPAO, Virgen de las Nieves
The database is built up of imaging studies of subjects following the proto-
col of a hospital-based service. First, the neurologist evaluated the cognitive
function, and those patients with findings of memory loss or dementia were
referred to the nuclear medicine department in the Virgen de las Nieves Hos-
pital (VDLN) (Granada, Spain), in order to acquire complementary screening
information for diagnosis1.
The images were visually evaluated by experienced physicians, using 4 dif-
ferent labels: CTL for subjects without scintigraphic abnormalities and mild
perfusion deficit (AD-1), moderate deficit (AD-2) and severe deficit (AD-3), to
differentiate between levels of hypo-perfusion patterns compatible with AD.
In total, the database consists of 97 subjects: 41 CTL, 30 AD-1, 22 AD-2 and 4
AD-3 (see table A.5 for demographic details). Since the patients are not patho-
logically confirmed, the subject’s labels has some degree of uncertainty, as the
pattern of hypo-perfusion may not reflect the underlying pathology of AD,
nor the different classification of scans necessarily reflect the severity of the
patients symptoms. However, when pathological information is available, vi-
sual assessments by experts have been shown to be very sensitive and specific
labelling methods, in contrast to neuropsychological tests [118, 149]. Given
that this is an inherent limitation of ‘in vivo’ studies, our working-assumption
1 Clinical information is unfortunately not available for privacy reasons, but only demographic
information
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N Sex(M/F)(%) Age (µ ± σ years)
CTL 41 32.95/12.19 71.51± 7.99
AD-1 29 10.97/18.29 65.29± 13.36
AD-2 22 13.41/9.76 65.73± 8.25
AD-3 4 0/2.43 76± 9.90
Table A.5: Demographic details of the vdln-hmpao dataset. CTL = Normal Con-
trols, AD-1 = possible AD, AD-2 = probable AD, AD-3 = certain AD. µ and σ
stands for population mean and standard deviation respectively.
is that the labels are true, considering the subject label positive when belong-
ing to any of the AD classes, and negative otherwise.
Images were subsequently registered to a custom SPECT template, and a pos-
terior intensity normalization could have been applied, which will be reported
in each particular case.
A.3.2 VDLN-DAT, Virgen de las Nieves
This database was supplied by the Virgen de las Nieves Hospital (VDLN)
(Granada). It contains patients that were derived to the nuclear medicine
service between 2007 and 2012, after a PKS clinical diagnosis, to perform a con-
firmatory DaTSCAN analysis of the nigrostriatal system. SPECT images were
acquired after the injection of 185 MBq of DATSCAN on previously thyroid-
blocked patients, and acquired using a three head Picker Prism 3000 gamma
camera.
Labels were established by both visual interpretation and exploration quan-
tification, using a delimitation of ROI in the striatum. The visual interpretation
was subjective by the physicians, mainly by analyzing the total intensity in
both striata, possible asymmetries between them and the existent relationship
between the striatal and the background brain activity. For its part, the explo-
ration quantification was performed by computing the radiopharmaceutical
activity in counts per pixel for each area, from which measures such as to-
tal and differential activity between the striatum and the occipital lobe were
obtained.
This database contains 148 subjects: 45 CTL, 73PD and 30 SWEDD, from which
only CTL and PD were used. For more details on the demographics of this
dataset, see Table A.6.
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Group Sex N Age (µ ± σ years)
CTL
F 20 73.20± 9.24
M 25 69.24± 10.80
SWEDD
F 14 73.16± 4.83
M 16 71.50± 8.13
PD
F 28 69.57± 8.81
M 45 69.34± 9.38
Table A.6: Demographics of the vdln-dat dataset.
After the image acquisition, images were preprocessed by means of a spatial
normalization, using a template developed by the SiPBA Research Group [15].
A posterior intensity normalization could have been performed, depending
on the experiment, and it has specifically been stated in each chapter.
A.3.3 VDLV-DAT, Virgen de la Victoria Hospital
This database was supplied by the Virgen de la Victoria Hospital (VDLV)
(Málaga). The images were obtained after a period of between 3 and 4 hours
after the intravenous injection of 185 MBq (5 mCi) of DaTSCAN, with prior
thyroid blocking with Lugol’s solution. The tomographic study (SPECT) with
Ioflupane/FP-CIT-I-123 was performed using a General Electric gamma cam-
era, Millennium model, equipped with a dual head and general purpose colli-
mator. A 360-degree circular orbit was made around the cranium, at 3-degree
intervals, 60 images with a duration of 35 seconds per interval, 128 × 128
matrix. Image reconstruction was carried out using filtered back-projection al-
gorithms without attenuation correction [167, 171], application of a Hanning
filter (frequency 0.7) and images were obtained with transaxial cuts, following
the method proposed in [76].
The images were interpreted by three Nuclear Medicine specialists, with
masking of the clinical orientation. Visual assessment was established by ex-
clusively considering the normal/abnormal criterion and after arriving at a
consensus report between the three specialists, i. e.whether the FP-CIT SPECT
allowed differentiation of a group of conditions with presynaptic involvement
from others in which their integrity is assumed, without trying to assign them
to different clinical groups within the set of pathological studies. A study was
considered to be normal when bilateral, symmetrical uptake appeared in cau-
184 Datasets
date and putamen nuclei, and abnormal when there were areas of qualitatively
reduced uptake in any of the striatal structures.
Group Sex N Age (µ ± σ years)
CTL
F 54 68.51± 10.54
M 54 69.58± 10.01
PD
F 47 67.61± 10.24
M 53 69.52± 8.78
Table A.7: Demographics of the vdlv-dat dataset.
A total of 208 subjects (100 PD and 108 CTL), randomly selected from the
total studies performed in this center until December 2008 and referred to it
because of a movement disorder, were included in the study. Clinical diagno-
sis, a parameter used as ‘gold Standard’ to establish the existence of PKS, was
made using the diagnostic criteria established previously, with an established
minimum follow-up period of 18 months. Those patients who were receiv-
ing treatment with drugs that had known or suspected effect on the level of
the dopaminergic transporters through direct competitive mechanism were
excluded. A more detailed description of the database can be found in [100].
Images were registered to our custom DaTSCAN template, and then, an
intensity normalization was usually applied (which will be specified at each
experiment).
A.3.4 PPMI-DAT, Parkinson’s Progression Markers Initiative
PPMI –a public-private partnership– is funded by The Michael J. Fox Founda-
tion for Parkinson’s Research and funding partners, including Abbott, Biogen
Idec, F. Hoffman-La Roche Ltd., GE Healthcare, Genentech and Pfizer Inc. It
is a landmark study launched in 2010 aimed at finding biomarkers for PD
diagnosis and treatments.
The images in this dataset were acquired after the injection of between 111
and 185 MBq of DaTSCAN, in subjects that had been pretreated with saturated
iodine solution. To facilitate image processing and preserve lateality, a 57Co
line marker was affixed along the canthomeatal line, which does not affect the
ROIs [58, 67]. For up-to-date information on the study, visit www.ppmi-info.
org.
The ppmi-dat refers to a subset of the DaTSCAN screening data of the
PPMI initiative, containing 301 subjects: 111 CTL, 31 SWEDD and 159 PD. These
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images were later registered to the custom DaTSCAN template defined pre-
viously, and depending on the experiment, an intensity normalization was
applied. Demographic details of these subjects can be found at Table A.8.
Group Sex N Age (µ ± σ years)
CTL
F 45 55.37± 10.97
M 66 59.68± 11.48
SWEDD
F 15 56.26± 10.25
M 16 60.18± 11.46
PD
F 45 61.20± 10.18
M 114 62.94± 8.70
Table A.8: Demographics of the ppmi-dat dataset.

B BACKGROUND ON Su p p o r t Ve c to r
Ma c h i n e s ( SVM s )
Support Vector Machines (SVMs), introduced in the late 70s [150], are a set
of related supervised learning methods widely used in classification (SVCs), re-
gression analysis and, more generally, in any field of machine learning. They
have been extensively used in neuroimaging applications such as those pre-
sented in this thesis [1, 6, 7, 24, 25, 35] and many others [8, 36, 45, 56, 60,
120].
The simplest SVC assumes the data to be linearly separable. Each sample
of a given dataset is considered to be a p-dimensional vector. Therefore, the
objective is to separate a set of data, with binary labels, using a hyperplane
(multidimensional plane) that maximizes the distance between the two classes.
Therefore, we must build a function f : <p → {±1} that is able to assign a
binary value (+1 or -1) to a new sample. This function is built using a set
of training data X, which contains N p-dimensional vectors (samples) xi and
their corresponding class yi:
(x1,y1), (x2,y2), ..., (xl,yl) ∈ <p × {±1} (B.1)
The linear SVC defines a separation hyperplane in a multidimensional space
using the following function:
g(x) = wTx+ω0 = 0, (B.2)
where w is a weight vector, and ω0 is the threshold. Finding weight vector
orthogonal to the maximum separation hyperplane and the unknown thresh-
olds ωi, i = 1, ...,n is known as “training” a SVC. Our training data can be
described therefore as:
xiw+ω0 > +1 foryi = +1 (B.3)
xiw+ω0 6 −1 foryi = −1 (B.4)
(B.5)
which can be combined to a simpler equation:
yi(xiw) − 1 > 0 ∀i (B.6)
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Maximizing the margin of the hyperplane is equivalent to minimize ||w||
subject to Eq. B.6. This can be translated, if we want to use Quadratic Pro-
gramming, to minimize 12 ||w||
2.
Suppose now that the data is not linearly separable (as it could be expected
from real data). In this case, we introduce the slack variable ξi, and Eq. B.6 is
converted into:
yi(xiw) − 1+ ξi > 0 where ξi > 0 ∀i (B.7)
This is known as soft margin SVM. In this case, we penalize the data points
on the incorrect side of the separation hyperplane. We can adapt then the
maximization of the margin with:
minimize
1
2
||w||2 +C
L∑
i
ξi s.t. yi(xiw) − 1 > 0 ∀i (B.8)
This procedure is known as regularization, and parameter C controls the
trade-off between the slack variable penalty and the size of the margin.
Throughout this thesis we have used the SVM implementation contained in
LIBLINEAR [53] and the LinearSVC contained within scikit-learn in python,
which is based upon LIBLINEAR itself. We used the L2-regularized L2-loss SVC
solver, which summarizes Eq. B.8 in the equation:
minimizew
wTw
2
+C
∑
max(0, 1− yiwTxi)2 (B.9)
where we can see that the regularization parameter controls the sum of squared
losses, as it corresponds to the L2 solver. The minimization is performed via
the Trust Region Newton method (TRON), described in detail at [87].
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