Let σ be a simplex of R N with vertices in the integral lattice Z N . The number of lattice points of mσ (= {mα : α ∈ σ}) is a polynomial function L(σ, m) of m ≥ 0. In this paper we present: (i) a formula for the coefficients of the polynomial L(σ, t) in terms of the elementary symmetric functions; (ii) a hyperbolic cotangent expression for the generating functions of the sequence L(σ, m), m ≥ 0; (iii) an explicit formula for the coefficients of the polynomial L(σ, t) in terms of torsion. As an application of (i), the coefficient for the lattice n-simplex of R n with the vertices (0, . . . , 0, a j , 0, . . . , 0) (1 ≤ j ≤ n) plus the origin is explicitly expressed in terms of Dedekind sums; and when n = 2, it reduces to the reciprocity law about Dedekind sums. The whole exposition is elementary and self-contained.
Introduction
Let P be a lattice polytope of R N , i.e., the vertices of P are points of the integral lattice Z N . The dilation of P by a positive integer m is the polytope mP = {mα : α ∈ P }; the relative interior of P is the set P 
called the reciprocity law by Ehrhart [9] . Let n = dim P and write
, m) of any lattice simplex σ; (iii) an explicit formula for the coefficients of Ehrhart polynomials in terms of torsion. The whole exposition is elementary and self-contained.
To state our results, we begin with some notations. Let σ be an n-simplex of R 
For each vector γ = 
where s n−j (x 1 , . . . , x n ) is the (n − j)th elementary symmetric function of n variables; |γ| is the smallest integer greater than or equal to |γ|. Now the reciprocity law is read to c j (σ) = (−1)
The coefficients c j are obviously well-defined for any bounded lattice polyhedra; thus c j are unimodular invariant measures on bounded lattice polyhedra of R N . Coincidently, the measures c j are discrete analogs of the intrinsic volumes V j , which are unique rigid motion invariant measures on bounded polyhedra of R N , such that V j (P ) = s j (x 1 , . . . , x n ) for rectangular parallelotopes P of side length x 1 , . . . , x n ; see [12] .
Let A be the N × n matrix whose columns are the vectors α 1 − α 0 , . . ., α n − α 0 . The matrix A can be viewed as an Abelian group homomorphism from Z 
.,hn)∈Z n p|Ah
. . . ,
where p|Ah means that p divides each entry of the vector Ah. The matrix A can be transformed into an upper triangular form (7) , having a jj > 0, by the modified Gaussian elimination (adding an integral multiple of one row to another row; switching two rows): 
When N = n, this upper triangular matrix is known as the Hermite normal form; see [17] . For (j 1 , . . . , j n ) ∈ Π n i=1 [0, a ii ) ∩ Z, we define u(j 1 , . . . , j n ) = (u 1 , . . . , u n ) inductively by
and set |u(j 1 , . . . , j n )| = u 1 + · · · + u n . Then (4) and (5) 
Consequently, the generating functions of the sequences L(σ, m) and
If the matrix A is already in upper triangular form (7) without applying the modified Gaussian elimination, then the mapũ : Let B be the (N + 1) × (n + 1) matrix whose columns are the vectors β 0 = (1, α 0 ), 
.
Z/q k Z; our third main result is on the generating functions of the sequences
Set p = tor A; we further have
In particular, when N = n, one can choose a j = gcd of the jth row of adjB, b k = gcd of the kth row of B diag[a 0 , a 1 , . . . , a n ],
for (13) and (14) . Moreover, in this special case N = n, if the n × n matrix A is in upper triangular form (7), one can simply choose p j = q j = a jj · · · a nn , 0 ≤ j ≤ n, where a 00 = 1; G = n j=0 Z/p j Z; and recover the main result of [8] . The hyperbolic cotangent functions can be also written as cotangent functions. A notable feature of our formulas is that the group G can be selected as long as certain conditions are satisfied. Since every bounded lattice polyhedron P can be decomposed into a disjoint union of relatively open lattice simplices, the coefficients of the Ehrhart polynomial L(P, t) can be computed by the coefficient formulas (4)-(6), (9) , (10) and the generating functions (11)- (16) .
As an application of the coefficient formula (4), we consider the lattice n-simplex σ(a 1 , . . . , a n ) with the vertices (0, . . . , 0, a j , 0, . . . , 0) (1 ≤ j ≤ n) plus the origin; and express the coefficient c n−2 explicitly in terms of Dedekind sums. When n = 2, it reduces to the reciprocity law about Dedekind sums. The other coefficients can be similarly expressed in terms of Zagier's higher-dimensional Dedekind sums. While for an arbitrary lattice simplex, it is not clear whether the higher Dedekind sums are enough to express those coefficients. For this reason, we introduce a matrix Dedekind sum, which seems to be enough to do the job; and it should be of interest to study itself.
Deriving Ehrhart Polynomials
To derive our first result and to make our exposition transparent and self-contained, we essentially follow the idea of Ehrhart [9] to derive some known (but not well-known) results, with more sophisticated notations and arguments.
Let Λ be an N -dimensional lattice of R N . Let σ be an n-simplex with vertices α 0 , α 1 , . . . , α n . We assume that there is a positive real number d such that all dα j are points of Λ. Choose a lattice basis of Λ; the vertices of σ may have irrational coordinates with respect to the lattice basis, and in this case d must be an irrational number. If the vertices of σ have rational coordinates with respect to the lattice basis, then d can be the lcm (least common multiple) of the denominators of the rational vertices. We want to count the number of points of Λ in the dilation λσ by a positive real number λ. Let E(σ, Λ, λ) denote the number of points of λσ ∩ Λ, and E(σ 
By the division algorithm, α and β can be further uniquely written as
with real numbers u j and v j , non-negative integers k j and l j , such that 
Notice that when |γ| = λ − dk is fixed, the number of tuples (k 0 , k 1 , . . . , k n ), with nonnegative integer entries such that n j=0 k j = k, is the binomial coefficient k+n n ; this is true even when k is a negative integer. We thus have the following proposition. 
Notice that the right side of (19) and (20) are well-defined for non-positive real numbers λ. From now on we define E(σ, Λ, λ) and E(σ 0 , Λ, λ) for all real numbers λ by (19) and (20), respectively.
Let r and s be non-negative integers such that r +s = (n+1)d. There is a one-to-one correspondence between D(σ, Λ, r) andD(σ, Λ, s), sending the affine coordinates
In the last step we have made use of the reciprocity property of binomial coefficients:
We state this result in the following as a reciprocity law.
Proposition 2.2 Let σ be an n-simplex whose vertices can be transformed into points of Λ multiplied by a single positive real number d. Then for any real number λ,
The reciprocity law (21) has been generalized to arbitrary rational polyhedra and rational polyhedral functions in [5] by using weight and boundary weight functions. The idea there can be further applied to get reciprocity laws for irrational polyhedra and polyhedral weight functions.
Consider the special case where σ is a Λ-lattice simplex; d = 1. If we restrict λ to integers m, then E(σ, Λ, m) and E(σ 
, Λ, m) more explicitly in the following proposition by changing the summation indices of (19) and (20) .
Proposition 2.3 Let σ be an n-simplex with vertices in Λ. Then the polynomial functions
Let s j denote the jth elementary symmetric function of n variables, i.e.,
With convention s 0 ≡ 1, the binomial coefficient in (23) can be written as
This immediately gives rise to the following simple formulas on the coefficients of Ehrhart polynomials. Formulas (22) and (23) were first obtained by Ehrhart [9] , then reproved by Macdonald [13] [14] , and appeared in Danilov's treatise [7] on toric varieties. It seems that the following coefficient formulas in elementary symmetric functions were overlooked, until it was recently observed in [6] .
Theorem 2.4 Let σ be an n-simplex with vertices in Λ. Then the jth coefficients of L(σ, Λ, t)
and
Since counting lattice points is invariant under integral translations, the number of lattice points in mσ is the same as the number of lattice points in the dilation mσ , where σ is the simplex with the vertices α 1 − α 0 , . . . , α n − α 0 and the origin. Then every α ∈ mσ and β ∈ mσ 0 can be uniquely written as the linear combinations:
Similarly, α and β can be further uniquely written as
with real numbers u j and v j , non-negative integers k j and l j , such that
Moreover, α and β are points of Λ if and only if 
Again, the numbers of non-negative integer solutions of the above inequalities are the binomial coefficients
We thus have the following formulas on counting lattice points. 
Moreover, the jth coefficients of
Counting lattice points is also invariant under unimodular transformations. Let A be an N × n matrix whose columns are the vectors α 1 − α 0 , . . . , α n − α 0 . The matrix A can be transformed into an upper triangular matrix by multiplying an N × N unimodular matrix to the left. This can be done by using repeatedly the modified Gaussian elimination and the Euclidean algorithm. Interchanging columns of A is just to interchange the order of vertices of the simplex σ with α 0 fixed; we can also switch the columns of A and have the number of lattice points inside σ unchanged. Reversing the columns and the first n rows of the upper triangular matrix (7), one can obtain a lower triangular form which is considered in [8] ; we do not choose this lower triangular form in our treatment.
Theorem 2.6 Let the N ×n matrix A be in the upper triangular form (7) and u
In particular, Au ∈ Z N implies that u i must be certain rational numbers of the form j/a ii · · · a nn . Moreover, the mapũ :
. . , u n are given values, we determine the possible values for u i . Let J i be the smallest integer such that
and when j i = a ii ,
By definition of D(σ, α 0 ), the mapũ is a one-to-one correspondence. . By repeated use of the Euclidean algorithm and the modified Gaussian elimination, any integral matrix can be reduced to a Hermite normal form whose non-zero entries are all on the diagonal line, see [17] ; the product of these non-zero entries is just the torsion of φ. Theorem 2.6 immediately gives a rough upper bound on the number of lattice points of a lattice simplex σ. Let K be a convex cone generated by vectors α 1 , . . . , α n of Λ, 
It is easy to see that a point α of K (or K D(K, Λ) (orD(K, Λ) ) and non-negative integers k j such that α = γ + n j=1 k j α j . Then
Throughout this section we denote by σ an n-simplex of R 
Formulas (32)-(36) can be found in [20] . Let A be the N ×n matrix whose columns are the vectors {α j −α 0 } n j=0 ; and let B be the (N +1)×(n+1) matrix whose columns are the vectors {β j } n j=0 . If A is in upper triangular form (7), then B is also in upper triangular form. The lattice points of the determined set D(C, Λ 1 ) can be listed by a one-to-one correspondencẽ
if and only if both
We have the following corollary.
Corollary 3.2 Let A be the matrix whose columns are the vectors α
where
If we do not use the one-to-one correspondenceũ(j 0 , j 1 , . . . , j n ) to list all lattice points of the determined set D(C, Λ 1 ), one may refine D(C, Λ 1 ) so that all lattice points inside can be listed canonically at the cost of using characters. To this end, we need the following lemma. 
is a well-defined group bi-homomorphism.
Proof (i) When we write α, g for α ∈ L 1 and g ∈ G 2 , we understand that g is taken to be a representative of its coset g + L 2 . Now it is trivial that χ g (α) is a bi-homomorphism.
(ii) Let α be a vector of
is a root of unity, then
j=1 χ jg (α) = 0. Fix one such group element g and let g denote the cyclic group generated by g ; write G 2 as a disjoint union G 2 = ∪ k (g k + g ) of cosets for some representatives g k . Obviously,
Write α uniquely as α = n j=0 k j γ j for some k j ≥ 0; we have
Proof This is an immediate consequence of Lemma 3.3. Set 1 − e −2z = − 1 2 (1 − coth z).
We then have
2 Formulas (41) and (42) are naively simple, but they are very useful. A notable feature is that the group G can be selected as long as the lattices L, L , M , M satisfy the required conditions. One can fix a pairing . Obviously,
u j e j ; since α ∈ M , some u j must be non-integral, say u j ; we have e j ∈ M and α, e j = u j ∈ Z.
Now all the conditions of Theorem 3.4 are satisfied. We thus recover the main result of [8] , which was first obtained by the Poisson summation and Fourier analysis.
2
Sometimes it may not be easy to check the conditions of Theorem 3.4. In particular, it is important to find a canonical way to check the conditions:
The following lemma may help to do the job.
Lemma 3.6 Let
(iii) The result follows from 
Then we have (41) and (42).
We thus have (41) and (42). 2
It is not easy to list the elements of the group G = M * /L * . However, the group M * /L * has fewer elements than other groups that will be given later. In the following we apply Theorem 3.4 to find some more convenient groups to express the generating functions in terms of hyperbolic cotangent functions. Recall the lattice basis {ξ 0 , ξ 1 , . . . , ξ N } of the lattice Λ 1 in R
Proof Note that p j are integers because both β j and β j are points of Λ 1 . Set 
;
Proof Write the integral matrix B as 
where I n+1 is the (n + 1) × (n + 1) identity matrix. Without loss of generality we assume that det B T B is positive.
divided by a j . Then (44) shows that β j , β k = p j δ jk . Since both β j and β j are points of Λ 1 , it implies that p j are integers. Keep in mind that l = N , η k = η k = ξ k ; we then obtain conclusions (i) and (ii) of Lemma 3.6. Note that 
. Now all conditions of Theorem 3.4 are satisfied. We thus have (45) and (46). B diag[a 0 , a 1 , . . . , a n ],
,
Proof Without loss of generality we assume that det B is positive. Set
gives a natural pairing V 1 × V 2 → R such that η j , η k = δ jk , where η j = η j = e j . Let β j denote the jth row vector of adjB divided by a j . The identity (adjB)B = (det B)I n shows that β j , β k = p j δ jk . Since both β j and β j are integral points, p j must be an integer. Then we have conclusions (i) and (ii) of Lemma 3.6. Note that
where b kj is the kth coordinate of
Then all conditions of Theorem 3.4 are satisfied, and G = M /L = n j=0 Z/q j Z. We thus have (41) and (42). 2
As shown in [8] , the coefficients of Ehrhart polynomials can be computed from any of such generating functions. In fact, let
where the dots ... means the holomorphic terms near s = 0. So we have the following proposition on the coefficients of Ehrhart polynomials in the generating functions. 
We understand that the summation j 1 ,...,jn f (u) is taken over 0 ≤ j 1 ≤ a 1 − 1, . . . , 0 ≤ j n ≤ a n − 1 and so forth in the following. Notice the difference between c n−2 and j 1 ,...,jn f (u) at
An elementary careful calculation shows that
Proposition 4.1 Let a 1 , . . . , a n be pairwise coprime positive integers. Set a = a 1 a 2 · · · a n . Then the coefficient c n−2 of the Ehrhart polynomial L(σ 0 (a 1 , . . . , a n ), t) is given by
Take n = 2, then c 0 is the Euler characteristic of a relatively open triangle so that c 0 = 1. We thus obtain the following well-known relation on Dedekind sums; see [19] . 
Adding 2 + a 1 a 3 + a 2 a 3 + 1) , and c 3 = a 1 a 2 a 3 6 , one obtains Mordell's formula [15] on the number of lattice points of the closed tetrahedron.
The other coefficients of L (σ(a 1 , . . . , a n ), t) can be calculated in a similar way, using Zagier's higher-dimensional Dedekind sums [10] [21] , but the calculation is too complicated to be presented here. However, it is not clear whether the coefficients of the Ehrhart polynomial for an arbitrary lattice simplex can be fully expressed in terms of the higher-dimensional Dedekind sums. Since c 0 = (−1) n for any relatively open n-simplex, it reduces to the reciprocity law for higher-dimensional Dedekind sums. In order to express fully the coefficients of Ehrhart polynomials in terms of certain cotangent expansions, it seems that one needs to generalize the Dedekind sums further. We introduce a matrix Dedekind sum in the following. 
where 0 ≤ h < q means that all the entries of h are non-negative and strictly less than the corresponding entries of q; p|Ah means that each entry of p divides the corresponding entry of Ah.
The idea to define the matrix Dedekind sum (49) comes from formulas (29) and (50) for coefficients c j and the calculation of c n−2 . Theorem 2.6 is also important to imagine what sum should be taken over. The right side of (29) can be divided into two parts: Part 1, a sum over |γ| ∈ Z; and Part 2, a sum over |γ| ∈ Z. In Part 1, since |γ| = |γ| − ((|γ|)) + 1/2, the sum can be expanded into a collection of sums
These sums can be further reduced to a collection of sums of the form (49), some of them may be in rational forms without involving the symbol ((·)). In Part 2, the sum may be written as counitng the number of lattice points of some lower-dimensional lattice polytopes. By induction on dimension, they can be reduced in principle to a collection of sums of the form (49). However, one may still doubt the program with (49) until it is actually done explicitly. Since c 0 (σ 0 ) = (−1) n for any lattice n-simplex σ, it is sure that the program will give certain reciprocity laws on certain generalized Dedekind sums (may not be discovered yet) when the right side of (29) is treated correctly in arithmetic ways. The study of this matrix Dedekind sum in the special case p 1 = · · · = p m = r 1 = · · · = r l is particularly wanted. 
