Recent vector space representations of words have succeeded in capturing syntactic and semantic regularities. In the context of text-to-speech (TTS) synthesis, a front-end is a key component for extracting multi-level linguistic features from text, where syllable acts as a link between low-and high-level features. This paper describes the use of global syllable vectors as features to build a front-end, particularly evaluated in Chinese. The global syllable vectors directly capture global statistics of syllable-syllable co-occurrences in a large-scale text corpus. They are learned by a global log-bilinear regression model in an unsupervised manner, whilst the front-end is built using deep bidirectional recurrent neural networks in a supervised fashion. Experiments are conducted on large-scale Chinese speech and treebank text corpora, evaluating grapheme to phoneme (G2P) conversion, word segmentation, part of speech (POS) tagging, phrasal chunking, and pause break prediction. Results show that the proposed method is efficient for building a compact and robust front-end with high performance. The global syllable vectors can be acquired relatively cheaply from plain text resources, therefore, they are vital to develop multilingual speech synthesis, especially for under-resourced language modeling.
Introduction
This work explores raw text to produce global syllable vectors as features for building a front-end of text-to-speech (TTS) synthesis, inspired by recent advances in global word vector representation [1] and distributed representation learning [2] as well as their applications in natural language processing (NLP) [3] , opinion mining [4] , and speech synthesis [5] . TTS synthesis maps input text to speech waveform output [6] . The mapping is bridged in terms of features based on linguistic knowledge, such as phonemes, syllables, prosodic words, intonational phrases, etc. A front-end accepts text as input, extracts such linguistic features from the text, and returns a linguistic specification of the utterance to be synthesized. Although the popular statistical parametric speech synthesis (SPSS) learns speech models from speech data using a well-defined objective function [7] , the linguistic specification still is the basis for the context-dependent modeling [8] [9] . Therefore, a front-end is important for achieving high-quality speech synthesis. Conventionally, it analyzes the text input, using some established sets of linguistic features. However, obtaining the knowledge and data required to establish appropriate sets of linguistic features is expensive and sometimes is difficult in multilingual speech synthesis [10] , especially for under-resourced languages, such as Myanmar [11] .
An alternative approach to construction of linguistic specification is to build a vector space model (VSM)-based front-end [12] . VSMs, originally from the field of NLP, are built on the co-occurrence statistics of words which are gathered in matrix form to produce high-dimensional representations of the distributional behavior of words [13] . Lower dimensional representations are obtained by approximately factorizing the matrix of raw co-occurrence counts using slim singular value decomposition (SVD) [13] . The main advantage of the VSM-based model over the traditional decision tree and CRF (conditional random fields)-based methods is that the objective distance between VSM output values directly represents the similarity of two units. Moreover, VSMs are learned in an unsupervised fashion from text; no labeled data is required.
Recently an open source for learning VSMs, called GloVe [1] originally proposed for NLP tasks, is available that is based on global log-bilinear regression. GloVe combines the advantages of two major model families in the literature: global matrix factorization and local context window methods [1] . It efficiently leverages statistical information by training only on the nonzero elements in a word-word co-occurrence matrix, rather than on the entire sparse matrix or individual context windows.
This paper describes the use of GloVe [1] upon a largescale text corpus to produce a VSM for global vector representations of syllables, named global syllable vectors (GSVs). GSVs directly capture the global statistics of syllable-syllable co-occurrences in plain text resources. Moreover, motivated by the recent success of deep architectures in recurrent neural networks (RNNs) in particular, we explore an application of deep bidirectional RNNs to build a front-end with global syllable vectors. Here syllable is taken as the unit type for two reasons. First, syllable is a link between low-level linguistic features like phonemes and high-level ones like intonational phrases (viewed as a group of syllables). Second, it can be acquired relatively cheaply from plain text like Chinese directly, or only depending on the availability of syllable breaking of text scripts in some languages like Myanmar [11] . We conduct benchmarking experiments on LDC treebank [14] and in-house speech corpora in Chinese to evaluate the method for building a front-end, including grapheme to phoneme (G2P) conversion, word segmentation, part of speech (POS) tagging, phrasal chunking, and pause break prediction. Also, we evaluate CRF-baselines for comparison. The basic motivation is to build a front-end combining unsupervised GSV, given a large-scale text corpus, and supervised learning methods. Questions arise: if labeled data are available, whether a GSV-based front-end can complete the conventional tasks in high accuracy with compact and robust models. Otherwise whether global syllable vectors themselves are sufficient for capturing the characteristics and dependencies of syllables in text; this is interesting in context of deep neural network based speech synthesis.
In the rest of the paper, Section 2 outlines the method combining global syllable vectors with deep bidirectional RNNs for classification and discusses related work. Section 3 presents experiments and results. Section 4 concludes this paper. 
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Figure 1: Schematic diagram of DBRNN-based label prediction with global syllable vectors. Thick arrows indicate information streams during the period of learning global syllable vectors (green color), training a DBRNN model (orange), and evaluation (blue), respectively. In the box of DBRNN model, each node denotes an input (open circle), hidden (blue and red), or output (yellow) layer, respectively. Solid and dashed lines denote the connections of forward and backward layers, respectively.

Deep learning with global syllable vectors
The novel part of the method described here is shown by the bright color blocks in Fig. 1 
Deep bidirectional RNN-based prediction
A RNN [15] is a class of neural network that has certain memory. This makes it suitable for the tasks in question. For a task like pause break prediction, a single input sentence is viewed as analyzing a sequence of tokens (i.e., syllables here). A bidirectional RNN incorporates information from preceding as well as following tokens [16] . At each time step, t, this network maintains two hidden layers, one for the forward propagation and another for the backward propagation. Moreover, deep bidirectional RNNs, having multiple stacked hidden layers, are known to naturally employ a temporal hierarchy with multiple layers operating at different time scales [2] : lower levels capture short term interactions among tokens; higher layers reflect interactions aggregated over longer spans of text [4] . Figure 1 shows a two-hidden layer bidirectional RNN. As shown in this figure, at time-step t each intermediate neuron receives one set of the previous time-step (in the same RNN layer), and two sets of parameters from the previous RNN hidden layer: One input comes from the forward RNN and the other from the backward RNN. More formally [4] ,
when i > 1. h stands for hidden representations, W and V are the weight matrices, b the bias vectors, xt the input vectors. f (x) is activation function which is chosen according to tasks.
The network output, y, at each time-step is
where L is the number of layers, U is the weight matrix, and c the bias. Prediction at time-step t is based on argmax(y t ).
Learning global syllable vectors
The statistics of syllable occurrences in a text corpus is the primary source of information available to unsupervised methods for learning syllable representations. Let X denote the matrix of syllable-syllable co-occurrence counts, and X ij the number of times for syllable j occurring in the context of syllable i within a n-syllable symmetric window. GloVe generates two sets of d-dimensional syllable vectors, S andS, by minimizing the following cost function [1] . 
where V is the size of corresponding syllable vocabulary, si ∈ d are syllable vectors andsj ∈ d are separate context syllable vectors, bi andbj are bias, respectively. q(Xij) is weighting function to avoid frequent co-occurrence overweighted [1] .
In the work, xmax = 100 and α = 3/4 as used in [1] . Because X is symmetric here, the two sets of syllable vectors, S andS are equivalent and differ only as a result of their random initializations. Global syllable vectors are s i +si, i = 1, ..., V . 
Related work
The use of VSMs to represent word and letter types was proposed in [13] [12] . Their methods were based on matrix factorization methods for generating a low-dimensional word (or letter) representation with SVD. They used CART (classification and regression tree [17] ) and DNN (deep neural networks) to implement a front-end with VSMs. On the other hand, the use of deep learning in TTS has become widespread in acoustic modeling [18] [9] as well as being applied to individual tasks related to a front-end (e.g. letter-to-sound conversion [19] and phrase-break prediction [5] ). As mentioned previously, our method bears some resemblance to those [13] [12] such as the use of VSMs for building a front-end in that all these methods allow to learn VSMs from plain text in an unsupervised fashion. In contrast to them, we employ GloVe [1] to learn VSMs that is based on the global logbilinear regression model. Because GloVe combines the advantages of both global matrix factorization and local context window methods, global syllable vectors (GSVs) are trained only on the nonzero elements in a syllable-syllable co-occurrence matrix, rather than on the entire sparse matrix. Consequently, GloVe-based VSMs, or GSVs, directly capture the global corpus statistics.
Experiments and results
Experimental setup
To evaluate the method, we use GloVe [1] to learn global syllable vectors and then conduct benchmarking experiments on LDC treebank [14] and in-house speech corpora in Chinese.
Text is split into a sequence of syllables; a Chinese char is a syllable. The basic unit for prediction is syllable when training models for the following tasks in a supervised manner.
(1) G2P (converting text to standard pronunciation in pinyin). Task (1) is conducted on a set of sentences with pinyin labels checked manually by natives. Tasks (2) to (4) are conducted on labeled data extracted from LDC Chinese treebank 9.0 [14] . Task (5) is conducted on reading speech corpora amounting to 38 hour speech by four native narrators. Table  1 tabulates the experimental setup in more details. The sample sets for training, development and evaluation are disjoint.
GSV learning A large-scale text corpus used here for learning global syllable vectors (GSVs) comprises news and other text resources amounting to 35 million syllables. The size of vocabulary V is 5,610 (unique syllables). We train GSVs with varying vector sizes (25, 50, 100, 200, and 300) and window sizes (10 and 20 syllables) in the experiments.
Network training We use the standard multiclass crossentropy as the objective function when training the neural networks. We use stochastic gradient descent with momentum with a fixed learning rate (0.005) and a fixed momentum (0.9). We update weights after mini-batches of 20 sentences. Weights are initialized from small random uniform noise. We train networks of various sizes (25, 50, 100, and 150 neurons per hidden layer) with maximum 2000 epochs each network, however we have the same number of hidden units across multiple forward and backward hidden layers of a single RNN. Additionally, we employ early stopping for the neural networks: out of all iterations, the model with the best performance for the development set is selected as the final model to be evaluated.
CRF baseline As a baseline, we use CRF [20] . Features used in CRF input are plain Chinese chars (within a [-2, +2] context window); a Chinese char is a syllable.
Results
The results are shown in Table 2 and Figs. 2-5. A few observations can be made from the results.
• The method of global syllable vectors with deep bidirectional RNNs achieved high performance almost for all the tasks (see Table 2 ) and the resulting models are compact and robust. In Table 2 , the results were achieved by 50-dimensional GSVs and 2-hidden layer BRNN with 100 neurons for each forward and backward layer.
• Vector size affected the resulting performances slightly. There was a trend for most tasks that the larger the vector size, the better performance the prediction task (see Figs. 2 and 4). Generally speaking, 50 to 100 dimensional vectors are good enough for the purpose of building a front-end.
• The effects of different window size (10 or 20 syllables here) for producing GSVs on the resulting performances were not significant (see Fig. 3 ).
• The global syllable vectors are efficient for capturing the meaning of syllables in context. This is clearly demonstrated in Fig. 5 . Among 1,390 candidates a pinyin was chosen with 99% accuracy for a syllable, which was represented by a 50-dimensional vector.
It is concluded from the benchmarking experiments that GloVe-based global syllable vectors are sufficient for representing the characteristics and dependencies of syllables in text.
Conclusion
We have shown that GloVe-based global syllable vectors as features completed the main tasks of a front-end well with deep learning. The global syllable vectors are learned from plain text resources in an unsupervised fashion. This is motivated by a desire to relatively easily build a multilingual front-end for multilingual speech synthesis including under-resourced languages.
Future work will investigate the use of global syllable vectors as features for a direct specification of utterances to be synthesized with deep learning, instead of generating a conventional linguistic specification for the utterances.
