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Abstract
We study the global dynamics of a singular nonlinear ordinary differential equation, which
is autonomous of second order. This equation arises from a model for steadily rotating spiral
waves in excitable media. The sharply located spiral wave fronts are modeled as planar curves.
Their normal velocity is assumed to depend afﬁne linearly on curvature. The spiral tip rotates
along a circle with a constant rotation frequency. It neither grows nor retracts tangentially to
the curve. With rotation frequency as a parameter, we derive the global structure of solutions
of the associated initial value problem for this ODE, by an analytical approach. In particular,
the number of solutions for each given rotation frequency can be computed. The multiplicity
of coexisting rotating spiral curves can be any positive integer.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are interested in the following equation:
kt þ vyy þ k
Z y
0
kv dx
 
y
þGky ¼ 0; ð1:1Þ
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where y denotes the arc length, k :¼ kðy; tÞ is the curvature of a family of curves in
R2; v :¼ vðy; tÞ is the normal velocity, and G :¼ GðtÞ is the tangential velocity at the
tip. Eq. (1.1) can be derived from the deﬁnitions of the normal and tangent vectors,
normal and tangential velocities, and the Frenet–Serret Theorem in the plane.
In the study of steadily rotating spiral wave in the kinematic theory of excitable
media (cf. [1,5,6]), we assume that the family of curves (keeping the same shape for
all t) rotates along a circle with a constant speed such that the tip of the curve neither
grows nor retracts in the tangential direction (i.e., G  0) and the normal velocity v
satisﬁes the relation v ¼ c  Dk: Then (1.1) reduces to
Dk00ðyÞ þ kðyÞ
Z y
0
kðxÞ½c  DkðxÞ
 dx
 
0 ¼ 0; y40: ð1:2Þ
By integrating (1.2) once, we obtain that k satisﬁes the equation
Dk0ðyÞ þ kðyÞ
Z y
0
kðxÞ½c  DkðxÞ
 dx ¼ o; ð1:3Þ
where o is the constant angular frequency of the wave. We also assume that k
satisﬁes the following condition
kð0Þ ¼ k0; kðNÞ ¼ 0; ð1:4Þ
where k0 is the curvature at the tip.
Following [4], by differentiating (1.3) with respect to y once, we obtain that k
satisﬁes the equation
Dk00 þ k2ðc  DkÞ þ k
0
k
ðoþ Dk0Þ ¼ 0: ð1:5Þ
We are interested in ﬁnding a spiral wave with positive curvature. Setting w :¼ lnðkÞ
and noting that
Dk0ð0Þ ¼ o; ð1:6Þ
we end up with the following initial value problem ðPZÞ:
w00 þ gðwÞ ¼ Zeww0; y40; ð1:7Þ
wð0Þ ¼ lnðbÞ; w0ð0Þ ¼ Z=b; ð1:8Þ
where gðwÞ ¼ e2w  aew; a; b are positive constants, and Z is a real constant. Indeed
a :¼ c
D
; b :¼ k0; Z :¼ o
D
:
The local existence and uniqueness of solutions of ðPZÞ is trivial.
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The main purpose of this paper is to study the existence of global solution w of
ðPZÞ satisfying the property
lim
y-N
wðyÞ ¼ N: ð1:9Þ
We shall call such solution a spiral wave solution.
In [3], we studied a simpliﬁed equation of (1.3), namely,
Dk0ðyÞ þ kðyÞ
Z y
0
ckðxÞ dx ¼ o
and obtained a family of steadily rotating spiral waves. In [4], they studied Eq. (1.7)
with the initial condition
wð0Þ ¼ w0; w0ð0Þ ¼ 0:
They obtained many interesting results. In particular, for Z ¼ 0 the solution is
periodic if bAð0; 2aÞ\fag; a constant if b ¼ a; and is monotone decreasing with
wðyÞ-N as y-N if bX2a: There are many interesting questions left for
Eq. (1.7), especially for any arbitrary Z40: We shall study the case when Za0 in this
paper. Using a different method from [4], we are able to derive the structure of
solutions of ðPZÞ:
This paper is organized as follows. In Section 2, we ﬁrst give some preliminary
results. In Section 3, we prove that there is no global solution of ðPZÞ satisfying (1.9)
when Zo0: See also Theorem 1 in [4]. The case Z40 is treated in Section 4. We prove
that there is a critical value *Z40 such that a spiral wave solution exists if and only if
ZAð0; *Z
: Moreover, we are able to count the exact number of spiral wave solutions
for any given ZAð0; *Z
:
In a companion paper [2] by the same authors, we present an alternative approach
via center manifolds and study the Archimedean shape of the rotating spirals.
2. Preliminary
For a local solution w of (1.7), we deﬁne the energy function by
EðyÞ :¼ 1
2
½w0ðyÞ
2 þ GðwðyÞÞ; GðwÞ :¼ 1
2
e2w  aew: ð2:1Þ
It follows from
E0ðyÞ ¼ ZewðyÞ½w0ðyÞ
2 ð2:2Þ
that E is monotone increasing (decreasing) if Z40 (Zo0; respectively).
Recall the following result from [4] (see Fig. 1).
Lemma 2.1. Let ZAR: If EðyÞ is bounded above, then w exists globally for all y40:
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Note that from (1.7) it is easy to see that a critical point y of w is a maximum point
(minimum point) if wðyÞ4lnðaÞ ðwðyÞolnðaÞ; respectively).
Lemma 2.2. Let ZAR: Suppose that w is a global solution of (1.7) such that
l :¼ limy-N wðyÞ exists and l4N (l may be þN). Then l ¼ lnðaÞ:
Proof. Suppose that l ¼ þN: Then there is a y040 such that w42 lnðaÞ and w040
in ½y0;NÞ: By integrating (1.7) from y0 to y4y0; we obtain that
w0ðyÞ þ ZewðyÞ  w0ðy0Þ  Zewðy0Þ ¼ 
Z y
y0
gðwðsÞÞ ds: ð2:3Þ
By letting y-N in (2.3), we reach a contradiction.
Suppose that lAðN; lnðaÞÞ,ðlnðaÞ;NÞ: Then there is a y040 such that
ðlnðaÞ þ 3lÞ=2owoðlnðaÞ þ lÞ=2 in ½y0;NÞ: Also, we can ﬁnd a sequence fyng in
½y0;NÞ such that yn-N and w0ðynÞ-0 as n-N: By integrating (1.7) from y0 to yn;
we obtain that
w0ðynÞ þ ZewðynÞ  w0ðy0Þ  Zewðy0Þ ¼ 
Z yn
y0
gðwðsÞÞ ds: ð2:4Þ
This is impossible if we let n-N in (2.4). This proves the lemma. &
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Fig. 1. Contour plot of the energy function Eðw; w0Þ :¼ ðw0Þ2=2þ e2w=2 ew in R2 ða ¼ 1Þ:
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3. The case go0
In this section, we always assume that Z is a ﬁxed negative constant. It follows
from Lemma 2.1 and (2.2) that any solution of ðPZÞ must be globally deﬁned. Notice
that w0ð0Þ40:
The following lemma follow from Lemma 2.2 directly.
Lemma 3.1. Suppose that w040 in ½0;NÞ: Then wðyÞ-lnðaÞ as y-N:
Lemma 3.2. Suppose that there is a y040 such that w0ðy0Þ ¼ 0 and w0o0 in ðy0;NÞ:
Then wðyÞ-lnðaÞ as y-N:
Proof. It follows from Lemma 2.2 that either wðyÞ-N or wðyÞ-lnðaÞ
as y-N:
Suppose that wðyÞ-N as y-N: Note that wðy0Þ4lnðaÞ: Let y14y0 be the
point with wðy1Þ ¼ lnðaÞ: From (2.3) it follows that
ZewðyÞ ¼ Zewðy0Þ 
Z y
y0
gðwðsÞÞ ds  w0ðyÞ ð3:1Þ
XZewðy0Þ 
Z y1
y0
gðwðsÞÞ ds: ð3:2Þ
This is impossible, since ZewðyÞ-N as y-N: The lemma is proved. &
For the case when w has at least 2 critical points, we have
Lemma 3.3. Suppose that w has at least 2 critical points. Then w is bounded.
Proof. By assumption, w has at least one minimum point, say, y040: Then Eðy0Þ ¼
Gðwðy0ÞÞo0; since wðy0ÞolnðaÞ: Also, by the deﬁnition of G there are constants
m; M such that
GðmÞ ¼ GðMÞ ¼ Eðy0Þ; NomplnðaÞpMolnð2aÞ: ð3:3Þ
By the decreasing property of E; we have EðyÞpEðy0Þ for all yXy0: Since
GðwðyÞÞpEðyÞ; it follows that mpwðyÞpM in ½y0;NÞ: Therefore, w is
bounded. &
From Lemmas 3.1–3.3, we conclude that there is no global solution of ðPZÞ with
the property (1.9).
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4. The case g40
4.1. Some properties
In this section, we always assume that Z is a positive constant. Let w be a solution
of (1.7) and let ½0; RÞ; RpN; be the maximum existence interval of w: Note that
EðyÞ ¼ GðwðyÞÞo0 for any minimum point y of w; since wðyÞo lnðaÞ: On the other
hand, EðyÞX0 for any maximum point y of w such that wðyÞX lnð2aÞ:
Recall that EðyÞ is monotone increasing in y: The ﬁrst part of the following lemma
is similar to Lemma 2 in [4].
Lemma 4.1. Suppose that Eðy0ÞX0 for some maximum point y0X0 or some point
y0X0 with w0ðy0Þo0: Then w0o0 in ðy0; RÞ and wðyÞ-N as y-R:
Proof. For contradiction, let y14y0 be the ﬁrst critical point. Then y1 must be a
minimum point. This is impossible, since Eðy1Þ4Eðy0ÞX0: Therefore, w0o0 for
y4y0 as long as w exists.
Let l :¼ limy-RwðyÞ: Suppose that l4N: If R ¼N; then l ¼ lnðaÞ by Lemma
2.2. Also, there is a sequence fyng such that yn-N and w0ðynÞ-0 as n-N: We
obtain that EðynÞ-GðlnðaÞÞo0 as n-N; a contradiction. On the other hand, if
RoN then from
w0ðyÞ þ ZewðyÞ  w0ðy0Þ  Zewðy0Þ ¼ 
Z y
y0
gðwðsÞÞ ds; ð4:1Þ
it follows that w0 is bounded. This implies that w can be continued beyond R; a
contradiction. We conclude that l ¼ N: This completes the proof. &
Lemma 4.2. Suppose that Eðy0ÞX0 for some y0X0: Then w0o0 in ðy1; RÞ for some
y1Xy0 and wðyÞ-N as y-R:
Proof. By Lemma 4.1, it sufﬁces to consider the case when w0ðy0ÞX0 and w040 in a
right neighborhood of y0: If w
0ðy1Þ ¼ 0 for some y1Aðy0; RÞ; then w0o0 in ðy1; RÞ
and wðyÞ-N as y-R by Lemma 4.1.
If w040 in ðy0; RÞ; then RoN: Otherwise, wðyÞ-lnðaÞ as y-N by Lemma 2.2.
This implies that EðyÞ-GðlnðaÞÞo0 as y-N; a contradiction. Hence RoN: Let
l :¼ limy-RwðyÞ: Then l4N: If loN; then by (4.1) w0 is bounded and so w can
be continued beyond R: This contradicts with the deﬁnition of R: If l ¼N; then by
(4.1) again w0 is bounded. This implies that w is bounded, a contradiction. Therefore,
we have w0ðyÞ ¼ 0 for some yAðy0; RÞ: Hence the proof is completed. &
Let L :¼ limy-REðyÞ be the energy limit of w: The limit exists since E is
monotone increasing. If LoN; then R ¼N by Lemma 2.1. It is clear that Eðy0ÞX0
for some y0X0; if L ¼N: Conversely, we have
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Lemma 4.3. Suppose that Eðy0ÞX0 for some y0X0: Then L ¼N and wðyÞ; w0ðyÞ-
N as y-R:
Proof. Clearly, L40: From Lemma 4.2 it follows that wðyÞ-N as y-R: Using
the relation
1
2
½w0ðyÞ
2 ¼ EðyÞ  GðwðyÞÞ;
we deduce that w0ðyÞ- ﬃﬃﬃﬃﬃﬃ2Lp as y-R: Moreover, it follows from (2.2) that
L ¼N: This completes the proof. &
Lemma 4.4. There is no solution of (1.7) with Lo0 except the trivial solution
w  lnðaÞ:
Proof. Suppose that there is a solution w0 of (1.7) with the energy limit L0o0 and
w0clnðaÞ: Set c ¼ L0: Let ðw1; 0Þ; ðw2; 0Þ be the (two) points on Gc :¼ fðw; vÞ j v2=2þ
GðwÞ ¼ cg with w1ow2: By the theory of continuous dependence on initial data and
parameter, there is a positive constant d such that the trajectory of any solution w of
(1.7) reaching the line S :¼ fðw; 0Þ j w2  dowow2 þ dg will leave Gc so that the
energy limit L satisfying L4c:
Note that w0 is bounded, since Gðw0ðyÞÞpEðyÞoc for all y: Since c4GðlnðaÞÞ; it
follows from Lemma 2.2 that w cannot be monotone ultimately. Then there is a
sequence fyng of critical points of w0 such that yn-N and w0ðynÞ-w2 as n-N:
Therefore, the trajectory of w0 reaches S at yn for all n sufﬁciently large. This implies
that L04c; a contradiction. The lemma follows. &
It follows from Lemmas 4.3 and 4.4 that either L ¼N or 0 for the energy limit L of
any non-constant solution of (1.7). Also, from the increasing property of E it follows
that EðyÞo0 for all yX0 and EðyÞ-0 as y-N; if L ¼ 0: For convenience, we call a
solution with L ¼ 0 a Type I solution; and a solution with L ¼N a Type II solution.
We remark that w is a Type II solution if and only if Eðy0ÞX0 for some y0X0:
The following lemma shows that any Type II solution is non-global.
Lemma 4.5. Suppose that L ¼N: Then RoN:
Proof. For contradiction, we assume that R ¼N: Recall that wðyÞ; w0ðyÞ-N as
y-N: It follows from (1.7) that w00ðyÞ-N as y-N: Then by applying
l’Hoˆpital’s rule we compute that
lim
y-N
fy2ewðyÞg ¼ lim
y-N
y2
ewðyÞ
¼ lim
y-N
2y
ewðyÞw0ðyÞ
ARTICLE IN PRESS
B. Fiedler et al. / J. Differential Equations 205 (2004) 211–228 217
¼ lim
y-N
2
ewðyÞw00ðyÞ þ ewðyÞ½w0ðyÞ
2
¼ 0:
Hence there is a constant y0X1 such that
ewðyÞp 1
y2
ð4:2Þ
for all yXy0:
On the other hand, from (1.7) it follows that
w0ðyÞ þ ZewðyÞ þ
Z y
y0
gðwðsÞÞ ds ¼ A :¼ w0ðy0Þ þ Zewðy0Þ
and so
ewðyÞw0ðyÞ þ Zþ ewðyÞ
Z y
y0
gðwðsÞÞ ds ¼ AewðyÞ:
By an integration again we end up with
ewðyÞ  ewðy0Þ þ Zðy  y0Þ þ
Z y
y0
ewðxÞ
Z x
y0
gðwðsÞÞ ds
 
dx ¼ A
Z y
y0
ewðsÞ ds: ð4:3Þ
Taking y0 sufﬁciently large so that jgðwðsÞÞjpaewðsÞ for all sXy0: Then it is easy to
show that the integrals in (4.3) are uniformly bounded for all yXy0: This contradicts
the assumption R ¼N: The lemma is proved. &
If L ¼ 0 and w has inﬁnitely many critical points, then by the increasing property
of E the sequence of maximum points (minimum points) is increasing and tends to
lnð2aÞ (is decreasing and tends to N; respectively).
We say that w is monotone ultimately if w is monotone for all y sufﬁciently large.
Lemma 4.6. If L ¼ 0; then w0ðyÞo0 for all y sufficiently large. Moreover, wðyÞ-
N and w0ðyÞ-0 as y-N:
Proof. First, we claim that w is monotone ultimately. By the theory of continuous
dependence on initial data and parameters, there is a positive constant d such that
any solution w of (1.7) with wð0ÞAðlnð2aÞ  d; lnð2aÞÞ and w0ð0Þ ¼ 0 has the energy
limit L ¼N: Let c :¼ Gðlnð2aÞ  dÞ: Note that co0: Consider the closed curve
Gc :¼ fðw; vÞ j v2=2þ GðwÞ ¼ cg: Suppose that w has inﬁnitely many critical points.
Then there is a sequence of maximum points fyng such that wðynÞ-lnð2aÞ as n-N;
since L ¼ 0: Then we have wðyNÞAðlnð2aÞ  d; lnð2aÞÞ for some NX1: This implies
that L ¼N; a contradiction. Therefore, w is monotone ultimately.
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Next, we claim that w0ðyÞo0 for all y sufﬁciently large. For contradiction, we
suppose that w0ðyÞ40 for all y sufﬁciently large. Then wðyÞ-lnðaÞ as y-N: Take a
sequence fyng such that yn-N and w0ðynÞ-0 as n-N: Then EðynÞ-GðlnðaÞÞo0
as n-N; a contradiction. Therefore, we must have w0o0 for all y sufﬁciently large.
If l :¼ limy-N wðyÞ4N; then l ¼ lnðaÞ; by Lemma 2.2, and so there is a
sequence fyng such that yn-N and w0ðynÞ-0 as n-N: Then EðynÞ-GðlnðaÞÞo0
as n-N: This contradicts the assumption L ¼ 0: Hence l ¼ N:
Finally, from the relation
1
2
½w0ðyÞ
2 ¼ EðyÞ  GðwðyÞÞ
it follows that w0ðyÞ-0 as y-N: Hence the lemma is proved. &
Remark 4.1. Suppose that w is a type I solution, i.e., w is a solution with L ¼ 0: Then
wðyÞ-N and w0ðyÞ-0 as y-N: Since aewX gðwÞ; it follows from (1.7) that
a
Z y
0
ewðyÞ dyX
Z y
0
gðwðyÞÞ dy ¼ w0ðyÞ þ ZewðyÞ-N
as y-N: Recall that kðyÞ ¼ ewðyÞ: Hence the rotation number is þN and we call
such solution a spiral wave solution.
4.2. Existence
In the sequel, we denote wðy; Z; bÞ the solution of ðPZÞ to specify the dependence
of w on the parameters Z and/or b:
In the problem ðPZÞ; the constants Z and b are free parameters. To study the
problem, we ﬁrst freeze the parameter b to be the constant a and let the parameter Z
be varied. So we consider the problem ðQZÞ:
w00 þ gðwÞ ¼ Zeww0; ð4:4Þ
wð0Þ ¼ lnðaÞ; w0ð0Þ ¼ Z=a: ð4:5Þ
Let wðy; ZÞ ¼ wðy; Z; aÞ be the solution of ðQZÞ: Set
A1 :¼ fZ40 j w0ðy; ZÞ ¼ 0 for some y40g:
Note that A1 is an open set. We shall claim that ð0; Z0ÞCA1 for some positive
constant Z0:
For this, we set
u :¼ w  lnðaÞ; s ¼ ay:
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Then w satisﬁes (4.4) and (4.5) if and only if u satisﬁes the problem:
u¨  keu ’u þ ðe2u  euÞ ¼ 0; ð4:6Þ
uð0Þ ¼ 0; ’uð0Þ ¼ k; ð4:7Þ
where k :¼ Z=a2 and the dot denotes the differentiation with respect to s:
Now, we consider the following equivalent system:
’u ¼ z;
’z ¼ keuz þ ðeu  e2uÞ;
with the initial condition ðuð0Þ; zð0ÞÞ ¼ ð0;kÞ: Set u ¼ r cos y and z ¼ r sin y: Then
we compute that
’r ¼ kr sin2 yþ f1ðr; yÞ; ð4:8Þ
’y ¼ 1þ k sin 2y=2þ f2ðr; yÞ; ð4:9Þ
where
f1ðr; yÞ :¼ k sin2 yðeu  1Þr þ sin yðeu  e2uÞ þ r sin y cos y;
f2ðr; yÞ :¼ k sin 2yðeu  1Þ=2þ cos yðeu  e2uÞ=r þ cos2 y:
Fix aAð0; 2Þ such that 4pa=ð1 a=2Þoln 2 and let kAð0; aÞ: Note that f2ðr; yÞ ¼
OðrÞ as r-0þ uniformly in k: Hence we can choose r0Að0; 1Þ (independent of k) such
that
j f2ðr; yÞjo1
2
1 a
2
 
for all rAð0; r0
 and yAR: ð4:10Þ
Therefore, we obtain that
’yp ð1 a=2Þ=2 ð4:11Þ
as long as rAð0; r0
: Moreover, we may take r0o1=ð40pÞ (independent of k) small
enough such that
j f1ðr; yÞjp5r2 for all rAð0; r0
 and yAR: ð4:12Þ
Set s0 :¼ 4p=ð1 a=2Þ: Then we have
1=2 eks=440 for all sAð0; s0
 and for all kAð0; aÞ: ð4:13Þ
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Since
lim
a-0þ
1=2 eks0=4
5s0eks0=4
¼ 1
20p
;
we may further assume that a is small enough such that
1=2 eks0=4
5s0eks0=4
4
1
40p
: ð4:14Þ
From now on, we ﬁx the constants r0 and a so that all the above conditions hold.
Lemma 4.7. The solution ðr; yÞ of (4.8) and (4.9) with rð0Þpr0=4 and yð0ÞAR satisfies
rðsÞAð0; r0=2Þ for all sA½0; s0
:
Proof. Integrating Eq. (4.8) from 0 to s and using (4.12), we obtain that
rðsÞpeksrð0Þ þ seks5r20=4 ð4:15Þ
as long as rpr0=2: For contradiction, we assume that rðsÞ ¼ r0=2 for some sps0:
Then it follows from (4.15) that
r0X
1=2 eks=4
5seks=4
X
1=2 eks0=4
5s0eks0=4
;
by using (4.13) and the decreasing property of the function
KðsÞ :¼ 1=2 e
ks=4
5seks=4
; sAð0; s0
:
Hence we reach a contradiction and the lemma is proved. &
Lemma 4.8. The set A1 contains ð0; Z0Þ for some small positive constant Z0:
Proof. By Lemma 4.7, we can integrate (4.11) from 0 to s0 to obtain that
yðs0Þ  yð0Þp 2p: ð4:16Þ
Then the lemma follows by setting Z0 :¼ minfr0=4; aga2: &
Remark 4.2. It follows from (4.16) that the trajectory ðu; zÞ in the phase plane goes
around ð0; 0Þ clockwise once back to the line fu ¼ 0; zo0g if ZAð0; Z0Þ: Indeed, we
can obtain that the trajectory goes around ð0; 0Þ as many times as we want by
assuming the Z small enough.
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Note that Eq. (4.4) is equivalent to the system ðSZÞ:
w0 ¼ v;
v0 ¼ Zewv  gðwÞ:
By a simple phase plane analysis, it is easy to see that any trajectory ðw; vÞ of ðSZÞ;
with ðwð0Þ; vð0ÞÞ ¼ ðlnðaÞ; v0Þ for some v0o0 and ðwðy0Þ; vðy0ÞÞ ¼ ðw0; 0Þ for some
y040 and wðy0ÞolnðaÞ; goes around ðlnðaÞ; 0Þ clockwise back to the line fw ¼
lnðaÞ; w0o0g: In particular, it is interesting to see the property of the vector ﬁeld on
the initial curve G :¼ fðlnðbÞ;Z=bÞ j b40g for a given ﬁxed Z40: Let D1 (D2;
respectively) denote the region lying above (below, respectively) G: Set v ¼ w0: Then
ðv; 1Þ is a normal vector of the initial curve G at the point ðw; vÞ: Since the inner
product of ðw0; v0Þ and ðv; 1Þ is given by Zðav þ ZÞ=v2; the vector ﬁeld on G is
pointed inward to D2 if w4lnðaÞ; to D1 if wolnðaÞ:
Let G0 :¼ fðw; vÞ j vo0; wp lnðaÞ; v2=2þ GðwÞ ¼ 0g: Recall that the energy E is
strictly increasing along any trajectory. Fix Z ¼ a2: Then ðlnðaÞ;Z=aÞAG0 and the
region lying below G0 and above G-fwp lnðaÞg is a positively invariant region.
Thus the solution w of ðQZÞ is monotone decreasing to N and so A1 is bounded
above by a2: Then #Z :¼ sup A1 is well-deﬁned and #Zoa2:
As before, we set LðZÞ :¼ limy-R Eðy; ZÞ; where Eðy; ZÞ ¼ ½w0ðy; ZÞ
2=2þ
Gðwðy; ZÞÞ: Note that LðZÞ ¼N if Eðy; ZÞX0 for some yX0: Introduce
A2 :¼ fZ40 j w0ðy; ZÞo0 in ½0; RÞ and LðZÞ ¼Ng:
Similarly, we can see that for any given Z4a2 the region lying below G0 ; above
G-fwp lnðaÞg; and to the left of fw ¼ lnðaÞ;Z=apvp ag is a positively
invariant region. Thus ½a2;NÞCA2: Hence *Z :¼ inf A2 is well-deﬁned and a24*ZX#Z:
Note that A2 is an open set. Moreover, for any ZA½#Z; *Z
 the solution wðy; ZÞ of ðQZÞ is
of type I such that w0o0 for all yX0:
We shall claim that *Z ¼ #Z and that there is a spiral wave solution if and only if
ZAð0; *Z
: To do this, we need the following comparison lemma.
Lemma 4.9. Suppose that vi is the solution of the following initial value problem:
dv
dw
¼ Ziew þ
aew  e2w
v
; ð4:17Þ
vðlnðbÞÞ ¼ ci ð4:18Þ
for i ¼ 1; 2; where 0obpa; c24c140; and Z24Z140: Suppose that v1v2a0 on
ðR; lnðbÞ
 for some RolnðbÞ: Then v14v2 and v10ov20 on ðR; lnðbÞ
:
Proof. Note that v1ðlnðbÞÞ4v2ðlnðbÞÞ: For contradiction, we assume that there is
wAðR; lnðbÞÞ such that v14v2 on ðw; lnðbÞ
 and v1ðwÞ ¼ v2ðwÞ: Then we have
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v1
0ðwÞXv20ðwÞ: However, from (4.17), for i ¼ 1; 2; it follows that
v1
0ðwÞ ¼ Z1ew þ
aew  e2w
v1ðwÞ oZ2e
w þ ae
w  e2w
v2ðwÞ ¼ v2
0ðwÞ; ð4:19Þ
a contradiction. Therefore, we obtain that v14v2 on ðR; lnðbÞ
:
Note that v2ov1o0 on ðR; lnðbÞ
 by assumption. Also, aew  e2wX0 for
wAðR; lnðbÞ
; since bpa: Hence v10ov20 on ðR; lnðbÞ
 by (4.19). The proof is
completed. &
Now, we claim that *Z ¼ #Z: Suppose that #Zo*Z: Set w1ðyÞ :¼ wðy; #ZÞ and w2ðyÞ :¼
wðy; *ZÞ: Then wi is of type I such that viðyÞ :¼ wi 0ðyÞo0 on ½0;NÞ for i ¼ 1; 2: Hence
we can view vi as function of wi; i ¼ 1; 2: Therefore, vi ði ¼ 1; 2Þ is the solution of
(4.17)–(4.18) with b ¼ a; Z1 :¼ #Z; and Z2 :¼ *Z: It follows from Lemma 4.9 that v14v2
on ðN; lnðaÞ
: Also, from (4.17) it follows that
dðv1  v2Þ
dw
¼ ðZ1  Z2Þew þ ðaew  e2wÞ
1
v1
 1
v2
 
o0 on ðN; lnðaÞÞ: ð4:20Þ
By integrating (4.20) from N to wplnðaÞ; we obtain that
ðv1  v2ÞðwÞ  ðv1  v2ÞðNÞo0
for all wp lnðaÞ; a contradiction. Hence, we conclude that *Z ¼ #Z:
Lemma 4.10. For a fixed Z40; the problem ðPZÞ has at most one type I solution (up to
translations).
Proof. For contradiction, we assume that w1 and w2 are two type I solutions of ðPZÞ:
Since, by Lemma 4.6, viðyÞ ¼ wi 0ðyÞo0 for all sufﬁciently large y; we can view vi as a
function of w for i ¼ 1; 2: Moreover, since Eq. (1.7) is autonomous, we may assume
that v14v2 for all wow0 for some w0o lnðaÞ: Then, as in (4.20) with Z1 ¼ Z2 ¼ Z; we
obtain that ðv1  v2Þ0ðwÞo0 for all wow0: This leads to a contradiction and the
proof is completed. &
We denote the solution wðy; Z; bÞ of ðPZÞ by wbðy; ZÞ or simply wbðyÞ: Also, set
vbðyÞ :¼ wb0ðyÞ: Note that ðwb; vbÞ satisﬁes the system ðSZÞ:
Theorem 1. There is a type I solution of ðPZÞ if and only if ZAð0; *Z
:
Proof. First, we assume that Z4*Z: Then we have wa0ðyÞo0 for all yA½0; RaÞ and
waðyÞ; wa0ðyÞ-N as y-Ra for some RaoN: Let g be the trajectory of ðwa; vaÞ in
the phase plane. Note that g lies above G: Then any trajectory ðwb; vbÞ starting at
ðlnðbÞ;Z=bÞ; with boa; remains in the region below g and above G: Hence
wb
0ðyÞo0 for all yA½0; RbÞ and wbðyÞ; wb0ðyÞ-N as y-Rb for some RboN; i.e.,
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wb is of type II. For b4a; the corresponding trajectory either remains below G or
reaches G at some y40 with wbðyÞolnðaÞ by the phase plane analysis. Therefore, it is
also of type II.
Now, given a ﬁxed Zo*Z: Then either LðZÞ ¼ 0 or LðZÞ ¼N:
Suppose that LðZÞ ¼N: Let y0 ¼ 0 and yi be the y-value of the ith intersection
point of the trajectory ðwa; vaÞ with the line fw ¼ lnðaÞ; vo0g; i ¼ 1;y; N; such that
Z=a ¼ wa0ðy0Þ4wa0ðy1Þ4?4wa0ðyNÞ: Note that 1pNoN: Consider the set
faAðwa0ðyNÞ; wa0ðyN1ÞÞg such that the trajectory starting from the point ðlnðaÞ; aÞ
has the property that L ¼N: Then it is easy to see that the supremum a0 of this set
has the property that the trajectory ðw0; v0Þ starting from the point ðlnðaÞ; a0Þ is of
type I with v0ðyÞo0 for all yX0: Therefore, we have at least 2N distinct solutions of
ðPZÞ such that they are all of type I, (Fig. 2).
For the case LðZÞ ¼ 0; it follows from Lemma 4.6 that there is a ﬁnite integer NX1
such that the problem ðPZÞ has at least 2N þ 1 distinct type I solutions. The theorem
follows. &
In the following, we shall study the exact number of type I solutions for each
ZAð0; *Z
:
Lemma 4.11. Suppose that ðwi; viÞ is the solution of ðSZiÞ with ðwiðyiÞ; viðyiÞÞ ¼ ðdi; 0Þ
and ðwi; viÞAðN; lnðaÞÞ  ð0;þNÞ for yAðyi; ziÞ; where Z24Z140; lnðaÞ4d14d2;
and zi satisfies that wðziÞ ¼ lnðaÞ for i ¼ 1; 2: Then there does not exist tiA½yi; zi
; i ¼
1; 2; such that ðw1ðt1Þ; v1ðt1ÞÞ ¼ ðw2ðt2Þ; v2ðt2ÞÞ: Moreover, if we view the wi as a
function of v for i ¼ 1; 2; then we have w14w2 on ½0; V 
; where V :¼ v1ðz1Þ:
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Fig. 2. The initial curve G and the trajectories of four type I solutions with a ¼ 1:
B. Fiedler et al. / J. Differential Equations 205 (2004) 211–228224
Proof. Since vi40 for yAðyi; zi
; we can view wi as a function of v; and so wi satisﬁes
the following initial value problem
dw
dv
¼ v
aew  e2w þ Ziewv
; wð0Þ ¼ di ð4:21Þ
for i ¼ 1; 2: Note that d14d2: For contradiction, we assume that there exists
v0Að0; V 
 such that w14w2 on ½0; v0Þ and w1ðv0Þ ¼ w2ðv0Þ: Therefore,
w1
0ðv0Þpw20ðv0Þ: Note that aew  e2w þ Ziewv40 for ðw; vÞAðN; lnðaÞ
 
ð0;þNÞ and i ¼ 1; 2: Then we have
w01ðv0Þ ¼
v0
aew1ðv0Þ  e2w1ðv0Þ þ Z1ew1ðv0Þv0
4
v0
aew2ðv0Þ  e2w2ðv0Þ þ Z2ew2ðv0Þv0
¼w02ðv0Þ;
a contradiction. This completes the proof. &
Lemma 4.12. Given Z040; there exists d40 and W1o lnðaÞ such that for any ZAðZ0 
d; Z0 þ dÞ; the solution ðwðyÞ; vðyÞÞ of the system ðSZÞ with the initial condition wð0Þ ¼
w1oW1 and vð0Þ ¼ 0; intersects the line fw ¼ lnðaÞ; v40g at ðlnðaÞ; vðzÞÞ for some
z40 such that v40 on ð0; z
 and EðzÞ ¼ ½vðzÞ
2=2þ GðlnðaÞÞ40:
Proof. Recall that for any ﬁxed Z40; the solution ðwðyÞ; vðyÞÞ of the system ðSZÞ
with the initial condition ðwð0Þ; vð0ÞÞ ¼ ðr; 0Þ for some rolnðaÞ intersects the line
fw ¼ lnðaÞ; v40g at ðlnðaÞ; vðzÞÞ ¼ ðlnðaÞ; sÞ for some s40 and z40 such that v40
on ð0; z
: It is clear that s is a decreasing function of r and s ¼ sðrÞ maps ðN; lnðaÞÞ
onto ð0;þNÞ: Therefore, given Z040 and s040 with s20=2þ GðlnðaÞÞ41=2;
there exists r0olnðaÞ such that the solution ðw0ðyÞ; v0ðyÞÞ of the system ðSZÞ
with the initial condition ðw0ð0Þ; v0ð0ÞÞ ¼ ðr0; 0Þ intersects the line fw ¼ lnðaÞ; v40g
at ðlnðaÞ; v0ðz0ÞÞ ¼ ðlnðaÞ; s0Þ for some z040 and v40 on ð0; z0
: Using the
standard theory of continuous dependence on initial condition and parameter
and noting that the decreasing property of the function s; we can ﬁnd a d40
and W1olnðaÞ such that the conclusion of the lemma holds. The proof is
completed. &
Lemma 4.13. Suppose that ðwi; viÞ is a solution of ðSZiÞ with ðwiðyiÞ; viðyiÞÞ ¼
ðlnðaÞ; diÞ and ðwi; viÞAðlnðaÞ;þNÞ  ð0;þNÞ for yAðyi; ziÞ; where Z24Z140;
d24d140; and viðziÞ ¼ 0 for i ¼ 1; 2: Then there does not exist tiA½yi; zi
 for i ¼
1; 2 such that ðw1ðt1Þ; v1ðt1ÞÞ ¼ ðw2ðt2Þ; v2ðt2ÞÞ: Moreover, if we view the vi as a
function of w for i ¼ 1; 2; then we have v24v1 on ½lnðaÞ; W 
; where W :¼ w1ðz1Þ:
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Proof. Since vi40 for yA½yi; ziÞ; we can view vi as a function of w; and so vi satisﬁes
the following initial value problem
dv
dw
¼ Ziew þ
aew  e2w
v
; ð4:22Þ
vðlnðaÞÞ ¼ di ð4:23Þ
for i ¼ 1; 2: Note that d24d1: For contradiction, we assume that there exists
w0AðlnðaÞ; W 
 such that v24v1 on ½lnðaÞ; w0Þ and v1ðw0Þ ¼ v2ðw0Þ: Therefore,
v1
0ðw0ÞXv20ðw0Þ: On the other hand, from (4.22) it follows that
ðv2  v1Þðw0 Þ  ðv2  v1ÞðlnðaÞÞ
¼
Z w
0
lnðaÞ
fðZ2  Z1Þew þ ðaew  e2wÞð1=v2  1=v1Þg dw
4
Z w
0
lnðaÞ
ðZ2  Z1Þew dw
40;
where we have used the facts that v24v140 on ½lnðaÞ; w0Þ and aew  e2wo0 for
wAðlnðaÞ; w0
: This implies that v1ðlnðaÞÞ4v2ðlnðaÞÞ; a contradiction. The lemma
follows. &
Lemma 4.14. Suppose that ðwi; viÞ is the solution of ðSZiÞ with ðwiðyiÞ; viðyiÞÞ ¼ ðdi; 0Þ
and ðwi; viÞAðlnðaÞ;þNÞ  ðN; 0Þ for yAðyi; ziÞ; where Z24Z140; d24d14lnðaÞ;
and zi satisfies that wðziÞ ¼ lnðaÞ for i ¼ 1; 2: Then there does not exist tiA½yi; zi
 for
i ¼ 1; 2 such that ðw1ðt1Þ; v1ðt1ÞÞ ¼ ðw2ðt2Þ; v2ðt2ÞÞ: Moreover, if we view the wi as a
function of v for i ¼ 1; 2; then we have w24w1 on ½V ; 0
; where V :¼ v1ðz1Þ:
Proof. Proceed as in Lemma 4.11. &
Combining Lemmas 4.9 and 4.11–4.14, the following lemma follows.
Lemma 4.15. Suppose that ðwi; viÞ is the solution of ðSZiÞ with ðwiðyiÞ; viðyiÞÞ ¼
ðlnðaÞ; diÞ for i ¼ 1; 2; where Z24Z140; 04d14d2; and y1; y2 are real numbers. If
ðw2; v2Þ goes around the point ðlnðaÞ; 0Þ clockwise and has at least m intersection points
with the line fw ¼ lnðaÞ; vo0g for yA½y2; R2Þ; then so does for ðw1; v1Þ in ½y1; R1Þ:
We are ready to prove one of the main theorem of this paper as follows.
Theorem 2. There exists a sequence of positive numbers
*Z ¼ Z04Z14Z24?4Zm4?40;
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such that ðPZÞ has exactly 2m type I solutions, if ZAðZm; Zm1Þ; and ðPZÞ has exactly
2m þ 1 type I solutions, if Z ¼ Zm:
Proof. We shall denote the solution of ðQZÞ by wZðyÞ: Also, set vZðyÞ :¼ wZ0ðyÞ: First,
we note that w*Z is the only type I solution of ðP*ZÞ:
Next, given a ﬁxed Zo*Z: Let LðZÞ :¼ limy-REðy; ZÞ; where Eðy; ZÞ ¼
½wZ0ðyÞ
2=2þ GðwZðyÞÞ: Then either LðZÞ ¼ 0 or LðZÞ ¼N: Consider the solution
ðw*Z; v*ZÞ of ðS*ZÞ: Using Lemma 4.9 and the uniqueness of monotone type I solution of
ðQZÞ among all positive numbers Z; the solution ðwZ; vZÞ of ðSZÞ never intersect
ðw*Z; v*ZÞ and ðwZ; vZÞ hits the w-axis at ðw0; 0Þ for some w0o lnðaÞ: By theory of
continuous dependence and Lemma 4.12, there exists d40 and W1o lnðaÞ such
that for all ZAð*Z d; *ZÞ; the solution ðwZ; vZÞ of ðQZÞ will hit the w-axis at ðw0; 0Þ for
some w0oW1; then go into the region ðN; lnðaÞÞ  ð0;þNÞ; and intersect the line
fw ¼ lnðaÞ; v40g at the point ðlnðaÞ; v0Þ for some v040 such that
Eðy0; ZÞ ¼ v20=2þ GðlnðaÞÞ40;
where y0 satisﬁes that vZðy0Þ ¼ v0: Therefore, ðwZ; vZÞ will hit the line fw ¼
lnðaÞ; vo0g exactly two times and there exists y14y0 such that
ðwZ; vZÞAðN; lnðaÞÞ  ðN; 0Þ for all yAðy1; RZÞ and ðwZ; vZÞ-ðN;NÞ as
y-RZ ; and so LðZÞ ¼ þN: Deﬁne B1 to be the set of all positive numbers ZAð0; *ZÞ
such that ðwZ; vZÞ hits the line fw ¼ lnðaÞ; vo0g exactly two times and LðZÞ ¼ þN:
Note that from Lemmas 4.9 and 4.11–4.14 it follows that if rAB1; then ZAB1 for all
ZA½r; *ZÞ: By Remark 4.2 and the above discussion, the set B1 is nonempty and
bounded below. Therefore, Z1 :¼ inf B1 exists. Furthermore, ðwZ1 ; vZ1Þ hits the line
fw ¼ lnðaÞ; vo0g exactly two times and ðwZ1 ; vZ1Þ-ðN; 0Þ as y-þN: By a
similar argument, we can ﬁnd a sequence of positive numbers
*Z4Z14Z24?4Zm4?40;
such that
(1) ðwZ; vZÞ hits the line fw ¼ lnðaÞ; vo0g exactly m þ 1 times and ðwZ; vZÞ-
ðN;NÞ as y-RZ for all ZAðZm; Zm1Þ:
(2) ðwZm ; vZmÞ hits the line fw ¼ lnðaÞ; vo0g exactly m þ 1 times and ðwZm ; vZmÞ-
ðN; 0Þ as y-þN:
Now, we turn to the problem ðPZÞ for a ﬁxed ZA½Zm; Zm1Þ: Firstly, we suppose
that ZAðZm; Zm1Þ: Let y0 ¼ 0 and yi be the y-value of the ith intersection point of the
trajectory ðwZ; vZÞ with the line fw ¼ lnðaÞ; vo0g; i ¼ 1;y; m; such that Z=a ¼
wZ
0ðy0Þ4wZ0ðy1Þ4?4wZ0ðymÞ; where we have used the fact that the energy is
increasing. Note that 1pmoN: Consider the set faAðwZ0ðymÞ; wZ0ðym1ÞÞg such that
the trajectory starting from the point ðlnðaÞ; aÞ has the property that L ¼N: Then it
is easy to see that the supremum a0 of this set has the property that the trajectory
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ðw0; v0Þ starting from the point ðlnðaÞ; a0Þ is of type I with v0ðyÞo0 for all yX0: It is
easy to see that the set fðw0ðyÞ; v0ðyÞÞ j yARg intersect the initial curve G at exactly
2m points. Therefore, from Lemma 4.10 it follows that we have exactly 2m distinct
solutions of ðPZÞ such that they are all of type I.
For the case Z ¼ Zm; it follows that the set fðwZðyÞ; vZðyÞÞ j yARg intersect the
initial curve G at exactly 2m þ 1 points. Therefore, from Lemma 4.10 it follows that
we have exactly 2m þ 1 distinct solutions of ðPZÞ such that they are all of type I. The
theorem follows. &
Finally, we remark that Zm-0 as m-N; by Lemma 4.6.
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