Imagine a Brownian crook who spent a month in a large metropolis. The number of nights he spent in hotels A,B,C...etc. is known; but not the order, nor his itinerary. So the only information the police has is total hotel bills..... Let ? W t ; t 0 be re ecting Brownian motion issuing from zero, and let l(t; y), for y 2 R + and t 0, denote the local time that W has accrued at level y by time t. Throughout this paper our normalisation of local time is such that it is an occupation density with respect to Lebesgue measure. Let T 1 be the rst time t such that W t = 1. The celebrated Ray-Knight theorem describes the law of ? l(T 1 ; 1 ? y); 0 y 1 as being that of a di usion; speci cally a squared Bessel process of dimension two, started from zero. The question now naturally arises of obtaining some description of W conditional on these local times.
? l(T 1 ; 1 ? y); 0 y 1 as being that of a di usion; speci cally a squared Bessel process of dimension two, started from zero. The question now naturally arises of obtaining some description of W conditional on these local times.
To begin one may look for functionals of W for which we can describe the conditional law. Such a functional is the process Although we leave to a future article a thorough study of the law of the burglar, including Markovian properties and martingale characterisations, already (0.1) may be interpreted as a Ray-Knight theorem for the local times ofŴ. In fact, we now present burglar variants of the two classical Ray-Knight theorems for Brownian local times. We rst observe that the burglarŴ possesses a jointly continuous local time process ? Our paper is organised as follows.
Section 1 contains a discussion showing how a group action on a probability space can induce a factorisation. This is illustrated with reference to the standard Brownian bridge and the skew-product representation of planar Brownian motion.
In Section 2 we prove the independence of the burglar and ? l(T 1 ; y); 0 y 1 as an application of the general method presented in the previous section. Section 3 contains a proof of the Ray-Knight theorems for the burglar (Theorem 3 above). In Section 4 we give an application of the burglar to the problem of describing W conditional on ? l( 1 ; y); y 2 R + , where 1 = infft : l(t; 0) = 1g. In order to do this we must decompose the path of W at its maximum. The result of this section can be seen as describing a contour process for the Fleming-Viot process, and should be compared with the skew-decomposition of super-Brownian motion in terms of its total mass process and an independent Fleming-Viot process achieved by March and Etheridge 7] ; see also Dawson 5] .
Group actions and factorisations
Suppose that ? ; F; is a probability space and that G a sub--algebra of F. It is well known (and the cause of much grief!) that, in general, there are many di erent independent complements to G. That is sub--algebras H such that F = G _ H and such that G and H are independent. However it is usual to have some additional structure on which allows one to single out some distinguished complement in a natural manner. Here we will be concerned with cases in which this additional structure arises from the action of a group G on .
We suppose that we have a second probability space ? E; E; on which there is a G-action also de ned; and a measurable map : 7 ! E so that is the image of under , and so that is a homomorphism of G-spaces, that is,
for all g 2 G and ! 2 . We assume that the measures and are quasi-invariant under the action of G on and E, and denote their images under the transformation associated with an element g 2 G by g and g respectively. In the dynamical systems literature the space E is known as a factor of , see, for example, Cornfeld This lemma says nothing to guarantee that F = G _ H; indeed in general this is manifestly false. However in the examples we consider it will be evident that G and H do generate everything.
We now illustrate the above discussion with some concrete examples. It is important to stress that there are alternative treatments of these than the one we will describe. However we hope that our rather unusual approach will pay dividends in demonstrating that the Burglar is constructed in a very natural way.
Our rst example is that of the Brownian bridge. Let ? X t ; 0 t 1 be a Brownian motion issuing from zero. We wish to nd an independent complement to X 1 . We take ? ; F; to be Wiener space and consider ? X t ; 0 t 1 to be the co-ordinate projection maps on . Introduce the action of the group G (R; +) on by de ning, for any a 2 G and ! 2 , X t (a!) = X t (!) + at; holds. For the factor we take the map X 1 , and the probability space ?
E; E; is just the real line equipped with its Borel -algebra and standard Gaussian measure, with G acting by translation. Now consider the bridge ?X t ; 0 t 1 , de ned bŷ
(1.4) for 0 t 1. NoteX is invariant under the action of G: X t (a!) =X t (!); (1.5) for all ! 2 and a 2 G. Thus, since G acts transitively on E, and the RadonNikod ym derivatives (1.3) are ( )-measurable, Lemma 4 is applicable and the bridgê X is independent of X 1 . Bridges of the gamma process, see Vershik and Yor 17] , may be treated in exactly the same manner.
Our second example, slightly more involved, is that of the decomposition of planar Brownian motion into its radial and angular parts. However before we present this, let us introduce a group and a probability space that will play a central role both in this example and in the construction of the burglar. Let G be the group of increasing where F g (t) = ?h 00 (t)=2h 0 (t), if h = g ?1 . Such di usions are considered by Pitman X is a process with radial part Z t ( ) and (time-changed) angular partX u . Its law is supported on the bre ?1 ( ) . The family of laws ? ; 2 E 0 form a regular probability distribution for given , see Parthasarathy 12 ].
2 The Burglar.
We shall now apply the technique we have demonstrated in the previous section to our original problem of conditioning with respect to local times. For presentational reasons it is convenient to reverse the rôles that zero and one take in the introduction. Thus our Brownian motion is re ected down from level one and stopped on rst reaching level zero.
We take to be the space of continuous paths taking values in the interval 0; 1], starting from 1, and stopped at T 0 (!) which is the rst time the path reaches 0. Thealgebra F is the Borel -algebra generated by the uniform topology, and the measure will be the law of Brownian motion on 0; 1] with re ection at the boundaries, stopped on hitting level 0. Denote the co-ordinate projections by ? X t ; 0 t T 0 . A path admits a bicontinuous local time ? l(t; y); 0 t T 0 ; 0 y 1 with probability one, and we extend l to the whole of , de ning it to be identically zero otherwise. We will be concerned with exactly the same group G as that featured in the second example In order to prove Theorem 1 we apply Lemma 4, having now con rmed that its premises hold.
Recall the de nition of E 0 , made in the previous section. For 2 E 0 , let k : R The process ?X t ; 0 t < T 0 can be thought of as X conditioned on l(T 0 ; ) = ( ). In fact, if we denote the law ofX , which is supported on ?1 ( ) , by , then the family ? : 2 E 0 form a regular probability distribution for given .
3 Some Ray-Knight Theorems. Observe that this martingale is orthogonal to , and thus we deduce using Knight's Theorem on continuous orthogonal martingales that the Brownian motions^ and are independent. Now Y d;d 0 is adapted to the ltration of^ , and consequently independent of ? Z t + Z 0 t ; t 0 . The extension toZ andZ 0 follows immediately on making the deterministic time change t 7 ! u(t).
Before proceeding to the proofs of the Ray-Knight theorems for the burglar, we must prove Lemma 2 which con rms that the burglar possesses local times. Proof of Lemma 2. This is really the same argument as for Lemma 6, but it bears repeating. For any bounded and compactly supported, measurable test function f on 0; 1), we have, ; for T M < t 1 . ThenŴ (1) andŴ (2) both have the law of the Brownian burglar. The four processesŴ (1) ,Ŵ (2) , Y 2;2 and l( 1 ; ) are independent, and from them we can reconstruct ? W t ; 0 t 1 . We use the following lemma which is a combination of the agreement formula of and the relationship between the bridge and the pseudo-bridge given by Biane-Le Gall-Yor 2].
Lemma 10. Let R (1) and R (2) be two independent BES(1) processes starting from 0, and let T (1) and T (2) be their respective hitting times of level 1. De ne R (+) by connecting the paths of R (1) and R (2) back to back:
T (1) +T (2) ?t if T (1) t T (1) + T (2) :
Now nally let R be obtained by scaling R (+) so as to normalise its local time: where l (1) is the local time at level 0 that R (1) has accrued by time T (1) and l (2) is similarly de ned. Then the law of R is equivalent to the law of the re ecting Brownian motion W run until its local time at level 0 rst reaches 1, and for any suitable pathfunctional F E F(R) = E 1 2M F(W) ; where M = sup 0 t 1 W t .
We will be satis ed with sketching the proof of this lemma. The above mentioned references give some more detail. Let L W be the local time at zero that W has accrued when it attains its maximum M W . Begin by observing that, Using the law of l (1) and l (2) , a simple calculation con rms that, P ? M R 2 dm; L R 2 dl = e ?1=2m 4m 3 dmdl; (4.2) where L R and M R have the obvious meaning. Thus the conclusion of the lemma holds for F depending only on the maximum level attained and the local time at zero when this occurs. In order to lift the result to an equality of laws on path space, we condition on these two quantities. We can then easily con rm, using Brownian scaling and Williams' description of the Itô excursion measure, that the excursions from zero have identical conditional law under the two regimes.
Proof of Theorem 9. Consider the construction of the preceding lemma. De ne burglarsR (1) andR (2) from the processes R (1) and R (2) in the usual manner. De neỸ 2;2 via, l (1) (y) l (1) (y) + l (2) (y) = Y 2;2 R y 0 dz l (1) (z)+l (2) (z) ; (4.3) where l (1) (y) is the local time at level y accrued by R (1) before T (1) and l (2) (y) is similarly de ned. As is used in the proof of Theorem 3 we have is a Jacobi di usion by virtue of Proposition 8. The four processesR (1) , R (2) , Y 2;2 and l( 1 ; ) must be independent as a consequence of the independence of the two BES(1) processes, and the results of Theorem 1 and Proposition 8. Now let the re ecting Brownian motion W be obtained by completing the construction of R, and then making the appropriate change of measure. It is simple to check thatR (1) =Ŵ (1) andR (2) =Ŵ (2) . The process Y 2;2 just de ned by (4.3) is also identical to that de ned in the statement of the theorem. Since the change of measure we have made a ects only the marginal law of l( 1 ; ) the theorem is proved.
