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I. INTRODUCTION 
CONSIDER the Cauchy problem for the porous media equation in one space dimension: 
u, = (0, for (x, f) E R x lR+, (1.1) 
W 0) = %(X) for x E IR, (1.2) 
where m > 1 and u0 is a given nonnegative function. It is well known [l, 11, 151 that if u. is 
continuous and bounded, problem (1. l), (1.2) has a unique nonnegative solution defined in a 
generalized sense, u(x, 1). Furthermore, if u,, is nontrivial and has compact support one can 
define the free boundary 
c(t) = sup(x E m: u(x, f) > 0) (1.3) 
for all t 2 0. This interface is continuous and monotonic increasing. Moreover, 
lim c(l) = 00. (1.4) 
rtca 
Consider though the identical problem for the equations 
u, = (0, - (0, (1.5) 
and 
u, = W), + (0,. (1.6) 
Under the previously-stated conditions, the Cauchy problem for equation (1 S) admits a unique 
generalized solution u(x, t) with an interface of the type (1.3) for all m > 1 and n 1 1. The 
Cauchy problem for equation (1.6) similarly admits such a solution when m > min(n, 1) > 0 [5, 
8, 91. However, whereas the interface associated with equation (1 S) satisfies (1.4) for all the 
admissible values of m and n, the corresponding interface for equation (1.6) satisfies (1.4) if 
and only if n L m [4, 7, 10). 
The question which we address here is the following. Consider, instead of the above- 
mentioned Cauchy problems, the Cauchy-Dirichlet problem: 
u, = (a(u)), + (b(u)), for (x, t) E I?+ x R+, 
(6) u(x, 0) = %(X) for x E R+, 
NO, 0 = W) for t E R+, 
1215 
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with u E C([O, co)) fl C’(0, 00) such that a’(s) > 0 for s > 0, b E C([O, oo)), and u0 and cy 
continuous nonnegative functions on [0, 0~)) satisfying the compatibility condition 
~(0) = u,,(O). Hypothesize sufficient additional regularity on the functions a, b and w to ensure 
that the problem admits a unique continuous nonnegative generalized solution, u(x, t). Let u0 
be nontrivial and have compact support, and let a and b be such that the free-boundary 
4-(t) = sup(x E [O, a) : u(x, t) > 01 (1.7) 
is defined for all t L 0. Then, under what conditions on a and b, and in particular on the 
function ry is sup(c(t) : 0 I t < m) < co? We shall be especially interested in the answer to this 
question when the problem takes on the archetypal form 
[ 
u, = (0, + 40, for (x, t) E IT?+ x R+, 
(6 *) M-G 0) = &J(x) for x E R+, 
40, 0 = V(t) for t E lR+, 
withm~1when~=O,withm~1andn~lwhen~<0,andwithm>min(n,1)>Owhen 
1 > 0. 
The equation 
u, = (&)), + (Mu)), (1.8) 
is often referred to as the nonlinear Fokker-Planck equation [4, 6, 8, 9). When in the above 
problem 6, 
sup(&t):O I t < a) < 00, 
localization of the solution u is said to occur [6, 10-121. 
The question posed has some physical relevance. Neglecting the effects of heat and density 
gradients, sorption and osmosis, the flow of water in a homogeneous isotropic soil is governed 
by Darcy’s law, 
q = -K grad@ + z), (1.9) 
and conservation of mass, 
$ + div q = 0. (1.10) 
Here, q denotes flux, K hydraulic conductivity, h pressure head, z elevation, 0 moisture 
content, and t time. Supposing that the flow is essentially one-dimensional in a direction 
inclined at an angle (Y to the horizontal, combining (1.9) and (1.10) yields 
ae 
at = ax a K-$h +Ax) i 1 , (1.11) 
where x indicates distance in the direction of flow and I = sin (Y. If subsequently hysteresis is 
negligible and the flow is unsaturated one can rewrite (1.11) as 
in which O(0) = K(e)(dh/d0)(8) denotes the soil-moisture diffusivity [3, 161. After suitable 
relabelling this yields equation (1.8) with coefficients a and b which have the properties cited. 
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In this derivation of equation (1.8), the coefficient a is the indefinite integral of the soil- 
moisture diffusivity function, and the coefficient b is the product of the hydraulic conductivity 
function and the parameter 1. If the flow is directed downwards then A < 0, whilst if the flow 
is horizontal 1 = 0, and if the flow is directed upwards A > 0. Furthermore, the variable u 
represents unsaturated soil-moisture content. Consequently, if (1.7) defines a free-boundary 
c(t) this denotes a wetting front separating wet and dry regions of the soil. Seen in this light, the 
question posed is: what role do soil characteristics, gravity, and boundary conditions play in 
determining the finite penetration of a wetting front during soil-moisture infiltration? 
We are not the first to address this question. For the equation 
u, = (0, + A@“), (1.12) 
with an additional power sink term and boundary data v(t) = A(t + T)~ for some A > 0, r > 0 
and y, the question was earlier posed and studied by Kersner [ 121. More recently, for equation 
(1.12) with more general boundary data, the question has been examined by Diaz and Kersner 
[6] and by Kersner [ 131. 
Using the results of Kersner [12, 131, and, Diaz and Kersner [6], an explicit solution of the 
porous media equation known as the dipole-type solution [2] and comparison principle 
arguments; the following conclusions regarding the localization of solutions of problem 6* can 
be drawn. 
(i) For A < 0. Set 
I30 = 1, 40(t) = t and p,(t) = %(0, (1.13) 
and by induction define 
ok = exp(L,) (1.14) 
and 
qk(f) = ln(q,-,(r)) and Pk(0 = 4&l&-10) for t 2 ek (1.15) 
for all integers k 1 1. If there exists a k 2 1 and a 6 > 0 such that 
!i~ inf (pk(t)q;*(t))“‘“-“v(t) > 0, (1.16) 
localization does not occur ([ 131). 
(ii) For I = 0. Irrespective of the function v/, localization does not occur ([2]). 
(iii) For A > 0, and n L m. If there exists a k 2 1 and a 6 > 0 such that (1.16) holds where 
pk(t) and qk(t) are defined by (1.13)-( 1.15), localization does not occur ([ 131). 
(iv) For A > 0, tn > 1 and n < m. If there exists a function Y E C’(0, m) such that Y’(t) > 0 
for all t > 0, Y(t) t cb as t t co, Y’(t) = O(Y’+‘(t)) as tt 00 for all E > 0, and 
!i,rr~ inf t,u(t)/Y(t) > 0, localization does not occur ([6]). 
(v) For 1 > 0 and n < m. If $IIJ sup y/(t) < 00, localization occurs [6, 121. 
It is evident that the above results do not cover all conceivable permutations of relevant 
parameters and boundary conditions in problem 0) *. In particular, for A c 0, and for A > 0 
and n z m, the question of localization when I,V = 0 is still left open. 
To provide a firm foundation for the present discussion, in the next section we state existence 
and uniqueness results for problem 6, and review pertinent properties of the interface c(t) 
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defined by (1.7). In the section thereafter, we introduce the principal tools with which we shall 
subsequently tackle the question of localization. These are two comparison principles and an 
integral identity for solutions of problem 6. We also introduce some useful notation. The 
remainder of the paper is then devoted to the central question. 
Let 
S = (v E (0, 00) :b(s) > 6(O) for all s E (0, v] and a’(s)/[b(s) - 6(O)] E L’(0, v)]. (1.17) 
In Section 4 we determine sufficient conditions for localization of solutions of problem 0’ when 
the set S is not empty. In Section 5, we correspondingly establish necessary conditions for 
localization when S is not empty. In Section 6 we study the case of an empty set S. We show, 
under a number of conditions, that in this case localization does not occur. 
In the final section, Section 7, we turn to a particular ramification of the question of 
localization, namely the question of the possible disappearance of the support of a solution. In 
[6], Diaz and Kersner showed that if A > 0 and n < minfm, 1) in problem @*, and there exists 
a function Y E C’(0, co) such that Y(f) > 0 > Y’(f) for all t > 0, Y(t) 10 as tt 00, Y’(t) = 
O(Y l-“(t)) as t t co for all E > 0, and lim sup w(t)/Y(t) < co, then 
rtm 
limsupc(?) = 0. 
rta, 
(1.18) 
On the other hand, if lim inf u/(t) > 0, then (1.18) is not the case. We shall extend the results 
rt- 
of Diaz and Kersner to the general problem 6. Given that localization occurs, we establish 
conditions under which (1.18) does and does not hold. 
Applied to problem 6*, our results yield the following picture. 
(i) For A 5 0. Irrespective of the function I//, localization does not occur. 
(ii) For A > 0 and n r m. Irrespective of the function v/, localization does not occur. 
(iii) For A > 0 and n < m. If lim inf(W(t) : Ti I t 5 ~~ + Ai] = OQ for a sequence of intervals 
it- 
([rip Si + Ai])~= 1 E [0, a) such that Ai t 00 as it co, localization does not occur. 
(iv) For A > 0 and n < m. If f:rn sup W(t) < OJ, localization occurs. 
Moreover, for ,J > 0 and n < mm in problem 6*; if n % 1 and lim sup y(t) = 0 then (1.18) 
rtw 
holds; whilst if n > 1 or if lim inf(w(t) : Ti s t 5 ‘Ci + Ai) > 0 for a sequence of intervals 
itm 
([Tir Ti + Ai]):= 1 C [O, m) such that ‘Si t 43 and Ai * 0 as i -+ co, then (1.18) is not the case. 
In summary, for problem @* the only questions left unsettled are those of localization when 
1 > 0 and n < m and the boundary data function oscillates wildly with increasingly sharper 
peaks such that 
lim inf ty(t) < 00 = !\; sup y(t) 
It- 
and of the validity of (1.18) when 2 > 0, n I 1 and the boundary data function again oscillates 
wildly with increasingly sharper peaks in such a way that 
lim inf u/(t) = 0 c lim sup v/(t). 
rtm rtw 
With regard to the physical background to the question of localization, we remark that for 
soil-moisture infiltration in the direction of gravitational pull or in a horizontal direction, the 
Nonlinear Fokker-Planck equation 1219 
set S defined by (1.17) is automatically empty. On the other hand, for soil-moisture infiltration 
against the direction of gravitational pull, the emptiness of S is equivalent to the physical 
characteristic that soil-moisture pressure head becomes unbounded as soil-moisture content 
decreases to zero; and experimental evidence indicates that this is the case [3, 161. Conse- 
quently, the question of the finite penetration of a wetting front occurring in soil-moisture 
infiltration should be interpreted in terms of our results in Section 6. 
For soil-moisture infiltration in a direction against the pull of gravity, we indicate a number 
of conditions which implicate that wetting will carry on in time without bound. In particular, 
we show that for certain soils, irrespective of the boundary conditions imposed, the penetration 
of moisture cannot be limited. Thus, in these soils, capillary suction is a sufficiently strong 
mechanism with regard to upward moisture penetration to override the influence of gravity and 
any external control of moisture content. 
Finally, for soil-moisture flow in the direction of gravitational pull or in a horizontal 
direction, we show, irrespective of the type of soil and the boundary conditions imposed, that 
the penetration of soil-moisture cannot be limited. Thus, under circumstances in which soil- 
moisture infiltration can be viewed as a one-dimensional phenomenon, once moisture is 
introduced in a soil, whatever its characteristics, lower-lying regions or regions at the same 
elevation will always eventually become wetted. 
2. PRELIMINARIES 
Equation (1.8) is not assumed to be uniformly parabolic. Hence, problem 6 need not 
admit a classical solution [ 1, 4-12, 151. In,defining a generalized solution to this problem, we 
follow [5]. 
Let D denote a domain of the form 
D = (0, 00) x (r, 7-l (2.1) 
where 
Osr<T<co. (2.2) 
A function u(x, t) is said to be a generalized supersolution of equation (1,7) in D if it is defined, 
nonnegative, continuous and bounded in D and satisfies 
12 x2 
ss 
bW~,x - W$, + ~$1 dxdl 
fl XI 
5 
x2 
5 ia-, bM(x, h) - Nx, tlM(x t*)J dx 
x1 
for all nonempty bounded rectangles R = (x, , x2) x (tl , t,] E D and nonnegative functions 
4 E C**‘(R) such that 4(x1, t) = 4(x2, t) = 0 for all t E [t, , f,]. A function U(X, t) is likewise 
said to be a generalized subsolution of equation (1.8) in D if it satisfies the previous conditions 
with the inequality sign in (2.3) reversed. A function is a generalized solution of equation (1.8) 
in D if it is both a generalized supersolution and a subsolution in that domain. Finally, a 
function U(X, I) is said to be a generalized solution of problem 6 if it is a generalized solution 
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of equation (1.8) in all domains of the form (2.1), (2.2) and if it satisfies the imposed initial and 
boundary-value conditions. 
With this definition of a generalized solution of problem 6 existence and uniqueness have 
been established in [9] under the following hypothesis. 
Hypothesis 1. The functions 0, b E C([O, 0~)) n C’(O, oo), and are such that u” and b” are 
locally Holder continuous on (0, co), and 
a’(s) > 0 for s > 0. (2.4) 
The function u,, is nonnegative, bounded and continuous on [0, co) and the function v/ is non- 
negative and continuous on [0, co) and satisfies the compatibility condition w(O) = u,(O). 
Furthermore, sa”(.s), sa’(s)b’(s) E L’(O,6) for some 6 > 0, and/or, a(~& is locally Lipschitz 
continuous on [0, 00). 
Under hypothesis 1 the existence of a unique generalized solution U(X, t) of problem 0’ was 
established in [9] by constructing such a solution as the decreasing limit of a sequence of 
positive classical solutions of equation (I .S). Simultaneously, it was shown that (a(u)), exists 
and is bounded in the sense of distributions in any set of the form (v, 00) x (5, m) with q > 0 
and r > 0. Furthermore, setting 
Q = (0, a> x (0, ~0) (2.5) 
and 
P = ((x, t) E Q : u(x, t) > 0), (2.6) 
it was shown that u E C2*‘(P), (a(u)), E C’*‘(P), and u is a classical solution of equation (1.8) 
in P. For problem 6*, hypothesis 1 is satisfied for any m > 0 and n > 0, and nonnegative 
u,, E C([O, 00)) n L-(0, 00) and nonnegative v/ E C([O, m)) with ~(0) = u,(O) irrespective of the 
Lipschitz continuity of w. 
The next hypothesis is introduced merely for convenience. It involves no loss of generality. 
Hypothesis 2. There holds a(O) = 0 and 6(O) = 0. 
Supplementary to hypotheses 1 and 2, we require the following for a precise statement of the 
central question. 
Hypothesis 3. The initial data function u,, is nontrivial (i.e. not identically zero) and has 
compact support. 
Hypothesis 4. There are real numbers cr and 6 > 0 such that o.s + b(s) > 0 for all s E (0,6] and 
a’(s)/(a.s + b(s)] E L’(0, 6). 
Let U(X, t) denote the unique generalized solution of problem 6 with an initial data function 
which satisfies hypothesis 3. Utilizing arguments in [8], it can be shown that if hypothesis 4 holds, 
then u(x, t) has compact support as a function of x for all t 1 0. Hence c(t) is well defined 
by (1.7). Furthermore, c(t) is lower semi-continuous and continuous from the right on [0, 00) 
and uniformly bounded on compact subsets of [0, a)). On the other hand, utilizing further 
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arguments in [S], it can be shown that if hypothesis 4 does not hold then for any t > 0 either 
u(x, t) = 0 or suplx- E [0, 43) : u(x, t) > 0) = 00. For equation (1.12), hypothesis 4 means that 
m > 1 when A = 0, m > 1 and n 1 1 when A < 0, and m > minln, 1) > 0 when A > 0. 
Henceforth, it will automatically be assumed that hypotheses l-4 are in force. We use U(X, t) 
to denote the unique generalized solution of problem 6, C(t) to denote the interface sub- 
sequently defined by (1.7), and Q and P to denote the sets defined by (2.5) and (2.6) 
respectively. 
3. THE TOOLS 
In [9], under hypothesis 1, the generalized solution u(x, t) of problem 6 was constructed as 
the decreasing limit of a sequence of positive classical solutions of equation (1.8). This 
construction enables one to deduce the following comparison principles. 
LEMMA 1. Let D denote a domain of the form (2.1), (2.2). 
(i) Let U(x, t) denote a generalized subsolution of equation (1.8) in D. Then if u(x, t) L 
I/(x, t) for all (x, t) E DID there holds u(x, t) L U(x, t) for all (x, t) E D. 
(ii) Let U(x, t) denote a generalized supersolution of equation (1.8) in D such that the classical 
derivative (a(U)), exists and is continuous in a neighbourhood of any point (x, t) E D where 
U(X, t) = 0 and (t E [r, T] : U(x, t) > 0) is connected for all x E (0, co). Then if U(X, t) I 
U(x, t) for all (x, t) E D\D there holds u(x, t) 5 U(x, t) for all (x, t) E D. 
LEMMA 2. Let Sz denote a domain of the form !A = ((x, t) : r,(t) c x < &(t) : T < t s T) where 
0 I T < T < 00 and r, and & are C([s, T]) functions such that c,(t) < &(t) for all t E (T, T]. 
Let U E C(Q) denote a positive classical subsolution of equation (1.8) in !A. Then if 
u(x, t) L U(x, t) for all (x, t) E n\S2 there holds u(x, t) L U(x, t) for all (x, t) E 0. 
Lemmas 1 and 2 constitute maj6r tools in the ensuing analysis. The third principal tool which 
we use is an integral identity for solutions of problem 6. In the context of the description of 
soil-moisture infiltration by equation (1.8), this identity may be interpreted as the principle of 
conservation of momentum. 
LEMMA 3. For any T > 0, 
s 0 1 
xu(x, T) dx = 
0 2 
X&(X) dx + 
0 T 
4Ht)) dt - b(u(x, t)) dx dt. (3.1) 
Proof. Since C(t) is uniformly bounded on compact subsets of [0, oo), we may choose an 
X E (0, 00) such that C(t) < X for all t E [0, T]. Set 
R = (xi, x2) x 0, , tzl = (0,2X) x (0, Tl 
and let 6, E C’*‘(R) be nonnegative and such that 
d(x, 0 = X for all (x, t) E [0,X] x [0, T] 
and 
4(2X, t) = 0 for all t E [0, T]. 
1222 B. H. GILDING 
Then substituting R and 4 in inequality (2.3) of the definition of u as a generalized super- 
solution and a generalized subsolution of equation (1.8) in (0, 00) x (0, T], (3.1) is 
immediate. n 
We close this section by introducing some notation which will be continually referred to in 
the remainder of the paper. 
For v E (0, m), we let 
0” = sup(-b(.s)/s:O <s 5 v) 
and 
o0 = lim sup( -b(s)/s] = lim 0”. 
SIO VI0 
Remark 1 [S]. If hypothesis 4 holds, then -CO c ov < CO for all 
any v E (0, a) and o > 0,: 
0s + b(s) > 0 for all s E (0, v] 
and 
a’(s)/(cn + b(s)J E L’(0, v). 
For v E (0, 00) and (T > oV we set 
Y 
I(0, v) = a’(s)/(as + b(s)] d.s. 
0 
Furthermore, we define the set S by 
v E (0, 00). Moreover, given 
S = fv E (0, co) : b(s) > 0 for all s E (0, v] and a’(s)/b(s) E L’(0, v)) 
and for nonempty S define 
,B = sups. 
(3.3) 
Using the definition of S and remark 1 one has the following. 
Remark 2. If the set S is not empty then o. I oV 5 0 for all v E (0, p). Whilst if the set S is 
empty then oV 2 o. 2 0 for all v E (0, 00). 
Finally, for any real variable y, we set 
[rl, = maxV,yl. 
4. SUFFICIENT CONDITIONS WHEN S IS NOT EMPTY 
In this section we establish a number of conditions which are sufficient for localization of 
solutions of problem 6 when the set S defined by (3.3) is not empty. The key to these conditions 
is the next lemma. We refer to the previous sections for an explanation of the notation used. 
LEMMA 4. Let D be a domain of the form (2.1), (2.2), and 
v = sup{u(x, t) : (x, f) E DW]. 
(3.2) 
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Then given any cr > ov, 
Moreover, if 
then 
C(T) 5 [C(T) + a(T - ?)I+ + Z(o, v). 
W(f) = 0 for all t E [r, T], 
(4.1) 
(4.2) 
CC(T) 5 [C(r) + a(T - T) + Z(o, v)l+. 
Proof. We use a comparison argument with a suitably constructed “travelling-wave 
solution” of equation (1.8). Let 
rl = max([(r), -a(T - T)) and P = ‘I + Z(o, 9, 
and define the function Z(X, t) by 
z(x, t) = v for x 5 q + a(2 - T) 
1’ 
Y 
a’(s)/{m + b(s)) d.s = x - q - a(t - T) for q + o(t - T) < X < p i- o(f - T) 
2cr.r) 
2(X, t) = 0 for x =, p + a(t - T). 
It is easily verified that z(x, t) is a generalized supersolution of equation (1.8) in D which 
satisfies the conditions for application of lemma 1. Moreover, 
U(X, T) 5 v = 2(x, T) for all x E [0, c(s)), 
U(X,T) = 0 5 Z(X,T) for all x E [C(T), CQ), 
and 
u(0, t) I v = z(0, t) for all t E [5, T]. 
Hence, by lemma 1, 
u(x, ?) 5 2(x, t) for all (x, t) E D. 
However, this means that 
c(t) 5 p + o(t - T) 
for all 1 E [T, T], and thus in particular that (4.1) holds. 
If (4.2) holds, to derive the second conclusion of the lemma, the above argument may be 
repeated with 
0 = max([(r), -a(T - T) - Z(a, v)). N 
LEMMA 5. Suppose that S is not empty, and there is a v, 0 < v I p, and a r, 0 I T c m, such 
that 
v(t) 5 v for all t E [T, m), (4.3) 
U(X, T) I v for all x B [0, co) (4.4) 
and 
a’(.s)/b(s) E L’(0, v). 
Then, localization occurs. 
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Proof. For T E (5, 00) let 
M = max{sup(y/(t) 
Note that 
By lemma 4, 
: ‘5 s t 5 TJ, sup(u(x, T) :05x< a)). 
OcM<oo and MI v. 
r(T) 5 [C(r) + a(T - 01, + Ita, M) (4.5) 
for all 0 > a,. However, since by remark 2, a,,, I 0, and by hypothesis a’(s)/b(s) E L’(0, M), 
we may let cr 10 in (4.5) to deduce 
Whence 
C(T) 5 C-(r) + 
1 
M 
a'(s)/b(s)ds. 
0 
c(T) I c;(7) + 
s 
'a'(s)/b(s) ds 
0 
for all T E [T, 00). n 
Our first theorem follows immediately from lemma 5. 
THEOREM 1. Suppose that ,D = a0 and a’(s)/&) E L’(0, 00). Then, irrespective of the function 
ry, localization occurs. 
When the conditions of theorem 1 do not hold, we need an estimate of the supremum of 
U(X, t) in terms of the supremum of w to fully benefit from lemma 5. The next lemma fits the 
bill. 
LEMMA 6. Suppose that S is not empty and w* = lim sup y(t) < p. Then given any v E (w*, ,u) 
rtoD 
there is a T E [0, 00) such that (4.3) and (4.4) hold. 
Proof. By hypothesis, given any v E (I,Y*, u) we can find a r, E [0, 00) such that w(t) < v for 
all t E [TV, co). To prove the lemma, it therefore suffices to show that there is a 7 E [ro, m) such 
that (4.4) holds. In view of lemma 1, without loss of generality we may suppose that v(t) = v 
for all t E [roe, a) and that U(X, ro) has at most one maximum on [0, 03). Since u is a classical 
solution of equation (1.8) in P, by a lap-number argument [14], it then follows that U(X, t) has 
at most one maximum on [0, 00) for any t 1 7,. Moreover, setting 
M(t) = sup{u(x, t) :x E [0, a)), 
M(t) is a decreasing function on [TV, co). 
Suppose now that M(T) > v for some T E (TV, a). Because u is continuous in Q, U(X, t) = v 
for all (x, t) E [0, 0] x [ro, T], 0 < v < M(T), and [0, 0) x (70, T] is compact; there is an 
q E (0, 00) such that 
0 < U(X, t) < M(T) for all (x, t) E [0, q] x [ro, T]. 
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Since though, u(x, t) has at most one maximum on [0, m) and ~(0, t) = u < M(T) I M(t) for 
all t E [rO, 7’1, this can only be the case if 
v 5 U(X, f) 
Pick 6 E (0, q). By lemma 3, 
for all (x, t) E [0, q] X [To, T]. (4.6) 
j 
00 T m 
jj j 
m 
xu(x, T) dX + b(u(x, t)) dxdt = xu(x, ro) dx + 
0 nl0 0 j 
T 
a(w(0) dt. (4.7) 
10 
Also, by lemma 3 applied to the generalized solution u^(x, t) = u(x + 6, t), 
j 
m T co 
(x - 6)u(x, T) dx + 
jj 
b(u(x, t)) dx dt = 
j 
=(x - 6)u(x, TV) ti + 
j 
T 
a(@, t)) dt. 
6 70 6 6 nl 
(4.8) 
Hence, subtracting (4.8) from (4.7), and recalling that v(t) = v for all t L ro, 
j 
8 
j 
m T B 
xu(x, T) dx + 6 u(x, T) dx + b(u(x, t)) dx dt 
0 6 jj m 0 
DD 
= 
s 
6 
xu(x, TO) dx + 6 
0 s 
u(x, ~~0) dx + 
6 s 
‘[a(v) - a(@, I))] dt 
70 
6 co 
5 
i 
xu(x, ro) dx + 6 
I 
u(x, To) d-G 
0 6 
by (2.4) and (4.6). Subsequently, dividing by 6 and letting 6 10, 
j 
co 
u(x, T) CLY + 
j 
T m 
NW) dt s 
I 
4% TO) h. 
0 0 
So that 
jlt?(“)i < j 
m 
u(x, TO) dx. 
0 
It follows that if M(T) > v then 
T<s,+ 
j 
00 
U(X, To) dX/b( v) . 
0 
Looking at this statement in negation, it says that if T is large enough then M(T) 5 v. Hence 
we can indeed choose a T E [fo, 00) such that (4.4) holds. n 
Combining lemmas 5 and 6 we obtain the following theorem. 
THEOREM 2. Suppose that S is not empty. Then, if lim sup v(t) < ,u, localization occurs. 
ttsr 
COROLLARY 2.1. Let ,I > 0 and n < M in problem 6 *. Then, if lim sup I&) < 00, localization 
occurs. If-2 
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Recalling the derivation of equation (1.8) in the theory of soil-moisture infiltration, theorems 
1 and 2 state that should soil-moisture pressure head be bounded for small moisture contents, 
then localization of wetting fronts in an upward direction may occur. 
5. NECESSARY CONDITIONS WHEN S IS NOT EMPTY 
Whereas the previous section indicated conditions under which localization may occur when 
the set S is not empty, the purpose of this section is to indicate conditions under which localiza- 
tion is excluded when the set S is not empty. We begin with a counterpart to lemma 4. 
LEMMA 7. Let 0 I r < T < ~1. Suppose that there is a nonnegative function <i E C([r, T]) 
such that 
N<,(t), 0 1 v for all t E [r, T] 
for some v E (0, co). Then, given any o > [a”]+, 
c(T) 1 min(a(T - r), Z(a, v)). (5.1) 
Proof. We again use a comparison principle argument with a suitably constructed 
“travelling-wave solution” of equation (1.8). Let 
and 
4 = min(O,Z(a, v) - a(T - 5)) 
<z(l) = rl + o(t - 7) for all t E [r, T]. 
Since, if r,(T) I r,(T) the lemma is trivially true, without loss of generality we may suppose 
that 
r,(T) < <z(T). 
However, 
<z(r) 5 0 5 <1(r). 
So there is a T* E [7, T) such that 
ri(r*) = G(r*) 
and 
r,(t) < (z(t) for all t E (r*, T]. 
Consider the function z(x, t) defined in the closure of the domain 
by 
sZ* = 1(x, t) : 0 < x < &(t) and T c t I T] 
s 
zw. 0 
a’(s)/(as + b(s)J d.s = a(t - r) - x + q. 
0 
It is easily verified that z is a classical travelling-wave solution of equation (1.8) in R*. 
Moreover, 
z(x, t) I ~(0, T) I v for all (x, t) c iI*. 
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Hence, defining 
R = ((x, t) E sZ* : r,(t) < x and r* < 0, 
z(x, t) is a positive classical solution of (1.8) in Q for which 
I227 
and 
z(<,W, f) 5 v 5 u(c-,(O, 0 for all t E [T*, T] 
z(&(G, 0 = 0 5 &U), 0 for all 2 E [r*, T]. 
Therefore, by the comparison principle lemma 2, 
z(x, t) 5 u(x, t) for all (x, t) E s2. 
This gives c(T) L C&(T) or equivalently (5.1). H 
We now turn to the main result of this section. 
THEOREM 3. Suppose that S is not empty and a’(s)/&) B L’(0, P). Then, if 
lim inf(w(t) : 5; I t I ri + Ai) L p 
itm 
for a sequence of intervals ([ri, Ti + Ai]);=, c [0, 03) such that hi t co as it 00, localization does 
not occur. 
Proof. Suppose to the contrary of the statement of the theorem, that there is an X E (0, 00) 
such that 
((0 < X for all t E [0, co). (5.2) 
Then, since a’(s)/b(.s) $ L’(0, p), we can choose a v E S such that 
x < 
5 
‘o’(.s)/b(s) ds < 00. 
0 
Subsequently, we can also find a o > 0 such that 
x < 
.r 
‘aQ)/(as + b(s)) ds = Z(a, v) < 00. 
0 
We let i be so large that 
and 
for all t E [Tir Ti + A;] 
oAi > X. 
NOW, by lemma 7 with tt 5 0 on [ri, ri + Ai], 
[(ri + Ai) 1 min(aAi, Z(o, V)) > X, 
which contradicts (5.2). Thus (5.2) cannot be true. n 
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COROLLARY 3.1. Let 1 > 0 and n < m in problem 6*. Then, if 
lim inf(v(t) : ~~ I t s si + Ai) = 00 
itm 
for a sequence of intervals ([Ti, Ti + Ai]1~=, c [0, 00) such that Ai t 00 as it 00, localization does 
not occur. 
Theorem 3 can be viewed as the complement of theorems 1 and 2. For suppose that 
lim inf v(t) = lim sup v(t) 
It- ITO, 
= w* say. 
Let P = 00. Then theorems 1 and 2 state that localization occurs if a’@)/@~) E L’(0, 00) or 
w* < 00. Whilst theorem 3 states that localization occurs only if a’(.@/&~) E L’(0, =J) or 
w* c co. Correspondingly, when p < 00, theorem 2 implies that localization occurs if IJ* < P, 
whilst theorem 3 implies that localization occurs only if w* < p. 
Note though that for the absence of localization theorem 3 does not require the restrictive 
condition lim inf I&) L p. To be able to apply the theorem it is merely sufficient that there is 
rtm 
an unbounded sequence of intervals on which the infimum of I// is greater than or equal to P. 
Thus it is possible that lim inf v(t) < p while localization is still excluded. 
rtm 
6. THE SETS IS EMPTY 
This section is devoted to the question of localization when the set S defined by (3.3) is 
empty. We shall establish a number of conditions which preclude localization. 
We use the following lemmas. 
LEMMA 8. Let 0 5 T < T c co. Suppose that there is a nonnegative function r E C([r, T]) 
such that 
Then 
Proof. The lemma may be 
LEMMA 9. Suppose that oO 1 
and 
Then 
u(<(O, 0 > 0 for all t E [T, T]. 
C(T) > r(r) + G,(T - 7). 
proved by adapting arguments in [8]. We omit the details. H 
0 and there are real numbers p and 6 > 0 such that 
ps - b(s) > 0 for all s E (0, S] (6.1) 
U’(S)/{@ - b(s)) E L’(0, 6). (6.2) 
for all t 2 0. 
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Proof. Without loss of generality we may suppose that p > 0. Set 
Let 
V = (t E [O, =J): T(t) 2 C(O) + 0,l). 
A = +c(O)/p > 0 
and let E* E (0,6) be so small that 
for all E E (0, E*). 
E 
PA < ((0) - E - 
s 
a’(s)/(ps - b(s)) ds 
0 
Suppose now that T E V. Set T = T + A and D = (0, 43) x (T, T]. For E E (0, E*) let 
uo,Jx) E C(-co, CD) be such that 
0 5 z&(x) I & for all x E (-co, a~), 
UO.E(X) 5 u(x, r) for all x 2 0, (6.3) 
and the sets of points (x E (-00, 0;)) : uo,Jx) > 0) is a nonempty connected subinterval of 
(c(r) - E, c(r)). Next, let uE(x, t) denote the generalized solution of the Cauchy problem for 
equation (1.8) in (- 00, w) x (r, T] with initial data u~(x, r) = Qx) for all x E (-to, CO) 
whose existence was established in [9]. By results in [8], 
E 
UJX, 1) = 0 for all x 5 T(r) - e - ~(t - 5) - a’(s)/(p.s - b(s)] ds 
and t E [r, T]. Whence 
u,(x, t) = 0 
Consequently it can be shown that 
which ~~(0, t) = 0 5 ~(0, t) for all 
&(X, t) 
Jo 
for all (x, t) E (-co,01 x [T, T]. (6.4) 
uE(x, t) is a generalized solution of equation (1.8) in D for 
t E [r, T] and (6.3) holds. So, invoking lemma 1, 
5 U(X, t) for all (x, t) E D. (6.5) 
However, by a further argument in [8], there exists a r E C([r, T]) such that 
u&Z(t), 0 > 0 for all t E [r, T] (6.6) 
and by (6.4) this function < must be nonnegative. Combining (6.5) with (6.6) there is a non- 
negative function < E C([t, T]) such that 
u(<(t), r) > 0 
Consequently, lemma 8 informs us that 
for all t E [T, T]. 
c(t) 2 C(r) - & + o,(t - 5) for all t E [r, T]. 
Letting E 10 yields 
r(t) 2 C(7) + ao@ - d for all t E [r, T]. 
Whence, since T E V, 
((0 2 C(O) + oat for all t E [T, T + A]. 
We have consequently shown that if 7 E V then [T, 7 + A] C V. However, since trivially 
0 E V, this implies that V = [0, CG). n 
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We are now in a position to state our first result on the question of localization when the set 
S is empty. 
THEOREM 4. Suppose that o,, > 0 and there are real numbers p and 6 > 0 such that (6.1) and 
(6.2) hold. Then, irrespective of the function t,u, localization does not occur. 
The condition that there are constants p and 6 > 0 such that (6.1) and (6.2) hold is equivalent 
to hypothesis 4 with b(s) replaced by -b(s). Thus this condition is tantamount o saying that 
the equation displays finite speed of propagation to the left. In terms of soil-moisture infiltra- 
tion, this means that moisture cannot flow away too quickly. As an example of a pair of 
functions which satisfy the basic hypotheses given by hypotheses l-4 but do not conform to the 
additional hypothesis of theorem 4, consider 
and 
a(s) = s” with m > 1 (6.7) 
b(s) = -oOs -t fls”‘{l + sin s-‘1 with p > 0. (6.8) 
For this case, we shall prove the following weaker result. 
THEOREM 5. Suppose that g,, > 0. Then, if inf(w(t): Ti I t I Ti + Ail > 0 for a sequence of 
intervals ([Ti, 7i + Ai]]?= 1 E [0, m) such that Ai t 00 as it 03, localization does not occur. 
Proof. By lemma 8 with r s 0 on [7i, 7i + Ai], 
[(ri + Ai) > a,Ai 
for all i s 1. Whence, letting it 00, lim sup C(t) = m. n 
It- 
Theorems 4 and 5 are both obtained under the constraint that crO > 0. Our next results also 
apply when CQ = 0. We prepare their way with two lemmas. 
LEMMA 10. Suppose that S is empty and a, = 0. Then given any v > 0, 
Z(c7, v) t 00 as ala,. 
Proof. Suppose that the lemma is untrue. Then, since the integrand in (3.2) is a nonincreasing 
function of C, by the monotone convergence theorem there must hold 
a’(s)/(a,s -t b(s)) E L’(0, v), (6.9) 
which, in view of (2.4) also requires 
0,s + b(s) > 0 for all s E (0, v]. (6.10) 
If though CJ” > crO, by the definition of these parameters, (6.10) cannot possibly hold. Whilst, 
on the other hand, if r~” = CQ, = 0, then (6.9), (6.10) violates the assumption that S is empty. 
The conclusion must be that the lemma is true. n 
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LEMMA 11. Suppose that S is empty. Suppose furthermore that there is a v > 0 and a sequence 
of intervals ([r;, Ti + Ail);= 1 G [O, CQ) such that Ai t CQ as it 00 and for each interval there is a 
nonnegative function <i E C([ri, r; + A,]) for which 
u(<i(t)9 ?) 1 v for all t E [7i, Ti + hi]. 
Then, localization does not occur. 
Proof. We recall that since the set S is empty, oV L o0 2 0. By lemma 7, 
c(Si + A;) L min(oAi, Z(U, v)) 
for all i L 1 and 0 > 0”. Hence 
lim sup c(t) 2 Z(a, v). 
rtm 
Whence, if o0 = 0, lim sup c(t) = CO by lemma 10. On the other hand, if go > 0, 
rtm 
[(ri + hi) > a0A.i 
for all i 2 1 by lemma 8. So in this case also lim sup c(t) = 00. n 
ttm 
From lemma 11 we immediately obtain our next theorem. 
THEOREM 6. Suppose that S is empty. Then, if lim inf{u/(t): ri s t or Ti + Ai) > 0 for a 
itm 
sequence of intervals [[ri, Ti + hi]]: I c [0, 00) such that Ai t 00 as i T 00, localization does not 
occur. 
The next three theorems aim to improve on theorem 6. The improvements are however only 
obtained at the expense of increasingly restrictive constraints on the coefficients a and b in 
equation (1.8). A constraint common to all three theorems is 
a’(s)/s E L’(O,6) for some 6 > 0. (6.11) 
Supposing (6.1 l), one may define 
for all s E [0, 00). 
THEOREM 7. Suppose 
Then, if 
s s A(s) = a’(r)/r dr 0 
that (6.11) holds and 
P(dl+ = OWW) assl0. 
lim inf(tA(y/(t)) : Ti IS t I TI + Ai) = co 
itoo 
(6.12) 
(6.13) 
for a sequence of intervals ([Ti, Ti + Ail)?_ 1 E [0, 00) such that Ai 7 ~0 sufficiently fast as i 7 a, 
localization does not occur. 
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Proof. Recalling lemma 1, without loss of generality, we may suppose that U,(Y) I 1 for all 
x E 10, ~0) and u/(t) 5 1 for all t E [0, 00). Furthermore, in the light of theorem 5, we may 
assume that o0 = 0. Let C > 0 be so large that 
[b(s)1 + 5 CsA(s) for all s E [0, 1). (6.14) 
Suppose contrary to the assertion of the theorem, that there is an X E (0, 00) such that 
C(t) s X for all t E [0, 00). (6.15) 
Let 
K = 2xc-’ exp(ZCX), 
and, utilizing (6.13, choose i so large that 
tA(V(t)) 2 K forall tE[Ti,Ti+ Ai]. 
Define p(t) by 
t/4(@(t)) = K for t E (Tir Ti + Ai], (6.16) 
and note that plainly 
v(t) z P(t) for all t E [Ti , Ti + Ai]. (6.17) 
We assert hat if Ai is large enough then we can find a T E [ri, Ti + Ai] and a o > 0 such that 
o > sup1 - b(s)/s : 0 < s I 9(T)) (6.18) 
s 
G(T) 
G(T - ri) = a’(.s)/(c7.s + b(s)] d.Y (6.19) 
0 
and 
o(T - 7i) > X- (6.20) 
Assuming for the moment that this is true, define z(x, t) in the closure of D = (0, a) x (Ti, T] 
by 
s 
ze, 0 
a’(S)/(C7S + b(S)] dS = [C7(t - 7i) - Xl+ a (6.21) 
0 
The function z is a generalized solution of (1.8) in D. Moreover 
z(0, t) i z(0, T) for all t E [Ti, T], 
whilst by (6.21), (6.19), (6.16) and (6.17), 
z(0, T) = 4(T) 5 q(t) 5 V(t) for all t E [Ti, T]. 
In addition, 
Z(X, ?i) = 0 5 U(X, 7i) for all x E [0, 00). 
Thus, by lemma 1, 
2(x, t) i u(x, t) for all (x, t) e 6. 
However, this means that 
c(T) 2 o(T- Ti) 
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which by (6.20) contradicts (6.15). The theorem is consequently proved by reductio ad 
absurdurn, once we can show that if Ai is large enough there is a T E [Ti, Ti + hi] and 0 > 0 
such that (6.18)-(6.20) hold. 
For fixed arbitrary T E (Ti, 00) consider (6.19) as an equation in CJ > o* where 
o* = sup{ -b(s)/s: 0 < s s Q(T)) 1 0. 
The left-hand side of (6.19) is an increasing function of CT which tends to infinity as o t 03 and 
tends to o*(T - Ti) as G 1 o*. The right-hand side of (6.19) is a decreasing function of o which 
tends to zero as CJ t cx), and, since CI,, = 0, tends to infinity as 0 1 Q* by lemma 10. Thus, there 
must be a unique solution of (6.19), 0, such that (6.18) holds. Moreover, as a function of 
T > Ti, this solution is monotonic decreasing, and tends to zero as T t 00. Consequently, it is 
possible to pick a pair T E (0, 0~) and cr > 0 such that 
07i < X 
and (6.18) and (6.19) hold. However, for this pair, substituting (6.14) in (6.19), 
s 
G(T) 
a(T - Ti) L a’(s)/{as + CsA(s)j ds 
0 
5 
6(T) d 
= 
0 
ds [ln(a + CA(s))/C] ds 
= ln(1 + CA(I,?(T))/~)/C 
= ln(1 + 0c/(aT))/C 
= ln(1 + 2X exp(2CX)/(oT))/C 
> ln(2X exp(ZCX)/(oT))/C 
= 2X + ln(2X/(oT))/C. 
Thus 
(6.22) 
aT > 2X + ln(;?X/(oT))/C. 
However this is only possible if aT > 2X. Whence recalling (6.22), (6.20) holds. This confirms 
that if Ai is large enough we can choose a T E (Ti, ri + hi] and a 0 > 0 such that (6.18)-(6.20) 
holds, and thereby completes the proof of the theorem. n 
THEOREM 8. Suppose that (6.11) holds and 
[b’Wl+ = W(s)) as sl0. (6.23) 
Let (0&‘=,, (Q&‘=~ and (P~)~=~ bedefined inductively by (1.13)-(1.15). Then, if there exists a 
k 2 1 and a 6 > 0 such that 
liminf(p,(t)q;*(t)A(v(t)) : Ti s t I Ti + Ai] > 0 
itm 
for a sequence of intervals [[ri, Ti + Ai])~= 1 E [Ok, a) such that Ai t ~0 sufficiently fast as it 00, 
localization does not occur. 
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Proof. We expand on an idea of Kersner [13]. Without loss of generality we may suppose that 
U,,(X) 5 1 for all x E [0, co), Y/(C) ZG 1 for all t E [0, co), and 6 s 2. Let i and /3 > 0 be such that 
A(v(t)) > PP;lu)dw 
Choose C > 0 such that 
]b’(s)l+ 5 CA(s) 
Now consider the function z(x, t) defined by 
A(z(x, 0) = IG’(t)q&)]~ 
where x0 = -nCqi’2(ri) for some real constant 
O<A 
for all t E [5i, Si + Ai]. 
for all s E [0, 11. 
- (x - xo)C-1q~*‘2(t)]+ 
1, 
< P* 
(6.24) 
(6.25) 
(6.26) 
(6.27) 
Defining the nonlinear differential operator N(z) by 
N(z) = (a(z)),, + (b(z)), - zr 
we find that 
(6.28) 
N(z) = (z/a’(z)) p;2(t)q;(t)(C-2 - 16/2] 
[ 
+ P&A(Z) f 
I~=~~j=~ J > 
h q.(t) + 1 - 6/2 - c-1q~‘2(t)b’(z)/A(z) 11 
for x < x0 + ACqi’2(t) and t L ri. Subsequently, by (6.25), there holds 
Iv(z) 2 (z/a’(z)) p;2(t)s;(t)IC-2 - M/21 
[ 
for all x < x0 + lCq”‘(t) and t L Si. It follows that if we choose 
1 < 26-‘c-2, 
then 
fVz)(x, t) 2 0 for all x E [0, x0 + ACqi’*(t)) and t 2 Ti. 
However, noting that 
N(z)(x, t) = 0 for x > x0 + ACqi’2(t) and t 1 Ti, 
one may deduce that t is then a generalized subsolution of equation (1.8) in 
D = (0, 00) x (pi, Ti + Ai]. 
Moreover, utilizing (6.24), (6.26) and (6.27), 
u(x, t) 2 2(x, t) for all (x, t) E DW. 
Hence, by the comparison principle of lemma 1, 
u(x, t) 1 z(x, t) for all (x, t) E D. 
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However, this implies 
C(f) L X0 + Kq;‘*(r) = K[q:‘2(t) - qy*(rj)l for all r E [pi, 5; + Ai]. 
It follows that if Ai t a~ as it 03 sufficiently fast that &*(r; + Ai) - qi’*(ri) * 43, localization 
is excluded. n 
COROLLARY 8.1. Suppose that (6.11) and (6.23) hold and liminfPk(t)qk*(t)A(V/(f)) > 0 for 
ttm 
some k 1 1 and B > 0. Then there exists a K > 0 and a r E [0, 00) such that I;(f) L Kqi(t) for 
all t r r where y = mint 1,612). 
THEOREM 9. Suppose that (6.11) holds and that 
a’(s) = @A(s)) and lb’(s)1 = O(A(G) as ~10. (6.29) 
Then, irrespective of the function +v, localization does not occur. 
Proof. We use a comparison principle argument again. By hypothesis 3, there is an 
x0 E (0, co), a 6 > 0 and a p E (0, x0) such that 
A(u,@)) 2 6 forallxEIXO-~,xO+p]. (6.30) 
Let C > 0 be such that 
Jb’(s)J I CA(s) and a’(s) -i CA(s) for all s E (0,6]. (6.31) 
Consider next the function Z(X, t) defined by 
A(z(x, t)) = A(t + 1)-Q* - (X - X0>*]+ (6.32) 
where 
0 c I. I sp-2. (6.33) 
With N(z) given by (6.28), one calculates that 
N(z) = (i + 1)-‘(z/a’(z)){A(z) - 21(x - x@‘(z) - 21a’(z) + 4A*(x - xJ*(t + 1)--l] (6.34) 
for Ix - x,1 < p and t 2 0. Hence, dropping the last term in (6.34) and using (6.31), 
N(z) L (t + I)-‘(z/I(z)/a’(z)](l - 2X(x - x,1 - 2LC) 
for all Ix - x,,l < p and t L 0. Thus if 1 is chosen so small that 
1 > 2AC(l + p) 
there holds 
N(z)&, t) L 0 for all Ix - x,1 < p and t 2 0. 
Trivially, though 
N(z)(x, t) = 0 for all (x - x0( > p and t 2 0. 
So z is a generalized subsolution of equation (1.8) in (0, w) x (0, T] for any T E (0, w). 
Moreover, by (6.30), (6.32) and (6.33), 
u&) 2 z(x, 0) for all x E [x0 - p, x0 + p], 
&J(x) 1 0 = z(x, 0) for all x E [O, x0 - p) U (x0 + p, w), 
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while 
v/(t) 2 0 = z(0, t) for all t E [0, T]. 
Consequently, recalling lemma 1, 
u(x, f) 1 z(x, t) for all (x, t) E (0, co) x (0, T]. 
Whence since T > 0 was arbitrary, 
A(u(x,, t)) 1 A(? + 1)~‘p2 for all t 2 0. 
Armed with this conclusion though, we may invoke theorem 8 and lemma 1 once more to 
deduce that localization cannot occur. Actually, we can state the corollary below. n 
COROLLARY 9.1. Under the conditions of theorem 9 there is a K > 0 such that c(t) 1 Kiln tl”’ 
foralltr 1. 
COROLLARY 9.2. Let n r m in problem 6 *. Then, irrespective of the function w, localization 
does not occur. 
In the context of unsaturated soil-moisture flow, theorem 9 may be interpreted as indicating 
that for certain soils, soil-moisture penetration will occur without bound, even against the pull 
of gravity and even when a controlling boundary is desiccated. 
We note that in theorems 7-9, the assumptions on the large-time behaviour of the boundary- 
data function I,V are successively relaxed. However, since using elementary calculus it can be 
shown that (6.29) implies (6.23) whilst (6.23) implies (6.12), this relaxation clearly exacts an 
increasing price in the placing of restrictions on the coefficients a and b in (1.8). As an example 
of a pair of functions to which the basic hypotheses, hypotheses l-4, and (6.1 I), (6.12) apply, 
but not (6.23), we may take 
with 
a(s) = sm and b(s) = s” sin s-i 
m-tl>n>m>l. 
Whereas for an example of a pair which satisfy the basic hypotheses, (6.1 I), (6.12) and (6.23), 
but not (6.29), consider 
I * 
u(s) = 
5 
r-’ exp( - r-‘) dr and b(s) = 
0 5 
exp( -r-i) dr. 
0 
Theorems 7-9 are consistent with theorems 1 and 2. For if there exists a v > 0 such that 
b(s) > 0 for all s E (0, v] and (6.11) and (6.12) hold, we have 
s 
Y 
s 
Y 
a’ (s)/b(.s) ds L a’(s)/[CsA(s)] ds 
I I 
= s : $ [ln(A (.s))/C] ds 
= In@ (v)/A (r))/C 
Nonlinear Fokker-Planck equation 1237 
for some C > 0 and all r E (0, v]. So, letting rl0, a’(.s)/b(s) 6 L’(0, v), and the set S is 
necessarily empty. 
The next theorem, which is the last in this section, indicates a further set of circumstances in 
which localization is excluded. In common with theorems 4 and 9, this theorem indicates 
conditions on the coefficients a and b which infer that localization does not occur without any 
qualifications on the function I// in problem 6. 
THEOREM 10. Suppose that there is a v E (0, a) such that 
b(s) s 0 for all s E (0, v]. 
Then, irrespective of the function w, localization does not occur. 
Proof. Without loss of generality we may suppose that U,,(X) i v for all x E [O, a) and 
v(t) I v for all t E [0, 00). Furthermore, we may suppose that 
lim sup u/(t) = 0. 
rtm 
For t 2 0, set 
M(f) = sup(u(x, t) :x E [O, 00)). 
Since the constant v is a generalized solution of equation (1.8) in all domains of the form (2. l), 
(2.2), there holds 
M(f) 5 v for all t E [0, 00). 
We distinguish between whether or not 
liminfM(t) = 0. (6.35) 
ffrn 
(i) Suppose that (6.35) holds. Then, by lemma 3, 
s 
m 
XUO(X)dx = 
I 
m T Tco 
xu(x, T)dx - 
.r 
4~40) dt + 
ss 
b(u(x, t)) CLX df 
0 0 0 0 0 
I 
3 
m 
xu(x, T)cLx 
0 
sM(T) xdx 
i 
UT) 
0 
= 9~(nw-) 
for all T > 0. Whence, in view of hypothesis 3, lim sup C(T) = 00. 
(ii) Suppose on the other hand that (6.35) is no:f yalid. In this case there is a u E (0, 00) and 
a 7 E [0, 00) such that 
M(t) L 2u > u/2 2 v(t) 
for all 1 E [T, 00). However, extending an argument in [8], we can subsequently show that given 
any T E (0, 00) there exists a nonnegative function < E C([r, T]) such that z@(t), t) 2 o for all 
t E [T, T]. Whence, by lemma 11, localization cannot occur in this case either. n 
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COROLLARY 10.1. Suppose that I I 0 in problem 6 *. Then, irrespective of the function w, 
localization does not occur. 
Hydraulic conductivity is a nondecreasing function of moisture content in the theory of soil 
physics. Subsequently theorem 10 can be interpreted as stating that in soil-moisture infiltration 
in the direction of gravitational pull or in horizontal soil-moisture infiltration, soil-moisture 
penetration cannot be limited. Specifically, the particular boundary conditions imposed have 
no bearing on this conclusion. 
7.DlSAPPEARANCEOFTHESUPPORT 
Consider problem 6* with A > 0 and m > n > 0. From theorem 2 we know that if 
lim sup v(t) < 00, localization occurs, i.e. 
ttm 
lim sup c(t) < 00. 
IT= 
In the specific case n < 1 though, Diaz and Kersner [6] have shown that if v(t) -+ 0 in a suitable 
fashion as t + 00, then a much stronger result may be obtained, namely 
limsupl;(t) = 0. 
rtm 
(7.1) 
That is to say, the support of the solution u(x, t) disappears as t t 0;). On the other hand, if 
lim inf t&t) > 0, then the converse 
rtm 
lim sup c(t) > 0 (7.2) 
IT_ 
is true. 
The objective of this section is to extend the above-mentioned results of Diaz and Kersner. 
In particular we shall extend these results to problem 6 in its general form. 
The principal result on the disappearance of the support of the solution is the following. 
THEOREM 11. Suppose that CQ < 0. Then, if lim sup v(t) = 0, (7.1) holds. Moreover, if there is 
a T E [0, a) such that trm 
y/(0 = 0 for all t L T, (7.3) 
there is a T* E [T, CD) such that 
C(i) = 0 for all t 1 T*. (7.4) 
Proof. Pick d E (co, 0). Subsequently choose v c ,u so small that Q, < 0. By lemma 6, there 
exists a T E [0, 00) such that (4.3) and (4.4) hold. However, lemma 4 then tells us that 
lim sup C(t) I Z(a, v). 
t1-a 
Whence, letting v 10, (7.1) follows. If now (7.3) holds, lemma 4 tells us immediately that (7.4) 
is the case. n 
In a sense the assumptions o0 < 0 and lim sup y(t) = 0 in theorem 11 are essential. This 
ttm 
can be seen by considering the following theorems. 
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THEOREM 12. Suppose that CJ,, = 0 and there are real numbers p and 6 > 0 such that (6.1) and 
(6.2) hold. Then, (7.2) holds. 
THEOREM 13. Suppose that o,, = 0. Then, if there is a T E [0, a) such that v(t) > 0 for all 
t E [T, a), (7.2) holds. 
THEOREM 14. If 
lim inf(w(t) : Ti I t I T; + Ai) > 0 (7.5) 
it- 
for a sequence of intervals ([ri, Ti + Ai]]:= 1 c [O, 00) such that ri r ~0 and Ai * 0 as i 7 CQ, (7.2) 
holds. 
THEOREM 15. Suppose that o0 > 0. Then, if inf(v(t): ri I t 5 ri + AiJ > 0 for a swence Of 
intervals ([Ti, Ti + Ai])~=, c [0, 00) such that Tit 00 and Ai * 0 as it 00, (7.2) holds. 
THEOREM 16. Suppose that (6.11) and (6.12) hold. Then, if 
lim inf(tA(yl(t)) : Ti 5 t I Ti + Ai) > 0 
iTm 
for a sequence of intervals ([ri, ri + Ai])~=, C [0, 00) such that Ai 1 00 sufficiently fast as it ~0, 
(7.2) holds. 
Theorems 12, 13 and 14 follow from lemmas 9,s and 7 respectively. Theorems 15 and 16 may 
be obtained by adapting the proofs of theorems 5 and 7 respectively. The details of the proofs 
may be easily constructed. 
Note that theorem 13 is not covered by theorem 12. The functions given by (6.7) and (6.8) 
satisfy the hypotheses of theorem 13 but not those of theorem 12. 
Note too that the conditions of theorem 14 do not exclude the possibility that lim inf w(r) = 0. 
t1m 
As corollaries to theorems 11, 12 and 14 we have the following results. 
COROLLARY 11.1. Let I > 0 and n d 1 in problem 6 *. Then if lim sup y(t) = 0, (7.1) holds. 
ttm 
Moreover, if there is a T E [0, co) such that (7.3) holds, there is a T* E [T, 00) such that (7.4) 
holds. 
COROLLARY 12.1. Let A > 0 and n > 1 in problem 6*. Then, (7.2) holds. 
COROLLARY 14.1. Let A > 0 and n I 1 in problem 6 *. Then, if (7.5) holds for a sequence of 
intervals ( [ri, ‘Si + hi]];= 1 E [0, co) such that Ti t 00 and Ai ++ 0 as it a~, (7.2) holds. 
Thus for problem 6* the only case in which the disappearance of the support of the solution 
is unresolved is that for A > 0, n 4 1 when v/(t) oscillates as t t CO so that 
lim inf v(t) = 0 < ):ITJ sup w(t) 
ttm 
with increasingly sharper peaks. 
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Ac.~nowledgemenc~-With alternative proofs, corollaries 2.1 and 9.2 and weaker forms of corollary 3.1 and theorem 
10 of this paper were presented at the meeting “Nonlinear parabolic equations: qualitative properties of solutions” held 
at the Second University of Rome in April 1985. The author would like to apologise to the organizers of this meeting, 
L. Boccardo and A. Tesei, and also to M. Mimura and T. Nagai whom refer to these results in the proceedings of the 
meeting, for his failure to meet the deadline for their inclusion in the proceedings. 
The author is grateful to R. Kersner for permission to quote and profit from unpublished results contained in [13]. 
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