This work presents the application of a recently developed numerical method to determine the thickness and the optical constants of thin films using experimental transmittance data only. This method may be applied to films not displaying a fringe pattern and is shown to work for a−Si:H (hydrogenated amorphous silicon) layers as thin as 100 nm. The performance and limitations of the method are discussed on the basis of experiments performed on a series of six a−Si:H samples grown under identical conditions, but with thickness varying from 98 nm to 1.2 µm.
Modern electronic devices, such as thin−film transistors, solar cells, active matrix displays and image sensors, possess thin semiconductor layers of hydrogenated amorphous silicon (a−Si:H). For most electronic applications, the optical properties and the thickness t of these films play an important role, in the sense that they govern the device performance. The quality of the as−deposited material can be monitored in production lines through the in−situ determination of its optical constants (refractive index n and extinction coefficient k) and the thickness homogeneity. For that aim, ellipsometry is the most appropriate tool [1] due to the fact that it is not influenced by the adopted substrate. Alternatively, for the ex−situ analysis of samples grown on top of transparent substrates like glass, the use of optical transmittance is the most attractive method because optical transmission is a very easy, accurate and non−destructive measure.
The problem of estimating the thickness and the optical constants of thin films using transmission data only represents a very ill−conditioned inverse problem with many local non−global solutions. Some useful approximate solutions have been found in cases where the transmittance displays a fringe pattern in a highly transparent spectral region [2−4] . Their applicability depends on the existence of interference fringes appearing in non−absorbing regions of the transmittance spectrum. The number of fringes, in turn, depends on the sample thickness. For a−Si:H deposited on glass the minimum layer thickness needed for such analyses is of ~ 0.7 − 1.0 µm.
Two methods allowing to solve the general problem with independence of the existence of interference fringes were recently reported. [5, 6] The first method [5] defines a nonlinear programming problem, the unknowns of which are the coefficients to be estimated, with linear constraints that represent prior knowledge about the physical solution. This method was successful in retrieving the properties of computer made and of real world semiconductor films (see ref. 5 ). The second, [6] introduces an unconstrained formulation of the nonlinear programming model and solves the estimation problem using a method based on repeated calls to a recently introduced unconstrained minimization algorithm. [7] Numerical experiments show that the new formulation is reliable. [6] In this contribution, we apply the unconstrained formulation to a series of a−Si:H samples with thicknesses varying from 98 nm to 1. given, and we want to estimate t, n(λ), and k(λ). The problem seems highly underdetermined. In fact, for known t and given λ, the following must hold [5] :
where T theor is the calculated transmission of the film+substrate [3] and s the refractive index of the transparent substrate. This equation has two unknowns n(λ) and k(λ) and, in general, its set of solutions (n,k) is a curve in the two−dimensional (n(λ), k(λ)) space. Therefore, the set of functions (n,k) satisfying T meas = T theor for a given t is infinite and, roughly speaking, is The optimization process looks for a thickness that, subject to the physical input of the problem, minimizes the difference between the measured and the theoretical spectra, i. e.,
The minimization process starts sweeping a thickness range ∆t R divided into thickness steps ∆t S and proceeds decreasing ∆t R and ∆t S until the optimized thickness t opt is found. In the examples to follow, the starting ∆t R and ∆t S were 5 µm and 100 nm, respectively.
As seen, the most important issue of the present method is the retrieval of the real film thickness t, since it determines the n(λ) and k(λ) values that minimizes the quadratic error.
Fortunately, the thickness of the films can be measured by independent methods and compared with the ones obtained from the minimization process. To this aim, part of the surface of the sample films was covered with photoresist (AZ5214). The uncovered region was etched away in a reactive ion etcher apparatus and the photoresist removed. The height of the step (film thickness) was measured with a Dektak profilometer. any of the above mentioned flaws, show that the method is unable to find the true thickness for simulated a−Si:H films of t < 75 nm [6] . The absence of any structure in the transmittance seems to affect the retrieval process in a way not yet well understood. Figure 3 shows the retrieved optical constants of the films. The top part of Fig. 3 displays the index of refraction n as a function of the photon energy for the whole series of samples. Different symbols are used for each film, the thickness being expressed in nanometers.
Note that, for energies E < 2.2 eV, the index of refraction of all samples agree to a remarkable extent. This is an indication that the method works satisfactorily, in the sense that the films have been deposited under identical conditions and large variations in their properties are not expect.
At higher photon energies some deviations appear, the worst case corresponding to the t = 98 nm a−Si:H film.
The bottom half of Fig. 3 shows the retrieved absorption coefficient α as a function of energy (α = 4πk/λ). The absorption coefficient is perfectly retrieved for all samples (even for the t = 98 nm thick film) at photon energies E ≥ 1.7 eV. The retrieval of α at decreasing photon energy depends, as expected, on film thickness. Typically, correct values of α down to 100 cm −1 are retrieved for films t~1 µm. The correctness of subgap absorption values and the refractive index have been confirmed in some samples by photothermal deflection spectroscopy and ellipsometry [8] . The retrieval process of α fails when a break occurs in the smooth α vs E curve. It is followed by an almost constant value of α.
Summarizing, a numerical method to extract the optical constants and the thickness of thin dielectric films from transmission data only [6] has been tested with a−Si:H films of thickness varying in the 98 nm < t < 1.2 µm range. These results indicate an important improvement over other known numerical methods, the method being applicable to films not displaying any fringe pattern.
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