In this work we focus on infinitely divisible measures relative to free additive convolution. We give the definition of domain of partial attraction of a measure, and we prove that infinitely divisible laws, and only infinitely divisible laws, are characterized by having non-empty domains of partial attraction.
DOMAINS OF PARTIAL ATTRACTION IN NONCOMMUTATIVE PROBABILITY VITTORINO PATA
In this work we focus on infinitely divisible measures relative to free additive convolution. We give the definition of domain of partial attraction of a measure, and we prove that infinitely divisible laws, and only infinitely divisible laws, are characterized by having non-empty domains of partial attraction.
Introduction.
The aim of this paper is to prove the noncommutative analogue of a wellknown result in classical probability due to Khintchine, namely, a probability measure is infinitely divisible if and only if it has a non-empty domain of partial attraction. Our framework is the noncommutative theory of free products, introduced by Voiculescu in recent years. The key concept in this new theory is the notion of freeness, which leads naturally to the free additive convolution. Many classical results have been proved to have their classical counterpart, such as the central limit theorem [7, 10] , the Khintchine characterization of infinitely divisible (with respect to the free additive convolution) laws [1, 3] , the weak law of large numbers [2, 6] , and, related with this paper, the characterization of stable laws as those laws having a non-empty domain of attraction [8] . A background of this noncommutative theory can be found in [1, 3, 9, 10] . For reader's convenience, and in order to render this paper self-contained, we begin recalling some basic facts.
Definitions and first properties.
A W*-probability space is a pair (.A, r), where Λ is a noncommutative von Neumann algebra and r is a normal faithful trace.
A random variable is a selfadjoint operator affiliated with A (via the GNS construction).
An interesting purely noncommutative formal analogue of classical independence is the notion of freeness. The analogy is that around freeness, several concepts can be developed similar to those around independence. A family of von Neumann subalgebras Λ% C *A, i G / in a VF*-probability space is said to be free if τ(αiα 2 ... a n ) = 0 whenever τ(dj) = 0, α, E A^, and h Φ H Φ Φ inGiven a W'-probability space (A, r) and a random variable X we define the distribution μ x of X to be the unique probability measure on R satisfying the equality μχ(σ) = r(E x (σ)), for every σ G #(R), where E x is the spectral measure of X.
An important result is that given a family {yΐ\%^i of probability measures on R, it is possible to find a ^"-probability space (.A, r) and a family {Xi}i e i of free random variables such that, for all i 6 / μ Xi = v%.
The concept of freeness allows us to define without ambiguity the free additive convolution (indicated by 03) between two distributions. Indeed it can be shown that if X and Y are two free random variables then μ x +γ depends only on μ x and μ y , therefore it is possible to define the operation EB in the following way: μ x EB μ γ = μ x +γ. By the above remark, given two probability measures μ and v, we find a ^"-probability space (,4, r) and two free random variables X, Y affiliated with A such that μ x = μ and μ γ = v. Thus it makes sense to define μ 03 v = μ x +γ. Indeed the additive convolution is a binary operation (obviously commutative and associative) defined on the space of probability measures on R.
In the sequel, for α, β > 0, we denote It is possible to associate to every probability measure μ a complex function φ μ (the φ-function of μ), defined on a domain Ω of the form α>0 with values in C" U R.
The remarkable property of the φ-functions is that, given two probability measures μ λ and μ 2 , setting μ = μ λ 03 μ 2 , it follows that φ μ = 0 μi + 0 μ2 Thus the φ-function is the noncommutative analogue of the logarithm of the characteristic function in classical probability.
Another property of φ μ , which is a quite direct consequence of the definition of φ μ , is the following. If X is a random variable in a W*-probability space, and c a positive constant, then
We state now two fundamental results from [1] , along with the definition of a ffl-infinitely divisible measure. Proposition 2.1. Let {μ n }£Li be a sequence of probability measures on R.
The following assertions are equivalent (i) The sequence {/i n }^Li converges weakly to a probability measure μ.
(ii) There exist a,β > 0 such that the sequence {φ μn }™=ι converges uniformly on the compact subsets of Γ α>/3 to a function φ, and
Definition 2.2.
A probability measure μ is said to be tB-infinitely divisible if for every positive integer n there exists a probability measure μ n such that
The ^-function of a ffl-infinitely divisible distributions can be written in a canonical form. which is the noncommutative analogue of the normal law (see [10] with values in C~ U R. Therefore, using again Theorem 2.3, the result is proved. D
Domains of partial attraction.
In [8] we proved that the stable distributions, and only the stable distributions, can be written as limits of weighted sums of the form where -XΊ, X 2 ,... are free, identically distributed (f.i.d.) random variables, B n > 0, A n £ R. Here we want to investigate the case when Z n does not necessarily converge, but Z nj does converge for some sequence n ά . An application of Theorem 2.3 allows us to assert that this limit is necessarily EB-infinitely divisible (see Lemma 3.4 below). The much more interesting converse result is also true: every EB-infinitely divisible distribution appears as the limit of the sums Z n .. This result was proved in the classical case by Khintchine [4, 5] . We proceed first with a definition. Definition 3.1. Let q x < q 2 < ... < q n be a sequence of positive integers, let {X n }^°= 1 be a sequence of f.i.d. random variables with distribution ί/ina W*-probability space, and let {>ln}£Li an d {#n}£Li be sequences of real and positive numbers, respectively. Set
If for a suitable choice of the constants B n and A n the distribution of Z n converges weakly to a measure μ we say that v is partially attracted to μ. The set of all probability measures partially attracted to μ is called the domain of partial attraction of μ.
We can now state our result as follows.
Theorem 3.2. A probability measure has a non-empty domain of partial attraction if and only if it is ^-infinitely divisible. Moreover if the domain of partial attraction is non-empty, it contains a EB-infinitely divisible measure.
Remark 3.3. Unlike the stable law case [8] , a BB-infinitely divisible law may not belong to its own domain of partial attraction. Consider the measure defined as
The (^-function of this measure is easy to compute (see [10] ), and it is given by ΦΛz) = -.
By Theorem 2.3 μ is EB-infinitely divisible. Suppose now that there exist sequences {AJίΐLi an d {^n}£Li of real and positive numbers, respectively, and a subsequence {rij}^ such that Therefore it follows that lim -=A l + y 2 '
Since the above limit must exist for all y > /3, we get that
which is a contradiction. Proof By Theorem 2.3 there exist a G R and a positive finite measure σ such that
J -oo Z -t
We may assume that μ Φ δ a (the theorem being trivially true when μ = 5 α ), and also that μ is not the semicircle law (indeed as a consequence of the Central Limit Theorem [10] , the semicircle law has a non-empty domain of attraction). This amounts to requiring the measure σ not to be concentrated at zero. Select s > 1 such that σ({t : s"" 
Moreover define
Of c = / tdσ(t) ,
dσ(t).
Let now λ x = 1 and
where ρ = σ({0}). Choose positive integers 1 = q λ < q 2 < ... < q n . increasing so fast that the following hold.
(1) by (1) and (2). Therefore by the Weierstrass Test ^> n (z) converges to uniformly on K. Let now w -x + iy £ Γi Since |a;| < y, and since which proves the assertion. By our preceding observations we know that Jn{z) -> 0, uniformly in if, moreover J n (z) = o(\z\), uniformly in n as z -> oo in Γix. To prove this fact, observe that for z G Γ ltl , we have that Pn(*OI ^ &7i 7 where k n is a sequence converging to zero, and we already showed that Φ^( z) = 0(1^1) uniformly in n as z -> oo in Γi^. Thus it follows that -τς-ψ\&n z ) Ά n Z^Z Ψμ\ Z ) ?
uniformly in K, and uniformly in n as z -> oo in I\i. Therefore by Theorem 2.3 the sequence 5 n -A n , whose φ-function is given by B~1q n φ(B n z) -A n , converges in distribution to μ. D
