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Kapitola 1
Úvod
Tato práce se zam¥°uje na analýzu moºností zpracování nam¥°ených meteorolo-
gických dat v kombinaci s informacemi o stavu radiových (RF) a optických (FSO)
bezdrátových spoj·. Na datech získaných ze speciﬁckých experiment· je navrho-
vána metodika pro aplikaci vybraných p°ístup· známých z oblasti data miningu
resp. um¥lé inteligence pro zmín¥né oblasti bezdrátové komunikace. Experimenty
nejsou p·vodn¥ cíleny na zpracování pomocí um¥lé inteligence (UI), ale spí²e na
ov¥°ování a zp°esn¥ní existujících fyzikálních model· deﬁnovaných doporu£eními
ITU-R. Pouºití UI je tedy novým p°ístupem k problematice.
V práci jsou deﬁnovány postupy pro aplikaci neuronových sítí, které byly
mezi ostatními metodami zvoleny jako nejvhodn¥j²í pro °e²ení dále popsaných
problém·. Následn¥ jsou shrnuta doporu£ení pro aplikaci t¥chto sítí pro dané
t°ídy problém·. e²ená problematika je dob°e p°evoditelná do oblastí predikce
a klasiﬁkace. Pro °e²ení obecných problém· v t¥chto oblastech jsou £asto úp¥²n¥
vyuºívány neuronové sít¥. Výhodou t¥chto sítí je to, ºe není nutná podrobná
znalost konkrétních fyzikálních závislostí dat získaných v experimentech.
První £ást práce obsahuje p°ehled pouºitelných standardních resp. statistic-
kých metod jako i dal²ích, potenciáln¥ vhodných, metod um¥lé inteligence, které
mohou být pouºity pro problémy klasiﬁkace a predikce. Jedná se o zpracování
experimentálních dat, která mohou být zatíºena jak chybou m¥°ení, tak i mete-
orologickými vlivy, které experiment není schopen vhodným zp·sobem zachytit.
V kapitole jsou na základ¥ popsaných vlastností jako nejvhodn¥j²í prost°edek
pro °e²ení zadané problematiky zvoleny um¥lé neuronové sít¥ a tento výb¥r je
podrobn¥ji zd·vodn¥n.
Druhá £ást práce obsahuje shrnutí sou£asného stavu problematiky s popisem
jednotlivých atmosferických vliv·, které jsou v této práci uvaºovány p°i tvorb¥
metodiky pro radiové i bezdrátové optické spoje.
T°etí £ást práce obsahuje podrobný rozbor postup· a architektur neuronových
sítí, které jsou obecn¥ pouºitelné pro nelineární klasiﬁkaci a predikci nejr·zn¥j-
²ích sloºitých závislostí. Jsou zde popsány i Kohonenovy samoorganizující mapy
(SOM), které jsou pouºívány pro analýzu vstupních dat jako dopln¥k statistických
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metod. Základním stavebním prvkem aplikací neuronových sítí ve zmín¥né pro-
blematice jsou dop°edné neuronové sít¥ (feed-forward neural networks). Zárove¬
jsou zde diskutovány vlastnosti rekurentních neuronových sítí, které mají dobré
vyuºití nap°íklad v oblasti predikce £asových °ad a v obdobných závislostech, ke
kterým se °e²ení modelu p°ibliºuje.
tvrtá £ást práce obsahuje popis navrºené metodiky aplikace neuronových sítí
na data získaná z experimentálního radiového spoje (o délce p°ibliºn¥ 50 km, na
frekvenci 10 GHz). Jedná se o unikátní experimentální spoj s jedním vysíla£em
a více p°ijíma£i v r·zných vý²kách nad terénem na jednom stoºáru. Tento stoºár
je rovn¥º dopln¥n o meteorologická £idla. Kapitola popisuje fyzikální jevy a me-
teorologické pochody, které ovliv¬ují ²í°ení radiového signálu v niº²ích vrstvách
troposféry. Vzhledem k tomu, ºe spoje procházejí r·znými vrstvami atmosféry,
ve kterých se mohou li²it podmínky pro ²í°ení, byla data z tohoto experimentu
pouºita k odhadu vertikálního proﬁlu refraktivity. Získaná odhadnutá hodnota
refraktivity slouºí jako pom·cka k identiﬁkaci jednotlivých jev· z hlediska ²í-
°ení radiového signálu v atmosfé°e jako jsou nap°íklad subrefrakce, superrefrakce
a vlnovodný kanál. Dále je zde diskutována aplikace neuronové sít¥ na odhad
intenzity de²´ových sráºek na základ¥ kombinace nam¥°ených útlum·.
Pátá £ást je zam¥°ena na roz²í°ení a zp°esn¥ní metodiky uºití neuronových sítí
tentokrát na krat²í bezdrátový optický spoj (FSO). Neuronové sít¥ jsou v této
oblasti vyuºity pro predikci útlumu t¥chto komunika£ních spoj·. Tyto sít¥ jsou
zde aplikovány na dva nezávislé optické spoje (s r·znými moºnostmi m¥°ení útlu-
mových dat) umíst¥né v m¥stském prost°edí o délce do 500 m. Vstupními daty
neuronové sít¥ jsou meteorologické údaje a útlum FSO spoj·. Zp¥tn¥ jsou vy-
hodnoceny poºadavky na spoj, které musí být spln¥ny, aby bylo moºné pomocí
neuronové sít¥ predikovat chování FSO spoje. V této kapitole jsou dále diskuto-
vány rozdíly v p°esnosti predikce pro r·zné architektury neuronových sítí a je zde
popsán vývoj modelu sm¥rem k rekurentním neuronovým sítím.
Na záv¥r je provedeno shrnutí a diskuse dosaºených cíl· jak pro oblast odhadu
refraktivity, tak i pro neuronové modelování vlivu po£así na FSO spoje. Jsou zde
identiﬁkovány problémy, které ovliv¬ují p°esnost uvedených neuronových metod
a jsou zmín¥ny i moºnosti, které mohou do ur£ité míry pomoci tyto problémy
p°ekonat.
Kapitola 2
Metody predikce, klasiﬁkace
a analýzy dat
Tato kapitola obsahuje srovnání statistických metod a p°ístup· um¥lé inteligence,
které jsou známé a lze je obecn¥ pouºít pro °e²ení problém· klasiﬁkace, predikce
a analýzy dat. Tyto obecné operace jsou základem pro °e²ení problém· popsaných
v dal²ích kapitolách.
2.1 Analýza dat
Analýza dat vºdy p°edchází zpracování nam¥°ených experimentálních hodnot
a jejím cílem je získat obecné informace o jejich struktu°e, jejich rozsazích a p°í-
padných vazbách, které nejsou p°edem z°ejmé. Typickým a nejjednodu²²ím pro-
st°edkem jsou statistické metody. Existují i oblasti um¥lé inteligence, které jsou
schopny analyzovat velké soubory dat s málo z°ejmými vnit°ními vazbami. Ty-
pickým p°edstavitelem je nap°íklad strojové u£ení, respektive jeho aplikace v neu-
ronových sítích.
2.1.1 Statistické metody
Typickým úkolem statistického zpracování, je zji²t¥ní druhu statistického rozlo-
ºení m¥°ených fyzikálních veli£in, jejich st°ední hodnoty, rozptylu a i dynamiky
v £ase. Tato znalost je pak vyuºitelná p°i dal²í práci s nam¥°enými hodnotami a je
nezastupitelná jinými prost°edky. Existují i pokro£ilé statistické metody, kterými
lze proniknout hloub¥ji do vnit°ních vztah· uvnit° dat. Takovými metodami m·ºe
být nap°íklad vícerozm¥rná shluková analýza, Support Vector Machines (SVM)
a dal²í.
2.1.1.1 Shluková analýza
Cílem shlukové analýzy je nalezení r·zných mnoºin vstupních vektor· nam¥°e-
ných dat, jejichº prvky si jsou do ur£ité míry podobné. Bylo by tedy moºné
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nalézt typické zástupce kaºdé mnoºiny a tím sníºit mocnost nam¥°ených dat
vynecháním n¥kterých prvk· z nalezených skupin. Nalezený shluky rovn¥º mo-
hou p°edstavovat n¥jakou t¥ºko z°ejmou fyzikální závislost v datech. Existuje
celá °ada algoritm·, které lze pouºít na vyhledávání shluk· ve vícerozm¥rných
datech. Problémem statistických metod je nalezení statistických hlavních kompo-
nent, pomocí kterých lze data transformovat, aby do²lo k co nejv¥t²ímu sníºení
po£tu dimenzí experimentálních dat, protoºe s po£tem dimenzí roste i výpo£etní
náro£nost dal²ích výpo£t·. P°ehled algoritm· shlukové analýzy lze najít nap°í-
klad v [1] - jsou zde shrnuty jak statistické postupy tak i algoritmy vyuºívané
v neuronových sítích a strojovém u£ení.
2.1.1.2 Support Vector Machines
Princip strojového u£ení u SVM je zaloºen na vyuºití jádrových algoritm· a do-
káºe hledat separující funkce nad vícerozm¥rnými daty. Vyhledávání separující
funkce probíhá pomocí podp·rných vektor·. Pokud jsou mnoºiny lineárn¥ ne-
separovatelné v jednom prostoru je pouºita vhodná jádrová transformace a je
zvý²ena dimenze separující funkce. Tento p°ístup dokáºe velmi dob°e hledat se-
parující funkce, ale jeho problémem je relativn¥ velká výpo£etní náro£nost. Popis
algoritmu shlukové analýzy je uveden pa°íklad v [2] nebo [3]. Výhody tohoto p°í-
stupu oproti ostatním algoritm·m se projeví aº p°i relativn¥ velkém mnoºství
rozli²ovaných atribut· a pro p°ípad této práce je p°ístup pomocí SVM zbyte£n¥
náro£ný.
2.1.2 Neuronové sít¥ pro analýzu dat
Neuronové sít¥ nelze pouºít jako základní prost°edek pro analýzu dat, protoºe
jejich aplikace ve v¥t²in¥ p°ípad· uº vyºaduje ur£itou základní p°ípravu dat.
Jejich aplikace je ale v této oblasti p°ínosná nap°íklad pro shlukovou analýzu.
Kohonenovy samoorganizující mapy jsou typickým prost°edkem, který dokáºe
analyzovat vnit°ní vztahy uvnit° nam¥°ených soubor· dat (p°ehled postup· lze
najít nap°íklad v [4]). Tyto sít¥ jsou rovn¥º dobrým prost°edkem, kterým m·ºe
být analyzována závislost jednotlivých m¥°ených veli£in - obdobn¥ jako statistic-
kou korelací. Pro Kohonenovy mapu bylo vytvo°eno mnoho vizualiza£ních metod,
které pomáhají vyhodnocovat nalezené shluky v datech. U tohoto typu sítí není
velkým problémem dimenze vstupních dat, jako nap°íklad u statistických metod.
Náro£nost výpo£tu shluk· pomocí SOM je ve v¥t²í mí°e závislá spí²e na kvalit¥
(ostrosti hran) jednotlivých shluk· a samoz°ejm¥ i na návrhu metriky pouºité
v SOM síti. Bliº²í informace o obecných postupech v sítích SOM je uveden v sa-
mostatné kapitole v¥nované neuronovým sítím.
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2.2 Klasiﬁkace
Klasiﬁka£ní problémy °e²í problémy jak rozd¥lit vícerozm¥rná data do skupin,
která mají n¥jakou spole£nou vlastnost.
2.2.1 Rozhodovací stromy
V p°ípadech, kdy jsou závislosti popsatelné pomocí ur£itých pravidel, lze na kla-
siﬁkaci t¥chto závislostí pouºít rozhodovací stromy. Pro aplikaci rozhodovacích
strom· v zadané problematice je ale velmi sloºité nalézt pro mnoºinu vstupních
dat konkrétní pravidla, která by byla obecn¥ platná. Problémem jsou nap°íklad
p°ípady, kdy pro stejná meteorologická data poskytují experimenty rozdílné vý-
sledky vlivem nemoºnosti podchytit v²echny atmosferické vlivy nam¥°enými me-
teodaty. V takových problémech by konstrukce rozhodovacích strom· selhala.
P°ehled p°ístup· k tvorb¥ rozhodovacích strom· lze najít nap°íklad v [5].
2.2.2 Fuzzy logika
Fuzzy logiku lze povaºovat za roz²í°ení standardní logiky o míru pravd¥podob-
nosti. Tento p°ístup op¥t naráºí na problém s deﬁnicí p°íslu²ných pravidel stejn¥
jako v p°ípad¥ rozhodovacích strom·. Nicmén¥ na základ¥ publikace [6] lze p°ed-
pokládat, ºe pomocí fuzzy logiky lze zmírnit n¥které problémy rozhodovacích
strom· (p°edev²ím práv¥ neur£itost pro sporná vstupní data).
2.2.3 Neuronové sít¥ pro klasiﬁkaci
Neuronové sít¥ s vhodn¥ navrºenou architekturou mohou slouºit jako univerzální
aproximátory a klasiﬁkátory obecných nelineárních vícerozm¥rných funkcí. To
bylo v literatu°e [7] jiº dokázáno. Pro svoji funk£nost nepot°ebují ºádné p°ed-
chozí znalosti fyzikálních zákonitostí, které se v pouºívaných datech vyskytují.
Jejich problémem je ale jejich speciﬁ£nost pro konkrétní problém. Neuronové sít¥
jsou schopny zpracovat relativn¥ velká mnoºství dat, mají schopnost generalizace
- tedy zobecn¥ní nau£ených vztah· - a v neposlední °ad¥, vhledem k výpo£et-
nímu aparátu, kterým jsou jednotlivé neurony tvo°eny, mohou mít tyto sít¥ ur-
£itou odolnost v·£i chyb¥, resp. ²umu, který se na vstupu objevuje. Problémem
ale je fakt, ºe v komplexních závislostech m·ºe být ur£itý ²um obsaºen i na vý-
stupu t¥chto sítí. Vlastnosti neuronových sítí tedy svými vlastnosti °e²í mnoºství
o£ekávaných problém· ve zkoumané oblasti.
2.3 Predikce
Predikcí je povaºován p°ístup, kdy na základ¥ p°edchozího vývoje odhadujeme
dal²í vývoj veli£iny. Tento vývoj ale m·ºe být závislý i na dal²ích parametrech,
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které mohou do predikce více nebo mén¥ zasahovat. Vliv t¥chto parametr· nemusí
být jednodu²e kvantiﬁkovatelný.
2.3.1 Nelineární regrese a predikce £asových °ad
Nelineární regrese je podle [8] p°ístup, kdy se snaºíme proloºit nelineární funkcí
mnoºinu ur£itých dat tak, aby byla minimalizována interpola£ní chyba této funkce.
Pro regresi lze pouºít celou °adu funkcí, ale pro experimentální data nelze p°e-
dem ur£it typ a °ád této funkce. Vzhledem k rozm¥ru experimentálních dat není
ani prakticky moºné stavový prostor p°ehledn¥ znázornit. Pro vyuºití nelineární
regrese by bylo zapot°ebí postupn¥ otestovat vytipované regresní funkce, které
mají moºnost aproximovat tak sloºitou závislost jako jsou meteorologické vlivy.
Statistická predikce £asových °ad je komplexní statistický obor, typickou meto-
dou pro pouºití statistiky na zadaný problém by mohla být dekompozi£ní metoda
predikce £asových °ad [9]. Je z°ejmé, ºe atmosferické vlivy lze dekomponovat na
vlivy zp·sobené ro£ním obdobím, st°ídáním dne a noci a pak atmosferickými
vlivy, které mají velkou dynamiku zm¥n. Dlouhodobé odchylky lze aproximovat
regresními metodami. Problém ale budou zp·sobovat náhlé zm¥ny v meteorolo-
gických datech. Ty jsou statisticky postihnutelné nap°íklad klouzavým pr·m¥-
rem a podobnými krátkodobými aproximacemi. I p°es tyto moºnosti ale nelze do
statistik implementovat velmi rychlé dynamické zm¥ny a krátkodobé úniky zp·-
sobené turbulencemi, které se £asto vyskytují nap°íklad u FSO spoj·. Z popisu
metod je z°ejmé, ºe nevýhodou pouºití této metody je nutná znalost alespo¬ n¥ja-
kých vlastností experimentálních dat. V p°ípad¥ jejich neznalosti pak statistická
metoda nem·ºe poskytovat dostate£né univerzální výsledky.
2.3.2 Neparametrický data-ﬁtting
Tento p°ístup lze podle [10] pouºít pro p°ípady nam¥°ených dat (tedy zatíºe-
ných nejistotou), u kterých neznáme p°edem p°edpokládaný tvar funkce, kterou
bychom t¥mito body mohli proloºit (to je typický p°ípad vyuºití curve-ﬁttingu).
Ú£elem této metody je ale ve obvykle nalézt trend vývoje konkrétní mnoºiny
bod·. To není pro ná² p°ípad optimální, protoºe n¥které atmosferické vlivy mo-
hou mít rychlou dynamiku zm¥n a tímto p°ístupem bychom se o tyto zm¥ny
mohli p°ipravit. Tuto metodu je moºné vyuºít pro predikci dlouhodobého vývoje
ale i jako dopln¥k nebo náhradu n¥které ze statistických metod z p°edchozího
odstavce.
2.3.3 Neuronové sít¥ pro predikci
Neuronové sít¥ op¥t velmi dob°e korespondují s °e²eným problémem. Lze nalézt
jejich vyuºití v predikci £asových °ad (jsou známy jejich aplikace ve ﬁnan£nictví,
technologických procesech a v neposlední °ad¥ i pro enviromentální vlivy). Kon-
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krétní aplikace neuronových prediktor· v oblasti radiových a optických spoj· ale
zatím nebyla nikde konkrétn¥ analyzována. Pomocí n¥kterých architektur neuro-
nových sítí lze p°edpokládat dosaºení dobrého £asového prediktoru pro konkrétní
environmentální vlivy na telekomunika£ní spoje.
2.4 Výb¥r vhodných metod
Z p°edchozí re²er²e je na základ¥ popsaných vlastností jednotlivých p°ístup· vy-
brána následující skupina metod, které nejlépe korespondují se zadanými pro-
blémy a metodika jejich pouºití bude podrobn¥ji popsána dále v práci:
1. Analýza dat:
• Statistická analýza nam¥°ených dat - zji²t¥ní statistického rozloºení,
korelace jednotlivých m¥°ených veli£in
• Analýza pomocí neuronových sítí - Shluková analýza pomocí Kohone-
nových samoorganizujících map, analýza závislostí jednotlivých m¥°e-
ných veli£in
2. Klasiﬁka£ní problémy:
• Neuronové sít¥ - typickou architekturou jsou vícevrstvé dop°edné neu-
ronové sít¥, u kterých bylo dokázáno, ºe mohou fungovat jako univer-
zální a nelineární klasiﬁkátor a aproximátor.
3. Prediktivní problémy:
• Neuronové sít¥ - dokáºí díky svým schopnostem generalizace a odol-
nosti v·£i chybám ve vstupních datech aproximovat obecné nelineární
funkce. Jejich uplatn¥ní se rovn¥º dá nalézt v predikci £asových °ad
(typicky i ﬁnan£ních a technologických dat, která jsou ovliv¬ována
vn¥j²ím prost°edím a toto prost°edí není moºné do v²ech detail· po-
psat). V zadaném problému, kde jsou k dispozici relativn¥ komplexní
meteorologická data a kdy je cílem na krat²í £asový úsek odhadovat
dal²í vývoj kvality FSO spoje, se neuronové sít¥ pouºívané pro predikce
£asových °ad zdají být velmi vhodným kandidátem na aplikaci.
Kapitola 3
Sou£asný stav problematiky
Tato kapitola popisuje aktuální stav problematiky metod odhadu a predikce at-
mosferických vliv· na radiové i optické bezdrátové spoje. V jednotlivých podka-
pitolách jsou rovn¥º popsány fyzikální principy, které uvedené telekomunika£ní
spoje ovliv¬ují a je na n¥ odkazováno v následujících kapitolách. Popsané hlavní
vlivy a jejich vlastnosti jsou uvaºovány p°i tvorb¥ metodiky, která je cílem práce.
3.1 Oblast radiových spoj·
Pro °e²ení vlivu atmosferických vliv· na radiové spoje v sou£asnosti existuje °ada
doporu£ení ITU-R [11, 12, 13, 14, 15, 16]. Jejich obsahem jsou p°edev²ím postupy
pro výpo£et útlumu zp·sobeného hydrometeory, vzdu²nými aerosoly a podobn¥.
Pro výpo£et ²í°ení v závislosti na stavu atmosféry existuje °ada model·, ty-
picky parabolická rovnice. K jejímu °e²ení existuje celá °ada algoritm· a p°ístup·
publikovaných nap°íklad v [17], [18], [19] a °ad¥ dal²ích.
Dal²í podrobnosti k jednotlivým vliv·m prost°edí a výpo£etním model·m jsou
podrobn¥ji popsány dále v textu.
První £ást této kapitoly se okrajov¥ dotýká dálkového pr·zkumu Zem¥. Ohledn¥
radiového pr·zkumu troposférických jev·, které mají vliv na ²í°ení elektromag-
netické vlny byly publikovány nap°íklad práce [20] a [21]. Tyto práce se v¥nují
p°edev²ím refraktivit¥ v souvislosti se vzdu²nými aerosoly.
Byly publikovány i £lánky zam¥°ené na radiovou analýzu vlastností hydrome-
teor· [22]. Existují i dal²í metody pro odhad proﬁlu refraktivity na experimen-
tálním spoji vyuºitého v této práci [23].
3.1.1 Publikované metody pro odhad refraktivity v tropo-
sfé°e
Znalost zm¥n refraktivity v £ase a prostoru je d·leºitá pro pochopení mechanismu
²í°ení elektromagnetické vlny v prost°edí a pro zji²t¥ní jakým zp·sobem vznikají
úniky. Refraktivita siln¥ ovliv¬uje ²í°ení v okamºiku, kdy ²í°ení není siln¥ ovliv-
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¬ováno siln¥j²ími vlivy jako je absorpce a rozptyl na hydrometeorech. Byly pro-
vád¥ny experimenty zam¥°ené p°edev²ím na vznik vlnovodných kanál· a to p°e-
dev²ím v p°ímo°ských oblastech, kde jsou pov¥trnostn¥ naprosto jiné podmínky
neº ve vnitrozemí. Tyto experimenty byly publikovány v literatu°e - nap°. v [24]
a [25]. Podmínky, jaké panují mezi vysíla£em a p°ijíma£em, byly v t¥chto expe-
rimentech odvozovány práv¥ na základ¥ nam¥°ených úrovní mikrovlnných spoj·.
Naproti tomu nap°íklad v publikaci [26] je výskyt vlnovodného kanálu prediko-
ván pouze na základ¥ meteorologických m¥°ení. Existuje pouze n¥kolik publikací,
které by se zabývaly kombinovanými experimenty jako je ten pouºitý v této práci.
Kombinované experimenty lze najít v [27], [28], [29], [30]. Rovn¥º existují i pub-
likace, které pracují s refraktivitou v troposfé°e za pomoci r·zných neuronových
sítí. Tyto experimenty op¥t nezahrnují kombinaci meteorologických a radiových
dat - viz. nap°íklad [31]. Dal²ím p°ístupem k odhadu proﬁlu refraktivity za po-
moci neuronových sítí je vyuºití jiných spoj· neº terestriálních. Publikace [32]
popisuje odhad refraktivity atmosféry pomocí nam¥°ených dat z radiových spoj·
k GPS druºicím. Na experimentálním spoji, který byl vyuºit i v této práci, byla
v [33] publikována metoda, která na základ¥ známých fyzikálních vztah· predi-
kuje gradient refraktivity za vyuºití p°ekáºky v trase spoje. Gradient refraktivity
je touto metodou odhadován aº s velmi dobrou 70% p°esností.
3.2 í°ení radiového signálu v troposfé°e
A£koli p°edm¥tem této práce není výzkum a kvantiﬁkace konkrétních fyzikálních
zákonitostí vlivu atmosféry na bezdrátové spoje, je t°eba popsat meteorologické
jevy a jejich vlastnosti, které tyto spoje ovliv¬ují. Z následujícího p°ehledu jed-
notlivých atmosferických jev· lze p°edpokládat multidimenzionalitu a dynamiku
jejich vlivu na komunika£ní spoje.
3.2.1 Meteorologické jevy ovliv¬ující ²í°ení
3.2.1.1 Sráºky
Sráºky mohou mít r·znou intenzitu a mohou být tvo°eny jak vodními kapkami,
tak i sn¥hovými vlo£kami nebo ledovými krystalky. M¥°ení sráºek lze provád¥t
pomocí sít¥ sráºkom¥r· nebo pomocí meteorologického radaru. Sráºkom¥ry po-
skytují v¥t²í p°esnost m¥°ení sráºek, ale radar je schopen lépe pokrýt sledované
území, kdy je m¥°ena odrazivost a mnoºství (distribuce) sráºek je z ní p°epo£í-
táváno pomocí empirických vztah·, kterých existuje celá °ada pro r·zné druhy
atmosfér a z velké £ásti jsou zaloºeny na práci [34] a [35]. Z hlediska ²í°ení elek-
tromagnetické vlny se kapka chová jako ztrátové dielektrikum, na kterém dochází
k absorpci energie. V kapce se indukují posuvné proudy a elektromagnetická
energie se p°em¥¬uje na tepelnou. Zárove¬ na kapce dochází k rozptylu, který je
podrobn¥ji popsán v kapitole 3.5.2.
KAPITOLA 3. SOUASNÝ STAV PROBLEMATIKY 10
3.2.1.2 P°ízemní obla£nost
Typickým jevem, který m·ºe výrazn¥ ovliv¬ovat ²í°ení je p°ízemní obla£nost a její
typický druh Stratus ([36]). Tato obla£nost se vyskytuje v nejniº²ích vrstvách
troposféry, ve kterých jiº v n¥kterých p°ípadech prochází elektromagnetická vlna
z pozemních spoj·. Vzniká velmi £asto z mlhy, která se zvedá od zem¥ a vytvá°í
tak jednolité vrstvy, které mají malou vertikální mohutnost, ale jsou rozprost°eny
ve velké plo²e. asto má vzhled jednolité ²edé plochy p°es celou oblohu. Dále m·ºe
Stratus vznikat p°i odparu z ploch zadrºujících vzdu²nou vlhkost. V tom oka-
mºiku mívá Stratus vhled men²ích roztrhaných útvar·, které za£ínají na úrovni
korun strom· a mohou být ve více vrstvách. Stratus je vodním oblakem a v zim-
ních m¥sících m·ºe obsahovat i krystaly ledu. Nezp·sobuje výrazné sráºky, ale
spí²e jemné mrholení a v zim¥ vypadávání sn¥hových krupi£ek. Stratus je svojí
strukturou velmi podobný mlze, ale meteorologicky se jedná o jiný jev. Výpo£et
útlumu p°i pr·chodu nízkou obla£ností je moºno nalézt v [14].
3.2.1.3 Mlha
Mlha obvykle leºí ve vý²kách od zemského povrchu nejvý²e do stovek metr·.
Vzniká p°i teplotách kolem rosného bodu, kdy se vzduch nasytí vodními parami.
Je tedy tvo°ena vodními kapkami, p°ípadn¥ v zim¥ m·ºe být tvo°ena ledovými
krystalky. Mlhy mohou být zp·sobeny r·znými faktory. V blízkosti m¥st a pr·-
myslových podnik· lze identiﬁkovat mlhy s obsahem zplodin jako jsou nap°íklad
produkty ho°ení, dále mohou být mlhy zp·sobeny p°i pohybu vlhkého vzduchu
v údolních kotlinách nebo t°eba p°i pohybu teplé masy vzduchu na chladn¥j²í
zemský povrch. Efektem mlhy je tedy výrazné sníºení dohlednosti od °ádu desí-
tek metr· do cca 5 km. Vzhledem k principu vzniku je výskyt mlh £asov¥ závislý
a £asto se vyskytují p°i inverzním charakteru po£así. Mlha, podobn¥ jako v p°í-
pad¥ sráºek, zp·sobuje ztráty kv·li rozptylu a absorpci na £ásticích obsaºených
v atmosfé°e. Vliv mlhy je markantní aº p°i vy²²ích radiových frekvencích a v op-
tickém spektru.
3.2.1.4 Ostatní jevy
Vliv na ²í°ení radiového signálu mají dal²í meteorologické jevy - od v¥tru, se
kterým se p°esouvá obla£nost a mlhy, ochlazuje zem a zvedá prach z polí, aº po
zm¥ny teplot a tlak· na frontalních rozhraních. Vliv t¥chto jev· je prakticky t¥ºko
kvantiﬁkovatelný, protoºe tyto jevy obvykle p·sobí v kombinaci a nelze tak od
sebe odd¥lit vliv v¥tru a obla£nosti, kombinace mlhy a v¥tru a podobn¥. Dal²ím
problémem je ur£ování t¥chto vliv· na del²í spoje, protoºe obvykle nelze zm¥°it
meteorologické veli£iny s dostate£nou jemností po celé délce spoje.
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3.2.2 Útlum zp·sobený pr·chodem elektromagnetické vlny
prost°edím
Doporu£ení ITU-R P.676 [12] zahrnuje metodiku, pomocí které je moºné ur£it
speciﬁcké útlumy atmosferických plyn· pro frekvence do 1000 GHz. Tento útlum
je dán p°edev²ím rezonancemi molekul plyn· obsaºených v atmosfé°e. Vstupními
daty pro tyto metodiky je p°edev²ím teplota, tlak a vlhkost. Jsou zde p°ehledn¥
uvedeny pr·b¥hy útlumu pro r·zné frekvence pro atmosféru s deﬁnovanou kon-
centrací vodních par. Zárove¬ je zde uveden postup výpo£tu speciﬁckého útlumu
pro r·zné nadmo°ské vý²ky.
3.2.3 Útlum hydrometeory
Hydrometeory jsou v²echny meteorologické jevy, které v atmosfé°e udrºují v¥t²í
mnoºství vody v libovolném skupenství s výjimkou obla£nosti. Typicky se jedná
o sráºky v²ech druh·, mlhy a zví°ený sníh. Útlum hydrometeory se výrazn¥ proje-
vuje od frekvence 10 GHz a vý². Obecn¥ se k °e²ení útlumu elektromagnetického
vln¥ní zp·sobeného hydrometeory p°istupuje statisticky. Tato statistika m·ºe být
zaloºená bu¤ na plo²ných vlastnostech de²t¥ nebo na analýze vlastností vodních
kapek (nebo jiných vodních objekt·), které se v daném hydrometeoru vyskytují.
Speciﬁcký útlum zp·sobený de²t¥m je úm¥rný intenzit¥ sráºek. Základní pouºí-
vaný model uvádí doporu£ení ITU [11], který uvádí moºnosti výpo£tu útlumu
spoje na deﬁnované frekvenci, polarizaci, délce spoje a p°edev²ím statisticky de-
ﬁnovaných intenzitách de²t¥ v pr·m¥rném roce. Tento model je platný pro spoje
o frekvencích do 50 GHz a délce do 60 km. Zpráva [37] uvádí p°ehled a srov-
nání jednotlivých model· odhadu intenzity sráºek pro pr·m¥rný rok, pr·m¥rný
nejhor²í m¥síc a pro kombinaci pr·m¥rného roku a pr·m¥rného nejhor²ího roku.
Metoda ITU-R [11] je hodnocena spole£n¥ s metodami Lefrancois [38], Stutzman-
Dishman [39] a Lin I [40] jako nejspolehliv¥j²í pro testovací spoje rozmíst¥né po
celé Evrop¥.
3.2.4 Atmosférické turbulence
V atmosfé°e probíhají relativn¥ chaotické toky plyn·, toto proud¥ní m·ºe být
laminární, ale p°i dosaºení vy²²ího Reynoldsova £ísla se m¥ní na turbulentní.
P°i turbulentním proud¥ní vzduchu vznikají víry, které zp·sobují homogenizaci
vlastností atmosféry v dané malé oblasti. Víry mohou mít r·zné velikosti a jejich
tvar a velikost není stálá. Víry se s postupem £asu rozpadají na men²í. Turbulence
mohou mít velikosti od °ádu milimetr· aº do desítek metr·. V t¥chto oblastech
se oproti okolí m¥ní rychlost a sm¥r proud¥ní v¥tru, teplota, vlhkost a p°edev²ím
i refraktivita prost°edí. Turbulence se £asto vyskytují i v místech konvektivního
proud¥ní vzduchu. Pr·b¥h a vlivy vzdu²ných turbulencí je podrobn¥ji popsán
v knize [41].
KAPITOLA 3. SOUASNÝ STAV PROBLEMATIKY 12
Hlavní vliv turbulencí na ²í°ení elektromagnetické vlny jsou zm¥ny v refrakti-
vit¥, jejíº dopady budou rozebrány v dal²ím odstavci. D·sledkem pr·chodu elek-
tromagnetické vlny je rovn¥º scintilace, coº je £asov¥ prom¥nná zm¥na v úrovni
p°ijímaného signálu. Tato scintilace bývá obvykle po£ítána jako rozptyl úrovn¥
signálu v ur£itém £asovém úseku. Dal²ím efektem turbulencí je rozptyl, který na-
stává na malých nehomogenitách, kterými mohou být i turbulence. Míra rozptylu
je závislá na frekvenci vln¥ní a velikosti nehomogenit.
3.2.5 Troposférická refrakce
K troposférické refrakci dochází p°i pr·chod· elektromagnetické vlny p°es pro-
st°edí s r·zným indexem lomu. Literatura [42] uvání index lomu troposféry v roz-
mezí cca od 1,000110 do 1,000325. Prakticky se ale pro vyjád°ení indexu lomu
zavádí refraktivita N , která má jednotku N-unit a je deﬁnována:
N = (n− 1) · 106, (3.1)
kde n je index lomu.
Výpo£et refraktivity uvádí doporu£ení ITU [43], které zárove¬ uvádí typické
hodnoty refraktivity pro celou Evropu a sv¥t a vztahy pro p°epo£et refraktivity
v závislosti na nadmo°ské vý²ce. Refraktivita je deﬁnována vztahem
N =
77, 6
T
(P + 4810
e
T
), (3.2)
kde T je absolutní teplota [K], P je atmosferický tlak [hPa] a e je tlak vodních
par:
e =
H · es
100
, (3.3)
kde H je relativní vlhkost [%] a es je tlak nasycených vodních par p°i p°íslu²né
teplot¥. Tlak vodních par lze je²t¥ získat za pouºití ITU-R P.836 [13], kde lze
v p°íloze najít parametr hustoty vodních par ρ, který je pouºit ve vztahu:
e =
ρ · T
216, 7
. (3.4)
V praktických aplikacích se obvykle sleduje vý²ková zm¥na refraktivity, resp.
gradient refraktivity v ur£ité vrstv¥ troposféry. V nejniº²ích vrstvách troposféry,
kterými se zabývá tato práce je podle [43] vý²kový gradient refraktivity:
dN
dh
= −40N/km. (3.5)
Tato hodnota je statisticky zji²t¥ná hodnota. Prakticky se ale gradient refrakti-
vity velmi siln¥ m¥ní se zm¥nami po£así, ale i se st°ídáním dne a noci a ro£ních
období. Hodnota gradientu ale vyjad°uje pr·m¥rnou hodnotu v n¥kolika kilomet-
rové vrstv¥ nejblíº k zemi. Pokud budeme pr·b¥h refraktivity zji²´ovat v men²ích
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krocích, zjistíme, ºe pr·b¥h refraktivity rozhodn¥ není lineární, ale lze ho po
ur£itých krocích lineárn¥ interpolovat. Tím lze získat vý²kový proﬁl refraktivity.
Pokud elektromagnetická vlna prochází r·znými vrstvami s r·znou refrak-
tivitou, dochází k jeho zak°ivení - to je dáno Snellovým zákonem lomu. Lite-
ratura [42] uvádí výpo£et polom¥ru zak°ivení takového paprsku v závislosti na
gradientu refraktivity. Pro hodnotu gradientu refraktivity -40 N/km odpovídá
polom¥ru zak°ivení cca 25000 km. To znamená, ºe se vlna ne²í°í p°ímo£a°e, ale
ohýbá se sm¥rem k zemi. Tomuto zak°ivéní tedy odpovídá standardní refrakce -
zobrazena na obr. 3.1.
Obr. 3.1: Standardní refrakce
Dal²ím efektem, který m·ºe nastat, je subrefrakce (obr. 3.2). Ta nastává
v okamºiku, kdy je paprsek procházející troposférou zak°iven s v¥t²ím polom¥rem
neº p°i standardní refrakci. Této situaci odpovídá gradient refraktivity dN/dh>-
40 N/km. M·ºe nastat i situace, kdy se paprsek odklání od zem¥, tomu odpovídá
dN/dh>0 N/km.
Obr. 3.2: Subrefrakce
Superrefrakce je dal²ím jevem, který nastává v atmosfé°e. Je zobrazen na
obr. 3.3 a jedná se o ohyb paprsku, který je s men²ím polom¥rem neº v p°í-
pad¥ standardní refrakce, ale zárove¬ v¥t²ím neº je polom¥r Zem¥. Pro vý²kový
gradient refraktivity tedy platí dN/dh<-40 N/km.
V okamºiku, kdy je polom¥r ohybu paprsku shodný s polom¥rem Zem¥, na-
stává p°ípad, kdy by se paprsek mohl ²í°it rovnob¥ºn¥ se zemí. Tomu odpo-
vídá gradient refraktivity dN/dh=-157 N/km. Pro p°ípad, kdy se paprsek ohýbá
s polom¥rem men²ím neº polom¥r Zem¥, dopadá elektromagnetická vlna na zem
a odráºí se od ní. Míra tohoto odrazu je dána i parametry zem¥ v míst¥ dopadu
(typicky její vodivostí). Tento jev se nazývá p°ízemní vlnovodný kanál (surface
duct) a je nazna£en na obr. 3.4
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Obr. 3.3: Superrefrakce
Obr. 3.4: P°ízemní vlnovodný kanál
Speciální p°ípad vlnovodného kanálu nastává, pokud jsou v ur£ité vý²ce nad
terénem spln¥ny p°edpoklady pro vznik vlnovodného kanálu. Pak p°i vhodné
elevaci paprsku m·ºe docházet ke vzniku vyvý²eného vlnovodného kanálu, jehoº
p°íklad je uveden na obr. 3.5.
Obr. 3.5: Vyvý²ený vlnovodný kanál
3.3 Metody výpo£tu vlivu troposférické refrakce
na radiové spoje
Ze statistických hodnot refraktivity uvedených v [43] lze získat pouze statistické
hodnoty únik· v ur£itých £asových intervalech. Pro p°ípady °e²ení konkrétního
vlivu rozloºení refraktivity existuje moºnost numerického °e²ení parabolické rov-
nice (3.6) publikované v [19] nebo n¥které z metod geometrické optiky jako je
raytracing. Parabolická rovnice je deﬁnována jako:
∂2E
∂h2
− 2
(
2pi
λ
)
∂E
∂d
+
(
2pi
λ
)2
(n2 − 1)E = 0, (3.6)
kde E je intenzita elektrického pole, n je index lomu, d vzdálenost, h je vý²ka
a λ vlnová délka. Její °e²ení je relativn¥ náro£né a bylo uº publikováno mnoºství
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£lánk· zabývajících se konkrétními °e²eními n¥kterých problém· ²í°ení.
Raytracing v oblasti ²í°ení je metoda, kdy se v ur£itém kroku studuje pr·b¥h
jednotlivých paprsk· a °e²í se jeho zak°ivení na základ¥ pr·b¥hu refraktivity
a tedy i efekt· uvedených v odstavci 3.2.5. Jeho srovnání s °e²ením parabolické
rovnice je uvedeno nap°íklad v [44] a [45].
3.4 Oblast bezdrátových optických spoj·
V oblasti atmosferických vliv· na FSO spoje byla publikována °ada prací, která se
zabývá odhady speciﬁckých útlum· atmosferických jev· jako je mlha, dé²´ a sníh.
Tyto speciﬁcké útlumy jsou p°eváºn¥ zaloºeny na znalosti statistických vlastností
p°íslu²ných atmosferických jev·.
Pro útlumy zp·sobené mlhou byly publikovány nap°íklad Kim·v model [46]
a Kruse·v model [47], které jsou závislé na viditelnosti, vlnové délce a mnoºství
vodních kapek v prost°edí. Byly publikovány i srovnání jednotlivých metod v [48].
Pro speciﬁcký útlum zp·sobený de²t¥m existují doporu£ení ITU-R [16].
Dal²ími studovanými vlivy jsou scintilace optických spoj·. Pro moderní ko-
munika£ní sluºby je vyºadována velká ²í°ka pásma, a zárove¬ musí být deﬁnovaná
minimální ²i°ku pásma, aby byla zaru£ena bezchybnost p°enosu dat v reálném
£ase. Práv¥ scintilace zp·sobují zvý²ení chybovosti linky a tím zmen²ení ²í°ky
pásma. Scintilace jsou rovn¥º spojeny s turbulencemi v p°enosovém médiu. Stu-
diem scintilací zp·sobených turbulencemi se zabývají nap°íklad publikace [49],
[50], [51], [52] a [41].
Vzhledem k tomu, ºe FSO je uº relativn¥ dlouho pouºívaná technologie, jsou
publikovány výsledky dlouhodobých m¥°ení spolehlivostí t¥chto spoj· nap°íklad [53]
a [54].
V souvislosti s FSO spoji se objevují studie diverzitních spoj·. V oblasti zájmu
je studium prostorová diverzity optických spoj· a pak statistické zpracování spo-
lehlivosti hybridních spoj·, ve kterých se k p°enosu dat pouºívá kombinace FSO
a radiového spoje. Zde je p°edpoklad, ºe pr·b¥h atmosferických vliv· na FSO
a radiové spoje není shodný, tudíº lze u t¥chto spoj· odhadovat diverzitní zisk,
závislý na prost°edí. R·zné technologie t¥chto hybridních spoj· byly publikovány
nap°íklad v [55], [56] a [57]. Studie zabývající se spolehlivostí takových spoj· byly
publikovány v [58], [59] a dal²ích.
3.5 Vlivy prost°edí na FSO spoje
Vliv po£así na funkci FSO spoj· je d·leºitým faktorem, který musí být p°i ná-
vrhu ([60]) t¥chto spoj· brán v úvahu. P°i p°enosu dat pomocí t¥chto spoj· se
jedná vlastn¥ o p°enos elektromagnetické energie a tento p°enos je naru²ován
vlivy jako je rozptyl na £ásticích, které se mohou ve vzduchu objevovat. Na t¥-
mito spoji pouºívaných vlnových délkách se jedná zejména o vzdu²né aerosoly,
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s velikostí £ásti °ádov¥ od 0, 1µm do 100µm (to m·ºe být nap°íklad i mlha, ale
i dal²í látky popsané dále v této kapitole), které zp·sobují velké ztráty p°i ²í-
°ení elektromagnetické vlny. Tyto ztráty jsou do velké míry zp·sobeny Mieovým
rozptylem. Toto tvrzení je podpo°eno teoretickými studiemi [61], [62] a byly pu-
blikovány i výsledky m¥°ení jako nap°íklad [63] a [64].
Dal²ím nezanedbatelným vlivem jsou tepelné turbulence. Tyto turbulence mo-
hou zp·sobovat vychýlení a rozost°ení sv¥telného svazku. Teoreticky byly vlivy
turbulencí rozebrány v [65], [49] a experimentáln¥ ov¥°ené vlivy byly publikovány
nap°íklad v [66].
3.5.1 Extinkce
Extinkce je zp·sobena dv¥ma hlavními vlivy: absorpcí a rozptylem v médiu, tedy
atmosfé°e. Tyto jevy odebírají laserovému paprsku energii a tím omezují dosah
FSO spoj·. Extinkci v principu zp·sobují samotné atomy a molekuly média a zá-
rove¬ i v¥t²í £ástice - vzdu²né aerosoly. Jak je popsáno v [67], míra extinkce je
p°ímo úm¥rná intenzit¥ zá°ení a mnoºství materiálu, kterým paprsek prochází za
p°edpokladu konstantního sloºení média a fyzikálních vlastností jako je vlhkost,
teplota a podobn¥. Vliv extinkce je na intenzitu procházejícího zá°ení popsán
rovnicí
Iν = I0e
−τν , (3.7)
kde τν je optická tlou²´ka prost°edí pro zá°ení o vlnové délce µ. Optická tlou²´ka
prost°edí mezi body x1 a x2 je deﬁnována jako
τν(x1, x2) =
∫ x2
x1
βext,ν(s) ds, (3.8)
kde βext,ν(s) je koeﬁcient extinkce závislý na vlnové délce a na samotném pro-
st°edí. Tento koeﬁcient je sou£tem koeﬁcientu absorpce a rozptylu prost°edí.
Hlavním p°isp¥vatelem k útlumu paprsku o vlnových délkách pouºívaných
v FSO spojích je absorpce na molekulách média. Tato absorpce zp·sobuje zm¥ny
elektronových stav· na molekulách chemických slou£enin, kterými paprsek pro-
chází. V souvislosti s tím je z°ejmé, ºe absorpce bude vºdy závislá na pouºité
vlnové délce. Pro vlivy molekulární absorpce a souvisejících jev· existují modely,
které dokáºí odhadnout koeﬁcient extinkce v závislosti na viditelnosti a vlastnos-
tech hydrometeoru, které jsou ve sm¥ru ²í°ení paprsku v médiu. T¥chto statistic-
kých model· existuje celá °ada, nap°. [63]. V¥t²ina t¥chto model· je zaloºena na
statistických vlastnostech hydrometeor·. Tato statistika je v²ak obtíºn¥ m¥°itelná
b¥ºnými meteorologickými prost°edky.
Dal²ím vlivem m·ºe být extinkce na v¥t²ích £ásticích, typicky vzdu²ných ae-
rosolech. Tyto £ástice mohou být zastoupeny v atmosfé°e po relativn¥ dlouhou
periodu. Jejich velikost uvaºujeme °ádov¥ od jednotek nm do desítek µm a typic-
kými zástupci jsou z p°írodních zdroj·:
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• prach z p·dy a skal, vulkanický prach,
• popílky,
• £ástice navázané na p°írodní výrony plyn· jako je H2S, NH3, NO8 a uhlo-
vodík·, které uvol¬ují rostliny,
• v p°ímo°ských oblastech i uvoln¥ná mo°ská s·l
Z £lov¥kem vytvo°ených £ástic jsou to p°edev²ím:
• p°ímé emise - pr·myslové, lokální topení apod.,
• £ástice navázané na vypou²t¥né emise SO2, NO8 a dal²í
ivotnost vý²e uvedených £ástic v atmosfé°e je do velké míry závislá na jejich
velikosti. Na základ¥ práce [68] lze °íci, ºe nejmen²í £ástice (pod 100 nm) mohou
v atmosfé°e p°etrvávat roky a v¥t²í £ástice (nad 10 µm) °ádov¥ hodiny aº mi-
nuty. Samoz°ejmostí je i rozdílná koncentrace t¥chto £ástic v r·zných prost°edích
(v m¥stských prost°edích jsou více p°ítomny pr·myslové emise a ve venkovském
prost°edí bude p°evládat prach ze zem¥d¥lské p·dy a obecn¥ koncentrace cizích
látek bude niº²í neº ve m¥st¥). V [69] byl publikován p°ehled výpo£etních a m¥-
°ících metod pro analýzu absorpce sv¥tla na vzdu²ných aerosolech.
3.5.2 Rozptyl
Rozptyl sv¥tla nastává v okamºiku, kdy elektromagnetická vlna dopadá na p°e-
káºku nebo nehomogenitu. Tato vlna interaguje s diskrétní £ásticí a v jednot-
livých molekulách vzniká indukovaný dipólový moment, který je sám zdrojem
elektromagnetického vln¥ní. V¥t²ina zá°ení je emitována se stejnou frekvencí jako
dopadající sv¥tlo, ale toto zá°ení je emitováno v r·zných sm¥rech. Lze tedy °íci,
ºe rozptyl sv¥tla není dán jen odrazem foton· nebo elektromagnetické vlny od
povrchu objektu, ale komplexní interakcí molekulární struktury p°ekáºky a dopa-
dající vlny. Pro kvantiﬁkaci jevu rozptylu sv¥tla jsou v sou£asnosti nejpouºívan¥j²í
dva p°ístupy - Rayleigh·v rozptyl a Mie·v rozptyl.
3.5.2.1 Rayleigh·v rozptyl
Rayleigh·v rozptyl, je p·vodn¥ formulován pro malé dielektrické (neabsorbující)
kulové £ástice. Kritériem pro vyuºití Rayleighova rozptylu je α 1, kde
α =
2pir
λ
. (3.9)
Parametr λ je vlnová délka dopadajícího polarizovaného sv¥tla a r je polom¥r
£ástice, jejíº rozptyl analyzujeme. V práci [70] lze najít odvození intenzity roz-
ptýleného sv¥tla pro absorbující i neabsorbující £ástice. Lze °íci, ºe prom = n−ık,
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kde n je index lomu materiálu £ástice zp·sobující rozptyl a k je materiálová kon-
stanta, která má vztah k absorpci £ástice. Ú£inné pr·°ezy (efektivní odrazné
plochy) pro takovou £ástici lze vyjád°it jako
σ = σrozptyl + σabsorpce, (3.10)
kde jednotlivé sou£ásti lze vyjád°it:
σrozptyl =
2λ2α6
3pi
∣∣∣∣∣m¯2 − 1m¯2 + 2
∣∣∣∣∣
2
, (3.11)
σabsorpce =
−λ2α3
pi
Im
(
m¯2 − 1
m¯2 + 2
)
. (3.12)
Sloºka σabsorpce m·ºe být zanedbána pro dielektrické £ástice (tj. kdyº k = 0).
Ztráta energie dopadajícího zá°ení s intenzitou I0 zp·sobená rozptylem bude
vyjád°ena jako:
E = I0σ. (3.13)
Rayleigh·v rozptyl je p°es svoje omezení relativn¥ £asto vyuºíván. V p°ípadech,
kdy je t°eba pouºít komplexn¥j²í modely rozptylu, lze vyuºívat Mie·v rozptyl.
Nevýhoda tohoto p°ístupu je nemoºnost pouºití tohoto p°ístupu pro £ástice, které
mají srovnatelnou velikost s vlnovou délkou.
3.5.2.2 Mie·v rozptyl
Jak uvádí literatura [71], Mie·v rozptyl je metoda, jejíº my²lenky byly poprvé
publikovány Gustavem Miem jiº v roce 1918, kdy byl nastín¥n postup výpo£tu
rozptylu sv¥tla pomocí Maxwellových rovnic. Mie·v rozptyl je tedy ucelená te-
orie, která je schopna vysv¥tlit a v mnoha p°ípadech i vypo£ítat rozptyl sv¥tla
na £ásticích, pro které neplatí Rayleigh·v p°ístup. Pomocí tohoto p°ístupu lze
vypo£ítat rozptyl na £ásticích, jejichº rozm¥r je srovnatelný nebo v¥t²í, neº je
vlnová délka dopadajícícho zá°ení. Analogicky p°i zachování velikosti £ástice lze
studovat rozptyl pro vy²²í frekvence. Pro Mieovu teorii byly publikovány metody,
které umoº¬ují výpo£et rozptylu na nesférických £ásticích - p°ehled uveden na-
p°íklad v [72]. Obecnou nevýhodou Mieova p°ístupu k rozptylu je jeho výpo£etní
náro£nost. Z toho d·vodu bývá Rayleighova teorie up°ednost¬ována v p°ípadech,
ve kterých je pouºitelná, protoºe rovn¥º poskytuje správné výsledky. Pro p°ed-
stavu sloºitosti výpo£tu zde uvádím vztahy pro výpo£et ú£inných pr·°ez· σrozptyl
a σabsorpce, stejn¥ jako u Rayleighova rozptylu v p°edchozím odstavci:
σrozptyl =
λ2
2pi
∞∑
n=0
(
(2n+ 1)(|an|2 +|bn|2)
)
(3.14)
σabsorpce =
λ2
2pi
∞∑
n=0
(
(2n+ 1)Re(an + bn)
)
. (3.15)
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Parametry an a bn jsou deﬁnovány za pouºití sférické Besselovy funkce prvního
°ádu Jn+1/2(z) a sférické Hankelovy funkce druhého °ádu Hn+1/2(z):
an =
Ψn(α)Ψ
′
n(mα)−mΨn(mα)Ψ′n(α)
ξn(α)Ψ′n(mα)−mΨn(mα)ξ′n(α)
(3.16)
bn =
mΨn(α)Ψ
′
n(mα)−Ψn(mα)Ψ′n(α)
mξn(α)Ψ′n(mα)−Ψn(mα)ξ′n(α)
(3.17)
Ψn(z) =
(
piz
2
) 1
2
Jn+1/2(z) (3.18)
ξn(z) =
(
piz
2
) 1
2
Hn+1/2(z) (3.19)
Na numerické °e²ení problém· pomocí Mieovy teorie rozptylu sv¥tla existuje
celá °ada numerických metod, jejich p°ehled a srovnání lze najít nap°íklad v [71].
3.5.3 Turbulence
Turbulence, jak byly popsány v kapitole 3.2.4, se uplat¬ují i u optických spoj·
FSO.
V literatu°e [73], [52] a [74] lze najít nam¥°ené charakteristiky scintilací FSO
spoj·, kdy míra scintilace je úm¥rná síle turbulencí a délka únik· a výrazných
scintilací má trvání od jednotek milisekund. Délka a míra scintilací se m¥ní v zá-
vislosti na délce spoje, po£así, ro£ním období a dokonce i v pr·b¥hu dne a mí°e
slune£ního svitu. St°ední hodnota scintilací dosahuje aº jednotek dB na kilomet-
rové vzdálenosti.
3.6 Zhodnocení sou£asného stavu
Sou£asný stav znalostí vlivu meteorologických jev· je jiº velmi dob°e popsán celou
°adou model·. Tyto modely jsou ale deﬁnované p°edev²ím statisticky a nejsou pri-
márn¥ závislé na £ase nebo na kombinaci jednotlivých atmosferických fenomén·.
Tato práce se tedy zam¥°í na kvantiﬁkaci kombinace více sou£asn¥ p·sobících
jev· (tak jak je to v atmosfé°e b¥ºné) a p·sobení kombinace t¥chto vliv· v závis-
losti na £ase. Zárove¬ bude snaha co nejmén¥ vyuºívat informace z existujících
model·.
Kapitola 4
Cíle práce
Základním cílem práce je ov¥°it, je-li moºné predikovat chování bezdrátových
spoj· v atmosfé°e bez znalosti fyzikáln¥ vyjád°ených vliv· jednotlivých mete-
orologických veli£in na radiový nebo optický signál. Na základ¥ takto obecn¥
deﬁnovaného cíle je stanoveno n¥kolik díl£ích cíl·, které budou postupn¥ °e²eny
a vyhodnocovány. Jednotlivé kroky vedou k sestavení jednotné metodiky zpraco-
vání dat pomocí metod um¥lé inteligence.
1. Výb¥r vhodného prost°edku pro zpracování experimentálních dat.
Na základ¥ výsledk· re²er²e metod uvedené v p°edchozí kapitole byla
pro práci s experimentálními daty zvolena metoda neuronových sítí. Tato
oblast je velmi rozsáhlá a v dal²ích kapitolách budou podrobn¥ diskutovány
jednotlivé architektury neuronových sítí pouºitelné pro °e²ení zadaných pro-
blém·. Tyto architektury budou postupn¥ ov¥°eny na experimentálních da-
tech a výkonnost bude analyzována.
2. Ov¥°ení vhodnosti zvolené výpo£etní metody na problému detekce mnoºství
sráºek v trase experimentálního spoje.
Pomocí jednodu²²ích architektur neuronových sítí bude otestována je-
jich vhodnost pro danou problematiku. Vzhledem k novosti neuronového
p°ístupu k dat·m z oblasti atmosferických vliv· na komunika£ní spoje je
touto analýzou stanovena orienta£ní p°esnost odhadu, kterou dokáºí neuro-
nové sít¥ poskytnout.
3. Návrh metodiky pro odhad gradientu refraktivity pomocí neuronové sít¥ na
základ¥ dat nam¥°ených na experimentálním spoji.
Cílem bude najít nový postup pro aplikaci neuronové sít¥ na odhad gra-
dientu refraktivity v oblasti experimentálního spoje, který je jiº v literatu°e
relativn¥ dob°e popsán prost°edky statistiky a existujícími modely. Tato
metodika bude naprosto opro²t¥na od známých fyzikálních princip· a vyu-
ºívat pouze nam¥°ená data bez zakomponování jejich skute£ného významu.
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4. Návrh metodiky pro konstrukci neuronové sít¥, která bude analyzovat vliv
aktuálního po£así na kvalitu FSO spoje.
Metodika navrºená pro radiové spoje poskytuje v n¥kterých p°ípadech
relativn¥ dobré p°esnosti predikce, ale dal²í zp°esn¥ní není kv·li povaze ex-
perimentu uº reálné. Protoºe není vzhledem k povaze experimentu moºné
p°ekonat popsané problémy, je p·vodní metodika pouºita na obdobný pro-
blém  odhad vlivu aktuální meteorologické situace na FSO spoje. Lze
p°edpokládat, ºe vzhledem k dostupnosti kvalitních dat z experimentálních
spoj·, bude tato metodika poskytovat p°esn¥j²í výstupy. Zárove¬ ji bude
moºno dále zp°es¬ovat  nap°íklad dal²ími meteorologickými £idly.
Kapitola 5
Neuronové sít¥ a jejich pouºití
Tato kapitola popisuje základní principy a terminologii neuronových sítí. Jejím
ú£elem je uvést problematiku neuronových sítí a pouºitou terminologii, která není
ve v²ech pramenech jednotná. Jednotlivé podrobnosti budou dále rozvíjeny ve
vytvá°ené metodice v navazujících kapitolách této práce. Jsou zde rovn¥º uvedeny
informace o sou£asném stavu problematiky v oblasti neuronových sítí, jejichº typy
jsou v této práci vyuºívány.
5.1 Historie
My²lenka neuronových sítí je z pohledu historie výpo£etní techniky stará tém¥°
stejn¥ jako první generace po£íta£·. Vºdy se lidé zamý²leli nad tím, jak fun-
guje lidský mozek a v·bec celá lidská nervová soustava a jak lze znalosti této
soustavy pouºít k vytvo°ení um¥lé inteligenci blízké té lidské. To se zcela jist¥
zatím nikomu nepovedlo, ale jiº desítky let vznikají pokusy napodobit lidský mo-
zek po£íta£em nebo elektronikou. Po£átky um¥lých neuronových sítí lze datovat
do 40. let 20. století, kdy vznikl první McCulloch-Pitts·v neuron (MCP neuron),
který byl inspirován strukturou biologického neuronu, který je uveden na Obr. 5.1.
MCP neuron byla jen prahová logika, která poskytovala výstup 0 nebo 1 pro
neuron s n vstupy:
y =
0 pro S < θ1 pro S ≥ θ a nesmí být aktivní ºádná inhibující cesta , (5.1)
kde θ je prahová hodnota kaºdého jednotlivého neuronu a S je vnit°ní potenciál
neuronu deﬁnovaný jako
S =
n∑
i=1
wixi, (5.2)
kde wi je váha na kaºdém vstupu neuronu, která m·ºe být kladná i záporná
(pak je vtup nazýván jako excitující resp. inhibující)a xi je vstupní hodnota.
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Obr. 5.1: Biologický neuron, který se stal p°edlohou pro um¥lý neuron
MCP neuron mohl tedy dostávat vstupy od libovolného po£tu jiných neuron·.
Správným nastavením vah a prah· byl tento neuron schopen simulovat logické
funkce jako AND, OR, NOT. Samotný MCP neuron nebyl schopen reprezentovat
funkci XOR, ale v kombinaci s více neurony podle rozkladu:
x1 XOR x2 = (x1 OR x2) AND NOT (x1 AND x2) (5.3)
Pomocí kombinace MCP neuron· je tedy moºno vytvo°it jakoukoli logickou funkci.
Jejich problémem bylo to, ºe váhy a prahy byly pevné a nebylo moºné zavést ja-
kékoli u£ení.
V roce 1958 bylo publikováno vylep²ení MCP neuronu, které se nazývá per-
ceptron [75], p°ípadn¥ podle autora Rosenblatt·v perceptron. Perceptron se proti
MCP neuronu li²í p°edev²ím v neexistenci absolutn¥ inhibujících cest a v tom,
ºe práh uº není pevný, ale lze ho m¥nit pro kaºdý neuron zvlá²´ stejn¥ tak jako
váhy jednotlivých vstup· perceptronu. Lze tedy °íci, ºe rovnice (5.1) pro výstup
neuronu bude pro perceptron:
y =
0 pro S < 01 pro S ≥ 0 , (5.4)
a vnit°ní potenciál (p·vodní rovnice (5.2)) bude nov¥ vyjád°en jako:
S =
n∑
i=1
wixi + θ. (5.5)
Lze zobecnit vý²e uvedený matematický zápis výstupu perceptronu na
y = fN(S), (5.6)
kde fN je nelineární aktiva£ní funkce neuronu. Do mnoºiny t¥chto funkcí pat°í
krom¥ funkce (5.4) mnoho r·zných funkcí, které budou podrobn¥ji popsány v dal-
²ích kapitolách.
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K perceptronu v 60. letech 20. století vznikaly u£ící metody, které jsou ob-
vykle zam¥°eny na strojové rozpoznávaní (postup u£ení a jeho zhodnocení je
uveden nap°íklad v [76] a [77]). Tyto metody byly zam¥°eny pouze na samotné
perceptrony, p°ípadn¥ více peceptron· v jedné vrstv¥. Tyto první sít¥ tedy mohly
mít více výstup· neº jeden. Hlavním d·vodem, pro£ nebylo moºné budovat sít¥
vícevrstvé, byla - v dob¥ vzniku - p°íli² velká výpo£etní náro£nost t¥chto u£í-
cích algoritm·. Zástupcem neuronových sítí s u£ícími algoritmy jsou nap°íklad
sít¥ ADALINE (ADaptive LInear NEuron) a v 80. letech MADALINE (Many
ADALINE) popsané nap°íklad v pracích B. Widrowa [78] a [79].
V 70. a 80. letech dochází k velkému úpadku v¥deckého zájmu o celý obor
um¥lých neuronových sítí. Tento pokles zájmu je £asto p°ipisován knize Min-
skoho a Paperta - Perceptrons, z roku 1969 ([80]). V této knize, krom¥ formalizace
dosavadních znalostí o neuronech a jejich strukturách, auto°i do²li k záv¥ru, ºe
neuronové sít¥ nejsou tak univerzální jak se do této doby p°epokládalo a ºe nejsou
schopny °e²it ur£itou velkou mnoºinu problém·. Pozd¥ji je tento záv¥r ozna£ován
jako Minsky-Papert·v omyl. Minsky a Papert se v knize mimo jiné zabývali zp·-
sobem, jak7m se dají pouºít perceptrony ke klasiﬁkaci - tj. rozpoznání zástupc·
dvou mnoºin v jednom stavovém prostoru. Nejjednodu²²ím p°ípadem je neuron
se dv¥ma binárními vstupy (to znamená, ºe celý stavový prostor tvo°í nejvý²e 4
jedinci - (0,0), (0,1), (1,0) a (1,1)) a kaºdý tento jedinec m·ºe pat°it do jedné ze
dvou mnoºin (ty p°edstavuje výstup neuronu 1 nebo 0 resp. -1). Pr·b¥h u£ení
neuronu lze geometricky interpretovat jako p°ímku, která se v prostoru posouvá
a otá£í. To je zaji²t¥no úpravami vah pomocí u£ícího algoritmu (v tomto p°ípad¥
m·ºe být pouºit libovolný u£ící algoritmus). Na za£átku u£ícího procesu je u£ící
p°ímka umíst¥na náhodn¥ podle toho, na jaké hodnoty jsou inicializovány váhy
w1, w2 a prahová hodnota θ na vstupu neuronu. U£ící algoritmus postupn¥ m¥ní
váhy tak, aby u£ící p°ímka, kterou lze deﬁnovat rovnicí:
x2 =
−w1
w2
x1 +
θ
w2
, (5.7)
rozd¥lila stavový prostor na dv¥ poºadované mnoºiny, jak je zobrazeno na Obr. 5.2a.
Zásadní problém je v²ak s funkcí XOR, kdy není moºné nastavit p°ímku v pro-
storu tak, aby byl prostor správn¥ rozd¥len na dv¥ mnoºiny (to je zobrazeno na
Obr. 5.2b). Lze tedy °íci, ºe jeden neuron není schopen správn¥ klasiﬁkovat line-
árn¥ neseparovatelné mnoºiny. Toho by v daném p°ípad¥ bylo moºné dosáhnout
p°idáním dal²ích neuron·, ale pak by analogicky bylo moºno najít dal²í p°ípad
(uº s více vstupy), kdy nebude ani tento po£et neuron· sta£it. V d·sledku toho
bylo z práce Minského a Paperta nevhodn¥ vyvozeno, ºe neuronové sít¥ nebudou
schopny správn¥ fungovat pro v²echny p°ípady klasiﬁkace. Jak bylo pozd¥ji v roce
1987 dokázáno v práci [81], tento problém lze vy°e²it pomocí vícevrstvé neuro-
nové sít¥. Masov¥j²í návrat ke studiu neuronových síti se tedy obnovil aº v druhé
polovin¥ 80. let. Od té doby probíhá studium neuronových sítí jak z pohledu jejich
architektur a aplikací, tak i jejich HW implementací v podob¥ neuro£ip· a SW
KAPITOLA 5. NEURONOVÉ SÍT A JEJICH POUITÍ 25
implementací jako je Neural Network Toolbox pro Matlab, NeuroSolutions nebo
Stuttgart Neural Network Simulator.
Obr. 5.2: Graﬁcká reprezentace klasiﬁkace funkce AND a problému s funkcí XOR
V následující kapitole budou popsány základní neuronové sít¥ v£etn¥ v²ech
sítí pouºitých v této práci a principy jejich u£ení a vybavování. Budou rovn¥º
popsány n¥které z podstatných aplikací t¥chto sítí.
5.2 Druhy neuronových sítí
Neuronové sít¥ je moºné rozd¥lit z pohledu architektury na jednovrstvé, vícevrstvé
a rekurentní. Jak jiº z názvu vyplývá, tyto sít¥ se li²í po£tem vrstev neuron·,
kterými prochází vstupní informace, dokud neuronová sí´ neposkytne poºado-
vaný výstup. Mnoho z t¥chto sítí má t¥ºi²t¥ svého vyuºití p°edev²ím v oblasti
strojového rozpoznávání obrazu, zvuku apod.. Nehled¥ na tuto skute£nost jsou
v následujícím vý£tu uvedeny, a£koli se v této práci nemusí ve své £isté podob¥
vyskytovat, protoºe jejich architektura byla inspirací pro dal²í sít¥ a p°edev²ím
obsahují d·leºité my²lenky vyuºité v u£ících algoritmech dal²ích sítí.
Mezi jednovrstvé sít¥ pat°í:
• Perceptron
• Adaline
• Hopﬁeldova sí´
• Kohonenova sít (Self Organizing Map - SOM)
Nejpouºívan¥j²ími vícevrstvými sít¥mi jsou:
• Multi-layer (ML) Perceptron
• RBF sí´
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• Sí´ ART (Adaptive Resonance Theory)
• Cognitron/Neocognitron
Rekurentní sít¥ jsou obecn¥ sít¥ typu ML, ve kterých se v propojení jednot-
livých vrstev objevují propoje p°es zpoº¤ovaí prvek do n¥které z p°edchozích
vrstev.
5.2.1 Perceptron
Perceptron je zakladní jednovrstvá sí´, která pouºívá Rosenblatovské perceptrony,
které byly £áste£n¥ popsány uº v p°edchozím textu v sekci 5.1. Základem je
p°enosová funkce perceptronu uvedená v rovnicích (5.5) a (5.6). V tomto zápisu je
vid¥t, ºe jediný stupe¬ volnosti deﬁnice percetronu je tvo°en aktiva£ní funkcí fN ,
která je ale zásadní pro správnou £innost neuronové sít¥. Graﬁcky je perceptron
znázorn¥n na obr. 5.3
Obr. 5.3: Schéma funkce jednoho perceptronu
5.2.1.1 Aktiva£ní funkce neuronu
Vstupem aktiva£ní funkce neuronu je vºdy vnit°ní potenciál S, tedy výstup bloku
ALC (Adaptive Linear Combiner), který zaji²´uje výpo£et lineární kombinace
vstup· a p°íslu²ných vah. Aktiva£ní funkce je obvykle nelineární funkce, která
zaji²´uje, aby se výstup neuronu drºel v poºadovaném intervalu hodnot. Tento
interval m·ºe být unipolární - nesymetrický, nap°. (0, 1) - nebo bipolární, nap°.
(−1, 1). Nejb¥ºn¥j²í aktiva£ní funkcí je logaritmická sigmoida (v MATLABu ji
p°edstavuje funkce logsig()), která je spojit¥ diferencovatelná v celém deﬁni£ním
oboru a je deﬁnována vztahem:
fN(x) = y =
1
1 + e−αx
, (5.8)
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kde parametr α ovliv¬uje p°imknutí k°ivky ke svislé ose - pro men²í α se k°ivka
nap°imuje a strmost klesá. Tento parametr také v n¥kterých p°ípadech ovliv¬uje
£innost neuronové sít¥ v okamºiku, kdy váhy neuronu dosahují velkých hodnot.
V takovém p°ípad¥ je vhodné zm¥n²it tento parametr, aby se sigmoida protáhla
p°es v¥t²í interval a umoºnila tak urychlit u£ící proces (ten je závislý na derivaci
aktiva£ní funkce, coº bude podrobn¥ji popsáno v kapitole zabývající se algoritmem
Back-propagation). Pro aktiva£ní funkci (5.8) platí vlastnosti: {x → −∞} ⇐⇒
{y → 0}; {x = 0} ⇐⇒ {y = 0.5}; {x → ∞} ⇐⇒ {y → 1}. Pr·b¥h funkce je
zobrazen na obr. 5.4.
Obr. 5.4: Pr·b¥h funkce unipolární sigmoidy podle (5.8) s parametrem sigmoidy
α = 1
Dal²ími £asto pouºívanými bipolárními aktiva£ními funkcemi jsou nap°íklad
hyperbolická tangenta:
fN(x) = tanh(x) =
ex − e−x
ex + e−x
(5.9)
p°ípadn¥ i upravená p·vodní unipolární funkce (5.8) tak, aby byl její obor hodnot
(−1, 1):
fN(x) = y =
2
1 + e−x
− 1. (5.10)
Obr. 5.5: Pr·b¥h funkce bipolárních sigmoid: f1 = tanh(x), f2 =funkce (5.10)
V sytému Matlab a Neural Network Toolboxu, který bude vyuºíván dále v této
práci, jsou typickými aktiva£ními funkcemi logsig() a tansig(), jejich srovnání je
uvedeno na obr. 5.6.
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Obr. 5.6: Srovnání funkcí tansig() a logsig()
V neuronových sítích, u kterých se poºadují ostré výstupy - typicky p°i strojo-
vém rozpoznávání a ve výstupní vrstv¥ se velmi £asto vyuºívají aktiva£ní funkce,
které nejsou spojit¥ diferencovatelné, ale lépe vystihují podstatu problému. Jsou
to nap°íklad Heavisideova funkce (zobrazena na obr. 5.7)a jiné obdobné skokové
funkce. V n¥kterých implementacích neuronu m·ºe být tato funkce posunuta ve
sm¥ru osy x - tento posun pak p°edstavuje prahovou hodnotu neuronu θ.
Obr. 5.7: Heavisideova funkce
5.2.1.2 Aplika£ní moºnosti jednovrstvé sít¥ perceptronovského typu
Tyto sít¥ jsou schopny °e²it lineárn¥ separovatelné problémy, jak jiº bylo popsáno
v kapitole 5.1 u popisu Minsky-Papertova omylu. Je tedy t°eba ur£it, jak velká
je oblast lineáln¥ separovatelných problém·. Pro neuron, který má n vstup·,
m·ºe mít celý stavový prostor velikost 22
n
(u kaºdé kombinace vstup· má ur£it,
zda pat°í do jedné nebo druhé mnoºiny). Kvantiﬁkací lineárn¥ separovatelných
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problém· se zábýval R. O. Winder ve svém p°ísp¥vku [82] a do²el k záv¥ru, ºe
pro po£et lineárn¥ separovatelných problém· Rn platí vztah:
Rn ≤ 2
n∑
i=0
(
2n − 1
i
)
, (5.11)
pro který platí p°ibliºn¥
Rn ≤ 2
(
2n
n
)
. (5.12)
V knize [83] je pak je²t¥ uvád¥na hrubá aproximace po£tu lineárn¥ separovatel-
ných problém· Rn < x1/3 pro n > 7.
5.2.1.3 U£ení jednovrstvé sít¥ perceptronovského typu
Pro perceptronovské sít¥ je typické u£ení s u£itelem (supervised learning). Jeho
my²lenka spo£ívá ve srovnání aktuálního výstupu s poºadovaným výstupem a na-
stavení jednotlivých vah tak, aby se chyba sniºovala. Algoritmus pro u£ení per-
cetronu se skokovou aktiva£ní funkcí má následující pr·b¥h:
1. Inicializace vektoru vah w perceptronu náhodnými hodnotami
2. Výpo£et výstupu neuronu a jeho porovnání s poºadovanou hodnotou
3. Je-li aktuální hodnota shodná s poºadovanou, váhy se nem¥ní a pokra£uje
se u£ením dal²ího vstupu.
4. Pokud se li²í aktuální a poºadovaný výstup, zm¥ní se váhy na vstupech.
P°ístupy k této zm¥n¥ mohou být nap°íklad:
• Aplikují se pevné úbytky (pokud rozdíl aktuální a poºadované hodnoty
je kladný) resp. p°ír·stky (pokud je rozdíl záporný).
• Velikost zm¥ny se m¥ní v závislosti na velikosti chyby. Tím je moºno
zrychlit konvergenci k °e²ení, ale zárove¬ se m·ºe sníºit stabilita al-
goritmu. Velmi £asto bývá zaveden u£ící koeﬁcient z intervalu (0, 1〉,
kterým se vypo£tená chyba výstupu násobí.
• Lze rovn¥º kombinovat oba p°edchozí p°ístupy.
5. Pokra£uje se v u£ení dal²ího vstupu
Vý²e uvedený algoritmus m·ºe být pro neuron s men²ím po£tem vstup· rov-
n¥º velmi názorn¥ graﬁcky zobrazen, jak je uvedeno v [84]. Pro lep²í porovnání
my²lenky tohoto algoritmu s p°edchozím popisem neuronu a Minsky-Papertova
omylu z kapitoly 5.1 bude uvaºován neuron se dv¥ma vstupy. Jednotlivé prvky
stavového prostoru jsou v rovin¥ a u£ení neuronu p°edstavuje p°ímku v této ro-
vin¥. Algoritmus je ale obecný pro libovolný po£et vstup· - nap°. pro t°i vstupy
KAPITOLA 5. NEURONOVÉ SÍT A JEJICH POUITÍ 30
by stavový prostor p°edstavoval trojrozm¥rný prostor a u£ení by pohybovalo ro-
vinou, která by mnoºiny separovala. Rovnici p°ímky separující dv¥ mnoºiny lze
napsat ve tvaru:
w1x1 + w2x2 + w3 = 0, (5.13)
kde xi jsou vstupní hodnoty perceptronu, w1 a w2 jsou váhy a w3 m·ºe p°edstavo-
vat prahovou hodnotu. Vektor w = (w1, w2) je tedy normálový vektor separa£ní
p°ímky. V²echny vstupní stavy neuronu pat°í do jedné ze dvou lineárn¥ separo-
vatelných mnoºin A nebo B. Cílem u£ícího algoritmu je tedy najít takový vektor
w, pro který bude platit, ºe:
w · xi > 0 pro vstupy z mnoºiny A
w · xi < 0 pro vstupy z mnoºiny B, (5.14)
kde vstupní vektror xi = (x1, x2). Platí tedy, ºe sm¥rové vektory jednotlivých
vstupních stav· neuronu xi jsou ve stejném sm¥ru jako normálový vektor p°í-
slu²né u£ící p°ímky. Postup algoritmu je následující:
1. U£ící algoritmus za£íná s náhodn¥ nastavenými hodnotami vektoru w.
2. Pro u£ení jsou v náhodném po°adí vybírány vektory xi z celé mnoºiny A∪B.
3. Je vypo£ten skalární sou£in w · xi. Zde je t°eba rozli²it, pat°í-li vektor do
mnoºiny A nebo B.
xi ∈ A : Pokud je skalalární sou£in kladný, není provád¥na zm¥na vah a po-
kra£uje se krokem 2.
Jinak: vektor nových vah je vypo£ten jako: wt+1 = wt + xi.
xi ∈ B : Pokud je skalarární sou£in záporný, není provád¥na zm¥na vah
a pokra£uje se krokem 2.
Jinak: vektor nových vah je vypo£ten jako: wt+1 = wt − xi.
4. Pokra£uje se krokem 2 dokud existuje xi, pro které se m¥ní vektor vah (tj.
dokud existuje vstup, který není správn¥ klasiﬁkován).
V pr·b¥hu algoritmu tedy dochází k rotaci vektoru w, ale vzhledem k tomu,
ºe vektory nejsou normalizované, dochází vºdy k rotaci o jiný úhel. Tento zp·sob
u£ení má tu vlastnost, ºe velikost vektoru w pr·b¥ºn¥ roste a korekce uvnit°
u£ícího algoritmu jsou men²í. To zna£í i to, ºe rychlost u£ení (learning rate) také
klesá aº k nule. To je typický rys i mnoha jiných u£ících algoritm·.
Ohledn¥ rychlosti konvergence u£ících algoritm· bylo vypracováno mnoho
prací, ale nelze najít univerzální °e²ení pro v²echny problémy. Nap°íklad v práci [85]
byly porovnány r·zné u£ící algoritmy s linearním programováním a bylo doká-
záno, ºe po£et u£ících epoch roste v závislosti na po£tu vstup· v °áduO(n3log(n)),
ale pro nejhor²í p°ípad O(2n). V praktických testech u£ících algoritm· ale bylo
dosahováno výrazn¥ lep²ích výsledk·. Na druhou stranu bylo rovn¥º doporu£eno,
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aby jako horní hranice po£tu u£ících cykl· v b¥ºných p°ípadech bylo povaºováno
107 - pro tento po£et je velmi pravd¥podobné, ºe velikosti vah mohou dosáh-
nout velikosti poºadované zm¥ny vah a algoritmus nemusí konvergovat k °e²ení.
V práci [86] bylo rovn¥º dokázáno, ºe sloºitost u£ení perceptronovské sít¥ m·ºe
být i polynomiální a závislá na poºadované p°esnosti.
5.2.2 Multi-layer Perceptron
Jak jiº bylo zmín¥no v p°edchozích odstavcích, jednovrstvá sí´ je schopna vy°e²it
klasiﬁka£ní problém, kde se prvky jedné mnoºiny nacházejí nejh·°e v otev°ené
konvexní oblasti. V 80. letech v práci [87] bylo ukázáno, ºe dvouvrstvá sí´ dokáºe
vy°e²it problém funkce XOR. Lze zobecnit, ºe tato sí´ dokáºe klasiﬁkovat pro-
blémy s body v nekonvexní oblasti - my²lenka je taková, ºe neurony v jedné vrstv¥
p°edstavují konvexní oblasti problému a dal²í vrstva vytvá°í pr·nik oblastí v p°ed-
chozí vrstv¥. Roz²í°ením tohoto postupu je, ºe neuronová sí´ s t°emi vrstvami
uº dokáºe klasiﬁkovat obecné oblasti (pr·nik nekonvexních oblastí). T°ívrstvá
neuronová sí´, schopná vyhodnotit obecný klasiﬁka£ní problém, je zobrazena na
obr. 5.8. Je t°eba zd·raznit, ºe u vícevrstvých neuronových sítí se p°edpokládá, ºe
vrstvy jsou mezi sebou propojeny v po°adí, v propojení neuron· neexistují cykly
ani zp¥tné propoje mezi vrstvami, proto se tyto sít¥ také £asto pojmenovávají
jako dop°edné neuronové sít¥ (Feed-Forward Artiﬁcial Neural Networks).
První vrstva MLP se nazývá vstupní. Neurony v této vrstv¥ nemají ºádné
p°edch·dce a je na n¥ p°ivád¥n vstupní signál. Jde vlastn¥ jen o velmi zjednodu-
²ené perceptrony, ktere mají za úkol rozv¥tvit vstupní signál na více perceptron·
v dal²í vrstv¥ bez zm¥ny hodnoty.
Následují skryté vrstvy. Jejich po£et není prakticky omezen, ale pro obecný
klasiﬁkátor posta£ují dv¥ skryté vrstvy, jak bylo popsáno v p°edchozích odstav-
cích. V n¥kterých p°ípadech mohou dal²í skryté vrstvy vylep²it rychlost nebo
kvalitu u£ení neuronové sít¥. P°i vy²²ím po£tu skrytých vrstev ale obecn¥ roste
náro£nost u£ení. V této vrstv¥ jsou uº plnohodnotné neurony se v²emi vahami,
prahy a aktiva£ními funkcemi.
Poslední vrstvou dop°edných sítí jsou výstupní vrstvy. Tyto neurony mají za
úkol poskytnout poºadovanou výstupní informaci. Podle druhu zamý²leného vy-
uºití sít¥ mívají neurony v této vrstv¥ bu¤ spojitou (sigmoidní) aktiva£ní funkci
nebo skokovou aktiva£ní funkci. V p°ípad¥, ºe sí´ je ur£ená ke klasiﬁkaci, bý-
vají výstupní neurony spí²e dvoustavové a tudíº mají skokovou aktiva£ní funkci
(nap°íklad Heavisideova na obr. 5.7). Pokud má sí´ fungovat jako aproximátor
n¥jaké reálné funkce, bývají výstupní neurony se spojitým výstupem, tudíº akti-
va£ní funkce by m¥la být spojitá, £oº spl¬uje jak sigmoida (obr. 5.4 a 5.5), tak
i t°eba lineární funkce. Tyto neurony tedy udávají i poºadovaný rozsah výstupních
hodnot.
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Obr. 5.8: Vícevrstvá sí´ perceptronovského typu (Multi-Layer Perceptron - MLP)
5.2.2.1 U£ení MLP sít¥
Problémem MLP sít¥ byla v dob¥ vzniku nedostupnost u£ícího algoritmu. Exis-
toval algoritmus pro vícevrstvé sít¥ Madaline, který ale nebyl dostate£n¥ výkonný
pro u£ení obecné vícevrstvé sít¥. V práci [87] je krom¥ vy°e²ení problému XOR po-
psáno zobezn¥né delta-pravidlo (Generalized Delta-Rule), které je moºné pouºít
pro u£ení vícevrstvé sít¥. Tento postup je inspirován p·vodním u£ícím algorit-
mem delta-pravidlem publikovaným v [88]. Je to jedna z gradientních metod,
která je zvlá²tním p°ípadem univerzálního algoritmu Back-Propagation (algorit-
mus zp¥tného ²í°ení), který je asi nej£ast¥ji pouºívaný v dop°edných vícervstvých
neuronových sítích. Aplikaci zobecn¥ného delta-pravidla lze rozd¥lit do dvou fází:
1. P°ivedení vstupních hodnot a výpo£et odezvy na tento vstup. Je vypo£ten
rozdíl δ poºadovaného a aktuálního výstupu.
2. Zp¥tný pr·chod celou sítí, b¥hem kterého je v p°edchozí fázi vypo£tená
chybová hodnota p°edána kaºdému neuronu a jsou podle n¥ho upravovány
váhy. Zp·sob úpravy vah a jeho odvození je uvedeno v [87]. Zm¥ny vah
mohou rýt rekurzivn¥ spo£teny pro v²echny p°edcházející vrstvy neuronové
sít¥ v okamºiku, kdy jsou známy chybové hodnoty vrstvy následující.
Proces zp¥tného pr·chodu neuronovou sítí má p°ibliºn¥ stejnou výpo£etní náro£-
nost jako dop°edný pr·chod neuronovou sítí.
KAPITOLA 5. NEURONOVÉ SÍT A JEJICH POUITÍ 33
5.2.2.2 Algoritmus back-propagation (BP)
Tento algoritmus byl poprvé publikován v roce 1986 v práci [89] a jedná se o ite-
ra£ní u£ení s u£itelem. Tento algoritmus v 80. letech nastartoval nový rozvoj
v oblasti neuronových sítí po odklonu od neuronových sítí, který nastal po vy-
dání práce Minskeho a Paperta. Pr·b¥h u£ení je obdobný jako u u£ení jednovrstvé
sít¥ jen s tím rozdílem, ºe modiﬁkace vah je sloºit¥j²í. Cílem u£ení je minimali-
zace globální chyby sít¥, která je deﬁnována jako st°ední kvadratická odchylka
(RMS - Root Mean Squared) odezev na v²echny vstupy z trénovací mnoºiny.
Tato odchylka je deﬁnována jako:
RMS =
∑
m
√∑
n
(ymn − dmn)2, (5.15)
kde m je velikost trénovací mnoºiny, n je po£et neuron· ve výstupní vrstv¥, ymn
je odezva na zadaný vstup na n-tém výstupním neuronu pro m-tý vzor z trénovací
mnoºiny a dmn je poºadovaná odezva na n-tém neuronu pro m-tý vzor z trénovací
mnoºiny. Trénování probíhá v jednotlivých iteracích a pr·b¥h jednoho u£ení v²ech
vzork· trénovací mnoºiny se nazývá epocha. Trénovací mnoºina nemusí být vºdy
tvo°ena v²emi u£ícími vzory, které má sí´ klasiﬁkovat, ale v mnoha p°ípadech je
moºné vybrat jen ur£itou £ást z u£ících vzor·. Konstrukcí trénovací mnoºiny se
budeme zabývat pozd¥ji. Samotný výb¥r vzor· z trénovací mnoºiny nemusí být
sekven£ní. Tento výb¥r m·ºe být náhodný, dokonce n¥které vzory mohou být na
vstup p°ivedeny v rámci jedné epochy n¥kolikrát. D·leºité je v²ak to, ºe b¥hem
jedné epochy je kaºdý vzor u£en alespo¬ jednou.
Délku u£ení v praktických p°ípadech nelze ur£it dop°edu - obvykle se u£ení za-
stavuje po spln¥ní p°edem ur£ené podmínky, kterou m·ºe být konkrétní hodnota
globální chyby (RMS), pr·m¥rná chyba RMS vztaºená na jeden vzorek tréno-
vací mnoºiny nebo trénovací £as, p°ípadn¥ po£et epoch. Pr·b¥h u£ení se obvykle
sleduje na pr·b¥hu globální chyby v závislosti na po£tu epoch, p°ípadn¥ i na pr·-
b¥hu chyby na testovací mnoºin¥. Testovací mnoºina není pro u£ení sít¥ nezbytná
a bývá obvykle konstruována obdobným zp·sobem jako trénovací, ale nem¥la by
s ní být shodná. Uºívá se po ur£itém po£tu epoch k ov¥°ení kvality u£ení. Pokud
klesá globální chyba u trénovací i testovací mnoºiny, lze °íci, ºe u£ení probíhá
správn¥. Pokud se pr·b¥h chyby obou mnoºin výrazn¥ li²í, lze podle toho dete-
kovat bu¤ chybu v návrhu sít¥, chybn¥ sestavenou trénovací mnoºinu nebo tzv.
p°eu£ení sít¥ (overﬁtting). To nastává nap°íklad v p°ípad¥, kdy je trénovací mno-
ºina p°íli² malá nebo neobsahuje správné mnoºství vzork· a nau£ená sí´ tak nemá
schopnost generalizace.
Vzhledem k d·leºitosti algoritmu Back-propagation se v tuto chvíli zam¥°íme
na podrobn¥j²í popis tohoto algoritmu a vysv¥tlení zp·sobu, jakým se upravují
jednotlivé váhy v dop°edné síti. Budeme p°edpokládat, ºe existuje energetická
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(chybová) funkce neuronové sít¥, která vychází z metody nejmen²ích £tverc·:
E =
1
2
∑
m
∑
n
(ymn − dmn)2, (5.16)
kterou se u£ení snaºí minimalizovat za pomocí sestupu ve sm¥ru nejmen²ího gra-
dientu. Tuto funkci si m·ºeme p°edstavit jako plochu v hyperprostoru. Obecn¥ je
velmi sloºitá a závislá na vahách a prazích jednotlivých neuron· a vstupních a vý-
stupních hodnotách neuronové sít¥. Lze vyjád°it chybovou funkci Ek pro jeden
výstup k:
Ek =
1
2
∑
k
(yk − dk)2. (5.17)
U£ící algoritmus je tedy optimaliza£ní úloha, která má nalézt správné váhy a prahy
jednotlivých neuron·. Kaºdý jednotlivý neuron m·ºe mít jinou strukturu, ale
v následujícím textu budeme p°edpokládat, ºe spl¬uje rovnice (5.5) a (5.6) a ak-
tiva£ní funkcí je logaritmická sigmoida podle rovnice (5.8). Pro p°ehlednost si
zavedeme jednotné zna£ení jednotlivých prvk· neuronové sít¥. Nap°íklad bude
platit
w
[vrstva]
ij (5.18)
pro váhový koeﬁcient j-tého vstupu v i-tém neuronu ve vrstv¥ [vrstva]. Obdobn¥
to bude platit pro výstup neuronou y[vrstva]i . Pro p°ehlednost bude aktiva£ní funkce
((5.6)) p°ezna£ena na F (Ψ), kde Ψ je vnit°ní potenciál neuronu ((5.5)).
Pro výpo£et zm¥n vah uvnit° neuronové sít¥ pot°ebujeme znát lokální gradient
energetické funkce E, protoºe pro zm¥ny v²ech vah platí:
∆w = −η∇E. (5.19)
Hodnota η je u£ící parametr, který ur£uje velikost kroku po energetické funkci.
Tímto parametrem lze výrazn¥ ovlivnit pr·b¥h u£ení a je z°ejmé, ºe tento pa-
rametr musí být ost°e v¥t²í neº 0. Vhodnou volbou lze p°ekonat m¥lká lokální
minima, ale na druhou stranu velká hodnota m·ºe zp·sobit oscilace sít¥ a poma-
lou konvergenci sít¥. Lokální gradient lze rozepsat pro výstupní vrstvu:
∂E
∂w
[vystupni]
ij
=
∂E
∂y
[vystupni]
i
∂y
[vystupni]
i
Ψ
[vystupni]
i
Ψ
[vystupni]
i
∂w
[vystupni]
ij
(5.20)
Z derivace energetické funkce (5.17) dostaneme:
∂E
∂y
[vystupni]
i
= (y
[vystupni]
i − di). (5.21)
Dále je t°eba znát derivaci aktiva£ní funkce (sigmoidy):
∂y
[vystupni]
i
Ψ
[vystupni]
i
= αy
[vystupni]
i (1− y[vystupni]i ). (5.22)
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Poslední faktor rovnice (5.20) vychází z derivace vnit°ního potenciálu a z toho,
ºe do poslední vrstvy jako vstup p°ichází výstup neuronu z p°edchozí vrstvy:
Ψ
[vystupni]
i
∂w
[vystupni]
ij
= y
[skryta2]
j . (5.23)
Lokální gradient (5.20) lze tedy rozepsat jako:
∂E
∂w
[vystupni]
ij
= (y
[vystupni]
i −di)αy[vystupni]i (1−y[vystupni]i )y[skryta2]j = δ[vystupni]i y[skryta2]j .
(5.24)
Lze jiº tedy napsat zm¥nu vah ve výstupní vrstv¥:
∆w
[vystupni]
ij = −ηδ[vystupni]i y[skryta2]j . (5.25)
Výpo£et zm¥n vah ve skrytých vrstvách naráºí na problém, ºe neznáme hodnoty,
kterých mají výstupy neuron· v této vrstv¥ nabývat. Chybu neuron· ve skryté
vrstv¥ lze ur£it ze sou£tu chyb výstupní vrstvy (v²ech neuron·) pokud ji vyná-
sobíme p°íslu²nými vahami. Tento p°ístup lze zobecnit pro v²echny dal²í vrstvy.
Zde tedy vidíme, ºe se vypo£tená chyba ²í°í zp¥t p°es v²echny vrstvy - odtud
pochází název Back-propagation. Pro výpo£et koeﬁcientu zm¥ny vah δ[skryta2]i bu-
deme tedy postupovat stejn¥ jako v prvním kroku a spo£teme gradient:
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kde k je index neuronu v následné vrstv¥ (odkud se ²í°í jiº vypo£tená chyba). Po
p°i£tení v²ech p°ísp¥vk· chyby z výstupní vrstvy platí
δ
[skryta2]
i = y
[skryta2]
i (1− y[skryta2]i )
∑
k
w
[vystupni]
ki δ
[vystupni]
k . (5.28)
Pro adaptaci vah tedy bude platit:
∆w
[skryta2]
i j = −ηδ[skryta2]i y[skryta1]j . (5.29)
V p°edchozím textu byl ukázán pr·b¥h u£ícího algoritmu a zárove¬ byly zmí-
n¥ny parametry, které jsou d·leºité pro samotné u£ení. Existuje celá °ada postup·
jak je moºné tento algoritmus zrychlit, v n¥kterých p°ípadech zlep²it stabilitu
a podobn¥. Jedním z takových p°ístup· je zavedení setrva£nosti ve zm¥nách vah.
Tento p°ístup dokáºe zlep²it stabilitu pr·chodu energetickou hyperplochou k mi-
nimu tím, ºe nové váhy budou vyhodnoceny podle rovnice:
∆w(T + 1) = −ηδy + µ∆w(T ). (5.30)
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Druhý £len této rovnice zahrnuje parametr serva£nosti µ, který by se m¥l po-
hybovat v intervalu < 0, 1 >. Je tím zaji²t¥no £áste£né udrºení sm¥ru pohybu
z p°edchozích u£ících epoch a pohyb po hyperplo²e je tak plynulej²í a má v¥t²í
²anci p°ekonávat m¥lká lokální minima, ve kterých by jinak u£ení mohlo uváznout.
Rovn¥º pr·chod k minimu je rychlej²í neº p°i pouºití standardního BP algoritmu.
Dal²í moºností jak ovlivnit u£ení sít¥:
• Zm¥na parametru α, pokud je aktiva£ní funkce ve tvaru sigmoidy. Tento
postup se £asto pouºívá pro paralyzované sít¥, u kterých u£ení konverguje
p°íli² pomalu.
• V p°ípad¥ uváznutí v lokálním minimu (detekováno pr·b¥hem u£ení) je
moºnost pouºít ²okovou zm¥nu vah o malou náhodnou hodnotu.
• Jinou alternativou °e²ení uváznutí v lokálním minimu m·ºe být simulované
ochlazování - po uváznutí je povoleno p°ijímat i hor²í °e²ení, dokud se u£ení
nedostane z minima. Pak znovu nastoupí BP algoritmus.
Významnými modiﬁkacemi BP algoritmu jsou nap°íklad:
• Fast Backpropagation - publikováno v [90], kdy se p°ed aktualizací vah p°idá
chyba p°íslu²né vrstvy
• Quickprop - jeden z nejefektivn¥j²ích algoritm· pro u£ení sít¥, kdy jsou pro
zm¥nu vah vyuºívány i derivace vy²²ích °ád·, £ímº je v plochých £ástech
aktiva£ní funkce zrychlen pohyb po energetické hyperplo²e. Tento p°ístup
byl publikován v [91].
5.2.3 Kohonenova sí´ - SOM
Kohonenova sí´ má zcela jinou architekturu neº sít¥ uvedené v p°edcházejících
kapitolách a její pouºití je zam¥°eno na °e²ení jiných druh· problém·. T¥mi jsou
p°edev²ím klasiﬁkace a analýza dat. Sí´ je u£ena bez u£itele a pat°í do skupiny
samoorganizujících neuronových sítí. Lze tedy zjednodu²en¥ °íci, ºe sama dokáºe
rozli²ovat objekty s podobnými vlastnostmi. Samoorganizací biologických neu-
ron· ve vztahu ke vnímání vn¥j²ích podn¥t· se v 70. letech zabývali p°edev²ím
Christoph von der Malsburg ve spolupráci s Davidem J. Willshawem v celé °ad¥
publikací - nap°íklad [92], [93], [94] a [95]. Lze °íci, ºe jejich práce je velkou mo-
tivací pro sít¥, které od 80. let vyvíjí Teuvo Kohonen a podle n¥j jsou i tyto sít¥
pojmenovány. Jedná se o Kohonenovy samoorganizující mapy (SOM). Tyto sít¥
jsou rovn¥º vhodné pro vizualizaci vícerozm¥rných mnoºin dat. My²lenka samo-
organizace u Kohonenových sítí je podobná lidském mozku (to je pouze biologická
domn¥nka) - podn¥tová centra jsou v mozku rozmíst¥na v celém objemu a existují
2 p°edpoklady:
• Na konkrétní vstup reagují neurony v ur£itých konkrétních oblastech.
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• Na opakovaný nebo velmi podobný vstup reagují stejné neurony a zárove¬
se stávají citliv¥j²ími na tyto podn¥ty.
Tento princip je také vyuºit v sítích SOM, coº bude rozebráno dále v textu. Ar-
chitektura SOM sít¥ je jednovrstvá, ale neobsahuje neurony stejného typu jako
u dop°edných neuronových sítí. Vstupní n-rozm¥rný vektor p°ichází do vstupní
vrstvy, která není plnohodnotná - zaji²´uje pouze rozv¥tvení dat vstupního sig-
nálu, aby se kaºdá sloºka vstupu dostala ke kaºdému neuronu z výstupní (Ko-
honenovy) vrstvy. Schéma této sít¥ je na obr. 5.9. Nejd·leºit¥j²í je tedy u SOM
výstupní vrstva, ve které jsou neurony uspo°ádány v sousednosti. Toto uspo-
°ádání neuron· je relativn¥ volné a deﬁnuje topologii, která bude vyuºívána p°i
u£ení sít¥. V topologii musí být moºné deﬁnovat vzdálenosti jednotlivých neuron·.
Na obr. 5.10 jsou zobrazeny jedny z nej£ast¥ji pouºívaných deﬁnic topologie pro
dvourozm¥rnou výstupní vrstvu. Okolí se li²í ve tvaru a tedy i v po£tu sousedních
neuron·. Výhodou víceúhelníkového okolí (nap°. na obr. 5.10b) je v¥t²í podob-
nost s kruºnicí, která p°edstavuje Euklidovskou metriku - tedy prostou vzdálenost
dvou neuron·.
Výstupní vrstva ale není omezena jen na dvoudimenzionální uspo°ádání, které
je ale velmi vhodné pro vizualizaci výsledk·. Pokud je to vhodné pro konkrétní °e-
²ený problém, m·ºe být výstupní vrstva uspo°ádána i lineárn¥ (tedy bude vrstva
jednorozm¥rná a deﬁnice sousednosti je vºdy jen mezi dv¥ma prvky) nebo trojroz-
m¥rn¥ (libovolná vzdálenost bod· v prostoru). Výstupní mapa m·ºe mít i soused-
ství deﬁnováno tak, aby v²echny body m¥ly symetrické sousedství - body, které
jsou na okraji vrstvy mohou mít deﬁnované sousedy na prot¥j²í stran¥ této vrstvy
- v tu chvíli by tato vrstva tvo°ila pomyslný toroid. Topologie uvedená na obr. 5.9
obsahuje neurony, které mají asymetrické okolí.
Obr. 5.9: Architektura Kohonenovy sít¥ - SOM
Samotné okolí neuronu m·ºe být deﬁnováno jako ostré (funkce, která nabývá
hodnot 1 resp. 0 pokud neuron náleºí do okolí r daného neuronu, resp. nená-
leºí - obr. 5.12) nebo pomocí reálné funkce p°íslu²nosti, která kaºdému neuronu
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Obr. 5.10: P°íklad moºných deﬁnic uspo°ádání vzdáleností ve výstupní vrstv¥
SOM: a) £tvercové okolí, b) ²estiúhelníkové okolí
p°i°azuje reálnou hodnotu, která ur£uje míru jeho p°íslu²nosti k okolí daného neu-
ronu. Touto funkcí bývá obvykle Gaussova funkce nebo funkce podobná wavele-
tové funkci mexického klobouku (Mexican Hat function - na obr. 5.11) deﬁnovaná
jako:
Θ(x) =
2√
3σpi
1
4
(
1− x
2
σ2
)
e
−x2
2σ2 , (5.31)
tato funkce je pr·b¥hem podobná derivaci Gaussovy funkce.
Obr. 5.11: Pr·b¥h funkce mexického
klobouku - rovnice (5.31)
Obr. 5.12: Pr·b¥h schodové funkce
ostrého okolí pro p = 3
5.2.3.1 U£ení Kohonenovy sít¥
U£ení SOM je u£ením bez u£itele a je zaloºeno na principu sout¥ºního u£ení
(competitive learning). Síti se p°edkládají vstupní vektory (u£ící vzory) a mezi
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neurony se na základ¥ sout¥ºe (deﬁnované sout¥ºní funkcí) vybere nejvhodn¥j²í
neuron (neuron, který je nejblíºe p°edkládanému vzoru). Vít¥zný neuron pak
upravuje své váhy tak, aby jeho p°í²tí reakce na stejný podn¥t byla zesílena.
Ostatním neuron·m je také upravována váha, ale tato zm¥na je ur£ena funkcí
p°íslu²nosti k okolí vít¥zného neuronu. Obvykle tedy v nejbliº²ím okolí vít¥z-
ného neuronu také dochází ke zvý²ení odezvy na p°edkládaný vzor, ale o men²í
hodnotu. Pro vzdálen¥j²í neurony m·ºe být pak citlivost na p°edkládaný vzor sni-
ºována. Tento p°ístup ke zm¥nám vah neuronu odpovídá síti s funkcí mexického
klobouku, která p°edstavuje funkci okolí (rovnice (5.31) a obr. 5.11). Tento p°í-
stup se nazývá laterální inhibice, který je inspirován neurobiologickými studiemi
a je popsán nap°íklad v [96]. Jednodu²²ím p°ístupem je pouºití skokové funkce na
obr. 5.12, kde jsou v²echny neurony v okolí zcitliv¥ny na p°íslu²ný vzor a neurony
mimo okolí nejsou zm¥n¥ny.
Pr·b¥h u£ení Kohonenovy sít¥:
1. Inicializace - Inicializace vah wij na náhodné malé hodnoty, parametr u£ení
ν a velikosti sousedství p (nebo jiné parametry funkce sousedství - σ pro
Gaussovu funkci nebo funkci mexického klobouku).
2. P°edloºení vzoru - Na vstup sít¥ je p°edloºen vzor, který má být u£en:
x = (x1, x2, . . . , xn)
3. Vyhodnocení vzdáleností - Pro v²echny neurony j je vypo£tena vzdále-
nost od u£ícího vzoru. P°i pouºití Eukleidovské metriky:
d(j) =
n∑
i=1
(wij − xi)2. (5.32)
4. Výb¥r nejbliº²ího neuronu - Je t°eba najít neuron, který má minimální
vzdálenost d(j).
5. P°izp·sobení vah neuron· - Váhy neuronu j a v²em z okolí Θj se upraví
váhy podle:
wij(t+ 1) = wij(t) + ν[xi(t)− wij(t)]. (5.33)
6. Opakování - Probíhá opakování u£ícího procesu (krok 2) pro dal²í u£ící
vzory, dokud neprob¥hne p°íslu²ný po£et opakování nebo se nedosáhne po-
ºadované p°esnosti.
Na za£átku u£ení se u£ící parametr ν volí blízko jedné a postupn¥ se sniºuje sm¥-
rem k nule. V pr·b¥hu u£ení se obvykle se sniºováním u£ícího parametru zmen²uje
i velikost okolí neuron· (zde záleºí na pouºité funkci okolí a jejích parametrech).
Pr·b¥h u£ení u SOM lze velmi názorn¥ vizualizovat. Kaºdý neuron m·ºeme
v plo²e deﬁnovat pomocí váhových vektor·, které udávají jejich pozici. Pokud tedy
zobrazíme v²echny neurony v plo²e v£etn¥ jejich propojení na sousedy, dostáváme
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r·zn¥ pokroucenou m°íºku (po po£áte£ní inicializaci na velmi malé plo²e), která
se v tomto prostoru po kaºdé zm¥n¥ vah roztahuje. Cílem u£ení je dosáhnout co
nejv¥t²ího roztaºení m°íºky bez r·zných p°ekroucení.
5.2.3.2 Vybavování Kohonenovy sít¥
Vzhledem k principu u£ení je z°ejmé, ºe pro kaºdý vstupní vektor v nau£ené síti
vybavuje jen jeden neuron a to ten, který je podle deﬁnované funkce vzdálenosti
nejblíº k p°edkládanému vzoru. Tato funkce vzdálenosti bývá nej£ast¥ji deﬁno-
vána jako Eukleidovská vzdálenost d mezi vektorem vah w jednotlivých neuron·
j a vstupním vektorem x podle rovnice (5.32).
Je také moºné, aby SOM pro n¥které vhodné problémy vyuºívala pro vybavo-
vání i u£ení jinou metriku pro ur£ení vzdálenosti. Tou m·ºe být i skalární sou£in
vektor· w a x, který udává úhel mezi t¥mito vektory. Na základ¥ tohoto prin-
cipu vybavování je moºné p°i vhodném zp·sobu vizualizace pouºít nau£enou sí´
na detekci shluk· ve vstupních datech. Je z°ejmé, ºe podobné vektory budou ak-
tivovat neurony v jedné oblasti. Tato vlastnost SOM sítí je velmi £asto vyuºívána.
Porovnání r·zných algoritm· shlukové analýzy bylo publikováno nap°íklad v [97].
5.2.4 Rekurentní sít¥
Rekurentní neuronové sít¥ jsou obdobou dop°edných neuronových sítí resp. obsa-
hují v sob¥ architekturu t¥chto sítí, ale navíc obsahují zp¥tné vazby. Tyto zp¥tné
vazby zpravidla do sít¥ zavád¥jí £asov¥ závislý prvek. Lze tedy °íci, ºe odezva
neuronové sít¥ uº nebude záviset jen na kombinaci vstupních hodnot, ale bude
n¥jakým zp·sobem zohledn¥n i p°edchozí odezvu (nebo i jen £ást jejího výpo£tu).
V okamºiku, kdy sí´ obsahuje rekurentní spoje, je nutné tuto sí´ uº u£it celými
sekvencemi vstup· a nikoli uº jen jakkoli promíchanou mnoºinou vstupních vek-
tor· práv¥ kv·li zavedenému £asovému kontextu. Tyto sít¥ vyºadují jiný zp·sob
u£ení, který ale stále m·ºe být zaloºen na p·vodním Back-propagation. Rozbor
a algoritmus tohoto základního u£ení je uveden nap°. v publikaci [98].
Obecná rekurentní sí´ m·ºe být p°evedena do Nerrandovy kanonické formy
(popsaná v práci [99]), která bude mít externí vstupy (ty mohou být £asov¥
závislé), £asov¥ závislý výstup, zp¥tnou vazbu stavových prom¥nných p°es zpoº-
¤ovací bloky a výkonná sí´ uº bude b¥ºná statická dop°edná neuronová sí´. Tato
architektura je rozkreslená na obr. 5.13. V práci [100] byl tento p°ístup obhájen.
Ur£itým zjednodu²ením rekurentních sítí m·ºe být neuronová sí´ s £asovými
zpozd¥ními (Time-delay Neural Network), kde jsou v síti zavedeny zp¥tné vazby
z výstupu na vstup p°es bloky zahrnující zpoºd¥ní - ty op¥t zaji²´ují síti £asový
kontext. Je to vlastn¥ zjednodu²ení, kdy by v kanonické form¥ byly na nulu nasta-
veny váhy u neuron·, ke kterým jsou p°ivedeny stavové prom¥nné s z obr. 5.13.
Obdoba t¥chto sítí bude vyuºívána i pozd¥ji v této práci.
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Obr. 5.13: Nerrandova kanonická forma
5.3 Aplikace neuronových sítí
Zde uvádím vý£et n¥kterých aplikací vý²e uvedených neuronových sítí z oblasti
elektromagnetického pole, meteorologie, ale i jiných obor·, které dob°e demon-
strují vyuºitelnost neuronových sítí. Zárove¬ je zde z°ejmý posun k vyuºívání
neuronových sítí jako podp·rného prost°edku pro jiné, jiº známé a dlouho vyu-
ºívané metody. Dop°edné neuronové sít¥
• Kombinace neuronové sít¥ a fuzzy-logiky pro vytvo°ení modelu predikce
útlumu akustické vlny v atmosfé°e [101].
• Neuronový model predikce ²í°ení radiového signálu v m¥stské zástavb¥ [102].
• Zlep²ení p°esnosti meteorologického radaru pomocí dop°edné neuronové sít¥
a m¥°ení mnoºství sráºek sráºkom¥rem v p°íslu²né oblasti [101].
• Neuronová sí´ v kombinaci s genetickým algoritmem p°edpovídá mnoºství
vody v rozvodí °eky v severozápadním Íránu [103].
Kohonenovy samoorganizující mapy
• Shluková analýza na základ¥ meteorologických dat pro dal²í vyuºití v me-
teorologii [104].
• Klasiﬁkace druhu mraku na základ¥ snímk· z druºice [105].
• Urychlení optimalizace patchové antény p°i pouºití sít¥ SOM [106].
Rekurentní neuronové sít¥
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• Krátkodobá p°edpov¥¤ spot°eby elektrické energie pro p°enosové soustavy
pomocí rekurentní neuronové sít¥ se spoºd¥ním v globálních zp¥tných vaz-
bách [107].
• N¥kolikadenní p°edpovídání rychlosti v¥tru a budoucího výkonu pro n¥ko-
lik farem v¥trných elektráren v ecku pomocí rekurentních neuronových
sítí [108].
• P°edpovídání ceny akcií pomocí rekurentní neuronové sít¥ v kombinaci
s r·znými p°ístupy k analýze hlavní komponenty (Principal Component
Analysis) [109]
Kapitola 6
Odhad refraktivity pro pozemní
radiové spoje
Tato kapitola je p5edstavuje nový zp·sob predikce chování dlouhých radiových
spoj· ve vnitrozemských podmínkách v závislosti na stavu po£así. Jako nástroj
zaji²´ující predikci jsou zvoleny prost°edky um¥lé/výpo£etní inteligence. Jsou zde
identiﬁkovány fyzikální faktory ovliv¬ující ²í°ení radiového signálu.
6.1 Díl£í cíle
Tato £ást práce má dva díl£í cíle:
1. Ov¥°it moºnost vyuºití získaných dat k detekci stavu po£así na trase expe-
rimentálního spoje - remote sensing nejniº²ích troposférický vrstev a p°e-
dev²ím jev·, které se v nich vyskytují
2. Vytvo°ení metodiky pro odhad gradientu refraktivity v troposferických vrst-
vách, kterými experimentální spoj prochází, a vyhodnocení kvality výstupu
poskytovanou pro modely vytvo°ené uºitím této metodiky.
Pro spln¥ní obou cíl· se p°edpokládá vyuºití prost°edk· výpo£etní inteligence,
konkrétn¥ um¥lých neuronových sítí.
6.2 Popis m¥°icího spoje
Pro tvorbu metodiky uvedé v této kapitole jsou pouºita data z experimentálního
spoje [110], který není p·vodn¥ ur£en pro °e²ení zadaného úkolu. Lze °íci, ºe vy-
tvá°ená metodika vznikla zp¥tn¥ na základ¥ nam¥°ených dat v p°edchozích letech.
Nebyla tedy moºnost jeho moºnosti ú£inn¥ m¥nit tak, aby lépe vyhovoval této
práci. V dob¥ odevzdání této práce jiº tento experimentální spoj není v provozu.
Experimentální m¥°ící linka je zaloºena na kombinovaném m¥°ení meteorologic-
kých dat a útlum· experimentálních spoj·, které jsou postaveny tak, aby spojnice
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vysíla£e a p°ijíma£e protínala r·zné vý²kové hladiny. Nejniº²í p°ijíma£ je situován
tak, aby spojnice vysíla£e a p°ijíma£e procházela co nejníºe k terénní p°ekáºce
(ve vzdálenosti cca 30 km od vysíla£e je to asi 25 m nad terénem pokrytým lesní
vegetací) - ta zasahuje do Fresnelovy zóny spoje. Proto se p°edpokládá, ºe tato
terénní vlna m·ºe mít velký vliv v p°ípad¥ superrefrakce, kdy m·ºe být nejniº²í
spoj zcela zastín¥n touto p°ekáºkou. Celý terénní proﬁl je zobrazen na obr. 6.1.
180
200
220
240
260
280
300
320
340
360
180
200
220
240
260
280
300
320
340
360
5000030000100000
vzdálenost [m]
n
a
d
m
o
řs
k
á
 v
ýš
k
a
 [
m
]
Stožár Praha - město Poděbrady - severní stožár
Obr. 6.1: Terénní proﬁl experimentálního spoje s nazna£enými jednotlivými spoji
Spoje jsou provozovány na frekvenci 10,671 GHz s amplitudovou modulací
(modula£ní frekvence 1 kHz) a data s úrovn¥mi p°ijatého signálu jsou vzorko-
vána po jedné sekund¥. Vysíla£ je situován na budov¥ Televizního vysíla£e Praha
a stoºár s p°ijíma£i je na bývalém vysíla£i Pod¥brady - severním stoºáru. Celková
vzdálenost t¥chto dvou bod· je 49822 m. Nadmo°ská vý²ka st°edu antény vysíla£e
je 348,6 m a nadmo°ské vý²ky jednotlivých p°ijíma£· jsou:
• 249,1 m
• 278,0 m
• 307,9 m
• 333,5 m
Nadmo°ská vý²ka patky stoºáru Pod¥brady je 188,0 m nad mo°em.
Meteorologické m¥°ení na stran¥ vysíla£e neprobíhá p°ímo na vysíla£i, kv·li
nedostatku místa pro umíst¥ní meteostanice, ale je situováno ve vzdálenosti cca
5,5 km od vysíla£e na pozemku eského metrologického institutu. Na pod¥brad-
ské stran¥ spoje jsou umíst¥ny tato £idla:
• Tlak - Vaisala BAROCAP PTB100A, p°esnost v rozsahu -2045◦C je±1.5 hPa,
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umíst¥n ve vý²ce 1,4 m
• Teplota a vlhkost - Vaisala HUMICAP HMP45D - p°esnost±3% rH,±0,2◦C,
umíst¥ny na stoºáru ve vý²kách od zem¥:
1. 5,11 m
2. 27,61 m
3. 50,26 m
4. 75,86 m
5. 98,26 m
6. 123,86 m
• Sráºkom¥r
• Anemometr
Celý stoºár je schématicky rozkreslen na obr. 6.2 a fotograﬁe tohoto stoºáru jsou
na obr. 6.3 a 6.4. Shromaº¤ování dat probíhalo od roku 2008. Teplota, tlak a vlh-
kost jsou m¥°eny v jednominutových krocích. Na stran¥ vysíla£e je instalován
senzor viditelnosti, jehoº data jsou rovn¥º ukládána po jedné minut¥. Mnoºství
sráºek, sm¥r v¥tru a rychlost v¥tru jsou m¥°eny pouze na stran¥ p°ijíma£· a je-
jich ukládání probíhá po 15 minutách. Abychom získali mnoºinu dat, která bude
dostate£n¥ velká a bude v malých krocích, je pot°eba data, která nejsou m¥°ena
v minutových intervalech, rozpo£ítat do t¥chto minutových interval·.
6.3 Rozbor m¥°ených dat
V prvním kroku prob¥hla ru£ní porovnání nam¥°ených radiových a meteorolo-
gických hodnot. Bylo t°eba zjistit, je-li v·bec v nam¥°ených datech vid¥t vliv
po£así. Bylo proto v meteorologických datech vybráno pouze období s m¥°itel-
ným mnoºstvím sráºek. Pro tyto £asové úseky byly v nam¥°ených datech útlum·
vyhledány p°íslu²né hodnoty a ty jsou zobrazeny na obr. 6.5. Z pr·b¥h· je vid¥t,
ºe útlum za de²t¥ roste aº na hodnoty 520 dB v závislosti na síle de²t¥, ale i na
jiných meteorologických veli£inách. D·leºitou pozorovanou vlastností jsou ﬂuk-
tuace v hodnotách útlum·, které probíhají sou£asn¥ na v²ech patrech p°ijíma£·.
Dále byly ru£n¥ analyzovány pr·b¥hy jednotlivých dn· (vºdy 24 hodin, na
grafech jsou na ose x minuty od za£átku sledovaného období, které se m·ºe li²it
na kaºdém grafu), které m¥ly deﬁnovaný pr·b¥h po£así. Na obr. 6.6 je pr·b¥h
dne, kdy na za£átku dne jsou krátké sn¥hové p°ehá¬ky. Atmosferický tlak pomalu
roste v rozmezí 1008.81010.9 hPa. Vlhkost po ustání sráºek klesá z 95% aº na
80%. B¥hem dne teplota kolísá v °ádu 0.5◦C za hodinu a v £ase, kdy zapadne
slunce, se teplota m¥ní uº jen velmi pomalu - tato závislost se projevuje malými
ﬂuktuacemi v po£áte£ní a koncové fázi zobrazeného pr·b¥hu.
Na obr. 6.6 je zobrazen pr·b¥h s del²ím obdobím sn¥hových sráºek b¥hem
noci. Po ustání sráºek p°etrvávají stále stejné podmínky s malými zm¥nami. Tep-
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Obr. 6.2: Schéma uspo°ádání m¥°ících za°ízení na stoºáru Pod¥brady
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Obr. 6.3: Stoºár Pod¥brady s p°ijí-
ma£i a meteosenzory - spodní pohled
ze zem¥
Obr. 6.4: Stoºár Pod¥brady - sk°í¬ se
za°ízením pro na£ítání dat a 1. £idlo
teploty a vlhkosti
Obr. 6.5: Pr·b¥h útlum· m¥°icích spoj· za de²t¥
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Obr. 6.6: Pr·b¥h radiových útlum· jednoho dne - 1/12/2007
lota postupn¥ roste aº do odpoledních hodin (rychlost cca 0,1◦C za dv¥ hodiny).
Vlhkost pozvolna roste z 80% aº na 90% v no£ních hodinách. Tento pr·b¥h uka-
zuje, ºe p°i pomalých zm¥nách po£así se i pomalu m¥ní útlumy a jejich ﬂuktuace
jsou velmi malé. Naopak sráºky mají velmi výrazný vliv na pr·b¥h útlum·.
Obr. 6.7: Pr·b¥h útlum· jednoho dne - 10/12/2007
Na obr. 6.8 je zobrazen den, kdy jsou na za£átku a v polovin¥ pr·b¥hu vid¥t
zm¥ny zp·sobené dv¥ma lehkými p°ehá¬kami. B¥hem celého dne z·stávají sta-
bilní teploty s malými a pomalými zm¥nami, ale jsou pozorovány výrazné zm¥ny
ve sm¥ru a rychlosti v¥tru. Na pr·b¥hu je vid¥t, ºe se li²í pr·b¥hy útlum· spoj·
v r·zných vý²kách - jeden pr·b¥h je na prvním a £tvrtém pat°e a naprosto od-
li²ný pr·b¥h je na druhém a £tvrtém pat°e. Z toho lze odvozovat, ºe i zm¥ny ve
v¥tru by m¥lo být moºné tímto experimentem podchytit.
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Obr. 6.8: Pr·b¥h útlum· jednoho dne - 23/12/2007
6.4 Klasiﬁkace mnoºství sráºek pomocí radiových
spoj·
Z analýzy nam¥°ených dat v kapitole 6.3, je z°ejmé, ºe sráºky velmi siln¥ ovliv-
¬ují bezdrátový spoj a vlastn¥ zp·sobují jeho kompletní utlumení, ve kterém se
podmínky ²í°ení velmi rychle m¥ní. Z toho d·vodu jsem se pokusil vytvo°it kla-
siﬁkátor, který dokáºe rozli²it mnoºství sráºek v atmosfé°e - nejlépe jen pomocí
nam¥°ených útlum·, p°ípadn¥ p°i dopln¥ní minimálního mnoºství meteorologic-
kých dat. Tento klasiﬁkátor m·ºe být pozd¥ji pouºit jako pomocný vstup pro
budoucí odhad proﬁlu refraktivity.
6.4.1 Vstupní data
Pro tento model byla shromáºd¥na data popsaná v p°edchozích kapitolách za p°i-
bliºn¥ 6 m¥síc·. Nebylo moºné pouºít v¥t²í mnoºství dat, protoºe pozd¥ji do²lo
k výpadk·m na m¥°ícím za°ízení a data byla nekonzistentní. Následn¥ byly vytvo-
°eny mnoºiny dat v závislosti na mnoºství sráºek na sráºkom¥ru a s pomocným
výstupem z meteostanice Vaisala, který udává, jestli pr²í. Tyto mnoºiny byly:
• CLEAR - mnoºina dat, kdy nepr²elo. To odpovídá cca 91,4% ze v²ech
vzork·, kterých je p°es 200000
• LIGHT - mnoºina dat, kdy byl zaznamenán lehký dé²´ - 8,3% ze v²ech
vzork·
• NORMAL - mnoºina dat se st°edním mnoºstvím de²t¥ - 0,2% ze v²ech
vzork·
• HEAVY - velmi silný dé²´. Tato mnoºina obsahuje pouze 33 vzork·, to
odpovídá 33 minutám silného de²t¥ v p·lroce m¥°ení
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Dal²í mnoºiny, které byly pouºity pro porovnání výsledk· jsou:
• ALL - v²echny vzorky za 6 m¥síc· m¥°ení s vynechanými nekonzistentními
údaji (vlivem výpadku m¥°ení nebo jiných technických chyb)
• DAY - experimentáln¥ vybrané mnoºství 5000 vzork· tak, aby se v n¥m
vyskytovaly vzorky ze v²ech skupin sráºek v p°ibliºn¥ stejném zastoupení
jako v mnoºin¥ ALL. Uvedené mnoºství vzork· je vybráno v iterativním
p°ístupu, kdy se zvy²oval po£et prvk· této a porovnávalo se rozloºení t¥chto
náhodn¥ vybraných vzork· s mnoºinou ALL. P°i 5000 vzorcích bylo dosa-
ºeno vhodného mnoºství vzork· tak, ºe v tém¥° kaºdé náhodn¥ vybrané
skupin¥ vzork· byla i data z mnoºiny HEAVY. Tato mnoºina svojí délkou
odpovídá dob¥ p°ibliºn¥ 2,5 dne.
• MIX - 120 vzork·, z kaºdé mnoºiny 30 (kv·li malé velikosti mnoºiny HEAVY
nelze vybrat víc). Tato mnoºina je vybrána kv·li moºnosti porovnání vlivu
konstrukce trénovací mnoºiny na celkový výsledek.
6.4.2 U£ící proces
Cílem je práce je vytvo°it univerzální klasiﬁkátor (na základ¥ [7]). K tomu mají
být vyuºity neuronové sít¥ se dv¥ma nebo t°emi skrytými vrstvami. P°ed pro-
vedením experimentu nemáme ºádnou znalost o správném rozm¥ru sít¥, proto
pouºijeme Baum-Hausslerovo pravidlo ([111]), které ale pouºijeme jen jako zá-
kladní vodítko a vytvo°íme n¥kolik sítí, které budou mít v¥t²í i men²í rozm¥ry
neº je tímto pravidlem navrhováno.
V²echny neuronové sít¥ mají ve vstupní vrstv¥ £ty°i vstupní neurony a ve
výstupní vrstv¥ je jeden výstupní neuron. Vstupní neurony slouºí pouze jako
rozv¥tvující prvky pro první skrytou vrstvu. Skryté vrstvy vyuºívají neurony
s aktiva£ní funkcí ve tvaru unipolární sigmoidy. Stejnou aktiva£ní funkci vyuºívají
i neurony výstupní vrstvy. Výstupní vrstva m·ºe být dopln¥na výstupní funkcí
f(x), která zajistí samotnou klasiﬁkaci do 4 poºadovaných mnoºin:
f(x) =

CLEAR pro x ∈ 〈0; 0, 165)
LIGHT pro x ∈ 〈0, 165; 0, 5)
NORMAL pro x ∈ 〈0, 5; 0, )
HEAVY pro x ∈ 〈0, 835; 1)
. (6.1)
Tato funkce bude ale pouºita aº pro nau£ené sít¥, aby nebyl ovliv¬ován algoritmus
u£ení tímto zaokrouhlováním výsledku.
Samotné u£ení sítí (jejich rozm¥ry jsou uvedeny v tab. 6.1) prob¥hlo v n¥ko-
lika po sob¥ následujících cyklech za pouºití u£ícícho algoritmu back-propagation.
U£ící parametry tohoto algoritmu se mezi t¥mito cykly sniºovaly (podrobnosti uº
byly popsány v kapitole 5.2.2.1). Ukazatelem, který ur£uje, má-li se sníºit u£ící
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parametr algoritmu, je pr·b¥h MSE a jeho gradientu. V okamºiku, kdy zm¥ny
v MSE dosahují po dlouhou dobu malých hodnot blíºících se k nule, nastalo bu¤
uváznutí v lokálním minimu nebo se u£ení dostalo do místa, kdy je u£ící parametr
uº p°íli² velký a sí´ osciluje. Uváznutí v lokálním minimu si v tu chvíli nemusíme
v²ímat, protoºe sí´ bude trénována je²t¥ n¥kolikrát a bude vybrán nejlep²í vý-
sledek. Budeme tedy pouze sniºovat u£ící parametr a tím se dostaneme blíºe
k minimu - u£ící parametr se ve v¥t²in¥ p°ípad· sniºoval aº k hodnot¥ 0,0005.
Pro nejv¥t²í sít¥ bylo u£ení mnoºiny DAY tak £asov¥ náro£né, ºe nebylo moºno
dojít k pouºitelným výsledk·m a to ani pokud bylo pouºito jiného u£ícího algo-
ritmu jako je GDM back-propagation (gradient descent with momentum back-
propagation).
6.4.3 Vyhodnocení u£ícího procesu
Nejlep²í výsledky dosaºené po prob¥hnutí v²ech u£ících cykl· jsou zobrazeny
v tab. 6.1. Tyto výsledky byly dosaºeny nejmén¥ po £ty°ech u£ení kaºdé sít¥
s výjimkou dvou nejv¥t²ích. Celková doba u£ení t¥chto sítí byla v °ádu týdn·
na b¥ºném PC. V tabulce je vid¥t, ºe sít¥ od velikosti 20x10 (20 v první a 10
v druhé skryté vrstv¥) a v²echny t°ívrstvé sít¥ jsou schopné se dob°e nau£it malou
p°edkládanou u£ící mnoºinu MIX. U trojvrstvé sít¥ 400x300x150 je uº její u£ení
tak £asov¥ náro£né, ºe nebylo dále provád¥no a jsou v tabulce nejlep²í výsledky
za simulace v °ádu n¥kolika desítek hodin.
Na druhou stranu v p°ípad¥ p°ekládní u£ící mnoºiny DAY, jsou pro její u£ení
nejvhodn¥j²í sít¥ o velikosti 20x10, 100x50, 60x30x15 a 100x50x25. Je vhodné
podotknout, ºe vhodn¥j²í velikosti sít¥ jsou ty, které mají v poslední skryté vrstv¥
mezi 5 a 15 neurony. Je tedy vhodn¥j²í pro tuto aplikaci pouºívat men²í mnoºství
neuron· v druhé skryté vrstv¥ neº polovina neuron· ve vrstv¥ první.
Podrobn¥ji jsou výsledky dosaºené p°i trénování dvouvrstvých sítí zobrazeny
na obr. 6.9 a 6.10 a pro trojvrstvé na obr. 6.11 a 6.12. Na t¥chto grafech lze
podrobn¥ vid¥t, jaké sít¥ jsou nejvhodn¥j²í pro pouºití p°i klasiﬁkaci sráºek. Tyto
výsledky byly vytvo°eny tak, ºe natrénované síti byly p°edloºeny p°íslu²né mno-
ºiny, které jsou uvedeny na ose x a byla vyhodnocena odezva. P°i tomto vyhodno-
cení nebylo pouºito klasiﬁka£ní funkce (6.1) p°ipojené na výstup sít¥. V p°ípad¥,
ºe se tato funkce pouºije, budou výsledky MSE lep²í p°ibliºn¥ o 15% .
V grafech na obr. 6.9, 6.10, 6.11, 6.12 je vid¥t, ºe pro v²echny sít¥ u£ené po-
mocí trénovací mnoºiny DAY se objevují p°íli² velké chyby v odezv¥ na mnoºinu
HEAVY i NORMAL. To lze p°ipisovat jejich malému zastoupení v této mnoºin¥.
P°i porovnání výsledk· sítí, které byly u£eny mnoºinou MIX (která je navíc mno-
hem men²í neº DAY, ale obsahuje uniform¥ zastoupené jevy ze v²ech mnoºin), lze
z graf· vy£íst, ºe chyba v mnoºin¥ HEAVY se uº nevyskytuje (to ale vzhledem
k její velikosti bylo moºné p°edem p°edpokládat a je tudíº toto nutno chápat
spí²e jako chybu p°i sestavování trénovací mnoºiny) a chyby v ostatních mnoºi-
nách se vyrovnaly, ale pro skupiny NORMAL a LIGHT jsou na stejné úrovni.
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U£ící mnoºina: mnoºina MIX mnoºina DAY
Sí´ Propoj· MIX DAY MIX DAY
10x5 95 0.026 0.123 0.317 0.005
20x10 290 0.001 0.144 0.254 0.003
30x15 585 0.001 0.215 0.350 0.002
60x30 2070 0.000 0.179 0.362 0.001
100x50 5450 0.000 0.136 0.332 0.000
250x100 26100 0.000 0.122 0.332 0.000
500x250 127250 0.000 0.123 Nezda°ilo se
30x15x5 650 0.001 0.217 0.289 0.002
60x30x15 2505 0.000 0.174 0.302 0.001
100x50x25 6675 0.000 0.134 0.331 0.000
200x150x70 41370 0.000 0.161 0.331 0.000
400x300x150 166750 0.012 0.224 Nezda°ilo se
Tab. 6.1: Nejlep²í MSE dosaºené pro v²echny sít¥ a u£ící mnoºiny
Zhor²ení tedy nastalo jen ve skupin¥ CLEAR. Na základ¥ t¥chto výsledk· byly
jako nejvhodn¥j²í sít¥ zvoleny 20x10, 100x50 a 100x50x25.
6.4.4 Díl£í záv¥ry
Záv¥ry plynoucí z této sekce jsou d·leºité pro dal²í postup práce v oblasti od-
hadu refraktivity pomocí neuronové sít¥. Nejsou tak d·leºité samotné velikosti
neuronových sítí nalezené v této kapitole jako spí² tyto poznatky:
• Pro práci s meteorologickými daty a útlumy je t°eba vhodným zp·sobem
navrhovat trénovací mnoºiny. Vzhledem k charakteru po£así je t°eba vhod-
ným zp·sobem zvýraznit jevy, které nastávají v krátkém £ase z hlediska
nam¥°ených dat, ale ne p°íli² uniform¥.
• Pro konstrukci neuronových sítí pracujících s meteorologickými daty jsou
vhodn¥j²í sít¥ s v¥t²ím mnoºstvím neuron· ve skrytých vrstvách a druhá
skrytá vrstva by m¥la mít men²í po£et neuron· neº 1/2 první vrstvy.
• Je vhodné nam¥°ená data doplnit o dal²í meteorologická data z pr·b¥hu
spoje, protoºe aktuáln¥ m¥°ená data nepokrývají celou délku spoje a nelze
tak zohlednit nap°íklad men²í sráºkové oblasti, které nejsou v dosahu praº-
ské ani pod¥bradské meteorologické stanice. Tento poºadavek je na pouºi-
tém spoji t¥ºko realizovatelný, ale pro p°ípadné dal²í experimenty by k n¥mu
m¥lo být p°ihlédnuto.
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0,40
ALL CLEAR LIGHT NORMAL HEAVY
M
SE
ALL CLEAR LIGHT NORMAL HEAVY
10x5 0,31 0,32 0,17 0,11 0,01
20x10 0,17 0,17 0,14 0,15 0,00
30x15 0,26 0,27 0,15 0,13 0,00
60x30 0,36 0,37 0,20 0,16 0,00
100x50 0,21 0,21 0,14 0,13 0,00
250x100 0,23 0,24 0,12 0,10 0,00
500x250 0,16 0,17 0,13 0,13 0,00
MIX Learning Set Training Results
Obr. 6.9: Vyhodnocení MSE pro neuronové sít¥ se dv¥ma skrytými vrstvami a tes-
tovací mnoºinu MIX
0,00
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0,20
0,30
0,40
0,50
0,60
0,70
0,80
0,90
1,00
ALL CLEAR LIGHT NORMAL HEAVY
M
SE
ALL CLEAR LIGHT NORMAL HEAVY
10x5 0,02 0,01 0,07 0,33 0,85
20x10 0,03 0,02 0,08 0,32 0,59
30x15 0,03 0,02 0,11 0,39 0,90
60x30 0,04 0,03 0,11 0,40 0,91
100x50 0,02 0,01 0,11 0,38 0,84
250x100 0,05 0,04 0,15 0,36 0,83
DAY Learning Set Training Results
Obr. 6.10: Vyhodnocení MSE pro neuronové sít¥ se dv¥ma skrytými vrstvami
a testovací mnoºinu DAY
KAPITOLA 6. ODHAD REFRAKTIVITY PRO RAD. SPOJE 54
0,00
0,05
0,10
0,15
0,20
0,25
0,30
ALL CLEAR LIGHT NORMAL HEAVY
M
SE
ALL CLEAR LIGHT NORMAL HEAVY
30x15x5 0,27 0,28 0,17 0,14 0,02
60x30x15 0,19 0,20 0,13 0,14 0,00
100x50x25 0,19 0,19 0,11 0,12 0,00
200x150x70 0,22 0,23 0,16 0,15 0,00
400x300x150 0,20 0,21 0,16 0,18 0,00
MIX Learning Set Training Results
Obr. 6.11: Vyhodnocení MSE pro neuronové sít¥ se t°emi skrytými vrstvami a tes-
tovací mnoºinu MIX
0,00
0,10
0,20
0,30
0,40
0,50
0,60
0,70
0,80
0,90
ALL CLEAR LIGHT NORMAL HEAVY
M
SE
ALL CLEAR LIGHT NORMAL HEAVY
30x15x5 0,03 0,02 0,08 0,34 0,73
60x30x15 0,07 0,06 0,11 0,29 0,75
100x50x25 0,01 0,01 0,10 0,37 0,88
200x150x70 0,02 0,01 0,10 0,38 0,85
DAY Learning Set Training Results
Obr. 6.12: Vyhodnocení MSE pro neuronové sít¥ se t°emi skrytými vrstvami a tes-
tovací mnoºinu DAY
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6.5 Konstrukce u£ících mnoºin pro meteorologické
aplikace
Na základ¥ záv¥r· popsaných v p°edchozím odstavci byly navrºeny nové u£ící
mnoºiny, které byly otestovány na stejn¥ velkých sítích. Tyto mnoºiny byly po-
jmenovány MIX, MIX2, MIX3 a jednotlivé sráºkové t°ídy byly zastoupeny r·zn¥.
Mnoºina MIX z·stává stejná jako v p°edchozím odstavci, mnoºiny MIX2 a MIX3
mají zvýrazn¥né zastoupení t°íd CLEAR a LIGHT. Zastoupení jednotlivých t°íd
v u£ících mnoºinách je shrnuto v tab. 6.2. V²echny tyto mnoºiny byly pouºity pro
u£ení sítí 20x10, 30x15 a 100x50, první skrytá vrstva m¥la jako aktiva£ní funkci bi-
polární sigmoidu (funkci tanh()) a druhá vrstva uº m¥la aktiva£ní funkci ve tvaru
unipolární sigmoidy (logistickou funkci). Toto u£ení probíhalo naprosto stejným
zp·sobem jako v p°edchozím odstavci, bylo provedeno n¥kolikrát a byly vybrány
nejlépe natrénované sít¥.
U£ící mnoºina
De²´ová t°ída MIX MIX2 MIX3
CLEAR 30 90 60
LIGHT 30 60 60
NORMAL 30 30 30
HEAVY 30 30 30
Tab. 6.2: Zastoupení jednotlivých t°íd sráºek v u£ících mnoºinách
Výsledky simulace sítí pro v²echny nam¥°ené hodnoty (t°ída ALL) jsou zob-
razeny v tab. 6.3. Význam jednotlivých sloupc·:
MSE chyba u£ení sít¥
OK správn¥ klasiﬁkovaný podíl vstupních dat
ER1 podíl chybn¥ klasiﬁkovaných vstupních dat o jednu t°ídu - klasiﬁkace do-
padla do vedlej²í t°ídy
ER2 podíl chybn¥ klasiﬁkovaných vstupních dat o dv¥ t°ídy
ER3 podíl chybn¥ klasiﬁkovaných vstupních dat o t°i t°ídy
Na základ¥ zobrazených výsledk· lze odvodit, ºe vý²e popsaný postup vytvá°ení
trénovací mnoºiny zlep²il odezvu sít¥ o 15% aº 20% ve správném odhadu mnoº-
ství sráºek a t°ídy chyb ER2 a ER3 se zmen²ily v n¥kterých p°ípadech o více neº
10%. To je velmi výrazné zlep²ení zvlá²´ s p°ihlédnutím k faktu, ºe odhadované
mnoºství zráºek není ostré a ve vstupních datech mohou být výrazné chyby zp·-
sobené nedostatkem informací o sráºkách v pr·b¥hu spoje. Rozdíl poºadovaných
a získaných výsledk· pro sí´ 100x50 a u£ící t°ídu MIX2, kterou lze povaºovat za
nejlépe natrénovanou (i p°es to, ºe MSE není nejniº²í) je zobrazena na obr. 6.13
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Sí´ Mnoºina MSE OK ER1 ER2 ER3
20x10
MIX 0.0098 35.3% 32.8% 17.3% 14.7%
MIX2 0.0173 55.5% 32.5% 7.9% 4.1%
MIX3 0.0204 48.2% 36.1% 11.9% 3.8%
30x15
MIX 0.0056 33.6% 29.2% 20.0% 17.3%
MIX2 0.0257 50.3% 39.5% 6.9% 3.3%
MIX3 0.0155 56.2% 26.5% 8.4% 9.0%
100x50
MIX 0.0307 31.0% 43.0% 13.6% 12.4%
MIX2 0.0128 57.4% 26.3% 8.6% 7.7%
MIX3 0.0108 47.7% 34.0% 11.6% 6.8%
Tab. 6.3: Kvalita klasiﬁkace pro v²echny u£ící mnoºiny a neuronové sít¥
Obr. 6.13: P°íklad rozptylu dat pro nejlep²í sí´ a trénovací mnoºinu - 100x50
a mnoºinu MIX2. Proloºeno p°ímkou, která znázor¬uje skute£ný pr·b¥h (modrá)
a £ervenou, která znázor¬uje ideální závislost.
6.6 Odhad refraktivity a jejího vý²kového proﬁlu
Jako první p°iblíºení se k odhadu vý²kového proﬁlu refraktivity je pouºit jedno-
du²²í postup a tím je odhad gradientu refraktivity pro m¥°ený spoj. Vzhledem
k tomu, ºe nelze p°edem spoléhat na známé rozloºení hodnot gradientu refrakti-
vity v £ase, byla pro tento postup vytvo°ena u£ící mnoºina o velikosti 5000 vzork·
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gradientu refraktivity. Gradient refraktivity byl vypo£ten na základ¥ v²ech na-
m¥°ených dat na stoºáru s p°ijíma£i za pouºití vztah· (3.2), (3.4) a (3.5) v£etn¥
pouºití hodnot doporu£ených v ITU-R [13].
Pro ov¥°ení moºností odhadu gradientu refraktivity byly vyuºity uº vytvo°ené
sít¥ pro klasiﬁkaci sráºek jen s tím rozdílem, ºe jako aktiva£ní funkce v²ech neu-
ron· byla pouºita bipolární sigmoida, která lépe odpovídá °e²enému problému.
Gradient refraktivity se od pr·m¥rné hodnoty -40 N-units/km m·ºe pohybovat
jak do kladných, tak i do záporných oblastí.
Výsledky trénování sítí o velikostech 20x10, 30x15 a 100x50 jsou zobrazeny
v tab. 6.4 a histogram zobrazující chyby tohoto odhadu pro sí´ 30x15 je na
obr. 6.14 .
Sí´ MSE
Odchylka od nam¥°eného grad. refr. [N]
<5 <10 <20 <40 >40
20x10 0.0456 53.0% 25.8% 14.7% 4.8% 1.7%
30x15 0.0436 53.7% 25.3% 14.6% 4.7% 1.7%
100x50 0.0472 52.4% 26.7% 14.3% 4.8% 1.8%
Tab. 6.4: Vyhodnocení p°esnosti odhadu gradientu refraktivity
Obr. 6.14: Histogram chyby pro odhad gradientu refraktivity pro sí´ 30x15
6.6.1 Odhad proﬁlu refraktivity
Vzhledem k mnoºství meteorologických senzor· na stoºáru v lokalit¥ Pod¥brady
(obr. 6.1 a 6.2) jsem se rozhodl pro výpo£et pr·b¥hu gradientu refraktivity. V kaº-
dém pat°e meteosenzor· je moºné vypo£ítat refraktivitu a jejich rozdílem lze zís-
kat pr·b¥h gradient· refraktivity celkem v p¥ti vrstvách. P°echod kaºdé vrstvy
odpovídá jednomu p°ijíma£i.
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Pro °e²ení této problematiky byly zvoleny dop°edné neuronové sít¥ se dv¥ma
skrytými vrstvami. Vstupem jsou £ty°i útlumy jednotlivých spoj· a výstupem je
p¥t gradient· refraktivity jednotlivých vrstev na stoºáru Pod¥brady. Rozm¥ry sítí
byly zvoleny 20x10, 30x18, 50x35 a 80x60. V¥t²í rozm¥ry sítí jsou uº velmi t¥ºko
trénovatelné a podle p°edchozích výsledk· není p°edpoklad, ºe by v¥t²í velikost
sít¥ zlep²ila p°esnost odhadu. Jako aktiva£ní funkce v²ech neuron· jsou zvoleny
bipolární sigmoidy a pro u£ení bylo jako v p°edchozích p°ípadech zvolen algo-
ritmus back-propagation, p°ípadn¥ bylo v n¥kolika u£ících cyklech pouºito GDM
back-propagation. Pro následující p°ehled výsledk· byla vºdy vybrána nejlep²í
sí´.
6.6.2 Tvorba u£ících mnoºin
D·leºitým vstupem do neuronové sít¥ je normalizace vstupních a výstupních dat.
Jako vstupní data byly vyuºívány útlumy. Tyto útlumy byly p°evedeny z lo-
garitmické míry v dB na výkony a následn¥ lineárn¥ p°ekódovány do intervalu
〈−1; 1〉. Výstupní data odpovídající gradient·m jsou rovn¥º p°evedena do inter-
valu 〈−1; 1〉, ale tentokrát je k normalizaci pouºita vestav¥ná funkce Matlabu
tansig() - stejná funkce jako aktiva£ní funkce neuron·. D·vodem pouºití této
funkce je její tvar. Pro normalizaci byly pouºity funkce, které jsou zobrazeny na
obr. 6.15 :
norm1(x) = tansig(
x+ 98.5
58.5
) (6.2)
norm1(x) = tansig(
x+ 98.5
106
) (6.3)
Tyto funkce zaji²´ují, ºe ve²keré vstupy refraktivity budou vºdy ve správném
intervalu. Dále jsou nastaveny tak, ºe v p°ípad¥ funkce (6.3) jsou hodnoty gradi-
entu refraktivity -157 N/km rovny -0,5 a -40 N/km je rovno 0,5. Pro funkci (6.3)
jsou hodnoty gradientu refraktivity -157 N/km rovny -0,75 a -40 N/km je rovno
0,75. To jsou hranice pro speciální troposférické efekty jako je vlnovodný kanál,
subrefrakce a superrefrakce.
U£ící mnoºiny byly vytvo°eny dv¥ (TS1 a TS2), kaºdá za pouºité normaliza£ní
funkce s jiným pr·b¥hem ((6.3) a (6.3)). Vzhledem k tomu, ºe pr·m¥rná hodnota
gradientu refraktivity pro st°ední Evropu je -40 N/km, je vybráno 350 vzork·
z intervalu 〈−10; 60〉 a 150 vzork· ze zbylého intervalu. Za pouºití t¥chto vzork·
byly u£eny v²echny sít¥ a vyhodnocena jejich výkonnost.
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Obr. 6.15: Pr·b¥h funkcí (6.3) a (6.3) pouºitých k normalizaci
6.7 Vyhodnocení kvality odhadu proﬁlu refrakti-
vity
Výsledky odhadu gradientu refraktivity pro jednotlivé u£ící mnoºiny a celkový
gradient (gradient od prvního meteo£idla na zemi aº po nejvy²²í £idlo na sto-
ºáru) je uveden v tab. 6.5. Odezva True znamená, ºe gradient refraktivity se od
poºadované hodnoty nem¥nil o více neº 10 N/km (to je hodnota men²í neº p°ed-
pokládaná nejistota m¥°ení, která byla publikována v [112]), naproti tomu False
znamená rozdíl o více neº 100 N/km (p°ibliºn¥ rozdíl mezi vlnovodným kanálem
a subrefraktivitou). Z uvedených údaj· vyplývá, ºe vyuºití obou normaliza£ních
funkcí je pro tuto aplikaci vhodné a p°esnost odhadu se pro v²chny pouºité sít¥
pohybuje kolem 75%.
20x10 30x18 50x35 80x60
Mnoºina True False True False True False True False
TS1 78,70% 1,10% 74,60% 1,00% 75,50% 0,70% 74,70% 0,50%
TS2 77,90% 1,50% 74,10% 0,60% 72,40% 0,70% 72,90% 0,70%
Tab. 6.5: Vyhodnocení odhad celkového gradientu refraktivity pro v²echny tréno-
vací mnoºiny
Tab. 6.6 uvádí odhad proﬁlu refraktivity pro kaºdou jednotlivou vrstvu p°i po-
uºití normaliza£ní funkce (6.3). Je zde vid¥t, ºe odhad refraktivity v jednotlivých
patrech spoje se pohybuje od 70% do 95% a pro tuto výkonnost je dosta£ující
neuronová sí´ o rozm¥ru 20x10. P°i porovnání s výsledky v tab. 6.6 lze vyvodit
záv¥r, ºe normaliza£ní funkce (6.3), která má v¥t²í sklon lineární £ásti pr·b¥hu,
poskytuje mírn¥ p°esn¥j²í výsledky pro sí´ 30x18. Oba tyto záv¥ry nazna£ují, ºe
metoda je pouºitelná pro odhad refraktivity na základ¥ útlum·.
Dále je t°eba vyhodnotit, s jakou p°esností je odhadnut vý²kový proﬁl refrak-
tivity pro v²echny m¥°ené vrstvy. Rozloºený vý²kový proﬁl se skládá z p¥ti gra-
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Vrstva 20x10 30x18 50x35 80x60
1 60,20% 2,30% 60,00% 2,70% 54,00% 4,10% 39,10% 10,80%
2 84,10% 0,90% 83,50% 2,00% 79,20% 2,00% 77,40% 2,60%
3 70,00% 1,70% 67,60% 2,00% 64,00% 3,70% 53,00% 10,30%
4 86,20% 2,30% 81,70% 2,10% 72,60% 8,10% 65,50% 6,70%
5 90,60% 1,90% 88,40% 1,00% 84,40% 2,40% 70,70% 6,20%
Tab. 6.6: Vyhodnocení odhad jednotlivých pater gradientu refraktivity pro u£ící
mnoºinu TS1
Vrstva 20x10 30x18 50x35 80x60
1 67,70% 0,80% 67,90% 0,20% 53,40 5,40% 62,70% 1,80%
2 85,20% 0,60% 90,40% 0,00% 79,00 3,20% 85,80% 0,50%
3 71,00% 1,00% 73,00% 0,00% 64,70 2,90% 67,00% 1,90%
4 88,60% 0,60% 91,30% 0,00% 82,60 2,30% 83,80% 0,80%
5 91,40% 0,30% 95,00% 0,00% 84,20 2,70% 88,00% 1,10%
Tab. 6.7: Vyhodnocení odhad jednotlivých pater gradientu refraktivity pro u£ící
mnoºinu TS2
dientních vrstev. Budeme p°edpokládat, ºe správný gradient refraktivity (True)
je ten, který se od zm¥°eného neli²í v ºádném pat°e o více neº 10 N/km. Naproti
tomu chybný gradient (False) je ten, který se li²í v o více neº 10 N/km ve £ty°ech
nebo p¥ti vrstvách. Jak lze vy£íst z tab. 6.8, nejlep²í p°esnost odhadu refraktivity
byla pro sí´ 30x18 a trénovací mnoºinu s normaliza£ní funkcí (6.3).
Mnoºina 20x10 30x18 50x35 80x60
TS1 34,80% 4,50% 33,70% 6,10% 26,40% 9,80% 20,10% 20,10%
TS2 39,60% 3,30% 41,50% 0,70% 30,60% 8,20% 34,90% 4,40%
Tab. 6.8: Vyhodnocení celkového odhadu gradientu refraktivity pro ob¥ trénovací
mnoºiny
6.8 Shrnutí pouºité metodiky
Samotná metodika pro tvorbu neuronového modelu odhadu refraktivity atmo-
sféry se skládá z n¥kolika krok·, které byly podrobn¥ji popsány v p°edchozích
odstavcích. Sou£ástí metodiky jsou doporu£ení, která je vhodné dodrºet, aby
bylo dosaºeno co nejv¥t²í p°esnosti. Metodika se skládá z následujících krok·:
1. P°íprava a konverze m¥°ených dat  odstavec 6.6.2.
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2. Návrh neuronové sít¥  probíhá experimentáln¥ v n¥kolika krocích a musí
být zp¥tn¥ vyhodnocen podle odstavce 6.7.
3. Tvorba u£ících mnoºin  odstavec 6.6.2 a 6.5.
4. U£ení neuronové sít¥  odstavec 6.4.2.
5. Vyhodnocení výstup· neuronové sít¥  odstavec 6.7.
Pro zpracování nam¥°ených dat lze shrnout následující doporu£ení, která je
vhodné dodrºet p°i pouºití metodiky, která byla popsána v p°echozím textu:
1. Normalizace vstupních dat. Tento druh dat má tu vlastnost, ºe nejv¥t²í
mnoºství dat se nachází v okolí st°ední hodnoty, ale tato data ovliv¬ují
samotné zpracovaní neuronovu sítí jen ve velmi malé mí°e. Je tedy vhodné
pouºít uº normaliza£ní funkci, která tuto vlastnost zohlední p°i p°evodu
vstupních hodnot do p°íslu²ného intervalu nutného pro zpracování pomocí
neuronové sít¥.
2. Konstrukce u£ících mnoºin. Ze stejného d·vodu jako v p°edchozím bod¥
je nutno u£ící mnoºiny vytvá°et tak, aby se zvýraznil výskyt hodnot mimo
90% kvantil. Není ale vhodné vytvo°it zcela uniformní zastoupení, je-li kla-
siﬁkováno jen n¥kolik t°íd.
3. Velikost neuronové sít¥. Velikosti pouºité sít¥ se pohybovaly ve velikos-
tech 20x10 aº 30x18 a v¥t²ích. Nebyl pozorován zásadní vliv v¥t²ích sítí na
kvalitu odhadu refraktivity ani mnoºství sráºek. Naopak se p°i trénování
objevovaly problémy s £asovou náro£ností u£ení velkých sítí a pak s p°eu-
£ením sít¥.
6.9 Díl£í záv¥r
V kapitole byla p°edstavena metodika, jak p°istupovat k nam¥°eným meteoro-
logickým dat·m, aby je bylo moºné vyuºít pro zpracování neuronovými sít¥mi.
Zárove¬ byl nazna£en p°ístup k diagnostice mnoºství sráºek pomocí experimen-
tálního mikrovlného spoje. Bylo dosaºeno p°esnosti klasiﬁkace £ty° úrovní sráºek
s p°esností 60%.
Byly vyhodnoceny výstupy poskytované metodikou. P°esnost t¥chto výstup·
je posta£ující pro orienta£ní odhady gradientu refraktivity, kdy p°esnost dosahuje
70-80%. P°esnost odhadu vý²kového pr·b¥hu gradientu refraktivity klesá k 50%,
to je ale dáno kombinací nep°esnostmi m¥°ení i nep°esností výstup· neuronové
sít¥ a zárove¬ i vlivy, které nebylo moºno m¥°it pomocí experimentálního spoje.
P°esnost dané metod je ovlivn¥na p°edev²ím dostupností vstupních dat a to
jak £asovou tak i prostorovou. Jak bylo zji²t¥no uº na po£átku, nap°íklad dé²´
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zp·sobuje velké zatlumení spoj· a b¥hem toho vznikají velké ﬂuktuace v útlu-
mech, které jsou jen t¥ºko odhadnutelné. Dal²ím problémem je, ºe jediné m¥°ení
proﬁlu refraktivity probíhá jen na konci linky. Vzhledem k dynamice zm¥n po£así
na tak dlouhém spoji tak získáváme jen jakési zpr·m¥rování proﬁlu refraktivity,
resp. známe jen výsledný efekt pr·b¥hu refraktivity.
Kapitola 7
Návrh metodiky predikce vlivu
po£así na FSO spoje
7.1 Díl£í cíle
Cílem této £ásti práce je návrh metodiky k vytvo°ení komplexního modelu vlivu
po£así na kvalitu optického spoje (na útlum prost°edí), tedy nejen v analýze
jednotlivých atmosferických vliv· zvlá²´. K tomu mají slouºit lehce dostupná
meteorologická £idla, která jsou umíst¥na v blízkosti sledovaných spoj·. Sledova-
nými meteorologickými údaji jsou teplota, tlak, mnoºství sráºek, sm¥r a rychlost
v¥tru. Není cílem jednotlivé vlivy analyzovat, výsledný model by m¥l fungovat
jako samostatný modul (black box), který se navrºeným postupem nau£í na
konkrétní data a dále bude schopen na základ¥ meteorologických dat predikovat
chování FSO spoje. Jako vhodný prost°edek pro tento úkol byly zvoleny neu-
ronové sít¥ - p°edpoklad jejich vhodnosti byl u£in¥n na základ¥ záv¥r· z jejich
vyuºití p°i návrhu systému pro odhad refraktivity v p°edchozí kapitole.
Vzhledem k tomu, ºe celý postup vytvá°ení modelu je provád¥n pro dva bez-
drátové spoje, kdy kaºdý poskytuje údaje o velikosti úlumu v jiném kvantovacím
kroku, bude vyhodnoceno, jak jemné informace o útlumu navrhovaná metoda
vyºaduje.
Zárove¬ tato práce slouºí jako ov¥°ovací studie metodiky popsané v kapitole
v¥nované radiovým spoj·m, kde byly navrºeny d·leºité postupy pro práci s na-
m¥°enými atmosferickými daty. Práv¥ tyto postupy budou vyuºity ke konstrukci
vhodné architektury neuronové sít¥, která dokáºe predikovat chování. P·vodní
metodika byla zam¥°ena na odhad proﬁlu refraktivity pomocí bezdrátových spoj·,
který na tomto experimentu s FSO není aplikovatelný.
7.2 Popis experimentu
Pro m¥°ení byly pouºity dva FSO spoje, které jsou umíst¥ny na budov¥ FEL,
VUT v Praze a na okolních budovách kampusu. První spoj, ze kterého byla
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získávána data po vývoj modelu, má délku p°ibliºn¥ 120 m a je umíst¥n na ocho-
zech v osmém pat°e na dvou blocích budovy Technická 2 - tedy p°ibliºn¥ 30
metr· nad zemí. Budova je zd¥ná s velkým mnoºstvím otevíratelných oken (to
m·ºe zp·sobovat ur£ité teplotní turbulence v okolí hlavic), na zemi je parkovi²t¥
a n¥kolik vzrostlých strom·, které nijak nezasahují do spoje. Tento spoj vyu-
ºívá star²í 100 Mbps technologii WaveBridge 500 s vlnovou délkou 800-900 nm,
²í°kou paprsku 17 mrad. Spoj je orientován v severozápadním sm¥ru a z t¥chto
sm¥r· není zastín¥n jinými budovami. U tohoto spoje byly pozorovány výkyvy
v d·sledku osvícení hlavic spoje vycházejícím sluncem.
Druhý spoj je p°ibliºn¥ 450 m dlouhý a je orientován v západním sm¥ru. Pro
tento spoj je vyuºita nov¥j²í £ty°svazková technologie LightPointe FlightStrata-G
s rychlostí 1000 Mbps. Za°ízení pracuje na vlnové délce 850 nm se ²í°kou paprsku
2 mrad a výstupním výkonem 24 mW. Citlivost p°ijíma£e je -45 dBm, dynamický
rozsah 34 dB Výrobcem doporu£ovaná maximální délka spoje je 1000 m stejn¥
jako u prvního spoje.
Spoje jsou dopln¥ny dv¥ma meteorologickými stanicemi Anemo WS981, umís-
t¥nými na st°e²e budovy v míst¥, kde jsou instalovány i hlavice FSO spoj·. Jedna
stanice shromaº¤uje data o teplot¥, vlhkosti, atmosferickém tlaku, mnoºství srá-
ºek (k tomu je pouºit vyh°ívaný £lunkový sráºkom¥r s rozli²ením 0.1 mm a sb¥r-
nou plochou 500 cm2) a rychlosti a sm¥ru v¥tru (anemometr AN 955C). Druhá
stanice m¥°í teplotu, atmosferický tlak a mnoºství sráºek star²ím sráºkom¥rem.
Tato stanice je nov¥ vybavena senzorem dohlednosti Vaisala PWD20 pro m¥°ení
viditelnosti do 20 km - toto £idlo ale nespl¬uje stanovené podmínky pro model,
kv·li tomu, ºe to není jednodu²e dostupné a levné £idlo. Proto nebude vyuºito
v modelu. V²echna meteorologická data jsou m¥°ena po jedné sekund¥ s výjim-
kou pomalu se m¥nících veli£in jako je mnoºství sráºek, kdy je m¥°ení po sekund¥
prakticky neproveditelné. Pro tento p°ípad byly provedeny p°epo£ty z patnácti-
minutových vzork·.
Data o p°ijímané úrovni signálu z jednotlivých hlavic FSO jsou rovn¥º uklá-
dána po jedné sekund¥. Hlavice WaveBridge poskytuje signál RSSI, který je po-
mocí nam¥°ené charakteristiky p°eveden na dB. Hlavice FlightStrata poskytuje
úrove¬ p°ijímaného signálu pouze v 10 úrovních, tyto úrovn¥ jsou také p°epo£-
teny na dB. D·vodem je to, aby modely pro oba spoje m¥ly stejný typ vstup·
a výstup·.
7.3 Analýza vstupních dat
První analýza vstupních dat pomocí SOM sítí byla publikována v [113]. Moti-
vací k analýze vstupních dat byl pokus o zmen²ení velikosti mnoºiny vstupních
dat tím, ºe v nich budou nalezeny shluky dat, p°ípadn¥ siln¥ korelované vstupní
veli£iny. Korelace vstupních veli£in byla provedena statisticky pomocí výpo£tu
matice korelací v²ech vstupních veli£in. Siln¥ korelovanými veli£inami byly pouze
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teplota, tlak a vlhkost z obou meteostanic, kdy koeﬁcient korelace dosahoval hod-
noty 1,00. Z toho d·vodu nebyla tato (vlastn¥ duplicitní) data z jedné z mete-
ostanic dále vyuºívána. Mezi ostatními vstupy nebyla nalezena ºádná statisticky
významná korelace.
7.3.1 Shluková analýza pomocí SOM sít¥
Z nam¥°ených dat byly náhodn¥ vybrány vzorky meteorologických dat (teplota,
vlhkost, mnoºství sráºek) a útlumu s cílem ov¥°it výskyt shluk·, který není z°ejmý
a nebyl nalezen pomocí statistiky - korelace. Mnoºin vzork· bylo celkem 5 pro
velikosti od 1000 do 5000 vzork·. Na ov¥°ení byly pouºity SOM sít¥ s hexagonál-
ním uspo°ádáním a rozm¥rech od 10x10 do 30x30. Pro lep²í p°ehled o rozloºení
nam¥°ených dat jsou na obr. 7.1, 7.7 a 7.3 zobrazeny histogramy pro teplotu,
vlhkost a útlum a na obr. 7.4 je zobrazen pr·b¥h sráºkové £innosti v £ase. Tyto
histogramy svým pr·b¥hem odpovídají i pozd¥ji pouºívaným dat·m, která byla
získána za del²í £asové období.
Obr. 7.1: Histogram nam¥°eného
útlumu Obr. 7.2: Histogram nam¥°ené teploty
Obr. 7.3: Histogram nam¥°ené vlhkosti
Obr. 7.4: asový pr·b¥hu sráºek
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V ºádném z provedených u£ících cykl· nebyl nalezen dostate£n¥ silný shluk.
Pro ilustraci uvedu výsledky pro u£ení sít¥ 30x30 a u£ící mnoºinu o velikosti
2000 vzork·. Na obr. 7.5 jsou zobrazeny míry excitace jednotlivých neuron· -
£ím v¥t²í je modrá výpl¬ hexagonálního neuronu, tím víc vstup· tento neuron
excituje. Podle rozloºení excitací lze usuzovat, ºe shluky dat nejsou významné.
Dopl¬kovou vizualizací k této síti jsou zobrazeny mapy výstupních vah na obr. 7.6.
Je zde zobrazeno, které neurony jsou daným vstupem siln¥ji ovliv¬ovány (tmavá
barva zna£í vy²²í váhu). V p°ípad¥, ºe by n¥která z map byla podobná jiné, lze
mezi t¥mito vstupy p°edpokládat n¥jakou vazbu. To se v tomto p°ípad¥ rovn¥º
nepotvrdilo.
Obr. 7.5: Zobrazení míry excitace jednotlivých neuron·
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Obr. 7.6: Mapy vah pro v²echny vstupy
7.4 Návrh metodiky modelování atmosferických
vliv· na FSO spoj
Metodika, která je pouºita pro návrh modelu chování FSO spoje, se skládá z °ady
následných krok·, které budou v dal²ím textu podrobn¥ji popsány. N¥které £ásti
metodiky jiº byly popsány v kapitole v¥nované odhadu troposférické refraktivity,
protoºe povaha vstupních dat byla obdobná. Pro vytvo°ení vhodného modelu
FSO je t°eba provést následující kroky:
1. Nam¥°ení meteorologických dat a dat p°ijatých úrovní signálu
(p°ípadn¥ p°epo£tených na útlum). Tato data by m¥la být m¥°ena
v co nejmen²ích £asových intervalech. Toto tvrzení je podpo°eno nam¥°e-
nými hodnotami rychlosti scintilace v [73], [52] a p°edev²ím v [74].
2. Normalizace nam¥°ených dat. V p°edchozích odstavcích bylo zobra-
zeno typické rozloºení nam¥°ených meteorologických dat. Tyto hodnoty je
vºdy pot°eba p°evést do intervalu vhodného pro zpracování neuronovou sítí.
Tento krok je d·leºitý pro získání dobré výsledné p°esnosti modelu.
3. Výb¥r vhodné architektury neuronové sít¥. Tento krok je obecn¥
náro£ný, protoºe podmínky experiment· se li²í a vzhledem k povaze neu-
ronové sít¥ není moºné dop°edu ur£it p°esný rozm¥r neuronové sít¥, ale lze
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poskytnout doporu£ení podloºená srovnáním r·zných velikostí a architek-
tur. P°edpokládá se, ºe p°i zavedení £asového kontextu do neuronové sít¥
se kvalita modelu zlep²í.
4. P°íprava u£ících mnoºin. Krok který uº byl podrobn¥ analyzován v p°ed-
chozí kapitole. Stejný navrºený postup bude pouºit i v modelu FSO. Tento
krok je provád¥n aº po vytvo°ení neuronových sítí, protoºe tyto sít¥ se mo-
hou li²it po£tem vstup·.
5. U£ení neuronové sít¥. U£ení sít¥ v této metodice je provád¥no algo-
ritmem back-propagation, p°ípadn¥ jeho modiﬁkacemi. Byl zvolen stabilní
algoritmus, který ale nemusí být vºdy £asov¥ optimální. Postup u£ení uº
byl rozebrán v kapitole v¥nované odhadu refraktivity a bude dodrºen.
6. Vyhodnocení kvality modelu. Na základ¥ v²ech nam¥°ených dat bude
proveden odhad a budou porovnány odezvy v²ech navrºených neuronových
sítí. Výsledky budou diskutovány a bude vybráno nejlep²í °e²ení.
7.5 Popis jednotlivých krok· metodiky
7.5.1 P°íprava vstupních dat
Pro vývoj neuronového modelu byly k dispozici dv¥ mnoºiny vstupních dat. Je-
den nam¥°ený vzorek odpovídal jedné sekund¥. První mnoºina byla z testovacího
provozu, kdy byl zachycen p°ibliºn¥ £ty°denní cyklus. Tato mnoºina byla pouºita
pouze pro první odhad velikosti neuronové sít¥, která bude reagovat na nam¥°ená
data. Jejich normalizace do intervalu 〈0; 1〉 prob¥hla za pouºití minmax normali-
zace:
f(x) =
x−MIN
MAX −MIN , (7.1)
kde MIN je minimum ze v²ech nam¥°ených hodnot dané veli£iny x a MAX je
maximum ze v²ech nam¥°ených hodnot dané veli£iny.
Druhá, d·leºit¥j²í mnoºina, byla nam¥°ena v pr·b¥hu t°í m¥síc· roku 2012.
Dal²í data nebyla v dob¥ vývoje modelu k dispozici kv·li technické závad¥ na
FSO spoji. Celá mnoºina se tedy sestává z cca osmi milion· hodnot odpovídají-
cím kaºdé sekund¥ ve sledovaných t°ech m¥sících. V této mnoºin¥ jsou v²echna
meteorologická data a p°ijaté úrovn¥ pro oba FSO spoje. V²echna data musí být
normalizována do intervalu 〈0; 1〉, protoºe budeme pouºívat neuronové sít¥ s ak-
tiva£ními funkcemi s unipolární sigmoidou, konkrétn¥ funkcí Matlabu logsig().
Normalizace bude provedena za pomoci logistické funkce (7.2), která je schopna
více zvýraznit hodnoty více vzdálené od st°ední hodnoty. Byl totiº u£in¥n p°ed-
poklad, ºe p°esnost modelu budou více ovliv¬ovat hodnoty více odli²né od st°ední
hodnoty (nap°íklad je d·leºit¥j²í, ºe se teplota zm¥nila o n¥kolik stupn·, neº ºe se
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Obr. 7.7: Ukázka histogramu teploty
p°ed provedením normalizace
Obr. 7.8: Histogram teploty po nor-
malizaci funkcí (7.2)
pohnula o jednu desetinu stupn¥). Logistická normaliza£ní funkce je parametrizo-
vána parametry σ a µ, které reprezentují standardní odchylku a st°ední hodnotu
dané zm¥°ené veli£iny.
f(x|µ, σ) = e
x−µ
|σ|
σ
(
1 + e
x−µ
|σ|
)2 , x ∈ R (7.2)
Efekt pouºití této funkce na teplotní data je z°ejmý z rozdílu histogramu celé
mnoºiny nam¥°ených teplotních dat p°ed normalizací - obr. 7.7 - a po provedení
normalizace - obr. 7.8. Pr·b¥h histogramu v oblasti st°ední hodnoty se stal plo²-
²ím a na krajích intervalu se zvý²il po£et vzork·. Je samoz°ejmé, ºe po vybavení
dat neuronovou sítí budou muset být data denormalizována inverzní funkcí se
stejnými parametry σ a µ, které m¥la u£ící mnoºina.
7.5.2 Výb¥r architektury a velikosti neuronové sít¥
Aby byl k dispozici alespo¬ hrubý odhad velikosti neuronové sít¥, který bude
pouºit pro dal²í zp°esn¥ní modelu, bylo provedeno u£ení star²ích dat zbavených
nep°esností zp·sobených výpadky n¥kterých £idel [113]. T¥chto vzork· bylo p°i-
bliºn¥ 300000 (stejná mnoºina vzor·, která byla pouºita pro analýzu shluk· po-
mocí SOM) a z nich bylo uniform¥ vybrána u£ící mnoºina o 1000 vzorcích náhodn¥
vybraných z celého pr·b¥hu. Byly zkonstruovány dop°edné neuronové sít¥ o ve-
likostech 10x7, 15x10, 25x15, 35x20 a 45x30. Aktiva£ní funkce byla kv·li povaze
dat bipolární sigmoida. Tyto velikosti byly vybrány na základ¥ zku²eností s daty
v p°edchozí kapitole. Vyhodnocení u£ení t¥chto sítí je uvedeno v tab. 7.1. V ta-
bulce je vid¥t, ºe nejlep²í odhad sít¥ nastal pro rozm¥r 25x15, ale i ostatní sít¥
m¥ly velmi dobrou odezvu a chyba odhadu v¥t²í neº 5dB nastala v mén¥ neº
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Obr. 7.9: Histogram chyby pro sí´ 25x15
0,2% p°ípad·. Zde je t°eba poznamenat, ºe se jednalo o relativn¥ krátký £asový
úsek, ze kterého pocházely vzorky. Histogram pr·b¥hu chyby odhadu této sít¥
je zobrazen na obr. 7.9. Ostatní histogramy mají obdobný pr·b¥h a lze je najít
v [113].
Sí´ 10x7 15x10 25x15 35x20 45x30
MSE 0,00355 0,00403 0,00358 0,00327 0,00302
Chyb > 5dB 530 475 366 533 575
0,19% 0,17% 0,13% 0,19% 0,20%
Chyb > 10dB 168 226 102 102 26
0,06% 0,08% 0,04% 0,04% 0,01%
Tab. 7.1: Vyhodnocení prvního odhadu rozm¥ru neuronové sít¥ pro model FSO
Chyba, kterou jsme dosáhli pouºitím sít¥ 25x15, není pro odhad chování FSO
spoje dostate£ná. Budeme se tedy snaºit najít vhodn¥j²í uspo°ádání sít¥. Vzhle-
dem k tomu, ºe stav po£así se m¥ní spojit¥ v prostoru i £ase. Bylo by tedy vhodné
do neuronové sít¥ vnést £asový kontext m¥°ených dat. Inspirací m·ºe být predikce
£asových °ad. Pro otestování tohoto p°ístupu byly zvoleny dv¥ architektury neu-
ronové sít¥, které jsou zobrazeny na obr. 7.10, 7.11, a b¥ºná neuronová sí´ se
dv¥ma skrytými vrstvami. V²echny tyto architektury byly vytvo°eny ve t°ech va-
riantách a to v rozm¥rech skrytých vrstev 9x6, 14x9 a 17x11. Velikosti t¥chto sítí
byly zvoleny s ohledem na Baum-Hausslerovo pravidlo, sí´ 17x11 uº toto pravidlo
výrazn¥ p°evy²uje.
Neuronová sí´ na obr. 7.10 má na vstupu zpoºd¥ná data útlum·. Jsou vyhod-
noceny r·zné délky zpoºd¥ní. Tato architektura neuronové sít¥ se uº blíºí k ar-
chitektu°e neuronových sítí a lze °íci, ºe se jedná o speciální p°ípad Nerrandovy
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formy neuronové sít¥, p°ípadn¥ rekurentní neuronové sít¥ NARX (Nonlinear Au-
toregresive Network with Exogeneous Inputs) popsané nap°íklad v [114]. V námi
pouºité variant¥ byla zp¥tná vazba realizována skute£nými nam¥°enými daty.
Neuronová sí´ na obr. 7.11 není rekurentní. Má dvojnásobnou velikost vstupní
vrstvy, kdy druhou polovinu tvo°í o pevný £asový úsek zpoºd¥ná meteorologická
data.
V²echny sít¥ popsané v tomto odstavci jsou pln¥ propojené, mají vstupní
vrstvu, která neprovádí ºádné váhování vstup·, ale pouze distribuuje vstupní
data do první skryté vrstvy. Aktiva£ní funkce v²ech neuron· ve skrytých vrst-
vách je unipolární sigmoida (funkce logsig()), v²echny neurony mají prom¥nnou
prahovou hodnotu. Výstupní vrstva obsahuje dva neurony s aktiva£ní funkcí lo-
gsig(). Kaºdý neuron se stará o predikci úrovn¥ jednoho z FSO spoj·.
Obr. 7.10: Architektura neuronové
sít¥ se zpoºd¥nými daty útlum·
Obr. 7.11: Architektura neuronové
sít¥ se zpoºd¥nými meteorologic-
kými daty
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7.5.3 Konstrukce u£ících mnoºin
Po normalizaci byly z celého souboru dat vybrány £ty°hodinové bloky a kaºdý
t°etí byl vloºen do trénovací mnoºiny. Bylo tak zaji²t¥no, ºe se v trénovací mnoºin¥
objeví data ze dne i z noci, vzhledem k tomu, ºe FSO spoje vykazují odchylky i na
základ¥ st°ídání dne a noci. U vytvo°ené u£ící mnoºiny bylo vºdy zkontrolováno
podle histogramu, jestli u£ící mnoºina zhruba odpovídá v²em nam¥°eným dat·m.
7.5.4 U£ení neuronové sít¥
Celkem bylo tedy vytvo°eno 9 neuronových sítí, které byly celkem 27krát u£eny.
Toto u£ení muselo prob¥hnout vícekrát (v tomto p°ípad¥ t°ikrát) a byl vybrán
vºdy nejlep²í výsledek.
U£ení probíhalo za pouºití GDM backpropagation [115]. Tento algoritmus je
povaºován za odoln¥j²í neº základní backpropagation. Trénování kaºdé sít¥ probí-
halo vºdy alespo¬ 5000 epoch a u£ící konstanta se postupn¥ sniºovala z po£áte£ní
hodnoty 0.3 aº k 0.05. Konstanta ovliv¬ující setrva£nost algoritmu klesala z 0,9
aº k hodnot¥ 0,6. Jako valida£ní mnoºina byla v tomto p°ípad¥ pouºita mnoºina
o velikosti 15% v²ech nam¥°ených hodnot. Touto mnoºinou bylo ov¥°ováno, zda
nedochází k p°eu£ení neuronové sít¥ (postup popsaný v [116]). U£ení v²ech sítí
tak bylo zastaveno d°íve, neº by mohlo dojít k overﬁttingu, tj. v okamºiku, kdy
MSE valida£ní mnoºiny za£íná r·st.
7.5.5 Vyhodnocení jednotlivých neuronových sítí
Tabulka 7.2 ukazuje vyhodnocení chyby pro nejlépe natrénovanou sí´ 14x9 pro
spoj WaveBridge. Z tabulek 7.3 a 7.4 lze rozpoznat velmi malé odchylky od nej-
lep²í sít¥. V t¥chto tabulkách byly pro lep²í p°ehlednost vynechány chyby, které
jsou men²í neº 0.7 dB, kterou m·ºeme povaºovat za malou. Tabulka 7.5 prezen-
tuje nejlep²í nalezenou odezvu - nau£enou sí´ 17x11. Mezi dal²ími velikostmi sít¥
v²ak nebyly znatelné rozdíly v po£tech chyb (rozdíly ve velikostech jednotlivých
t°íd chyb nebyly v¥t²í neº desítky p°ípad·). Je t°eba znovu p°ipomenout, ºe jedna
chyba odpovídá jedné sekund¥ z nam¥°ených t°í m¥síc·.
K pochopení tabulek je t°eba znát význam jednotlivých konﬁgurací:
C1 - na vstupu sít¥ jsou pouze meteorologická data
C2 - meteorologická data + 5 min zpoºd¥ná meteorologická data
C3 - meteorologická data + 15 min zpoºd¥ná meteorologická data
C4 - meteorologická data + 30 min zpoºd¥ná meteorologická data
C5 - meteorologická data + 60 min zpoºd¥ná meteorologická data
C6 - meteorologická data + 5 min zpoºd¥ný útlum spoj·
C7 - meteorologická data + 5 min zpoºd¥ný útlum spoj·
C8 - meteorologická data + 5 min zpoºd¥ný útlum spoj·
C9 - meteorologická data + 5 min zpoºd¥ný útlum spoj·
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Zabývejme se nejd°íve spojem WaveBridge. Pro tento spoj lze najít nejlep²í
konﬁgurace C6-C9. To znamená, ºe navrºená rekurentní sí´ je nejlep²ím zatím do-
stupným prost°edkem pro modelování vlivu po£así na FSO. Je ale vid¥t i zna£né
zlep²ení v modelu, který obsahuje zpoºd¥ná meteorologická data. Z°eteln¥ nej-
hor²í odezvu má neuronvá sí´ bez jakýchkoli opat°ení s výjimkou nejmen²í sít¥
9x6, jejíº odezva se m·ºe rovnat s v¥t²ími sít¥mi, které mají na vstupech zpoº-
d¥ná meteorologická data. Sí´ 14x9 poskytla v konﬁguraci C6 nejlep²í odezvu -
501 chyb v¥t²ích neº 0.7 dB. To odpovídá p°ibliºn¥ 8 minutám a 20 sekundám
ve t°ech m¥sících. To je jiº velmi dobrý výsledek. Rozloºení chyby tohoto odhadu
v £ase je vykreslen na obr. 7.12. Je vid¥t, ºe velké chyby se objevují osamo-
cen¥, proto lze usuzovat, ºe v tu chvíli nastal efekt, který nemusí nutn¥ souviset
s po£asím, ale m·ºe se jednat t°eba o p°elet ptáka, pr·chod £lov¥ka a podobn¥.
P°ípadn¥ se m·ºe jednat o zvlá²tní jev, který nebyl v u£ící mnoºin¥. P°i ana-
lýze meteorologických údaj· v £ase, kdy nastaly chyby v odhadu, jsem narazil
na fakt, ºe chyby nenastávaly p°i bezv¥t°í, ale spí²e p°i v¥tru od 2 m/s vý² (na
obr. 7.13 je zobrazena kombinace teploty a rychlosti v¥tru pro okamºiky, kdy mo-
del neposkytl správnou odezvu). P°i analýze chyb byly vysledovány následující
skute£nosti o meteorologických datech:
• P°ibliºn¥ 50% v²ech chyb nastalo p°i minutovém pr·m¥ru v¥tru 5 m/s nebo
nárazech 6-8 m/s.
• Nejvíce chyb nastalo p°i velmi lehkém de²ti (0.1-0.2 mm/min).
• Nejvíce chyb nastalo p°i relativní vlhkosti 81-83% (tém¥° polovina v²ech
chyb).
• V 50% chybných p°ípad· vál severní vítr.
• Teplota nem¥la na chyby výrazn¥j²í vliv. Pr·m¥rná teplota byla 3, 5◦C, coº
odpovídá st°ední hodnot¥ za dané období.
• Ve 2/3 p°ípad· byl atmosferický tlak 990 hPa.
Nyní se zam¥°íme na odhad spoje FlightStrata. Z tohoto spoje máme infor-
maci pouze ve form¥ deseti t°íd, kdy kaºdá t°ída odpovídá poklesu o 6 dB. Pro
tato data se evidentn¥ dostáváme do problému s granularitou. Model pro tento
spoj chybuje v 6-7% p°ípad·. Pro v²echny sít¥ je tato chyba tém¥° stejná. Lze
tedy tvrdit, ºe tento spoj je pro poºadované modelování nevhodné a bylo by
pot°eba zjistit jemn¥j²í informaci o p°ijaté úrovni signálu.
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Sí´ 14x9 Velikost chyby [dB] Suma
Konﬁgurace -21.0 -7.0 -4.2 -2.2 -1.5 (±0.8) +1 +1.5
C1 0 2 6 573 641 8040 447 0 9709
C2 0 2 5 697 323 52 0 0 1079
C3 0 1 6 554 305 2248 1299 0 4413
C4 0 2 6 566 386 3480 350 0 4790
C5 0 1 7 623 518 2153 96 0 3398
C6 0 2 12 366 119 1 1 0 501
C7 0 1 10 456 183 0 0 0 650
C8 0 1 14 545 236 0 0 0 796
C9 0 1 14 553 292 0 0 0 860
Tab. 7.2: Vyhodnocení chyby pro sí´ o velikosti 14x9 pro odhad chování spoje
WaveBridge
Sí´ 17x11 Velikost chyby [dB] Suma
Konﬁgurace -21.0 -7.0 -4.2 -2.2 -1.5 (±0.8) +1 +1.5
1 0 1 7 526 427 2437 1 0 3399
2 0 2 5 624 680 1805 255 0 3371
3 0 2 5 571 423 2 0 0 1003
4 0 2 8 729 350 3199 93 0 4381
5 0 2 6 507 344 1390 1 0 2250
6 0 1 11 463 171 0 0 0 646
7 0 1 14 461 173 0 0 0 649
8 0 1 12 611 250 0 0 0 874
9 0 2 12 701 530 0 0 0 1245
Tab. 7.3: Vyhodnocení chyby pro sí´ o velikosti 17x11 pro odhad chování spoje
WaveBridge
Obr. 7.12: asový pr·b¥h velikosti chyby odhadu pro neuronovou sí´ 14x9 v kon-
ﬁguraci C6
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Sí´ 9x6 Velikost chyby [dB] Suma
Konﬁgurace -21.0 -7.0 -4.2 -2.2 -1.5 (±0.8) +1 +1.5
1 0 2 6 611 307 2 0 0 928
2 0 2 5 578 469 611 1 0 1666
3 0 2 5 460 328 2023 48 0 2866
4 0 2 5 595 390 2815 12 0 3819
5 0 2 4 481 359 7 0 0 853
6 0 2 12 450 165 1 0 0 630
7 0 2 18 529 183 1 0 0 733
8 0 1 10 581 403 0 0 0 995
9 0 2 18 652 394 0 0 0 1066
Tab. 7.4: Vyhodnocení chyby pro sí´ o velikosti 9x6 pro odhad chování spoje
WaveBridge
Sí´ 17x11 Velikost chyby [dB]
Konf. -24 -21 -12 -6 0 6 12 Suma
1 0 22408 39106 357416 7369656 64850 11027 494807
2 0 22408 39109 357443 7369399 64777 11027 494764
3 0 21939 38491 355851 7354742 81813 11027 509121
4 0 22408 39109 357129 7363552 69438 11027 499111
5 0 22408 39109 357427 7365706 65186 11027 495157
6 0 22408 39109 357443 7369399 64777 11027 494764
7 13 22424 39205 358792 7367926 64812 10691 495937
8 0 22061 38539 350346 7363529 77159 11029 499134
9 5 22352 36235 350409 7367653 73165 11044 493210
Tab. 7.5: Vyhodnocení chyby pro nejlépe natrénovanou sí´ 17x11 pro spoj Flight-
Strata
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Obr. 7.13: Pr·m¥rná rychlost v¥tru v závislosti na teplot¥ pro simula£ní chyby
v¥t²í neº 1 dB.
7.6 Díl£í záv¥r
V této kapitole byla p°edstavena funk£ní metodika pro tvorbu modelu bezdráto-
vého optického spoje pro predikci jeho chování v závislosti na aktuálních pov¥tr-
nostních podmínkách. Byly popsány jednotlivé kroky metodiky od tvorby u£ících
a valida£ních mnoºin aº ke zp·sobu vyhodnocování odezvy modelu. Zárove¬ bylo
zji²t¥no, ºe pro kvalitní model spoje je nutné mít dostate£n¥ jemná data o p°ijaté
úrovni signálu na jednotlivých FSO hlavicích.
Byla provedena analýza chybných odezev a bylo zji²t¥no, ºe by bylo vhodné
se p°i dal²ím zp°es¬ování modelu zam¥°it na okamºiky, kdy je mírný dé²´ a vítr
nad 5 m/s. V p°ípad¥ de²t¥ se m·ºe jednat o chybu zp·sobenou m¥°ením, protoºe
pouºitý sráºkom¥r nemusí pro tak malá mnoºství sráºek poskytovat zcela p°esné
informace.
7.7 Doporu£ení pro dal²í zlep²ení
Pro lep²í ov¥°ení kvality modelu je t°eba získat v¥t²í mnoºství dat - ideáln¥ z n¥-
kolika let. Sou£asný model je platný pouze pro malou £ást roku ve které byla data
m¥°ena.
Stále existuje potenciál pro zlep²ení odezvy vytvo°eného modelu:
• Je moºnost zakomponovat více historických krok· do rekurentního neuro-
nového modelu.
• Bylo by vhodné vyuºít ke zp°esn¥ní modelu i úrovn¥ p°ijatého signálu na
druhé stran¥ spoje, která v tuto chvíli není m¥°ena
• Model m·ºe být dopln¥n o kontinuální u£ení.
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• Lze pouºít dal²í druhy neuronových sítí a ov¥°it jejich efektivitu.
Bylo by vhodné zajistit kontinuální m¥°ení pr·b¥hu p°ijaté úrovn¥, aby bylo
moºné sledovat i rychlé turbulence. Odhad chování turbulencí je relativn¥ otev°e-
nou oblastí, která by si zaslouºila dal²í výzkum.
Kapitola 8
Záv¥r
V práci byly ov¥°eny moºnosti vyuºití dat experimentálního mikrovlnného spoje
v kombinaci s um¥lými neuronovými sít¥mi pro klasiﬁkaci mnoºství de²t¥ v jeho
pr·b¥hu. Vzhledem k povaze sledovaného jevu a moºnostem experimentálního
m¥°icího spoje, který ale nebyl cílen¥ ur£en k °e²ení daného problému, se poda-
°ilo vytvo°it pouºitelný model odhadu s p°esností podrobn¥ji popsanou v textu
a díl£ích záv¥rech p°íslu²ných kapitol.
Poznatky a postupy z klasiﬁkace de²t¥ byly dále vyuºity p°i sestavení meto-
diky vyuºití neuronových sítí pro radiový odhad gradientu refraktivity a vý²ko-
vého proﬁlu gradientu refraktivity na spoji Praha-Pod¥brady. P°esnost odhadu
korespondovala p°edpokládané chyb¥, která byla zp·sobena zp·sobem m¥°ení me-
teorologických dat na experimentálním spoji. Samotné fyzikální principy, které se
uvnit° neuronového modelu skrývají, nebyly p°edm¥tem této práce.
V dal²í £ásti práce v¥nované modelování atmosferických vliv· na FSO za pou-
ºití neuronových sítí a b¥ºn¥ dostupných meteorologických senzor· byla navrºena
metodika, která poskytuje velmi dobré p°esnosti odhadu. Zárove¬ byly rozebrány
chyby odhadu, které model nebyl schopen správn¥ predikovat. Tyto chyby mohly
být zp·sobeny zp·sobem m¥°ení meteorologických veli£in (p°edev²ím de²t¥).
Cíle práce vyty£ené v úvodu práce se poda°ilo splnit. Samotnou metodiku
pro práci s daty podobné povahy lze doporu£it p°edev²ím pro krátké spoje, kde
nedochází k nem¥°itelným výkyv·m atmosferických vliv·. V p°ípad¥, kdy by
informace o t¥chto vlivech byly dostupné, lze je shodným p°ístupem do metodiky
doplnit.
Hlavním p°ínosem této práce je samotná metodika pro zpracování meteorolo-
gických dat v kombinaci s m¥°enými parametry komunika£ních spoj·, která zatím
nebyla jinde publikována. Vyuºití postup· popsaných v této práci lze mimo jiné
najít i v dal²ím zamý²leném rozvoji problematiky a tím je vyuºití dat z komu-
nika£ních spoj· k diagnostice aktuálního stavu atmosféry - tedy k opa£nému
p°ístupu, neº jaký byl popsán v této práci.
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