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Programming, and Control Processes 
A major difficulty in the way of a successful systematic approach to the study of control 
processes by way of the theory of dynamic programming is the occurrence of processes 
having state vectors of high dimension. However difficult the problem is for systems 
ruled by a finite set of differential equations, it is several orders of magnitude more 
complex for systems of infinite dimensionality and for systems with time lags. By 
combining a technique presented earlier for dealing with finite dimensional systems 
and various methods of successive approximations and quasi-linearization, certain 
classes of control processes associated with infinite dimensional systems can be treated. 
The ideas are illustrated by discussing control of a system involving a time lag and con-
trol of a thermal system. 
Introduction 
THE major difficulty in the way of a successful sys-
tematic approach to the study of control processes by ivaj' of the 
theory of dynamic programming is the dimensionality of the state 
vectors. However complex this problem is in dealing with finite 
dimensional systems ruled by a finite set of differential equations, 
the problem is several orders of magnitude removed from solu-
tions in the case where infinite dimensional systems are being 
treated, or where we have finite dimensional systems with time 
lags. 
Combining a technique first presented in [4]1 for dealing with 
finite dimensional systems of large dimension with various 
methods of successive approximations and quasi-linearization, cf. 
[8], [3], certain classes of control processes associated with in-
finite dimensional systems can be treated. In what follows, we 
shall illustrate this by means of a problem pertaining to the simple 
differential-difference equation 
du 
— = cu(t - 1) + g(t), t > 1, (1) 
dt 
and the heat equation 
ut = u„ + g(x, I), t> 0, 0 < x < 1. (2) 
A Control Process With Time Lags 
Let us consider a process described by the scalar differential-
difference equation 
~ = cu{t - 1) + g(t), t > 1, (3) 
at 
with u(t) prescribed over the initial interval, 0 < t < 1, by the 
condition 
u{t) = h(t), 0 < t < 1 (4) 
Let us suppose that we are interested in terminal control and 
wish to chooose g(t), subject to constraints such as 
1 Numbers in brackets designate References at end of paper. 
Contributed by the Instruments and Regulators Division of THE 
A M E R I C A N SOCIETY OF M E C H A N I C A L E N G I N E E R S and presented at 
the Joint Automatic Control Conference, Cambridge, Mass., Sep-
tember 7-9 , 1960. Manuscript received at A S M E Headquarters, 
June 6, 1960. A S M E Paper No. 60—JAC-6. 
|ff(0| < fa, t> 1, (5a) 
J7 g\t)dt < h, (56) 
so as to minimize a preassigned function 4>(u(T)), where T is a 
fixed time. 
If we follow the usual pattern, cf. [6], [5], we consider the new 
functional 
4>(u(T)) + X g\t)dt, (6) 
and introduce the functional, f(h(t); T), defined by the relation 
fW); T) = min [*(«( !•)) + X f ^ gKt)dl~\, (7) 
where g(t) is subject to (5a). 
Although a certain amount can be done analytically starting 
from this formulation and applying the principle of optimality, 
in general, this approach is stymied from the start by the com-
plete impossibility of treating the functional f(li(t); T) computa-
tionally. 
Instead of this approach, we wish to present a method which re-
duces the computational solution to that of the determination 
of a sequence of functions of one variable—the ideal situation. 
Preliminaries on Linear Differential-Difference Equations 
[2] 
We require the following facts concerning the solution of the 
equation of (3) subject to the initial condition of (4). 
Lemma. The solution of (3) with (4) is given by 
u(t) = h(l)K(t - 1) + c J*o' K{t - h - lMt^dh 
+ J j K(t - h)g{h)dtu (8) 
where the kernel K(t) is determined as follows: 
K'(t) = cIC(t - 1), t > 1, 
K(t) = 1, 0 < t < 1, (9) 
K(t) = 0 , t < 0 
The linearity of the equation permits a simple separation of the 
effect due to the initial state from the effect due to control. 
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Alternative Functional Equation Approach 
Applying the preceding lemma, we see that 
4>(u(T)) = <t>(Hl)K(T - 1) + c Ii(T - h - l)h(ii)dh 
+ f/ K(T - U)g(ti)dti) 
= 4>{b + f j K(T - ti)g(ti)clti^, (10) 
where b has the following simple interpretation: 
b = the state of the system at time T if no control is 1 1. 
exerted for t > 1; i.e., g(t) = 0, t > 1 I 
It follows that we may write 
min [ 0 (ft + f * IC(T - (,)</«,)</<,) 
+ X J7 £/2«.)d<.] = f(b, T) (12) 
The principle of optimality now yields the equation 
f(b, T) = min |~X f ' + * g%h)dh 
g[ 1, 1 + A] L J 1 
+ f(b + /i1 + A K(T - ti)y(ti)dti, T - A ) ] , (13) 
or, to terms in o(A), 
f(b, T) = min [A<y2(l)A + f(b + K(T - l)ff(l)A, T - A)] 
0(1) 
Also, we have the initial condition 
f{b, o) = <t>(b) 
(14) 
(15) 
This completes our reduction of the variational problem to that 
of determining a sequence of functions of one variable [1], 
Variable Coefficients 
The case where the equation describing the system has variable 
coefficients, say 
v'(l) + 01 (l)u(l - 1) + Mt)u(t) = g(0, (16) 
requires a different treatment based upon the adjoint equation, 
reference [9]. It leads, however, to the same end result as that 
given in the foregoing. 
This result is important since successive approximations ap-
plied to an equation such as 
u'(l) = cf>(u(l), u(l - 1), g(t)), (17) 
leads to linear equations with variable coefficients, cf. [3], [4], 
Terminal Control at Several Points 
Consider the case where it is desired to minimize the function 
<T>("(TI), U(T2), . . ., u(TK)) (18) 
An analysis similar to that just given shows that this problem 
leads to a function f(bt, b2l . . ., bk, T) satisfying the functional 
equation 
/(&,, b2, . . ., by, T) 
= min [X?(1)2A +/(&, + K(Ti - 1)<?(1)A, 
17(1) 
...,bk + K(TK - l)g(l)A, T - A)] (19) 
Analytic Solution 
If $(M(TI), .. ., u(Tk)) is a quadratic function of its arguments, 
the variational problem can be solved analytically in a number of 
ways. Which is superior to the other depends upon the problem 
at hand; cf. Kramer [7]. 
A Thermal Control Process 
Let us consider a rod of unit length the ends of which are in con-
tact with reservoirs at zero degrees. Initially, a certain tempera-
ture distribution prevails throughout the rod. By using heat 
sources and sinks distributed along the rod, we wish to minimize 
the deviation between the temperature at some particular point 
011 the rod at the termination of the process, and a prescribed 
temperature. 
If we let u(x, t) be the temperature in the rod at x at time t, 
then, with proper normalization, the problem may be cast in the 
following form. We are given the equations 
- = 9(x, t), 0 <t<T, 0 < x < 1, (20) 
w(0, t) = u{ 1, 0 = 0 , 0 < t < T, (21) 
u(x, 0) = fix), 0 < £ < 1 (22) 
The function g(x, i) is subject to the restrictions 
ai < g(x, t) <a2, 0 < x < 1, 0 < t < T, (23) 
and is to be chosen so as to minimize J, 
J{G} = \u(xh T) - a3| (24) 
It is most natural, of course, to consider the state of the rod at 
any time to be its temperature distribution. For our purposes, 
though, it is much more useful to introduce the single-state varia-
ble 
6 = the temperature which will obtain at point Xi at the 
termination of the process in the event no con-
trol is used from the present until termination 
of the process, i.e., g(x, t) = 0, t > 0 
(25) 
In addition, we introduce the function C(b, t), defined by the 
statement 
C(jb, t) = the absolute value of the deviation between 
the prescribed temperature 03 and actual 
temperature which materializes at the 
fixed point Xi at the termination of a con- (26) 
trol process of duration t, the system being 
initially in state b, and an optimal control 
policy being used 
We shall also make use of the fact that if u(x, t) satisfies equa-






f{x) = 0, 0 < a; < 1, 
u(x, t) = J*Q dy J*Q K(x, y; t - s)g{y, s)ds, 
and the theta function is defined by the series 
03(v, 0 = 1 + 2 ^ e~k'r'' cos 2kirv 
(29) 
(30) 
i = l 
This leads us to the functional equation 
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jc (b + tI f o' K(x." x; L)v(x)dx, L) + O(tI)\, 
(31) 
which in the limit becomes 
~ - min [( { ' (/(x" x, L)V(X)dX) Wb ] (32) at Q1 .5 11(%).$a2 Job
Since the kernel K is known to be nonnegative,2 the choice of u 
is governed by the conditions 
vex) = al if 
~C 
bb > 0, 
vex) = a: if 
If bC/bb = 0, then the nature of vex) is not obvious. 3 
The initial condition is that 
(33) 
C(b, 0) - Ib - 0,1 (34) 
Once a.gain we have reduced the original problem to the de-
termination of a sequence of functions of one vn riable. 
t References (31. pp. 556-559, 
J Hc fercncc (IOJ. chapter 2. 
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There are, of course, many extensions which wi U be discussed 
elsewhere, 
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