The Shape-from-Shading models in image analysis lead to first order HamiltonJacobi equations which may have several weak solutions (in the viscosity sense). Moreover, for real images, these equations are highly discontinuous in the space variable. The lack of uniqueness and the irregularity of the coefficients involve some troubles when we try to compute a solution. In order to avoid these difficulties, here we use recent results in the theory of viscosity solutions to characterize the maximal solution of these equations. Moreover we describe an approximation procedure via smooth equations with a unique viscosity solution.
Introduction
Shape-from-Shading (SfS) is the problem of recovering the three dimensional shape of a surface from the brightness of a black and white image of it. In the PDE approach, it leads to first order Hamilton-Jacobi equations coupled with appropriate boundary conditions ( [6] , [11] , [12] , [13] ). The analytical characterization of the solution of these equations involves some difficulties since they may have in general several weak solutions (to be understood in the viscosity sense, see [1] ), all in between a minimal and a maximal solution.
The datum of the problem is the brightness I which, after normalization, verifies 0 ≤ I(x) ≤ 1. The lack of uniqueness for SfS equations is due to the presence of points at maximal light intensity, i.e. I(x) = 1. This difficulty is general and applies to all the models considered in literature (see [15] ).
This ambiguity, which has a direct counterpart in the fail of a strong maximum principle for the Hamilton-Jacobi equation, is a big trouble when trying to compute a solution since it also affects the convergence of numerical algorithms ( [8] ). In order to avoid this difficulty, before approximating the problem, one can either add some extrinsic information such as the height of the solution at maximal intensity points ( [13] ) or regularize the problem by cutting the intensity light at some level strictly less than 1.
On the other side a brightness I corresponding to a real life image is in general highly discontinuous and corrupted by noise. To remove the noise, the images are often regularized [19] . Moreover most of the CCD sensors slightly smooth the images and defocus effects can strongly diffuse the brightness information. In other respects, in solving numerically a SfS equation we replace the irregular image brightness with some regular approximation, f.e. a piecewise linear or piecewise polynomial function on the mesh of the grid.
One therefore may wonder what the various numerical algorithms in SfS literature really compute after this double process of regularization. Aim of this paper is to give a solution, at least partial, to this problem. We use recent results in the theory of viscosity solutions ( [2] - [4] , [14] ) to characterize the maximal solution of eikonal equations with measurable coefficients without extra information besides the equation. A feature of our method is that if some partial information about the solution, f.e. the height of the solution in some subset of the singular set, is known it can be included in the model.
As a consequence of stability properties of this new definition we describe a regularization procedure which give a sequence of equations with regular coefficients and a unique viscosity solution converging to the maximal (minimal) solution of the SfS equation. To compute the solution of the approximating equations we can use therefore anyone of approximation schemes that it is possible to find in SfS literature. Note that, once that the maximal and the minimal solutions of the problem are known all the other solutions of the problem can be recovered by taking the appropriate values on the singular set.
There are other papers dealing with discontinuous SfS equations ( [5] , [12] , [18] ). They are based on the notion of Ishii discontinuous viscosity solution (see [1] for the definition) and deal with piecewise continuous or lower semicontinuous image brightness. Observe that the solution they characterize in general does not coincide with maximal (minimal) solution of the problem.
Notations: Throughout the paper, measurable is intended in the sense of the Lebesgue measure. If E ⊂ R d is a measurable set, then |E| denotes its measure. If |E| = 0, then E is told a null set. For a measurable function f : R N −→ R, we define the essential sup (respectively, the essential inf) of f in a set E as inf {C : |{f ≤ C} ∩ E| = |E|} (resp., sup {C : |{f ≥ C} ∩ E| = |E|}) and the essential limsup (respectively, the essential liminf) of f at x 0 as ess lim sup
(resp., ess lim inf
Assumptions and preliminaries
The SfS Hamiltonians satisfy some basic properties independently of the various SfS models considered. They are convex and (in practice, generally) coercive in the gradient variable and they have the same regularity of I(x) in the state variable (see [15] for a detailed discussion of this point). Moreover they admit a subsolution which plays a key role in the uniqueness of the solution.
Let Ω be a bounded, open subset of R N (in the SfS problem N = 2, so Ω is the rectangular domain given by the image) with Lipschitz continuous boundary. We model a discontinuous image brightness with a function I(x) measurable, bounded and positive (i.e. there exists m > 0 for which I(x) ≥ m a.e. in Ω) and we consider the corresponding SfS equation
where H is one of the SfS Hamiltonians considered in literature (see [6] , [13] , [15] , [20] ). Under the previous assumptions on I, the Hamiltonian H : R N × R N −→ R turns out to be measurable in x for any p, continuous, strictly convex and coercive (i.e. for any compact subset K of R N there exists R > 0 s.t. ess inf {H(x, p) : |p| > R, x ∈ K} > 0) in p for a.e. x. Moreover there exists a locally Lipschitz continuous function ψ
Remark 1 For a continuous image brightness, the existence of C 1 subsolutions for the various SfS Hamiltonians is studied in details in [15] . If I is only L ∞ , the subsolutions constructed in [15] are Lipschitz continuous.
Remark 2 A basic example of (1) is the SfS equation considered in [16] 
where n(x) = (I(x) −2 − 1)
More generally, we can consider the Hamilton-Jacobi-Bellman equation
where A is a compact metric space, f and b are bounded functions, measurable in x, continuous in a and such that there exists r > 0 for which
a.e. in x (co stands for the closure of the convex hull). In [15] , it is shown that a large class of SfS equations can be written in the form (4) for an appropriate choice of f and b.
We complete (1) with the Dirichlet boundary condition
where ϕ is a continuous function defined on ∂Ω ∪ K, with K a proper, closed, possible empty subset of Ω which represents the part of the data available inside Ω.
We recall that a Lipschitz continuous function ψ is said a strict subsolution of (1) if
for some θ > 0. If a strict subsolution to (1) exists, then (1)-(5) admits a unique viscosity solution (see [10] for the continuous case, [3] for the measurable one), otherwise in general uniqueness fails (see [2] for an example).
To simplify the presentation, from now on we assume that the subsolution ψ in (2) is identically null. This is true for some SfS models (see e.g. [6] , [12] [13], [16] , [18] ), but not in general.
Consider equation (3) . If I(x) ≤ M < 1 a.e. in Ω, ψ ≡ 0 is a strict subsolution to (3) and therefore there exists a unique viscosity solution to (3)-(5).
If ess sup Ω I(x) = 1 , then ψ ≡ 0 is not a strict subsolution in all Ω. In particular, it fails to be strict subsolution in a neighborhood of a point x 0 such that ess lim sup x→x 0 I(x) = 1. We therefore define the singular set for (3) in the measurable case as
Since ψ ≡ 0 is not a strict subsolution to (3), one may wonder if it is possible to find another function with this property. But it is possible to prove, see [9] , [4] , that the set S (called the Aubry set in these papers) can be characterized as the set of points x ∈ Ω where any subsolution to (1) necessarily fails to be a strict subsolution.
Let us mention that, due to their similar structure, this discussion applies to the various SfS equations. Therefore we define the singular set for a generic Hamilton-Jacobi equation (1) as in (6) . If I is continuous, S coincides with set of points with brightness equal to 1. Since the definition of viscosity solution we will give in the next section reduces to the classical one in the continuous case, if S is not empty, then uniqueness does not hold. PROOF. See the Appendix.
Throughout the paper we assume that
A distance function, a weaker topology and the definition of viscosity solution
The subsolution part of the definition of solution is the easier one. In the continuous case, because of the convexity and coercitivity of the equation, viscosity subsolutions and Lipschitz-continuous a.e. subsolutions coincide. The concept of a.e. subsolution makes sense also in the measurable setting, while the corresponding definition of viscosity subsolution can be introduced as in [3] using suitable measure-theoretic limits. This definition turns out to be equivalent to the one of a.e. subsolution, its advantage being that is of pointwise type. Since, for the purposes of this paper, it is sufficient to consider a.e. subsolutions, we refer the interested reader to [3] for the definition of viscosity subsolution in the measurable setting.
We aim to introduce a definition of viscosity supersolution which select the maximal a.e. subsolution of (1)- (5). We have to cope with two difficulties: the measurable setting and the presence of the singular set S.
We proceed introducing a distance function and the associated weak topology. We set
and we observe that by the properties of the Hamiltonian it follows that Z(x) is convex, compact, 0 ∈ Z(x) and
for a.e. x ∈ Ω (this last property follows from the fact that Z(x) is strictly convex). We define for
i.e. σ is the support function of the convex set Z(x) at q.
Remark 4 For (3), we have that Z(x) = B(0, n(x)), σ(x, q) = n(x)|q| and S = {x ∈ Ω : ess lim inf x→x 0 n(x) = 0}.
Proposition 5
The function σ(x, q) is measurable in x for any q and continuous, convex, positive homogeneous in q for a.e. x and for a.e. x, for any q
Moreover, if x ∈ S, then σ(y, q) ≥ δ|q| a.e. in a neighborhood of x, for some δ > 0.
PROOF. The first part of statement comes from the definition of support function, the measurability of Z, the a.e. convexity of Z(x) and 0 ∈ Z(x), see [3] . If x ∈ S, since S is closed, there exists a neighborhood A of x where ψ ≡ 0 is a strict subsolution to (1) . Hence there exists δ > 0 such that B(0, δ) ⊂ Z(x) a.e. in A and therefore σ(x, q) ≥ δ|q| .
For A ⊂ Ω, we denote for any x, y ∈Ā,
where N A is that class of subsets of A of null Lebesgue-measure and ξ N means that
(in this case | · | stands for the 1-dimensional Lebesgue measure). If (13) holds, we say that ξ is transversal to N and we denote by A N x,y the set of the Lipschitz-continuous trajectories ξ joining x to y with this property. We also set S(x, y) := S Ω (x, y).
Proposition 6 Let A ⊂ Ω be a set with Lipschitz continuous boundary. Then i) A change of representative of the Hamiltonian H in (9) does not affect S A . ii) For any representative of H there exists a null set F ⊂ A such that
for any x, y ∈ Ω, where d E is the Euclidean geodesic distance in Ω and R as in (11) .
PROOF. We refer to [3] , [4] .
Note that by item iv) it follows that y → S(x, y) is Lipschitz continuous in Ω for any fixed x ∈ Ω (with a Lipschitz constant which does not depend on x). So S is a semi-distance on Ω, but not in general a distance. If x 0 ∈ S, it may be possible that there points at null S−distance from x 0 (recall that is only σ(x, q) ≥ 0 if x ∈ S). The family of balls
induces a topology τ S in Ω which is locally equivalent, see (7) , to the Euclidean topology out of S, but weaker on S. We denote by B S (x 0 ) the subset
We introduce the gauge function ρ(x, p) of Z(x). We set for any
(for equation (3), we have ρ(x, p) = |p|n(x)). The function ρ is measurable in x, l.s.c. (continuous in Ω \ S), convex and positive homogeneous in p and verifies the homogeneity condition:
for a.e. x ∈ Ω, for any p ∈ R N . Moreover the functions ρ and σ are correlated by the identity
for a.e. x ∈ Ω, any p ∈ R N .
Note that H(x, p) ≤ 0 if and only if ρ(x, p) ≤ 1, hence the set Z(x) in (9) can be equivalently defined as
If x ∈ S, we have ρ(x, 0) = 0, so ψ ≡ 0 is a strict subsolution in all Ω of the equation
Introducing the new equation (18), which is equivalent to (1) because (17), we have recovered the fact that ψ ≡ 0 is a strict subsolution.
holds for x ∈ O \ B S (x 0 ).
Observe that a S-subtangent is also a subtangent in the standard viscosity solution sense, but the converse is not true.
Definition 8 A l.s.c. v is said a singular supersolution of (1) at x 0 ∈ Ω if, given a Lipschitz-continuous function φ S-subtangent to v at x 0 , then ess lim sup x→x 0 ρ(x, Dφ(x)) ≥ 1.
Remark 9
By the very definition of essential limit superior, we reformulate the supersolution condition as follows: A l.s.c. v is said a singular supersolution of (1) at x 0 ∈ Ω if, given a Lipschitzcontinuous function φ, θ ∈ (0, 1) and a neighborhood O of B S (x 0 ) such that ρ(x, Dφ) ≤ θ for a.e. x ∈ O then φ cannot be S-subtangent to v at x 0 .
Definition 10
is said a subsolution of (1)- (5) if u is an a.e. subsolution of (1) in Ω and u ≤ ϕ on ∂Ω ∪ K.
ii) A l.s.c. function v is said a supersolution of (1)
-(5) if
• v is singular supersolution of (1) in Ω \ K.
• For any x 0 ∈ K, either v is a singular supersolution of (1) at x 0 or there exists
Finally, u is said a solution of (1)-(5) if it is a subsolution and a supersolution of the problem.
Remark 11
We observe that if I(x) ≤ η < 1 a.e. in Ω and therefore S is empty, the previous definition of solution coincides with the one given in [3] . Hence if I is continuous, see Prop 6.5 in [3] , it is equivalent to the CrandallLions definition of viscosity solution. If I is continuous and S is not empty, the definition coincides with the one in [14] .
Remark 12
The boundary condition on ∂Ω is given in a pointwise sense. This is restrictive, since it require a compatibility condition on the boundary datum for the existence of a solution (see (19) ). We have preferred to avoid to introduce a boundary condition in viscosity sense to simplify the presentation. Also, this extension is quite direct.
The boundary condition on K is given in the sense of the topology τ S .
Remark 13
Consider the case of the eikonal equation (3) . In this case S = {x ∈ Ω : ess lim inf x→x 0 n(x) = 0}. If S has nonempty interior and x 0 ∈ int(S), since n(x) = 0 a.e. in a (Euclidean) neighborhood I δ (x 0 ) of x 0 , a solution of (3) is constant in I δ (x 0 ). Hence ψ ≡ 0 is subtangent (in the standard sense) at x 0 to any solution of (3) and a strict subsolution of (18) . If we want to preserve the viscosity supersolution property, i.e. a strict subsolution cannot be subtangent to a supersolution, we have to use the weaker topology τ S , which has the the property that a neighborhood of x 0 ∈ S contains all the connected component of S which contains x 0 .
A representation formula for the maximal a.e. subsolution
In this section, we give a representation formula for the viscosity solution of (1)- (5) or, equivalently, for the maximal a.e. subsolution of (1) such that u ≤ ϕ on ∂Ω ∪ K. We assume that the boundary datum ϕ satisfies the compatibility condition
for any x, y ∈ ∂Ω
We define for x ∈ Ω the function
To prove that V is a solution we need some preliminary results Proposition 14 u is a subsolution of (1) in Ω if and only if u(x) − u(y) ≤ S(x, y) for any x, y ∈ Ω (21)
PROOF. See Prop.4.7 in [3] .
Moreover for any
PROOF. We first prove (22). The statement is obvious if x 0 ∈ S, since in this case B S (x 0 ) = {x 0 }. If x 0 ∈ S ∩ K, assume by contradiction that there
Hence there exists y ∈ B S (x 1 ) such that
Since S(x 0 , y) ≤ S(x 0 , x 1 ) + S(x 1 , y) = 0, y ∈ B S (x 0 ). By (21) and x 0 ∈ Γ V we have V (x 1 ) ≤ V (x 0 ) < ϕ(y) and so
Hence a contradiction.
For the proof of (23), taking into account (23), we refer to [3] .
In viscosity solution theory, given a subtangent φ 0 at a point x 0 , by adding a quadratic term it is always possible to obtain another subtangent φ with the same gradient at x 0 which is a strict subtangent in a neighborhood of x 0 . We need a similar property for S-subtangents.
Proposition 16
Let u be a l.s.c. function. Given a Lipschitz-continuous function φ 0 , S-subtangent to u at a point x 0 and a strict subsolution of (1) in a τ S -neighborhood of x 0 , it is possible to find a function φ which is strict Ssubtangent to u at x 0 and a strict subsolution of (1) in a τ S -neighborhood of x 0 . Moreover if φ 0 and φ are differentiable at x and
PROOF. See the proof of Proposition 5.1 of [2] .
Theorem 17 V is a solution of (1)- (5).
PROOF. ¿From (21), it follows that V is a subsolution of the equation and V ≤ ϕ on K.
To prove that V is a supersolution, we have only to prove that V is a singular supersolution out of the set Γ V . We argue by contradiction assuming that there exists a function φ 0 , a neighborhood A of B S (x 0 ) and θ ∈ (0, 1) s.t. φ 0 is a S-subtangent to V at x 0 with φ 0 (x 0 ) = V (x 0 ) and
where E is a suitable null set. Let φ be a strict S-subtangent to V at x 0 verifying the statement of Proposition 16. By continuity of the function x → S(x 0 , x), we can select a neighborhood
for some η > 0. By (23), there exists y 0 ∈ ∂A such that
Consider a null set F , containing E and the set of the points where φ 0 and φ are not differentiable, such that
By (27) we get
Take into account that φ is differentiable at ξ(t) for a.e. t ∈ [0, 1] to derive
Then in a subset of [0, 1] of positive measure
and so, by (16) , (26) and (28) we get a contradiction to (25).
Finally the compatibility condition (19) implies that V (x) = ϕ(x) on ∂Ω.
We now prove a uniqueness result for the solution of (1)- (5).
Theorem 18 Let u, v : Ω → R be respectively a subsolution and a supersolution of (1)- (5). Then
PROOF. We argue by contradiction and we assume that
Given θ ∈ (0, 1), the function u θ = θu satisfies
in Ω by the homogeneity of ρ (see (15)). For θ sufficiently close to 1, a maximizer x θ of (u θ − v) is assumed in Ω \ Γ v . Therefore u θ is S-subtangent to v at x θ . This contradicts the fact that v is a singular supersolution at x θ . So the minimizers of (v − u θ ) are in ∂Ω ∪ Γ v . The assertion is obtained by letting θ go to 1.
It follows that
Corollary 19 V is the maximal a.e. subsolution of (1)-(5).
A regularization procedure
In this section, we analyze the stability properties of the solution to (1)-(5).
In particular, we describe a regularization procedure which gives a sequence of regular (i.e. with smooth coefficients and no singular set) equations which approximate the irregular equation.
Let n be a sequence of positive numbers converging to 0 and set
Let ρ n (x, p) and σ n (x, q) be the corresponding gauge function (see (14) ) and support function (see (10)). We have that σ n (x, q) satisfies the same properties of σ(x, q), see Prop. 5, moreover, since B(0, n ) ⊂ Z n (x), we have
So the distance defined as in (12) with σ n (x, q) in place of σ(x, q) is locally equivalent to the Euclidean distance, i.e.
We define
where η n (x) is a standard mollifier in R N , i.e. η n (x) = n N η(nx) with η : R N −→ R is a smooth, nonnegative function such that supp{η} ⊂ B(0, 1) and R N η(x)dx = 1. The function σ nn (x, q) satisfies the same properties of σ n (x, q) (in particular (11) and (30)) with respect to q, moreover it is continuous in x. For any n ∈ N, we consider the approximating equation
where H n (x, p) = sup |q|=1 {q·p−σ nn (x, q)}. The Hamiltonian H n is continuous in (x, p), convex and coercive in p, moreover since H n (x, 0) ≤ − n < 0 for x ∈ Ω, ψ ≡ 0 is a strict subsolution of the equation. Standard results in viscosity solution theory gives that for any n ∈ N, the problem (32)-(5) admits a unique (Crandall-Lions) viscosity solution.
Remark 20 For (3), we have Z n (x) = B(0, n(x)∨ n ) and σ n (x, q) = (n(x)∨ n )|q|. Hence the approximating equation (32) is
where n nn (x) = (n(·) ∨ n ) * η n (x).
Theorem 21 Let u n be the sequence of solutions of (32)- (5). Then u n converges uniformly in Ω to u, where u is the unique solution of (1)- (5).
PROOF. We use the semi-relaxed limit technique introduced by Barles and Perthame (see [1] ) . We set
By (11), it follows that Z nn (x) ⊂ B(0, R), for any x ∈ Ω, so Du n ∞ ≤ R and the sequence u n is uniformly Lipschitz continuous and also uniformly bounded in Ω. Hence any subsequences of (u n ) n∈N converging toward lim sup * u n and lim inf * u n converge uniformly and lim sup * u n and lim inf * u n are bounded and Lipschitz continuous on Ω.
As in [3] , we can show that lim sup * u n is a subsolution of (1)-(5), i.e. it is a a.e. subsolution in Ω and satisfies the constraint given by ϕ on K ∪ ∂Ω.
We now prove that all the limits u of subsequences of u n uniformly convergent are singular supersolutions of (1)-(5).
Assume either that x 0 ∈ K and
or that x 0 ∈ Ω \ K, otherwise the conclusion is obvious. Note that, by continuity of u and ϕ, inequality (33) holds on a neighborhood of B S (x 0 ). We assume by contradiction that there is a strict S-subtangent φ to u at x 0 which is also a strict viscosity subsolution of (1) in a neighborhood A of B S (x 0 ), i.e.
for some θ ∈ (0, 1).
Since Z n (x) ⊃ Z(x), for any n ∈ N, then ρ n (x, Dφ) ≤ θ a.e. in A and therefore (see Prop. 5.1 and Lemma 6.7 in [3] ) there exists θ n > 0 such that
Set φ n = φ * η n . Since u n − φ n converges uniformly to u − φ, a standard argument in viscosity solution theory gives the existence of a sequence x n of minimizer of u n − φ n verifying S(x 0 , x n ) → 0. By (33) if x n ∈ K, we have that u n (x n ) < ϕ(x n ) for n sufficiently large.
It results by (35),
for x ∈ A ⊂ A and n large. This contradicts u n being a singular supersolution of (32) at x n .
Since lim inf * u n is a singular supersolution of (1)-(5), then by Theorem 18, we get lim sup * u n ≤ lim inf * u n .
The reverse inequality is true by definition, thus we get that lim sup * u n = lim inf * u n and the uniform convergence of the sequence u n toward the solution (1)-(5).
Remark 22 A more natural way to regularize a SfS equation would be to consider the same equation with an image brightness I nn (x) = min{I(·), 1 − n } * η n (x). Unfortunately for the moment we are not able to prove the stability of singular solutions for this type of perturbation.
Numerical experiments
Here, we only consider the eikonal case and we deal with synthetic images. The numerical algorithm used in these experiments is the "Fast Marching Method" [17] . As the theory suggests [14] , in our experiments we assume that we know and we use the values of the solution (of the non-regularized equation) at all its local minima (which correspond to the maxima the following figures). We are interested in testing the stability and the convergence of the regularization procedure, in particular when the image is discontinuous. In our experiments, the regularization is based on an isotropic Gaussian mollifier [19] . In Figure 1 , we show in a) the considered (nonsmooth) original surface and in b) the image synthesized from a) by the eikonal process. The five images of Figure 2 are obtained from image Fig.1-b) after the regularization process associated with diffusion coefficients Σ 1 = 0.4, Σ 2 = 2.0, Σ 3 = 6.4, Σ 4 = 12, Σ 5 = 24. Figure 3 shows the reconstructions obtained from images of Figure  2 . To better show the differences between these surfaces, we display vertical sections of them in Figures 4. In Figure 4 , the black curves represent the sections of the computed approximations and the green curve is the section of the groundtruth. In this example, we see clearly the convergence of the computed solutions toward the original surface when the regularization (i.e. the Σ coefficient) vanishes. 
The inequality I < m should consequently hold a.e. in some measurable subset G of F with positive measure. Let G * be the measure theoretic interior of G
