We analyzed the data of a controlled clinical study of the chronic wound healing acceleration as a result of electrical stimulation. The study involved a conventional conservative treatment, sham treatment, biphasic pulsed current, and direct current electrical stimulation. Data was collected over 10 years and suffices for an analysis with machine learning methods.
Introduction
Skin is vital organ in a sense that loss of the substantial fraction of its mass immediately threatens life of an individual. Such a loss can result suddenly, either from a fire or mechanical accident, but can also occur in a chronic manner, as in skin ulcers.
In more than a decade of clinical use of an electrical stimulation to accelerate the chronic wound healing at the Institute of the Republic Slovenia for Rehabilitation in Ljubljana each patient and wound were registered and the wound healing process was weekly followed. At the beginning of the study in 1989, wounds were randomly assigned into four treatment groups: conservative treatment, sham treatment, biphasic current stimulation and direct current stimulation. Jerčinović et al. [11] proved that stimulated wounds are healing significantly faster than only conservatively or sham treated wounds and Karba et al. [14] proved that electrical stimulation with direct current is effective only if the positive electrode is placed on the wound surface, which is an invasive method, therefore only stimulation with biphasic current pulses has been in regular use ever since. However, dynamics of the wound healing process does not depend only on the type of the treatment, but also on the wound and patient attributes.
The aims of our study are to determine effects of the wound, patient and treatment attributes on the wound healing process and to propose a system for prediction of the wound healing rate.
So far only a limited number of studies have investigated the wound and patient attributes which affect the chronic wound healing. Skene et al. [26] found that with the presence of the graduated compression the healing occurred more rapidly for patients with smaller initial ulcer area, shorter duration of ulceration, younger age and when no deep vein involvement was detected on photoplethysmography. The measurement of the ulcer area was found to be the strongest predictor of the ulcer healing. Birke et al. [1] found that a time to complete the wound closure is related to the wound depth and wound diameter. Johnson [12] found four factors influencing the vascular ulcer healing: ABpI (ankle/brachial pressure index), liposclerosis, edema, wound status and ulcer area. Lyman et al. [18] found significant relationship between the wound healing rate and bacterial load.
None of listed studies included treatment attributes. Presently, the quantity of available data permits an application of statistical tools and machine learning methods for analysis of the healing process, as well as of the effects of different therapeutic modalities. In the first step of our analysis we determine which wound and patient attributes play a predominant role in the wound healing process. Then we investigate a possibility to predict the wound healing rate at the beginning of treatment based on the initial wound, patient and treatment attributes. Finally we discuss a possibility to enhance the wound healing rate prediction accuracy by predicting it after a few weeks of the wound healing follow-up.
The paper is organized into five Sections. Section 2 discusses the problem and the collected data. Section 3 describes machine learning tools and algorithms used. In Section 4 we present our findings. Final Section contains discussion.
The problem and the data set
During more than a decade of clinical use of the electrical stimulation, data concerning patients, wounds, and their treatment were collected. 266 patients with 390 wounds were recorded in computer database up to date. Unfortunately many patient and wound data are missing and not all wounds were followed regularly or until the complete wound closure which is a common problem of clinical trials. The wound case inclusion criteria was the initial wound area larger than 1cm 2 and at least four weeks (or until the complete wound closure) follow up of the wound healing process. It was fulfilled in 300 wound cases (214 patients).
Among these 300 wound cases in 174 cases the observation period lasted until the complete wound closure and was shorter in 126 cases. For these 126 cases the time to the complete wound closure was estimated from the wound area measurements obtained during the observation period [4, 5] . No significant difference was observed between the actual time to complete the wound closure and the estimated one (from four or more weeks of wound healing observation).
Wounds in the database are described with length, width, depth and grade. Because the time to the complete wound closure is highly dependent on the initial wound extent, a measure of the wound healing rate Θ was defined as an average advance of the wound margin towards the wound center and was calculated as the average wound radius (the initial wound area S 0 divided by the initial perimeter p 0 and multiplied by 2) divided by the time to the complete wound closure T [5] :
Neither the distribution of the wound healing rate was normal nor any of its mathematical transforms was found to have normal distribution; therefore nonparametric statistical analysis was used. Differences in distribution of numeric attributes in groups formed by nominal attributes were determined by KruskalWallis one-way analysis of variance. If the difference was significant, two-sample Kolmogorov-Smirnov test mutually compared distributions of numeric attributes at specific values of nominal attributes. The relationship of nominal attributes were tested with chi-square test. Correlation of two numerical attributes was tested with Spearman's test. The attributes we used in our study are briefly described below, further details and analysis can be found in [6] .
Wound attributes
For an evaluation of the efficacy of a particular treatment modality or for evaluation of influence of the wound and patient attributes on the wound healing it is necessary to periodically follow the wound healing process. In [5] it was demonstrated that following wound area is sufficient to determine wound healing process dynamics and that wound shape can be approximated with an ellipse thus it is enough to periodically follow mutually perpendicular diameters (largest wound diameter and diameter perpendicular to it) of the wound. From the measured diameters the wound area, the perimeter and the width to length ratio are calculated.
The wound depth measurement is invasive, because we have to enter the measuring device into the wound. An alternative measure is grading systems. We used a four stage Shea grading system [25] . The wound depth and grade were collected only at the beginning of the treatment. The wound depth was measured in 43% of cases and the wound grade determined in 94% of the cases. Since the wound depth is strongly correlated to the wound grade and the wound depth values are often missing, the depth was omitted from the further analysis. Due to a strong correlation between the initial wound area and the perimeter, the perimeter was omitted from the further analysis.
Other wound attributes are a wound type, location (trochanter, sacrum, gluteus and other), elapsed time from spinal cord injury to wound appearance (InjuryAppear) in months, and elapsed time from the wound appearance to the beginning of the treatment (AppearStart). The major wound aetiology was the pressure ulceration (82.7% of the cases). Other aetiologies were the arterial ulceration (1.0%), neurotrophic ulceration (6.3%), traumatic ulceration (6.0%), and vascular ulceration (3.7%).
Patient attributes
Recorded patient attributes were age, sex, total number of wounds, diagnosis and, in the case of the spinal cord injury, the degree of spasticity. The most frequent diagnosis was the spinal cord injury (71.7%). Trauma appeared in 11.3% of cases, diabetes mellitus in 7.3%, geriatrics in 3.3%, multiple sclerosis in 3.0%, and venous diseases in 3.0% of wound cases.
Treatment attributes
The wounds were randomly assigned into four treatment groups. 54 (18.0%) wounds were treated only conservatively [10] , 23 (7.7%) wounds received also the sham treatment, 42 (14%) wounds were treated with direct current and 181 (60.3%) wounds with biphasic current stimulation. In the sham treated group electrodes were applied to the intact skin on both sides of the wound for two hours daily and connected to stimulators, in which the power source was disconnected and delivered no current. The wounds treated with the direct current were stimulated with 0.6mA for half an hour, an hour or two hours daily. Biphasic current stimulated wounds received biphasic, charge-balanced current pulses for half an hour, an hour or two hours daily with electrodes placed on both sides of the wound [13, 14] .
The treatment attributes are the type of the treatment and daily duration of the electrical stimulation in minutes. The electrically stimulated wounds healed at higher rate and extent than other wounds. Over 90% of electrically stimulated wounds healed within 6 weeks. Only 70% of sham treated wounds and 72% of only conservative treated wounds healed within the same period.
Mathematical model of wound healing rate
Survey of normalized wound area time plots revealed that 51% of wounds which fulfilled the inclusion criteria have exponential wound healing process with an initial delay longer than three and a half days, 40% of wounds have a delay of more than seven days and 9% of wounds have the delay of more then 14 days. A recent study [4] showed that a decrease (or increase) in normalized wound area over time is best described by a delayed exponential model, thus wound healing dynamics is a nonlinear process.
Delayed exponential equation is therefore the structure of mathematical model of the wound healing process and by fitting this model to a particular chronic wound case we can calculate the parameters of the model. We need at least four measurements (performed in at least three weeks) of the wound area before we can estimate the parameters of the mathematical model. We estimated the time to the complete wound closure from the parameters of the mathematical model [5] . We considered the wound healed when its estimated area was smaller than five percent of the initial value and smaller than 1cm 2 . The estimated wound healing rate was calculated with Equation (1) .
The estimated wound healing rates for all wound cases were then compared to the actual ones which were calculated from the observed times to the complete wound closure. We found that the estimated wound healing rate after at least four weeks of wound follow-up did not differ significantly from the actual one [6] . If a wound was followed only three weeks or less, the difference was significant. From the known structure of the mathematical model the wound healing rate can be predicted after at least four weeks of follow-up. In clinical trials four weeks is a short period, but clinical practice prefers shorter time for the treatment outcome prediction.
Machine learning algorithms
Presently, the quantity of the available data permits the use of machine learning methods. We used machine learning algorithms for induction of tree based models (regression and classification trees). With the models we predicted the wound healing rate from the initial wound, patient and treatment data. We have also considered the estimated wound healing rate based on the mathematical model [6] and built trees for prediction of the wound healing rate after one, two, three, four, five and six weeks of follow-up. In this manner we have taken temporal aspect of the data into account.
We tested several algorithms for attribute evaluation which were used in a feature subset selection and for selection of splits in interior nodes of the tree based models.
In this section we present machine learning algorithms and methodology used, and the next Section contains results.
Tree based models
Tree based models are useful for modeling data where the error minimization is not the only goal, and comprehension of the underlying processes and user's confidence into results are just as important. This is the reason why they are often applied to medical problems.
Nowadays, most statistical packages have some form of tree based modeling, so we only briefly describe this methodology and focus on specifics of our approach. Details and further references can be found in textbooks on machine learning and data mining, for example [19, 27] .
To select the appropriate split the learning algorithm has to evaluate several attributes, and decide which would partition the given (sub)problem most appropriately. The criterion in medical problems should not be just the expected error minimization but also the comprehensibility of the tree for human experts. The evaluation of the quality of attributes is of principal importance and has received much attention in the machine learning literature.
Attribute evaluation
There are two issues in attributes' quality evaluation which we believe are especially relevant for comprehensibility and are often neglected in the context of medical problems. The first is the question of the properties of the split which particular evaluation heuristics favors and the second is the problem of detecting conditionally dependent attributes.
The decision and regression trees are constructed greedily in a top to bottom style. There is no global optimization, therefore splitting decisions made in each node are final. If one would only want to minimize error on the training set, which is an optimistic estimate of the generalized error, then the best greedy heuristic measure is the one which measures error of the splits produced by particular attribute. For decision trees such a measure is defined by Equation (2) and for regression trees it is the mean squared error (MSE) described by Equation (4) . But in practice we use various attributes' quality evaluation measures, each with its own rationale and bias. The majority of such heuristics measure impurity of the splits [2, 20] and assume the conditional independence of the attributes. The idea of Relief algorithmic family [15] 
There seems to exist a tendency that trees produced with Relief algorithms are preferred by human experts in terms of comprehensibility [7, 16, 22] . The reason might be in their ability to handle conditionally dependent attributes and their bias which favors attributes capable to distinguish between similar examples with different prediction.
In the following we will shortly present the attributes' quality evaluation measures discussed in this work and applied in the wound healing rate problem. As our application revealed that RReliefF for regression and ReliefF for classification problems were the most effective concerning error and comprehensiveness of the learned models, we devote more space to these measures.
Classification error
Classification error as attribute estimator has some major drawbacks [3] in terms of the structure of the tree. If we classify with the majority class, the classification error as the attribute estimator it is defined as
where p(A j ) stands for probability of the j-th value of the attribute A, and p(C i |A j ) is the probability of the i-th class value given the realization of the j-th attribute value. We did not use this measure due to its proven poor generalization ability [17] .
Gain ratio
Gain ratio [20] is the most popular impurity based measure for decision trees. It is entropy based measure defined as
Its gain part tries to maximize the difference of entropy before and after the split.
To prevent excessive bias towards multiple small splits the gain is normalized with the attribute's entropy.
Mean squared error
The MSE criterion is the regression counterpart of the classification error. MSE evaluation of the attribute A is minimum over all possible splits of attribute A of the weighted mean squared error of the predictor φ:
where t L and t R are the subsets of cases that go left and right, respectively, by the split based on A, and p L and p R are the proportions of cases that go left and right. R t (φ) is the mean squared error of the predictor φ compared to real prediction values τ i of instances x i in the subset t of size N t :
φ(x i ) is the value predicted by φ. The usual choice for predictor φ is the mean prediction value of examples in each subset. Beside this we used also the linear regression formulas, k-NN method, median value, and kernel regression.
Mean absolute error
The mean absolute error(MAE) criterion is similar to MSE, the only difference being in Equation (5), where instead of squared difference the absolute difference is used.
Relief algorithms
Relief algorithms (Relief, ReliefF and RReliefF) are general and successful attributes' quality evaluation measures [24] and are especially good in detecting conditional dependencies. They provide a unified view on attribute estimation in regression and classification and their quality estimates have a natural interpretation. While they have commonly been viewed as one of the most successful preprocessing algorithms for feature subset selection [8] they have actually been used successfully in a variety of settings: to select splits or to guide constructive induction in the building phase of decision or regression tree learning, as an attribute weighting method, in discretization of numerical attributes, in inductive logic programming, and with association rules based classifier. The idea of Relief algorithms is to evaluate partitioning power of attributes according to how well their values distinguish between similar observations. An attribute is given a high score if its values separate similar observations with different prediction values and do not separate similar observations with similar prediction values. RReliefF and ReliefF sample the space of observations, compute the differences between predictions and values of the attributes and form a statistical measure for the proximity of the probability densities of the attribute and the predicted value. Assigned quality evaluations are in the range [−1, 1], however, values below zero are assigned to completely irrelevant (random) attributes. The quality evaluation W (A) of attribute A assigned by ReliefF or RReliefF can be interpreted in two ways: as the difference of probabilities and as the portion of the concept explanation.
Equation (6) forms the basis for the difference of probabilities interpretation of the quality estimations of the Relief algorithms: the difference of the probability that two instances have different value of the attribute A if they have different prediction value and the probability that two instances have different value of the attribute if they have similar prediction values. These two probabilities contain additional condition that the instances are close in the problem space and form an estimate of how well the values of the attribute distinguish between the instances that are near to each other.
W [A] = P(different value of A|near instance with different prediction)
− P(different value of A|near instance with same prediction)
These two probabilities are mathematical transcription of Relief's idea: the first term rewards attribute if its values separate similar observations with different prediction values and the second term punishes it if it does not separate similar observations with similar prediction values. As it turned out, this interpretation was quite difficult for human comprehension. Negated similarity (different values) and subtraction of the probabilities are difficult to comprehend for human experts.
Another view on attributes' quality evaluations of ReliefF and RReliefF is possible with the portion of prediction values which the attribute helps to determine [23] . We say that attribute A is responsible for the change of the predicted value of the instance I to the predicted value b(I) if the change of its values is one of the minimal number of changes required for changing the predicted value from I to b(I). We denote this responsibility with r A (I, b(I) ). As the number of examples n goes to infinity, the quality evaluation W (A) computed from m cases I from the sample S for each attribute converges to the number of changes in the predicted values the attribute is responsible for (R A ):
We interpret Relief's weights W (A) as the contribution (responsibility) of each attribute to the explanation of the predictions. The actual quality evaluations for the attributes in the given problem are approximations of these ideal weights which occur only with abundance of data. On the basis of this interpretation we can present Relief's evaluations in a graphical form as in Figure 1 .
In the presented study of wound healing medical experts confirmed the comprehensibility of quality evaluations. This interpretation was preferred also by ecology expert in the problem of modeling of the apparent photosynthesis [7] .
Results
In the earlier stages of our data exploration we found that RReliefF for regression and ReliefF for classification problems, were the most effective concerning error and comprehensiveness of the learned models, so we present results only for them. The results for mean squared error and mean absolute error as attribute estimators in regression are inferior to the results by Relief algorithms (e.g., average relative squared error of models was 0.64 for RReliefF, 0.73 for MSE and 0.77 for MAE after one week of treatment). The same is true for other settings and for Gain ratio in classification as well (e.g., average classification error was 0.70 for ReliefF and 0.81 for Gain ratio at the beginning of treatment and 0.11 versus 0.32 after 6 weeks of treatment).
Evaluation of the prognostic factors
Results of the statistical analysis [6] showed that the wound healing rate directly depends on the wound treatment and wound grade, while interactions of the other wound and patient attributes with the wound healing rate are not easy to determine.
The attributes' quality estimates (see Table 1 ) calculated with RReliefF revealed that the initial wound area, followed by the patients' age and time from wound appearance to treatment beginning, are the most powerful prognostic attributes. Important prognostic attributes are also wound shape (width to length ratio), location, and type of treatment. The attribute "Model estimation" represents the estimated wound healing rate calculated from a model of wound healing dynamics. As expected, its quality estimate increases as we add more and more observations (from 0.0 to 0.67). Having in mind the interpretation of Relief's quality evaluations as the portion of the explained concept we can present the results from Table 1 in a more visually appealing graphical form. We normalized the sum of quality evaluations to 1 and presented the first column (0 weeks) in Figure 1 . This Figure, as estimated by experts, is easy to comprehend and provides important information. 
Regression trees
We built regression and decision trees with the improved CORE learning system [21] . We used linear equations in the leaves of the tree to model the wound healing rate (we also tried k-NN, median value, mean value, and kernel regression) and stopping rule of minimal five cases in a leaf. We pruned the trees in order to obtain smaller and more comprehensible trees and to get better generalization. Since the sample size (n=300) was moderate and there are quite some attributes with missing data, we could not afford a separate testing set of sufficient size. We rather used the 10-fold cross-validation as an error estimation method which is known to be the most acceptable estimation method in such cases [9] . An error of the regression trees was measured with the relative squared error (relative error, RE) [2] . The relative error is always nonnegative and should be less than 1 for models of reasonable quality. Trees with the relative error close to 0 produce excellent prediction of the wound healing rate and trees with the relative error around 1 or even greater than 1 produce poor prediction. Some authors use proportion of the variance explained by the regression tree as a measure of the er-ror. It is calculated as (1 -RE). However, this terminology is not quite appropriate [2] . Figure 2 summarizes error of the prediction for the learned trees. The relative error of the prediction at the beginning of the treatment was greater than one, i.e., the resulting regression trees were not usable. By adding the model estimate of the wound healing rate after one week of follow-up we reduced the relative squared error to 0.64. After two weeks the relative error dropped to 0.35 and after three weeks to 0.18. With six weeks of follow-up it was slowly approaching 0.06 (94% of variance was explained by the tree). Regression trees are more useful than classification trees because the wound healing rate was estimated as continuous variable and can be directly observed in the tree. The minimal follow-up period is two weeks. After five weeks the predicted wound healing rate is equal to the healing rate estimated by the model. However, the predicted wound healing rate with shorter period of follow-up depends also on the wound, patient and treatment attributes. The regression tree built after two weeks of follow-up is presented in Figure 3 . The type of the treatment is indirectly included in the regression trees as daily duration of the treatment, which was zero in case of conservatively treated wounds. Important prognostic attributes seem to be the wound area, grade, shape (width to length ratio), patients age, elapsed time from the spinal cord injury to the wound appearance and elapsed time from the wound appearance to the beginning of the treatment. 
Classification trees
Sometimes we do not need the exact quantity of the wound healing rate, so we decided to divide it into four categories (classes) according to Table 2 . We performed the analysis on such classification problem. We built classification trees with ReliefF as attribute estimation measure. We classified with the majority class as the prediction model in the leaves of the tree (we also tried k-NN) and a stopping rule of at least five cases in a leaf. Pruning was applied in order to obtain smaller and more comprehensible trees and to get better generalization. Again, we used the 10-fold cross-validation as an error estimation method. The error of the trees was measured as a proportion of the misclassified test samples. At the beginning of the wound treatment only the initial wound, patient and treatment data are available. The resulting classification error was 70%, which is not much below classification with a priori the most probable class (74%). By adding the model estimate of the wound healing rate after one week of follow-up to the data set, we decreased the classification error to 59%. With data available for two weeks the classification error was 38% and with three weeks 20%. Afterwards it is slowly approaching 10% with six weeks of follow-up. Figure 4 summarizes the results. In the trees built after two weeks of follow-up only the model estimate of the wound healing rate can be found in the tree nodes.
We found out that accurate prediction of the wound healing rate is possible with data available for at least three weeks of follow-up. Therefore, with classification trees we also managed to shorten the time of follow-up for one week compared to the mathematical model. Only rough estimate of the wound healing rate is possible after two weeks.
Discussion
We estimated the prognostic power of the wound, patient and treatment attributes with RReliefF algorithm. The results revealed that the initial wound area, followed by the patients' age and time from the wound appearance to the beginning of treatment, are the most important prognostic attributes. Important prognostic attributes are also the wound shape (width to length ratio), location, and type of the treatment. The experts agree with these findings because they understand the meaning of these quality evaluations.
The dynamics of wound healing can be accurately predicted after at least four weeks of the wound healing process follow-up. Therefore for accurate wound healing rate prediction, wounds should be followed for at least four weeks. In clinical practice the wound healing rate or the time to complete wound closure should be estimated as soon as possible to select a proper treatment and thus to improve the patient care. Prediction of the wound healing rate from the initial wound, patient and treatment data is not possible. The best prognostic factors are weekly follow-up measurements of wound area. We determined that the minimal follow-up period is two weeks. After three weeks we were able to predict the wound healing rate with 80% classification accuracy (using the classification trees), and explain 82% of the variance with the regression trees. The best results were obtained using regression trees with linear equations in the leaves. In the literature also other wound and patient attributes were reported to have prognostic value. By considering those additional attributes which, unfortunately were not measured in our study, our prediction might be even more accurate.
The presented regression trees in combination with the mathematical model of the wound healing process dynamics present a basis of an expert system for the chronic wound healing rate prediction. If the wound healing rate is known, the provided information can help to formulate the appropriate management decisions, reduce the cost, and orient resources towards individuals with poor prognosis.
