We present a framework that incorporates the idea of bounded rationality into dynamic stochastic pursuit-evasion games. The solution of a stochastic game is characterized, in general, by its (Nash) equilibria in feedback form. However, computing these Nash equilibrium strategies may require extensive computational resources. In this paper, the agents are modeled as bounded rational entities having limited computational resources. We illustrate the framework by applying it to a pursuitevasion game between two vehicles in a stochastic wind field, where both the pursuer and the evader are bounded rational. We show how such a game may be analyzed by properly casting it as an iterative sequence of finite-state Markov Decision Processes (MDPs). Leveraging tools and algorithms from cognitive hierarchy theory ("level-k thinking") we compute the solution of the ensuing discrete game, while taking into consideration the rationality level of each agent. We also present an online algorithm for each agent to infer its opponent rationality level. opponent(s) are of "level-(k-1)", and they respond accordingly based on this assumption. The notion of rationality is captured through the parameter k; the higher the value of k, the higher the level of rationality of the agent and the higher this iterative process proceeds. Consequently, and in order to capture the notion of bounded rationality [21, 23] , each agent has a maximum level beyond which it cannot operate (different agents may have different maximum levels). Under this framework, the computational complexity of finding the optimal policy for a participating agent is significantly reduced [23] , since the game can be cast as sequence of single-sided Markov-Decision-Process (MDP) problems [21] for each agent, each one of which can be solved efficiently [24] .
Introduction
Pursuit-evasion games are a special class of dynamic games introduced in the 60s [1] [2] [3] [4] , which capture a wide range of diverse behaviors amongst dynamic adversarial agents. An extensive amount of literature exists on the topic; some notable examples include [3] [4] [5] [6] [7] [8] [9] [10] [11] . However, most of these prior works [3, 5, 9, 10, 12, 13] are concerned with finding the equilibrium strategy(s) of the game, which requires the assumption that all agents are rational [14] . The assumption of perfect rationality is considered to be too strong and perhaps unrealistic for many applications [15, 16] . Furthermore, finding the equilibrium of a game is, in general, computationally expensive [17, 18] . To address these issues, we study pursuit-evasion games (PEGs) with agents that are not perfectly rational, but rather bounded rational. The idea of bounded rationality [19] was introduced in the economics community to address the issue that most agents do not adhere to the paradigm of maximum utility theory that assumes perfectly informed, rational agents. Several manifestations of bounded rationality exist in the literature, but in this paper we will adopt the one that makes use of the model of cognitive hierarchies (CH) [20] and level-k thinking [21] . Under this notion, the agent no longer seeks the (Nash) equilibrium, but instead seeks a best response to some (believed or inferred) strategy of its opponent(s) according to an assumed level-k responding structure.
In this work, we formulate a PEG involving bounded-rational agents in a stochastic environment (e.g., UAVs in a wind field). Specifically, we want to address how, in an air-combat scenario, an agent should optimally respond if its opponent(s) is not perfectly rational. We start by considering a continuous-time PEG with continuous state-space, finite control/action set, perfect state observation, and stochastic unbounded noise. Building upon the Markov Chain approximation method [22] , we then construct a series of finite-state, discrete-time PEGs as an approximation to the original continuous time, continuous state-space problem. We subsequently introduce the level-k thinking framework to solve this discrete PEG in order to capture the bounded rational properties of the players. In the level-k framework, each agent is assumed to best respond to the strategy of its opponent(s). This leads to an iterative decision process for both the pursue and the evader. The iterative process begins with "level-0" pursuer(s) and evader(s), who have no prior assumptions about their opponents, or the structure of the game, and merely act randomly; i.e., they implement a random policy where each action is taken equally likely. The "level-k" pursuer(s) and evader(s) presume that their
Problem Formulation
We start by introducing a pursuit-evasion game which evolves in a stochastic environment (wind field) in continuous time. Under certain assumptions, the game can be discretized into a competitive Markov Decision Process (cMDP). The connection between the cMDP and an associated standard one-sided MDP problem is addressed.
Continuous-Time PEG
Let us consider a two-agent pursuit-evasion differential game in which the pursuer and the evader are indexed by i = 1 and i = 2, respectively. In what follows, we will also use the index −i to denote the opponent of agent i. As the names of the agents suggest, the pursuer tries to capture the evader, while the evader tires to evade the pursuer. Without loss of generality, we henceforth assume that i = 1 is the pursuer and i = 2 is the evader. For simplicity, we assume that the game evolves in a two-dimensional compact domain C ⊂ R 2 , and the position (state) of an agent at time t is denoted by p i (t) = [p i x (t), p i y (t)] T ∈ R 2 , for i = 1, 2. We define the state of the game as the joint positions of the two agents. Specifically, at a given time t ≥ 0, the state of the game is represented as
Wind Field and Game Dynamics
The game is played in the presence of a stochastic wind field, which will be modeled by a variant of a Wiener process. The only knowledge the agents have regarding the stochastic wind field is the mean and standard deviation of the wind velocity. The dynamics of the agents are governed by stochastic differential equations (SDE) as follows
where w x (p i ) denotes the mean wind velocity in the x-direction at p i , while w y denotes the mean wind velocity in the y-direction. In (1) dW i t (p i ) is a two-dimensional Wiener process with the following properties: a) E[dW i t (p)dW i t (p) T ] = σ 2 w (p)I 2 5 ; b) At any location p ∈ R 2 , the Wiener increments are independent at different time instances, E[dW i t (p)dW i τ (p) T ] = 0 for all τ = t; c) At any time t, the wind disturbance is spatially uncorrelated, i.e., E[dW i t (p)dW i t (q) T ] = 0 for p = q 6 . For brevity, we will denote the joint action (θ 1 , θ 2 ) ∈ Θ by θ, and write dW i t instead of dW i t (p i ). We will also write for brevity
The action set for each agent contains a collection of a finite number of possible choices for the desired heading angles θ 1 and θ 2 . Specifically, it will be assumed that the agent i moves along the direction of its heading angle θ i ∈ Θ i = {0, π/2, π, 3π/2} at a fixed speed v i ≥ 0. The joint action space for both the players is denoted as Θ = Θ 1 × Θ 2 . The dynamics of the state of the game can then be re-written as
The solution of the SDE in (2) is a stochastic process {s(t); t ≥ 0} such that
where the last term in equation (3) is treated as the usual Itô integral [26] , θ [0,t] = {θ(τ ); τ ∈ [0, t]} is the joint action history, and dW [0,t] is the realization of the wind field in the interval [0, t].
Terminal Conditions of the Game: Crash, Capture and Evasion
We define three terminating conditions (the boundaries) for the PEG.
• We first consider the scenario when agents may crash into obstacles or may crash on the boundary of the set C. Let the closed set O ⊂ C denote the obstacle-region in C. Then, agent i crashes into an obstacle or the boundary of the set ∂C, if at some time t > 0
where the distance of a point p from a set M is dist(p, M ) inf m∈M p − m 2 . We define two boundaries and their union in the state space corresponding to the cases where either agent crashes as
• Capture is considered successful when the distance between the two agents at some time instance t > 0 is less than a prescribed positive value ρ, while neither of the agent crashes. That is, for a successful capture at time t > 0, the following two conditions are simultaneously satisfied
The capture condition defines a boundary in the state space as follows:
• Evasion is considered to be successful when the evader enters a closed, non-empty evading region E ⊂ R 2 without being captured, while neither of the agents crashes. In other words, evasion is successful, if at some time t > 0, the following conditions are simultaneously satisfied dist p 2 (t), E = 0,
dist p i (t), S crsh > 0, for i = 1, 2.
Similarly, the boundary for evasion is defined as
The boundary of the state space ∂S is defined by the three (disjoint) terminal conditions (5), (6) and (7) as
When the process {s(t); t ≥ 0} hits the boundary ∂S, the game terminates and the outcome of the game is determined by which of the boundaries (∂S crsh , ∂S cap , ∂S evs ) is reached by the process.
To this end, we define the interior of the state space S = C × C of the PEG game as S o = S \ ∂S. Without loss of generality, we assume that the game starts at some initial condition s(0) ∈ S o .
Admissible Strategies and Rewards
An admissible policy (or strategy) for an agent at time t is a measurable mapping from the observation history ({s(τ ); τ ∈ [0, t]}) to a probability distribution over its action set. It is well known that, with full state information, the best Markov policy performs as well as the best admissible strategy [26, 27] . A Markov policy depends only on the current state s(t) and not on the entire history {s(τ ); τ ∈ [0, t]}. The Markov policy of agent i is represented by the measurable function µ i (·, ·) : S o × Θ i → R + , which denotes the probability distribution that the agent i places over the action space Θ i at some state s, i.e., µ i (s, θ i ) denotes the probability of choosing action θ i ∈ Θ i at state s.
The set of all such policies for agent i will be denoted by Π i . Similarly, we denote the joint policy (µ 1 , µ 2 ) of both agents as µ and the set of all such policies by Π. Let us define the first exit time T µ under the joint policy µ as
Therefore, T µ is a random variable that reflects the first time a successful capture, or evasion, or crash occurs. Specifically, T µ is the first time the process hits the boundary ∂S of the state space S.
We define the terminal reward for the pursuer at the terminal state s(T µ ) ∈ ∂S as 
In addition, we assume a zero-sum game formulation, and we define the terminal reward for the evader by
This work formulates the PEG as a game of type, where we use the win-rate as the performance index of the agents, instead of other metrics such as capture time. As a result, only the terminal reward is included and no running reward is introduced. An extension to include running reward (such as fuel cost or time) into the formulation requires a minor modification of the proposed framework and will be addressed elsewhere.
The expected reward-to-go function for agent i under the joint policy µ = (µ 1 , µ 2 ) ∈ Π and initial state s 0 is J i µ , defined as
where the conditional expectation is given by
In the PEG setting, g i (·) incorporates the reward for either a successful capture, evasion, or crash. Both agents try to maximize their own expected reward functions by choosing their respective policies µ i . Specifically, for a given initial state s 0 , the optimization problem can be written as
Since the game is zero-sum, the two reward-to-go functions satisfy J 1
, the previous optimization problem can be rewritten as sup
Having defined the continuous PEG, in the next section, we will discuss the discretization of this PEG such that the optimal solution of the discretized PEG converges to the optimal solution of the continuous PEG as the discretization step is reduced to zero.
Markov Chain Approximation
In this section, we introduce the Markov Chain Approximation Method (MCAM) [22] , which will be used to discretize the controlled stochastic process in (2) into a discrete-state, discrete-time competitive Markov Decision Process [24] .
In the specific case of a pursuit-evasion game, we refer to the discretized process as the discrete Pursuit-Evasion Game (dPEG).
A two-agent zero-sum cMDP (equivalently, dPEG) is a tuple M = (S, Θ 1 , Θ 2 , P, G) where S is the finite set of states, Θ i is the action set of agent i, and P (·|·, ·, ·) : S × S × Θ 1 × Θ 2 → R ≥0 is a function that denotes the transition probabilities satisfying s ∈S P (s |s, θ 1 , θ 2 ) = 1 for all s ∈ S and all θ i ∈ Θ i , i = 1, 2. The mapping G : S → R is the terminal reward function. Without loss of generality, we assume the pursuer (agent 1) maximizes G, while the evader (agent 2) minimizes G. Suppose we start at time 0 at an initial state s 0 ∈ S. At time n ≥ 0, the current state is s n , and we apply a joint control θ n ∈ Θ to arrive at the next state s n+1 according to the transition probability function P . The result is a controlled Markov Chain {s n ; n ∈ N 0 = N ∪ {0}} [22] . Notice that such a chain depends on the choice of the initial state s 0 and the control sequence picked by both agents {θ i n : n ∈ N 0 , i = 1, 2} . Up to any time N > 0, the observed chain is denoted as s [0,N ] = {s n ; n ≤ N } and is generated by the joint action sequence θ [0,N −1] = {θ n , n ≤ N − 1}. The chain s [0,N ] , the control sequence θ [0,N −1] , and the initial state s 0 are also referred to as the trajectory of M under the given sequence of controls and the initial state. In the following, we present a method (Markov Chain Approximation) to obtain an equivalent cMDP from the PEG defined in Section 2.1.
Given a PEG defined by the dynamics (2) with the terminal rewards as in (8), we adopt a spatio-temporal discretization scheme to reduce the problem to a finite-state cMDP. We start by discretizing the compact region C into a grid-like environment with grid-size h > 0 (see Fig. 1 ). The discretization size h is a user-defined parameter that determines the coarseness of the discretization. In Fig. 1 , the shaded red and gray areas correspond to evasion areas and obstacles respectively, and the orange and blue markers represent the positions of the pursuer and the evader. Let us define the set C h = {c h,1 , . . . , c h,N } denoting the elementary squares of the grid, so that we can always properly cover the compact set C with C h , namely, C ⊆ C h . The cardinality of C h , which is N , depends on the grid-size h. However, due to the compactness of C, the cardinality of C h is always finite for any h. Note that each c h,j ∈ C h represents a unique square of size h in R 2 . Let c o h,j be the interior of the square cell represented by c h,j . We extend the notion of obstacles and boundaries from C to C h in the following way. The cell c h,j is labeled as an obstacle cell if and
j is labeled as an evasion cell. We will say that agent i is in cell c h,j if and only if p i (t) ∈ c o h,j . If an agent is located on the common boundary of two cells (for example p i (t) ∈ c h,j ∩ c h,k ), it is assigned to one of the cells (j or k) based on a prior assignment rule. Having designed C h , we define the discretization in S as S h = C h × C h , i.e., each element of S h represents the discretized joint-state of the players. Each s h ∈ S h denotes a hypercube of side length h in R 4 . Analogous to c o h,j , we define the interior of the hypercube s h by s o h . We now define
and finally ∂S h = ∂S h,crsh ∪ ∂S h,cap ∪ ∂S h,evs . Figure 1 : Example of a discretization of the two-dimensional space. On the left is the continuous space, and on the right is the discretized space.
The Markov Chain approximation method approximates the continuous zero-sum PEG using a sequence of
We associate each state s ∈ S o in the original continuous space with a non-negative interpolation interval ∆t h (s), known as the holding time [22] . For each elementary hypercube s h ∈ S h , the centroid of s h is denoted as α(s h ), and satisfies
Let us also define ∆s
Since the mapping α is bijective, with a slight abuse of the notation, we use s h to denote both the cell and its centroid. For brevity, we denote ∆t n h to be the holding time at state s n h , i.e., ∆t h (s n h ). Furthermore, we also define t n h = n−1 0 ∆t n h for n ≥ 1 and t 0 h = 0. In addition, we define the discretized terminal cost G h in a similar manner as in (8):
Discrete PEG
Let Ω h be the sample space of M h , let θ n h = (θ 1,n h , θ 2,n h ) be the joint action at time n for the controlled Markov Chain. The holding times ∆t n h and the transition probabilities P h are chosen to satisfy the local consistency property [22] , with respect to (2) , which are given by the following conditions.
For all s
2. For all s h ∈ S h and all joint controls θ ∈ Θ:
As the chain {s n h ; n ∈ N 0 } is a discrete-time process, we use an approximate continuous-time interpolation [22] to approximate the continuous-time process in (2) . We define the continuous-time interpolation s h (·) of the chain ).
There are more than one ways to construct such a locally consistent Markov Chain [22] . For our specific problem, we follow the construction found in [22] that splits the control inputs from agent 1 (pursuer) and agent 2 (evader). Specifically, given the dynamics of the PEG as in (2), we rewrite the drift term as
Let us define the unit vectors in the four-dimensional state space as We then define the quantity Q h (s) as
and define the interpolation interval as
Notice that ∆t h (s) goes to zero as h → 0, for all s ∈ S h . The transition probabilities of the cMDP that approximates the original PEG can be calculated via 
where b + = max{b, 0} and b − = max{−b, 0}, and, s + he j is the state s such that α(s ) = α(s) + e j . One can verify that the transition probabilities defined in (15) are locally consistent with (2) . We will use the cMDP defined by
Under the previous discretization scheme, any advantage an agent might have in terms of its speed is now translated into a probabilistic advantage, as shown in (15) . Specifically, one can verify from the construction of these probabilities (P h depends on v 1 , v 2 through b i (s, θ)) that with the same wind field present, the agent with a higher speed is more likely to end up in the cell that it intends to visit than the agent with a lower speed, as a direct consequence of (15) . Also, an agent with larger speed will be able to visit a larger number of neighboring cells.
As stated in [22] , local consistency implies the convergence of the continuous-time interpolations of the trajectories of the controlled Markov Chain to the trajectories of the stochastic dynamical system described in (2) , and the convergence of optimal reward-to-go functions of discrete cMDPs to that of the original problem.
The definition of a policy for M h is analogous to that defined in Section 2.1. Similarly to the previous discussion, a (randomized) policy for agent i is a mapping µ i h :
The set of all such policies is denoted by Π i h . Let us use the notation P h (s |s,
. To this end, given a joint policy µ h = (µ 1 h , µ 2 h ) and the initial state s 0 ∈ S h , the reward-to-go from s 0 due to µ h is
where the E P h denotes the conditional expectation under P h given s 0 h = s 0 , and {s n h ; n ∈ N 0 } is the sequence of states of the controlled Markov Chain under the policy µ h , and I h is the termination time defined as I h = min{n : s n h ∈ ∂S h } 7 . Notice that, although not expressed explicitly, the reward-to-go of the cMDP defined in (16) is dependent on both agents' policies µ i h (i = 1, 2) through P h and s I h h . Therefore, the optimization problems for both agents are given by sup
In general, for a given opponent policy µ −i h , an optimal policy, if it exists, is denoted by µ i, * h , and satisfies
In later sections, we will show that if the opponent's policy is given, the optimal policy of the agent and the corresponding value function do exist for the discretized cMDP and we will also discuss the methods to find them.
Level-k Thinking
As discussed in the introduction, under the framework of level-k thinking, an agent best responds to a given policy of its opponent. Consider the cMDP M h constructed as shown in the previous section. Let us assume that the agent i knows the policy of its opponent µ −i h . Then, the transition probabilities in (15) , the expectation operator in (16) , and the value functions in (17) and (18) will only depend on the agent i's policy µ i h . The cMDP M h is now a standard one-sided MDP. Similar to the previous definition of cMDP, given the opponent's policy µ −i , the MDP for agent i is a tuple M i h,µ − i = (S h , Θ i , P h , G h ). The definition of each element in the tuple from Section 2.2.2 can be adapted to this context with minor changes. Given the policy of the evader µ 2 , let us consider the MDP for the pursuer (the maximizer), denoted by M 1 h,µ 2 . To calculate the value function at a state s ∈ S h , we solve the following Bellman equation:
For the evader, the Bellman equation is similar but with an inf operator instead of a sup operator. We will discuss how to solve (20) numerically via value iteration in Section 4. For now, let us assume that (20) can be solved by some algorithm given the opponents' policies µ −i h , and the algorithm will find a unique value function V i h,µ −i h and an optimal policy µ i, * h . In what follows, the superscript k ∈ {0, 1, 2, ..} within a parenthesis will denote the level of rationality. As we always consider the discrete-state MDP M h , we henceforth drop the subscript h for notational brevity.
The premise of level-k thinking is that, if µ −i,(k) is a level k strategy for the opponent of agent i, we can define the level-k MDP for agent i as M i,(k) = M i µ −i,(k−1) . The level k + 1 strategy for agent i at state s is then defined as
which is precisely the best response of agent i to its opponent's strategy µ −i,(k) (and hence it depends on µ −i,(k) ). We therefore write (21) , equivalently, as
Notice that if µ i,(k+1) is the best response to µ −i,(k) , and µ −i,(k+2) is the best response to µ i,(k+1) , then it is not necessarily true that µ −i,(k) = µ −i,(k+2) . Therefore, if agent i starts with some strategy of level k, say µ i,(k) , then the agent might expect that its opponent will choose the best-response strategy µ −i,(k+1) . In fact, agent i can compute µ −i,(k+1) since it has knowledge of P and V −i h,µ i,(k) . Having computed µ −i,(k+1) , agent i will change its strategy to µ i,(k+2) , which is the best response to µ −i,(k+1) . Lemma 3.1. Given a two-player cMDP solved under the level-k thinking framework, if µ i,(K+2) = µ i,(K) for an agent i at some finite level K, then the two agents reach a Nash equilibrium by applying the strategy pair µ i,(K) , µ −i,(K+1) .
Proof. By the construction of level-(k) strategies in (21) , we know that
Since µ i,(K+2) = µ i,(K) , we have the following fixed point property:
The strategy pair µ i,(K) , µ −i,(K+1) then corresponds to a Nash equilibrium, by definition.
Remark 3.2. Suppose no constraint of maximum level is imposed, the level-k iterative process terminates at some level K if the condition µ i,(K+2) = µ i,(K) is satisfied for some i ∈ {1, 2}. Remark 3.3. Lemma 3.1 ensures that any converging level-k strategy is a Nash Equilibrium. However, in general, there is no guarantee that the previous iterative level-k construction will convergence. Furthermore, in case of multiple Nash equilibria, one cannot comment on which equilibrium the level-k framework will converge.
In practice, an agent with limited computational resources (e.g., a human) can continue this process only up to a certain level k max . Clearly, before termination of the algorithm, the best response to a level-k strategy µ −i,(k) is, by definition, µ i,(k+1) and not necessarily the NE strategy µ i, * . We want to emphasize the fact that the NE strategy µ i, * is only optimal when the opponent plays µ −i, * . If agent i is certain that its opponent is unable to compute µ −i, * due to being bounded rational and plays strategy µ −i,(k) for some k ∈ {0, . . . , k max }, then there is an incentive for agent i to play a strategy other than µ i, * to maximize its own reward. Specifically, if it is the case that −i will play its highest level strategy, i.e., µ −i,(k −i max ) , then agent i must play µ i,(k −i max +1) , which is the best response to µ −i,(k −i max ) and not necessarily µ i, * .
In the following, we will elaborate on how a level-k strategy is constructed. For now, recall from the previous discussion that a level-k strategy is built upon a level k − 1 strategy of the opponent. To initialize the level-k strategy construction, we first define the policies µ i,(0) of the level-0 agents (we will refer these policies as the level-0 policies) as
where |Θ i | denotes the cardinality of the action set Θ i which is |Θ i | = 4 in our case. We can view this level-0 policy as a uniform distribution over the action set Θ i . Namely, the level-0 pursuer and level-0 evader pick a heading from their action spaces uniformly. Such a choice reflects the idea that a level-0 agent is unable to play any other action than one at random, and it does not care about optimality. The level-1 agents are given the level-0 policies, and they calculate their best response to their opponent's level-0 policy via (20) . Specifically, V i,(1) µ −i,(0) , i.e., the reward for agent i, given that its opponent uses stratregy µ −i,(0) , can be computed from the fixed point of the Bellman eqaution
with corresponding strategy µ i, (1) . For notational simplicity, we will drop the subscript µ −i,(k) on the value functions and denote V i,(k)
This process of building policies level-after-level continues until the prescribed maximum rationality level k i max ≥ 1 is achieved. In general, the level-k policy for agent i is calculated via
where i ∈ {1, 2} and k i ∈ {1, 2, . . . , k i max }. Note that, in order to calculate the policy µ i,(k) , for k ∈ {1, . . . , k i max } from (21), agent i one needs to calculate not only its own policy µ i,(k i ) but also its opponent's policy µ −i,(k i −1) , for all k i ∈ {1, . . . , k i max -1}. For example, if the pursuer wants to calculate µ i,(k i ) for k i = 1, 2, 3, it first needs to calculate the best response to µ 2,(0) as its level-1 pursuit policy µ 1, (1) . To calculate µ 1, (2) , which is the best response to µ 2,(1) , the pursuer needs to calculate the level-1 evasion policy of the evader, µ 2,(1) ; similarly, to calculate µ 1,(3) , it needs to calculate µ 2,(2) first, and so on.
In summary, at level-k, we choose one optimizing agent in the group, while fixing all other agent's levels to k − 1, and then let the chosen agent compute its best response. After all agents in the group have computed their best responses at level k, we move on to level (k + 1), and we iteratively build the structure of the rationality levels for each agent until the agent's maximum rationality level is reached.
By assuming such a structure, we have reduced the cMDPs into a series of one-sided MDPs. For each one-sided MDP, M i,(k) the optimization is only over a single agent's policy and hence plenty of efficient numerical algorithms exist to solve for the optimal policy [28] . In the following section, we will use the well-known value iteration algorithm to compute the best responses at each level k.
Algorithmic Solutions
At this point, notice that given the opponent's strategy µ −i,(k i −1) , the optimal level k i strategy for agent i can be found by an iterative method such as policy iteration or value iteration [28] . For the sake of completeness, in this section we discuss such an iterative method to solve (25) . In the following discussion, we will use the subscript m to denote the iteration index. Following this notation, the value iterations for (25) are given by
for s ∈ ∂S h and for all m.
It has been shown that there exist at least one pure policy [24] that solves (25) . That is, there is an optimal policy µ i,(k i ) , such that at each state s ∈ S h , there exists θ i ∈ Θ i and µ i,(k i ) (s, θ i ) = 1. In other words, agent i can always deterministically pick a heading angle at a given state s, while still attaining the optimal reward-to-go. As a result, we can define the class of pure policies by the map ψ i : S h × Θ i → {0, 1}, where for all s ∈ S h , one has
Let the set Ψ i consisting of all such admissible pure policies. One immediately observes that Ψ i ⊂ Π i . We can significantly reduce the size of the search space in (25) by replacing a general mixed policy µ i in with pure policy ψ i , which yields
for s ∈ ∂S h and for all m,
where k i ≥ 1. As the action space is assumed to be finite, solving the value iteration in (28) at iteration m+1 becomes a problem of finding the heading angle at each state s that maximizes the expected future rewards, given the value function V i,(k i ) m from the previous iteration. With the policy of the opponent known, we can re-write (28) as
Notice that the iteration in (29) does not have a discount factor due to the absence of a running reward in (10) . The presence of a discount factor is essential to prove the convergence of value iteration in infinite horizon MDPs [29] . However, with the transition probability of the controlled Markov Chain obtained from the Markov Chain approximation method, we have that no recurrent states exists for our problem except from the absorbing boundary states (the terminal states) defined in (12) . It can then be shown that for this specific case the value functions V i,(k i ) m in (29) converge to the actual value function V i,k i defined in (25) as the iteration step m → ∞ [28] .
Inferring the Opponent's Level
As discussed in the previous section, agent i can compute its level-k best response if it has knowledge of the opponent strategy µ −i,(k−1) . In Section 3, we argued that agent i can play its best strategy if it knows the level of the opponent is k −i , and is able to compute µ i,(k −i +1) . In real world situations, it is not always possible to know the opponent's rationality level exactly, and hence, the agent must infer the rationality level of its oppenent(s) based on the opponent(s) prior behavior. Below we propose an online algorithm to estimate the opponent's rationality level at each time based on the history of the game. The algorithm uses a maximum likelihood inferring algorithm utilizing the idea presented in [30] .
To this end, let us consider the one-sided MDP for agent i at level-k defined as M i,(k) . In a game setting without explicit communication between the agents, agent i can only estimate its opponent's level by observing the trajectory of the states of the system. The proposed inferring algorithm provides a maximum likelihood estimator (MLE) of the opponent's level k −i , given agent i's level k i and an observed trajectory till the current time s [0,N ] = {s 0 , s 1 , ..., s N }.
Fixed Level Model
We first make the assumption that both agents set their levels at the beginning of the game and do not change their levels over subsequent stages. Suppose the maximum rationality level of agent i is k i max . Based on the discussion in the Section 3, agent i should also have access to its opponent's policies till level-(k i max − 1). We denote the set of the opponent's level that agent i has access to as K −i,(k i max -1) = {0, 1, ..., k i max -1}. Given that agent i plays at level k i and the game starts at initial state s 0 , suppose that the agent i observes a trajectory from stage t 0 to t N as s [0,N ] = {s 0 , ..., s N }. Assuming that the opponent plays at level k −i ∈ K −i,(k i max -1) , the probability of observing the specific trajectory s [0,N ] is
The estimate of the opponent's level can then be selected as the maximum likelihood estimator
One can easily extend this algorithm to infer the opponent's level from a moving observation window of length w + 1. Suppose a trajectory s [N −w,N ] from stage t N −w to t N is observed, then the conditional probability in (30) is changed to
The rest of the algorithm stays the same.
Dynamic Level Model
In the previous section the agents were required to keep their rationality levels fixed, and hence the agents were not allowed to change their rationality levels during the game. To make the interactions between the agents more realistic, we now let the agents adapt their levels based on their observations. To this end, suppose the opponent's level k −i remains constant over time. We let agent i adapt its rationality level based on its belief about the rationality level of its opponent. We also assume that the agent always plays one level higher than its opponent without, however, exceeding its maximum rationality level, k i max . Let us pick the observation window to have length w + 1 and let the current stage to be t N . Denote the observed trajectory from stage t N −w to stage t N as s [N −w,N ] = {s N −w , ..., s N } and let the levels played by agent i over these stages denoted as k i,[N −w,N ] = {k i N −w , · · · , k i N }. The probability of observing the specific s [N −w,N ] with a fixed k −i is
can be selected as the maximum likelihood estimator of opponent's level at stage t N . At the next stage t N +1 , agent i would then play at level min{k −i N + 1, k i max }.
Numerical Example
In this section, we illustrate the theory via a numerical example. We consider a two-player pursuit-evasion game on a 18×18 discretized world, namely the lattice indexed as L h = {1, 2, ..., 18} 4 . The mean velocity of the wind is generated randomly, while the wind covariance is set to σ w = 0.4 with no spatial correlation. The starting positions of the agents, the evasion states and the obstacles are shown in Fig. 2 . We use the MCAM to discretize the state space to obtain the grid shown in Fig. 2 . The terminal reward is assigned according to the function G h defined in (8) . Both agents have the same speed v 1 = v 2 = 1 and the same action set Θ 1 = Θ 2 = {0, π 2 , π, 3π 2 }. We assume that the level-0 agents pick their headings such that they will not cause an immediate crash, while choosing their action uniformly randomly. We construct the level-k thinking hierarchy and calculate the policies of both agents for different rationality levels. We then simulate the resulting policies at some selected level pairs over 1500 games. To illustrate the results, we use two tables to present the win percentages of the selected scenarios.
In Tables 1 and 2 , we fix one agent to be level-2 while varying the level of the other agent. In both tables, the highest winning rates are attained at level 3. This result is expected, since level 3 policies are by definition the best responses to the level-2 policies. It can also be observed that after level 5 the performance only varies slightly, since the policies at high levels do not differ much from each other. In Fig. 3 two sample trajectories are shown. The first trajectory depicts a level-3 evader against a level-2 pursuer. One observes the "deceiving" behavior of the evader: it first moves towards evasion state #2 (on the right), which tricks the level-2 pursuer to also go right and take the shorter route beneath the obstacles for defending the evade state #2. The evader then suddenly turns left and goes to the evade state #1 (on the left). When the evader reveals its true intention of evading at evasion state #1, it is too late for the pursuer to capture the evader. The second trajectory depicts a successful capture. Different from the previous scenario, the level-3 pursuer has perfect information about the policies of the level-2 evader, as a result it can predict well what the evader will do in the next time step. The pursuer then simply acts accordingly to maximize the probability of a successful capture. It is also noteworthy that the stochastic wind field does disrupt the trajectories of the agents. For example, at point A in Fig. 3(a) , the evader intends to go left directly to the evasion state but is instead pushed upward due to the stochastic wind field. The following color maps present an example of the outcomes from the static inferring algorithm introduced in Section 5. The vertical axis represents the rationality levels of the opponents, and the x-axis represents the time instances. The color depicts the (normalized) conditional probability of the corresponding level. In Fig. 4(a) , the level-3 evader can infer the rationality level of the level-2 pursuer with certain confidence. However, in Fig. 4(b) , the level-2 pursuer has some trouble inferring the level-3 evader accurately. As discussed earlier, at high levels the policies of the agents are almost the same at most states, which means, for example, that a level-4 pursuer and a level-3 pursuer may take the same action in certain regions of the state space. In Fig. 4(b) , from time instances 37 to 49, the two agents may have entered such a region, where the policies of the level-3 pursuer and the level-4 pursuer are the same. This phenomenon makes the inferring process challenging at high rationality levels, in general. However, since the policies of both the pursuer and the evader become similar at high levels, even picking a wrong level does not harm performance significantly. Finally, we present in Fig. 5 the outcome of the dynamic level model introduced in Section 5, in which each agent always plays one level higher than the inferred level of its opponent without exceeding its maximum rationality level. One may notice some significant oscillations at the beginning of the game, but eventually, the pursuer starts to play at its highest level, and the evader plays at one level higher accordingly till the game terminates. In this work we have studied a classical pursuit evasion game in a stochastic environment where the agents are bounded rational. We provide a framework to incorporate the notion of bounded rationality in decision-making for stochastic pursuit-evasion problems through Markov chain approximation followed by a k-level thinking framework. Bounded rational agents do not compute the Nash equilibrium, but they rather compute their level-k strategy based on an iterative algorithm, which constructs the level-k strategy from level-(k − 1) strategy. A bounded-rational agent with maximum rationality level k max can employ a strategy of any level k = 0, 1, · · · , k max . However, the optimal rationality level k * should be determined by the opponent's corresponding rationality level, and hence, it is crucial for an agent to be able to infer its opponent's rationality level. We propose two algorithms (fixed and dynamic) that assist the agent with inferring its opponent's rationality level. Through simulation results we have demonstrated the behavioral and statistical outcomes of the game. In particular, we have demonstrated how an agent playing at a higher rationality level may be able to deceive another agent of lower rationality level. As part of future work, it may be of interest to investigate this framework in a team game setup and study the implications of different rationality levels on the overall performance of the team.
