Abstract This paper aims to fill in a research gap in the effects of bank competition on corporate innovation. In addition to the evidence on the favorable effects of bank competition on corporate innovation, this paper shows novel evidence on the substitution effects of bank competition in a wider region and neighbor-state to local bank competition in financing corporate innovation activities. In financing innovation, we show 'how local is local' depends on the operating scope and information transparency of firms. Local banks have an information advantage over distant banks in financing local businesses and informationally opaque corporate innovation activities. Therefore, improved competition in distant banking markets may have limited ability to substitute the favorable effects of local bank competition in facilitating corporate innovation activities.
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Introduction
Given the substantial changes in banking markets after liberalization and deregulation, existing literature has identified various correlations among the structures in a setting of cross-regional banking markets (e.g. Richards et al. 2008; Michalski and Ors 2012) and the effects of improved bank competition on businesses, such as the cost of finance (Rice and Strahan 2010) and corporate innovation (Amore et al. 2013) . What is little known, however, is how such a cross-regional bank competition since deregulation has contributed to corporate finance. With the removal of interstate bank entry barriers since 1990s, the U.S. banking market has become more competitive. The entry of out-of-state banks (Rice and Strahan 2010 ) and the increasing borrower-lender distance (Petersen and Rajan 2002) have been found to affect credit conditions in alreadycompetitive urban areas, making local banks exposed to a greater competition from those banks locating in both local and distant markets and to restrict their lending to more proximate borrowers due to an information advantage (Dell'Ariccia and Marquez 2004; Hauswald and Marquez 2006) . Focusing on the relevancy of geographic proximity in banking finance, this paper aims to fill in such a research gap in current literature by investigating how bank competition in a wider regional area and neighbor states affects corporate innovation in home-state after the passages of deregulations. This paper is motivated by the fact that banks always possess a certain degree of market power and price accordingly when borrowers are separated from geographically disparate banks. Based on spatial pricing discrimination, the traditional spatial competition models formalize the idea that the cost of credit for businesses and borrower-lender distance is negatively related (Park and Pennacchi 2009) . The underlying rationale is that the proximity between a borrower and its lender would increase the costs (e.g. transportation) for borrowers to access alternative but distant banks, enabling local banks to gain a certain monopoly power in local markets and to charge higher prices on proximate borrowers. In contrast, the information asymmetry rationale concerns that proximity may give advantages to closer lenders in screening perspective borrowers (Hauswald and Marquez 2006) and monitoring loans (Almazan 2002) . In the sense, firms would be more likely to receive better loan terms from local banks because the severity of the asymmetric information problem may intensify with distance, and distant banks are often not viable 3 substitutes for local banks (Agarwal and Hauswald 2010) . This has been evidenced by a significant negative association between the firm-bank distance and the likelihood that small firms seek to establish strong and long-term banking relationships (Petersen and Rajan 2002; Berger et al. 2005) .
In terms of the relationship between bank competition and corporate innovation, existing literature has mainly focused on a local based relationship (e.g. Corgannia et al. 2015) , where firms are supposed raise capital from local (i.e. home state) banks to finance innovation activities. Whereas, a possible substitute effect of neighbor market competition may exist if firms, especially those large and publicly listed firms, access a neighbor bank market for finance because of greater availability and/or lower prices. In addition, due to the competing conjectures, a research gap exists in terms of the role played by information in distant banking. To fill in such a gap, this paper focuses on corporate innovation activities that are inherently risky and informationally opaque (Hall and Lerner 2010) . If borrower proximity facilitates the collection of proprietary information, local banks would play a more important and favorable role in financing corporate innovation than distant banks. Therefore, our main propositions are, first, corporate innovation, especially those informationally opaque innovation activities, would be less sensitive to the structure of distant banking market (e.g. neighbor state) and second, asymmetric access to soft information over distance would provide local banks an advantage in information acquisition against distant competitors.
We commence our analysis by revisiting the favorable effects of banking market competition on corporative innovations by testing the heterogeneous sensitivities of innovation activities to bank competition within home-state and in a wider regional area. By employing Panzar-Rosse (1984) H-statistic (H henceforth) and consistent with existing literature (Amore et al. 2013; Chava et al. 2013; Cornaggia et al. 2015) , we show clear evidence on the favorable effect of bank competition on corporate innovation.
Contributing to banking literature, we also show that home-state bank competition exerts a stronger favorable effect than that of regional competition and such variation is economically sizable. For example, a 0.1 increase in home-state H would improve the numbers of patents and citations by 20% and 49% respectively, while such an improvement of regional H is only 3.5% for patents and 7.95% for citations. 4 Moreover, we show that a greater competition in a wider regional market does not directly affect the underline nature and risks of innovation being patented. The unique evidence is in favor of the arguments on geographic proximity that physical distance acts as a source of inefficiency in credit markets and incurs economic costs for both lenders and borrowers (e.g. Degryse and Ongena 2004) . This paper also adds value to literature in a spatial analysis of banking market by testing the role of bank competition in neighbor states in financing corporate innovation in home state. We provide a more nuanced answer to the question that how spatial interdependency on competition may alter the importance of local banks on commercial lending. Yet such an effect has been neglected by existing literature due to the lack of reliable data. Aiming to fill in this research gap, we follow Bellón (2016) and propose a novel testing group to evaluate the substitution effects exercised by bank competition in neighbor states on corporate innovation.
The strategy is based on the overlap between financial and industrial markets (Asker and Ljungqvist 2010) on the determination of demand for credits in a local bank market. In specific, we propose that firms operating over larger geographical areas would be more sensitive to the structure of more than one 'local' banking market. This is because their non-local industrial competitors are affected by bank competition in their own home markets and there have been lower barriers for non-local banks to lend in other markets since bank deregulation. We show that the substitution effects of bank competition on corporate innovation do exist but for those firms operating in a wider geographic area only. In contrast, firms operating locally are not sensitive to bank competition in neighbor states and they reply much more heavily on local bank (Rajan and Zingales, 1998; Nanda and Nicholas, 2014) , in a corporate innovation setting.
Due to the inefficiency of banking in screening and monitoring distant borrowers, we further investigate the role played by information. Our results show novel evidence that financially constrained firms and those innovation activities with a greater degree of proprietary information would benefit a stronger favorable effect from local (home-state) bank competition. Compared with informationally opaque innovators, informationally more transparent innovators benefit more from bank competition in neighbor states. Such a finding confirms the disadvantages of distant banks in information collection and supports 5 the heterogeneity of bank competition effects (Petersen 2004; Stein 2002) . It is also consistent with Dell' Ariccia and Marquez (2004) and Hauswald and Marquez (2006) who speculate that greater competition from outside lenders might cause local banks to concentrate their lending on proximate borrowers for whom they retained an information advantage.
The remainder of the paper proceeds as follows. Section 2 reviews relevant literature on the effects of bank market competition on credit availability and, thereby, the corporate innovation. We provide background information on bank competition in U.S in Section 3 and describe data, variables and identification strategies in Section 4. Sections 5 and 6 report the results from empirical analysis and robustness tests. We further investigate the effects of asymmetric information in Section 7 and conclude in Section 8.
Theoretical Backgrounds
The roles played by banking market structure have been widely acknowledged (e.g. Berger et al. 2005; Beck and Demirgüç-Kunt 2006) . As a lingering debate, the theoretical predictions have presented both positive and negative relationships between banking competition and credit availability for firms and their innovation activities. According to the market power hypothesis, corporate innovation would benefit from banking market competition because of the improved credit supply (Boot and Thakor 2000) , lowered credit prices (Black and Strahan 2002) , decreased covenant intensity (Lian 2014) and improved bank operating efficiency (Benfratello et al. 2008) . In contrast, information-based hypothesis proposes that banks in a concentrated market would have a stronger motive to acquire private information, e.g. by relationship lending, than those in competitive markets because of the free-riding issues (Diamond 1984; Dell'Ariccia and Marquez 2004) . The credit supply to informationally opaque and financially constrained firms and projects, therefore, could be greater in a concentrated banking market where banks subsidize high risk borrowers at the beginning of the relationship and extract rent in the future from those who are eventually successful (Petersen and Rajan 1995) . 6 Building on the seminal paper by Hotelling (1929) , a focus on location and spatial interaction in competition has recently gained more attention. Such a focus is attributed to the growing interest within theoretical economics that moves towards an explicit accounting for the interaction of an economic agent with other heterogeneous agents in the system (LeSage 2014). In a banking market, this is especially important where banks offer horizontally differentiated products and services. Intuitively, competition between banks is inherently spatial as borrowers would have to travel between banks or bank branches to complete different transactions, despite the improvement in information processing ( Berger and DeYoung 2006) and communication technologies (Pana et al. 2015) . Hence, economic theories have taken physical distance as a source of inefficiency in credit markets, causing economic costs for both banks and borrowers (Degryse and Ongena 2004 ).
The first channel through which distance may affect the availability and cost of credit for firms is transportation costs. Formalized in the context of location, the traditional product differentiation models predict a negative relationship between loan prices and the borrower-lender distance. The rationale lies in the fact that closer borrowers face higher transportation costs to approach competing banks that are located farther away. This allows the lending bank to engage in spatial price discrimination on the basis of the physical distance to the borrowing firms (Dell'Ariccia 2001; Petersen and Rajan 2002; Park and Pennacchi 2009 ).
For banks, the total costs of monitoring are also expected to increase with the borrower-lender distance, reducing the willingness of banks to extend credits to more distant borrowers (Brevoort and Wolken 2009) . The increasing monitoring costs may open another window for banks to engage in further discriminatory pricing by subsequently passing along such costs to borrowers by setting higher loan rates.
Empirical evidence has shown that even a stronger bank competition reduces loan prices due to the decreased average distances between all possible combinations of firms and neighbor banks (Degryse and Ongena 2005) , an increase in the number of banks aggravates the adverse selection problem by enabling low-quality borrowers to obtain finance (Broecker 1990 ), leading to a retrenchment towards relationship lending (Hauswald and Marquez 2006) and resulting in higher loan rates. Therefore, proximity of the 7 borrower to an alternative (nearest competing) lender is another significant element in the relationship between distance and business lending.
The second rationale refers to information asymmetries as bank lending is an information intensive process by which banks collect relevant information from both borrowers and local markets (Wu and Wang 2000; McKee and Kagan 2017) . If the severity of the asymmetric information problem intensifies with distance, banks can strategically use their informational advantage to create a threat of adverse selection for their rivals, and thus soften competition. Hence, this mechanism concerns the advantage that proximity may give local lenders in screening perspective borrowers and monitoring loans, particularly in lending small or informationally opaque businesses where banks 3 rely more heavily on 'soft' information collected through multiple interactions with the firms via relationship banking for instance. The relationship lending is accumulated over time and therefore is costly to lenders and not easily transferable (Petersen 2004; Stein 2002) . Indeed, the costs of building and sustaining the banking relationship are positively associated with the physical distance between the lender and borrower where farther away loan applicants are more likely to be credit rationed and lending decisions become less efficient with increasing distance (Carling and Lundberg 2005) .
Bank Competition in U.S
The U.S. banking industry has changed dramatically over the past decades in response to a nationwide deregulation in banking sector. Coincided with the development of information technology and communications, interstate banking deregulation and the ability of bank holding companies (BHCs) to operate at a nationwide level have led to a significant consolidation wave in banking industry during late 1990s and an effective expansion of the banking market (Strahan 2003; Chang 2010; Al-Khasawneh 2013) .
3 Bank customers may undertake additional information costs related to searching information about alternative suppliers. These searching costs may vary directly with the distance between the customer and financial institutions and the degree of heterogeneity in financial services. Providing information to prospective customers can also impose costs on financial institutions in the form of advertising or the costs associated with maintaining relationships with brokers or other agents that interact with potential customers (Brevoort and Wolken 2009). 8 In spite of the advance of disintermediation, U.S. banking sector has grown in real terms (Berger et al. 1995) and become more open to competition. The restructuring has raised numerous concerns about the conduct and performance of commercial banks and underlined the importance of both localized and multimarket competition in banking.
Some advocates of reform claim that the Riegle-Neal Interstate Banking and Branching Efficiency Act (IBBEA) of 1994 has made the operation of banking institutions more efficient in U.S by removing barriers to geographic expansion and helped BHCs better diversify their assets and liabilities. One of the most important implications, with regard to credit availability, is that fewer restrictions across states can improve the scope for geographic diversification, allowing banks to finance more freely across state boarders. The consolidation activity has increased the 'geographical reach' of banks substantially (Kwast et al. 1997; Berger et al. 1999; Brevoort and Hannan 2006) . The lowered costs and the much improved ability to transmit information almost globally have effectively freed the financial service industry from the constraints of time and spaces. These changes have sparked a renewed interest in the fundamental role of bank-borrower distance in lending behavior in a less regulated environment.
For example, Dell'Ariccia and Marquez (2004) theoretically model how the extension of credit in local markets would be affected by the changes in either the cost advantages of the less-informed banks or in the degree of information asymmetries among financial institutions. They propose that a greater competition from outside lenders will motivate local banks to reallocate credit towards borrowers from whom they possess an information advantage, and encourage local lenders to reduce the distance over which they extend credit to businesses. Consistent with this view, Kroszner and Strahan (1999), Petersen and Rajan (2002) and Brevoort and Hannan (2006) propose that the proximity between borrowers and distant lenders is now less important than in the past. This is because advances in computing and communications technology have increased the availability of quantifiable information about potential borrowers and reduced the importance of 'soft' information, especially in small business lending. All these research efforts conclude that the structure changes in the competitive environment might lead local lenders to restrict their lending activities to a smaller geographic area. However, this question has not been the 9 subject of extensive empirical study due to the unavailability of data. By using innovation data from companies who have access to both local and distant bank markets, this paper aims to evaluate the heterogeneous effects of bank competition on corporate innovation.
Data and Methodology
Data collection
We collect data from various sources. Within a patent-metrics, we collect corporate innovation data from It prevents the problems arising from accounting practices, such as R&D expenditure (Chava et al. 2013) , and it better represents the output or the commercialization of innovation activities than other measures 4 More recent data on bank market structure are available from FDIC and we find bank market has become less competitive (measured by Panzar-Rosse H Statistics) since financial crisis. Upon availability of more recent data on patent, future research could look into how financial crisis and reduced bank competition affect corporate innovation. We appreciate an anonymous referee for raising this point. (Ciftci and Zhou 2016) . In specific, we measure innovation outputs by the number of patents filed by company i in state j 5 in year t and the number of citations received by the patents to capture the economic importance of innovation activities 6 (Hall et al. 2001) . We also use additional patent-based measures to evaluate the underlying risk and nature of corporate innovation activities. First, we make a distinction between highly cited (top quartile) patents ( ℎ ) and less frequently cited (bottom quartile) patents ( ) to measure the underlying risk of particular innovation activities (Chava et al. 2013 
Measuring banking market competition and controlling for endogeneity
To establish the complex causality between the changes in bank competition and corporate innovation, we use Panzar-Rosse (1984) H-statistic (H) 7 with a long term equilibrium in the main tests and HerfindahlHirschman Index (HHI) in the robustness tests. H has been acknowledged to be superior to other competition measures as it is derived from profit-maximizing equilibrium conditions (Shaffer 2004; Claessens and Laeven 2005) and it has been widely used to assess banking market competition (Bikker and Haff 2002) , ranging from 0 (monopolistic market) to 1 (competitive markets). Our measures of bank competition at either state or regional level consider all banks operating in a specific state or region, including both local banks and those which headquarter in other states. In addition, such measures are built on market equilibrium to minimize the interest rate dispersion effects caused by multi-locational nature of banks (Barros 1999) .
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Unlike exogenous shocks (e.g. the implementation of IBBEA), bank competition in a local banking market could be jointly determined with corporate innovation decisions by unobserved state characteristics.
To address the possible endogeneity issue 8 , we apply an instrumental variable approach to overcome the endogenous problem and the instrument used is 'state median Tier 1 risk-based capital ratio. The idea relies on the fundamental nature of competitive markets where new players enter the market freely and failed players exit freely. A market with high regulated bank capital ratio would have a greater ability to build a buffer against unexpected losses (e.g. Corbae and D'Erasmo 2014) and such capital regulation directly constrains the entry of distant banks into a local market. Thus, a state with higher capital requirements are subject to less systemic risks of instability and tend to have limited entry and exit if the incumbent banks operate prudently, leading to a lower competitive banking market 9 .
To be a valid instrument, we have no reason to believe that performed capital ratio of banks directly affects corporate innovation activities. In fact, the Tier 1 ratio measures how well banks are capitalized in a particular market and the current Tier 1 ratio in U.S. is based on Basel III and enforced jointly by Office of the Comptroller of the Currency (OCC), Board of Governors of the Federal Reserve System and FDIC.
Moreover, the required capital for de novo banks varies largely from one state to another though the impacts of regulations may be homogeneous. Therefore, Tier 1 ratio is anticipated to be valid instrument 10 for H.
Additional control variables
In the regression analysis, we set a vector of corporation and industry characteristics that may affect a corporation's future innovation outputs as control variables. In conjunction with the literature on the economics of technological change and industrial organization (e.g. Cohen 1995), competitive position, 8 The existence of endogeneity of local banking market competition is supported by Wu-Hausman F test (p = 0.0632) and DurbinWu-Hausman chi-sq test (p = 0.0225) in our empirical analysis. 9 The correlation between state average H and state median Tier 1 risk-based capital ratio during 1992 to 2004 is -0.1718 and is significantly different from zero at the 1% level. 10 We use median Tier 1 ratio rather than regulatory minimum because banks might be still undercapitalized even they have such a ratio above minimum. To test the validity of the instrument, we conduct additional tests to investigate (1) if there is any relationship between Tier 1 ratio and innovation, (2) if the implementation of Basal Core Principles for Effective Banking Supervision in 1997, on which Tier 1 ratio is based, has any impact on innovation and (3) the robustness of the results by using an alternative instrument, tangible capital ratio. Our results, not reported but available on request, show consistent evidence on the validity of the instrument (Tier 1 ratio) used. We appreciate two anonymous referees for raising this issue.
internal work routines and attitude to learning and communication -in terms of a firm's riskiness, efficiency and pledge ability -are consistently found to be associated with corporate innovative activities (e.g. Herrera and Minetti 2007). We expect that there are three key factors determining firms' innovative behavior.
Firstly, in accordance with Schumpeterian hypotheses (Schumpeter 1942 ) and well-established literature (e.g. Cohen and Klepper 1996b) , the size of the firm and the level of product market concentration in which the firm operates are possible determinants of corporate innovation. Considering the role of industry factors, firms usually acquire market power because successful innovation or market power enables firms to make innovation profitable (Kamien and Schwartz 1982) . Secondly, as with the scientific opportunity and appropriability theories, corporate profitability and leverage have been found to have a strong impact on corporate innovation (e.g. Himmelberg and Petersen 1994; Audretsch 1995) because the promotional effect of firms' profitability on their innovation activities is subject to the technological opportunity environment. Thirdly, it is useful to reconsider the Schumpeterian hypothesis in light of the fact that industry concentration may occur because of the existing relationship between innovation and corporate efficiency (Herrera and Minetti 2007 and a wider regional area show a similar pattern with monopolistic competition.
[ Table 1 insert here please]
Identification strategy and regression specifications
Due to the limitation of the data, we are not able to match each sample firm with the market power of an individual bank, either in local market or distantly, which has financial transactions with the firm. Instead, we follow existing literature (e.g. Amore et al. 2013 ) and test the sensitivity of corporate innovation to the structure of local, neighbor and regional bank market by 
and stands for the great circle distance between centroids of state j and l. In robustness tests, we use alternative binary weights that equal to 1 when state j and l share a common boundary.
Secondly, we consider the heterogeneous corporate demands for credit. Due to the overlap between financial and industrial markets (Asker and Ljungqvist 2010) , it is anticipated that the access to cheaper finance in a competitive bank market would offer a business a strategic advantage in the product market over its competitors in a concentrated bank market, known as indirect competition in banking sector (Osborne 1988) . Therefore, the geographical span of industrial markets in which firms operate may affect their demand for credit. We expect that firms with wider areas of operation, encompassing several banking markets, will have a more elastic demand for credit from their local banks, effectively limiting the available rent that the local banks can extract and are more sensitive to the product prices offered by their industrial 12 Concerning the potential bias that is caused by multicollinearity, we exclude the state fixed effects from Eq.(1) since is defined at state × year level. The identification of β1, therefore, is not solely from within-state variation across time (Chava et al., 2013) . 13 We test the effects of home-state H and neighbour-state H in separate models. This is because the interdependence between and ℎ_ may cause a potential multicollinearity problem. In addition, the main purpose of the paper is to investigate whether commercial lending markets in neighbor states can alter the impacts of localized banks (i.e. substitution effects) rather than the spillover of banking competition. 15 competitors located in other states (Bellón 2016) . Accordingly, we follow Porter (2003) and identify sample firms in traded industries 14 that operate in a wider geographical area are more likely to be affected by unobservable heterogeneity in the locations where they are headquartered but the interest rates they face are less subject to the exercise of market power by local banks. While, firms that operate in other industries that compete against others within one geographical market may be more sensitive to the change of conditions of local banking market where they are located. To capture the causal (substitution) effects of localized and neighboring banking markets, we estimate the specification as: 
Empirical Results
The effects of home-state bank competition on corporate innovation
We start our empirical analysis by examining the effects of bank competition in home states on the quantity and quality of corporate innovation, in terms of the numbers of patents obtained by sample firms and the number of citations received by the patents (Table 2 ). For ease of comparison, we firstly report the pooled OLS estimates in Models 1 and 6 with cluster standard errors by firms. In Models 2 -5 and 7 -10, instead, 16 we consider the endogeneity of H by instrumenting H and running 2SLS models. To test the validation of our instrument, we perform the first-stage regressions and the estimates are reported separately in Table 2, where the estimated coefficient of Tier 1 ratio on H is negative and statistically significant at 1%. In addition, the F-statistic of the first-stage regression is large enough with a statistically significant p-value, suggesting that Tier 1 ratio is a valid instrument for H in our estimation. Table 2 shows consistent evidence with existing literature on the facts that bank competition in home-state enhances innovative activities where firms would have better access to bank finance in a more competitive market, supporting market power hypothesis (Boot and Thakor 2000; Black and Strahan 2002 ).
In addition, supporting our conjecture, Table 2 shows that traded firms, which operate in a much wider geographic area, are less sensitive to local bank competition (Models 5 and 10) than other firms operating locally. The difference of economic magnitude is significant. For example, a 0.1 increase in would increase the number of patents (citations) by 19% (47%) for traded firms but 34% (90%) for other firms.
Such a result is also robust to a grouping approach (Models 3 and 4 on patents and Models 8 and 9 on citations).
[Table 2 insert here please]
By following the same logic, we further investigate the effects of local bank competition on additional four patent-based innovation measures and report the results in Table 3 . Table 3 shows that consistent with above findings but except for innovation originality, businesses operating in local product markets ( _ = 0) enjoy a stronger favorable effect of improved bank competition in homestate. It also shows that bank competition has a stronger favorable effect on high risk innovation activities (LowCited) (Models 2 vs. 4) where the size of coefficient of H is more than 4 times greater for high risk innovation (Model 2) than for low risk innovation. Such a result suggests that an increased bank competition would supply more credits to firms undertaking high risk innovation activities and the innovation at initial and uncertain stage would take more advantages from a greater competition in local banking market. Finally, we find that bank competition improves the generality of corporate innovation.
[ Table 2 ). In contrast, the economic significance of regional H is 3.5% for patent counts (Model 2) and 7.9% for citations (Model 5). Moreover, the interaction effect between regional H and industrial operations turns to be positive and economically significant (Model 3 and 6). This finding suggests that the improvement of banking competition within a greater geographical span is more beneficial for those firms that serve markets beyond the state in which they are located.
[ Table 4 insert here please]
In addition, we perform the estimations against the underlying risk of corporate innovation and the results are reported in Table 5 . Except for the effect on patents' generality scores (Model 5 and 6), we find little evidence in the effects of regional bank competition on the risk and originality of corporate innovation.
Such evidence implies that bank competition within a wider scope of geographical areas appears to be less [ (Table 2) and Second, our results suggest that such effects are only statistically significant for those businesses operating in a wider geographic product market (Models, 2, 4, 6 and 8).
In addition, Table   7 shows little evidence on the effects of neighbor market completion on the nature of corporate innovation, in terms of risk, generality and originality. Overall, the results suggest that firms operating locally are not sensitive to bank competition of neighbor state and a wider geographic region. Therefore, 'how local is local banking market' depends on the operating scope of businesses. Compared with local banks, distant banks have an information disadvantage in financing informationally opaque corporate innovation activities and the magnitude of the favorable effects of bank competition decreases with distance.
[ Table 6 insert here please]
[ Table 7 insert here please]
Robustness Tests and Parallel Trend Tests
We undertake a rich set of robustness tests and our results are robust to a variety of identifications. First, we re-estimate our specifications by using Herfindahl-Hirschman Index 15 (HHI) as an alternative proxy for bank competition. Table 8 shows consistent results that overall, bank concentration (HHI) of both homestate market (Panel A) and neighbor state markets (Panel B) have unfavorable effects on corporate innovation and the innovation activities of those firms operating in a wider geographic area are more sensitive to neighbor state bank competition, confirming that our findings are not subject to the way of how banking market structure is measured. Our results are also robust to an alternative measure of neighbor market competition with alternative binary weight 16 .
[ Table 8 insert here please]
In addition, we restrict the observation period from 1997 only in order to control for the potential effects caused by the implementation of IBEEA. The results in Table 9 [ Table 9 insert here please]
To further validate our earlier results with the parallel trend assumption (consistent estimate of 3 in Eq. 6), there should be the same average change in outcome variables (innovation) for both firms operating with different scopes. However, such condition is difficult to test directly because the counterfactuals are unobservable. To assess whether there are any omitted interactions except for the one between bank competition (H) and operating scope (Traded-firm), empirically, we test for systematic differences between the subgroups of our samples. Table 10 shows that all subgroups in our sample share similar firm characteristics (Panel B).
However, it could be the case that any systematic differential in investment opportunities between the traded and local firms might account for any empirical results, although all those important factors that may affect a corporation's innovation outputs have been parametrically controlled in the baseline specifications. To 16 Results are not reported but available from the authors on request.
20 ascertain whether such difference constitutes a problem for the robustness of our inferences, we group samples according to firm size, age and R&D efficiency that are critical to reflect firms' information opacity, bargaining power and probability of success in innovation (e.g. Cohen and Klepper 1996a; Hirshleifer et al. 2013) . Fitting the same model with the baselines (Eq. 6) for each subsample, the results 17 show consistent favorable effects of local bank competition on corporate innovation in various subgroups. Therefore, our results still hold even if systematic different investment opportunities exist.
[ Table 10 insert here please]
Information Effects
Existing banking literature has proposed that proximate borrowers would receive better loan terms from local banks because the severity of the asymmetric information problem may intensify with physical distance (e.g. Degryse and Ongena 2005; Agarwal and Hauswald 2010) . This is probably more pronounced for distant banks to finance informationally opaque corporate innovation activities. Above analysis has shown consistent evidence that home-state bank competition improves corporate innovation, but one may concern that such a favorable effect may vary over the degree of business financial constraints and information asymmetries.
We expect that the positive home-state bank competition effects on innovation would be stronger for informationally opaque firms and those financially constrained firms. In order to test the conjecture, we group the sample firms according to their Kaplan-Zingales (1997) index and patent type distribution, as proxies for financial constraints and the level of information asymmetries at firm level, respectively. In light of the innovation literature, a greater information specialization poses a problem for the innovative firms when they come to terminating or initiating a banking relationship with banks, so that information differentiation captures the degree of specialization in relationship building (Boot and Thakor, 2000) . If firms with intensive proprietary information cannot switch banks easily even if the rival banks from more 17 The estimated results of subsamples are not reported but available from authors on request.
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competitive markets tend to reduce loan prices, local banks may have advantages to extract information rents in the range of switching costs and the higher the degree of information specialization, the greater the rent a bank would create from information advantage.
We re-run Eq. (6) on sample firms with either low or high Kaplan-Zingales index and dispersed or concentrated patent type distribution. Table 11 shows that, first, our earlier results on the favorable effects of bank competition and their heterogeneity over business operation scope still hold. In addition, consistent with our expectation, the innovation activities, carried out by financially constrained firms (high KaplanZingales index) and by those with more concentrated patent type distributions, would benefit more strongly from increased home-state bank competition.
[Table 11 insert here please]
Following a similar logic, we examine the effects of neighbor state bank competition on corporate innovation (Table 12 ) and show that the favorable effects of neighbor state bank competition on corporate innovation are only statistically significant for those firms operating widely ( _ = 1) but insignificant for those operating locally, supporting our conjecture on the disadvantages in information collection for distant banks.
[ Table 12 insert here please]
Conclusion
This paper aims to complement the existing literature on bank competition and corporate innovation.
Consistent with literature (e.g. Chava et al. 2013 ), we show evidence on the favorable effects of bank competition on corporate innovation, supporting market power hypothesis. In addition, our work contributes to knowledge by providing novel evidence on the information advantages local banks possess where locally operating firms benefit more from home-state bank competition than that in a wider region or in neighbor-states.
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Overall, our evidence lends support to the notion that the impacts of banking market competition would be different across borrowers characterized by different degrees of asymmetric information, financial constraints and operating scope. The more pronounced impacts on informationally opaque firms suggest that local banking competition plays a more important role in financing the innovation activities of local firms, in line with the propositions by Rajan and Zingales (1998) and Nanda and Nicholas (2014) . We show that the substitution effects of bank competition do exist but are only significant for those firms operating widely. Such a substitution effect is not important for informationally opaque firms due to the inefficiencies in credit supply of distant banks. This can be attributed to the fact that the information provided by those opaque firms to their lenders cannot be transferred easily to distant lenders (Petersen 2004; Stein 2002 ). As such, distant banks generally face a higher degree of information asymmetries compared with local banks, reducing their willingness to extend credit to distant borrowers. Our empirical evidence on bank competition, therefore, suggests that 'how local is local' depends on the operating scope and information transparency of corporate borrowers.
Our results also offer two important implications. First, consistent to existing empirical evidence, our results show clear evidence on the favorable effects of bank competition on corporate innovation, not only locally at home state but overall in a much wider region. Therefore, bank competition should be encouraged by policy makers by removing barriers for lenders to enter a new regional market and for borrowers to access finance from a wider physical area. This would enable businesses to compete not only locally but also more widely with competitors in other regions. Second, the more pronounced effect of local banking competition on stimulating innovation highlights the important role played by local bank market.
Their bank managers are encouraged to develop stronger banking relationships with local businesses to sustain their competitive advantages in information acquisition against external competitors.
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Appendix: Variables construction
Innovation variables:
( ) : Natural logarithm of one plus company i's total number of successful patents filed in years t, where the aggregated counts are adjusted by using the 'weight factors' computed from the application-grant empirical distribution and averaging the number of patents within three years (year t to t+2).
( ) : Natural logarithm of one plus company i's total number of citations received of its patents filed in years t, where the number of citations are corrected for truncation (Hall et al., 2001 (Hall et al., , 2005 and averaging within three years (year t to t+2). : An index equals to 1 − ∑ 2 , where 2 denotes the percentage of citations received by a patent k that belongs to the patent technology class l out of patent classes (Hall et al., 2001) . It ranges between 0 and 1, and the higher a patent's generality score, the more that the patent is being drawn upon by a more diverse array of subsequent patents. In the analysis, we take an average value for all patents generated by the company i in year t. For companies that generate no patents in a year, the index are undefined and therefore treated as missing.
: An index equals to 1 − ∑ 2 , where 2 denotes the percentage of citations made by a patent k that belongs to the patent technology class l out of patent classes (Hall et al., 2001) . It is bounded between 0 and 1, and the higher a patent's originality score, the more the patent draws upon a diverse array of existing knowledge. In the analysis, we take an average value for all patents generated by 29 the company i in year t. For companies that generate no patents in a year, the index are undefined and therefore treated as missing.
Banking market competition variables:
: Panzar-Rosse (1984) H-statistic of the banking market in state j year t, which is estimated by the sum of the elasticity of total revenue with respect to three inputs prices used by banks, which are the labor, funds and physical capital, ranging from 0 to 1. The detailed derivation is available upon request from the authors.
_ : Panzar-Rosse (1984) H-statistic of the banking market in region r year t. 
Herfindahl-Hirschman Index, the sum of squared share of deposits for each branch in state j (region r) year t. We take weighted averages across markets for banking institutions in multiple local markets using the proportions of total deposits as the weights. : Natural logarithm of the book value of total assets of company i measured at the end of fiscal year t.
: Natural logarithm of (1+age), where age is the number of years that the company i has been in COMPUSTAT.
: EBITDA to total assets for company i in year t.
ℎ ℎ : Cash and marketable securities to total assets for company i in year t.
: Ratio of net property, plants and equipment (PPE) to total assets for company i in year t.
: Natural logarithm of the ratio for company i in year t, where capital is represented by property, plants and equipment (PPE), and labor is the total number of employees.
: Debt to equity ratio of company i in year t.
( ) : Natural logarithm of the total sales of company i year t.
′ : Equals to the total market value of company i in year t divided by its total assets value.
According to Duchin et al. (2010) , the market value = Total assets + Market value of common equityCommon equity -Deferred taxes. The total assets value = 0.9 × Book value of assets + 0.1 × Market value of assets.
: Herfindahl-Hirschman Index of the industry in which company i operates, computed as the sum of squared market share of all firms, based on sales, in a given three-digit SIC industry in year t.
−1 : An index used to control for regional economic trend, which combines data on nonfarm payroll employment, average hours worked in manufacturing, unemployment rate, and wage and salary disbursements deflated by the consumer price index.
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: Ratio of total venture capital investments to total investment in state j year t. _ _ : A measure for the financial constraints at firm-level (Kaplan-Zingales, 1997) which is equal to [-1.002 × Cash flow + 0.283 × Tobin's Q + 3.319 × Debt -39.368 × Dividends -1.315
: A measure of specialized information of the innovation being patented. Based on 6 different patent categories defined by Hall et al. (2001) , the innovative activity is considered as 'concentrated' if the kurtosis value of the empirical distribution of patents produced by company i in year t among different categories is greater than 3, otherwise is defined as 'dispersed'. (2) Traded (3) Local (4) Interaction (5) All (6) All (7) Traded (8) Local (9) Interaction (10 (1) (Model 1 -3 and 6 -8) and Eq. (6) (Model 5 and 10), where dependent variables are the number of patents and citations being filed by firms respectively. Models employed are pooled OLS with standard robustness errors (Models 1 and 6) and instrumented two-stage least squares (2SLS) (Models 2 -5 and 7 -10). The instrument used is state median Tier 1 risk-based ratio. In specific, Model 3 and 8 report the estimations for the subsample firms that operate over larger geographical areas ( _ = 1). Model 4 and 9 show the estimations for the subsample firms whose markets are confined to a single banking market ( _ = 0). All estimations control for industry and year fixed effects. All models include full set of control variables. The *, ** and *** denote statistical significance at 10%, 5% and 1% level for which the null hypothesis is rejected. (1) (Model 1, 3, 5 and 7) and Eq. (6) (Model 2, 4, 6 and 8), where dependent variables are the underlying risks and nature of innovation. Specifically, ( ) ( ( ) ) is the natural logarithm of one plus the total number of patents granted by companies in state j in year t that are in the top (bottom) quartile of year t's citation distribution. ( ) is an index measures the percentage of citations received (made) by a patent that belong to a wide range of technology fields. All specifications are estimated by employing instrumented two-stage least squares (2SLS). The instrument used is state median Tier 1 risk-based ratio. All estimations control for industry and year fixed effects. All models include full set of control variables and the results are available on request from the authors. *, ** and *** denote statistical significance at 10%, 5% and 1% level respectively. (7) (Model 3 and 6), where dependent variables are the number of patents and citations being filed by firms respectively. Models employed are pooled OLS with standard robustness errors (Models 1 and 4) and instrumented two-stage least squares (2SLS) (Models 2 -3 and 5 -6). The instrument used is regional median Tier 1 riskbased ratio. All estimations control for industry, year and state fixed effects. All models include full set of control variables and the results are available on request from the authors. *, ** and *** denote statistical significance at 10%, 5% and 1% level respectively. ( ) is an index measures the percentage of citations received (made) by a patent that belong to a wide range of technology fields. All specifications are estimated by employing instrumented two-stage least squares (2SLS). The instrument used is regional median Tier 1 risk-based ratio. All estimations control for industry, year and state fixed effects. All models include full set of control variables and the results are available on request from the authors. *, ** and *** denote statistical significance at 10%, 5% and 1% level respectively. 
Traded (2) Local (3) Interaction (4) All (5) Traded (6) Local (7) Interaction (8 where dependent variables are the number of patents and citations being filed by firms respectively. ℎ_ is distance weighted average H value for state j's all contiguous neighbors. Models employed are all pooled OLS with standard robustness errors. In specific, Model 2 and 6 report the estimations for the subsample firms that operate over larger geographical areas ( _ = 1). Model 3 and 7 show the estimations for the subsample firms whose markets are confined to a single banking market ( _ = 0). All estimations control for industry, year and state fixed effects. All models include full set of control variables and the results are available on request from the authors. *, ** and *** denote statistical significance at 10%, 5% and 1% level respectively. ( ) is an index measures the percentage of citations received (made) by a patent that belong to a wide range of technology fields. ℎ_ is distance weighted average H value for state j's all contiguous neighbors. All specifications are estimated by employing pooled OLS with standard robustness errors. All models include full set of control variables and the results are available on request from the authors. *, ** and *** denote statistical significance at 10%, 5% and 1% level respectively. 's all contiguous neighbors. Model 9 -12 estimate regional banking market effects. The models employed are instrumented two-stage least squares (2SLS) by using regional median Tier 1 risk-based ratio as the instrument. All estimations of neighboring and regional effects control for industry, year and state fixed effects, while the models of state effects only include industry and year fixed effects because H is derived from state-specific reduced-form revenue equation. All models include full set of control variables and the results are available on request from the authors. *, ** and *** denote statistical significance at 10%, 5% and 1% level respectively. Kaplan-Zingales (1997) Index. The 'High' ('Low') subsamples comprise firms with the index above (below) the across-industry median values, and we consider firms in the 'High' subsamples to be financially constrained. Panel B (Model 9 -16) tests the characteristics of patent types distribution, in which the sample firms with higher (lower) kurtosis of the empirical distribution of patents among 6 different categories than 3 in year t are defined to be 'Concentrated' ('Dispersed'). All specifications are estimated by employing instrumented two-stage least squares (2SLS). The instrument used is state median Tier 1 risk-based ratio. And all estimations in the table include industry and year fixed effects. All models include full set of control variables and the results are available on request from the authors. *, ** and *** denote statistical significance at 10%, 5% and 1% level respectively. Kaplan-Zingales (1997) Index. The 'High' ('Low') subsamples comprise firms with the index above (below) the across-industry median values, and we consider firms in the 'High' subsamples to be financially constrained. Panel B (Model 9 -16) tests the characteristics of patent types distribution, in which the sample firms with higher (lower) kurtosis of the empirical distribution of patents among 6 different categories than 3 in year t are defined to be 'Concentrated' ('Dispersed'). All specifications are estimated by employing pooled OLS with standard robustness errors. And all estimations in the table include industry, year and state fixed effects. All models include full set of control variables and the results are available on request from the authors. *, ** and *** denote statistical significance at 10%, 5% and 1% level respectively.
