The complex inter-relationships between genetics and linguistics encompass all four scales highlighted by the contributions to this book and, together with cultural transmission, the genetics of language holds the promise to offer a unitary understanding of this fascinating phenomenon. There are inter-individual differences in genetic makeup which contribute to the obvious fact that we are not identical in the way we understand and use language and, by studying them, we will be able to both better treat and enhance ourselves. There are correlations between the genetic configuration of human groups and their languages, reflecting the historical processes shaping them, and there also seem to exist genes which can influence some characteristics of language, biasing it towards or against certain states by altering the way language is transmitted across generations. Besides the joys of pure knowledge, the understanding of these three aspects of genetics relevant to language will potentially trigger advances in medicine, linguistics, psychology or the understanding of our own past and, last but not least, a profound change in the way we regard one of the emblems of being human: our capacity for language.
Introduction
The phenomenon of language can be explored at many scales, as so eloquently illustrated by the present volume, ranging, in time, from the human life extending over tens of years up to evolutionary timescales of (tens of) millions of years and, in social complexity, from the single individual up to interconnected societies at the continental scale. However, these levels cannot and must not be treated separately except for very clearly set pedagogical goals, as they interact in complex ways, each shaping all the others and being shaped by them.
As clearly shown by the previous contributions, the two main factors conferring unity to language across all these diverse scales are represented by the cultural transmission of language across generations (see also Croft, Kirby and Oudeyer, this volume) and the genetic bases of the capacity for language (Zuidema, this volume). As expected, these two factors interact at all these levels to produce the bewildering complexity and diversity of language and languages.
This chapter will explore the main aspects of these interactions and will introduce some fundamental concepts, methods and findings by focusing both on well-known and accepted cases as well as recent and provocative hypotheses.
Being Different
It is obvious that we are different in many respects, including, for example, height, hair color, memory, mathematical abilities or language and speech. As some of us are shorter and some taller, some of us, despite normal or above-average intelligence, struggle with words while others have an almost artistic way of speaking and writing. Some of us speak clearly, articulating in a distinctive manner while others mumble at the limit of intelligibility. But why are we different in the first place?
One well-known reason is the experience of different environments by different people: eating well will allow you to grow taller than starving during childhood, being encouraged to read early by your parents will increase your chances of succeeding at school and exercising regularly will make your muscles stronger and bigger.
But it is equally well-known that some differences are down to innate factors, to genetic differences between individuals: those unfortunate enough to have a supplementary chromosome 21 will have the many problems associated with Down's syndrome (Plomin et al. 2001) while being born to taller parents will probably make you taller (Weedon et al. 2007 ).
However, the distinction between these two causes is not clear-cut and they are not somehow opposed, as the old question of "nature versus nurture" would imply. In fact, most inter-individual variability results from a combination of genetic and environmental differences, usually interacting in complex ways. A fascinating illustration of this is given by the recent study of the relationship between IQ and breastfeeding (Caspi et al. 2007) , where it was found that breastfeeding tended to increase children's IQ but only if they had a certain allele of the FADS2 gene. Alleles are possible variants of a given gene (Jobling et al. 2004 ) and this particular one allows its carriers to be able to process the human-specific fatty acids in mothers' milk, which are seemingly involved in brain development (Caspi et al. 2007) .
What this shows is that if there happens to be the right nurture (breast feeding) but not the right nature (FADS2 allele), or the other way around, there is no increase in the IQ. Both nature and nurture must be there and work together to bring about the inter-individual phenotypic variation (Ladd et al. 2008 Bonneau et al. (2004) give h 2 ≈ 0.70 and 0.73, depending on the study).
Likewise, normal inter-individual variation in aspects of speech and language seems to also have a genetic component, ranging from a very low h 2 ≈ 0.02 for expressive vocabulary at 14 months to h 2 ≈ 0.38 at 24 months and h 2 ≈ 0.72 for WISC-R vocabulary (Stromswold 2001) . As a comparison (Halliburton, 2004, p. 540) , the heritability of height in humans is h 2 ≈ 0.65, of schizophrenia h 2 ≈ 0.70 and of fingerprint ridge count h 2 ≈ 0.92.
Linkage Studies and the FOXP2 Gene
Having established that a phenotypic trait is heritable is not, of course, the end of the story and the next interesting question concerns the nature of the gene(s) involved and the specific mechanisms bridging the causal gap between genetic and phenotypic variation. A first step in this direction is knowing where the gene(s) might be, on which of the 23 pairs of chromosomes (Jobling et al. 2004 ) and in which specific position.
The main idea is to use the fact that genes on the same chromosome are not transmitted independently, and that this linkage between them generally increases the closer together they are, offering a way to build genetic maps. A linkage study exploits the association between the trait under consideration and various genetic markers across generations in a family tree, on the assumption that the genes(s) responsible and the linked markers will tend to be inherited together (Jobling et al. 2004; Halliburton 2004; Gibson and Gruen 2008 ; for more details see Box 1). This design was instrumental to the discovery of FOXP2, probably the most discussed gene when it comes to speech and language.
Box 1: Genetic linkage and linkage studies
Two loci or "positions" on different chromosomes or on the same chromosome but far apart are transmitted independently to the offspring, but two loci near to one another on the same chromosome are not. Chromosomes are of two types: autosomes come in identical pairs while the two sex chromosomes come in an identical pair in women (XX) but are different in men (XY) (Jobling et al. 2004; Halliburton 2004 ). Let's consider two loci on an autosome, 1 and 2; therefore, each individual will have two alleles for each locus. Let's consider an example individual heterozygous for both loci, carrying two different alleles for each of them (as opposed to homozygous loci for which (s)he would carry the same allele): A at locus 1 and B at locus 2 on one chromosome and a at locus 1 and b at locus 2 on the other chromosome of the pair. If loci 1 and 2 are transmitted independently, then this individual's offspring would have the same probability of inheriting allele A (locus 1) and allele B (locus 2)-AB for short-, Ab, aB or ab from this parent and something else (and irrelevant for now) from the other parent. However, if loci 1 and 2 are on the same chromosome and linked, then the probability of the offspring inheriting AB or ab will be greater than that of inheriting the recombinants Ab or aB. The strength of the linkage is given by this difference in probabilities and is measured in centiMorgans, cM, representing a 1% probability of recombination between two loci in a generation (Jobling et al. 2004) , with independence for separations bigger than 50 cM. Very roughly, there is a linear relationship between strength of linkage and physical distance between the loci, with 1 cM ≈ 1 Mb at the scale of the entire human genome, but, as always, things are really not that simple (Jobling et al. 2004; Speed and Zhao 2007) . Physical distances are measured in units of the fundamental building blocks of the DNA molecule, the base pair, bp, and multiples, like millions of base pairs, Mb (Jobling et al. 2004 ). The figure below illustrates the concept of linkage disequilibrium: the two homologous chromosomes contain alleles A and a at locus 1 and alleles B and b at locus 2 in the parental generation. If these two loci are independent (light gray bars), then it is expected that all four possible combinations of alleles to be present in the same proportion (25% each) in the gametes (sex cells, ova and spermatozoa) producing the next generation. However, if there is linkage between them (dark gray bars), the parental combinations (AB and ab) are expected more frequently than the recombined ones (Ab and aB). The British "KE" family has a very interesting three-generations pedigree, with half the members (15 out of 31) affected by a complex pathology, involving speech and language (Hurst et al. 1990; Gopnik and Crago 1991) , classified as developmental verbal dyspraxia (OMIM 602081) and included in the SLI category. The exact phenotype is very complex Lai et al. 2001; Vargha-Khadem et al. 1998; Marcus and Fisher 2003) and includes articulatory problems, due to troubles with coordinating complex oro-facial movements, cognitive impairments and language impairments, affecting spoken (expressive and receptive) and written language, as well as the comprehension and production components of grammar (understanding complex sentences, inflectional and derivational morphology).
This pathology follows a dominant autosomal mode of inheritance and is fully penetrant, meaning that the gene (named SPCH1, OMIM 602081) is located on an autosome (chromosome 7; Fisher et al. 1998 ) and an individual carrying even a single mutation of the gene will manifest the pathology (Hurst et al. 1990; Bishop 2003; Lai et al. 2001) . The gene was finally identified as FOXP2 (Lai et al. 2000 (Lai et al. , 2001 , a member of the numerous Forkhead box (Fox) family of genes which act as transcription regulators, controlling the expression of other genes (Scharff and White 2004) . Recently, Vernes et al. (2008) have shown that FOXP2 downregulates the gene CNTNAP2 which was previously involved in language delay in autism Alarcón et al. (2008) and is strongly associated with non-word repetition (Vernes et al. 2008) . The specific mutation affecting the "KE" family 3 disrupts the regulatory function of this gene, leading to a cascade of events resulting in the pathological phenotype.
It is not entirely clear what FOXP2 does in humans, but it is certainly not "the language gene", as sometimes boasted in the media. As always, the story is much more fascinating, as it turns out that FOXP2 has complex roles in neural (and not only) development, with many targets in the developing brain (Spiteri et al. 2007 ) and affecting brain structure and functioning Watkins et al. 2002; Liégeois et al. 2003 ). This picture is complicated by studies involving birds with learned and non-learned song, echolocating bats and vocal-learning non-human mammals (Li et al. 2007; Webb and Zhang 2005; Teramitsu et al. 2004; Scharff and Haesler 2005; Haesler et al. 2004; Shu et al. 2005) , including the recent engineering of mice having the human-specific gene (Enard et al. 2009 ), suggesting a complex role for FoxP2.
Evolutionary studies seem to imply that, overall, FoxP2 is very conserved across taxa (Enard et al. 2002) but that there seem to exist two "human-specific" mutations, fixed in the human population and under strong selection (Enard et al. 2002; Zhang et al. 2002) . It is, however, unclear what exactly these mutations have been selected for, nor when this has happened, with earlier estimates (Enard et al. 2002; Zhang et al. 2002) around 100-200 thousand years ago, apparently coinciding with the emergence of anatomically modern Homo sapiens. Recently, Krause et al. (2007) found that these "human-specific" mutations are shared with Neandertals and conclude that the human FOXP2 originated and was selected before the split between us and them, more than 300 thousand years ago, but Coop et al. (2008) read the data as suggesting low rates of gene flow between modern humans and Neadertals. Nevertheless, the publication of the Neandertal draft genome (Green et al. 2010 ) confirmed that we share this variant of FOXP2, most probably present in the last common ancestor.
In conclusion, FOXP2, the first gene specifically identified for its role in language and speech, vividly shows how complex the questions concerning the genetic influences on this human-specific phenotype are (Fisher and Scharff 2009) . It is to be expected that there is no "language gene" which would suddenly have allowed a lucky mutant somewhere down the human line to speak, nor even a small set of such genes. However, the unravelling of these complex interactions between genes and environmental factors will undoubtedly help us better understand what language really is.
Association Studies and Future Directions
In association studies, a group of unrelated individuals displaying the trait of interest and a group of individuals without it are compared, looking for those genetic markers which correlate with the presence of the trait (Jobling et al. 2004; Plomin et al. 2001) . If, based on previous research, one or more candidate genes are hypothesized to be involved in the target phenotype, the search will be constrained to variants of these genes. In contrast, the "hypothesis-free" approach of genome-wide association studies (GWAS) consists of looking for correlations between the phenotype of interest and genetic markers (such as SNPs 4 ) covering the entire genome in the hope that very strong correlations are due to real genetic influences (Pearson and Manolio 2008; McCarthy et al. 2008) .
The GWAS are very promising and currently intensively used in topics ranging from the genetic bases of cancer or diabetes (The Wellcome Trust Case Control Consortium 2007) to schizophrenia and bipolar disorder (Maher et al. 2008; Lewis et al. 2003; Segurado et al. 2003) . However, there are a number of issues mainly concerning the fact that when hundreds of thousands of genetic markers are used the chance of "discovering" non-existent correlations with the trait (false positives) is huge and techniques for multiple testing correction (which lower the threshold of statistical significance from the "standard" 0.05 to much smaller values, like 10 −8 ) must be employed (Speed and Zhao 2007) together with caution in interpreting the results of the study (Pearson and Manolio 2008; McCarthy et al. 2008 ). These and other difficulties have resulted in a low degree of replication of the early findings and the recent publication of stringent guidelines (Chanock et al. 2007 ). Concerning specifically language and speech, it is to be expected that large GWAS comparing both pathological to normal phenotypes as well as the range of normal variation will be areas of intense research in the near future, but they will require better definition and measurement of interesting phenotypes.
Another very promising avenue is represented by copy-number variation (CNVs), which represent inter-individual variations in the number of times a certain region of the genome is present (McCarroll and Altshuler 2007; Redon et al. 2006) . Due to the fact that, as opposed to SNPs, which have only two alleles, CNVs can have a number of possible repeats, they can alter the dosage of gene products, a plausible mechanism behind complex phenotypic variation (McCarroll and Altshuler 2007) and very promising for the study of language and speech.
Epigenetic processes (Jiang et al. 2008) , whereby non-genetic marks (chemical changes of the nucleotides or the proteins associated with the DNA) alter the expression of genes, seem to play an important role not only in development and disease (Hirst and Marra 2009 ) but also in normal neuronal plasticity (Fagiolini et al. 2009 ). These mechanisms also seem to have evolutionary relevance because they are transmitted across multiple generations (Youngson and Whitelaw 2008; Jablonka and Raz 2009) . They subtend parent of origin effects where the same allele has different effects depending on the parent it has been inherited from, as has been suggested for the gene LRRTM1 involved in handedness and schizophrenia (Francks et al. 2007 ). In the future, epigenetics will probably play an important role in understanding language development and evolution. It is generally agreed that humans are genetically very uniform when compared with other mammals (Jobling et al. 2004; Relethford 2001; Templeton 1998) , and that the existing genetic variation is apportioned mostly (approximately 85%) within populations (between the individuals from the same group), but there is some variation (approximately 15%) due to inter-population genetic differences (between populations) (Jobling et al. 2004; Lewontin 1972) . These inter-group differences are in great majority due to different allele frequencies in one group as compared to another and not to group-specific genetic variants.
Changing Together
When considering together many genetic loci, the variation in the frequencies of their alleles between populations combine and allows the study of the genetic structure of humans at the population level, the reconstruction of demographic history and even the inference of the population of origin for a given individual (Rosenberg et al. 2002; Bamshad et al. 2003; Falush et al. 2003) . However, it is still debated if this variation between populations is gradual or if there are some continental-level boundaries, where the changes are abrupt (Barbujani and Belle 2006) . Nevertheless, it must be highlighted that the existence of such genetic structure offers no support to racist theories (Jobling et al. 2004; Banton 1998) .
Having established that there are (small but detectable) differences between human populations, the next question concerns their origin and dynamics. Some are caused by genes under selection, whereby variants of a gene are (dis-)favored in certain environments, leading to differences between populations experiencing these different environmental pressures (Halliburton 2004; Jobling et al. 2004; Skelton 1993) . Well-known examples are represented by Sickle cell disease, where a recessive autosomal mutation affecting haemoglobin confers resistance to heterozygotes against malaria but inflicts sickle cell anemia to homozygotes (heterozygote advantage; see Box 2), and lactase persistence where the ability to digest milk is retained into adulthood in dairying populations (Jobling et al. 2004 ; see Box 3).
Box 2: Sickle cell anemia: natural selection and heterozygote advantage
The red blood cells' function is to transport oxygen from the lungs throughout the body and, to this end, they contain vast quantities of haemoglobin, a complex iron-containing protein. In some people, a point mutation in the HBB gene on chromosome 11 (this mutation is known as HbS), results in the substitution of one amino acid for another and the production of a malfunctioning haemoglobin molecule. When an individual is homozygous for this mutation, it will produce only malfunctioning haemoglobin, manifested as sickle cell anemia, a complex disease which usually kills before puberty (Guégan et al. 2007 , see OMIM 603903 for details). However, a heterozygous carrier will have a more or less normal phenotype, as the normal (wild-type, denoted HbA) copy of the gene will produce enough functioning red blood cells to compensate for the mutated ones. Interestingly, these heterozygous individuals actually suffer less from malaria, a deadly infectious disease caused by a parasite of the red blood cells (genus Plasmodium, the most dangerous being the falciparum species), transmitted through mosquito (genus Anopheles) bites. Thus, the HbS mutation, on one hand, is very deleterious in homozygous form (HbS-HbS) by causing sickle cell anemia, but is better than the normal homozygous (HbA-HbA) when in heterozygous form (HbS-HbA) in environments where malaria is endemic (Guégan et al. 2007; Cavalli-Sforza et al. 1994 ). This phenomenon is called heterozygote advantage and explains why some alleles deleterious in homozygous form are, nevertheless, maintained at relatively high frequencies, in the population (Cavalli-Sforza et al. 1994; Skelton 1993) : in a sense, this is a cost some have to pay for the benefit of many.
Box 3: Lactose tolerance: culture impacting on genes
One of the defining characteristics of mammals is represented by the production of milk to feed their young. Lactose is one of the most important sugars in milk and digesting it is ensured by the enzyme lactase. After weaning, lactase production gradually decreases, resulting in a total inability or greatly reduced capacity to digest lactose in adults. However, in some human populations, the proportion of individuals retaining lactose tolerance is very high and the molecular mechanism seems to involve changes in a non-coding region of the MCM6 gene, which upregulates the LCT gene responsible for the production of the lactase enzyme (Ingram and Swallow 2008, OMIM 223100) . Interestingly, the capacity to digest lactose is retained in populations with a history of milking, reaching high frequencies in North-West Europe and some parts of Africa (see map in Ingram and Swallow 2008, p. 1128) and it seems that there were several independent origins of this capacity. Therefore, the mutations allowing adults to digest milk were selected in those groups with a culture favoring milking, clearly showing that culture can lead to new selective pressures on genes (Ingram and Swallow 2008; Cavalli-Sforza et al. 1994 ). However, this dramatic example is just the simplest possible type of feedback from culture onto genes, with more complex cases being discussed in the niche construction (Odling-Smee et al. 2003) or cultural evolution (Boyd and Richerson 1985; Cavalli-Sforza and Feldman 1981) literatures.
But most are due to selectively neutral alleles, whose frequencies change through random drift, going up or down in a given population as chance dictates (Jobling et al. 2004; Halliburton 2004) . When this is the case, the genetic differences between populations reflect their history of splits and admixture, as genetically similar populations share a more recent common ancestor and/or have recently been in intense contact, while more dissimilar populations have diverged further in the past (Cavalli-Sforza et al. 1994; Jobling et al. 2004) .
When populations split, they carry with them not only their genes, but also their languages, so that the two will diverge in parallel ways, albeit at very different rates. Also, when populations meet, they not only exchange genes through inter-marriages but their languages converge through borrowing. Therefore, it looks as if it would be possible to find correlations between genetic and linguistic diversities across populations due to common processes making them change together (Cavalli-Sforza et al. 1994; Jobling et al. 2004) . However, such correlations are far from perfect as languages and genes can become decoupled through language shift (or language replacement, where one population replaces its original language with a new one) or elite dominance (a small elite, military, religious, etc., manages to impose its language and culture but not its genes), for example (Cavalli-Sforza et al. 1994) .
The seminal work of Cavalli-Sforza et al. (1994) introduced the methodology used to find and investigate such correlations, including the building of population trees-based on the genetic distances between such populations-and their comparison with historical linguistic trees in the attempt to capture the historical processes of descent with modification at the demographic and linguistic levels. However, this approach encounters a number of issues, like the usage of contentious linguistic classifications, the problematic concept of "population" and population trees, and even the method of comparing linguistic and population trees.
This early literature tended to relay on contentious linguistic classifications, like Ruhlen's (Ruhlen 1991 (Ruhlen , 1994 ) or Greenberg's (Greenberg 1971 (Greenberg , 1987 (Greenberg , 1998 , which transcend the accepted historical linguistic comparative method (McMahon and McMahon 2005; Matisoff 1990 ; Sims-Williams 1998), producing such debated constructs like "Indo-Pacific" (Dixon 1997) , "Australian" (Dixon 2001; Dench 2001) and especially "Amerind" (Bateman et al. 1990; Bolnick et al. 2004; Matisoff 1990; Sims-Williams 1998) . Moreover, this work uses even more contentious "macrofamilies" like "Nostratic" and "Eurasiatic", which purport to represent a level beyond linguistic families, but which seem to lack any linguistic validity (Campbell 1999; McMahon and McMahon 2005; Trask 1999; Appleyard 1999) . The main drive behind this systematic and voluntary error, which still persists despite vehement critique by linguistics (see, for a recent example, Belle and Barbujani 2007) , is represented by the perceived need to have a fully hierarchical classification of languages to feed into the comparison, no matter how complex the linguistic reality actually is (see, for example, the clear statement in Cavalli-Sforza 2000, p. 139).
Another critique is represented by the "populations" used, which are generally sampling units based on language criteria and cultural significance (McMahon 2004) and which are not equivalent in the sense that, for example, the Hadza of Tanzania (population of ≈1000), South Chinese (population ≈500 million) and French (population ≈ 60 million) cannot be treated as comparable (MacEachern 2000) . Moreover, it is assumed that there is a one-to-one relationship between tribal and language names, leading to a the concept of "language as a powerful ethnic guidebook" (Cavalli-Sforza 1994, p. 23) , but this is totally misleading (Sims-Williams 1998; McMahon 2004; MacEachern 2000) . However, this sampling procedure is here to stay and the best we can do is try to minimize the impact it has on studies of correlations between languages and genes.
The third, and probably the most criticized aspect, concerns the methods for comparing linguistic and population classifications. Tree classifications of populations were produced from genetic distances, resulting in phenetic (Skelton 1993) populations trees, which cluster populations based on their similarity, but assumed (contentiously; Bateman et al. 1990; MacEachern 2000) to represent the actual genealogical history of those populations. These trees were then compared to the linguistic classifications, apparently supporting a high concordance between the two (Cavalli-Sforza et al. 1994) , but this appearance seems totally due to the method used (Bateman et al. 1990) , as it exploited the ability of branches in a tree to freely rotate in order to artificially increase the visual similarity between the two compared trees.
In recent work, however, there is a tendency to move away from tree-based methods and controversial linguistic classifications, using, for example, Mantel correlations (correlations adapted for the case of distance matrices where the "observations" are not independent) between genetic and linguistic distances (e.g., Poloni et al. 1997; Rosser et al. 2000) , boundary detection (e.g., Manni et al. 2004) or AMOVA (Analysis of Molecular Variance; Excoffier et al. 1992) .
Probably the best-known example of language-genes correlation hypothesis is represented by the language/farming co-dispersal theory, which tries to explain the modern distribution of a major component of genetic and linguistic diversity as being the result of the spread of farming from its primary origins, carrying together the genes and languages of the original farmers (Jobling et al. 2004; Cavalli-Sforza et al. 1994; Mithen 2003; Diamond 1998) . To focus on the Indo-European family of languages (Fortson 2004) , it is postulated that its spread started around 10,000 years ago when agriculturalists from somewhere around Anatolia expanded westward and eastward (Diamond 1997 (Diamond , 1998 Diamond and Bellwood 2003; Cavalli-Sforza et al. 1994; Renfrew 2002 ). This theory is highly contentious on linguistic (Mallory 1991) as well as genetic and archaeological (Jobling et al. 2004; Sims-Williams 1998) grounds, and the SE to NW genetic gradients discovered across Europe (CavalliSforza et al. 1994) , initially taken to support such a demic diffusion, seem to reflect a far more complex history (Jobling et al. 2004; Sims-Williams 1998) . However, recent (and no less controversial) applications of phylogenetics to Indo-European cognate sets 5 seem to support an origin of this family around the time of agricultural expansion from Anatolia (Gray and Atkinson 2003; Atkinson and Gray 2006) .
However, in general, it seems that the bulk of the correlations between linguistic historical classifications and genetics is due to geography, with great distances and major obstacles being the best predictors of large differences in languages and genes (Belle and Barbujani 2007; Rosser et al. 2000) , but that there is also a residual correlation between languages and genes after controlling for geography (Cavalli-Sforza et al. 1994; Belle and Barbujani 2007) , due to shared history and linguistic assortative mating, whereby people tend to marry within their own linguistic community (Cavalli-Sforza et al. 1994 ).
Pushing and Pulling at Language
If the previous two sections tried to review in a more or less objective manner wellestablished aspects of the interaction between genes and language, the present one will concern a very new and controversial development in which the author is directly involved, so that some subjectivity is bound to remain despite all efforts to the contrary. The differences between individuals (Sect. 7.2) are limited in both time and scale to the ontogenetic and personal, while the inter-population correlations between genes and languages (Sect. 7.3) concern historical (cultural) and continental (macroregional) scales.
The correlations between linguistic classifications and genetic differences between populations discussed above consider explicitly the phylogenetic diversity, characterized by the number of different language lineages (language families, subfamilies, etc.) and reflecting historical processes (Nettle 1999) . There are around 100 language families more or less accepted to date (Gordon 2005) , vastly unequal with respect to their geographical distribution and size (measured either as number of speakers or number of languages; Nettle 1999; Gordon 2005), but, given the difficulties involved, these data are very approximate (Trask 1996; Campbell 2004; Lass 1997) .
But another dimension along which languages differ is represented by their structure, allowing the definition of structural diversity (Nettle 1999 ). Languages can be described (to a good approximation) using a set of abstract categories (variously named features, variables or parameters) which can have different values for different languages and covering every aspect of language, from phonetics and phonology, through morpho-syntax to semantics and pragmatics (studied by linguistic typology ; Croft 1990; Comrie 1981; Haspelmath et al. 2005) . One example of such a feature is "number of vowels" (Maddieson 2008) : some languages have a lot (like English or German) while some very few (like Berber or many Australian aboriginal languages). Another well-known example is represented by the order of Subject, Object and Verb in declarative clauses (Dryer 2008) : many languages (like Japanese) prefer SOV, others (like English) prefer SVO, while the others go for VSO, VOS, OVS, OSV or show no particular preference.
Linguistic Tone
Another linguistic feature is represented by tone. Non-tone languages (like English or Arabic) use voice pitch to conveys certain meanings at the sentence level (intonation) like marking an utterance as a question or an exclamation. In addition, tone languages, like Chinese or Yoruba, use voice pitch to distinguish words or grammatical structures in very much the same way all languages use vowels and consonants (Yip 2002; Dediu and Ladd 2007) : for example, "nian" in Mandarin Chinese means "year" when pronounced with rising pitch and "read" when pronounced with falling pitch. The number of tones varies between tone languages, but usually is between two and seven (Yip 2002) .
The classification of languages as tonal or not is not straightforward, with many borderline cases (like Swedish or Norwegian), but a bit more than half the world's 6000 or so languages (Gordon 2005) seem to be tonal (Haspelmath et al. 2005) . Their geographic distribution is not random, with clusters predominating in subSaharan Africa, continental and insular South-East Asia, and Central America and Amazonia 6 (Haspelmath et al. 2005; Dediu and Ladd 2007 ) and a very interesting question concerns the causes of this distribution: is it purely "random", following the laws of cultural transmission and the vagaries of history and geography, or are there some other causes, as well?
It is known that languages sharing a common ancestor tend to inherit its value for tone (in a way, tonal begets tonal and non-tonal, non-tonal, but this is highly simplifying) and it is also known that tone (or non-tone, for that matter) tends to spread to neighboring languages through regular language contact (Yip 2002; Dediu and Ladd 2007) . Also, we know that tonogenesis can happen through regular historical linguistic processes (Hyman 1978; Yip 2002) and that the reverse process, of tone loss, appears, for example, in situations of usage as lingua franca (like Swahili).
But the hypothesis D. Robert Ladd and I have recently put forward (Dediu and Ladd 2007) suggests that there might be a slight genetic biasing (Dediu 2011) at work, contributing to the dynamics and distribution of tone across the world's languages.
Two Brain-Related Genes
This genetic biasing is proposed to be due to the so-called derived or adaptive 7 haplogroups of two human genes, ASPM and Microcephalin (in this chapter, we will denote these two haplogroups as ASPM-D and MCPH-D, respectively). Both ASPM and Microcephalin are clearly involved in brain growth and development because people carrying deleterious mutations of any of these two genes develop microcephaly, having heads much smaller than the average (but these are not the only genes causing microcephaly; Gilbert et al. 2005; Cox et al. 2006; Woods 2004 ). The exact mechanism by which the deleterious mutations of both ASPM and Microcephalin induce this pathology are not fully understood yet, but they very probably affect the formation of neural cells (Dediu and Ladd 2007; Caviness et al. 1995) .
However, the derived haplogroups ASPM-D and MCPH-D do not cause microcephaly, or, for that matter, any other obvious phenotypic effects. Previous research failed to find any correlations with, for example, variation in intelligence or head size in the normal population 8 (Mekel-Bobrov et al. 2007; Woods et al. 2006) or any association with schizophrenia (Rivero et al. 2006 ). But they are fascinating because they seem to be under strong natural selection in humans, 9 have a skewed geographical distribution and have relatively recent origins Evans et al. 2005; Dediu and Ladd 2007) .
It was found (Dediu and Ladd 2007; Ladd et al. 2008 ) that the geographic distribution of ASPM-D and MCPH-D correlates very well with the distribution of tone languages, even after controlling for the main two sources of such spurious correlations (see Sect. 7. 3): the historical relatedness between languages and language contact mediated by spatial closeness (this was done by computing the partial Mantel correlations between linguistic, genetic, historical linguistic and geographical distances between populations-see Dediu and Ladd 2007 for technical details). Moreover, when comparing the correlations between tone, ASPM-D and MCPH-D with all the possible correlations between 25 or so other linguistic features and 1000 genes, it was found that it was well in the upper tail of the empirical distribution of this type of correlation, suggesting that this association is very "special", in a statistical sense (Dediu and Ladd 2007) . Therefore, it was concluded that the relationship between ASPM-D and MCPH-D and tone is stronger than expected by chance and not fully explained by classical genes-languages co-dispersal processes (Dediu and Ladd 2007; Ladd et al. 2008 ).
Biasing Language Transmission
Populations having low frequencies of both derived haplogroups tend to speak tone languages, while populations with high frequencies tend to speak non-tone languages, with populations with low ASPM-D and high MCPH-D showing no preference 10 (see also the figure in Dediu and Ladd 2007) . Therefore, we suggested that the derived haplogroups of these two genes might be able to bias language towards non-tonality or against tonality (Dediu and Ladd 2007; Ladd et al. 2008) .
It is obvious that such a bias, if it indeed exists, does not have any major effects at the individual level, as any normal child can acquire the language(s) of his/her community irrespective of their genetic background (Ladd et al. 2008 ). What such a bias does is to have an extremely small, almost invisible impact at the individual level, but it will be amplified and made manifest by the cultural transmission of language across generations, by "pushing" or "pulling" language towards its preferred state (see also various other contributions in this volume). Again, such a bias will emphatically not determine the fate of language, as many other factors play a major role in language change and evolution (contact, history, sheer accident), but it will statistically bias the distribution of structural diversity (see Ladd et al. 2008 for a thorough discussion and relevant examples). Moreover, such a bias probably does not represent the reason why ASPM-D and MCPH-D are under natural selection, but is simply a byproduct of their effects on brain development (Dediu and Ladd 2007; Ladd et al. 2008 ).
Confirmation or falsification of this hypothesis rests with experimental approaches of the type discussed above (Sect. 7.2), by trying to define the effects of this bias at the individual level, design appropriate measures and test if the variation in such measures correlates with the presence or absence of the derived haplogroups. Interestingly, it was reported very recently (Wong et al. 2012 ) that ASPM-D seems to be involved in pitch processing at the individual level, but more work is needed in order to draw any clear conclusions. However, the methodology introduced by Dediu and Ladd (2007) holds the potential to detect more candidate genetic biases and their effects in shaping linguistic diversity, being fundamentally a hypothesis-generating mechanism (Nettle 2007).
Conclusions
It should come as no surprise that our genes impact on our language and speech but what might be unexpected is the complexity of the mechanisms involved. It is clear that the old question of "nature vs nurture" is profoundly misguided, as genes and environment interact in subtle ways and require each other in order to produce their phenotypic effects (see, for example, Ladd et al. 2008 for a detailed discussion of this issue in the context of language).
It is also such inter-individual differences which, if structured in appropriate ways, can influence the trajectory of language change. People with the derived haplogroups of ASPM and Microcephalin might indeed turn out to be different from those without them in ways relevant to learning, processing or producing linguistic tone, but if only one such individual appears each generation in a population, it will not be enough to bias language change towards non-tone languages. However, intuition and computer models (Dediu 2008b) seem to suggest that when enough such individuals exist in a population for long enough time, language will indeed be influenced by their combined biases.
On the other hand, inter-individual differences and genetic biases are embedded in the larger context of language dispersal, birth, change and death (Nettle 1999) and these three levels interact in complex ways to produce the patterns of language and genetic diversity. And, finally, such small genetic biases could form the basis of language evolution, viewed as the co-evolution between our languages and our brains and bodies (Dediu 2008a; Christiansen and Chater 2008) .
But understanding this interaction-and the multifaceted phenomenon of language-requires understanding all the intervening levels: brain, hearing, speech and gesturing, discourse now and here, and language change on the historical and evolutionary timescales. It requires, thus, a truly integrative approach.
