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Abstract
Poincaré inequalities are ubiquitous in probability and analysis and have various applications
in statistics (concentration of measure, rate of convergence of Markov chains). The Poincaré
constant, for which the inequality is tight, is related to the typical convergence rate of diffusions
to their equilibrium measure. In this paper, we show both theoretically and experimentally
that, given sufficiently many samples of a measure, we can estimate its Poincaré constant.
As a by-product of the estimation of the Poincaré constant, we derive an algorithm that
captures a low dimensional representation of the data by finding directions which are difficult
to sample. These directions are of crucial importance for sampling or in fields like molecular
dynamics, where they are called reaction coordinates. Their knowledge can leverage, with a
simple conditioning step, computational bottlenecks by using importance sampling techniques.
1 Introduction
Sampling is a cornerstone of probabilistic modelling, in particular in the Bayesian framework
where statistical inference is rephrased as the estimation of the posterior distribution given the
data [43, 36]: the representation of this distribution through samples is both flexible, as most
interesting quantities can be computed from them (e.g., various moments or quantiles), and
practical, as there are many sampling algorithms available depending on the various structural
assumptions made on the model. Beyond one-dimensional distributions, a large class of these
algorithms are iterative and update samples with a Markov chain which eventually converges
to the desired distribution, such as Gibbs sampling or Metropolis-Hastings (or more general
Markov chain Monte-Carlo algorithms [14, 17, 10]) which are adapted to most situations, or
Langevin’s algorithm [10, 39, 51, 32, 29, 1], which is adapted to sampling from densities in Rd.
While these sampling algorithms are provably converging in general settings when the number
of iterations tends to infinity, obtaining good explicit convergence rates has been a central focus of
study, and is often related to the mixing time of the underlying Markov chain [34]. In particular,
for sampling from positive densities in Rd, the Markov chain used in Langevin’s algorithm can
classically be related to a diffusion process, thus allowing links with other communities such
as molecular dynamics [29]. The main objective of molecular dynamics is to infer macroscopic
properties of matter from atomistic models via averages with respect to probability measures
dictated by the principles of statistical physics. Hence, it relies on high dimensional and highly
multimodal probabilistic models.
When the density is log-concave, sampling can be done in polynomial time with respect to the
dimension [31, 11, 10]. However, in general, sampling with generic algorithms does not scale well
with respect to the dimension. Furthermore, the multimodality of the objective measure can trap
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the iterates of the algorithm in some regions for long durations: this phenomenon is known as
metastability. To accelerate the sampling procedure, a common technique in molecular dynamics
is to resort to importance sampling strategies where the target probability measure is biased using
the image law of the process for some low-dimensional function, known as “reaction coordinate”
or “collective variable”. Biasing by this low-dimensional probability measure can improve the
convergence rate of the algorithms by several orders of magnitude [26, 28]. Usually, in molecular
dynamics, the choice of a good reaction coordinate is based on physical intuition on the model but
this approach has limitations, particularly in the Bayesian context [6]. There have been efforts to
numerically find these reaction coordinates [18]. Computations of spectral gaps by approximating
directly the diffusion operator work well in low-dimensional settings but scale poorly with the
dimension. One popular method is based on diffusion maps [8, 7, 44], for which reaction coordinates
are built by approximating the entire infinite-dimensional diffusion operator and selecting its first
eigenvectors.
In order to assess or find a reaction coordinate, it is necessary to understand the convergence
rate of diffusion processes. We first introduce in Section 2 Poincaré inequalities and Poincaré
constants that control the convergence rate of diffusions to their equilibrium. We then derive
in Section 3 a kernel method to estimate it and optimize over it to find good low dimensional
representation of the data for sampling in Section 4. Finally we present in Section 5 synthetic
examples for which our procedure is able to find good reaction coordinates.
Contributions. In this paper, we make the following contributions:
• We show both theoretically and experimentally that, given sufficiently many samples of a
measure, we can estimate its Poincaré constant and thus quantify the rate of convergence of
Langevin dynamics.
• By finding projections whose marginal laws have the largest Poincaré constant, we derive
an algorithm that captures a low dimensional representation of the data. This knowledge of




We introduce in this part the main object of this paper which is the Poincaré inequality [1]. Let us
consider a probability measure dµ on Rd which has a density with respect to the Lebesgue measure.
Consider H1(µ) the space of functions in L2(µ) (i.e., which are square integrable) that also have







Definition 1 (Poincaré inequality and Poincaré constant). The Poincaré constant of the probability












In Definition 1 we took the largest possible and the most natural functional space H1(µ) for
which all terms make sense, but Poincaré inequalities can be equivalently defined for subspaces of
test functions H which are dense in H1(µ). This will be the case when we derive the estimator of
the Poincaré constant in Section 3.
Remark 1 (A probabilistic formulation of the Poincaré inequality.). Let X be a random variable
distributed according to the probability measure dµ. (PI) can be reformulated as: for all f ∈ H1(µ),












2.2 Consequences of (PI): convergence rate of diffusions
Poincaré inequalities are ubiquitous in various domains such as probability, statistics or partial
differential equations (PDEs). For example, in PDEs they play a crucial role for showing the
existence of solutions of Poisson equations or Sobolev embeddings [16], and they lead in statistics
to concentration of measure results [19]. In this paper, the property that we are the most interested
in is the convergence rate of diffusions to their stationary measure dµ. In this section, we consider
a very general class of measures: dµ(x) = e−V (x)dx (called Gibbs measures with potential V ),
which allows for a clearer explanation. Note that all measures admitting a positive density can be
written like this and are typical in Bayesian machine learning [43] or molecular dynamics [29]. Yet,
the formalism of this section can be extended to more general cases [1].
Let us consider the overdamped Langevin diffusion in Rd, that is the solution of the following
stochastic differential equation (SDE):
dXt = −∇V (Xt)dt+
√
2 dBt, (3)
where (Bt)t>0 is a d-dimensional Brownian motion. It is well-known [1] that the law of (Xt)t>0
converges to the Gibbs measure dµ and that the Poincaré constant controls the rate of convergence
to equilibrium in L2(µ). Let us denote by Pt(f) the Markovian semi-group associated with the
Langevin diffusion (Xt)t>0. It is defined in the following way: Pt(f)(x) = E[f(Xt)|X0 = x]. This




where Lφ = ∆Lφ−∇V ·∇φ is a differential operator called the infinitesimal generator of the Langevin
diffusion (3) (∆L denotes the standard Laplacian on Rd). Note that by integration by parts, the semi-




∇f ·∇g dµ = −
∫
(Lf)g dµ.
Let us now state a standard convergence theorem (see e.g. [1, Theorem 2.4.5] ), which proves that
Pµ is the characteristic time of the exponential convergence of the diffusion to equilibrium in L2(µ).
Theorem 1 (Poincaré and convergence to equilibrium). With the notation above, the following
statements are equivalent:
(i) µ satisfies a Poincaré inequality with constant Pµ;
(ii) For all f smooth and compactly supported, Varµ(Pt(f)) 6 e−2t/PµVarµ(f) for all t > 0.
Proof. The proof is standard. Note that upon replacing f by f −
∫
fdµ, one can assume that∫





















2dµ = −2P−1µ Varµ(Pt(f)).
The proof is then completed by using Grönwall’s inequality.
Let us assume (ii). We write, for t > 0,
− t−1(Varµ(Pt(f))−Varµ(f)) > −t−1(e−2t/Pµ − 1)Varµ(f).







which shows the converse implication.
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from which we deduce that every non-zero eigenvalue of −L is larger that 1/Pµ. The best Poincaré
constant is thus the inverse of the smallest non zero eigenvalue of −L. The finiteness of the
Poincaré constant is therefore equivalent to a spectral gap property of −L. Similarly, a discrete
space Markov chain with transition matrix P converges at a rate determined by the spectral gap of
I − P .
There have been efforts in the past to estimate spectral gaps of Markov chains [22, 30, 38, 53, 9]
but these have been done with samples from trajectories of the dynamics. The main difference
here is that the estimation will only rely on samples from the stationary measure.
Poincaré constant and sampling. In high dimensional settings (in Bayesian machine learn-
ing [43]) or molecular dynamics [29] where d can be large – from 100 to 107), one of the standard
techniques to sample dµ(x) = e−V (x)dx is to build a Markov chain by discretizing in time the
overdamped Langevin diffusion (3) whose law converges to dµ. According to Theorem 1, the typical
time to wait to reach equilibrium is Pµ. Hence, the larger the Poincaré constant of a probability
measure dµ is, the more difficult the sampling of dµ is. Note also that V need not be convex for
the Markov chain to converge.
2.3 Examples









and one can show that Pµ = 1 is the optimal Poincaré constant (see [5]). More generally, for a
Gaussian measure with covariance matrix Σ, the Poincaré constant is the spectral radius of Σ.
Other examples of analytically known Poincaré constant are 1/d for the uniform measure on
the unit sphere in dimension d [24] and 4 for the exponential measure on the real line [1]. There
also exist various criteria to ensure the existence of (PI). We will not give an exhaustive list as
our aim is rather to emphasize the link between sampling and optimization. Let us however finish
this part with particularly important results.
A measure of non-convexity. Let dµ(x) = e−V (x)dx. It has been shown in the past decades
that the “more convex” V is, the smaller the Poincaré constant is. Indeed, if V is ρ-strongly convex,
then the Bakry-Emery criterion [1] tells us that Pµ 6 1/ρ. If V is only convex, it has been shown
that dµ satisfies also a (PI) (with a possibly very large Poincaré constant) [41, 2]. Finally, the
case where V is non-convex is explored in detail in a one-dimensional setting and it is shown
that for potentials V with an energy barrier of height h between two wells, the Poincaré constant
explodes exponentially with respect the height h [33]. In that spirit, the Poincaré constant of
dµ(x) = e−V (x)dx can be a quantitative way to quantify how multimodal the distribution dµ is
and hence how non-convex the potential V is [23, 39].
3 Statistical Estimation of the Poincaré Constant
The aim of this section is to provide an estimator of the Poincaré constant of a measure µ when we
only have access to n samples of it, and to study its convergence properties. More precisely, given
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n independent and identically distributed (i.i.d.) samples (x1, . . . , xn) of the probability measure
dµ, our goal is to estimate Pµ. We will denote this estimator (function of (x1, . . . , xn)) by the
standard notation P̂µ.
3.1 Reformulation of the problem in a reproducing kernel Hilbert Space
Definition and first properties. Let us suppose here that the space of test functions of the
(PI), H, is a reproducing kernel Hilbert space (RKHS) associated with a kernel K on Rd [46, 47].
This has two important consequences:
1. H is the linear function space H = span{K(·, x), x ∈ Rd}, and in particular, for all x ∈ Rd,
the function y 7→ K(y, x) is an element of H that we will denote by Kx.
2. The reproducing property: ∀f ∈ H and ∀x ∈ Rd, f(x) = 〈f,K(·, x)〉H. In other words,
function evaluations are equal to dot products with canonical elements of the RKHS.
We make the following mild assumptions on the RKHS:
Ass. 1. The RKHS H is dense in H1(µ).
Note that this is the case for most of the usual kernels: Gaussian, exponential [35]. As (PI)
involves derivatives of test functions, we will also need some regularity properties of the RKHS.
Indeed, to represent ∇f in our RKHS we need a partial derivative reproducing property of the
kernel space.
Ass. 2. K is a Mercer kernel such that K ∈ C2(Rd × Rd).
Let us denote by ∂i = ∂xi the partial derivative operator with respect to the i-th component
of x. It has been shown [55] that under assumption (Ass. 2), ∀i ∈ J1, dK, ∂iKx ∈ H and that a
partial derivative reproducing property holds true: ∀f ∈ H and ∀x ∈ Rd, ∂if(x) = 〈∂iKx, f〉H.
Hence, thanks to assumption (Ass. 2), ∇f is easily represented in the RKHS. We also need some
boundedness properties of the kernel.





∂xi∂yi (x, x) (see calculations below), x and y standing respectively for
the first and the second variables of (x, y) 7→ K(x, y).
The equality mentioned in the expression of ‖∇Kx‖2 arises from the following computation:
∂iKy(x) = 〈∂iKy,Kx〉 = ∂yiK(x, y) and we can write that for all x, y ∈ Rd, 〈∂iKx, ∂iKy〉 =
∂xi (∂iKy(x)) = ∂xi∂yiK(x, y). Note that, for example, the Gaussian kernel satisfies (Ass. 1),
(Ass. 2), (Ass. 3).
A spectral point of view. Let us define the following operators from H to H:
Σ = E [Kx ⊗Kx] , ∆ = E [∇Kx ⊗d ∇Kx] ,











∇Kxi ⊗d ∇Kxi ,
where ⊗ is the standard tensor product: ∀f, g, h ∈ H, (f ⊗ g)(h) = 〈g, h〉Hf and ⊗d is defined as
follows: ∀f, g ∈ Hd and h ∈ H, (f ⊗d g)(h) =
∑d
i=1〈gi, h〉Hfi.
1The subscript d in Kd accounts for the fact that this quantity is expected to scale linearly with d (as is the case
for the Gaussian kernel).
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Proposition 1 (Spectral characterization of the Poincaré constant). Suppose that assumptions








with ‖ · ‖ the operator norm on H and C = Σ − m ⊗ m where m =
∫
Rd Kxdµ(x) ∈ H is the
covariance operator, considering ∆−1 as the inverse of ∆ restricted to (Ker(∆))⊥.
Note that C and ∆ are symmetric positive semi-definite trace-class operators (see Appendix C.2).
Note also that Ker(∆) is the set of constant functions, which suggests introducing H0 :=
(Ker(∆))⊥ = H ∩ L20(µ), where L20(µ) is the space of L2(µ) functions with mean zero with
respect to µ. Finally note that Ker(∆) ⊂ Ker(C) (see Section A of the Appendix). With the
characterization provided by Proposition 1, we can easily define an estimator of the Poincaré
constant P̂µ, following standard regularization techniques from kernel methods [46, 47, 13].




〈f, (∆̂ + λI)f〉H
=
∥∥∥∆̂−1/2λ Ĉ∆̂−1/2λ ∥∥∥ , (5)
with Ĉ = Σ̂ − m̂ ⊗ m̂ and where m̂ = 1n
∑n
i=1Kxi . Ĉ is the empirical covariance operator and
∆̂λ = ∆̂ + λI is a regularized empirical version of the operator ∆ restricted to (Ker(∆))
⊥ as in
Proposition 1.
Note that regularization is necessary as the nullspace of ∆̂ is no longer included in the nullspace
of Ĉ so that the Poincaré constant estimates blows up when λ→ 0. The problem in Equation (5)
has a natural interpretation in terms of Poincaré inequality as it corresponds to a regularized (PI)
for the empirical measure µ̂n = 1n
∑n
i=1 δxi associated with the i.i.d. samples x1, . . . , xn from dµ.
To alleviate the notation, we will simply denote the estimator by P̂µ until the end of the paper.
3.2 Statistical consistency of the estimator
We show that, under some assumptions and by choosing carefully λ as a function of n, the
estimator P̂µ is statistically consistent, i.e., almost surely:
P̂µ
n→∞−−−−→ Pµ.
As we regularized our problem, we prove the convergence in two steps: first, the convergence of P̂µ






λ ‖, which corresponds to
controlling the statistical error associated with the estimator P̂µ (variance); second, the convergence
of Pλµ to Pµ as λ goes to zero which corresponds to the bias associated with the estimator P̂µ. The
next result states the statistical consistency of the estimator when λ is a sequence going to zero as
n goes to infinity (typically as an inverse power of n).
Theorem 2 (Statistical consistency). Assume that (Ass. 1), (Ass. 2), (Ass. 3) hold true and
that the operator ∆−1/2C∆−1/2 is compact on H. Let (λn)n∈N be a sequence of positive numbers
such that λn → 0 and λn
√
n→ +∞. Then, almost surely,
P̂µ
n→∞−−−−→ Pµ.
As already mentioned, the proof is divided into two steps: the analysis of the statistical error for
which we have an explicit rate of convergence in probability (see Proposition 2 below) and which
requires n−1/2/λn → 0, and the analysis of the bias for which we need λn → 0 and the compactness
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condition (see Proposition 3). Notice that the compactness assumption in Proposition 3 and
Theorem 2 is stronger than (PI). Indeed, it can be shown that satisfying (PI) is equivalent to
having the operator ∆−1/2C∆−1/2 bounded whereas to have convergence of the bias we need
compactness. Note also that λn = n−1/4 matches the two conditions stated in Theorem 2 and





Proposition 2) and of the bias we obtain in some cases (of order λ, see Section B of the Appendix).
Note that the rates of convergence do not depend on the dimension d of the problem which is a
usual strength of kernel methods and differ from local methods like diffusion maps [8, 20].
For the statistical error term, it is possible to quantify the rate of convergence of the estimator
to the regularized Poincaré constant as shown below.
Proposition 2 (Analysis of the statistical error). Suppose that (Ass. 1), (Ass. 2), (Ass. 3)
hold true. For any δ ∈ (0, 1/3), and λ > 0 such that λ 6 ‖∆‖ and any integer n > 15Kdλ log
4 Tr∆
λδ ,








Note that in Proposition 2 we are only interested in the regime where λ
√
n is large. Lemmas 5
and 6 of the Appendix give explicit and sharper bounds under refined hypotheses on the spectra
of C and ∆. Recall also that under assumption (Ass. 3), C and ∆ are trace-class operators (as
proved in the Appendix, Section C.2) so that ‖∆‖ and Tr(∆) are indeed finite. Finally, remark
that (6) implies the almost sure convergence of the statistical error by applying the Borel-Cantelli
lemma.
Proposition 3 (Analysis of the bias). Assume that (Ass. 1), (Ass. 2), (Ass. 3) hold true,




As said above the compactness condition (similar to the one used for convergence proofs of
kernel Canonical Correlation Analysis [13]) is stronger than satisfying (PI). The compactness
condition adds conditions on the spectrum of ∆−1/2C∆−1/2: it is discrete and accumulates at 0.
We give more details on this condition in Section B of the Appendix and derive explicit rates
of convergence under general conditions. We derive also a rate of convergence for more specific
structures (Gaussian case or under an assumption on the support of µ) in Sections B and D of the
Appendix.
4 Learning a Reaction Coordinate
If the measure µ is multimodal, the Langevin dynamics (3) is trapped for long times in certain regions
(modes) preventing it from efficient space exploration. This phenomenon is called metastability and
is responsible for the slow convergence of the diffusion to its equilibrium [28, 26]. Some efforts in
the past decade [25] have focused on understanding this multimodality by capturing the behavior
of the dynamics at a coarse-grained level, which often have a low-dimensional nature. The aim of
this section is to take advantage of the estimation of the Poincaré constant to give a procedure to
unravel these dynamically meaningful slow variables called reaction coordinate.
4.1 Good Reaction Coordinate
From a numerical viewpoint, a good reaction coordinate can be defined as a low dimensional
function ξ : Rd → Rp (p d) such that the family of conditional measures (µ(·|ξ(x) = r))z∈Rp are
“less multimodal” than the measure dµ. This can be fully formalized in particular in the context
of free energy techniques such as the adaptive biasing force method, see for example [26]. For
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more details on mathematical formalizations of metastability, we also refer to [28]. The point of
view we will follow in this work is to choose ξ in order to maximize the Poincaré constant of the
pushforward distribution ξ ∗ µ. The idea is to capture in ξ ∗ µ the essential multimodality of the
original measure, in the spirit of the two scale decomposition of Poincaré or logarithmic Sobolev
constant inequalities [27, 33, 37].
4.2 Learning a Reaction Coordinate
Optimization problem. Let us assume in this subsection that the reaction coordinate is an
orthogonal projection onto a linear subspace of dimension p. Hence ξ can be represented by
∀x ∈ Rd, ξ(x) = Ax with A ∈ Sp,d where Sp,d = {A ∈ Rp×d s. t. AA> = Ip} is the Stiefel
manifold [12]. As discussed in Section 4.1, to find a good reaction coordinate we look for ξ for
which the Poincaré constant of the pushforward measure ξ ∗ µ is the largest. Given n samples, let
us define the matrix X = (x1, . . . , xn)> ∈ Rn×d. We denote by P̂X the estimator of the Poincaré
constant using the samples (x1, . . . , xn). Hence P̂AX> defines an estimator of the Poincaré constant
of the pushforward measure ξ ∗ µ. Our aim is to find argmax
A∈Sp,d
P̂AX> .
Random features. One computational issue with the estimation of the Poincaré constant is that
building Ĉ and ∆̂ requires respectively constructing n×n and nd×ndmatrices. Random features [40]
avoid this problem by building explicitly features that approximate a translation invariant kernel
K(x, x′) = K(x−x′). More precisely, letM be the number of random features, (wm)16m6M be ran-




and (bm)16m6M be independently and identically distributed according to the uniform law on





cos(w>1 x+ b1), . . . , cos(w
>
Mx+ bM )
)> ∈ RM satis-
fies K(x, x′) ≈ φM (x)>φM (x′). Therefore, random features allow to approximate Ĉ and ∆̂ by







, we denote them by ĈMA and ∆̂
M
A respectively.











Algorithm. To solve the non-concave optimization problem (7), our procedure is to do one step
of non-Euclidean gradient descent to update A (gradient descent in the Stiefel manifold) and one
step by solving the generalized eigenvalue problem to update v. More precisely, the algorithm reads:
Result: Best linear Reaction Coordinate: A∗ ∈ Sd,p
A0 random matrix in Sd,p, ηt > 0 step-size;
for t = 0, . . . , T − 1 do









• Do one gradient ascent step: At+1 = At + ηt gradA F (A, v∗(At)).
end
Algorithm 1: Algorithm to find best linear Reaction Coordinate.
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5 Numerical experiments
We divide our experiments into two parts: the first one illustrates the convergence of the estimated
Poincaré constant as given by Theorem 2 (see Section 5.1), and the second one demonstrates the
interest of the reaction coordinates learning procedure described in Section 4.2 (see Section 5.2).
5.1 Estimation of the Poincaré constant
In our experiments we choose the Gaussian Kernel K(x, x′) = exp (−‖x − x′‖2)? This induces
a RKHS satisfying (Ass. 1), (Ass. 2), (Ass. 3). Estimating P̂µ from n samples (xi)i6n is
equivalent to finding the largest eigenvalue for an operator from H to H. Indeed, we have
P̂µ =























. By the Woodbury




I − Ẑ∗n(λI + ẐnẐ∗n)−1Ẑn
)
, and the fact that for any
operator ‖T ∗T‖ = ‖TT ∗‖,
P̂µ =

















































which is now the largest eigenvalue of a n× n matrix built as the product of matrices involving



































Figure 1: (Left) Comparison of the convergences of the kernel-based method described in this paper
and diffusion maps in the case of a Gaussian of variance 1 (for each n we took the mean over 50 runs).
The dotted lines correspond to standard deviations of the estimator. (Right) Exponential growth of the
Poincaré constant for a mixture of two Gaussians N (±a
2
, σ2) as a function of the distance a between the
two Gaussians (σ = 0.1 and n = 500).
We illustrate in Figure 1 the rate of convergence of the estimated Poincaré constant to 1 for the
Gaussian N (0, 1) as the number of samples n grows. Recall that in this case the Poincaré constant
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is equal to 1 (see Subsection 2.3). We compare our prediction to the one given by diffusion maps
techniques [8]. For our method, in all the experiments we set λn = Cλn , which is smaller than what
is given by Theorem 2, and optimize the constant Cλ with a grid search. Following [20], to find
the correct bandwidth εn of the kernel involved in diffusion maps, we performed a similar grid
search on the constant Cε for the Diffusion maps with the scaling εn = Cεn1/4 . Additionally to a
faster convergence when n become large, the kernel-based method is more robust with respect to
the choice of itss hyperparameter, which is of crucial importance for the quality of diffusion maps.
Note also that we derive an explicit convergence rate for the bias in the Gaussian case in Section D
of the Appendix. In Figure 1, we also show the growth of the Poincaré constant for a mixture of
Gaussians of variances 1 as a function of the distance between the two means of the Gaussians.
This is a situation for which the estimation provides an estimate when, up to our knowledge, no
precise Poincaré constant is known (even if lower and upper bounds are known [4]).
5.2 Learning a reaction coordinate
We next illustrate the algorithm described in Section 4 to learn a reaction coordinate which, we
recall, encodes directions which are difficult to sample. To perform the gradient step over the
Stiefel manifold we used Pymanopt [49], a Python library for manifold optimization derived from
Manopt [3] (Matlab). We show here a synthetic two-dimensional example example. We first
preprocessed the samples with “whitening”, i.e., making it of variance 1 in all directions to avoid
scaling artifacts. In both examples, we took M = 200 for the number of random features and
n = 200 for the number of samples.







hardest direction to sample





2 hardest direction to sample





5 = f( )
Figure 2: (Top Left) Samples of mixture of three Gaussians. (Top right) Whiten samples of Gaussian
mixture on the left. (Bottom) Plot of the Poincaré constant of the projected samples on a line of angle θ.
We show (Figure 2) one synthetic example for which our algorithm found a good reaction
coordinate. The samples are taken from a mixture of three Gaussians of means (0, 0), (1, 1) and
10
(2, 2) and covariance Σ = σ2I where σ = 0.1. The three means are aligned along a line which
makes an angle θ = π/4 with respect to the x-axis: one expects the algorithm to identify this
direction as the most difficult one to sample (see left and center plots of Figure 2). With a few
restarts, our algorithm indeed finds the largest Poincaré constant for a projection onto the line
parametrized by θ = π/4.
6 Conclusion and Perspectives
In this paper, we have presented an efficient method to estimate the Poincaré constant of a
distribution from independent samples, paving the way to learn low-dimensional marginals that
are hard to sample (corresponding to the image measure of so-called reaction coordinates). While
we have focused on linear projections, learning non-linear projections is important in molecular
dynamics and it can readily be done with a well-defined parametrization of the non-linear function
and then applied to real data sets, where this would lead to accelerated sampling [25]. Finally, it
would be interesting to apply our framework to Bayesian inference [6] and leverage the knowledge
of reaction coordinates to accelerate sampling methods.
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Appendix
The Appendix is organized as follows. In Section A we prove Propositions 1 and 2. Section B
is devoted to the analysis of the bias. We study spectral properties of the diffusion operator L
to give sufficient and general conditions for the compactness assumption from Theorem 2 and
Proposition 3 to hold. Section C provides concentration inequalities for the operators involved
in Proposition 2. We conclude by Section D that gives explicit rates of convergence for the bias
when µ is a 1-D Gaussian (this result could be easily extended to higher dimensional Gaussians).
A Proofs of Proposition 1 and 2
Recall that L20(µ) is the subspace of L2(µ) of zero mean functions: L20(µ) := {f ∈ L2(µ),
∫
f(x)dµ(x) =
0} and that we similarly defined H0 := H ∩ L20(µ). Let us also denote by R1 , the set of constant
functions.











































= 〈f,m〉2H = 〈f, (m⊗m)f〉H.
Similarly, ∫
Rd




Note here that Ker(∆) ⊂ Ker(C). Indeed, if f ∈ Ker(∆), then 〈f,∆f〉H = 0. Hence, µ-almost
everywhere, ∇f = 0 so that f is constant and Cf = 0. Note also the previous reasoning shows
that Ker(∆) is the subset of H made of constant functions, and (Ker(∆))⊥ = H ∩ L20(µ) = H0.







where we consider ∆−1 as the inverse of ∆ restricted to (Ker(∆))⊥ and thus get Proposition 1.
Proof of Proposition 2. We refer to Lemmas 5 and 6 in Section C for the explicit bounds. We have
the following inequalities:∣∣∣P̂µ − Pλµ ∣∣∣ = ∣∣∣∥∥∥∆̂−1/2λ Ĉ∆̂−1/2λ ∥∥∥− ∥∥∥∆−1/2λ C∆−1/2λ ∥∥∥∣∣∣
6
∣∣∣∥∥∥∆̂−1/2λ Ĉ∆̂−1/2λ ∥∥∥− ∥∥∥∆̂−1/2λ C∆̂−1/2λ ∥∥∥∣∣∣+ ∣∣∣∥∥∥∆̂−1/2λ C∆̂−1/2λ ∥∥∥− ∥∥∥∆−1/2λ C∆−1/2λ ∥∥∥∣∣∣
6
∥∥∥∆̂−1/2λ (Ĉ − C)∆̂−1/2λ ∥∥∥+ ∣∣∣∥∥∥C1/2∆̂−1λ C1/2∥∥∥− ∥∥∥C1/2∆−1λ C1/2∥∥∥∣∣∣
6
∥∥∥∆̂−1/2λ (Ĉ − C)∆̂−1/2λ ∥∥∥+ ∥∥∥C1/2(∆̂−1λ −∆−1λ )C1/2∥∥∥ .
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Consider an event where the estimates of Lemmas 5, 6 and 7 hold for a given value of δ > 0. A
simple computation shows that this event has a probability 1 − 3δ at least. We study the two
terms above separately. First, provided that n > 15F∞(λ) log 4 Tr∆λδ and λ ∈ (0, ‖∆‖] in order to
use Lemmas 6 and 7,∥∥∥∆̂−1/2λ (Ĉ − C)∆̂−1/2λ ∥∥∥ = ∥∥∥∆̂−1/2λ ∆1/2λ ∆−1/2λ (Ĉ − C)∆−1/2λ ∆1/2λ ∆̂−1/2λ ∥∥∥
6
∥∥∥∆̂−1/2λ ∆1/2λ ∥∥∥2︸ ︷︷ ︸
Lemma 7
∥∥∥∆−1/2λ (Ĉ − C)∆−1/2λ ∥∥∥︸ ︷︷ ︸
Lemma 5
6 2 (Lemma 5).
For the second term,∥∥∥C1/2(∆̂−1λ −∆−1λ )C1/2∥∥∥ = ∥∥∥C1/2∆̂−1λ (∆− ∆̂)∆−1λ C1/2∥∥∥
=
∥∥∥C1/2∆−1/2λ ∆1/2λ ∆̂−1λ ∆1/2λ ∆−1/2λ (∆− ∆̂)∆−1/2λ ∆−1/2λ C1/2∥∥∥
6
∥∥∥∆̂−1/2λ ∆1/2λ ∥∥∥2︸ ︷︷ ︸
Lemma 7
∥∥∥C1/2∆−1/2λ ∥∥∥2︸ ︷︷ ︸
Pλµ
∥∥∥∆−1/2λ (∆− ∆̂)∆−1/2λ ∥∥∥︸ ︷︷ ︸
Lemma 6
6 2 · Pλµ · (Lemma 6).










. Hence, the latter is the dominant term in the final
estimation.
B Analysis of the bias: convergence of the regularized Poincaré
constant to the true one
We begin this section by proving Proposition 3. We then investigate the compactness condition
required in the assumptions of Proposition 3 by studying the spectral properties of the diffusion
operator L. In Proposition 6, we derive, under some general assumption on the RKHS and usual
growth conditions on V , some convergence rate for the bias term.
B.1 General condition for consistency: proof of Proposition 3
To prove Proposition 3, we first need a general result on operator norm convergence.
Lemma 1. Let H be a Hilbert space and suppose that (An)n>0 is a family of bounded operators
such that ∀n ∈ N, ‖An‖ 6 1 and ∀f ∈ H, Anf
n→∞−−−−→ Af . Suppose also that B is a compact





Proof. Let ε > 0. As B is compact, it can be approximated by a finite rank operator B
nε
=∑nε
i=1 bi〈fi, ·〉gi, where (fi)i and (gi)i are orthonormal bases, and (bi)i is a sequence of nonnegative









i=1 bi〈Anfi, ·〉Angi −→n∞
∑nε
i=1 bi〈Afi, ·〉Agi = ABnεA
∗ in
operator norm, so that, for n > Nε, with Nε > nε sufficiently large, ‖AnBnεA
∗
n −ABnεA
∗‖ 6 ε2 .
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Finally, as ‖A‖ 6 1, it holds, for n > Nε
‖AnBnεA
∗












This proves the convergence in operator norm of AnBA∗n to ABA∗ when n goes to infinity.
We can now prove Proposition 3.






















λ with B compact and ‖Aλ‖ 6 1. Furthermore,
let (φi)i∈N be an orthonormal family of eigenvectors of the compact operator ∆ associated to










〈f, φi〉H φi −→
λ→0
f.
Hence by applying Lemma 1, we have the convergence in operator norm of ∆−1/2λ C∆
−1/2
λ to
∆−1/2C∆−1/2, hence in particular the convergence of the norms of the operators.
B.2 Introduction of the operator L
In all this section we focus on a distribution dµ of the form dµ(x) = e−V (x)dx.
Let us give first a characterization of the function that allows to recover the Poincaré constant,








2 . We call f∗ this function.





Let us define the operator ∀f ∈ H1(µ), Lf = −∆Lf + 〈∇V,∇f〉, which is the opposite of the
infinitesimal generator of the dynamics (3). We can verify that it is symmetric in L2(µ). Indeed





























The last equality being totally symmetric in f and g, we have the symmetry of the operator L:
〈Lf, g〉L2(µ) =
∫
〈∇f,∇g〉dµ = 〈f, Lg〉L2(µ) (for the self-adjointness we refer to [1]). Remark that
the same calculation shows that ∇∗ = −div +∇V ·, hence L = ∇∗ · ∇ = −∆L + 〈∇V,∇·〉, where
∇∗ is the adjoint of ∇ in L2(µ).
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Let us call π the orthogonal projector of L2(µ) on constant functions: πf : x ∈ Rd 7→
∫
fdµ.






Until the end of this part, to alleviate the notation we omit to mention that the scalar product is
the canonical one on L2(µ). In the same way, we also denote 1 = IL2(µ).
B.2.1 Case where dµ has infinite support





LV = +∞, the problem (8)
admits a minimizer in H1(µ) and every minimizer f is an eigenvector of L associated with the
eigenvalue P−1:
Lf = P−1f. (9)
To prove the existence of a minimizer in H1(µ), we need the following lemmas.
Lemma 2 (Criterion for compact embedding of H1(µ) in L2(µ)). The injection H1(µ) ↪→ L2(µ)
is compact if and only if the Schrödinger operator −∆L + 14 |∇V |
2 − 12∆
LV has compact resolvent.
Proof. See [15, Proposition 1.3] or [42, Lemma XIII.65].
Lemma 3 (A sufficient condition). If Φ ∈ C∞ and Φ(x)−→+∞ when |x| → ∞, the Schrödinger
operator −∆L + Φ on Rd has compact resolvent.
Proof. See [21, Section 3] or [42, Lemma XIII.67].
Now we can prove Proposition 4.











Let (fn)n>0 be a sequence of functions in H10 (µ) equipped with the natural H1-norm such that
(J(fn))n>0 converges to P−1. As the problem in invariant by rescaling of f , we can assume that
∀n > 0, ‖fn‖2L2(µ) = 1. Hence J(fn) = ‖∇fn‖
2
L2(µ) converges (to P
−1). In particular ‖∇fn‖2L2(µ)
is bounded in L2(µ), hence (fn)n>0 is bounded in H1(µ). Since by Lemma 2 and 3 we have a
compact injection of H1(µ) in L2(µ), it holds, upon extracting a subsequence, that there exists
f ∈ H1(µ) such that {
fn → f strongly in L2(µ)
fn ⇀ f weakly in H1(µ).
Thanks to the strong L2(µ) convergence, ‖f‖2 = lim
n∞
‖fn‖2 = 1. By the Cauchy-Schwarz inequality






Therefore, ‖∇f‖ 6 P−1/2 which implies that J(f) 6 P−1, and so J(f) = P−1. This shows that f
is a minimizer of J .
Let us next prove the PDE characterization of minimizers. A necessary condition on a minimizer
f∗ of the problem inff∈H1(µ){‖∇f‖L2(µ), ‖f‖2 = 1} is to satisfy the following Euler-Lagrange
equation: there exists β ∈ R such that:
Lf∗ + βf∗ = 0.
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Plugging this into (8), we have: P−1 = 〈Lf∗, f∗〉 = −β〈f∗, f∗〉 = −β‖f∗‖22 = −β. Finally, the
equation satisfied by f∗ is:
Lf = −∆Lf∗ + 〈∇V,∇f∗〉 = P−1f∗,
which concludes the proof.
B.2.2 Case where dµ has compact support
We suppose in this section that dµ has a compact support included in Ω. Without loss of generality
we can take a set Ω with a C∞ smooth boundary ∂Ω. In this case, without changing the result
of the variational problem, we can restrict ourselves to functions that vanish at the boundary,
namely the Sobolev space H1D(Rd, dµ) =
{
f ∈ H1(µ) s.t. f|∂Ω = 0
}
. Note that, as V is smooth,
H1(µ) ⊃ H1(Rd, dλ) the usual "flat" space equipped with dλ, the Lebesgue measure. Note also
that only in this section the domain of the operator L is H2 ∩H1D.
Proposition 5 (Properties of the minimizer in the compact support case). The problem (8) admits
a minimizer in H1D and every minimizer f satisfies the partial differential equation:
Lf = P−1f. (10)
Proof. The proof is exactly the same than the one of Proposition 4 since H1D can be compactly
injected in L2 without any additional assumption on V .
Let us take in this section H = Hd(Rd, dλ), which is the RKHS associated to the kernel
k(x, x′) = e−‖x−x
′‖. As f∗ satisfies (10), from regularity properties of elliptic PDEs, we infer that
f∗ is C∞(Ω). By the Whitney extension theorem [52], we can extend f∗ defined on Ω to a smooth
and compactly supported function in Ω′ ⊃ Ω of Rd. Hence f∗ ∈ C∞c (Rd) ⊂ H.
Proposition 6. Consider a minimizer f∗ of (8). Then









Lfdµ = 0, by
the fact that dµ is the stationary distribution of the dynamics.
For λ > 0,
















= P−1 + λ ‖f∗‖H
‖f∗‖2L2(µ)
,
which provides the result.
C Technical inequalities
C.1 Concentration inequalities
We first begin by recalling some concentration inequalities for sums of random vectors and operators.
Proposition 7 (Bernstein’s inequality for sums of random vectors). Let z1, . . . , zn be a sequence
of independent identically and distributed random elements of a separable Hilbert space H. Assume
that E‖z1‖ < +∞ and note µ = Ez1. Let σ, L > 0 such that,



















with probability at least 1− δ.
Proof. This is a restatement of Theorem 3.3.4 of [54].
Proposition 8 (Bernstein’s inequality for sums of random operators). Let H be a separable
Hilbert space and let X1, . . . , Xn be a sequence of independent and identically distributed self-adjoint
random operators on H. Assume that E(Xi) = 0 and that there exist T > 0 and S a positive
trace-class operator such that ‖Xi‖ 6 T almost surely and EX2i 4 S for any i ∈ {1, . . . , n}. Then,









with probability at least 1− δ and where β = log 2TrS‖S‖δ .
Proof. The theorem is a restatement of Theorem 7.3.1 of [50] generalized to the separable Hilbert
space case by means of the technique in Section 4 of [48].
C.2 Operator bounds
Lemma 4. Under assumptions (Ass. 2) and (Ass. 3), Σ, C and ∆ are trace-class operators.
Proof. We only prove the result for ∆, the proof for Σ and C being similar. Consider an orthonormal























Hence, ∆ is a trace-class operator.
The following quantities are useful for the estimates in this section:
N∞(λ) = sup
x∈supp(µ)
∥∥∥∆−1/2λ Kx∥∥∥2H , and F∞(λ) = supx∈supp(µ)
∥∥∥∆−1/2λ ∇Kx∥∥∥2H .
Note that under assumption (Ass. 3), N∞(λ) 6 Kλ and F∞(λ) 6
Kd
λ . Note also that under refined
assumptions on the spectrum of ∆, we could have a better dependence of the latter bounds with
respect to λ. Let us now state three useful lemmas to bound the norms of the operators that
appear during the proof of Proposition 2.
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Lemma 5. For any λ > 0 and any δ ∈ (0, 1],
∥∥∥∆−1/2λ (Ĉ − C)∆−1/2λ ∥∥∥ 6 4N∞(λ) log 2 TrΣPλµλδ3n +



















with probability at least 1− δ.
Proof of Lemma 5. We apply some concentration inequality to the operator ∆−1/2λ Ĉ∆
−1/2
λ whose
mean is exactly ∆−1/2λ C∆
−1/2
λ . The calculation is the following:∥∥∥∆−1/2λ (Ĉ − C)∆−1/2λ ∥∥∥ = ∥∥∥∆−1/2λ Ĉ∆−1/2λ −∆−1/2λ C∆−1/2λ ∥∥∥
6
∥∥∥∆−1/2λ Σ̂∆−1/2λ −∆−1/2λ Σ∆−1/2λ ∥∥∥
+

















∥∥∥(∆−1/2λ m̂)⊗ (∆−1/2λ m̂)− (∆−1/2λ m)⊗ (∆−1/2λ m)∥∥∥ .
We estimate the two terms separately.
Bound on the first term: we use Proposition 8. To do this, we bound for i ∈ J1, nK :∥∥∥(∆−1/2λ Kxi)⊗ (∆−1/2λ Kxi)−∆−1/2λ Σ∆−1/2λ ∥∥∥ 6 ∥∥∥∆−1/2λ Kxi∥∥∥2H + ∥∥∥∆−1/2λ Σ∆−1/2λ ∥∥∥
6 2N∞(λ),
























We conclude this first part of the proof by some estimation of the constant β = log 2 Tr(Σ∆
−1
λ )∥∥∥∆−1/2λ Σ∆−1/2λ ∥∥∥δ .
Using TrΣ∆−1λ 6 λ















4N∞(λ) log 2 TrΣPλµλδ
3n
+




Bound on the second term. Denote by v = ∆−1/2λ m and v̂ = ∆
−1/2
λ m̂. A simple calculation
leads to
‖v̂ ⊗ v̂ − v ⊗ v‖ 6 ‖v ⊗ (v̂ − v)‖+ ‖(v̂ − v)⊗ v‖+ ‖(v̂ − v)⊗ (v̂ − v)‖
6 2‖v‖‖v̂ − v‖+ ‖v̂ − v‖2.









i=1 Zi, with Zi = ∆
−1/2
λ (Kxi − m). Obviously for any i ∈ J1, nK, E(Zi) = 0, and
‖Zi‖ 6 ‖∆−1/2λ Kxi‖+ ‖∆
−1/2












∥∥∥∆−1/2λ Kxi∥∥∥2 − ∥∥∥∆−1/2λ m∥∥∥2
6 N∞(λ).

















hence, by applying Proposition 7 with L = 2
√
N∞(λ) and σ =
√
N∞(λ),





















Finally, as ‖v‖ 6
√
N∞(λ),



















This concludes the proof of Lemma 5.
Lemma 6. For any λ ∈ (0, ‖∆‖ ] and any δ ∈ (0, 1],
∥∥∥∆−1/2λ (∆̂−∆)∆−1/2λ ∥∥∥ 6 4F∞(λ) log 4 Tr∆λδ3n +
√
2 F∞(λ) log 4 Tr∆λδ
n
,
with probability at least 1− δ.
Proof of Lemma 6. As in the proof of Lemma 5, we want to apply some concentration inequality
to the operator ∆−1/2λ ∆̂∆
−1/2




λ . The proof is almost the
















In order to use Proposition 8, we bound for i ∈ J1, nK,∥∥∥(∆−1/2λ ∇Kxi)⊗ (∆−1/2λ ∇Kxi)−∆−1/2λ ∆∆−1/2λ ∥∥∥ 6 ∥∥∥∆−1/2λ ∇Kxi∥∥∥2H + ∥∥∥∆−1/2λ ∆∆−1/2λ ∥∥∥
6 2F∞(λ),
22




























. Since Tr(∆∆−1λ ) 6 λ
−1Tr∆ and for
λ 6 ‖∆‖,
∥∥∆−1λ ∆∥∥ > 1/2, it follow that β 6 log 4 Tr∆λδ . The conclusion then follows from (13).
Lemma 7 (Bounding operators). For any λ > 0, δ ∈ (0, 1), and n > 15F∞(λ) log 4 Tr∆λδ ,∥∥∥∆̂−1/2λ ∆1/2λ ∥∥∥2 6 2,
with probability at least 1− δ.
The proof of this result relies on the following lemma (see proof in [45, Proposition 8]).
Lemma 8. Let H be a separable Hilbert space, A and B two bounded self-adjoint positive linear
operators on H and λ > 0. Then∥∥∥(A+ λI)−1/2(B + λI)1/2∥∥∥ 6 (1− β)−1/2,
with β = λmax
(
(B + λI)−1/2(B −A)(B + λI)−1/2
)
< 1, where λmax(O) is the largest eigenvalue
of the self-adjoint operator O.
We can now write the proof of Lemma 7.
Proof of Lemma 7. Thanks to Lemma 8, we see that∥∥∥∆̂−1/2λ ∆1/2λ ∥∥∥2 6 (1− λmax (∆−1/2λ (∆̂−∆)∆−1/2λ ))−1 ,
and as
∥∥∥∆−1/2λ (∆̂−∆)∆−1/2λ ∥∥∥ < 1, we have:∥∥∥∆̂−1/2λ ∆1/2λ ∥∥∥2 6 (1− ∥∥∥∆−1/2λ (∆̂−∆)∆−1/2λ ∥∥∥)−1 .








∥∥∥∆̂−1/2λ ∆1/2λ ∥∥∥2 6 2 with probability 1 − δ. The condition on λ is
satisfied when n > 15F∞(λ) log 4 Tr∆λδ .
D Calculation of the bias in the Gaussian case
We can derive a rate of convergence when µ is a one-dimensional Gaussian. Hence, we consider the
one-dimensional distribution dµ as the normal distribution with mean zero and variance 1/(4a).
Let b > 0, we consider also the following approximation P−1κ = inf
f∈H
Eµ(f ′2) + κ‖f‖2H
varµ(f)
where H
is the RKHS associated with the Gaussian kernel exp(−b(x− y)2). Our goal is to study how Pκ
tends to P when κ tends to zero.
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Proposition 9 (Rate of convergence for the bias in the one-dimensional Gaussian case). If dµ
is a one-dimensional Gaussian of mean zero and variance 1/(4a) there exists A > 0 such that, if
λ 6 A, it holds
P−1 6 P−1λ 6 P
−1(1 +Bλ ln2(1/λ)), (14)
where A and B depend only on the constant a.
We will show it by considering a specific orthonormal basis of L2(µ), where all operators may
be expressed simply in closed form.
D.1 An orthonormal basis of L2(µ) and H
We begin by giving an explicit a basis of L2(µ) which is also a basis of H.














where Hi is the i-th Hermite polynomial, and c =
√
a2 + 2ab. Then,
• (fi)i>0 is an orthonormal basis of L2(µ);
















































using properties of Hermite polynomials. Considering the integral operator T : L2(µ) → L2(µ),

































































We consider u such that 11−u2 =
a+b+c

















































































This implies that (f̃i) is an orthonormal basis of H.
We can now rewrite our problem in this basis, which is the purpose of the following lemma:



















= α>(I − ηη>)α;








where η is the vector of coefficients of 1
L2(µ)
and M the matrix of coordinates of the derivative


















and η2k+1 = 0

























Proof. Covariance operator. Since (fi) is orthonormal for L2(µ), we only need to compute for
each i, ηi = Eµfi(x), as follows (and using properties of Hermite polynomials):






















































































i = ‖1‖2L2(µ) = 1, which can indeed be checked —the shrewd reader
will recognize the entire series development of (1− z2)−1/2.











for i > 0, while for i = 0, f ′0 =
a−c√
c
f1. Thus, if M is the matrix of coordinates of the derivative
operator in the basis (fi), we have Mi+1,i = a−c√c
√
i+ 1 and Mi−1,i = a+c√c
√
i. This leads to
〈f ′i , f ′j〉L2(µ) = (M>M)ij .
We have











2i(a2 + c2) + (a− c)2
)
for i > 0,









for i > 0.
Note that we have Mη = 0 as these are the coordinates of the derivative of the constant function
(this can be checked directly by computing (Mη)2k+1 = M2k+1,2kη2k +M2k+1,2k+2η2k+2).
D.2 Unregularized solution




,. The following lemma characterizes the optimal
solution completely.
Lemma 10 (Optimal solution for one dimensional Gaussian). We know that the solution of the
Poincaré problem is P−1 = 4a which is attained for f∗(x) = x. The decomposition of f∗ is the basis
(fi)i is given by f∗ =
∑
i>0















Proof. We thus need to compute:










































































































































































































































Note that we have:
µ>ν = 〈1, f∗〉L2(µ) = 0




The first equality if obvious from the odd/even sparsity patterns. The third one can be checked
directly. The second one can probably be checked by another shrewd entire series development.
If we had ν>Diag(λ)−1ν finite, then we would have
P−1 6 P−1κ 6 P−1
(
1 + κ · ν>Diag(λ)−1ν
)
,
which would very nice and simple. Unfortunately, this is not true (see below).
D.2.1 Some further properties for ν
We have: c−ac+a =
b


































Consequently, ν>Diag(λ)−1ν = +∞.











We are going to consider a truncated version α, of ν, with only the first 2m+ 1 elements. That is
αk = νk for k 6 2m+ 1 and 0 otherwise.









6c}, we have the following:
(i)
∣∣‖α‖2 − 14a ∣∣ 6 Lmu2m
(ii) α>η = 0
(iii)
∣∣α>M>Mα− 1∣∣ 6 Lm2u2m
(iv) α>Diag(λ)−1α 6 Lm3/2,
where L depends only on a, b, c.
Proof. We show successively the four estimations.
(i) Let us calculate ‖α‖2. We have: ‖α‖2 − 14a = ‖α‖










































































Hence finally: ∣∣∣∣‖α‖2 − 14a
∣∣∣∣ 6 4A2eπ ln(1/u)mu2m.
28
(ii) is straightforward because of the odd/even sparsity of ν and η.
(iii) Let us calculate ‖Mα‖2. We have:
















































(2k + 2)(2k + 3)u2k+1.
Let us call the two terms um and vm respectively. For the first term, when m > max{− 34 lnu ,
1
6c}





































































































































































































We can now state the principal result of this section:
Proposition 11 (Rate of convergence for the bias). If κ 6 min{a2, 1/5, u1/(3c)} and such that
ln(1/κ)κ 6 ln(1/u)2aL , then

















With the estimates of Lemma 11, we have for mu2m < 14aL :
P−1κ 6
1 + Lm2u2m + κLm3/2
1
4a − Lmu2m
6 P−1(1 + Lm2u2m + κLm3/2).
Let us take m = ln(1/κ)2 ln(1/u) .Then














as soon as κ 6 a2. Note also that the condition mu2m < 14aL can be rewritten in terms of m as
κ ln(1/κ) < ln(1/u)2aL . The other conditions of Lemma 11 are κ 6 e
−3/2 ∼ 0.22 and κ 6 u1/(3c)
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D.4 Facts about Hermite polynomials








Recurrence relations. We have:
H ′i(x) = 2iHi−1(x),
and
Hi+1(x) = 2xHi(x)− 2iHi−1(x).







































































































































































































Thus, when u tends to 1, as a function of x, this tends to a Dirac at y times ey
2
.
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