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SUMÂRIO 
Este trabalho tem por finalidade apresentar método-s-
para resolver sistemas consistentes e inconsistentes de equaçoes 
lineares. 
CAPÍTULO I : Urna variação no ·método de Gauss, com uma estratégia 
diferente na escolha dos pivôs. 
CAP1TULO II: Minimização de resíduo no senso da norma L
00 
, usan~ 
-do programaçao linear. 
CAP!TULOIII: Algoritmos para determinar uma solução de norma mini 
ma L
00 
de sistemas consistentes de equações lineares. 
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Notações e Definições 
1. i= l, .•• ;n}. 
2·. x = (x1 ) nxl : um vetor· coluna com n componentes .. 
3. x' : o transposto do ve~or· x. 
4. matriz de ordem mxn- .. 
S. A' a transposta da matriz- A. 
,-
6 o L (x) = llx 11®= ® rnax { I x1 J , ••• , I X 0 I } para X E R0 • 
7. L1 (x) = llx 11 1 = lx1 1 + lx2 1 + ••• + lxnl para n xER. 
8. .en 1 : 
9 o .en : ® 
10. Para 
(sgn (xlrj 
o espaço JRn 
o espaço JRn 
= 
n X E R , 
sgn (xj) = 
munido da norma L1. 
munido da norma L®. 
onde 
1 se xj > o 
o se xj = a 




11. Problema padrão de programaçao linear : 
rilin c'x 
(problema primal) 
12. Problema dual do Problema em (~1) 
max y'b 
13. Urna matriz A = (aij}mxn com m < n(m > n) satisfaz a condL 










<-==> se e somente se 
$ conjunto vazio 
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CAPÍTULO 1 
"UMA VARIAÇÃO NA ELIIUNAÇÃO DE GAUSS" 
Dado um sistema nxn. de equaçoes lineares 
Ax==b, 
determinar a solução deste sistema é. achar x 1 , x 2 , ... , xn E IR tais 
que x1 a 1 + x 2a 4 + •.. xnan = b. onde aj é j-ésirna coluna da matriz 
A, e xj é a j-ésirna componente da solução Xa 
O algoritmo res~~ve sistemas lineares usando·estraté-
gias de pivotamento, de maneira a tornar a norma L 
= 
do res.fduo 
r = b - Ax menor que e: > O dado. 
Desenvolvimento: 
O algoritmo proposto é baseado no método de eliminação 
de Gauss, com uma nova escolha dos pivôs. 
Requer uma matriz A= (a .. ) , um vetor l.J nxn 
b = [b1 , ••• ,brt1' e um número e:> O. 
Dado o sistema Ax = b. Para uma solução inicial 
x(o) = (O, O ... 0) teremos o resíduo r(o) = b- Ax{o) 
Seja L = 1. Tome a componente de r(o) de maior valor 
absoluto. Nesta linha, torne o maior elemento em valor absoluto da 
4 
matriz A. Esse elemento escolhido será o pivô determinado. 
Trocas de linhas e colunas são efetuadas de maneira 
que a linha escolhida seja trocada com a·L-ésima linha, e. o pivô 
ocupe a (L, L) ésima posição. 
Aplica-se o método de eliminação de Gauss~ e obteremos 
x(L) = (xiL), O ••• O) colocando .os parâmetros que.não são escolhi-
dos iguais a zero,· e o parâmet-ro res~ante por substituições na L-
ésima linha da .matriz A. 
Para esta solução, teremos o residuo r (L)= b- A(PLx~L}) 
onde PL é a matriz de permutação que se· refere as trocas de colu-
nas para a determinação da solução- (L) X • - - ' 
Faça L = L + 1 e novamente uma epcolha é feita no re 
s!duo atual, e um novo pivô é determinado. Procede-se como anterior 
mente. 
Para L = k, obteremos 
e o resíduo correspondente r(k) = b 
(k) 
.. ·"k ,O ••• O) 
A solução x(k) como antes é obtida pela substituição 
nas primeiras k equações do atual sistema obtido,e que se :satisfa-
zer a desigualdade llb- APkx(k) li.,., < E, teremos uma solução aproxima 
da para o sistema dado. 
Normalmente x(k) tem k Componentes diferentes de 
zero, aquelas componentes que irão satisfazer k equa.ções do sistema 
original (com negligência de erros de arredondamento) 
Para a solução xto}= (0, O ·~· 0) temos um res!rluo cor 
5 
:responden te 
x(l) ."= <~il), O, O ... 0). o resíduo correspodente sera .. -r.Cl} ::s 
= (O' b (1) 2 ' 
(1) 
• • • ' bn ) • GEmeralizando, depois do k-ésirno passo. d~--
eliminação. de Gauss, para .k = O, ... ~n-1 teremos a solução aproXi~· · 
·mada (k) (k) x 2 • • • xn· , O • • • O) e o correspondent~ - re--
si duo r. (k·)= (0 O b(k) b(k)) t 1 e , . . . , k+l, ... , n _ a qu r(k) = b -A(Pk>\(k)). 
'(k) . 
As componentes de . r di~erentes de _zero, ocorrem de 
pois do k-êsimo passo; e podem ser analisad_as apenas olhando o atu-
al vetor b mas n-k equações~ 
Devido trocas de linhas durante·o processo, é neces~ 
sário guardar a ordem dessas_ trocas, para posterior substituição da 
solução aproximada x(k) k = l, ... ,n-1, e-obtenção dos respect~-
vos resíduos, antes da n-ésima iteração de Gauss. 
Caso executarmos o algoritmo em n-1 passos teremos a 
solução exata do sistema dado (a menos de erros de arredondamento). 
ALGORiTMO 
Seja um sistema nxn de equaçoes lineares AX = b 
x, + 
• 




19 Passo: Tome x(o) ; (O, O .•• O) , E> O e k; 1 
29 Passo: Selecionar de'ntre as Últimas n-k+l equaçoes, a maior com-
po~ente do vetor bk em valor absoluto; onde bk sao veto-
res modificados pelas trocas de linhas e operaçoes de pi-
votarnentO. 
39 Passo: Selecionar nesta equação dentre os n-k+l coeficientes, o · 
de maior valor absoluto, que será escolhidO como piv~. 
49 Passo: Determinado k ésirno pivô, ex~cuta-se a eliminação de Gauss. 
59 Passo: Se llb -APkx(k) lloo < E, então x(k) é a solução aproximada. 
Caso· contrário faça. -k = k+l ·e va ·para o passo 2 .• 
ANJiLISE DO ALGOR!TMO 
1. O algoritmo apresentado é usado quando os resíduos podem tornar-
se pequenos, resolvendo o sistema para k parâmetros e fazendo os 
demais .-zero • 
2. A cada passo, quando tomam~s o maior resíduo atual, este é fór-
çado a tornar-se zero~ 
3. A escolha dos pivôs como maior elemento em cada linha dá ao algo 





i) Aplicando o algoritmo apresentado teremos: 
16xj + 4x2 + x1 = 209 
3/4 x 2 + 15/15 x1 = 1215/16 (2) 
-5/4 x~ - 9/16 x1 = -2009/16 
-5/4 x 2 - 9/16 x1 = -2009/16 (3) 
3/5 x1 = 3/5 
Resolvendo (3) por substituição, teremos a solução exata 
X =-12 3 
7 
3) mostra também uma solução aproximada 
(2) 
X = (o' (2) x2 , que corresponde ao resíduo 
8 
r(Z) = (3/5, O, O) I colocando xr = o,_ substituindo nas duas 
primeiras .equaçoes (2) 2009 . X =(O,~J 241)' 20 . 
ii) Aplicando o método de eliminação-de Gauss ao sistema (1) teremos: 
(2) (2) (2) 
x = (x1 , x 2 , 0) que corresponde ao resíduo 
colocando X = 0 3 teremos 
(2) 
X =(49,40,0)' e 
o correspondente resíduo será r( 2 ) = (O, O, -48)' 
iii) Aplicando ao sistema (1) o método de Gauss com pivotamento par-
cial. 
Trocas de linhas e colunas sao efetuadas. 
9 
x1 + ~2 + x3 = 89 
4x2 + 2yx3 = 112 
-3x = 36 3 
Desde que a 2e e 3~ equaçao foram trocadas, colocando x 3 = O, tere 
.mos 
(2) 
X = (61, 28, O) e· o respectivo reslduo 
r(z)· = (0, 36, O) = b- Ax( 2 ) • 
Podemos .observar que nos casos ii) e iii) em nénhum d~ 
les depende do resíduo. Ao contrário o algoritmo' apresentado ' .ilém 
de determinar urna solução aproximada, obtemos um· resíduo bem menor 
comparado nos outros dois casos citados acima, a cada passo. 
Note que o sistema dado no exemplo acima, pode ser ob-
tido quando a função { (1,89), (4,209), (5,201)} é interpolada pela 
2 função f(t) = x1 + x2t + x 3t • 
Para os casos: 
i) obtivemos 
2009 
= 20 t -
2009 
= (0, ~, 
241 t" 
20 
- 241) ' lO 
ii) obtivemos x( 2 ) = (49, 40, 0) 1 ou 
f2 (t) = 49 + 40 t 
ou 
10 
iii} obtivemos (2) X = (61, 28, O) ou 
e f(t) = 1 + 100t- 12 t 2 a função interpoladora. 
gg 
Observamos_ que _o gráfico de f e f 1 quase coincidem no intervalo 
[ 1' 5] • 
Análise de erro a 
O métOdo. de eliritinação de Gauss com pi vot.amento 




. onde P é- uma matriz de permutação especificando .trocas -de linhas; 
L é' uma matriz triangular inférior com.l na diago~al formada pelos 
multiplicadores ,com ).t1 jl _:: 1 para i> j e a matriz Ué triangu-
lar superior, resultante no (n-1)-éSimo passo de Gauss com pivota-
menta parcial. 
onde 
No algoritmo apresentado, ternos: 
(k) 








= aij [~~-1) l (k-1) akk (k-1) aik = (k-1) aij 




k = l, n-1 
é o maior elemento em módulo na k-ésima linha da matriz A(k-l) • 
logo (2) 
lZ 
De (1) e (2) temos: 
Seja 
então: 
< 1· <k-1 l I + I <k-ll I 
aij aik 
tal que 
a = rnax 
i,j,k 
max la.<~l I 
. . . ~] 
1,] 
< a • 
.a 
. <kl I laij < n-1 2 ( 3) 
~ogo, o lirníte (3) obtido para nosso algoritmo é exatamente o mesmo· 
para elim~nação de Gauss ·com ·pivotamento parcial,. (Ref. 6-) ... 
o algoritmo apresentado resulta na fatorização 
QAP=LU (4) 
onde Q e P sao matrizes de permuta~ão especificando trocas de 
linhas e colunas respectivamente; L é uma matriz triangular inferiDr 
com 1 na diagonal formada pelos multiplicadores e a matriz Ô é tri-
angular superior resultante no (n-1)-êsimo passo da eliminação de 
Gauss. 
líi .. l > líi1']'1 11 -
linha. 
Não temos que i11 ji < l para i> j, mas temos que 
(i< j), pois ULL é o maior ele~ento na i-êsima 
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Tomando a transposta em (4) temos: 
(QAP) ' = (LU) ' .ou 
P'A'Q' = Ô'·L· (5) 
Podemos escrever Ô' por 
1 o o o ull o. ·". o 
-un . 
1 o -
üll ., o u\22 . ' 
' . \ .. U'= ' 
' 
= I 
1 o \ o 
.• 
unl - I un n-1 1 o I • ~ 
ull un-1 n-1 o o u 
nn 
= L • E 
-u. 
onde .e .. = ~j i > j ~J 
-
ui i 
= o i < j 
Seja U = E • E• 
' 
então temos de (S): 
• 
14 
P'A'Q' = L(Ei.') 
P'A'Q' =L • U 
onde L é urna matriz triangular inferior com j.t .. I < 1· i > j_ e U 
~J. 
e urna matriz triangular superior: 
Logo, o algoritmo apresentado é equivalente ao método 
de eliminação de Gauss com pivotamento parcial. 
Comentários: 
1. A escolha das linhas no passo 2, pode ser alterada se norrnali 
zar.mos a matriz A. 
Considerando o exemplÇl_ dado, notamos que normalizail.do a ma-
triz do sistema, temos: 
O maior resíduo será dado pela primeira equaçao, enquanto que ante-
riormente o maior resíduo era dado pela segunda equação. 
2. A idéia do algoritmo é forçar o maior resíduo em módulo tor-
nar-se zero, porem nada é garantido que os resíduos decresçam 
a cada passo. _ 
15 
Considere o exemplo; 
lx1 + 0,5~2 = 10 
.lx1 + 0,2x2 ·= -3 







11 Minimização de resíduos por programação linear 11 
INTRODUÇÃO: 
Dado um sistema de equaçao lineares mxn 
Ax = b ( 1) 
e b"um vetor mxl, a norma.infinita do resíduo 
r = b - Ax sera rninimizada. Apresentaremos um procedi.mimto _ c:Iue: tran.ê. 
·forma o problema miil )) b-Àx ll.co num problema padFão de programaçao 
linear. 
O método simplex será aplicado a este problema, e de-






j=l, ••• ,n. 
Seja Ax = b um sistema de equaçoes lineares 
e 
onde 
Determinaremos x 0 tal que 11 b-Ax0 li 
00 
< 11 b-Ax li 00 qua]o 
quer que seja x E Rn 
definir: 
Para efeito de tornar as variáveis positivas, 











a .. x. 
~]" J 













O problema é minimizar rnax lr1 1 
i=l,m 












E aij "· + w > - bi j=l J
n+l 
E aij a. + w > bi j=l J 
i = 1,2, ... ,m 
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Portanto, o problema se- r~sume em: 
min w = min (max I ri I l (2) 
i=l,m 
sujeito a 2m restriç5es 
n+l 
E aij a. + w > -b j=1 J i 
n+1 
+ E a .. a. + w > bi i = 1 ,rn 
j=~ ~J J I ' I. 
Colocando o problema ( 2) na forma matricial temos; 
Seja A = (A, a. +1) J. ,n . 
onde A = (aij} mxn e a. = (al n+l'"""'am n+l)'-~ n+l 












Aa + ew > -b 
-sujeito a Aa + ew > b 








A :1 • 
a>O w > O 
Na prática tomaremos o dual do problema (3) notando que de 2m res-
trições, passaremos a n+2 restrições. 
O dual do problema (3) 
max (-b'b') 
o 
- A' A' 
sujeito (t) < o 





-Â't + Â's < o 
sujei to e't + e's < L (4) 
s.>O t >O 
~- i-
Acrescentando as variáveis de folga no problema (4),te. 
remos o problema padrão de programação linear. 
Aplica-se o método simplex ao problema (4) onde o 
maiOr valor da função objetiva no dual, corresponde ao mínimo valor 
da função objetiva no primal~ 
APLICAÇÃO 
Podemos aplicar nosso procedimento de rninimização resi 
dual para a teoria de aproximação de funções. 
Seja f(y) uma função real definida no conjunto 
Y = {y1 , ... ,ym}. Dado um conjunto de n funções reais c!J: (y), o pro-
blema é determinar uma combinação linear destas funções dadas que 
melhor se aproxime à função f nos pontos yi i= l, •.• ,m no sen 
so da norma Lo:o. 
Seja 
n 
F(x,y) - E xJ. c!J.(y), 
j=l 
onde 
-.. , . 
x = (xf' -x 2.' •• ·.• xn) , a funç:ão aproximação .. _ 
Portanto, determinaremos· .x0 = (x.) J .. j =- 1, .... ,.n tal que, 
max IF(x0 ,y) - f(y) I 
y Ey 
Definindo.· 
bi. = f(yi.) 
aij = ctj (y i.) 
o problema -e então determinar 
O sistema a ser resolvido: 
< max IF(x,y) - f(y) I 
yEY 
i. = 1, 
i =· 1, 











Determine a melhor aproximação no senso da norma· L~ da 
função· f, tal que 
f(O) = 1.52~ , f(l) = 1.025, f(1) = 0.475, cf(3) = 0.010, 
f(4);--0.475, f(S)=-1.005;. pela funçãO< 






























l: ct. (y) j=l J • 
~ J-
2 
z a. c!. (y) 











l: ctj (y) 
j=l 
Então, teremos: 23 
1 o -1 1.52à 













o problema- e~ 
. maX: (-b'b') c!J 
-Â' Ã·J [:] [: J e,· . < e' 
ti. > o e S. > o -l. 
-
Então:: 
max (-1.520 ••. -1.005+1.520 ..• H.OOS) 
• 
sujeito 
-1 -1 -1 -1 -1 -1 1 1 
o -1 -2 -3 -4 -5 o 1 
1 2 3 4 5 6 -1 -2 
1 1 1 1 1 1 1 1 
1 1 1 
2 3 4 
-3 -4 -5 















Colocando as variáveis de -folga, depois de aplicar o método simpl-ex, 




f- F 0.020 
como 2.000 
a2 0.000 




2.000 - 0.500 (l+y) 
= 1.500 - 0.5~0 y 
3 4 5 
0.000 -0.500 -1.000 
0.010 0.025 -0.005 
e j = l,n 
ternos: 
xl = "1 - "3 = 2.000 -
xz = "2 - "3 = 0.000 -
logo: 









11 $0LUÇÃO DE NORMA MfNIMA DE UM SISTEMA CONSISTENTE 
DE EQUAÇÕES LINEARES;, 
26 
19 Algoritmo finito para soluÇão de nor.ma L
00 
mínima de um sistema con-
sistente de equaçoes lineares 
INTRODUÇÃO: 
Dado um sistema .consistente de equa·ções lineares 
Ax = b ( 1) 
Desde que o posto (A) = m e rn < n, segue que o sistema de equa-
ções (1) tem infinitas soluções. 
Seja S = {x tal que Ax = b}. O propósito do algorítimo 
é determinar min llxiL, tal que x E S; ou seja determinar a so-
lução do sistema (1) que tenha a maior componente em valor absolu-
to o menor possível. Para o desenvolvimento do algoritmo é necessá 
rio considerar que a matriz A satisfaça a condição de Haar. 
Desenvolvimento: 
DEFINIÇÃO: 
LEMA 1: Se 









= llw11 1 ' li z 11 00 







sao alinhados com W, . ondé a> O .e la. I·< a. 
. ~ 
TEOREMA 1. Dado um sistema cOnsistente Ax = b 
onde A = (Aij)mxn então: 
min li xlloo= max b'u 
Ax = b IIA'u 11 1 < l 
e "x" ótimo e sao alinhados. 





TEOREMA 2. Dada uma matriz A = (aij) m~n com po~to (A) =- m e b-
um· vetor mxl, então e~iste um vetor u 0 mxl. tal que-· 
b'U0 = rnax b'u = m~b'u 
e pelo meno_s m-1 das componentes de A'U0 sao zeros;- isto-é 
-onde é a i-ésima coluna da matriz A. Além disso, o conjuntO 
{a. ,~ •• ,a. } e linearmente independente_ 
11 1m-l 
PROVA: Assumimos que existe um vetor ótimo u 0 tal que q cOlll-
ponentes de • o -A u sao zeros, onde O < q < m-1, isto é, 
com e < n • 
O vetor ótimo deve satisfazer 
!IA'u0 !1 1 = l, pois b'u é uma função linear e !IA'u 11 1 < l 




IIA'u0 1f 1 ~ cr'A'u0 ~ 1 ( 2) 
Vamos perturbar o vetor u 0 da segufnte fo:rma 
u
0 
+ ~u tal que . ~, 
sgn[A' (u0 + 6u)] ~ sg" [A'u0 ] ~ cr ( 3) 
Esta perturbação implica que A' (u0 +Lm) tem o mesmo si 
nal das componentes de A'u0 •. 
Desde que o máximo ·do. probleiQa duai ocorre para u ·tal 
que -IIA'u 11 1 = 1, a perturbaçã~ no vetor u0 · seria construída por: 
Entretanto, por (2), teremos que 
a'A'h.u =O (4) 
Isto e, o vetor perturbação h.u deve ser ortogonal ao vetor Ao. 
Vamos mostrar que é possível escolher a perturbação 
6u ~O que satisfaça (3) e (4) • 
• 
30 
Seja M = {o conjunto de vetores ortogonais aos vetores 
a. , ...... ,a. , Acr-}- 6-
~1 l..q 
Claramente, ~1. é um subespaço do Rm com dim (M) > m -
- {q+l) = m-q-1. A dimensão de M seria m-q-1 somente se os· veto~ 
res {a. , •.. ,a. , Aa} fossem linearmente independentes-
l.l ].q 
Tomando-se o veto'r liu eM~ (4} é satisfeita imediata-
rnent~. Para stisfaze:ç ( 3) , observamos que_ se 
para i =f ij ·1 < j .::_ q ,.. 
então selecionando Llu EM, tal que lfA'.ó.u\loo-. < á (3) é satisfeita..-
Com o vetor liu · selecionado vem_ 
como u0 resolve o problema dual, então b'Liu = O .. 
Assim 
Seja .-o o ... u = u +r:llu onde E e um escalar ... 
Variando E (positiva ou negativamente), pelo menos uma 
, o - ... componente original de A u nao zero e conduzida a zero em pri.-
meiro lugar: desde que posto (A) =me dLm(M) ~ m-q-1 > O .. 
Com esta perturbação do vetor u0 , o valor Ótimo é man 
' o - f d tido, enquanto que uma componente adicional de A u e orça a a 
ser zero. 
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Urna_perturbação à •O u , análoga à o u , conduz outra com 
po~ente nao zero de A'll 0 a ser zero, enquanto mantém-se p valor ó 
time._ 
Continuando este p~ocesso, até que dim(M) 
dada situação 
·. 
= O, se numa.. 
ili = {conj un"j::.o dos ·vetores ortogonais aos vetores. · 
a.' ,._ •• ,a. , Aa} 
11 1 
N 
e dirn (M)- = O, então existe pelo menos rn-1 vetores linearmente in--
dependentes nO conjunto {a1 , ... ;a. }. 1 1 N 
o objetivO do algoritmo é resolver o seguinte problema-
min llx 11 
~ 
Ax = b 
Pelo T. 1 ternos que: 
min llxll~= max b'u 
Ax = b 
Pelo T. 2 r-ternos que: 
b'u0 = max b'u = max b'u 
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Então, podemos concluir que o problema inicial dado é 
resolvido, desde que determinemos um vetq'r "u0 " no problema d~. t 
i .. é.: 
min lfx 11 = b'u0 
00 .· 
Ax = b 
tal que a'u0 =O i para i = 1,_ .•• _,m-1 conforme T .. 2 .. 
Usaremos o fato de que a solução do problema dual é or 
togonal a m~l colunas linearmente independentes da matriz A- . 
·que: 
Vamos gerar um conjunto de vetores U = {u1 , ••• ,~}taL 
a) cada vetor gerado é ortogonal a m-1 colunas· (.de A 
linearmente independentes ... -
b) cada vetor geradO satisfaz a condição IIA'u ![ 1 = 1 
como requer o T-. 2; e N é lirni tado por ( nl) 
rn-
Como este limite superior ~ode ser excessivamente grande, o número 
de soluções factíveis.N pode ser grande, havendo então a necessida-
de de um procedimento algorftmico. 
A solução do problema dual é deter.minar u EU tal que;· 
Usaremos a condição de alinhamento entre A'u0 e x para deteDmi-
nar a solução Ótima x, conforme T.l . 
• 
Pelo Lema 1, a solução desejada é do~tipo x =(x.) onde 
. .. 
a i 
se {A'u0 ] i ;1- O 
se [A'u0 ] 1 =O 
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_O algorí tmo escolhe inicialmente u E U, ortogonal . a 
m-;L colunas linearmente independentes -de_ -A-~ e que. satiSfaZ; 
IIA'u 11 1 = 1. 
A matriZ A serã, particionada em duas sub-matrizes F e 
G onde F = (f ) · e posto (F) ~ m-1; que corresponde- as 
' ij mx{~-1) 
colunas da matriz A que são ortogonais ã atual solução factíveL. 
A matriz G - (q ) corresponde às colunas res 
- ij·mx(n-m+l) 
tantes da matriz A. 
Podemos escrever o sistema de equaçoes original da se-
guinte forma: 
,, 
'- [-:;-] F onde e X e um vetor (m-1) x1 
G 
- vetor (n-m+l) •l enquanto que X e um • 
o algoritmo será baseado na idéia de troca de uma co~u 
na da matriz F, com urna coluna da matriz G, formando novas matri-
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zes F e G • Es_ta troca é feita ~ ma~eira que. 11 b 'u" sempre au..-· 
mente em cada i te ração. :Como o número de partição de uma matriz é 
• 
·finito, ~., .. é f nl· )_, segue que m- . a solução do problema dual converge_.· 
num número finito de iterações. 
Usaremos o f a to de que.: 
LEMA 2'. a) se li xF Hoo _:::. b 'u, então A' u e x sao alinhados 
b) se llxFIIoo > b'u, então A'u e x nao f?aO alinhados~ 
PROVA: 
a) Por definição A' u e x sao al.inhados se:-
(A'u) 'x ~ IIA'u 11 1 llxlf~ (S) 
Temos que X= [-~~-] e xG = (b'u) sgn (G'u) e IIA'u 11 1 = 1 
Por outro lado: 
llxGIIoo ~ IICb'u) sgn (G'u>lloo = lb'u 111 sgn (G'u) 11~ 
[.F'u] li A'u li =li --- 11 
1 G'u 1 
= 11 [-~_111 G';l l = IIG'u 11 1 = 1 
.logo 
[G ' ] +O • sgn (G'u),= ±l ~ ui r ~ llsgn (G'u) llro= 1 
. F 
Por hipótese O _:: li x I L., 21?' u, portanto b 'u > ·O 
Então: 
G . . 
11 x 11 = b 'u ~ 
Como llxFIIoo <b'u segue que: 
li x li, = ui-~:J li~ = max l X 
Provando a igualdade (5) vem: 
= b'u 
(A'u)'x. = (u'A)x = u' (Ax) = b''u = IIA'u 11 1 llxll~ 
logo: 
J! xF li co _:: b' u, então A' u e x sao alinhados. 
(c.q.d) 
b) se 11 xF li co > b 1 u, então A' u e x não são alinhados 
PROVA: 
(A'u)'x = IIA'ull 1 llxll ~ 
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36 
i i) _{A~_u)! x = ( u' A) x = u' {Ax) = b 'u 
> 
logo: a condição de alinhamento nao e satisfeita. 
(c.q.d) 
LEMA 3. Seja U o conjunpo de vetores soluções factíveis~ 
se numa dada iter~ção "x" e A' u são alinhados, então x e. 
solução ótima,_ onde u E o;._ 
PROVA: 
Desde que x e A' u sao alinhados,. temos:-
a) llxll== llxll= IIA'uii 1 = (A'u,x) = (u' ,Ax) = b'u 
Suponhamos que "u" nao é a melhor solução factivel para a maximiza-
ção da função "b'u''"-.. 
vamos perturbar "u" até obter vetor ótimo u0 ~ 
u
0 
= (u + ~) E U 
Desde que u0 e Ótimo, temos que:: 
b'u < b'u0 = b' (u+ld = b'u + b't. 




Como u 0 e ótimo segue que A'u0 e x 0 sao alinhados, então; 
= (u0 ,b) = b'u0 = b'u + b'â-
De a) e·· b) teremos: 
Como b'n > O segue que 
·Absurdo, contra hipótese de o X ser ótimo.- Logo nao existe a per-
tuTba~~o n, e x é a solução de norma Lw mfnima_ 
"ALGOR!TMO''" 
19 Passo: Selecione um conjunto de m-1 colunas linearmente indepen-
dentes de ~' e forme matrizes F e G-
29 Passo: Determine um vetor mxl, "v" diferente de zero tal que 
F'v = O 
39 Passo: Gerar a partir do vetor v uma solução factivel 
• 
38 
49 Passo: Calcule ~'u 
59. Pas·so:·calcul·e xG =· -_(b'u) sgn [G'l.il·]..-
e,! tal que E xF ~ b- (b'u) G sgn [_G'u] 
69 Passo: Verifique a Condição de alinhamento entre_ A'u e x~ 
a) se 11 XF I/ 00 ..::_b 'u, então A'u ex sao alinhados r e. 
r~~~-J - solução Ótima.-X ~ e a 
b) se llxFII~ > b'u, então A'u e X na o sao alinhados, segue-
para o passo seguinte~ 
79 Passo: Seleci_one ''p" tal que 1/xFIIoo = lxF (F) I 
' 
. 
(a p-ésima coluna de F vai ser trocada com a q-ésima colu 
na de G a ser determinada) 
39 Passo: Para determinar a coluna de G que v~i ser trocada, resol-
veremos o seguinte sistema-
{
F 'õ ~ (sgn 
u' ó = O 
onde ô é um vetor direção mxl, e um vetor (m-l)xl tal q~: 
(ep) i = { ~ :1. = p i= l, ••. ,m-1 i ,. p 
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99 Passo: Calcule onde 
1 -[G'ô]i i l, .... ,n-m+~ = = 




a maior dessas frações;. 
109 Passo: Troque a p-ésima coluna -de F, com a q-ésima coluna de 
G, e forme novas matrizes F e G~ 
(O posto (F) = m-1, desde que A sati-sfaz a ·condição de 
·119 Passo-:. A solpção faCtível nesta iteração 
sgn(e ) 
129 Passo: Vá para o passo 49. 
Demonstrações das propriedades usadas no algoritmo 
L a) ( sgn(b'v))v -u = e ortogonal a m-1 colunas linearmente in 
IIG'v 11 1 
dependentes de F. 
b) JIA'u 111 - 1 
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PRO~ 
a) o vetor·v é ortogonal às colunas linearmente independentes 
·F =:o a. v também é __ ortogonal; onde-
b) 
a = ( sgn(b 'v)) 
IIG'v 11 :r 
tF'] = 11 -:--:- u ·G'· [ E'u J 111 = 11 --'-- li G' 1 = IIL-~lll1 ·L G'u-J 
jjG' 
u. 
sgn(b'v) v 11 
liG'v 11 1 1 
= I sgn (b 'v) I • 1 = 1 
= 
-. 
2. Os vetores xF e xG tomados no passo 5 satisfaz as equaçoes; 
PROVA: Seja f 1 ,f2 , ••• ,fm-l colunas linearmente independentesda ma-
tri.z 1! .. 
Desde que posto (F) = m-1 e F'u = O, segue que o conjunto-
{f1, ••• ,fm-l' u} forma uma base do Rm e fk_u =O para 
k = 1, ...... ,m-1..-
Seja xG = (b'u) sgn(G'u) .. Substituindo na relação Ax = b on 
de A = [F t G] e• x = [::-J temos : 
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F . F x .=b-(b'u) G sgn[G'u)-
Por outro lado como li A' u 11 1 = li [-;~~ u 11 1 = li G' u 11 1 = 1 
u'[b-(b'u) G sgn(G'u)] = u'b- (b'u) (u'G sgn (G'u))' 
= b'u ~ (b',u) (sgn (G'u))' Gru. 
n 
= b'u- (b 'u) l: I<G'u> 1 1 = i=1 
= b'u - (b 'u) IIG'u 11 1 = 
= b'u- (b'u) IIA'u 11 = o . 1 
logo o vetor mxl[b - (b'u) G sgn (G'u)] é ortogonal ao vetor mxi ~ 
o vetor ué ortogonal as colunas f1 ,.~.,fm-l de F: e 
como o vetor [b-(b'u) G sgn(G'u}] é também ortogonal ao vetor u, se 
gue que o vetor [ b- (b' u) G sgn (G' u) 1 se escreve caro cunb.inação llnear das 
colunas f 1 , ... ,frn-l da matriz F-. Então podemos escrever 
xF = (F'F)-1 F' (b-(b'u) G sgn(G'u)) 
Logo o sistema é consistente, e a solução x [-:;-] é única. 
(c.q.d) 
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3. Construção do vetor direção ó • 
Se o vetor u nao é a solução ótima, vamos perturb~-lo. 
de maneira que a função objetiva cresça~ 
Sejam ó um vetor mxl, e v = u + EÕ uma perturb~ção do 
vetor u atual na direção de ó 
Como somente a p-ésima coluna da matriz F deve ser tro 
cada por uma coluna da matriz G, a propriedade de ortogonalidade p~ 
de ser· québrada para esta coluna, mas no entanto deve ser preserva~ 
da para as demais colunas da matriz· ·F-




= sgn(x (p))•ep- • F sgn (x (p)) 
o 
Logo 
F'v = F'u + EF'ó =E sgn (xF(p})ep 
pois F'u = O; ou seja, v e ortog-onal as colunas da matriz F, a me-
nos da p-ésima coluna. 
o vetor 6 pode ser determinado unicamente pela resolu-
çao do sistema: 
{
F'o = 
a' O = 
sgn (xF (p)) ep 
o 
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onde a é um vetor rnxl nao pertencente ao espaço gerado pelas colu-
nas da matriz F. Uma boa escolha é tomar a = u, pois F'u = O. 
4. Escolha do 11 E1r 
Suponha que 1/xF//
00 
>b'u; então A'u ex nao sao ali.-
nhados, pelo Lema 2:-
Seja O um vetor direção mxl, conforme 3. Vamos pertur-
bar o vetor ri atual na direção do vetor O e obter uma nova solução 
v, como segue;-
v = q. + E.Ó 
note que esta nova solução é ortogonal às colunas da matriz F, a me 
nos da p-éstma coluna (por construyão do vetor o). 
Como queremos que o vetor v pertença ao conjunto de v~ 
teres U, devemos escolher "E" tal que o vetor v seja ortogonal pelo 
menos coluna da matriz G, digamos a q-ésima. 
Construiremos F e G trocando a p-ésima coluna da ma-
triz. F, pela q-ésima coluna da matriz G, tal que F'v = O. 
Então, 
Assim,.. 
[G'v] = G[u + di]
1




[ G' ól i 
i= 1,~ •. , n-m+l 
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Faremo_s a seguinte seleção;. 
i) O menor positivo Eq do conjunto (E1 , ••• ,E 1 > ou, n-m+ 
ii) se não há nenhum positivo neste conjunto , então 
Equivalentemente a i) e i~) 
- max ( ' • • • ' -:::--=1~- ) 
En-m+l · 





i= l, ••• ,n-m+l} 
[ G'ul .: 
>. 
EscOlhamos E = Eq 1 que corresponde a dizer que v = u + Eqó e or- · 
togonal a q-ésima coluna da rnatri~ G~ 
s. Tomanw 
sgn (E ) 
u = ----"---
Temos: a) li G'u Jl 1 = l r 
PROVA< 
a) 11 l 
• 
(u + e ô) q· 
b)· F'li =o-
il [G'u + G'õ sgn(eq)eqlll 1 111 
= 
= 
IIG' (u+E ó) sgn (E ) 11 1 
li<;' ( u+E q ó) 11 1 
b) F 'u = O 




.i "' p 
onde sao i-ésimas colunas das matrizes _F e F respectivemen 
-
te. 
f'· = g' p q e 
Para i 'I p 
lF'llJi = K[f!u +E f!ó] = 0 l q l 
Para i = p 
K[g'u +~E g'ó] q q q = K[g' (u + E ó)]=K[g' V] = 0 q . q q 
(c.q.d) 
1. [F'ul ~ p 
PROVA: 
Temos q':Ie : 
i) 




IIG' (UH ô)ill 
·q 




[ u+E 6 ] q 
(c. q. d) 
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i) u ~ -=----"----
2i) F'u ~ íl 
3i} F' ó = sgn F" (x )e p p 
[ u+o o] 
. q 
Si) (F' u) p 
~ I oq I sgn x~ 






sgn (E ) 
= _ __:___<L_ 
II"G'(u+Eolll 1 . q 
F 
F 
X p. = 
= 
l•qlsgn x~ 
IIG' (u+EqoJII 1 
·~ = [F'u) XF p p 
PROVA. 
Temos que: 
i) sgn(G'u) 1 = sgn(G'ü) 1 i= l, ... ,n-m+l 
ii) (G' u) i = (G'ü:Ji 
iii) (G'uJq = o 
n-m+l 
Ü'G sgn(G'u) = L (u'G). 
i=l l. 
n-I'R+l 
i= l, ... ,n-m+l 





i ;' q 
i ;' q 
= E (sgn(G'u) 1 J (G'u) 1 + sgn(G'u)q (G'u)q = i=l i;'q 
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n-m+l 
= E sgn (G' u) i. (G' u) i = 
i=l ir'<j 
n-m+l 





I(G'u>.l ~ I<G'ul I 
. 1 q. 
= II<G'u>ll 1 - I (F'u) I = 1 -
10. Na escolha do "r::" em _i; tomamos 
. 
I (F 'u) I p 
l) "r::" o menor positivo do conju:O.to {e:1 , ••• ,e:n-m+l} 
(c.q".d) 
sao todos negativos. 
Caso o r:: selecionado seja tomado como em (1) então temos: 
ou se e: for selecionado comcem (2) temos; 
ii) sgn(G'v)i = - sgn(G'u). ~ i " q 
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PROVA: 
i) (G'v)i = (G'u). + o. (G'ii). = O 
'J.. 1. ', J.. 
i = 1,_ ... ,n-m+l 
a) o. >O. Se (G'u). <O = (G'ii). >O 
1 J J 
Des_de que e: >· t. j 
logo (G'v):<O 
J 
b) o j > O • Se ( G 'u) > O = (G' c>. < o 
J 
O= (G'u). + o.(G'ii). < (G'u). + dG'ii). = (G'v)J. 
J J J J J 
logo (G' v) . > O 
J 
c) oj < O. Se (G'u)j < O = (G'ii)j < O 
O = (G'u). + o. (G'ii) .> (G'u). + s(G'c). = 
J J J J J 
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Sl 
ii) i = 1, ... ,n-m+l 
a) Ej < O. Se (G'u)j >O = (G'olj >o 
o= (G'u). + E. (G'o) > (G'u)J. + E(G'o)j = (G'y)J. 
J J . 
b) E. 
"J < o. 
logo_ (G'v). < O 
J 
Se (G'u) j < o (G'ô)j < o· 
o = (G' u) j + E. (G'o). < (G' u) j + dG'ol. · •. (G'v). 
J J J J 
logo (G'v) > o 
Provaremos que quando tomamos 11 E 11 corno em (10) será pos 
sível provar que sgn(G'u) 1 = sgn(G'Ü) 1 i= l, ... ,n-m+l. Esta pro-
priedade é necessária para provar o Teorema 3~ 
11. sgn(G'u) 1 = sgn(G'Ü) 1 i = 1, ... ,n-rn+l 
PROVA: 
Temos por (10) que: 
i) e:- >O sgn(G'v). = sgn(G'u)~ i i q i= l, ... ,n-m+l q ~ ~ 
Se 
Se 
ii) Eq <O~ sgn(G'v) 1 = 
u -= K-•v. onde 
sgn (K) = sgn (< ) q 
G'U = K G'v 




i ;é q 
a) sgn(G'u). = sgn(KG'v). = sgn [K(G'v).] = 
. ~ ~ 1 
= sgn K • sgn(G'v). 
~ 
= sgn (< )· sgn(G'v). q ~ 
eq > O, temos que sgn (G'u) 1 
a) 
= sgn(G'v) .. = 
. ~ 
Eq <O, temos que -sgn(G'u)i 
Íogo 
a) 
= sgn(G'v) = 
sgn(G'u)i 
sgn(G'u) 1 




Se a atual seleção da matriz F nao é Ótima, então o 
procedimento de trocas de colunas no algoritmo sempre faz crescer 




Na atUal iteração, ás matrizes F e G e o vetor sol).lç,~o facti-
vel u s.3.tisfaz·: 
F'u = O e IIG'ull 1 = 1 
TemOs que: 
e 
G x = (b'u) sgn (G'u) 
Desde que a seleção da matriz F nao é ótima, então 
Seja F F . llx 11 ~ lx I ; 
00 p então 
Seja õ um v~tor único mxl que satisfaz 
u'ô ::o O 
Vamos perturbar o vetor u atual na direção do vetor ô ~ 
V = U + EÔ 
onde E= E tornado de acordo com (4)~ q 
Trocando a·p-ésima coluna da matriz F, com a q-ésima 
coluna da matriz G, formamos novas matrizes F e G nesta iteração , 
tal que 
F'U = o e IIG'u 111 = 1 
-
atual é dado onde u por: 
sgn(E ) 
u = (u + E ó) · iiG' (u+eqólll 1 
q . 
logo Ü E U é um vetor soiução fact.ivel .. 
Temos de· mostrar que b'u > b'u 
(a) 
Ü' F XF = (F'Ü)p X~ por (tl) e XG = (b'u) sgn(G'u) 
Temos que 
= 1 - 1 <F 'u> 1 
l? 
por (9) 
sgn(F'Ü) = sgn(xF), então: 
l? l? 
F'Ü 
Substituindo estes resultados em (a} teremos: 
jxFI + (b'u) [1 - j[F'u 11 = b'u 
p . l? 
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- (b'u) + (b'u) 
pois 
= [ I!F'u] I [ lxFI - (b'u)ll 
p p • 
IXFI ,. b'u h' •t por. 1po ese p 






Dado o sistema 
Jx+2y +. 1z = 1 





:1 posto (À) = 2. = m A= 2 1 
19 Passo 
F = [: 1 G = 1 
1 8 
29 Passo 
F'v = O 






sgn(b 'v) · 
- • v 
u = 
•/ . 
1/9 [ -: 1 = 
69 Passo 
:. 11 xF li oo > b' u, então x = [-~~-] nao e a solução ótima. 
79 Passo 










































é a solução Ótima 
solução Ótima do sistema dado 
INTERP!ETAÇÃO GRJIFIC!\c 
max b'u- max u1 + 3u2 
IIA'u.llr. < I. lu1+zu2 1 + lzu1+u2 1 + lu1+SuLI < I. 
temos:-
Se u1+2u2 > o, 2u1+u4 > o e u1+Bu2. < o temos:. - -
-su2 + 2u ~ 1. I. 
Se u 1+Lu2 > o' 2~+u.2 < o e u1+Bu2 > o temos: - -




Fazendo todas as combinaçÕds de sinaiS, teremos o problema 
4u1 + llu2 
{, 1 2u1 Su2 .;;:: 1 
u1 + 2u2 > o u1 + 2u2 > o - -ou ou 
2u1 + ui > o zu,_ + u2~ a -
u1 + 8u2 > o ul + SuL~ o . -
9u ~ 1 -2u,_ - 7u2 ;; 1 2 
u1 + 2u2 > o u1 + ..:u..! < o 
-
sujeito a ou ou 2u1 + u, < o 2u,_ + U.z_ ~ o • 
u, + Ou2 > o u1 + Bu2 ..::. o -
-9u2 
;; 1 -2u + 5u2 ;;1 1 
u1 + 2u2 < Q ul + 2":?. < o -
ou ou 
2u1 + u2 > o 2u1 + u2 > o 
u1 + Bu2 < o ul + su, < o 
-
-4u,_ - llU~ ,;; 1 
u1 + 2u2 < o -
ou 
lu,_ + u, < o 











-6 4 2 -J 5 -1 6 3 x2 s 
7 -3 9 5 -9 8 7 -4 XJ 7 
X.j = 9 7 -5 2 7 o 1 o -9 v 








x 0 = [-0,0679 - 0,5371 0.5371- 0.5371 0.4607 0,5371 
0,2024- 0.5371] 
29 ALGORÍTMO PARA DETEIDHNAR 'UMA. SOLUÇÃO DE NO~ L
00 
MÍNIMA 
DE UM SISTEMA CONSISTENTE DE EQUAÇÕES LINEARES~ 
INTRODUÇÃO: 
62 
Descreveremos outro procedimento algoritmico para de-
terminar uma solução de norma Loo mínima de um sistema de equaçoes 
lineares 
Ax = b (1) 
onde com m < n e ,posto (A) = iU 1 -x e urn.vetor nxl 
e b é ufu vetor dado mxl. 
Desde que o posto (A) = m e m < n, segue que o siste 
ma (1) tem infinita soluções. 
Desenvolvimento 
De acordo com o Teorema 1, dado no algoritmo anterior, 
temos: 
.min 11 xJ
00 Ax = b 
= rnax b'u 
JIA'ull1 <1 
- - x 0 e· 1 - ' 0 e a soluçao otirna alinhada com a so uçao A u 
dual; que é :-
do problema 
(b'u) sgn (A'u0 ). 
~ 
é selecionado tal que la. I 
~ 
Transformação do problema .dual-: 
max b'u 
liA 'ul 1~1 
< b'u 
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e Axo = b . 
( 2) . 
A matriz A= {aij)mxn será ·decomposta na somà de duas matrizes: 
A = ·F + G 
onde F = [ I; 1 b 1;2 b ... I; b] n 
• 1;1 
1;2 [b~b1 A'b I; = = e G = 
l;n 
obtida de A-F e teremos que b'g. = O 
~ 
tal que 
[ g1 g2 • • gn] 
para i= l, .•. ,n. 
Desde que o posto {A) = rn e posto (F) = 1, segue que 
o posto (G) = m-1. 
Notemos que u E Rm pode ser expresso unicamente como: 
• 
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u = ab + p com b'p != O 
~ 
onde a é um escalar; .segue que o problema (2) pode ser transforma 
do _em: 
b'u = b'-(ab + p) = a.b'b + b'p = ab'b 
A'u = (F' + G-')_u = F'u -t G'u =-F' (ab + p) + 
+ G'u = cxF.-b + F'p + G·'u = aF'b + G.'u 
pois ·F'p = O, já que b'p .= O. 
Então: 
max b'u = b'b (max ~) 
liA' u 11 1 .::_ 1 11 aF 'b+G 'u 11 1 .::_1 
Por outro lado: 
llaF'b + G'u 11 1 ~ I ai liF'b + G' (u/a) 11 1 < 1 
I a I < -----=-1---
IIF'b+G' (u/alll 1 
(3) 
(4) 
Maximizar "a." em (3) para todo o., e "u" que satisfaça a restrição 
(4), será equivalente resolver o seguinte problema 




o Se u é uma solução para (5), temos que:: 
~ 
IJx0 llw = max b'u = (b'b)cx 0 = 
IIA'u 11 1 9 
(b'b) 
IIF'b+G'u0 11 1 
1 
Pelo T_. ~ ternos que x? Ótimo e· A' u 0 sao alinhados, como 
seg~e que: . 
b'b 
sgn (F 'b+G ·~0 } i' (F 'b+G 'u) 'I o i! F 'b+G'u0 11 1 
se i 
o 
X ·= i 
. ". .se (F'b+G'u). = o ~ ~ 
com 
b'b 
Notamos que min 
uER"' 
IIF'b + G'u 11 1 tem mais de uma solução, pois 
qualquer solução kb + u é solução de ( 5) • Usamos aqui o fato de 
que: 
1 
onde solução, então . se 
" 
= v e . 
o IIF'b+G'v 111 
-a = 
1 1 ------'~- = a 
,..., o 
IIF'b+G'v 11 1 li F 'b+G' (kb+v) li 1 
• 
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Concluímos que a solução do problema min !lxl~· é obtida resolven-
Ax=ib 
do o problema (5), usando-se o critériO de alinhamento entre 
(F'b + G'u0 J e x 0 ótl.mo pára gerar o X • 
Minirnização de IIF'b + G'u 11 1 
Temos que: 
IIF'b + G'u 11 1 = 
n 
.r ·lrF'L> + G'ul il = 
i=l 
onde I = {i tal gue [F'b + G'u]. = O} • 
. l 
sgn[F'b+G'u]i 
Iniciaremos .o processo .de min~zação de IIF'b-'+ G'u 11 1 can um ve 
ter "u" inicial qualquer. 
Vamos perturbar o vetor u, na direção do vetor n 
u = u + e:n 
onde e: e positivo. 
n 
IIF'b+G'(u+ <n111 = l: [F'b+G'(u+<n)J. sgn[F'b+G'(u+sn)Ji (6) i=l ~ 
Para "e: li, suficientemente pequeno temos: 
sgn[F'b + G' (u + e:n)]i = sgn[F'b + G'u] 1 para i~ I (7) 
• 
Para tais valores de e:, a expressao (6) .vem como: 




i[F'b + G' (u + enl .!= 
1 
Colocando h(n) = 
n 
= l: jjF'b + G'u + eG'nl 1 != i=l 
=e l: j[G'n].j+[ l: [F'b+G'(u+en].] 
iei 1 i~ . l. 
l: j[G'nl.j 
iEl 1 
[sgn F 'b + G' (u + enl . 1 
1 
+[. l: [F'b+G'u+<(G'n)J.T 
iÍ'I . 1 
• [ sgn [F'b + G'u] i] 
= e l: r[G'nl1. I 
iEI 




• [ sgn[ F'b + G'u] 11 
+E r [G'n11 ij'I 
sgn[F'b + G'u]. 
1 





RF'b + G' (u + •n>ll 1 = IIF'b + G'u 11 1 + • • h(n) 
Podemos expressar h(n) como: 
h(nl = d'n + E 
iEI 
onde. d = L g
1
. sgn[F'b + G'u]
1




e gi ·e a i-ésima coluna da matriz G, gerada da decomposição da 
matriz A. 
Para que IIF'b +G' (u + Enlll 1 < :IF'b + G'u 11 1 e neces-
sário selecionar o vetor n tal que h(n) seja negativo. 
Será construído o vetor n de maneira que h(n) 
negativo e apropriadamente escolher um parâmetro s tal que: 
IIF'b + G' (u + •n>ll 1 < IIF'b + G'u Y1 
seja 
Para gerar n, tomaremos como referência o teorema 2 do - ã.):gGJi.L-tmo 
anterior que prova que existe uma solução "u" que rninimiza 
)IF'b + G'u ]] 1 ,e-·éortogonal a pelo menos rn-1 colunas linearmente 
independentes de A. Isto implica que pelo menos rn-1 componentes 
de [F'b + G'u0 ] sao zeros. 
Será desenvolvido um procedimento pelo qual pelo menos 
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uma componente previamente nao zero, vai· ser conduzida a zero em 
cada iteração, enquanto val'!tos decrescendo IIF'b + G'u 11 1 
Procedimento para seleção do vetor n. 
Suponha que numa dada iteiação temos o conjunto, 
e 
k 
h(n) = d'n + l: 
i=l 
fgJ! n i 
i 
Vamos assumir que k colunas i = l,k da matriz G sao linear 
mente independentes. 
Formaremos a matriz rnXm . 
• 
. . . 
As k primeiras colunas de Gk 
e . 
~1 • ei 1 m-k 
<S!onsis tem de k cal unas g . 
)i 
i=l, ••. ,k 
da matriz G, enquanto que e. é i.-ésima coluna da matriz iden-
~j ) 
tidade para j = l, ... ,m-k, selecionados de maneira que o posto 
(~) = m. 
Caso o conjunto I = ~ , então a matriz Gk coincide 
com a matriz identidade. 
Vamos gerar o vetor n, tal que: 
d = Gk g onde d = G sgn[F'b + G'u]. 
Ternos que: 
a = • d 
1 ... 2 
e a e um vetor -kxl, a é um vetor (m-k)xl 
19 Caso:· 
Se . 2 -a f O, então o vetor n e selecionado como~ 
• 
n' =-·[O' 1 I -1 sgn (a" )]~ 
onde O' = (0, ••. ,0) e um vetor lxk. 
Temqs: 
n'd =-[O' 
2 2 2 







n'G =[O' k 
o para 
h (nl = d'n + 
o que corresponde a dizer que 
• 










T d [o ' •• sgn (•20 )] • Gk-l , - • oman o-se n • - ~ sera po$s~vel construir 
h(n) negativo, onãe o vetor n é ortogonal as colunas 
da matriz Gk. 
Note que se [F'b+G'(u+ = [F'b + G'u] . 
Jl. 
+ 
+ &(G'n>:t· • o 
. .t 
1·~- l, ••• ,k; então as componentes que eram nu-
las de [F'b + G'uljl. 
mos c vetor atual u~ 
preservam esta propriedade quando perturba-
Se perturbarmos o atual vetor "u" na direção do vetor 
n, com um '1 €: 11 constru!.do adequadamente; urna ·cnmponente previamen-
te não :zero de [F'b + G1ul i digamo-s a jk+l é conduzida a zero· ... 
Como [F'b + G'(u + en>l:t =[F'b+ 
k+l 
+ <[ G'nl j , é necessário que 
k+l 
para 1 • l, ••. ,k, segue que o conjunto 
ne armen te independente • 
?ortanto nesta iteração temos' 
~ O: e desde que g. n=O 
J1 
g. , •.. ,gj } 
J2 k+l 
é li 
enquanto que a matriz Gk+l é gerada de Gk trocando uma colunade 
[e1 , ... ,e1 ] pela coluna gk+l' de modo a manter posto (~+l)=m. l m-k 
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Note que ~ e Gk+l sao idênticas, exceto por uma 
COlWla. 
29 Caso: 2 o 
" 
= 
Temos que d = Gk [ -:~- J. 
Corno 2 1 
'1 isto -a =.O, d = 
"1 g. + ... + "k g. ' e ]1 Jk 




h(nl = d'n + E 
~=1 
k 












+ ". ~ 
' 





Como resultado imediato de (10) enunciaremos : 
se escreve corro com 





Sej.a a wn vetor tal que_ a 
a) se !·ai I < 1 i = 1, ..•. ,k-, então· h <nJ como dado pela ex:sre~ 
·são (10) nao será negativo. 
1 b) se existe pelo menos um a. 
~ 
i= l, •.. ,k tal qua 1· ja:iJ >L. r 
então h(n) dado pela expressão (lO) será negati=. 
PROVA: 
Seja Ja~l > l. 
Escolhamos n' =- [e' p o 'l 
onde e' = (o ••• o l o • .. o) p 
n'G [e' o' l l = sgn (ap) k p 
sgn (a~) 
onde 1 ocorre 
o que implica 
que g~ n = o i = 1, ... ,k .. i ,. p 
Ji 
g! l n = - sgn (ap) 
Jp 
na p-ésima componente 
Então a espressao h (!J) dada pela expressao (10) vem como-::-
k 
h(nl = l: 
i=l 







lógo: h (n) < o 
sgn (g! nll 
J:i. 
sgn(g! n)} lgj nl = 
Jp. p 
sgil(a1 )} 1 tl -• = p 
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I ~1 1 l p 
(c,q.d)- . 
Néste caso, perturbaremos o vetor u na direção do vetor n, co~ 
duzindo uma componente previamente não nula ·dP [ F'b + G'ul, digo 
a q-ésirna, a tornar-se zerO-
Nesta iteração, trocamos a coluna g. pela 
Jp 
coluna 
g , e procedemos como antes. q 
Note que neste caso, as trocas de colunas -sao feitas 
de maneira diferente do que no caso 1, e também que a condição a) 
do Teorema ~, é conveniente como condição de parada do algorítmo~ . 
Para efeito de calcular a inversa da matriz ~+l enunciaremos~ 
TEOREMA 5. 
Seja C um~ matriz nao singular mxm, e t 1 , t 2 , ••. ,tm 
as linhas da_sua inversa. Seja C uma matriz obtida trocando a 
p-ésLma coluna da matriz C por um vetor mxl r. Se t r~ O, p en-
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tão C é nao singular, e as linhas da sua_ inversa sao dadas por: 
1 
' 
-ti.= t 1 _- (t1 r) tp i= 1, •.. ,m e i f=. p .. 
:( . (.Ref. 7) 
Seleção· de 11 e:~· .. 
Desde que o vetor n foi selecionado, de maneira que 
h(n) seja negativo,é necessário determinar um valor positivo para 
llf:ll tal. que,-
I[F'b + G' (u + snl// 1 < //F'b + G'u 11 1 
Vamos gerar um conjunto de valores positivos para "e:", de modo 
que uma componente previamente não nula de [ F'b + G'u] venha tor-
nar-se zero, e consequenternente garantir que 
ou 
//F'b + G(u + snlll 1 < /lF'b + G'u 11 1 
[F'b + G' (u + snll i.= 
-[F'b + G'u]i. 
[ G'nl i. 
• 
[ Ffb + G'u +e G'rd . = O 
~ 
e 
para i.~ r 
'f o 
Selecionaremos os E:. positivos em ordem crescent& ; 
~· 
0 < E -< • • • < 
pl. 
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Pela expressão (9) IIF'b + G'(u + <nlil 1 = IIF'b + G'u 111 + <h(nl-
Como h(n) <O, e sgn[F'b + G' (u + <nll = sgn[F'b + G'ul podemos· 
concluir ·que: 
IIF'b + G'u 11 1 > IIF'b + G' (u + •n>ii 1 a < s. <· E.P . :r 
O novo vetor sempre garante algum decréscimo. em. 
· IIF'b + G'u 11 1 
Por out~o lado, quando tomamos 
sgn[F'b + G' (u + 




i ;t p L (ll) 
(U) 




[F'b + G' (u + <n) li sgn[F(b+G' (u+<nJI i 
Substituindo as relações (11) e (ll) em (6) temos~ 
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onde h(n) é dado pela expressao (8). 
Claramente se h <nl < O,'podemos descreve: 
IIF'b + G' (u + enlll 1 tomando 
Generalizando este procediÍnento temo.s o :;eguinte- :: 
LEMA 4 • 
Tomando-se 









lgp' nl • 
L' 
Seja e: < e: < e: ; temos que:: 
pk pk+l 
sgn[F'b + G' (u + =- sgn[F'b + 
sgn[F'b + G' (u + en)]i =.sgn[F'b + G'u!L , 
n 
i = l,k 
.. 




[F'b + G' (u + Enll. sgn[F'b + G'u] 
l i 
+ E [F'b + G' (u + En)]
1





[F'b + G' (u.+ E:n l J p. 
l 




i li' I 
]F 1b + 'G'uj. + 
l E E [g;' nl sgn[F'b + G'u] i + iji!I 
+ L 
i E! 
[F'b + G'uJ. Sgn[F.'b + G'(u + E:TJ)], + 
l l 
k 
+ E L [g:n J sgn[F'b + G' (u + En)]. - L IF'b + G'ui + 









= jF'b + G'uj. + 
l 
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+ E E [g:nJ sgn[F'b+G'u].- E L [g' n] 
i$CI ~ 1 i=l pi 
sgn[F'b + G'u] + 
pi 
k 
+ E E [g! n] sgn [F'b + G' (u + e:n)]i- E 





[g;,nl sgq[F'b + G'ul 
~ pi = IIF'b + G'u 11 1 + 
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. . k 
= IIF'b + G'u 11 - 2 E 1 i=1 
lg~ nl = 
i 
k 
lg'n,_. I · ; e . { h(n) + 2 E 
-p i=l 




se h(n) + 2 E lg' nl < o 
i=l pi 
então r 
IIF'b + G'u 11 1 > IIF'b + G'(u+E n>lll. > ••• > IIF'b+G'(u+< n>lil. p1 ~+1. 
PROVA: 
Temos que IIF'b + G' (u'+ "P n>ll1 = IIF'b + G'u til.+ E h(n) 
1 
0 < E < dado pela expressao {9), onde concluimos que 
IIF'b + G'u 11 1 > IIF'b + G' <u + < n>li 1 p1 
Tananà::>-7se E = E , temos pelo Lema 4 que : 
pk 
k 
IIF'b+G' (u+EP· n>il 1 : IIF'b + G'uii 1 - 2 r E jg' nl + k . i:1 pi pi. 
k 
+ E {h (n) + 2 
pk 1;;1 llg~i nl} · (14) 
Tomandb-se E = E temos::, 
Pk+L 
E n>ll : IIF'b 
pk+1 1 
+ G'u 11 1 -2 
k+I. 
+E {h(n) + 2 r jg' ni} (15) 
pk+1 1:1 pi 
De (14) temos: 
IIF'b + G'u il : IIF'b + G' (u + 1 
k 




Substituindo este resultado em (15) temos:: 
,-






- E {h (n) + 2 E 
F]< i~l 
k+l 








= IIF'b + G' lu+ E nlll 1 + 
. . F]< . 
+ E {h ( n) + 2 E I g' n I - 2 r g~ n I + 
pk+l i=l pi· - k+l 
k 
- E {h(n) + 2 l: 
pk i=l 
= IIF'b+G'(u +E nlll 1 + pk 
k 
+(E. -E).{h(n)+2E 
pk+l pk i=l 
IIF'b + G' (u + E n) 11 = IIF'b + G' (u + E nlll 1 + pk+l 1 pk 
k 
+ (E - Ep ) {h(n) + 2 l: 
pk+l ··k i=l 
Desde que (e - ep ) > O pois 
pk+l k 




{h(n) + 2 E lg' nll <o 
i=l pi 
por hipótese, então: 
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Baseando-se no Teorema 5 a seleção lógica para o parâmetro "e:" se 
.ria Selecionar o maior Índice ''q" que primeiramente fizesse 
q 




IIF'b + G' (u + E n>n 1 Pq < IIF'b + G' (u +E n>ll 1 pi 
i ;;;;.l, ••• ,q-1. 
Concluimos que E é a seleção Ótima para o parâmetro "E" .que mi 
Pq 
nimiza I]F'b + G' (u + En)IJ 1 na direção do vetor n. 
Acerca do procedimento para seleção de E e o vetor n ,se~ 
pre garantimos que, 
IIF'b + G' (u + En)ll 1 < IIF'b + G'u 1! 1 
Desde que !IF'b + G'u jj 1 e reduzido em cada iteração, e pelo menos 
rn-1 componentes são zeros, então segue que algoritmo converge num 




19 Passo: Escolher Uma so.lução ini-cial qualquer "u" 
29 Passo: Calcular [F'b +- G'u] 
39 Passo: Gerar o conjunto- I= {i: [F'b + G'u]. = O} 
. 1 
49 Passo·: Calcular -o vetor d, tal que: 
d = Gsgn(F'b + G'u) 
59 Passo: • d 
2 1 . . 
69 Passo: Se a =O e \a..\ < 1, ~ = l,.e~,k então o vetor "u" 
1 -
atual e ótimo. Caso contrário siga para o passo seguinte. 
79 Passo: Cálculo do vetor direção n . 
a) se 2 a = O, e pelo menos uma daS componentes de 
maior que 1, então: 
n 
b) se 
-- - [e' p 
2 (l ;< o, 





com > 1 
1 (l é i 
89 Passo: Cálculo do 11 e:: 11 • 
-[F'b + G'u]. 
1 Ei = --------=- para i 11' I 
Selecionar e:1 positivas· em ordem cre·scente 
< Escolha o maior Índice "q" 
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que prirneiramen_te faça h(n) + 2 > o. Tome~· 
99 Passo: O novo vetor u = u + e:n ·' e vã pa~a o 29 passo. 
Obs.: Para garantir a existência da matri.z G~ 1 no 59 oasso, é süfi 
ciente que a matriz Gk satisfaça a condição de Haar. 
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1 J -1 t~;- = Gk • d 
~ 
2 Sim 





< 1 ? 
-. 
sgn(a2)] Gk1 n' [ o • . = - . 
. 
Não 
u atual é 
n ótimo. 
n' =-[e' :·o] <Ç1 sgn(<,1) p •. - p 




"Algoritmo" (diagrama de bloco) 
[ 
u = o I 
(1) 
. 









O vetor n pode ser selecio- Não 
nado tal que h (n) < o ? 
. 
. 




IIF'b+G' (u+enl 1<~F'b + G'u 11 1 
Use a condição de alinhamen-
to entre X e F'b + G'u e 
gere X 
Faça u = u + en 
X 




TEOREMA 6 •. 
O algoritmo apresent-ado s~;m~pre converge a uma solução em . 
uma iteração, para. o caso de duas equações lineares a n incógnitas~ 
PROVA: 
I = 4l , .k > 0 .. ' 
Iniciaremos com urna solução inicial u = O~ 
Seja G = 
sgn[F'b+G'u] [ ~~ 1 = l": ~ J ± 1 sg 2 
onde sg 1 = [ ±l ••• ±1] (q-l) xl e sg2=[±1~ •.• ±·1]( ) 1 . n-q x 
q--1 ··n 
·"'.d = G sgÍúF'b + G'u J= 
I: q_, (sg ll .+g (sgn(F'b+G'u) l + L gJ. (sg 2)j j=l J J q . q j=qH 
~1 n 
k( I: g.(sgl);+g (sgn(F'b+G'u)) + E gJ;(sg2)j 
j=l J J q q j=q+l 
n q-1 
onde S= I g. (sg 1). + g (sgn(F'btG'u)) + I g. (sg 2). 
J J q q j=q+1 J J j=1 
Como I = <jl , então 
onde G
0 
=- [ : 
a) Supor que S > O 
-1 




n' =- [sgn( 2 ')] • G-1 =l-1 -1] 
o . 
[ : : J 
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Supor que todos oositivos 
Temos que: 
-[F'b]. - [F'b]. -[F'b]. 
"j = ___ __.,'--





[F 'b] . 
j = l, ... ,s 
Seja Eq o parâmetro escolhido, então 
q 
h(nl + 2 E lgJ! nl > o. 
j=1 
q-1 




S = E 
j=1 
Por outro lado 
h (n) 
o 







- 11" 111 = -
gq o 










j = l, .... ,s (16) 
(17) 
n 






ppis Sgn[.F'b + G'U)i = -sgn[F'b + ~-'(u_+ en·)Ji. _i= l,_ ... ,q-1 
e sgn[F'b + G'u] i = sgn[F 1 b + G1 (u + En)] i 
1/gq o -sg 1 
G o = 
= 
-k 1 -sg 2 
q-1 
























k{- E g. 
j=1 J 
i-= q+l,_ .•. ,n 
+ ~ g. (sg 2) ·l j=q+l J J 
+ ~ g. (sg 2);1 
j=q+l J J 
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q-1 
lg I , q I - E j=l 
Temos de (17) e .(18) que 
Por outro lado 
kg.] 
J 
Então de (19) temos ·: 
q-l 















= - (l + k)g. 
. J 
n q-1 
E gJ. ( sg 2) J.]] + 2 E j=q+1 j=l 












> - L 
j=l 
Por 'OUtro lado temos: 
q-1 
h(n) + 2 L I tgj kg.lnl < o j=l . J 
q-1 




- lg I q 
q-1 





g . (sg 2) • < O J. J . 
n 
lg·l + J L j=q+l 
De (20 l e (21) temos : 









logo a condição de otimalidade é satisfeita, e oodemos concluir 
que o vetor u6 obtido em urna iteração é ótimo~ 
• 
2~ Parte : e 
Tomemos u = O 
I = {i} 






a = G0 • d = 
Corno a 2 = o , 
i-1 
S = · E 
j=l 
= 
~~/gi • s J 
L o 
se 
k > o. 
; sgn (F'.b + G'u) i·= O 




~ u é ótimo 
com S > O e gi > O . 
n' = [ -1/gi O) 
(F 'b) . 
Ej = j f. i 
1/gi gj 
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Suponha que o < El ... < 




h(nl + 2 E j=l 
q 




I < gi 
g. I _:.J.__ I > o 
gi -
Temos a nova solução: 




sg~ l] sgn(F~b + G'u0.) = 
sg 2 
onde (sg l)j = - (sg l)j 
(sg 2)j = (sg l)j 
sgn(F'b + G'u0 )q = o 
• 
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j = l. .. q-1 
j = q+l, ... ,i-1 
95 
( sg 2) . = ( sg 2) . 
J J 
j=i+l, ••• n 




. onde s ,· = r g. (sg ·1) . + r g.(sg2). 
j=1. J J j=q+l J J 
[s • 1/gq J 
a = 
o 
de (i) e (H) ternos que 151 ~ lgql 
logo ! u 0 e ótimo. 





Determinar a solução de riorma L
00 
mínima do sistema consistente, 
+ 2 x2 + l x3 = 1 t xl 
2 x 1 + 1 x 2 + 8 x 3 = 3 
[~ 2 ~lx3 [~lx1 A = b = 1 
·posto (A) = m = 2 , e m < n • 
Aplicando o a1gorítrno apresentado 
= [ 7/10 F 
21/10 










u - [ 
0 J vetor inicial 
- 70 
1. F'b + G'u = [ -!~1 








4. d,;, G •sgn F'b + G'u = 13110 
l.:-1/10 
S. [ -:~-J -1 = G • d k 
6. Cálculo de n 
n' - [e' o' 1 = p 
= r 10/3 
L 1;3 
[ G-1 ] 
k sgn 
[10/3 :J n' = - [ 1 O] 1/3 
7. Cálculo dos ''E" 
3/10 -1/10 

















E1 = o 
E2 = 













2 G~/10 h(n) + 2 l: lg~ nl = -9 + 2 i=l i 
= -9 + 2·5 = 1 > o 
E = E 
p1 
= 6 
8. u0 = u + en 
uo 
= [ 7°0 J + 6 [ 10:3 J = 
9. Teste de otimalidade 
7 [ 3/10 -1/10 
F'b + G'u o 5 + 15/10 -5/10 = 
25 -15/10 5/10 
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-12/10 J d ~ G sgn[F'b + G'u0 l~ 
4/10 








~ [ 10/15 
l/3 
[-:~-] ~ 
2 ~ o que 
" 
'O [ ~:] u ~ 
por gq, onde 
:] 
-
• d ~ [ 10/15 
1/3 
p ~1 e 
e !a1! < 1 
é o vetor é ótimo. 












sgn(F'b + G'u0 ). 
~ 
se [F'b + G'u0] F O i. 
X ~ 














O algoritmo foi programado em-Fortran. 
EXEMPLO 2. 
1 2 -1 3 I x1 r: 2 4 4 3 x2 = 
x3 
3 6 -5 8 x4 i.O .· 
u
0 
= [-133.1944, -9.0277, 9.0277] 
x 0 = [2, 2, O, -1] 
EXEMPLO 3. 
1 3 1 o 9 -1 r x1 1 
2 7 5 7 6 2 I x2 j x3 = 
3 o -2 2 5 o ["'' l 4 2 3 8 1 3 




u 0 = [3,5324, -4.1917,- 2.0307, 1.32551 
~· = [0,1101, -0.0848, 0.0430, 0.1025, 0.1101, ~0:1101) 
Resolução do oroblerna min 11 x lloo nor oroqramacão· l'in·ear-
Ax=b 
Apresentamos algoritmos que resolvem o problema. 
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rnin llx lloo·· Uma alternativa proposta aqui, será transformar· es-
Al<;=b 
te prob~ema num problema padrão de programação linear. · 
De"sejamos_ resolver o problema primal 
min llx 11~ 
Ax=b 





lx. I < s 
1 -
min (0,1} (x,s} 
{ 
Ax = b 
-s < x ·< s i 
(22l 
Coloquemos o problema (22) na forma padrão de um problema de pro -
gramação linear. 
Introduziremos as variáveis 
= X ·+ S i 
Usando o fato de que -s < x1 < s 
~l < x. < 2s 
.1 
Então temos 
rnin (O, 1) (x, s) 
Ax = b 
·- 2s o < X.'"< 1-
.i= 1, .. ."-,.n. 
colocando x1 em forma vetorial 
X = X + :Se 
segue que 
onde 5 é um escalar, e -"e" -e um vetor 
târias. 
O sistema original segue como: 
Ax = A(x - se) = Ax - sA~ = b e 
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com componentes uni 
Para suprir a_ desigualdade, introduzimos variáveis de folga qi : 
• 
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i= l, ••• ,n 
na forma vetorial : 
x + q = 2se 
Portanto ternos 
min s 
Ax - sAe = b 
X - 2se + q = o (23l· 
x. > o qi > o ~ .-
Para gerar uma·base factivel inicial, adicionaremos variáveis ar-
tificiais 
Ax - sAe + I a = b 
onde I é a matriz identidade, "a" um vetor variável arti.ficial. 
com componentes a 1 , i= l, ••• ,m 
Resolveremos o problema artificial 
min al + a2 + ... + am 
Ax sAe + Ia = b 
X - 2se + q = o 
xi > o qi > o b. > o a -> o s > o 
- ~ L-
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cuja solução final dará uma base factível inicial para o proble-
ma (23). 
Observamos que o problema de m equaçoes a n incógnitas 
·Ax =. b, foi transformado em m+n equações 2n + m + 1 incógnitas 
x, q, a e s. 
Note que se utilizarmos o método simplex revisado, a 
cada iteração estarembs_invertendo uma.matriz (m+n)x(m+n); enquaf!. 
to que no algoritmo apresentado teremos a inversão de uma matri~ 
(mxm). 
Claramente estas inversas podem ser obtidas das inver-
sas. na iteração anterior~ pois apenas uma coluna é alterada na ma 
triz a cada iteração. Assim aplicando sLmplex revisado no proble-
2 - -ma (23} teremos 2(m+n) multiplicaçoes p~a o calculo da inversa: 
enqUanto que 
. 2 
no algoritmo teremos 2m multiplicaçÕes em cada ite 
raçao.--· 
TABELAS: 
Algoritmo nQ de mul t.iplicaçoes 
F'b + G1 u (F 1 b - fixo) e mn 
d m(n-1) (adição) 
- -1 2m2 ~ 
~1d :zc· m n 
m(m-1) (adição) 
n 
{ G'n mn E i E i n 
• 
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simplex revisado em (2 3) n9 õ:e multiplicações 
' 
-1 
Bk 2 (n+m) 2 
- -1 (n+m) 2 XB = Bk • b 
-
cB XB (n+m) 
1T = c-, -1 (n+m) 2 B Bk 
' 
cj --na. pal\a J n+1 valo- (n+m) (n+1) 
res de j . 
' 
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