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Hermite Neural Network Correlation and Application
Mark R. Mackenzie and A. Kiet Tieu
Abstract—A method for obtaining the correlation of atwo Her-
mite neural network is developed. The method is based on the fact
that a Hermite function is unchanged by the Fourier transform,
which allows an expression for the correlation to be obtained di-
rectly from the network weights without the need for the Fourier
transform. Comparative results with other neural network corre-
lation methods are presented on simulated radar signals.
Index Terms—Correlation, Hermite functions, neural network,
radar.
I. NOMENCLATURE
, , Scalar constants.
Feedback constant of the gradient descent al-
gorithm.
, Time functions.
, Neural network weights for and , re-
spectively.
Correlation of and .
Hermite neural network interpolation of .
Orthonormal Hermite function of order .
Hermite polynomial of order .
Fourier transform of .
Orthonormal associated Laguerre function of
order .
Associated Laguerre polynomial of order
.
Hermite–Rodriguez function of order .
HNN Hermite neural network.
HRNN Hermite–Rodriguez neural network.
FNN Fourier neural network.
SNN Sigmoidal neural network.
II. I NTRODUCTION
DUE to its Gaussian weight function, the Hermite seriesexpansion has proven to be useful for signal processing
applications. Applications of the Hermite series have been
reported in visual information processing [1]–[3] as well as
biomedical engineering [4], [5]; however, in biomedical engi-
neering, motivation for using the Hermite series is because the
lower order Hermite functions bear some resemblance to the
impulse response signals received from electrically stimulated
organs. This allows for a compact series interpolation.
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Recently, the adaptation of algorithms such as back propaga-
tion, which was originally developed for the sigmoidal neural
network, to other types of functions besides the sigmoid has led
to the general classification of orthogonal series expansions as a
neural network [6], [7]. Consequently, the Hermite series expan-
sion of a function may be regarded as a Hermite neural network
(HNN). The useful feature of neural networks is that they may
be implemented as parallel analogue hard-wired circuits [8], [9],
which greatly improves computation speed.
An important property of a Hermite function is that its Fourier
transform is also a Hermite function apart from a multiplication
factor that is dependent on the order of the Hermite function.
Therefore, the Fourier transform of a function, approximated by
a Hermite series neural network, can be obtained readily. This
property is exploited in this paper to develop an algorithm for
calculating the cross correlation using HNNs. This algorithms
bypasses the usual Fourier transform approach to calculate the
correlation. Instead, the correlation is calculated directly from
the Hermite series coefficients. The advantage is that for some
applications (which are defined in Section III-B), the direct ap-
proach is computationally more efficient. These applications
are investigated further in Section IV, where a comparison with
other neural networks is given.
The layout of the paper is as follows. In Section III, after the
Hermite neural network is defined, the correlation of two HNNs
is derived. Section IV discusses the method of application of the
HNN correlation, particularly training the network. Section V
applies the HNN to Doppler radar and also the CHIRP radar.
III. T HEORY
A. Hermite Orthonormal Neural Networks
The HNN approximation for a function is defined to be
(1)
where the coefficients are a series of constants, referred
to as weights, which minimize the mean square error defined as
mse (2)
These weights are also sometimes called the Hermite transform
of . The Hermite orthonormal functions are related
to the Hermite polynomials by
(3)
1053-587X/03$17.00 © 2003 IEEE
MACKENZIE AND TIEU: HERMITE NEURAL NETWORK CORRELATION AND APPLICATION 3211
Fig. 1. Orthonormal Hermite functions of ordern = 0, 10, and 20.
where one of the many possible explicit forms of the Hermite
polynomials is the derivative of the Gaussian function
(4)
Some of these Hermite functions are shown in Fig. 1. The
higher order functions resemble a cosine/sine wave of slowly
decreasing frequency and increasing amplitude.
B. Correlation Using Hermite Neural Networks
Correlation algorithms using Hermite series has been suc-
cessfully applied by Nayakkankupanet al. [10] and Konstan-
topoulos [11] to the deconvolution of blurred Gaussian images.
Nayakkankupan matched the scale of associated Hermite series
in the frequency domain to achieve a linear set of equations in
the form of a matrix equation; the limitation is that it requires the
solution of a matrix equation. Konstantopoulos algorithms were
based on the convolution properties of the Hermite–Rodriguez
functions [4]; these functions are Gaussian windowed, Hermite
functions. In this section, we develop an alternative correlation
algorithm.
The cross correlation1 of two function and is defined
in the usual way as
(5)
Using HNNs for and , the cross correlation of these
functions is
(6)
1The closely related convolution integral is
a(t)
 b(t) = a()b(t  )d:
The results presented in this paper can be applied to the convolution integral
by direct multiplication in the frequency domain rather than using the complex
conjugate.
where is the correlation of two Hermite functions
of different order, which is given by
(7)
Therefore, the correlation of two HNNs reduces to that of a sum-
mation of cross correlated Hermite functions.
Although it is possible to evaluate the cross correlation of the
Hermite functions in the time domain, a math-
ematically simpler method is to work in the frequency domain
and then take the inverse Fourier transform to obtain the corre-
lation function. In the frequency domain, the integration asso-
ciated with the correlation becomes a complex conjugate multi-
plication, which is easier to manipulate. Using this method, the
correlation of the Hermite functions from a frequency viewpoint
is
(8)
where we have used the Fourier transform of the Her-
mite function given by
(9)
For the special case of , the correlation is a Laguerre
function [15]. The general case of is not usually given in
the general mathematical literature in the form of (7), although
(8) can be found listed in integration tables [12] as a cosine and
sine integration. It is beneficial to show how it can be evaluated
directly because a similar procedure may possibly be applied
to other types of orthonormal functions, which are not listed
in tables. It can be evaluated directly as follows. The product
formula [12] for Hermite polynomials is
(10)
Substituting (10) and (3) into (8) gives the integration equation
(11)
Equation (11) can be rewritten in a more suitable form for in-
tegration with the Gaussian derivative definition of the Hermite
polynomials [see (4)]. Substituting (4) into (11) gives
(12)
The integration in (12) is the inverse Fourier transform (IFT)
of the derivative of a Gaussian function. This can be derived
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from the Fourier transform of the Gaussian function [13] by the
differentiation.
(13)
Using this result, we have
(14)
By changing the order of the summation, this may be written as




where is the orthonormal associated Laguerre function
related to the associated Laguerre polynomials by
(16)
With this result, we can now evaluate the correlation of the two
HNNs. Substituting (15) into the network correlation (6), we






with a similar summation for .
This equation is a summation of terms. Stone and
Williams [14] have shown that only the Fourier family of
linear transforms can replace the summation terms of a
convolution integral in the time domain by summations in
the transform domain. Generally, the computation of the corre-
lation will be faster with a Fourier transform network, except
for the special case that occurs when one of the functions is a
Hermite function . In this case, the correlation
reduces to a summation of terms given by
for (19)
with a similar summation for . Functions that can be rep-
resented by a single Hermite function are the Gaussian function
and the rotationally invariant CHIRP radar signal [15].
The Gaussian function correlation is important in the filtering of
noisy signals [16] as well as in the previously mentioned image
and signal deconvolution [10], [11].
IV. M ETHOD
In order to apply the HNN correlation to practical problems,
the various properties of the Hermite and Laguerre functions
must be considered, and the generation of these functions and
the training of the network weights must be specified.
A. Signal Duration and Bandwidth of Hermite Functions
The HNN behaves as a window in the time domain. Outside
this window, the Hermite functions decay exponentially, lim-
iting the effective range over which a function may be approxi-
mated to within the window. The width of the HNN window is
equal to the duration of the largest order Hermite function
occurring in the network. The useful range of application of the
HNN is then
(20)
where the right-hand side, which is equal to the duration of
the Hermite function of order , may be determined via the
Quantum mechanic solution of the Harmonic oscillator as the
location where the oscillator energy becomes negative [17].
In view of the isomorphic Fourier transform of the Hermite
function, a similar windowing effect occurs in the complex fre-
quency domain. The useful bandwidth is
(21)
Together, the bandwidth and window width of (20) and (21)
define the size of the neural network required to approximate
a function.
B. Recurrence Relations for Hermite and Laguerre Functions
Hermite and associated Laguerre functions are computed




with the initial values
(24)
(25)
Due to the double indices of the associated Laguerre function,
more than one recurrence relation exists. Equation (23) com-
putes the associated Laguerre function from a recurrence rela-
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Fig. 2. Associated Laguerre functioǹ (t) showing instability of the
recurrence relation at smallt.
tion using the subscript. Unfortunately, for large, it becomes
difficult to use because of the power term in the initial condi-
tions of (25). In this case, the following recurrence equation,
which sidesteps the power term by using the superscript, was
employed [19]
(26)
where the initial values for and were computed
from (23). For small values of, this equation is unstable (see
Fig. 2). Further investigation revealed there is a cut-off point:
Above this point, the recurrence relation is stable; below it is
unstable, although in this region, the magnitude of the Laguerre
function is negligible. The cut-off point is a function of the order
( ) of the associated Laguerre function. Although its loca-
tion can be estimated by analytical methods [20], this approach
was found to be overly cautious. Instead, a two-dimensional
(2-D) lookup table, which maps the cut-off point as a surface
function of ( ), was found to be more suitable. To avoid ex-
cessive storage, not all ( ) were tabulated; linear interpo-
lation was used to locate the cut-off point for those values of
( ) not given in the table.
One of the important characteristics of neural networks is that
they can be implemented using analog electronics [8], [9]. A
method of electronically generating Hermite functions was re-
cently proposed by Chesnokov [21], which suggests the possi-
bility of an analogue HNN, rather than the computer generated
functions described above.
C. Training of the Neural Network
For a continuous function defined on , the weights
of the HNN are optimum [22] with respect to the mean square
error [see (2)] when
(27)
This integration may be approximated numerically with Gauss–
Jacobian integration [23]. Sometimes, the scale and/or bias of
the network are also optimized with back propagation or a sim-
ilar algorithm [24].
The difficulty with Gauss–Jacobian numerical integration is
that the zeroes of the Hermite functions are required. For an
order Hermite function, there are zeroes. Consequently,
for a neural network consisting of a total of Hermite func-
tions, a large number of zeroes must be found. In biomedical
engineering applications, where only a few Hermite functions
are required, this is acceptable, but for large networks, it reduces
computational speed or storage space. For this reason, we use a
simple summation, similar to Euler integration, which is given
by
(28)
where is the integration step size, andis the total number
of samples. A feature of this type of integration is that it is also
suitable for randomly sampled data. For random data, this type
of numerical integration generalizes to Monte Carlo integration.
Although instability may occur in Euler integration, this has not
been encountered in any of the applications so far investigated
with the HNN.
Numerical integration is only an approximation to the analyt-
ical continuous integration. In addition, the data most often en-
countered in practice is discrete and often corrupted with noise.
To cope with these situations, the least mean square (LMS) algo-
rithm was applied after the weights had been estimated with the
integration. LMS reduces the mse between the neural network
approximation and the discrete data by successive iterations of
the following algorithm:
(29)
where is the learning rate constant chosen in the range 0.0 to
1.0. In more elaborate training schemes,may be adaptively
adjusted or adapted using directional minimization.
V. APPLICATION OF HNN CORRELATION
IN SIGNAL PROCESSING
The objective of this section is to compare the HNN correla-
tion with other methods on practical signal processing problems.
In Section IV-A, we compare its performance with an FNN, an
HRNN, and a conventional SNN on Doppler radar signals. In
Section IV-B, we compare the HNN performance with an FNN
on CHIRP radar signals. Fourier and Hermite–Rodriguez neural
networks are defined in the same way as the HNN of (1), except
that a Fourier or Hermite–Rodriguez function replaces the Her-
mite function in the network.
A. Demodulation of Doppler Radar Signals
Fig. 3(a) shows the signal received from the detector of
a Doppler radar system. To obtain the target range, a filter
matched to the signal pulse removes the carrier frequency,




Fig. 3. (a) HNN approximation of Doppler radar signal. (b) HNN demodula-
tion of Doppler radar signal. (c) HNN Fourier transform of Doppler radar signal.
which is proportional to the velocity of the target. The HNN
is particularly well suited to processing these types of signals
because the target range and velocity are obtained directly from
the weights of the HNN, which are fitted to the Doppler signal.
The new neural network formed by replacing the Hermite
functions in the HNN approximation of the Doppler signal
by their Fourier transform gives the frequency spectrum of
the Doppler signal from which the velocity may be determined.
From (9), the frequency spectrum is
(30)
Removal of the carrier frequency to obtain the range of the
target is achieved by taking the correlation of the HNN with the
Gaussian function, which functions as a matched filter. Since the
fundamental Hermite function is Gaussian, this may be taken to
be the filter, and the correlation is then the Laguerre network of
(5), with .
The following mathematical model of a Doppler signal was
investigated:
(31)
where the frequency Hz and the Gaussian width
. Simulated random noise, with a uniform probability
density, of varying strength was added. SNRs were evaluated
accross the interval { }. An HNN of 50 ele-
ments has a width of 10; however, an HNN with 70 elements
was used to ensure an accurate approximation of the Doppler
signal. Fig. 4(a) shows the root mean square error (rmse) of the
HNN versus the number of Hermite functions in the network.
Fig. 3(a)–(c) shows the signal, matched filter output, and fre-
quency spectrum, respectively, approximated by the HNN of 70
elements.
Comparison of the signal-to-noise ratio (SNR) with an FNN
(period 20 s) on the same signal is shown in Fig. 6(a), where
the number of Fourier functions to achieve a satisfactory rmse
was 80 [see Fig. 4(b)]. Since both networks achieve the same
SNR, the choice between each network is then dependent on
the application. The FNN is periodic and suitable for signals of
compact support, whereas the HNN is preferable for signals de-
fined on the entire real line. The other difference is that the FNN
requires zero-padding to avoid a circular error in the correlation,
whereas the HNN does not. In Section IV-B, we demonstrate an
application that favors the HNN.
Hermite–Rodriguez functions [4], [11] may also be applied
successfully to process the Doppler signal. These functions are
Gaussian windowed Hermite functions, which are defined as
(32)
where is an orthonormal Hermite function. Like the Her-
mite series, simple expressions also occur for the correlation and
Fourier transform of the Hermite–Rodriguez functions. The rel-
evant mathematical equations given below are taken from Lo
Conteet al..[4] The correlation of two Hermite–Rodriguez func-
tions is given by
(33)
while the Fourier transform of the Hermite–Rodriguez function
is an associated Laguerre function
(34)




Fig. 4. (a) Root mean square error (rmse) versus number of Hermite functions.
(b) Root mean square error versus number of Fourier functions. (c) Root mean
square error versus number of Hermite–Rodriguez functions.
Note that the scale is reduced and that the order of the Her-
mite–Rodriguez function increased by the correlation operation.
Application requires the duration and bandwidth of the
HRNN to be matched to the Doppler signal. Unlike the HNN,
which increases in duration with the order of the function,
(a)
(b)
Fig. 5. (a) Frequency response of HNN of sizen = 70. (b) Frequency
response of HRNN of sizen = 70 andn = 1600.
the HRNN is independent of . Instead, it is limited in duration
by the Gaussian window to approximately the range
(35)
However, the bandwidth in the frequency domain increases with
the order of the function according to
(36)
which is the same as for the Hermite function [see (21)]. Scaling
of the Hermite–Rodriguez series is required by introducing the
variable
(37)









Fig. 6. (a) SNR of demodulated signal by HNN and FNN. (b) SNR of
demodulated signal by HNN and HRNN. (c) SNR of demodulated signal by
HNN and conventional SNN.
Using scaled Hermite–Rodriguez functions, the correlation with
the Gaussian function is
(40)
where and are the scaling factors, and .
(a)
(b)
Fig. 7. (a) Hermite signal of order 18. (b) CHIRP signal matched to Hermite
function of order 18.
The scaling parameters were chosen as follows.
was matched to the Gaussian radar pulse and functions as
the filter by setting . For the purpose of comparison,
was chosen to have a width of 10by setting
5. Fig. 4(c) shows the root mse of the HRNN interpolation as
a function of the number of elements of the series. More than
1500 Hermite–Rodriguez functions are needed before the error
drops to a sufficiently small value. The reason for this is that
the frequency response of the scaled HRNN is considerably
smaller than an HNN of the same duration. Fig. 5(a) shows the
frequency response of the HNN on a unit amplitude cosine.
Fig. 5(b) shows the response of the HRNN with 70 and 1600
Hermite–Rodriguez functions. The poor frequency response is
unavoidable because a sufficiently largemust be chosen to
ensure that the series has sufficient duration to interpolate the
Doppler signal.
Fig. 6(b) shows the output SNR of the HNN and the HRNN
( ) versus the input SNR. Both networks achieve the
same SNR, but the HNN is considerably more efficient since
it achieves the same result with far fewer terms in the series.
In view of their Gaussian window, the HRNN may prove more
suitable for correctly analyzing the frequency spectrum of sig-
nals subject to glitches.
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(a)
(b)
Fig. 8. (a) Correlated Hermite signal of order 18. (b) Correlated CHIRP signal
with the width of the first peak matched to the Hermite signal of Fig. 8(a).
The widespread use of the SNN warrants a comparison. Al-
though incapable of performing a Fourier transform, the SNN is
capable of demodulating the Doppler signal to obtain the filtered
output. This is achieved by forcing the network to respond only
to the amplitude modulated part of the signal by deliberately
choosing a network with only a few elements. For the Doppler
signal, a single layer network of three sigmoid functions per-
formed satisfactorily. Initial weights of the network were ran-
domly chosen, followed by gradient descent to interpolate the
Doppler signal. Training was slow with computational time at
least ten times greater than the HNN, although the final SNR
was slightly greater than the HNN [see Fig. 6(c)]. Faster training
algorithms are available for the SNN, but recent research indi-
cates that these may degrade the SNR [25].
B. Correlation of CHIRP Radar Signal
In the second application, we investigate the Hermite mod-
ulated radar signal [15]. Conventional frequency-modulated
radar uses the CHIRP signal. The CHIRP signal has the desir-
able characteristic of a long transmitted pulse of high energy
that is suitable for long-range measurements, which correlates
with itself into a narrow, high-resolution, pulse yielding
accurate range measurements. The high-range resolution is
(a)
(b)
Fig. 9. (a) Root mse of FNN approximation of Hermite signal versus number
of Fourier functions. (b) Root mse of FNN approximation of Hermite signal
versus sampling rate.
achieved by linearly sweeping the carrier frequency across the
width of the transmitted pulse. Although it is an improvement
over a nonfrequency modulated signal, the CHIRP signal is
still not ideal. If the target is moving, several measurements are
required to resolve the velocity and range of the target.
In an effort to develop an improved CHIRP signal, Klauder
[15] suggested the Hermite function as a possible modulation
signal. Compared with the conventional CHIRP signal, it has a
circular ambiguity function enabling the velocity and range of
a target to be resolved from a single measurement. The disad-
vantage is that the Hermite signal has larger side lobes than the
CHIRP signal, reducing its performance against multiple targets
[see Figs. 7 and 8]. Since the Hermite correlation algorithm is
based on the Hermite series, it is ideally suited to processing
Hermite signals. To ascertain the performance of the Hermite
correlation algorithm, it was compared with a Fourier correlator
on simulated, noisy Hermite radar signals.
The Hermite function used for the transmitted/received signal
was of order . This signal has a width 7 s, and the
full width of the first peak of the correlated output is 0.8 s
[see Fig. 7(a)]. Simulated random noise, with a uniform proba-
bility density, of varying strength was added to the received Her-




Fig. 10. (a) SNR of Hermite signal with HNN and FNN correlators. (b) SNR
of Hermite signal and CHIRP signal with FNN correlators. (c) SNR of Hermite
signal with HNN correlator and CHIRP signal with FNN correlator.
mite signal. The Hermite correlator consisted of two networks.
The first network contained a single element: the clean, Hermite
function just prior to transmission. The second network, con-
sisting of 20 Hermite functions, was used to model the noisy re-
turned signal, shifted in phase in proportion to the target’s range.
Range information is given by the shift in the peak of the corre-
lated output signal of the two networks.
The Fourier correlator consisted of two Fourier networks.
This operated in a similar way to the Hermite correlator, ex-
cept that the first network, which was fitted to the clean Hermite
signal, consisted of more than one element. In order to apply
the Fourier network, several parameters were first required; an
appropriate sample rate must be chosen, and the number of el-
ements of the network must be large enough to enable a good
fit with the Hermite signal. Fig. 9(a) shows the root mse of the
Fourier network fitted to the clean Hermite signal. A satisfac-
tory root mse was achieved with 80 Fourier functions. Fig. 9(b)
shows the sample rate, which indicates that a rate of at least four
samples/s is required; for convenience, a sample rate of 10 sam-
ples/s was used.
SNRs were evaluated on the correlated output of both net-
works. The results are shown in Fig. 10(a). The SNR of the
Hermite correlator is superior to the Fourier correlator due to
the more efficient modeling of the signal, which allows a lower
number of functions to perform the same correlation.
It is also of interest to compare the SNR properties of the
Hermite radar signal with a conventional CHIRP signal [see
Fig. 7(b)]. For the purpose of comparison, the CHIRP signal
power, frequency sweep rate, and duration were carefully
chosen to match the Hermite signal as well as the width of the
first peak of the correlated Hermite signal as closely as possible
[see Fig. 8(a) and (b)]. The CHIRP signal was processed using
the Fourier correlator. When the Hermite signal was also pro-
cessed with the Fourier correlator, the SNRs were similar [see
Fig. 10(b)]. However, the SNR of the Hermite signal, processed
with the Hermite correlator, was superior [see Fig. 10(c)].
VI. CONCLUSION
An analytical algorithm for computing the correlation of
two Hermite neural networks has been developed and com-
pared with other neural networks. Using this algorithm, the
correlation of two HNNs, each consisting of elements, is a
summation of associated Laguerre functions. A summation
of associated Laguerre functions is obtained only for the
Gaussian and Hermite CHIRP signals.
Several applications were investigated using simulated
random noise. For the demodulation of Doppler radar signals,
the HNN correlator achieved the same SNR as an HRNN
correlator but was considerably more efficient in terms of the
number of network functions required. For this application,
the HNN achieved a comparable SNR with that of an FNN of
the same size. Compared with a conventional neural network
composed of sigmoidal functions, the HNN training time was
considerably faster.
The choice between the HNN and FNN correlator is depen-
dent on the signal that is approximated. When applied to Her-
mite CHIRP radar signals, the HNN correlator provides a higher
SNR and a more compact neural network than is possible with
an FNN correlator.
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