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We consider a model arising in facilitated Rydberg chains with positional disorder which features
a Hilbert space with the topology of a d-dimensional hypercube. This allows for a straightforward
interpretation of the many-body dynamics in terms of a single particle one on the Hilbert space
and provides an explicit link between the many-body and single particle scars. Exploiting this
perspective, we show that an integrability-breaking disorder enhances the scars followed by inhibition
of the dynamics due to strong localization of the eigenstates in the large disorder limit. Next,
mapping the model to the spin-1/2 XX Heisenberg chain offers a simple geometrical perspective
on the recently proposed Onsager scars [PRL 124, 180604 (2020)], which can be identified with
the scars on the edge of the Hilbert space. This makes apparent the origin of their insensitivity to
certain types of disorder perturbations.
Introduction. The understanding of thermalization
and relaxation dynamics is at the forefront of research on
quantum many-body systems out-of-equilibrium. Since
the formulation of the eigenstate thermalization hypoth-
esis1–3, predicting fast thermalization following a quench
from most many-body states, many exceptions to this be-
haviour have been identified. The prominent examples
are integrable4,5 and many-body localized (MBL) sys-
tems6–14. A recently added category are quantum many-
body scars (QMBS)15,16, which are particular eigenstates
responsible for slow decay and oscillatory behaviour of
observables following a quantum quench from certain ini-
tial states, typically close to a product state, as observed
in Ref.17 realizing the so-called PXP model18. This has
triggered a great interest in QMBS in settings ranging
from constrained to driven19–64 and recently also disor-
dered systems65,66.
QMBS owe their name to the single-particle quantum
scars67,68 which were in turn inspired by particle motion
in classical billiards. In both the quantum and classical
cases, it is the shape of the billiard boundary, such as the
celebrated Bunimovich stadium or cardioid shape69,70,
which causes the motion of the particle to be generically
ergodic. The exception to this rule is a set of periodic
trajectories, around which the density of certain wave-
functions - the scars - is enhanced in the quantum case.
Here we analyze a model of spins-1/2, which describes
a chain of Rydberg atoms with open boundaries under a
facilitation condition71. Representing the Hilbert space
as a graph, we show that it corresponds to a truncated
hypercube with the dimension given by the number of
spin clusters (cf. below for definition).
This allows us to identify the QMBS as single particle
scars on the Hilbert space16. Building on the graph repre-
sentation of the Hilbert space, an approach also exploited
in the studies of MBL6,7,32,72–77, we demonstrate that
the scar signatures are enhanced in the presence of dis-
order, naturally emerging from the positional disorder of
the atoms. Finally, exploiting the mapping of the present
model to the Heisenberg spin-1/2 XX chain78, we identify
the recently proposed Onsager scars65,79 with scars cor-
responding to sparse eigenstates residing at the “edge” of
the Hilbert space. This provides intriguing connections
between QMBS and single-particle scars and highlights
the utility of a graph-theoretical approach to many-body
dynamics, which has been advocated also in the stud-
ies of quantum chaos80–84, integrability85, QMBS86 and
fermionic and exchange models87,88.
The model. We consider a one dimensional chain of M
Rydberg atoms along the z-axis, with open boundaries
and spaced by r0. We denote the ground and excited







σxk + ∆nk +
∑
l>k
V (|rk − rl|)nknl, (1)
where σxk = |↑k〉 〈↓k| + |↓k〉 〈↑k|, nk = |↑k〉 〈↑k|, and
V (r) = Cα/r
α, r = |r|. Cα, which we take to be positive,
is the interaction strength coefficient with α = 3 (6) for
dipole-dipole (Van der Waals) interaction. The positions
of the atoms are rk = (0, 0, (k − 1)r0) + δrk, where δrk
describes the disorder which induces the disorder in en-
ergy. Denoting VNN = V (r0) and VNNN = V (2r0), we
define an energy shift for a pair of nearest neighbours
δVk = VNN − V (|rk+1 − rk|).
It has been shown in71 that under the facilitation con-
dition ∆ = −VNN and in the regime VNN  Ω, δVk the
Hamiltonian (1) effectively reduces to







where P〈k〉 = nk−1 + nk+1 − 2nk−1nk+1 and Ncl =∑
k nk(1−nk+1), n0 = nN+1 = 0, denotes the number of
clusters, which are blocks of consecutive spin excitations
(e.g. the configuration ↓↓ ↑↑ ↓ ↑↑↑ contains two clus-
ters highlighted by boxes). The projector P〈k〉 ensures
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FIG. 1. (a) Hilbert space structure for M = 5 in the Ncl = 1
sector. The (blue, red) boxes highlight the respective phases
(-,+) of basis states constituting a specific sparse eigenvector
(a scar). (b,c) The occupation Eq. (9) with (Ωτ0,Ωτ1) =
(175, 700) for a quench from the initial state Eq. (8) with
w = 2 and the initial momenta p and positions x̄0 indicated
in the insets.
the clusters cannot merge nor disappear and hence their
number represents a conserved charge, [Ncl, Heff ] = 0.
For each Ncl, the topology of the Hilbert subspace of (2)
is that of a truncated hypercube of dimension d = 2Ncl
89.
In what follows we will be particularly focusing on the
Ncl = 1 sector for which the Hilbert space can be rep-
resented as a square lattice with a triangular boundary.
Each site (x̄, ȳ) of this lattice corresponds to a state
|x̄〉 ≡ |x̄, ȳ〉 = |[↓]x̄ ↑ . . . ↑ [↓]ȳ〉 , (3)
Here, [↓]` labels a string of consecutive down spins of
length `. The boundaries are determined by the natural
conditions x ≥ 0, y ≥ 0 and x+ y < M , cf. Fig. 1a. Heff
projected on the Ncl = 1 sector can be written as














|x̄〉 〈x̄| δVx̄ (4d)
where 1x̄,ȳ are unit vectors in the direction x̄, ȳ, H =
{|x̄〉 | 0 ≤ (x̄, ȳ) < M ∧ x̄ + ȳ < M}, b = {|x̄〉 | x̄ + ȳ =
M − 1} and δVx̄ is specified in Eq. (10).
H0 can be solved exactly
89 with eigenenergies































In Eqs. (6),(7) we have used the shifted variables x =
x̄ −M/2, m,n ∈ {1, 2, . . . ,M + 1}, m > n, and x̄ ∈ H.
All energies are non-degenerate, except for dM/2e zero-
energy states for which m+n = M + 2. It can be shown
that the zero-energy subspace is spanned by eigenvectors,
which are sparse in the basis Eq. (3)89. Due to its simple
structure, they can be identified as scars in the Hilbert
space, cf. Fig. 1a. Consequently, one can directly apply
the single-particle perspective used in quantum scars on
discrete lattices90. In what follows we examine the dy-
namics following a quantum quench. Motivated by the
use of Gaussian wavepackets as probes for single particle
scars67,68,91,92, we introduce effective “Gaussian” initial
states defined as (up to normalization)






2w2 e−ip·x̄ |x̄〉 (8)
where p = (px, py) are the phases specifying the initial
direction of propagation of the “wavepacket” and for sim-
plicity we project the state by P on four basis states
with maximal weight. For future convenience, we de-
fine |ψG〉 ≡ |ψp=(π/2,π/2),w=2x̄0=(0,0) 〉. We also define the time-







dt |〈x̄|ψ(t)〉|2 , (9)
where |ψ(t)〉 is the time evolved initial state.
In Fig. 1b,c we show 〈nψ(x̄)〉 for different initial states
Eq. (8). It is apparent that the the occupation clearly
reveals the scar behaviour in the Hilbert space in exact
analogy to the single-particle case.
Disorder. Since H0 is integrable, a natural way to
break the integrability is provided by positional dis-
order of the atoms. Denoting δrk = (xk, yk, zk),
the initial position of the k-th atom is drawn













While the primary focus of this article is the analysis of
the model (2),(4), to provide a description applicable to
a realistic experimental realization, the time dependence
of the atom motion rk(t) has to be taken into account.
To set up the stage a few remarks are in order.
First, we consider both the ground and the Rydberg










95, where ων are the
trap frequencies which determine, together with the in-
verse temperature β = 1/kBT , the disorder through σν =√
1/(βmω2ν) and m is the atom mass. We parametrize
the trap frequencies as ω = (ε−1, 1, 1)ω0/d which leads to
the dimensionless disorder s = (sx, sy, sz) ≡ (ε, 1, 1)ds0,
where s0 = σ0/r0 for some σ0 and motivated by
71 we
choose s0 = 0.03. Here ε and d tune the shape and the
overall strength of the trapping potential where typically
ε > 1 in a tweezer experiment71,78,93.
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FIG. 2. (a) An example of the autocorrelation A(t) =
| 〈ψG|ψ(t)〉 |2 for M = 11. (b) The threshold time tc vs. dis-
order strength for various system sizes M . (c-e) Examples
of the occupation Eq. (9) for various disorder strengths indi-
cated by circle, cross and triangle respectively in pane (f). (f)
Fr (blue) and the r-statistics (orange) vs. disorder strength
d (here α = 6, s0 = 0.03, ε = 9, (Ωτ0,Ωτ1) = (50, 250) and
VNN/Ω = 4).
Second, we note that the interaction V (|rk − rl|) leads
to dynamics entangling the motional and internal degrees
of freedom necessitating a fully quantum treatment. This
is a difficult problem limiting the applicability of meth-
ods such as exact diagonalization to few sites and small
phonon number96. To proceed, we treat the atomic mo-
tion rk(t) as that of a classical particle in a harmonic
potential with coordinates νk(t) = Cν,k cos(ωνt + φν,k),
where Cν,k =
√
νk(0)2 + (qν,k(0)/m)2/ω2ν) and φν,k =
arccos (νk(0)/Cν,k) which are fully specified by the ini-
tial position νk(0) = δrk,ν(t = 0) and momentum qν,k(0).
Here, the latter is drawn from an isotropic Boltzmann
distribution p(qν,k) ∝ exp(−βq2ν,k/(2m)).
The third and final comment is that for V ∝ 1/rα, the
distribution p(δrk) leads to the energy probability distri-
bution p(δV ) with undefined moments, a consequence of
rare events when two atoms come arbitrarily close to each
other93. This is an artefact, not expected to occur under
realistic experimental conditions, of the algebraic form
of V . For this reason and in order to gain an analytical
























where δ̃ν,k = (νk+1 − νk)/r0. In order to get the oc-
cupation (9) with the time-dependent Hamiltonian (4a)
we solve the corresponding Schrödinger equation for the
wavefunction. In particular we are interested in the
properties of the occupation as a function of the dis-
order. The results for |ψ(0)〉 = |ψG〉 are shown in
Fig. 2a,f with examples of 〈nψG(x̄)〉 for three different
values of disorder shown in Fig. 2c-e. The solid blue
line in Fig. 2f corresponds to a quantity Fr which char-
acterizes the overlap of the occupation with the occupa-
tion 〈nψ(x̄)〉0 generated by the idealized Hamiltonian H0,
Eq. (4b). It is defined as Fr = (F −Fu)/(1−Fu), where
F =
∑
x̄ 〈〈ñψ(x̄)〉〉 〈〈ñψ(x̄)〉〉0, Fu is given by F with the
replacement 〈ñψ(x̄)〉 →
√
2/(M + 1)M , the tilde denotes





the double brackets denote the averaging over disorder
realizations (initial conditions). The rationale behind Fr
is that Fr = 1 when the occupation is that of the ide-
alized scenario of Fig. 1b and Fr = 0 for a featureless
uniform occupation. For comparison, the orange solid
line shows the level statistics r = 〈〈min(∆Ei,∆Ei+1)max(∆Ei,∆Ei+1) 〉〉 tak-
ing the initial conditions, i.e. quenched positional disor-
der, where the average is taken over all energy differ-
ences ∆Ei = Ei − Ei−1 of adjacent ordered eigenener-
gies Ei ≥ Ei−1 of H. The values r ≈ 0.39, 0.53 cor-
responding to the Poisson and Wigner-Dyson statistics
are indicated by the horizontal dashed lines. It is ap-
parent from Fig. 2 that increasing the disorder enhances
the many-body scars appearing in the occupation. which
can be explained in terms of the eigenstate localization:
as the disorder is increased from zero, the eigenstates of
H become more and more localized on the Hilbert space
square lattice. This initially enhances their overlap with
the initial state along the scar path. We observe similar
enhancement also for other initial states and values of
disorder and discuss quantitatively the energy landscape
of the Hilbert space in89.
Thermalization. Next we investigate how the scars af-
fect the capacity of the system to thermalise. To this end
we consider the time evolution of the (second Rényi) en-
tanglement entropy (EE) S(t) = −log Tr[ρA(t)2], where
ρA(t) is the reduced density matrix of subsystem A which





. In Fig. 3a
we plot the time evolution of EE for a quench in the non-
integrable regime d = 0.12 from the Gaussian state |ψG〉
(blue), a mid-spectrum eigenstate |ψmid〉 of H (orange)
and a random state |ψrand〉 ∝
∑
x̄ cx̄ |x̄〉 (green), where
cx̄ are drawn from a uniform random distribution. Here,
|ψmid〉 and |ψrand〉 are defined on the half-chain so that
S(0) = 0. After the initial rise we observe a slow growth,
cf.89 for extended discussion, for all the states which we
attribute to superscarring, i.e. the fact that each basis
state either belongs to a scar in the Hilbert space or is
adjacent to it. We also note the initial rise for the Gaus-
sian state happening for Ωt ≈ M/2, which corresponds
to the geometrical distance from the tip [x̄ = (0, 0)]
to the base of the triangular-shaped Hilbert space, cf.



































FIG. 3. (a) Evolution of half-chain entanglement entropy S
for d = 0.12 and M = 25 following a quench from |ψG〉 (blue),
|ψrand〉 (green) and |ψmid〉 (orange). The vertical dashed lines
indicate the (scaled) times τ0, τ1 used in Fig. 2 and the inset
shows the detail of the late-time evolution. (b) The standard
deviation of the saturated S vs. d. Data obtained with 10 re-
alizations of the initial conditions (a) and 300 realizations (b),
where static disorder was considered for numerical reasons,
yielding a value of the average saturated entropy compatible
with (a) within std(S(t→ ∞)).
flected in the standard deviation of the saturated entropy
std(S(t → ∞)) shown in Fig. 3b, where the dominant
peak around d ≈ 0.3 corresponds to the transition from
non-integrable to integrable as quantified by r13,75,97 and
hints towards a possible MBL-like phase78.
Relation to Onsager scars. It has been shown in78
that the spin flip part of Heff , Eq. (2), can be mapped to
the spin-1/2 XX Heisenberg spin chain of length M + 1
∑
k










where µx,y,z the Pauli matrices in a {|0〉 , |1〉} basis. It
is related to the {|↓〉 , |↑〉} basis through the mapping
↑↑, ↓↓→ 0, ↑↓, ↓↑→ 1, where the ambiguity is lifted by
including fictious boundary spins (↓) to the left and right






















of Eq. (2) maps to non-local disorder given by a string of
µz operators78.
Crucially, the structure of the Hilbert space (connec-
tivity between the basis states) remains unchanged as
it is given solely by the spin flip terms89. Recently,
Ref.65 proposed a class of spin models with n spin com-
ponents featuring so-called Onsager scars, which are
states with perfect revivals of the integrated autocorre-
lation subject to certain types of integrability-breaking
disorder. The simplest instance n = 2 of this class
is HXX, Eq. (11), with the Onsager scar |ψ(β)〉 ∝












k+1. We have intentionally in-
dexed the summation in the definition of |ψ(β)〉 by Ncl
as each term corresponds to a superposition of Ncl pairs
|. . . 1k1k+1 . . .〉, i.e single Rydberg spins ↑. The projec-
tion of |ψ(β)〉 on the Ncl = 1 sector is nothing but the
scar indicated in Fig. 1a.
This allows for the following identifications: (i) The
d(M + 1)/2e eigenstates which form the special band in
the plot of the eigenstate’s EE, cf. Fig. 2a in65, corre-
spond to different cluster sectors of Heff . (ii) The projec-
tion of |ψ(β)〉 on Ncl = 1 sector is the scar corresponding
to the (0,M−1)−(M−1, 0) diagonal, i.e. the edge of the
Hilbert space, cf. Fig. 1a, which is comprised only of sin-
gle Rydberg spin excitations. This interpretation bears
to other Ncl as well. Furthermore, the simple structure
of the Hilbert space allows for a straightforward visuali-
sation of why certain types of the integrability-breaking
disorder do not affect the Onsager scars, such as Eq. (13)
in65. Another example naturally realized in the Rydberg
systems is the disorder of Eq. (2) which affects all but
the isolated Rydberg spins.
Experimental considerations. We have simulated the
time evolution with the assumption that the atomic tra-
jectories are that of classical particles in a harmonic po-
tential, independent of their internal state. To estimate
the effect of the Rydberg interactions on the atomic
motion and hence the disorder energies, we consider
〈δV (nNN)〉 to be the expectation value of δVx̄, Eq. (10),
corresponding to basis state |x̄〉 containing nNN nearest
neighbours and evaluated using p(δrk). Analogously, we
define 〈δV (nNN)〉int where the equilibrium positions of
the atoms are taken in the presence of the interactions89.
The difference between the two provides an estimate for a
threshold timescale beyond which the atomic motion can-
not be treated as independent of the internal state and we
define tc ≡ 2π~/(〈δV (M − 1)〉int − 〈δV (M − 1)〉). The
plot of tc vs. d is shown in Fig. 2b with an example of tc
indicated in Fig. 2a. Thus, for d ≈ 0.1, the present analy-
sis holds for Ωt = O(100) for M of few tens, sufficient to
capture the behaviour of the time-averaged occupation
in a realistic experimental setting.
Outlook. In this work we have highlighted how the
structure of the Hilbert space, resembling that of a hy-
percube, provides useful insights in the non-equilibrium
dynamics in spin chains. This allowed us to identify
quantum many-body scars as single particle scars in the
Hilbert space, link them to the Onsager scars and show
how their signature is enhanced by disorder. This pro-
vides a number of interesting openings, such as the inter-
pretation of the disordered Heisenberg XXZ spin chain as
that of an Anderson model on a hypercubic lattice, which
is relevant to the ongoing discussion about the scaling of
the Thouless time in many-body systems98,99. It would
be also interesting to explore the role of sparse eigen-
vectors, which play an important role in various applica-
tions, such as in the signal analysis of networks100,101, in
the context of many-body Hamiltonians and their graph-
theoretic representations85,87,88,102. Finally, to describe
the entangling dynamics between the motional and in-
ternal degrees of freedom, new approaches, such as the
variational ansatz based on non-Gaussian states103, need
to be investigated.
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and Z. Papić, Nature Physics 14, 745 (2018).
17 H. Bernien, M. D. Lukin, H. Pichler, S. Choi,
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