Evidence is accumulating that evolutionary changes are not only common during biological invasions but may also contribute directly to invasion success. The genomic basis of such changes is still largely unexplored. Yet, understanding the genomic response to invasion may help to predict the conditions under which invasiveness can be enhanced or suppressed. Here we characterized the genome response of the spotted wing drosophila Drosophila suzukii during the worldwide invasion of this pest insect species, by conducting a genome-wide association study to identify genes involved in adaptive processes during invasion. Genomic data from 22 population samples were analyzed to detect genetic variants associated with the status (invasive versus native) of the sampled populations based on a newly developed statistic, we called C 2 , that contrasts allele frequencies corrected for population structure. This new statistical framework has been implemented in an upgraded version of the program BayPass. We identified a relatively small set of single nucleotide polymorphisms (SNPs) that show a highly significant association with the invasive status of populations. In particular, two genes RhoGEF64C and cpo, the latter contributing to natural variation in several life-history traits (including diapause) in Drosophila melanogaster, contained SNPs significantly associated with the invasive status in the two separate main invasion routes of D. suzukii . Our methodological approaches can be applied to any other invasive species, and more generally to any evolutionary model for species characterized by non-equilibrium demographic conditions for which binary covariables of interest can be defined at the population level.
. 184 We here relied on the multivariate normal 
where Γ Ω results from the Cholesky decomposition 217 of Ω (i.e., Ω = Γ Ω t Γ Ω ). The vectorα i thus contains (Gunther and Coop, 2013) . To ensure proper 250 calibration of both the C 2 and XtX estimates we 251 thus relied on the scaled posterior means of the 252α ij 's, denoted α ij and computed as:
where α ij is the posterior means ofα ij and 254 µα (respectively σα) is the mean (respectively 255 standard deviation) of the I ×J α ij 's (µα 0 256 usually). The following estimators of XtX and C 2 , 257 denoted for each SNP i as XtX (i) and C 2 (i) 258 respectively, were then obtained as:
259 (AUC) being equal to 0.977 ( Figure 1B ) and 335 0.943 ( Figure 1C ), respectively. The unbalanced 336 population representation of the two ec2 types 337 had a limited impact on the performance of the C 2 338 statistic to identify the underlying selected SNPs.
339
In addition, the C 2 statistics clearly discriminated Figure 1B for the XtX were also 370 smaller than in Figure 1C Evaluation of the performance of the C 2 contrast statistic on simulated data and comparison with the BF for association and two XtX SNP-specific differentiation estimators. A) Schematic representation of the demographic scenario used for the simulation. It consists of two successive phases: (i) a neutral divergence phase with migration (only some illustrative migration combinations being represented) leading to the differentiation of an ancestral population into 16 populations after four successive fission events (at generations t = 50, t = 150, t = 200 and t = 300); and (ii) an adaptive phase (lasting 200 generations) during which individuals were subjected to selective pressures exerted by two environmental constraints (ec1 and ec2 ) each having two possible modalities (a or b) according to their population of origin (i.e., eight possible environments in total). Out of the 5,000 simulated SNPs, the fitness of individuals in the environment of their population of origin was determined by their genotypes at 25 SNPs for ec1 and 25 SNPs for ec2 constraints. In total 100 data sets were simulated. B) and C) The ROC curves associated to the ec1 and ec2 C 2 contrasts and the two corresponding BF for association are plotted together with those associated with the two XtX estimators (i.e., posterior mean estimator XtX, and the new calibrated estimator XtX ). The FPR's associated to each statistic were obtained from the corresponding neutral SNP estimates combined over the 100 simulated data sets (n = 4,950×100 = 495,000 values in total). Similarly, the TPR's were estimated from either the n = 2,500 combined ec1 (B) or ec2 (C) selected SNPs. ROC AUC values are given between parentheses. also well behaved ( Figure S4B ) and allowed the 472 computation of q-values to control for multiple 473 testing. As shown in Figure S5B , at the same 1% ) and 3C (C AM 2 versus C EU 2 ).
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In total, 204 SNPs (detailed in Table S2 ) (6 native vs. 8 invasive populations of the American invasion route). The third column gives the overall number of significant SNPs (at the 1% q-value threshold) and their maximal spacing in bp (on the D. suzukii assembly). Columns 4 to 6 gives the number of significant SNPs for each of the three contrast analyses.
two SNPs significant in one of the three contrast 572 analyses; see Table 1 for details. The significant 573 SNPs underlying the different genes tended to be 574 very close, spanning a few bp (span > 1kb for only 575 five genes). In particular, we observed doublet 576 variants (i.e., adjacent SNPs in complete LD) 577 within three genes (cpo, ome and lnc:CR45759 ).
578
Among these 26 candidate genes, 10 and 12 579 might be considered as specific to the European 580 and American invasion routes, respectively, since 581 they did not contain any SNP significant for the (Table S2) . Similarly, the two SNPs (Table S2 ). Finally, for both the The C 2 statistic we developed in the present 720 study appears particularly well suited to search 721 for association with population-specific binary -values (Storey and Tibshirani, 2003) .
761
To estimate the C 2 statistic, we needed to 762 correct allele frequencies for population structure.
763
To that end, we relied on the Bayesian hierarchical Figure 1A) . generation t = 50 to t = 150 was set to m = 0.005.
920
For illustration purposes, some of the migration 921 edges were displayed in Figure 1A . Table S1 ). 
