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Abstract
Let Gτ be the topological group of orientation preserving homeomorphisms of the circle S1. The Clas-
sical Euler Class and its powers generate the cohomology of the classifying space BGτ . In the transition
from continuous Gτ to discrete Gδ the behavior of the powers of the Euler Class is altered significantly.
There are subgroups K of Gδ for which the powers of the Discrete Euler Class En ∈ H 2n(BGδ,Z) are
non-vanishing only up to a certain dimension. In this work we determine the threshold dimension for cer-
tain groups of homeomorphisms of the circle. Our results are applied to the Based Mapping Class Groups,
Mg,∗, and we show: En(Mg,∗) = 0, n < g, but En(Mg,∗) = 0, n > g. At the threshold dimension n = g
the Discrete Euler Class has torsion of order 2g(2g + 1).
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction, the Euler Class, continuous and discrete
Let Gτ be the topological group of orientation preserving homeomorphisms of the circle S1.
The Classical Euler Class for circle bundles with structure group Gτ is an element of the second
cohomology group of infinite complex projective space, which is the classifying space BGτ . The
powers of the Euler Class generate the cohomology of BGτ . If K is any topological subgroup
of Gτ containing the rotation group, then the Euler Class and all of its powers are non-vanishing
elements of the cohomology of BK . However, in the transition from continuous to discrete, the
behavior of the powers of the Euler Class is altered in a significant way.
In the sequel, coefficient groups for homology and cohomology will always be Z.
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1950 S. Jekel / Advances in Mathematics 229 (2012) 1949–1975Let Gδ denote the group of orientation preserving homeomorphisms of the circle, but now
considered as a discrete group. The identity Gδ → Gτ induces a map BGδ → BGτ which is an
isomorphism on homology, (Section 5, Theorem 4), so that the Classical Euler Class on BGτ
pulls back to a non-vanishing class e on BGδ .
However there are subgroups K of Gδ for which the powers of the Discrete Euler Class are
non-vanishing only up to a certain dimension. The Based Mapping Class Groups, Mg,∗, are
subgroups which exhibit this behavior:
enMg,∗ = 0, n g, enMg,∗ = 0, n < g.
In this vanishing/non-vanishing statement the Discrete Euler Class of a subgroup K , enK ,
is considered to be an element of Hom(H2n(BK),Z). However, more generally the Discrete
Euler Class is a cohomology class EnK ∈ H 2n(BK). We distinguish En ∈ H 2n(BK) from
en ∈ Hom(H2n(BK),Z), referring to en as the n-th power of the Discrete Euler Class, and to
En as the n-th power of the Primary Discrete Euler Class. The difference is measured by the
Universal Coefficient Theorem
0 ← Hom(H2n(BK),Z) κ←− H 2n(BK) χ←− Ext(H2n−1(BK),Z)← 0.
We will see that for the Based Mapping Class Groups at the threshold dimension g, the g-th
Primary Discrete Euler Class is non-vanishing whereas the g-th Discrete Euler Class is trivial,
so that the vanishing/non-vanishing statement becomes
EnMg,∗ = 0, n > g, EnMg,∗ = 0, n g.
We compute the Primary Discrete Euler Class at the threshold dimension explicitly – it is a
torsion element of order (2g)(2g + 1).
The goal of this work is to characterize the threshold dimension for groups of homeomor-
phisms of the circle which exhibit such vanishing behavior.
2. Results and examples
Suppose a subgroup K ⊂ G = Gδ acts on S1 by gx = g(x). Then K acts on the infinite
simplex ∞ which is a contractible simplicial complex whose q-simplices q are (q + 1)-
element subsets of points of the circle.
Definitions. Let σ be a q-simplex with a given counterclockwise ordering of its vertices x0 <
· · · < xq−1 < xq . This means that a counterclockwise arc connecting x0 to xq contains all the
other vertices of σ , and on the interval [x0, xq ] the points are ordered as given.
The isotropy or stabilizer group, Kσ , of a simplex σ , is the subgroup of K keeping all the
vertices of σ fixed.
Assume K ⊂ G acts on a subcomplex X of ∞. A simplex σ ∈ X is a characteristic q-
simplex for the action of K if there are periodic homeomorphisms t ∈ K of order q + 1, and
s ∈ K of order q , so that t and s map the vertices of σ by
t : x0 → x1 → ·· · → xq → x0, s : x0 → x1 → ·· · → xq−1 → x0.
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Consider a characteristic q-simplex σ for the action of K on the circle, and the face
{x0, . . . , xˆq−1, xˆq}. The homeomorphism δ = s−1t maps xq to xq−1 and keeps all other ver-
tices of σ fixed. Therefore δ is a non-trivial element of the isotropy group K{x0,...,xˆq−1,xˆq }. More
generally, for each k there is a homeomorphism
δq−k = t−kδtk ∈ K{x0,...,xˆq−k−1,xˆq−k,...,xq }
which maps the vertex q−k to q−k−1. The set {δj } is the set of characteristic homeomorphisms
of the characteristic simplex σ . The commutativity condition for characteristic homeomorphisms
of a characteristic simplex is the following: δiδj = δj δi whenever {i, i − 1} ∩ {j, j − 1} = ∅.
Again, vertices are indexed mod q + 1.
In the statement of the following theorems K will be a subgroup of G acting on a contractible
subcomplex of ∞.
Theorem 1. Suppose there exists a characteristic (2p + 1)-simplex for the action of K , and
if p > 1 the characteristic homeomorphisms satisfy the commutativity condition. Then enK is a
non-zero element of Hom(H2n(BK),Z) for n p.
Theorem 2. Suppose the isotropy group of every (2p − 2)-simplex is trivial. Then EnK = 0 for
n p.
The threshold between non-vanishing and vanishing takes the form of a non-trivial torsion
group when there exists a characteristic 2p-simplex for the action of K with the property that
the isotropy group of every (2p − 2)-face is Z.
Definition. The characteristic simplex σ is fundamental if K{x0,...,xˆq−1,xˆq } is isomorphic to Z, and
is generated by δ ∈ K .
We assume δ corresponds to −1 ∈ Z under the isomorphism. Each K{x0,...,xˆi−1,xˆi ,...,xq } is then
also isomorphic to Z, and is generated by δi ∈ K .
Theorem 3. Suppose there exists a fundamental 2p-simplex for the action of K with character-
istic homeomorphisms that satisfy the commutativity condition. Assume that the isotropy group
of every (2p − 1)-simplex is trivial. Then
a) EpK ∈ H 2p(BK) is an element of order 2p(2p + 1),
b) EnK ∈ H 2p(BK) vanishes for n > p,
c) enK ∈ Hom(H2n(BK),Z) vanishes for n p,
d) enK ∈ Hom(H2n(BK),Z) is non-trivial for n < p.
Examples. Consider K = PSL(2,Z) acting on lines in the plane. The set {x0, x1, x2} = {0,1,∞}
is a fundamental 2-simplex for the action of K , and the isotropy group of every 1-simplex is
trivial. Theorem 3a) implies EK is a non-trivial torsion element of order 6 in H 2(BK). By
Theorem 3b) EnK is zero for n > 1. By 3c) eK is the zero homomorphism H2(BK) → Z. The
commutativity condition is vacuous.
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{∞,0,1,2} is a characteristic 3-simplex. Theorem 1 is then satisfied with p = 1, (the com-
mutativity condition does not have to be satisfied in the p = 1 case), and it implies eK maps
H2(BK) onto Z. The isotropy group of any 2-simplex is trivial, so Theorem 2 applies with
p = 2 and the class E2K is trivial in H 4(BK).
We will show in Section 10 that the Based Mapping Class Group of a closed surface of
genus g, Mg,∗, has a fundamental 2g-simplex satisfying commutativity, and that the isotropy
group of every 2g − 1-simplex under the action is trivial. By Theorem 3 the class EgMg,∗
has order 2g(2g + 1) in H 2g(BMg,∗), and vanishes in dimensions > 2g. The class enMg,∗ ∈
Hom(H2n(BMg,∗),Z) is trivial for n g, and is non-trivial for n < g.
The group M1,∗ is PSL(2,Z).
Let K = Gω be the group of real analytic orientation preserving diffeomorphisms of the circle.
We will observe in Section 10 that for each p  0 a characteristic 2p-simplex can be found so
that the hypotheses of Theorem 1 are satisfied. Therefore enK ∈ Hom(H2n(BGω),Z) is non-zero
for all n.
Consider a subgroup K ⊂ G all of whose elements have a common fixed point. It follows
easily from our constructions in Section 6 that EnK = 0 for all n.
By weakening the commutativity condition it is possible to construct other hierarchies of
subgroups Kp , with vanishing/non-vanishing behavior analogous to the Mapping Class Groups.
We mention one such family in Section 10.
3. Organization of the paper
This paper began as a sequel to [3] with the intention of presenting a non-vanishing theorem to
complement the vanishing theorem that was proved there. However there was a gap in the proof
on page 905 – the vanishing was only in effect checked on the dual orbit class. In the process of
repairing the error this work evolved considerably. Besides including a non-vanishing result, the
vanishing result is redone under simpler hypotheses. I am indebted to Kiyoshi Igusa for carefully
reading the original paper, noticing the oversight, and bringing it to my attention.
In [8] Morita conjectured a vanishing dimension for characteristic classes of the Mapping
Class Groups which provided the motivation for this work. The vanishing dimension, with ratio-
nal coefficients, for Mapping Class Groups can be deduced from the work of E. Looijenga in [5].
The non-vanishing theorem can be applied to show that some subgroups of homeomorphisms of
the circle have Discrete Euler Class non-zero in all dimensions, for example the group of real
analytic diffeomorphisms of the circle. K. Igusa has also studied the powers of the Euler Class
from a topological point of view, relating them to other characteristic classes of the Mapping
Class Groups as part of his proof of the Witten conjecture [2].
The paper is organized as follows. Section 4 covers the simplicial and bisimplicial construc-
tions that we use to compute homology. In Section 5 BGτ and BGδ are shown to be homology
equivalent. To prepare for the proofs of the main theorems we give three different descriptions
of the Discrete Euler Class of a subgroup K of G. The proofs result from analyzing and com-
paring the different constructions. In Section 6 we describe the p-th power of the Discrete Euler
Class and a homology class dual to it, the characteristic orbit class, by simplicial formulas on
the space of orbits, orbK , of the action of K . Chapter 7 includes the main construction of this
paper. In Section 7 we lift a cycle on orbK representing the characteristic orbit cycle to a 2p-
chain on BK . We give an algebraic and a geometrical description of this chain. We will see that
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The winding number of this cycle, Section 8, gives a second interpretation of the Discrete Euler
Class, and from this description we deduce the vanishing Theorem 2. In Section 9 we observe
that the lift of the characteristic orbit cycle can also be interpreted as a 1-cycle in the isotropy
group on a set of 2p − 1 points on the circle under the action of K . Its homology class gives a
third interpretation of the Discrete Euler Class, which we call holonomy. The observation that
the holonomy is a certain multiple of the Discrete Euler Class when the holonomy is integral
gives Theorem 3. We prove Theorem 1 by examining the conditions which insure non-vanishing
in the proof of Theorem 3. Chapter 10 covers examples, including the Mapping Class Groups.
4. Computing the homology of a group
4.1. Actions
An arbitrary discrete group G acting on a simplicial complex Θp gives rise to a simplicial
groupoid Γ Gp whose objects are Θp , whose morphisms are G × Θp , and whose source and
target maps are given by s(g, x) = x and t (g, x) = g(x). The composition of morphisms (g, x)
and (f, g(x)) is (fg, x).
Extending by nerves in the vertical q-direction produces a bisimplicial set Γ Gp,q . Assume Θp
has a contractible realization. Then the realization of the bisimplicial set is homotopy equivalent
BG.
The horizontal complexes will be viewed as simplicial complexes, and the vertical complexes
as simplicial sets.
The double abelian group C0p,q of chains on the bisimplicial set, CΓ Gp,q , gives rise to two
spectral sequences converging to Hp+q(BG), one obtained by computing homology vertically
then horizontally, the other by computing horizontally, then vertically:
C2pq = HhpHvq (Γ Gp,q) ⇒ Hp+q(BG), C2pq = Hvq Hhp (Γ Gp,q) ⇒ Hp+q(BG).
To establish notation, the simplicial face maps are
dhi : Γ Gp,q → Γ Gp−1,q , dvi : Γ Gp,q → Γ Gp,q−1;
the boundary homomorphisms on chains
∂h : C0p,q → C0p−1,q , ∂v : C0p,q → C0p,q−1,
are given by
∂h = (−1)q
p∑
j=0
(−1)j dhj , ∂v =
q∑
j=0
(−1)j dvj ,
so that ∂h∂v + ∂v∂h = 0.
The double complex C determines a total complex Tot(C)n =⊕p+q=n C0p,q , with boundary
homomorphism ∂ = ∂h + ∂v , whose homology is that of BG.
Similar considerations apply to cohomology. To denote the corresponding groups and maps
we will interchange subscripts and superscripts.
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subcomplex of the infinite simplex. The action determines, for each p, a discrete groupoid. Ex-
tending by nerves in the q direction gives a bicomplex all of whose horizontal complexes are
simplicial complexes.
A p,q-simplex has the form ((g1, . . . , gq), (x0, . . . , xp)), where gi ∈ K and xi ∈ S1. By for-
mally adding all coefficients of a common (g0, . . . , gq) a p,q-chain can be written as Σciσi
where each ci is a p-chain on ∞. In this way a generator of C0p,q can be viewed as a q-
simplex on the nerve of K with twisted coefficients in the p-chains of the infinite simplex, written
(x0, . . . , xp) · (g1, . . . , gq). We use this formulation for notational purposes only.
The realization of a bisimplicial complex is a C.W. complex, and up to weak homotopy equiv-
alence it is irrelevant whether degeneracies are used in the identifications or not.
4.2. Orbits
Consider the bisimplicial bicomplex Γ Gp,q constructed above for a general G. Fix p. Each
vertical complex Γ Gp,∗ is the nerve of a groupoid Γ Gp with morphisms Γ Gp,1, and objects
Γ Gp,0.
There is a 1-1 correspondence between the orbits of the action of G on Θp+1, and π0(BΓ Gp),
the set of components of BΓ Gp , and the correspondence is simplicial in p. Define BΓ Gp →
π0(BΓ Gp) to be the function which maps a given point to the component in which it lies. This
produces a map π : BG → |π0(BΓ G∗)|. Let orb G denote the space |π0(BΓ G∗)|. This is the
orbit space of the action.
Each vertical complex of Γ G∗∗ realizes as a disjoint union of K(π,1)’s. However, these
vertical homotopy equivalences are not simplicial in the horizontal direction.
4.3. Oriented chains
Consider a subgroup K of the group G of orientation preserving homeomorphisms of the
circle, acting on the infinite simplex ∞.
Each horizontal simplicial set of ΓKp,q is a simplicial complex, and the group action pre-
serves orientation classes of elements of ∞. Then oriented chains can be used to compute
homology since Hvq Hhp (Γ Gp,q) converges to Hp+q(BG). We denote an oriented (p, q)-simplex
by [x0, . . . , xp] · (g1, . . . , gq).
When C is a chain complex, it will generally be clear from the context whether oriented chains
are being used or not. If it is necessary to make the distinction, [C] will denote the corresponding
oriented chain complex. Likewise, [Z], [B], and [H ] will be oriented cycles, boundaries and
homology.
Chains and cycles will be denoted by a single letter, typically c or z. We use square brackets
for oriented chains and cycles, [c], [z], etc. From this point on we denote the homology class
of a cycle z by cl(z), or in oriented homology by cl([z]). Similar notation will be applied to
cohomology.
4.4. Characteristic simplices
Let σ be a characteristic q-simplex. Generally, the vertices of σ , listed in counterclockwise
order, will be denoted 0 < · · · < q − 1 < q.
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the points i are mapped as follows
t : 0 → 1 → ·· · → q → 0, s : 0 → 1 → ·· · → q − 1 → 0.
The characteristic homeomorphism δq = s−1t maps q to q − 1 and keeps every other ver-
tex fixed. More generally, the characteristic homeomorphism δq−j = t−j δq tj maps q − j to
q − j − 1 and keeps every other vertex fixed.
We extend this notation to all of Z by considering vertices to be labeled mod q + 1. The
formulas for the characteristic homeomorphisms are valid for all q .
Characteristic homeomorphisms satisfy the following identities:
δ2pδ2p−1 · · · δ0 =
(
s−1t
)(
t−1s−1t2
) · · · (t−2ps−1t2p+1)= (s−1)2p+1t2p+1 = s−1,
(δ2pδ2p−1 · · · δ0)2p = 1. (1)
5. The homology of BG
The homology of BG is Z in even dimensions and 0 in odd. This can be deduced from
results of Mather and Thurston on classifying spaces for foliations, [7]. We give an independent
and elementary proof here. We use the fact that the discrete group of orientation preserving
homeomorphisms of the reals, Homeo+R, is acyclic [6].
Consider the double chain complex C0p,q associated to G acting on ∞. Computing homology
vertically gives
C1p,q =
{
H0(BΓGp) if q = 0,
0 if q > 0.
The isotropy group of each p simplex is acyclic, for the isotropy group Gb of any point b
is isomorphic to the group of orientation preserving homeomorphisms of S1 − {b}, which in
turn is isomorphic to Homeo+R. Furthermore, the isotropy group of a p + 1 element subset of
points of S1 is isomorphic to a p + 1 fold Cartesian product of Homeo+R, so it too is acyclic.
Therefore the only non-trivial homology appears in the line q = 0, and the p-th term is the free
abelian group on the components of the groupoid ΓGp , or, equivalently, the p-chains on the
orbit complex, Cp(orbG), of the action.
Now we describe the chain complex Cp(orbG) as a quotient of a subcomplex of the chains on
the infinite simplex. Let σ = {0, . . . ,p − 1,p} denote a set of p + 1 points of the circle ordered
as 0 < · · · < p − 1 < p. The non-degenerate p-simplices of the orbit complex are in 1-1 corre-
spondence with the elements of the permutation group Π(p + 1) = Π{0, . . . ,p − 1,p} modulo
cyclic permutations. This is the same as Π(p), for any set of p + 1 points can be mapped, as a
set, to σ by some element of G, but a (p + 1)-tuple of elements of σ can be mapped to another
(p + 1)-tuple of elements of σ by an element of G if and only if one of the (p + 1)-tuples is
obtained by cyclically permuting the entries of the other.
So Π(∗) has the structure of a simplicial set, which we refer to as the permutation complex,
and in unoriented homology Hp(orbG) = Hp(Π(∗)).
Now consider the oriented homology. We use oriented chains to compute the homology
of the orbit complex. (That this is valid follows from an application of the acyclic models
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odd permutations to −(0,1,2, . . . ,p). When p is even cyclic permutations of p + 1 elements
are even, so no further relations are imposed by factoring out by cyclic permutations. There-
fore the group of oriented p-chains, when p is even, is isomorphic to Z and generated by
[0,1,2, . . . ,p]. Now when p is odd, (0,1,2, . . . ,p) = (1,2, . . . ,p,0) since the two p + 1 tu-
ples are in the same orbit. But [0,1,2, . . . ,p] = −[1,2, . . . ,p,0] since cyclic permutations are
odd. So [0,1,2, . . . ,p] = −[0,1,2, . . . ,p], and the p-th oriented chain group is isomorphic to
Z2. The oriented chain complex of orbG is therefore 0 ← Z ← Z2 ← Z ← Z2 ← ·· ·, and the
homology is isomorphic to Z in even dimensions and 0 in odd.
Theorem 4. The quotient map BG → orbG is a homology equivalence, and there is a simplicial
isomorphism orbG → Π(∗). The homology of BG is Z in even dimensions and is 0 in odd.
A generator of H2(Π(∗)) is represented by the cycle (0,2,1)− (0,1,2).
6. The Euler Class as an orbit cycle
6.1. A formula for the discrete Euler Class
Consider G and the orbit complex, orbG, obtained from its action on the infinite simplex. We
do no use oriented simplices in this section.
To represent the universal Discrete Euler Class e on the orbit complex orbG first define a
2-cochain by
o(x, y, z) =
{1/2 if x < z < y,
−1/2 if x < y < z,
0 otherwise.
To see directly that o vanishes on boundaries, and is therefore a cocycle, consider
∂(x, y, z,w) = (y, z,w)− (x, z,w)+ (x, y,w)− (x, y, z).
Suppose y < z < w. If x is not on the counterclockwise arc joining y to w then the sign of o
evaluated on each of the four simplices forming the boundary is minus, which means o on the
chain ∂(x, y, z,w) is 0.
If x is strictly between y and z then the sign of o evaluated on each of the last two faces
changes to +. If x is strictly between z and w then the sign of o evaluated on the first two faces
changes to +. If x = y the evaluation on each of the first two faces is − and on the last two is
0. If x is equal to z the evaluation on the first face is − on the third face is + and on the second
and fourth is 0. If x is equal to w the evaluation on the first and fourth face is minus and on each
of the middle pair is 0. In any case o on the chain ∂(x, y, z,w) is 0. The exact same argument
applies if y > z >w, and also if any pair or all three of the points {x, y, z} are equal.
The class o pulls back to the Primary Discrete Euler Class on BG, as follows.
Let G act on the infinite simplex on the elements of G, ∞G , as well as on the infinite simplex
on the elements of S1, ∞
S1
.
Let 0 ∈ S1 be a base point. The map ∞G → ∞S1 given by (f, g, . . .) → (f (0), g(0), . . .)
induces a homotopy equivalence on the orbit complexes of the respective actions. The orbit
complex of the action of G on ∞G is the nerve of G. Pulling back o by this map produces the
following formula.
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E(f,g) =
{1/2 if 0 < g(0) < f (0),
−1/2 if 0 < f (0) < g(0),
0 otherwise.
Then E is a 2-cocycle on BGδ which represents cl(E) ∈ H 2(BG).
The cohomology class cl(E) generates the cohomology ring of BG since it evaluates
(0,2,1) − (0,1,2) to 1, so it is the Discrete Euler Class. To see that it agrees in sign with the
pullback of the classical topological Euler Class requires explicitly constructing the homology
equivalence BGδ → BGτ . That is done in [4].
6.2. Powers of the orbit and Euler Class for a subgroup K ⊂ G
Let K be a subgroup of G acting on points of the circle. There is a commutative diagram with
corresponding invariants.
BK BG
orbK orbG,
E
p
K E
p
o
p
K
op
The pullback of op ∈ Z2p(orbG) to Z2p(BG) is Ep , to Z2p(orbK) is opK ; to Z2p(BK) is EpK ;
and to Hom(Z2p(BK),Z) is epK . The universal cocycles op , Ep , and ep all determine the same
cohomology class in H 2p(BG).
Note, if K is a subgroup which fixes a point of the circle, then K acts on that point and orbK
is contractible. Therefore EpK is trivial for all p.
Theorem 5. If there exists a characteristic 2p-simplex for the action of K on the circle, then
cl(o
p
K) is a non-vanishing element of Hom(H2p(orbK),Z).
Proof. Let {0,1,2, . . . ,2p} be a characteristic 2p-simplex for the action of K on the circle and
0 < 1 < · · · < 2p a counterclockwise ordering of its vertices. We work with oriented chains;
square brackets denote oriented simplices. A 2p-chain, Ep = E(K)p , in orbK on which op is
non-vanishing is given by
Ep = [0,2p,1, . . . ,2p − 1] − [0,1,2, . . . ,2p],〈
o
p
K,Ep
〉= (−1)p+1. (2)
We show directly that the chain Ep forms a cycle by grouping the face maps into pairs that lie
in the same orbit but have opposite signs.
Let A = [0,2p,1, . . . ,2p − 1], and B = [0,1,2, . . . ,2p],
(d0 − d1)A = [2p,1, . . . ,2p − 1] − [0,1, . . . ,2p − 1].
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homeomorphism δ0 maps (0,1, . . . ,2p − 1) to (2p,1, . . . ,2p − 1). So d0 − d1 = 0. Now con-
sider dkA− dk−2B for 2 k  2p. This chain is (−1)k times
[0,2p,1, . . . , k̂ − 1, . . . ,2p − 1] − [0,1,2, . . . , k̂ − 2, . . . ,2p],
which is in the same orientation class as (−1)k times
[0,1,2, . . . , k̂ − 1, . . . ,2p] − [0,1,2, . . . , k̂ − 2, . . . ,2p].
The two simplices are in the same orbit since
δk−1(0,1,2, . . . , k̂ − 2, . . . ,2p) = (0,1,2, . . . , k̂ − 1, . . . ,2p).
Finally
(d2p − d2p−1)B = [0,1, . . . ,2p − 1] − [0,1, . . . ,2p − 2,2p],
and
δ2p(0,1,2, . . . ,2p − 2,2p) = (0,1,2, . . . ,2p − 1).
Therefore ∂Ep =∑(−1)idi(Ep) = 0 which proves the theorem. 
We define the p-th Characteristic Orbit Cycle of K to be Ep(K). It is a 2p-cycle in the ori-
ented homology of the orbit complex of K . It is defined by (2) whenever there is a characteristic
2p-simplex for the action of K .
7. Lifting the characteristic orbit cycle
In this section we construct a particular lifting of the p-th characteristic orbit cycle of K to
2p-chains Tot(C)2p on BK .
We abbreviate Tot(C) by T (C). These are oriented chains, unless otherwise indicated.
7.1. Algebraic description of the lifting
To describe the lifting process in general, first represent an oriented class, cl([z]), on orbK ,
by an oriented 2p-cycle [z], and then by a 2p-chain c0(z) ∈ C2p,0 on the horizontal complex
ΓK∗,0. This is possible since orbK is a quotient of ΓK∗,0. The horizontal boundary b0(z) of
c0(z) is a horizontal cycle. Suppose it bounds vertically; let c1(z) ∈ C2p−1,1 be its boundary.
Continuing in this manner, construct bk−1(z) ∈ C2p−k,k−1 and, if possible, ck(z) ∈ C2p−k,k . If
the simplicial lifting terminates, that is leads to the construction of c2p(z) ∈ C0,2p , then c0(z) +
c1(z) + · · · + c2p(z) is a cycle on BK which projects to z under the orbit map. More generally
if the lifting is truncated at ck(z) then the construction gives a 2p-chain on BK . When K = G
each bk(z) bounds vertically, so the lifting can be continued until a cycle is produced.
We describe a lifting of Ep (see Fig. 1). Using the same notation for the lifted chain, since the
vertices {0,1, . . . ,2p} are already points on the circle,
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c0(Ep) = [0,2p,1, . . . ,2p − 1] − [0,1,2, . . . ,2p]. (3)
Pairing the face maps in the same way as in the proof of Theorem 5 in Section 6.2, the
horizontal boundary b0(Ep) is
[0ˆ,2p,1, . . . ,2p − 1] − [0, 2̂p,1, . . . ,2p − 1] + · · ·
+
k=2p∑
k=2
(−1)k([0,1, . . . , k̂ − 1, . . . ,2p − 1,2p] − [0,1,2, . . . , k̂ − 2, . . . ,2p])+ · · ·
+ [0,1, . . . ,2p − 1, 2̂p] − [0,1, . . . ,2p − 2, 2̂p − 1,2p]. (4)
To continue the formal process of lifting Ep the chain b0(Ep) should be lifted vertically to a
chain c1(Ep) in C02p−1,1. Since the vertical boundary is “target minus source,” that is done by
replacing each of the paired objects by an appropriate morphism. We write the resulting chain as
a 1-chain on BΓK2p−1 with twisted coefficients in the group of (2p − 1)-chains on ∞. Note
δi+1([0, . . . , iˆ, . . . ,2p]) = [0, . . . , î + 1, . . . ,2p],
c1(Ep) =
2p∑
i=0
(−1)i[0, . . . , iˆ, . . . ,2p]δi+1. (5)
The chain b1(Ep) = ∂h(c1(Ep)) is a cycle, vertically and horizontally, and a boundary horizon-
tally. It breaks into two parts as follows:
i−1∑
j=0
2p∑
i=1
(−1)i+j [0, . . . , jˆ, . . . , iˆ, . . . ,2p]δi+1
+
2p∑
j=i+1
2p−1∑
i=0
(−1)i+j−1[0, . . . , iˆ, . . . , jˆ, . . . ,2p]δi+1. (6)
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7.2. An example
We illustrate the constructions when p = 1.
The chain c1 is [1,2]δ1 − [0,2]δ2 + [0,1]δ0.
The cycle b1 is ([2] − [1])δ1 + ([0] − [2])δ2 + ([1] − [0])δ0.
The terms with a positive coefficient correspond to morphisms in ΓK0 which fix an object.
The three with a negative coefficient move 1 to 0, 2 to 1, and 0 to 2.
Let us compute b1 directly in the case when K = PSL(2,Z) and p = 1. In this case the
characteristic homeomorphisms have explicit formulas. Consider S1 as lines through the origin
in the plane; let 0 denote the line with slope 0, 1 the line with slope 1, and 2 the line with slope ∞,
δ0 = (2x − 1)/x, δ1 = x − 1, δ2 = x/(x + 1).
The cycle b1 determines a loop based at 2 in the groupoid ΓK0 formed by the following com-
posite of morphisms,
(δ2,2)−1(δ0,1)(δ1,1)−1(δ2,0)(δ0,0)−1(δ1,2).
Computing the composite of fundamental homeomorphisms (see Fig. 2):
δ−12 δ0δ
−1
1 δ2δ
−1
0 δ1(x) = x − 6. (7)
Note, the isotropy group of the base point 2 is isomorphic to Z and generated by the charac-
teristic homeomorphism δ1. In this sense b1 = −6.
7.3. The structure of b1(Ep) – vertex separation and energy
The oriented cycle b1 does not lift to an unoriented 1-cycle on ΓK2p−2, but the cycle
(2p − 1) · b1 does. In order to construct the lift it is necessary to sum over all cyclic permu-
tations of the vertices of an oriented (2p − 2)-simplex.
Let Z(k) denote the group of cyclic permutations on k elements, and let π(x1, . . . , xk) denote
a general element.
Define the lift (b1) by
(b1) =
∑ i−1∑ 2p∑
(−1)i+jπ(0, . . . , jˆ, . . . , iˆ, . . . ,2p)δi+1
π∈Z(2p−1) j=0 i=1
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∑
π∈Z(2p−1)
2p∑
j=i+1
2p−1∑
i=0
(−1)i+j−1π(0, . . . , iˆ, . . . , jˆ, . . . ,2p)δi+1. (8)
We observe now that (b1) is an unoriented 1-cycle in the groupoid ΓK2p−2.
A typical object appearing as a coefficient in the sum (8) has the form
π(0, . . . , mˆ, . . . , nˆ, . . . ,2p).
That is, it’s a 2p − 1-tuple formed by a cyclic permutation of (0,1, . . . ,2p), with two elements
deleted. Such an object occurs exactly twice in the formal sum, once as a coefficient, (source), of
δm+1, and once as a coefficient of δn+1, and the signs are opposite. Also the object occurs exactly
twice as a target, once as a target of δm, and once as a target of δn with opposite signs. So the
sum of all signed sources and targets cancel, which makes (b1) a vertical cycle.
δn+1
↑
δm → · → δm+1 (9)↑
δn
We decompose (b1) into a sum of cycles which give rise to a family of loops L(b1) in the
1-skeleton of BΓK2p−2. The subcycles will be distinguished by their energy, which will be
defined as the smaller of the two integers which count the number of points on the circle between
omitted vertices.
First consider any term of the form (. . . , mˆ, m̂ + 1, . . .)δm+1 or (m̂ + 1, . . . , mˆ)δm+1 appear-
ing in (8). The first type of term appears in the second summand of (8), and notice each coefficient
is +1. The second type occurs as a term in the first summand and has a coefficient +1 as well.
There are (2p + 1)(2p − 1) terms of the form just described, and each is isotropic, that is
δm+1 ∈ K{0,...,mˆ,̂m+1,...,2p}. We write l0 for the summand of (b1) formed by these cycles. We
consider each to be a cycle with energy 0. In example 7.2 these are loops at the three vertices.
Consider a term of (8) having a coefficient of the form (0ˆ, . . . , kˆ, . . . ,2p), with 2  k  p.
The composite
(δkδ0)(δk−1δ2p) · · · (δ1δ2p−k+2)(δ0δ2p−k+1)(δ2pδ2p−k) · · · (δk+2δ2)(δk+1δ1) (10)
maps this object to the cyclic permutation of itself, (2p − 1,2p, 0ˆ, . . . , kˆ, . . . ,2p − 2), as we now
show.
The first pair of morphisms map (0ˆ, . . . , kˆ, . . . ,2p) to (0, 1ˆ, . . . , k̂ + 1, . . . ,2p). After ap-
plying the sequence (δ2pδ2p−k) · · · (δk+2δ2)(δk+1δ1) the original vertex is mapped to the
vertex (0, . . . , 2̂p − k, . . . , 2̂p). The next pair of morphisms δ0δ2p−k+1 takes this vertex to
(2p, 0ˆ,1, . . . , ̂2p − k + 1, . . . ,2p − 1). Note that for δ0 to be well defined on unoriented sim-
plices 2p must be cycled to the front.
The next k − 2 pairs of morphisms lead to (2p,0,1, . . . , k̂ − 2, . . . , 2̂p − 1) and then the last
two pairs in the composite (10) take (2p,0,1, . . . , k̂ − 2, . . . , 2̂p − 1) to (2p − 1,2p, 0ˆ, . . . , kˆ,
. . . ,2p − 2), as claimed.
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itself earlier. That could only happen after either of the initial composites
δk(δ2k−1δk−1) · · · (δk+2δ2)(δk+1δ1), (δ2kδk)(δ2k−1δk−1) · · · (δk+2δ2)(δk+1δ1),
since {0} is then mapped to {k}. But since it is assumed that k  p the omitted vertex {k} is not
mapped back to {0}.
After every repetition of these 2(2p + 1) steps two vertices will be moved to the front of the
original (2p − 1)-tuple.
The sequence of morphisms can be visualized on the circle as a process of omitting pairs
of points from the cyclically ordered set {0 < · · · < 2p}. First {0} followed by {k} are omitted.
In the next step {0} and {k} are returned and {1} and {k + 1} are removed. This continues in a
counterclockwise direction until {0} and {k} are again the omitted vertices. What is not so evident
in visualizing the process is that when it is carried out for a (2p − 1)-tuple two vertices must be
cycled from the end of the (2p − 1)-tuple to the beginning. Therefore to restore the original
(2p − 1)-tuple will take 2(2p − 1)(2p + 1) steps, and no fewer.
The dynamics of the cycle can be illustrated on a clock face. Place {0 < · · · < 2p} on the face
as the “hours” in a counter clockwise order. Consider the two hands of the clock as pointing to
omitted vertices. Time on this clock advances by moving the hands in an alternating, counter-
clockwise fashion, and whenever a hand reaches the time that is at the top of the clock face, the
numbers on the clock face rotate counterclockwise one step.
Now consider the sequence when k = p + 1. The composite
(δ2kδk)(δ2k−1δk−1) · · · (δk+2δ2)(δk+1δ1)
maps {0} to {k} and {k} back to {0} and in the process cycles {2p} to the front. This takes
k = p + 1 steps, so in this case, the (2p − 1)-tuple (0ˆ, . . . , p̂ + 1, . . . ,2p) is restored in just
(2p − 1)(2p + 1) steps.
When p+1 k  2p the sequence of morphisms (10) duplicates the sequence for 2p−k+2
so the corresponding terms in the summation (8) are already accounted for.
In summary we have constructed the following summands of (b1). The subcycle l0 consists
of (2p + 1)(2p − 1) cycles, each made up of a single isotropic morphism. The subcycle lk−1,
2 k  p + 1 consists of all the morphisms needed to restore the object (0ˆ, . . . , kˆ, . . . ,2p) back
to itself. We refer to the morphisms in lk−1 as having energy k − 1. As observed, lk−1 is a sum
of 2(2p − 1)(2p + 1) terms, except when k = 1 and k = p + 1 in which case it’s a sum of
(2p − 1)(2p + 1) morphisms.
This accounts for all the terms in (8): (b1) = l0 + l1 + · · · + lp .
The signs of terms in (8) correspond to the following signs in the subcycles. All the morphisms
in l0 carry a +1 coefficient. The sign of each term in lk is (−1)k . In particular signs are constant
on any subcycle.
7.4. The characteristic Möbius Band
The general picture will be as follows. Loops of morphisms corresponding to li will be de-
noted Li , and have energy i. L1 will be a loop on the outside perimeter of the Möbius Band
running clockwise. L2 will be parallel, adjacent to L1, running counterclockwise. The orienta-
tions now alternate, with the final loop lying at the center. The isotropic loops L0 are not shown.
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Fig. 4. Möbius Band, p = 2.
Some of the transversal segments shown in Fig. 3 are degenerate, so the Möbius Band has a
jagged edge, for L1 touches L2 at every other vertex. Generally Li touches Li+1 at every other
vertex, but not at the same contact points as where Li−1 touches Li .
In greater detail, open up a Möbius Band and consider it lying diagonally in the first quad-
rant of the Cartesian plane with its left edge on the y-axis extending from the point (0,1) to the
point (0,2p). Fig. 4 illustrates the case p = 2. In the following description, a coordinate pair
(i, j) will correspond to a 2p-simplex with {i} and {j} omitted, and horizontal and vertical seg-
ments connecting neighboring points will correspond to morphisms between 2p − 2-simplices.
In particular the point (0, k) will correspond to the simplex (0ˆ, . . . , kˆ, . . . ,2p).
We describe the sequence of morphisms on the lower and upper perimeter of the Möbius
Band. These form a loop on the Möbius Band which corresponds to the cycle l1.
Starting on the lower edge at (0ˆ,1, 2ˆ, . . . ,2p), after traversing 2(2p + 1) segments, we reach
the vertex (2p − 1,2p, 0ˆ,1, 2ˆ, . . . ,2p − 2). Then after every sequence of 2(2p + 1) segments
an object is reached which is a cyclic permutation of the former where the last two entries are
moved to the front. After 2p − 1 of these traversals, that is 2(2p − 1)(2p + 1) total segments,
the loop closes up.
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(0,2p) which corresponds to the object (2̂p, 0ˆ,1,2, . . . ,2p − 1). After p − 1 cycles the object
(0ˆ,1, 2ˆ, . . . ,2p) is mapped to (3,4, . . . ,2p − 1,2p, 0ˆ,1, 2ˆ). After one more cycle the object will
be at (2p, 0ˆ,1, 2ˆ,3,4, . . . ,2p − 1). Backtracking three morphisms takes us to the point (0,2).
The morphisms then move objects along the upper edge until they return to the point (0,2).
Referring to Fig. 4, the loop L1, described above, begins at (1,3,4) and zig zags to the right
and up. At (1,2,3) it has completed “half” of its circuit and it moves to the top edge. The loop
L2 is described by the central loop of the band.
The isotropic morphisms are again not shown in the diagram. They are loops based at the
corners on the perimeter of the band.
8. The winding number and the Euler Class
The winding number of the sum of loops on the characteristic Möbius Band in dimension 2p
is an invariant which can be identified with the p-th power of the Discrete Euler Class.
8.1. Definition of the winding number
Chains will be unoriented in this section.
Consider a morphism (x0, . . . , x2p−2)f in the groupoid ΓK2p−1.
The homeomorphism f can be embedded in a topological flow S1 × I → S1, (x, t) → ftx,
since between any two fixed points f is conjugate to unit translation. Let Ai be a directed arc of
the circle from xi to f (xi) so that f is embedded in a topological flow which satisfies f0(xi) = xi ,
f1(xi) = f (xi), and ft (xi) ∈ Ai for all t . Let xi and xj be two points on the circle. Note that, by
restricting x to either arc between xi and xj , the flow provides a free homotopy from the path
ftxi to the path ftxj .
The arcs Ai can be visualized by drawing lines on the mapping cylinder of f from xi to f (xi),
and then projecting the lines from xi to f (xi) to the circle.
In general there is not a unique choice of Ai . If f has no fixed points then there are two
choices, counterclockwise and clockwise. In this case we choose counterclockwise arcs, al-
though, as we show below, which we choose does not affect the constructions. If f has fixed
points on the circle then no fixed point can lie in the interior of an arc, since fixed points are
equilibrium points, so there is a unique choice of Ai in this case. There is always at least one arc,
although if f (xi) = xi the arc will consist of xi alone.
Let T ′(C)2p be the subgroup of T (C)2p consisting of chains which project to cycles in orbK .
A chain c is in the subgroup if and only if ∂hc2p,0 = ∂vc2p−1,1.
Consider a 2p-chain c = c2p,0 + c2p−1,1 + · · · + c0,2p in T ′(C)2p . The chain ∂hc2p−1,1 is
a vertical 1-cycle. It gives rise to a family of loops on the circle as follows. We represent each
morphism (x0, . . . , xˆi , . . . , x2p−1)f by the directed arc A0 associated to its 0-th component.
We represent −(x0, . . . , xˆi , . . . , x2p−1)f by −A0, the arc A0 but with the opposite direction.
Since ∂hc2p−1,1 is a vertical cycle, each target of a morphism in the formal sum matches up
with a source of a morphism, possibly its own source. In any case, beginning with an arbitrary
morphism, its arc connects to the arc of a morphism whose source is the target of the former.
If we iterate this process we cannot stop until we reach the source of the original morphism,
thereby constructing a loop Li (c). If this exhausts all the morphisms in the sum we have a single
loop. Otherwise we begin again with a morphism that has not yet been included, and carry out
the above procedure.
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loop can be considered a piecewise topological flow.
We write L(c) for a family of loops on S1 obtained from c using the arcs A0(c) associated
to c as just described. The family of loops is non-unique, but the winding number wp(c) is well
defined:
wp(c) = winding number of L(c) =
∑
i
winding number of Li (c).
The winding number can be computed from the arcs which form L(c). Given c let ∗ be a
base point on the circle which, for each arc A of c, either lies in the interior of A, or lies in the
interior of the complementary arc, A′. That is, ∗ should never be chosen to be an endpoint of an
arc, or a constant arc. Associate +1 to an arc A if A is counterclockwise with ∗ ∈ A; associate
−1 to an arc A if A is clockwise with ∗ ∈ A; associate 0 to A in all other cases, and extend by
linearity to all arcs of c. The result is w(c), the winding number of L(c), where 1 corresponds to
one counterclockwise circuit.
8.2. Invariance properties
We observe that wp does not depend on the choice of direction of A, when there is a choice.
Property 1. Let wp ∈ Hom(T ′(C)2p,Z), and c ∈ T ′(C)2p . Consider a term in the formal sum
c, (x0, . . . , xi, . . . , x2p−1)f ∈ ΓK2p−1, and suppose f has no fixed points on S1. Let Ai be the
counterclockwise arcs and A′i the clockwise arcs associated to (x0, . . . , xi, . . . , x2p−1)f . Then
the value of 〈wp, c〉, when computed with respect to the arcs Ai is the same as the value when
computed with respect to the arcs A′i .
Proof. When i  2, w(x0, . . . , xˆi , . . . , x2p−1) − w(x0, . . . , xˆi+1, . . . , x2p−1) = 0, since the arc
associated to each of the two simplices is A0. So it is only necessary to consider the chain
(xˆ0, x1, . . . , x2p−1)f − (x0, xˆ1, . . . , x2p−1)f , formed by the first two terms of the boundary. Let
A0 be the counterclockwise arc from x0 to f (x0) and A1 be the counterclockwise arc from x1 to
f (x1). The clockwise arcs are then the complements A′0 and A′1.
If the base point ∗ is in A0 ∩A1, w((xˆ0, x1, . . . , x2p−1)f −(x0, xˆ1, . . . , x2p−1)f ) = 1−1 = 0.
If counterclockwise arcs are chosen then ∗ is in neither A0 nor A1, and the evaluation is 0−0 = 0.
If ∗ ∈ A1 − A0 then w((xˆ0, x1, . . . , x2p−1)f − (x0, xˆ1, . . . , x2p−1)f ) = 1 − 0 = 1. If clock-
wise arcs are chosen ∗ ∈ A′0 − A′1, and w((xˆ0, x1, . . . , x2p−1)f − (x0, xˆ1, . . . , x2p−1)f ) =
0 − (−1) = 1.
The remaining cases are verified in the same way. 
Note that the proof only made use of the fact that A0, A1 and their complements are all
non-trivial arcs. It will be evident in the next section that in order to construct a cycle with non-
vanishing winding number there must be an arcA associated to a simplex so that one of A0 or
A1 is trivial, which means that either the 0-th or the 1-st face is isotropic, and the other one is
not. In example 7.2 there are 3 simplices in the formal sum for c1. Each term has the property
that one face is isotropic and the other not.
Property 2. wp is a 2p-cocycle.
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wp
(
(x0, . . . , x2p−1)g +
(
g(x0), . . . , g(x2p−1)
)
f + ((fg)−1(x0), . . . , (fg)−1(x2p−1))fg).
Each face (. . . , xˆi , . . .)g + (. . . , ĝ(xi), . . .)f + (. . . , ̂(fg)−1(xi), . . .)fg is a 1-cycle in the
groupoid ΓK2p−2 and is represented by a loop Li formed by concatenating three integral curves:
((fg)−1)tfg(x) ∗ ftg(x) ∗ gtx, where x = x0, except for L1 where it equals x1. To compute
w = w(Li) as a winding number observe that the loops Li for i  2 are identical and alternate in
sign so their winding numbers cancel. Now each segment of L0 is homotopic to the correspond-
ing segment of L1, and the homotopies fit together to form a free homotopy from L0 to L1 on
the circle. The winding number of L0 is therefore equal to the winding number of L1, so that
wp =∑w(Li) = 0, and the vertical boundary of wp is 0, as required. 
Furthermore, horizontally, ∂hwp(x0, . . . , x2p−1)f = w(∂h∂h(x0, . . . , x2p−1)f ) is zero. So
wp is a 2p-cocycle, as claimed.
8.3. The winding number in oriented homology
Proposition. Let [z] be an oriented 1-cycle on BΓK2p−2. Then (2p− 1)[z] lifts to a cycle in the
unoriented chains on BΓK2p−2.
Proof. We show that (2p − 1)[z] always lifts. The argument is like the one in Section 7.3.
Let
∑
i ±[x0, . . . , x2p−2]ifi be a 1-cycle in the oriented homology of BΓK2p−2. Without
loss of generality we can replace any term of the form [x0, . . . , x2p−2]ifi by −[fi(x0), . . . ,
fi(x2p−2)]if−1i ; so let us assume the cycle is written
∑
i[x0, . . . , x2p−2]ifi .
On chains the vertical boundary is target minus source, so
∂v
∑
i
[x0, . . . , x2p−2]ifi =
∑
i
([
fi(x0), . . . , fi(x2p−2)
]
i
− [x0, . . . , x2p−2]i
)= 0,
which means, since any homeomorphism preserves cyclic orderings,
∂v
∑
i
(x0, . . . , x2p−2)ifi =
∑
i
(
πi
(
fi(x0), . . . , fi(x2p−2)
)
i
− (x0, . . . , x2p−2)i
)= 0,
where for each i, πi is some cyclic permutation.
In order for cancellation to take place, for each value of the index i there must be a corre-
sponding value of the index β(i) so that
πi
(
fi(x0), . . . , fi(x2p−2)
)
i
− (x0, . . . , x2p−2)β(i) = 0.
The function β maps the indexing set one to one onto itself. For each cyclic permutation it follows
that
π ◦ πi
(
fi(x0), . . . , fi(x2p−2)
) − π(x0, . . . , x2p−2)β(i) = 0.i
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on k elements, and let π(x1, . . . , xk) denote a general element.∑
π∈Z(2p−1)
(
π ◦ πi
(
fi(x0), . . . , fi(x2p−2)
)
i
− π(x0, . . . , x2p−2)β(i)
)= 0,
which is the same as
∑
π∈Z(2p−1)
(
π
(
fi(x0), . . . , fi(x2p−2)
)
i
− π(x0, . . . , x2p−2)β(i)
)= 0.
Summing over all indices, gives
∑
i
∑
π∈Z(2p−1)
(
π
(
fi(x0), . . . , fi(x2p−2)
)
i
− π(x0, . . . , x2p−2)i
)= 0,
which shows that
∂v
∑
i
∑
π∈Z(2p−1)
(
π(x0, . . . , x2p−2)i
)
fi = 0.
Therefore
∑
i
∑
π∈Z(2p−1)(π(x0, . . . , x2p−2)i)fi is a cycle. Since cyclic permutations are even
in this dimension the cycle represents (2p − 1)∑i[x0, . . . , x2p−2]ifi in oriented homology.
We define the lift [q] of an oriented 1-cycle [q] on BΓK2p−2 to be the lift of (2p−1)[q]. 
The following sequence of steps computes wp on z ∈ T ′(C)2p :
z → [z] → ∂h[z] → (∂h[z])→ L((∂h[z]))→ 〈wp,L((∂h[z]))〉.
The following consequence of property 1 is a winding number version of Theorem 2. In the next
section we prove that cl(wp) = cl(Ep).
Corollary of Property 1. Suppose K acts so that the isotropy group of every (2p − 2)-simplex
is trivial. Then cl(wnK) = 0 for n p.
Proof. If the isotropy group of every (2p − 2)-simplex is trivial, then so is the isotropy group
of every (2p − 1)-simplex. Consider c ∈ T ′(C)2p . If (x0, . . . , xi, . . . , x2p−1) ∈ ΓK2p−1 is any
term in the formal sum c, then f has no fixed points on S1, unless f = id , in which case the
horizontal boundary is 0, the term contributes 0 to the winding number and can be ignored.
Let A(c) be the set of counterclockwise arcs associated to c, and A′(c) the corresponding
clockwise arcs. Then, by property 1, the value of 〈wp, c〉, when computed with respect to the
arcs A(c) is the same as the value when computed with respect to the arcs A′(c). On the other
hand changing each counterclockwise arc to a clockwise arc changes the sign of the winding
number. Hence 〈wp, c〉 must be zero, as claimed. 
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We prove, in this section, that cl(wpK) = cl(EpK) for every subgroup K ⊂ G.
First, we point out that it is only necessary to verify this when K = G, for each class is the
pull back of its respective class in Hom(H2p(BG),Z). The classes then identify with a homo-
morphisms Z → Z, so it is sufficient to verify that they agree on a lift of the characteristic orbit
cycle Ep to a cycle on T ′(C)2p , since the class of such a cycle generates H2p(BG).
Now we observe that the winding number wp((c1(Ep))) is (−1)p+1. The isotropic loops
have winding number 0. The remaining loops have winding number ±2 except for the last one
which has winding number ±1. Specifically whether p is odd or even the winding numbers of
the loops l1 through lp are {−2,+2, . . . , (−1)p+1}.
Therefore wp((c1(Ep))) is (−1)p+1, which agrees with Ep((c1(Ep))).
Theorem 6. cl(wp) = cl(Ep).
Theorem 2 follows from the corollary of the previous section and Theorem 6.
9. Holonomy and the Euler Class
9.1. Holonomy
We describe holonomy, another invariant of discrete homeomorphisms of the circle, and relate
it to the Euler Class.
Consider K ⊂ G acting on a contractible subcomplex X ⊂ ∞ with a characteristic
simplex {0 < · · · < 2p} for its action. Let Ep(K) = [0,2,1, . . . ,2p] − [0,1,2, . . . ,2p] de-
note the p-th characteristic orbit class in the oriented homology group H2p(orbK). Strictly
speaking [0,2,1, . . . ,2p] − [0,1,2, . . . ,2p], considered as a cycle in orbK , is the pullback
ı∗([0,2,1, . . . ,2p] − [0,1,2, . . . ,2p]) of the corresponding cycle in orbG.
We define the p-th holonomy homomorphism of K , h¯pK : T ′(C)2p → H1(BK2p−2) by the
assignment c → cl((∂h(c2p−1,1))) where c = c2p,0 + c2p−1,1 + · · · + c0,2p is an oriented 2p-
chain associated to the action of K , which projects to a cycle in orbK .
9.2. Holonomy and loops
Lemma. If K has a characteristic 2p-simplex for its action, and the characteristic homeomor-
phisms satisfy the commutativity relation, then
〈
h¯
p
K, c1(Ep)
〉= 2p(2p + 1) · cl((2, . . . ,2p)δ1).
Proof. We use ∼ to denote homologous, but we distinguish horizontal and vertical; ∼h, and ∼v .
Note that as part of its construction b1 ∼h 0. Homologous vertically means within the groupoid
ΓK2p−2.
We claim (b1) ∼v 2p(2p + 1) · (2, . . . ,2p)δ1.
The proof requires that we compare the values of h¯p and Ep on the lift of the characteristic
orbit class. Consider the characteristic Möbius Band in the 1-skeleton of BΓK2p−2, as con-
structed in the previous section. Let (0, . . . , mˆ, . . . , nˆ, . . . ,2p) be a vertex of the Möbius Band,
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i  1.
δm+1−→
δn+1 ↑ ↑ δn+1−→
δm+1
There is at least one vertex between m an n, and by hypothesis, commutativity is satisfied, so
δm+1δn+1 = δn+1δm+1, and consequently each square closes up in BΓK2p−2.
Consequently, all loops of the Möbius Band with energy 1 k  p − 1 are freely homotopic,
although their orientations alternate, and each is homotopic, up to orientation, to twice the central
loop which has separation p,
L1  L−12  · · ·  (Lp−1)(−1)
p  2 · (Lp)(−1)p+1 . (11)
To prove the claim, the cycle b1 decomposes as a sum
b1 = l0 + l1 + · · · + lp. (12)
Each odd indexed summand is a sum of morphisms with coefficient −1. If we change all minus
signs to plus signs in b1 then (1) implies that
l0 − l1 + · · · + (−1)plp ∼v 0, (13)
for then there is a composite of all the morphisms which is the identity. The homotopies (11)
imply
−l1 ∼v l2 ∼v · · · ∼v (−1)p−1lp−1 ∼v 2(−1)plp. (14)
(14) and (12) give
b1 = l0 − lp, p even; b1 = l0 + lp, p odd. (15)
(14) and (13) give
l0 = −(2p − 1) · lp, p even; l0 = (2p − 1) · lp, p odd. (16)
Eqs. (15) and (16) give
(2p − 1)b1 = 2p · l0. (17)
Now l0 is the sum of all the isotropic terms in b1. All isotropic morphisms are freely homotopic,
for their characteristic homeomorphisms are conjugate. In particular each is freely homotopic
to δ1. Therefore
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The lemma follows from (17) and (18). 
9.3. Proof of Theorem 3
First we will discuss the implications of computing the 2p-th cohomology of BK using the
chain group T ′(C)2p in place of T (C)2p in the total complex T (C).
Consider the exact sequences.
T ′(C)2p
∂
T (C)2p+1
∂
∂
T (C)2p−1
T (C)2p
∂
Note that ∂T (C)2p+1 ⊂ T ′(C)2p .
The inclusion T ′(C)2p → T (C)2p induces an epimorphism
0 ← Hom(T ′(C)2p,Z)← Hom(T (C)2p,Z)
which splits, since T (C) and T ′(C) are free. There is also an epimorphism which splits
0 ← Z2p(T ′(C))← Z2p(T (C)),
where
Z2p
(
T ′(C)
)= ker ∂ : Hom(T ′(C)2p,Z)→ Hom(T (C)2p+1,Z),
Z2p
(
T (C)
)= ker ∂ : Hom(T (C)2p,Z)→ Hom(T (C)2p+1,Z).
Choose the latter splitting to preserve the subgroup of boundaries, ∂(Hom(T (C)2p−1,Z)). Then
there is also a split epimorphism
0 ← H 2p(T ′(C))← H 2p(T (C)).
We conclude that if we construct a non-vanishing class in H 2p(T ′(C)), then it splits back to one
on H 2p(T (C)) = H 2p(BK), and if the former has torsion, the latter does too, and of the same
order.
Now let K be a subgroup with a fundamental simplex for an action on the circle so that the
isotropy group on every 2p − 1 simplex is trivial. Consider the following diagram.
T ′(C)2p
h¯
2p
K E
2p
K
H1(BK{2,...,2p})  Z Z  H2p(BG)2p(2p+1)
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previous section. We claim the diagram commutes, in general.
The homomorphism E2pK splits since the characteristic orbit class can be lifted in BK to
c1(EpK). Any two lifts in BK project to the same element in H1(BK{2,...,2p}) because the isotropy
group on any (2p − 1)-simplex is trivial. So given c ∈ T ′(C)2p then c has the same value in
H1(BK{2,...,2p}) as c1(m · EpK) for some integer m. We’ve proved that cl(h¯pK) = 2p(2p + 1) ·
cl(E
p
K). That is the diagram commutes under the given conditions on K , as claimed.
Now consider the following diagram for the total complex of chains on BK; [-] is the natural
map from unoriented to oriented chains.
T ′(C)2p−1,1
∂h
[−]
T ′([C])2p−1,1
∂h
T ′(C)2p−2,1
[−]
cl
T ′([C])2p−2,1
Z  H1(BK{2,...,2p})
By definition, the holonomy is the composite
h¯
p
K = cl ◦  ◦ ∂h ◦ [−].
By commutativity of the diagram, h¯pK = cl ◦  ◦ [−] ◦ ∂h.
Define H : T (C)2p−2,1 → Z by H = cl ◦  ◦ [−]. Then ∂hH = h¯pK . Furthermore ∂vH = 0,
since cl vanishes on boundaries. So (∂v + ∂h)H = h¯pK , and h¯pK is a coboundary. It cannot happen
that m · h¯pK is a coboundary unless m is an integer. For any coboundary H must satisfy ∂vH = 0,
which means H can be identified with an element of Hom(Z,Z).
We obtain 0 = cl(h¯pK) = 2p(2p + 1) · cl(EpK), and 2p(2p + 1) is the smallest power that
annihilates cl(EpK), which is Theorem 3a). Theorem 3c) follows directly from 3a). Theorem 3b)
is a consequence of Theorem 2, which was proved in Section 8.4.
9.4. Faces of characteristic simplices
Before proceeding with the proof of Theorem 3d) and Theorem 1 we discuss some general
properties of characteristic simplices.
Suppose K has a characteristic q-simplex, σ , with x0 < · · · < xq a counterclockwise order-
ing of its vertices. As usual the vertices are indexed mod q + 1. Consider the front (q − 1)-
dimensional face τ of σ with ordering x0 < · · · < xq−1. Let t ′ = s. It’s a periodic homeomor-
phism of order q mapping xi to xi+1, mod q . Choose any homeomorphism δ′q−1 mapping xq−1
to xq−2 and keeping all the other vertices of τ fixed. For example choose δ′q−1 = δq−1. Once
δ′q−1 is chosen let the other δi be formed by conjugation by powers of t ′, as previously. Then
construct a periodic homeomorphism s′ of order q − 2 by solving (s′)−1t ′ = δ′q−1.
What has been shown is that the face τ is a characteristic simplex in its own right. To carry out
the construction for a different face consider again the characteristic simplex σ . Using si instead
of s = sq , makes the face x0 < · · · < x̂i < · · · < xq into a characteristic q − 1-simplex.
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Once the periodic homeomorphism of order q and one of the characteristic homeomorphisms
has been chosen the rest of the structure is determined.
Moreover this procedure can be iterated to give each face of σ the structure of a characteristic
simplex for the action of K . The “t” homeomorphism is the “s” of the previous stage. One of
the characteristic homeomorphisms δ can be chosen arbitrarily; the others are then determined
by conjugation. Finally the “s” homeomorphism is found.
9.5. Commutators
Now suppose a characteristic (q + 1)-simplex is given: x0 < · · · < xq+1, with characteristic
homeomorphisms di .
The commutator δq = [dq, dq+1] is a homeomorphism mapping xq to xq−1, and fixing
all remaining vertices except xq+1, so δq ∈ K{x0,...,x̂q−1,x̂q ,x̂q+1}. Since dq and dq+1 are also
in K{x0,...,x̂q−1,x̂q ,x̂q+1} it follows that δq is in the commutator subgroup K ′{x0,...,x̂q−1,x̂q ,x̂q+1} ⊂
K{x0,...,xq−2}.
The q-simplex τ = {x0, . . . , xq} is itself a characteristic simplex. Choose δq as the top charac-
teristic homeomorphism. Its isotropy group is K{x0,...,xq−2} and δq can be written as a commutator
in this group. The other characteristic homeomorphisms of τ are also commutators in their asso-
ciated isotropy groups since they are conjugates of δq , by construction.
9.6. Proof of Theorem 1
The following is the main construction for the proofs of Theorems 1, and 3d).
Assume there is a characteristic (2p + 1)-simplex for the action of K satisfying commu-
tativity. We will make the front 2p-dimensional face into a characteristic simplex so that the
characteristic homeomorphisms are commutators, and in addition satisfy commutativity.
Definition. Consider a characteristic simplex. Suppose two characteristic homeomorphisms have
disjoint support. We define the vertex separation between the two characteristic homeomor-
phisms to be the smaller of the two integers which count the number of vertices strictly between
the two supports.
When p = 1 there is nothing to be done, because the commutativity condition on a 2-simplex
is vacuous.
Consider x0 < · · · < x2p+1, with characteristic homeomorphisms di . Let p  2. Then δ2p =
[d2p, d2p+1] commutes with δ2p−3 = [d2p−3, d2p−2], for each pair of entries of the commutators
satisfies commutativity. The characteristic homeomorphism δ2p−3 is a conjugate of δ2p by a
power of t . The vertex separation between δ2p and δ2p−3 is 1, except when p = 2, in which case
it’s 0. Successive conjugates of {δ2p, δ2p−3}, are {δ2p−1, δ2p−4}, {δ2p−2, δ2p−5}, and so on, and
these pairs exhaust all characteristic homeomorphisms with vertex separation 1 (or separation 0
when p = 2).
In general δ2p commutes with δ2p−k as long as the vertex separation is bigger than or equal
to 0, all conjugates of this pair have the same vertex separation, and the set of all pairs obtained
by conjugation exhaust all pairs with that vertex separation.
Consequently all squares close up in the characteristic Möbius Band corresponding to the
front face of the given 2p + 1-simplex.
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p
K = ∂hF for some 1-
cochain F on BK2p−2. In fact we may assume F is a vertical 1-cocycle, since the summand of
E
p
K in T (C)2p−2,2 is 0.
0
F
∂h
E
p
K
Then ∂hF must be non-zero on the lift c1(Ep), since EpK is. On the other hand,
∂hF
(
c1(Ep)
)= F ((b1(Ep)))= 2p(2p + 1) · F (cl((2, . . . ,2p)δ1))= 0,
since δ1 is a commutator. So EpK cannot be a coboundary.
This proves Theorem 1, and 3d).
10. Application to Mapping Class Groups
Consider the Mapping Class Groups, Mg , of a closed surface, Σg , of genus g  1. This is
the group of homeomorphisms of Σg modulo isotopies. Let Mg,∗ be the Based Mapping Class
Group of Σg , the group of base point preserving homeomorphisms of Σg modulo isotopies
preserving the base point.
There is a homomorphism λ from Mg,∗ onto Aut(π1(Σg,∗)) associating to each homeomor-
phism its induced automorphism on the fundamental group. Isotopies which move the base point
during the deformation are mapped to inner automorphisms, Inn(π1(Σg,∗)), under λ, and this
group can be identified with the fundamental group of Σg . Every homeomorphism of a surface
is isotopic to one leaving the base point fixed. Consequently there are isomorphisms Mg,∗ →
Aut(π1(Σg,∗)), and Mg → Aut(π1(Σg,∗))/ Inn(π1(Σg,∗)), and Mg,∗/π1(Σg,∗) → Mg .
The group Mg,∗ can be mapped onto a subgroup of G, for each isotopy class lifts to a home-
omorphism, fixing the origin and preserving tilings by regular geodesic 4g-gons, of the universal
cover. So, in particular, the lift preserves S1 considered as lines through the origin. Isotopies
which do not move the base point during deformation, induce the identity on the circle. In this
way we obtain a representation Mg,∗ → G.
The action of M∗g is described more directly as follows. Somewhat unconventionally con-
sider π1(Σg,∗) to be presented by 2g elements a1, a2, a3, a4, . . . with the relation a1a2a3a4 · · · =
· · ·a4a3a2a1. This representation of the fundamental group of a closed orientable surface is re-
lated to the standard one in terms of commutators by the recursive formula
a1 · · ·a2g · a1−1 · · ·a2g−1
= [a1 · · ·a2g−1, a2g · a1−1 · · ·a2g−2−1] · a2g(a1−1 · · ·a−12g−2 · a1 · · ·a2g−2)a2g−1.
Let us place a 4g-gon in the plane, centered at the origin, with vertices labeled counterclock-
wise by a1, a2, . . . , a2g, a−11 , a
−1
2 , . . . , a
−1
2g in such a way that the polygon generates a tiling of
the hyperbolic plane. Each ray emanating from the origin that meets a vertex of the tiling deter-
mines an element of the fundamental group of Σg by following any chain of geodesic segments
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nating from the origin, and a line Li through the origin. This construction shows explicitly how
automorphisms of π1(Σg,∗) act in the plane.
The Discrete Euler Class of Mg,∗ is the pullback of the Discrete Euler Class of G by the
representation described above.
Theorem 7. The Mapping Class Groups Mg,∗ satisfy the hypotheses of Theorem 3, with p = g.
Proof. First we show there is a fundamental 2g-simplex for the action of Mg,∗ on the cir-
cle. There is a homeomorphism s : a1 → a2 → a3 → a4 → ·· · → a2g → a−11 . Let a2g+1 =
a2ga2g−1 · · ·a2a1. There is another homeomorphism t : a1 → a2 → a3 → a4 → ·· · → a2g →
(a2g+1)−1 → a1. Since the line determined by a is the same as the line determined by a−1 each
of these homeomorphisms is periodic; s of order 2g, and t of order 2g + 1, and {a1, . . . , a2g+1}
is a fundamental 2g simplex.
Next we find a contractible subcomplex of ∞ so that the isotropy group of every 2g − 1-
simplex is trivial, and the isotropy group of every 2g − 2-simplex is isomorphic to Z. We begin
with an observation. Consider 2g elements of the free group F2g . The subgroup they generate
must be a free group, and if these elements project to independent elements in H1(Σg) then no
fewer than 2g can generate. Therefore they are basis elements for a free group on 2g generators,
and so any automorphism of F2g which maps each of these elements to itself must be trivial.
Since Aut(π1(Σg,∗)) injects into Aut(F2g) the same holds for 2g elements of π1(Σg,∗): any
automorphism of π1(Σg,∗) which maps each element of a 2g element subset to itself is trivial
provided the set projects to a collection of independent lines in H1(Σg).
So in the infinite simplex, on S1 let Q2g−1, consist of those sets of 2g points which when
viewed as lines in H1(Σg) are independent. We have just shown that the isotropy group on every
2g − 1-simplex in Q∞ is trivial.
Now consider the faces of the elements of Q2g−1. The subgroup of F2g generated by the
elements of any one of those subsets is free on 2g − 1 generators, for it can be described as a
subgroup of the free group obtained by “omitting” a generator of π1(Σg,∗). The isotropy group
of every 2g − 2-simplex is therefore the same as the automorphisms group of one vertex, (the
omitted vertex), which is isomorphic to Z.
For j < 2g−1 let Qj consist of all j -dimensional faces of elements of Q2g−1. For j > 2g−1
define Qj inductively by the condition that all faces of Qj are in Qj−1. Consider any finite set
of j -simplices of Q∞. There is a line L so that, for any simplex in the given set of j -simplices,
L adjoined to the set of vertices is a j + 1-simplex of Q∞. Namely, we choose a line which
passes through some lattice point and is not in the union of the (2g − 1)-dimensional subspaces
spanned by the faces of the elements of the given set. With such a line we can construct a cone
on any cycle, which shows that Q∞ is contractible.
Finally we note that since automorphisms of a free group satisfy the commutativity condition,
the subgroup Aut(π1(Σg,∗)) does as well. 
Now we consider the real analytic Mapping Class Groups, Mωg,∗ , which we define to be the
group of real analytic, orientation preserving, base point preserving, homeomorphisms of Σg
modulo base point preserving isotopies. The group Mωg,∗ embeds in the group, Gω of orientation
preserving real analytic homeomorphisms of the circle. The group Mg,∗ however does not, in
general, [1].
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cl(e
g
Mωg,∗ ) is non-trivial for all g.
When g = 1, Mωg,∗ = Mg,∗ = PSL(2,Z).
For g  2, elements of PSL(2,R) acting on the universal cover of Σg , determine complex
analytic homeomorphisms of Σg . There are orientation preserving periodic homeomorphisms of
all orders in PSL(2,R). So there are periodic homeomorphisms of all orders of Σg representing
classes in Mωg,∗ , in particular, one of order 2g + 1, call it t , and also one of order 2g, say s.
Suppose the orbit of a point x0 under t is x0 → x1 → ·· · → x2g . We may assume that, after
conjugation by an appropriate real analytic homeomorphism, the orbit of s is x0 → x1 → ·· · →
x2g−1. Such a conjugating homeomorphism is an isotopy which moves the base point during the
isotopy, but returns it to its original position.
We have shown that a characteristic simplex can be constructed for Mωg,∗ , for any g; that is
we can choose s and t to be real analytic. Therefore cl(egMωg,∗ ) is non-trivial for all g, as claimed.
Since Gω contains Mωg,∗ it follows that cl(e
g
Gω) is non-trivial for all g as well.
Finally we mention another hierarchy of groups of homeomorphisms of the circle. Construct
a characteristic 2p-simplex by choosing t and s to be piecewise affine orientation preserving
homeomorphisms of the circle.
These groups no longer satisfy the commutativity condition. This produces different torsion
behavior at the threshold dimension. We leave this example to the interested reader to pursue. But
we are led to the question: when the squares in the Möbius Band associated to the characteristic
simplex of an action on the circle don’t close up in the threshold dimension, are there more
general formulas to compute the group that appears?
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