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KURZFASSUNG
Hochkonfigurierbare Software wird heutzutage in vielen modernen Anwendungsdomä-
nen eingesetzt, um immer stärker individualisierte Anforderungen bedienen zu können.
Eine Schlüsseltechnologie zum Umgang mit konfigurierbarer Software ist Software-Pro-
duktlinienentwicklung, bei der eine Software-Familie, bestehend aus ähnlichen Produkten,
entwickelt wird. Die Variabilität der Funktionalität der Produkte wird dabei in Features
gekapselt, welche die für Kunden sichtbaren Konfigurationsoptionen einer Software-Pro-
duktlinie (SPL) darstellen. Moderne Software-Systememüssen jedoch nicht nur hochkonfi-
gurierbar sein, sondern auch unter sich kontinuierlich ändernden Bedingungen, wie wech-
selnden Anforderungen, funktionieren. Beispielsweise müssen Produktivsysteme aus der
Automatisierungstechnik immer flexibler werden, um die Anforderungen neuer Produkti-
onsmethoden im Industrie-4.0-Kontext zu erfüllen. Eine Erweiterung von SPLs zur Model-
lierung solcher individuell konfigurierbaren, laufzeitadaptiven Systeme mit der Fähigkeit
der Rekonfiguration zur Laufzeit sind dynamische Software-Produktlinien (DSPL).
Speziell im Kontext von missions- und sicherheitskritischen Systemen erfordert das
Design zuverlässiger DSPLs eine präzise Spezifikation des funktionalen und des Rekon-
figurationsverhaltens. Aktuellen Arbeiten zur Spezifikation von DSPLs fehlt es jedoch an
Möglichkeiten, um komplexe Restriktionen auf Konfigurationsparametern sowie entspre-
chenden Rekonfigurationsoptionen präzise formulieren zu können. Weiterhin ist eine um-
fassende Qualitätssicherung von DSPLs mit Fokus auf deren Rekonfigurationsverhalten
erforderlich, um ein Fehlverhalten sicherheitskritischer DSPLs möglichst auszuschließen.
In der Praxis ist das Testen die etablierteste und am besten skalierendeQualitätssicherungs-
technik. Jedoch beschreiben aktuelle Arbeiten zum Testen von DSPLs imAllgemeinen Test-
Frameworks, die das Vorhandensein einer initialen, manuell erstellen Test-Suite vorausset-
zen, aber die Erstellung dieser Test-Suiten außer Acht lassen.
In dieser Arbeit stellen wir einen ganzheitlichen Ansatz zur Spezifikation und Validie-
rung von DSPLs sowie zur automatisierten Generierung von Testfällen für DSPLs vor.
Dabei werden existierende Spezifikationsansätze für DSPLs dahingehend erweitert, dass
Features in einem flexiblen stufenweisen Konfigurationsprozess mit multiplen Bindungs-
zeitenkonfiguriertwerdenkönnenund logische sowie temporaleAbhängigkeitenzwischen
Features durch komplexe Bindungszeitrestriktionen präzise ausgedrückt werden können.
Darauf aufbauend werden automatisierte Validierungsansätze für DSPL-Spezifikationen
vorgestellt, welche essentielle Validitätseigenschaften von stufenweisen Konfigurationspro-
zessen mit komplexen Bindungszeitrestriktionen sicherstellen.
Weiterhin wird ein Ansatz zur effizienten Test-Suite-Generierung mit Fokus auf dem
Rekonfigurationsverhalten von DSPLs präsentiert. Da Testgenerierung aufgrund wieder-
holter berechnungsintensiver Erreichbarkeitsanalysen für verschiedene Testziele gemäß
einem Abdeckungskriterium schon für einzelne Produkte ein schweres Problem darstellt,
ist es das Ziel die Wiederverwendbarkeit von Ergebnissen zwischen den Erreichbarkeits-
analysen zu erhöhen. Hierfür werden zuerst existierende Model-Checker-basierte Testge-
nerierungsansätze mit aktuellen Techniken aus dem Bereich Multi-Property-Checking zur
Erhöhung derWiederverwendung von Erreichbarkeitsanalyseergebnissen zur Abdeckung
mehrerer Testziele kombiniert. Dieser Ansatz wird um die Möglichkeit erweitert, Testfälle
für ganze Software-Familien zu erstellen und dadurch Erreichbarkeitsanalyseergebnisse
zwischen Produkten wiederzuverwenden. Zum Schluss wird der Ansatz so erweitert, dass
bei der Testgenerierung das Rekonfigurationsverhalten von DSPLs mitberücksichtigt wird.
Die in dieserArbeit vorgestelltenKonzeptewerden anhand von Beispielen aus der Praxis
motiviert und illustriert sowie auf Basis prototypischer Implementierungen evaluiert.

ABSTRACT
Nowadays, software becomes more and more configurable to be adaptable to the ever-
growing diversity of requirements and customers’ needs. A key technology to cope with
configurable software is software product line engineering, aiming at developing software
families consisting of similar but still distinguishable products. Features encapsulate the
variability of the functionality of those products. Hence, features denote user-visible confi-
guration options of a software product line (SPL). However, modern software systems not
only have to cope with variability, but also with ever-changing conditions such as chan-
ging requirements. Dynamic software product lines (DSPL) extend SPLs to model such
individually configurable, runtime-adaptive systems being able to reconfigure at runtime.
Especially in the context of mission- and safety-critical software systems, the design of
reliable DSPLs requires capabilities for a precise specification of the systems’ functional
and reconfiguration behavior. Nevertheless, recent publications related to the specification
of DSPLs left the possibility of a precise formulation of complex constraints among con-
figuration parameters and/or respective reconfiguration options out of scope. Besides a
precise specification, extensive quality assurance activities for DSPLs with a focus on their
reconfiguration capabilities are indispensable to prevent any erroneous behavior of missi-
on- and safety-critical DSPLs at runtime. In practice, software testing is themost established
and scalable quality-assurance technique. However, recent work concerning DSPL testing
rather provide general testing frameworks expecting a manually created initial test suite as
input than a technique to systematically create or even automatically generate DSPL test
suites for testing the functional and the reconfiguration behavior of DSPLs.
In this thesis, we present a comprehensive approach for the specification and validation
of DSPLs as well as the automated generation of DSPL test suites. To this end, we extend
existing DSPL specification approaches by the capabilities to configure features in a flexible
staged-configuration process with multiple binding times and to formulate logical as well
as temporal dependencies between features by means of complex binding-time constraints.
On top of this DSPL specification approach, we further provide automated validation tech-
niques for DSPL specifications to verify essential validity properties of staged configuration
processes with complex binding-time constraints during domain engineering.
Furthermore, we present an efficient test-suite generation technique focusing on the re-
configuration behavior of DSPLs. Generating efficient test suites remains computationally
expensive even for single products, consisting of repetitive reachability analyses for multi-
ple test goals according to a specific coverage criterion. This situation is even worse when
generating test suites for entire software families as apparent in the context of (D)SPLs.
Hence, our test-suite generation technique aims at reusing reachability-analysis results to
reduce computational efforts at three consecutive levels, the product level, the SPL level
and the DSPL level. At product level, we combine existing model-checking-based test-suite
generation approaches with recently developed techniques from the area of multi-property
checking to increase the reusability of reachability-analysis results among test goals by pro-
cessing and covering multiple test goals in parallel. At SPL level, this approach is extended
by the capability to generate test suites for an entire software family by reusing reacha-
bility-analysis results among products. Finally, we extend the approach at DSPL level by
considering the reconfiguration behavior of DSPLs beside their functional behavior.
The concepts and techniques contributed in this thesis are primarily motivated and
illustrated by means of a real-world high-configurable runtime-adaptive system from the
automation domain. Based on prototypical implementations, we provide an evaluation of
the presented techniques using various real-world case studies.
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1
MOTIVAT ION UND ÜBERBL ICK
Hochkonfigurierbare Software-Systeme sind heutzutage in vielen modernen An-
wendungsdomänen essentiell, um immer stärker individualisierte Anforderungen
und Kundenbedürfnisse bedienen zu können. Beispielsweise enthalten moderne
Software-Systeme in der Automatisierungstechnik eine hohe Bandbreite von Konfi-
gurationsoptionen, um einzelne Geräte oder sogar komplette Produktionsanlagen
an kundenspezifische Anforderungen und Wünsche anzupassen [FDG08, MJ10,
FFVH12, LBL+14]. Auch in anderen Anwendungsdomänen ist ein Trend hin zu
hochkonfigurierbaren Software-Systemen erkennbar, z. B. in Fahrzeug-, Informati-
ons- und mobilen Systemen [WCKK06]. In der Literatur wird die Tendenz immer
stärker konfigurierbare Software-Systeme zu entwickeln und Kunden dadurch in-
härent variantenreiche Software-Systeme anzubieten, häufig unter dem Begriff Va-
riabilität im Raum zusammenfasst [AK09].
Bei der Spezifikation solcher konfigurierbaren Software-Systeme werden Konfi-
gurationsoptionen aus der Problemdomäne üblicherweise mehreren Implementie-
rungsartefakten imLösungsraum zugeordnet. Dies führt dazu, dass die Variabilität
solcher Software-Systeme sowohl die Funktionalität der Software-Systeme als auch
ihre plattformspezifischen Eigenschaften sowie die unterstützten Anwendungs-
kontexte zunehmend beeinflussen. Somit muss die zugrundeliegende Kontroll-
Software eines solchen Software-Systems ebenfalls mit der inhärenten Variabilität
des Systems umgehen können.
Eine Schlüsseltechnologie zum Umgang mit konfigurierbarer Software ist Soft-
ware-Produktlinienentwicklung (SPLE) [CE00, PBvdL05]. SPLE zielt darauf ab,
eine Software-Familie, bestehend aus gleichartigen, aber dennoch unterscheidba-
ren Software-Produkten, auf Basis einer gemeinsamen Kernplattform zu entwerfen
und zu entwickeln. Die gemeinsame und die variable Funktionalität der Produkte
einer Produktfamilie wird dabei in Features gekapselt, welche die für Kunden sicht-
baren Konfigurationsoptionen einer SPL darstellen. Somit erlauben Features die
Unterscheidung zwischen verschiedenen Software-Produkten einer SPL und die
Kommunikation über ihre gemeinsamen und variablen Anteile. Features werden
zum Treffen von Design-Entscheidungen verwendet und bilden ein Konzept auf
Implementierungsebene, welches Teil der Erstellungsphase einer SPL ist. Zur Rea-
lisierung eines Features wird es mit Implementierungsartefakten im Lösungsraum
auf verschiedenen Abstraktionsebenen verknüpft. Durch diese Art der Implemen-
tierung von Features können Produkte anhand einer Feature-Konfiguration auto-
matisiert abgeleitet werden, indemdiemit den ausgewählten Features verknüpften
Implementierungsartefakte zu einer entsprechenden Produktimplementierung zu-
sammengesetzt werden.
2 1 Motivation und Überblick
Zur Realisierung von SPLs definiert SPLE zwei ineinander verzahnte Phasen,
das Domain Engineering und das Application Engineering [CN01]. Das Ziel des Do-
main Engineerings ist die Identifikation der Features einer SPL und der Festlegung
von Restriktionen zwischen diesen Features, welche die Feature-Kombinationen
bestimmen, die zu validen Produkten führen. Zur Modellierung der Variabilität
von Produktfamilien wurden in der Literatur unterschiedlichste Modellierungs-
ansätze vorgeschlagen [CGR+12]. Ein sehr verbreiteter Modellierungsansatz ist
dabei die Verwendung von FODA-Feature-Modellen, welche den validen Konfi-
gurationsraum einer SPL beschreiben [KCH+90]. Feature-Modelle stellen deshalb
eine geeignete Basis für die Validierung von SPL-Spezifikationen im Problemraum
dar. Beispielsweise können anhand des Feature-Modells einer SPL unerwünsch-
te Anomalien wie Inkonsistenzen zwischen Feature-Restriktionen detektiert wer-
den [BSRC10]. In der Literaturwurden verschiedeneAnsätze für die automatisierte
und effiziente Analyse von Feature-Modellen vorgeschlagen, die häufig auf einer
Übersetzung von (graphischen) Variabilitätsmodellen in entsprechende (logische)
Constraint-Solving-Probleme basieren [BMC05, HCH09, MWC09]. Aufbauend auf
diesenConstraint-Solving-Problemenkönnen automatisierteValiditätsüberprüfun-
gen für SPL-Spezifikationen durchgeführt werden.
Neben derVariabilität imRaum ist in vielenAnwendungsdomänen ein Trend hin
zur Betrachtung von Variabilität über die Zeit zu beobachten. Zum Beispiel können
sich in der Automatisierungstechnikdomäne Anforderungen an die Funktionalität,
an Plattformen oder anAnwendungskontexte einzelner Geräte oder sogar komplet-
ter Produktionsanlagen über die Zeit ändern [CBT+14]. Die Realisierung solcher
Adaptionsszenarien erfordert eine kontinuierliche Adaption eines entsprechenden
Produktes über seine gesamte Lebensdauer. Somit sind zum Umgang mit solchen
Adaptionsszenarien vordefinierteRekonfigurationsoptionen erforderlich.Dies hat zur
Folge, dass Rekonfigurationsszenarien bereits während des Domain Engineerings
antizipiert werden müssen, sodass eine dynamische Änderung einer Feature-Kon-
figuration und der zugehörigen Implementierungsartefakte sinnvoll implementiert
werden kann.
Die Erweiterung des SPL-Paradigmas um vordefinierte Rekonfigurationsszenari-
en wird in der Literatur unter dem Begriff dynamische Software-Produktlinien (DSPL)
zusammengefasst [HHPS08]. Bencomo et al. [BSBG08, BHdA12] waren unter den
Ersten, die die Eignung von DSPLs für die präzise Spezifikation von adaptivem
Systemverhalten in Form von vordefinierten Rekonfigurationsszenarien erkannt
und beschrieben haben. Die variablen Teile einer DSPL werden dabei während
der Ableitung eines Produktes nicht in einem einzelnen Schritt, sondern in ei-
nem inkrementellen, schrittweisen Prozess selektiert, d. h. in einem stufenweisen
Konfigurationsprozess [CHE04]. Die Reihenfolge der Konfigurationsentscheidun-
gen innerhalb eines solchen stufenweisen Konfigurationsprozesses hängt von den
Bindungszeiten ab, die jedem Feature zugewiesen werden [HHPS08]. Dabei wird
zwischen statischen und dynamischen Bindungszeiten unterschieden. Features mit
statischen Bindungszeiten bilden unveränderliche Konfigurationsentscheidungen
ab, die vor der initialen Zusammensetzung der Implementierungsartefakte beim
Application Engineering genau einmal getroffen werden. Im Gegensatz dazu sind
Features mit dynamischen Bindungszeiten für bereits abgeleitete Produktimple-
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mentierungen rekonfigurierbar und ermöglichen so vorgeplante Adaptionen eines
Produktes über den gesamten Lebenszyklus. Die Rekonfiguration von Features
bewirkt die entsprechende Anpassung der Produktimplementierung an die ver-
änderte Feature-Konfiguration. Auf diese Art und Weise kombinieren DSPLs Va-
riabilität im Raum und Variabilität über die Zeit miteinander in einem einzigen
konzeptuellen Framework.
Gerade im Kontext von sicherheits- und missionskritischen Systemen, wie sie
beispielsweise in der Automatisierungstechnik vorkommen, sind zuverlässige Spe-
zifikations-, Validierungs- und Verifikationstechniken unverzichtbar, um Korrekt-
heitseigenschaften für jedes mögliche Produkt einer DSPL vor seiner initialen Ab-
leitung sicherzustellen. Durch die Kombination der zwei Variabilitätsdimensionen,
Variabilität im Raum und Variabilität über die Zeit, ergeben sich bei der Spezifika-
tion, Validierung und Verifikation jedoch neue Herausforderungen auf die wir im
folgenden Abschnitt eingehen werden.
1.1 Spezifikation, Validierung und Verifikation dynamischer Software-
Produktlinien
Die Beschreibung der Herausforderungen ist in zwei Abschnitte unterteilt, zum
einen in die Spezifikation dynamischer Software-Produktlinien sowie der Vali-
dierung dieser Spezifikation und zum anderen in die Verifikation dynamischer
Software-Produktlinien durch Testen.
Testen dynamischer Software-Produktlinien
Die Verifikation der Implementierung einer DSPL ist ein wichtiger Teil der DSPL-
Entwicklung. In der Industrie ist der meistgenutzte Verifikationsansatz das Testen.
Studien zeigen, dass Unternehmen im Durchschnitt rund ein Viertel ihres Bud-
gets, welches für Software-Entwicklung zuVerfügung steht, fürQualitätssicherung
ausgeben, davon entfallen durchschnittlich drei viertel alleine auf das Testen der
Software [AL13]. Deshalb ist es sinnvoll, möglichst viele Schritte des Testens zu
automatisieren. Die Automatisierung der Generierung von Testfällen ist einer der
vielversprechendsten und effektivsten Wege, um den Aufwand für das Testen von
Software zu reduzieren [BGM13, GLM12, CS13, BCH+04].
Die automatisierte Testgenerierung für DSPLs stellt dabei aufgrund der Kombi-
nation der zwei oben genannten Variabilitätsdimensionen eine besondere Heraus-
forderung dar. Die Herausforderungen, die sich bereits aus der Testgenerierung
für einzelne Software-Produkte ergeben, werden somit durch die Herausforderun-
gen verstärkt, die sich aus der Testfallgenerierung für variantenreiche Systeme,
d. h. SPLs, ergeben und durch die Herausforderungen, die sich aus der Testgene-
rierung für rekonfigurierbare Systeme ergeben. Im Folgenden wird eine Übersicht
über diese Herausforderungen bei der automatisierten Testgenerierung für DSPLs
gegeben.
Testgenerierung für einzelne Software-Produkte. Aktuelle Techniken
zur automatisierten White-Box-Testgenerierung für Komponententests zielen bei-
spielsweise darauf ab, eine Menge von Testzielen bezüglich eines Abdeckungskri-
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teriums abzudecken, die auf Basis des Programm-Codes definiert werden. Eine
vielversprechende Technik zur automatisierten Generierung von Testfällen ist Mo-
del-Checking. Hierbei wird mit Hilfe eines Model-Checkers ein Testfall aus einem
Gegenbeispiel für die Unerreichbarkeit einer Programmeigenschaft (d. h. einem
negierten Testziel) abgeleitet [BCH+04, HdMR04]. Zur Abdeckung einer Menge
von Testzielen, die anhand eines Abdeckungskriteriums für ein Programm abge-
leitet wurden, kann durch wiederholtes Aufrufen eines Model-Checkers für jedes
Testziel ein Testfall generiert werden. Für große Programme mit hunderten oder
sogar tausenden Zeilen Code ist die Testgenerierung mit Model-Checking jedoch
ineffizient, da die Testgenerierung für jedes Testziel immer wieder eine teure Er-
reichbarkeitsanalyse auf einer Abstraktion des Programm-Codes durchführt, die
während der Testgenerierung mehrfach neu berechnet werden muss [HKL+10].
Model-Checker sind eher auf die Falsifizierung einiger weniger Programmeigen-
schaften hin optimiert, anstatt auf die Behandlung einer großenMenge von Testzie-
len. Dies führt dazu, dass die Generierung von Test-Suiten durch das wiederholte
Aufrufen eines Model-Checkers ineffizient werden kann, da die Erreichbarkeits-
analyse für jedes Testziel erneut durchgeführt wird. Die Erreichbarkeitsanalyse
immer wieder erneut durchzuführen, kann für Testziele, die auf den gleichen oder
ähnlichen Programmpfaden liegen, zu sehr vielen redundanten Berechnungsschrit-
ten führen und sollte dementsprechend vermieden werden. Die Herausforderung
bei der Testgenerierung für einzelne Software-Produkte ist es somit, redundante
Berechnungsschritte durch die systematische Wiederverwendung von Erreichbar-
keitsanalyseergebnissen zwischen Testzielen zu vermeiden.
Variabilität im Raum. Durch die Variabilität im Raum muss die Testgene-
rierung nicht mehr nur für ein einzelnes Software-Produkt durchgeführt werden,
sondern für eine ganze Familie von Software [McG01, PS08, SH11]. Somit erweitert
die Testgenerierung für SPLs die Testgenerierung für einzelne Software-Produkte
um eine weitere Dimension: dem Variantenreichtum. Da es aufgrund der hohen
Anzahl von Software-Produkten, die exponentiell mit der Anzahl der Features ei-
ner SPL steigt, üblicherweise unmöglich ist, die Testgenerierung für jedes Software-
Produkt separat (produktweise) durchzuführen, wurden in der Literatur Techni-
ken vorgeschlagen, um Testgenerierung, bzw. Model-Checking als Grundlage für
automatisierte Testgenerierung, für ganze Software-Familien auf einmal (familien-
basiert) durchzuführen [AtBFG11, COLS11, CHSL11, CCP+12, BLB+15]. Bei der
familienbasierten Testgenerierung für SPLs sollte der Grundsatz von SPLE, Arte-
fakte während der Entwicklung von SPLs möglichst systematisch zwischen Soft-
ware-Produkten wiederzuverwenden, beibehalten werden. Für die automatisierte,
familienbasierte Testgenerierung ist die Herausforderung somit insbesondere die
Wiederverwendung von (Teil-)Ergebnissen von Erreichbarkeitsanalysen (z. B. Test-
fälle) während der Testgenerierung zwischen Testzielen und Software-Produkten
zu maximieren.
Variabilität über die Zeit. DSPLs erweitern SPLs um den Aspekt der Re-
konfiguration von Features zur Laufzeit, d. h. um Variabilität über die Zeit, sodass
dynamisch zwischen Produktkonfigurationen gewechselt werden kann. Während
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der Rekonfiguration einer DSPL von einer Produktkonfiguration zu einer anderen
kann es zu Fehlverhalten kommen. Zum Beispiel, wenn sich die DSPL während
der Rekonfiguration in einem transienten Zustand befindet, in dem die zur erfolg-
reichen Rekonfiguration notwendige An- bzw. Abwahl von Features noch nicht
vollständig abgeschlossen ist. Weiterhin muss überprüft werden, dass sich eine
DSPL nach einer Rekonfiguration gemäß dem Verhalten des Zielproduktes der Re-
konfiguration verhält. Somit ist die Herausforderung beim Testen von DSPLs nicht
nur das Testen des Verhaltens der einzelnen Produkte, welche die DSPL umfasst,
wie es bei SPLs der Fall ist, sondern es muss auch das Rekonfigurationsverhalten
von DSPLs getestet werden.
Spezifikation und Validierung dynamischer Software-Produktlinien
Aktuelle Spezifikationsansätze für DSPLs unterscheiden zwischen statischen und
dynamischen Features, d. h. Features, die vor der Laufzeit konfiguriert werden,
und Features, die zur Laufzeit (re-)konfiguriert werden. Davon ausgehend gibt es
in einem stufenweisen (Re-)Konfigurationsprozess für DSPLs zwei Stufen in denen
Features konfiguriert werden können: eine statische Stufe gefolgt von einer dyna-
mischen Stufe. Besonders bei sicherheitskritischen Systemen erfordert das Design
von zuverlässigen DSPLs jedoch die Möglichkeit präzisere und flexiblere tempo-
rale Restriktionen zwischen (Re-)Konfigurationen zu definieren als es die bloße
Unterscheidung zwischen statischen und dynamischen Features erlaubt. Aus die-
sem Grund wird ein stufenweiser Konfigurationsprozess für DSPLs benötigt, der
es zum einen erlaubt Features mehrere verschiedene Bindungszeiten zuzuweisen,
die jeweils statisch oder dynamisch sein können, sowie temporale Abhängigkei-
ten und Restriktionen zwischen den Features einer DSPL während des gesamten
Lebenszyklus der DSPL präzise zu beschreiben.
Aus diesen Erweiterungen von DSPL-Spezifikationen ergeben sich zusätzliche
Arten von Anomalien, welche während der Spezifikation von DSPLs auftreten
können. Diese Anomalien können beispielsweise zu einer fehlerhaften Rekonfigu-
ration einer DSPL in einem kritischen Moment führen, wenn die Anomalien nicht
rechtzeitig während des Domain Engineering entdeckt werden. Deswegen ist die
Validierung der DSPL-Spezifikation insbesondere für sicherheits- und einsatzkri-
tische DSPLs notwendig, um die Korrektheit der Spezifikation des Rekonfigurati-
onsprozesses einer DSPL inklusive seines stufenweisen Konfiguationsprozesses zu
zeigen. Zu diesemZweckwird eine automatisierte Validierungsstrategie für DSPLs
benötigt, welche die essentiellen Validitätseigenschaften eines stufenweisen Konfi-
gurationsprozesses mit temporalen Abhängigkeiten und Restriktionen zwischen
Features sicherstellt.
Aus den oben beschriebenenHerausforderungen bzgl. der Spezifikation, Validie-
rung und Verifikation von DSPLs ergeben sich eine ganze Reihe wissenschaftlicher
Fragestellungen. Im folgenden Abschnitt werden die wissenschaftlichen Fragestel-
lungen beschrieben, die in dieser Arbeit behandelt werden.
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1.2 Wissenschaftliche Beiträge
DerKerndieserArbeit umfasstAnsätze zur Spezifikation,ValidierungundVerifika-
tion von rekonfigurierbaren Software-Systemen, welche als DSPLs umgesetzt sind.
Diesbezüglich werden in dieser Arbeit fünf wissenschaftliche Beiträge präsentiert,
welche in zwei Bereiche unterteilt sind:
1. Verifikation von DSPLs mittels Software-Testens.
2. Spezifikation von DSPLs und Validierung dieser Spezifikation.
Automatisierte Test-Suite-Generierung für dynamische Software-Produktlinien
Zur Verifikation von DSPLs mit Software-Testen werden in dieser Arbeit auto-
matisiert Test-Suiten erstellt. Ein essentieller Beitrag ist dabei die Erhöhung der
Effizienz und der Effektivität der automatisierten Test-Suite-Generierung. Die Effi-
zienz der Test-Suite-Generierung umfasst die zwei Aspekte, Dauer der Test-Suite-
Generierung und Größe der generierten Test-Suiten. ImGegensatz dazu beschreibt
die Effektivität der Test-Suite-Generierung, die Fehlerdetektionsraten und die Ab-
deckungsraten der generierten Test-Suiten. Der Fokus der Test-Suite-Generierung
liegt auf einer möglichst hohenWiederverwendung von Testartefakten und Berech-
nungsergebnissen. Die wissenschaftlichen Beträge reichen dabei von der Verbesse-
rung der allgemeinen Test-Suite-Generierung für einzelne Software-Produkte, über
die Test-Suite-Generierung für ganze Software-Familien bis hin zur Berücksichti-
gung dynamischer Rekonfigurationsaspekte während der Test-Suite-Generierung,
um systematisch rekonfigurierbares Verhalten von Software-Systemen zu testen.
Wissenschaftlicher Beitrag (1) - Effiziente Test-Suite-Generierung für
Software-Produkte. Zur Erhöhung der Effizienz der Test-Suite-Generierung
für Software-Produkte erweitern wir einen existierenden Test-Suite-Generierungs-
ansatz von Holzer et al. [Hol13, BHTV13]. Der Ansatz von Holzer et al. führt für
jedes Testziel mit Hilfe von Model-Checking eine Erreichbarkeitsanalyse zur Test-
fallableitung durch. Die erste Erweiterung dieses Ansatzes umfasst das Kombinie-
ren der existierenden Test-Suite-Generierung mit Techniken aus dem Multi-Pro-
perty-Checking, um wiederholte Erreichbarkeitsanalysen für jedes Testziel einzeln
zu vermeiden und stattdessen Ergebnisse von Erreichbarkeitsanalysen zwischen
Testzielen wiederzuverwenden. Multi-Property-Checking erlaubt es, mehrere Pro-
grammeigenschaften (Properties) während einer Erreichbarkeitsanalyse gleichzei-
tig zu analysieren [ABM+16]. Diese Idee verwenden wir, um für mehrere Testziele
gleichzeitig während einer einzigen Erreichbarkeitsanalyse eine Test-Suite zu ge-
nerieren, die diese Testziele abdeckt. Als zweite Erweiterung verbessern wir die
Konstruktion des Programmzustandsraumes, der für die Testfallableitung wäh-
rend der Erreichbarkeitsanalyse benötigt wird. Die Erweiterung besteht aus dem
Zusammenfassen von Programmzuständen im Programmzustandsraum, sodass
der zu konstruierende Programmzustandsraum verkleinert wird.
1.2 Wissenschaftliche Beiträge 7
Wissenschaftlicher Beitrag (2) - Effiziente Test-Suite-Generierung für
Software-Produktlinien. Zum Umgang mit variantenreichen Software-Sys-
temen wie SPLs können familienbasierte Analysetechniken verwendet werden, die
nicht jedes Software-Produkt (Variante) einzeln analysieren, sondern eine famili-
enbasierte Darstellung einer SPL verwenden, die sämtliche Software-Produkte in
sich vereint [TAK+15]. Diese Idee wurde bereits im Bereich der modellbasierten
Test-Suite-Generierung angewendet [COLS11, DPS14, DPL+14]. In dieser Arbeit
kombinieren wir die Ideen der familienbasierten Test-Suite-Generierung mit den
Techniken, die im wissenschaftlichen Beitrag (1) beschrieben wurden. Das Ziel
dabei ist es, Test-Suiten unter der Betrachtung kompletter Software-Familien zu
generieren, sodass mit den generierten Test-Suiten sämtliche Software-Produkte
einer SPL abgedeckt werden können. Dabei liegt der Fokus insbesondere auf einer
möglichst hohenWiederverwendungvonErgebnissenvonErreichbarkeitsanalysen
zwischen Testzielen und Software-Produkten, sodass der Aufwand für die Test-Sui-
te-Generierung im Vergleich zur produktweisen Testableitung möglichst reduziert
wird.
Wissenschaftlicher Beitrag (3) - Automatisierte Test-Suite-Generie-
rung für dynamische Software-Produktlinien. Zum hinreichenden Tes-
ten rekonfigurierbarer Software-Systeme, die als DSPLs implementiert wurden,
muss neben dem funktionalen Verhalten selbst auch das Rekonfigurationsverhal-
ten solcher Software-Systeme getestet werden. Diesbezüglich erweitern wir die
aus den wissenschaftlichen Beträgen (1) und (2) resultierenden Techniken zur au-
tomatisierten Test-Suite-Generierung um die Anwendung auf rekonfigurierbare
Software-Systeme. Der Fokus liegt dabei auf dem Testen der dynamischen Aspekte
von Software-Systemen.
Spezifikation und Validierung rekonfigurierbarer Software-Systeme
In dieser Arbeit werden rekonfigurierbare Software-Systeme als DSPLs spezifiziert.
Aktuellen DSPL-Spezifikationsansätzen fehlt es an Mitteln, um die Rekonfigura-
tionseigenschaften und -prozesse realer Systeme hinreichend genau beschreiben
zu können. Ein Beispiel dafür ist, dass die Möglichkeiten zur Spezifikation tempo-
raler Abhängigkeiten zwischen Konfigurationsparametern während des (Re-)Kon-
figurationsprozesses einer DSPL bei existierenden Ansätzen stark eingeschränkt
sind [MZG03, HHPS08, DS11, HPS12, BHdA12, SLR13]. Deshalb werden diese
Ansätze in dieser Arbeit um Konzepte zur detaillierten Spezifikation temporaler
Abhängigkeiten zwischen Konfigurationsparametern von DSPLs erweitert. Weiter-
hin werden Konzepte zur Validierung solcher DSPL-Spezifikationen vorgestellt.
Wissenschaftlicher Beitrag (4) - Modellierungsansatz für rekonfi-
gurierbare Software-Systeme als dynamische Software-Produktlinien.
In dieser Arbeit wird ein ganzheitlicher Spezifikationsansatz für DSPLs vorgestellt,
welcher existierende DSPL-Spezifikationsansätze erweitert, um Rekonfigurations-
eigenschaften und -prozesse realer Systeme hinreichend präzise beschreiben zu
können.Dies umfasst insbesondere dieMöglichkeit der Spezifikation von logischen
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und temporalen Abhängigkeiten zwischen Features während eines stufenweisen
(Re-)Konfigurationsprozesses einer DSPL und beliebig vielen aufeinanderfolgen-
den Bindungszeiten.
Wissenschaftlicher Beitrag (5) - Validierung dynamischer Software-
Produktlinien. Durch das Betrachten der Kombination logischer und tempo-
raler Abhängigkeiten in einem stufenweisen Konfigurationsprozess mit mehreren
Bindungszeiten sowie des Rekonfigurationsverhaltens einer DSPL über ihre ge-
samte Lebensdauer entstehen neue Anomalietypen in DSPL-Spezifikationen. Ein
Beispiel dafür ist eine DSPL-Variante, deren Rekonfiguration aufgrund einer feh-
lerhaften Spezifikation fehlschlägt. In dieser Arbeit stellen wir Validierungstechni-
ken bereit, um solche Anomalien in DSPL-Spezifikationen zu analysieren. Dafür
verwendenwir Constraint-Solving-Techniken. Diese Constraint-Solving-Techniken
eignen sich jedoch nur zur Analyse von stufenweisen Konfigurationsprozessen bis
zur Konfiguration des ersten initialen Software-Produktes, weil die Constraint-
Solving-Techniken zustandslos sind. Somit ist es nicht möglich mit Hilfe der Cons-
traint-Solving-Techniken das Rekonfigurationsverhalten einer DSPL umfassend zu
validieren. Deshalb erweitern wir die Validierung von DSPL-Spezifikationen um
einen Model-Checking-basierten Ansatz, sodass auch Anomalien bezüglich des
Rekonfigurationsverhaltens einer DSPL detektiert werden können. Dies umfasst
beispielsweise das Identifizieren von Rekonfigurations-Deadlocks.
1.3 Gliederung der Arbeit
In Kapitel 2 werden ein motivierendes Beispiel aus der Industrie in Form eines
hochkonfigurierbaren laufzeitadaptiven medizintechnischen Systems und ein il-
lustrierendes Beispiel vorgestellt, welche zur Veranschaulichung der in dieser Ar-
beit beschriebenen Konzepte und Techniken verwendet werden. Anhand dieser
Beispiele werden weiterhin die zum Verständnis dieser Arbeit benötigten Grund-
lagen zu den Themen Software-Testen, SPLs und DSPLs vorgestellt. In Kapitel 3
wird ein Ansatz zur effizienten Test-Suite-Generierung für Software-Produkte vor-
gestellt, welcher in Kapitel 4 um Aspekte der Test-Suite-Generierung für SPLs und
in Kapitel 5 um die Berücksichtigung von Rekonfigurationsaspekten zur Test-Suite-
Generierung für DSPLs erweitert wird. Weiterhin wird in Kapitel 5 ein ganzheit-
licher Ansatz zur Spezifikation und Validierung von DSPLs vorgestellt. Kapitel 6
bildet den Abschluss dieser Arbeit, indem es den Inhalt zusammenfasst.
2
SOFTWARE -TESTEN UND SOFTWARE -PRODUKTL IN IEN
IndiesemKapitelwerdendie in dieserArbeit zu lösendenProbleme eingeführt und
motiviert. Zur Problembeschreibungwerden zuerst zwei Beispiele beschrieben,wo-
von eines ein reales System aus der Automatisierungstechnik ist und das andere
eineMenge von vier sehr einfachen C-Funktionen. Danachwerden die grundlegen-
de Konzepte und Begriffe der in dieser Arbeit betrachteten Forschungsdomänen
erläutert. Begonnen wird dabei mit den allgemeinen Begriffen und Notationen aus
der Domäne des Software-Testens, insbesondere des modellbasierten Testens. Wei-
terhin werden die grundlegenden Ideen und Konzepte von (dynamischen) Softwa-
re-Produktlinien und Software-Produktlinienentwicklung beschrieben. In jedem
Abschnitt werden offene Forschungsherausforderungen zu den jeweiligen Themen
herausgearbeitet, welche dann im Haupteil dieser Arbeit behandelt werden.
2.1 Motivierende und illustrierende Beispiele
In diesem Kapitel werden zwei Beispiele vorgestellt, die zur Motivation und Illus-
tration der Forschungsherausforderungen und deren Lösungsansätzen verwendet
werden. Das erste Beispiel ist ein reales, modellbasiert entwickeltes, medizinisches
Gerät aus der Automatisierungstechnik und wird insbesondere zur Motivation
und Illustration von Modellierungsansätzen verwendet. Ergänzend dazu besteht
das zweite Beispiel aus einer Menge von vier sehr einfachen C-Funktionen, die zur
Illustration von Testansätzen dienen, da das erste Beispiel für diesen Zweck viel zu
umfangreich ist.
2.1.1 Fallstudie aus der Automatisierungstechnik: Device Control Unit
Das erste Fallbeispiel ist ein eingebettetes Software-System zur Steuerung einer
Automatisierungsanlage für eine neuartige Strahlentherapie, welches Teil des Hei-
delberger Ionenstrahl-Therapiezentrums1 (HIT) ist. Dieses Software-Systemwurde
von der Eckelmann AG2 entworfen und entwickelt. Die Neuartigkeit des Therapie-
ansatzes ist die Bestrahlung von Tumoren mit Schwerionenstrahlen anstatt Gam-
mastrahlen, welche bei der konventionellen Strahlentherapie verwendet werden.
Die Verwendung von Schwerionenstrahlen erlaubt eine genauere Bestrahlung von
tiefsitzenden Tumoren durch eine sehr präzise Positionierung des Ionenstrahls,
1 http://www.klinikum.uni-heidelberg.de/index.php?id=113005&L=en
2 http://www.eckelmann.de/en
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(b) Software-Architektur des HIT-Teilchenbeschleunigers
Abbildung 2.1: Überblick über das HIT und seine Software-Architektur
wodurch der Schaden am tumorumgebenden Gewebe drastisch reduziert werden
kann.
Abbildung 2.1 zeigt den Aufbau der Systemarchitektur des Steuerungssystems
des HIT, bestehend aus Software- und Hardware-Komponenten [LBHS17]. Das
Steuerungssystem umfasst zwei Bereiche: einen Teilchenbeschleuniger und einen The-
rapiebereich. Beide Bereiche sind in Abbildung 2.1a dargestellt.
1. Der Teilchenbeschleuniger besteht aus einer Schwerionen-Quelle und dem
Synchrotron, welcher aus der Schwerionen-Quelle gespeist wird und die
Schwerionen für die Behandlung von Tumoren reguliert.
2. Der Therapiebereich umfasst mehrere unterschiedliche Behandlungsräume.
Zum einen gibt es mehrere Räume für die konventionelle Strahlentherapie
und zum anderen gibt es die Gantry, die eine sehr präzise 360-Grad-Positio-
nierung des Ionenstrahls erlaubt.
Für die Erzeugung und Regulierung des Ionenstrahls werden verschiedene Geräte
(z. B. Magnete und E/E-Geräte) verwendet, die um den Synchrotron positioniert
sind. Da wir uns in dieser Arbeit auf die Software-Komponenten fokussieren, die
für die Automatisierung des Kontrollzyklus des Therapieprozesses verantwortlich
sind, werden dieHardware-Komponenten an dieser Stelle nicht weiter beschrieben.
Das Software-System zur Steuerung verschiedener Hardware-Geräte während
einer Bestrahlung ist auf mehrere Device Control Units (DCU) verteilt, die sich in ih-
rem Typ unterschieden können. Wie in Abbildung 2.1a zu sehen ist, sind Instanzen
der DCU rund um den Synchrotron angeordnet. Zur Erzeugung des Ionenstrahls
übernimmt jede DCU-Instanz gemäß ihres Typs eine bestimmte Aufgabe, wie bei-
spielsweise die Kontrolle der Ausrichtungswinkel und Intensität derMagneten, die










Abbildung 2.2: Kontrollzyklus der DCU
den Ionenstrahl justieren. Der Kontrollzyklus einer DCU-Instanz wird hauptsäch-
lich von zwei Teilsystemen kontrolliert, dem Timing-Master und derMaster-Control,
wie in Abbildung 2.1b dargestellt ist. Jede DCU-Instanz ist über ein Echtzeitbussys-
tem integriert, das aus einer hierarchischenMaster-Slave-Architektur besteht, inder
mit Hilfe des Timing-Masters zeitkritische Aufgaben zwischen denDCU-Instanzen
synchronisiert werden. Die Master-Control ist hingegen für die Koordination der
Interaktionen zwischen den DCU-Instanzen verantwortlich. Dazu initialisiert die
Master-Control die Kontrolle des Ionenstrahls, setzt typspezifische DCU-Parame-
ter, überwacht die DCU-Status und gibt den aktuellen Betriebsmodus der DCU-
Instanzen vor.
Abbildung 2.2 zeigt eine Illustration des DCU-Kontrollzyklus [LBHS17]. Vor der
Erzeugung des Ionenstrahls setzt die Master-Control für jede DCU-Instanz die
zugehörigen DCU-typspezifischen Parameter, die zur Laufzeit einer DCU-Instanz
adaptiert werden können. Danach setzt die Master-Control für jede DCU-Instanz
weitere Parameter zur Kontrolle des Ionenstrahls, sodass jede DCU-Instanz ih-
re jeweilige Aufgabe abhängig vom gewählten Therapieprogramm erfüllen kann.
Das tatsächliche Verhalten und die Laufzeitadaptivität einer DCU wird durch den
aktivierten Betriebsmodus sowie den entsprechenden DCU-Parametereinstellungen
bestimmt. Zum Beispiel ist im Experiment-Modus jeder typspezifische DCU-Para-
meter frei (re-)konfigurierbar, um eine Konfiguration der DCU-Instanzen für die
Behandlung eines bestimmten Patienten zu ermitteln. Im Therapy-Modus hinge-
gen folgt jede DCU-Instanz einer strikt vordefinierten Therapieprozedur. Um die
Ausführung des gesamten Systems zu unterbrechen, wird es in den Idle-Modus
versetzt. Aus diesen Beispielen folgt, dass der aktivierte Betriebsmodus einer DCU-
Instanz die mögliche Rekonfiguration ihrer Parameter beschränkt.
Die Implementierung der verschiedenen DCU-Typen erfolgte modellbasiert ge-
mäß der europäischen Norm für Medizinische elektrische Geräte (EN 60601-1), die
unter anderem eine nachweisliche Qualitätssicherung des entwickelten Systems
fordert [Fer11]. Jedes Implementierungsmodell eines DCU-Typs wurde bei der
Entwicklung von einem Kern-DCU-Modell abgeleitet und jede DCU-Instanz wird
vor ihrer Installation im HIT zu einem konkreten Typen vorkonfiguriert. Ein Bei-
spielausschnitt einer Zustandsmaschine, die das Verhalten einer DCU spezifiziert,
ist in Abbildung 2.3 dargestellt. Der Ausschnitt zeigt die Initialisierung der Hard-
ware-Boards der DCU. Sind die Hardware-Boards bereits initialisiert, wird der
linke Pfad nach der Verzweigung in Zustands CHECK_HW_BOARDS ausgeführt
und ansonsten der rechte Pfad, der den Zustand INIT_DEVICE_HW_BOARD_REG

















Abbildung 2.3: Ausschnitt der Verhaltenszustandsmaschine der DCU
_START traversiert. Die Transitionen der Zustandsmaschine sind mit einer Bedin-
gung C und Aktionen A nach dem Muster [C]/A beschriftet. Eine Transition darf
schalten, wenn die Bedingung C erfüllt ist. Beim Schalten in den Zielzustand der
Transition werden die Aktionen A ausgeführt.
Zur Vermeidung von Fehlfunktionen implementiert jeder DCU-Typ wohldefi-
nierte Fehlerbehandlungsprozeduren, welche die gerade ausgeführte Prozedur im
Fall von fehlerhaftem Verhalten (z. B. Timeouts) sicher herunterfahren. Zusätzlich
zur Implementierung von Fehlerbehandlungsprozeduren muss das Verhalten von
sicherheitskritischen Systemen wie der DCU auf sichere Aktionen beschränkt wer-
den können, ummögliche Schädigungen von Patienten im Falle einer Fehlfunktion
zu vermeiden. Beispielsweise werden im Experiment-Modus alle möglichen Ein-
stellungen für die Bestrahlungstherapie erlaubt. Für die tatsächliche Bestrahlung
eines Patienten muss das System allerdings zunächst in den Therapy-Modus rekon-
figuriert werden, der dann nur noch sichere und auf den Patienten abgestimmte
Therapieeinstellungen ermöglicht. Sollte diese Rekonfiguration fehlschlagen, könn-
te der Patient mit experimentellen Parametereinstellungen bestrahlt werden, was
dem Patienten im Ernstfall sogar schaden kann. Deswegen muss das gewünschte
Rekonfigurationsverhalten zum einen explizit spezifiziert werden, um solche Fälle
auszuschließen, und zumanderen ausführlich getestetwerden. Beispielsweisewird
gefordert, dass die Rekonfiguration vom Experiment-Modus zum Therapy-Modus
immer über den Adjustment-Modus verläuft, damit die DCU-Parameter garantiert
für eine sichere Therapie eingestellt werden.
Zusammenfassend ist jede DCU-Instanz Teil eines hoch konfigurierbaren, lauf-
zeitadaptiven und sicherheitskritischen Software-Systems, welches modellbasiert
entwickelt wurde. Die Herausforderungen bei der Entwicklung eines solchen Soft-
ware-Systems sind zum einen die strukturierte und übersichtliche Beschreibung
des Systemverhaltens sowie der Konfigurations- und der Rekonfigurationseigen-
schaften und zum anderen die Verifikation und Validierung des Software-Systems




Die Implementierung der DCU ist zur Illustration von Testansätzen für einzelne
Software-Komponenten nicht geeignet, da sie keine kompakten, übersichtlichen
Code-Beispiele enthält, anhand derer Herausforderungen beim Komponententes-
ten vollständig demonstriert werden können. Deswegenwerdenwir ergänzend zur
DCU vier C-Funktionen zur Illustration von Testansätzen verwenden. Das Listing
in Abbildung 2.4a zeigt die Implementierung der C-Funktion GaussianSum. Die
Funktion GaussianSum hat den Rückgabetyp int und zwei Parameter x und y, die
ebenfalls vom Typ int sind. Die Funktion ist eine Implementierung der Gaußsche
Summenformel und berechnet die Summe der aufeinanderfolgenden natürlichen
Zahlen zwischen einschließlich x und y, wenn x kleiner oder gleich y ist (Zeile 4–5)
und die Summe der aufeinanderfolgenden natürlichen Zahlen zwischen einschließ-
lich y und x andernfalls (Zeile 7). Die Berechnung findet in einer While-Schleife
statt (Zeile 10–13), wobei das Ergebnis der Berechnung in der Variablen r gespei-
chert wird, deren Wert am Ende der Funktion zurückgegeben wird (Zeile 15). Die
Funktion arbeitet auf der Menge {x, y, r, n, i} von getypten Programmvariablen,
wobei x und y Eingabevariablen sind und r eine Ausgabevariable ist.
Neben der C-FunktionGaussianSumwerdenwir noch drei weitere C-Funktionen
beispielhaft verwenden. Die C-Funktion Factorial aus Abbildung 2.4b berechnet
die Fakultät des Werte zwischen einschließlich x und y für positive, natürliche Zah-
len. Sie unterscheidet sich zu der FunktionGaussianSum in zwei Punkte: zum einen
wird die Variable rmit demWert 1 statt mit 0 initialisiert (Zeile 2) und zum anderen
wird in der Schleife multipliziert statt addiert (Zeile 11). Die C-Funktionen Gaus-
sianSumChk (Abbildung 2.4c) und FactorialChk (Abbildung 2.4d) unterscheiden
sich zu den Funktionen GaussianSum und Factorial durch eine zusätzliche Feh-
lerbehandlungsroutine für die Eingabevariablen x und y. Ist einer der Werte der
Variablen x oder y kleiner als 1, wird direkt -1 als Fehlerwert zurückgegeben. Die
Fehlerbehandlung der C-Funktionen GaussianSumChk und FactorialChk findet
jeweils in den Zeilen 4–6 statt.
2.2 Software-Test
In diesem Abschnitt führen wir Grundlagen und offenen Forschungsherausforde-
rungen des Software-Testens und des modellbasierten Testens ein, die in dieser
Arbeit benötigt und behandelt werden. Wir beginnen mit den grundlegenden No-
tationen und Konzepten des Testprozesses, gefolgt von den Grundlagen desWhite-
Box-Testens und des modellbasierten Testens.
2.2.1 Allgemeiner Testprozess
Eine der kritischsten Aktivitäten der Software-Entwicklung ist der Software-Test,
der möglichst in jedem Schritt des Software-Entwicklungszyklus angewendet wer-
den sollte. Gemäß des IEEE ist Software-Testen definiert als
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1 int GaussianSum(int x, int y) {
2 int i, n, r = 0;
3
4 if (x <= y) {
5 i = x; n = y;
6 } else {
7 i = y; n = x;
8 }
9
10 while (i <= n) {
11 r = r + i;






1 int Factorial(int x, int y) {
2 int i, n, r = 1;
3
4 if (x <= y) {
5 i = x; n = y;
6 } else {
7 i = y; n = x;
8 }
9
10 while (i <= n) {
11 r = r * i;






1 int GaussianSumChk(int x, int y) {
2 int i, n, r = 0;
3




8 if (x <= y) {
9 i = x; n = y;
10 } else {
11 i = y; n = x;
12 }
13
14 while (i <= n) {
15 r = r + i;





(c) Gaußsche Summenformel mit Eingabeüber-
prüfung
1 int FactorialChk(int x, int y) {
2 int i, n, r = 1;
3




8 if (x <= y) {
9 i = x; n = y;
10 } else {
11 i = y; n = x;
12 }
13
14 while (i <= n) {
15 r = r * i;





(d) Fakultät mit Eingabeüberprüfung
Abbildung 2.4: C-Funktionen zur Berechnung der Gaußschen Summenformel/Fakultät
der Werte zwischen x und y mit optionaler Überprüfung auf invalide Ein-
gabewerte
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„The process of operating a system or component under specified con-
ditions, observing or recording the results, and making an evaluation
of some aspect of the system or component.“ [IEE90]
Gemäß dieser Definition umfasst Software-Testen jede Aktivität, bei der die zu tes-
tenden Software-Instanzen ausgeführt wird, um Qualitätseigenschaften zu über-
prüfen, die das Software-System erfüllen muss. In der Testliteratur werden die-
se Qualitätseigenschaften üblicherweise in funktionale und nicht-funktionale Eigen-
schaften unterteilt [Som07].
• Funktionale Eigenschaften spezifizieren das grundlegende Verhalten eines
Systems und seiner Komponenten, d. h. die Systemanforderungen. Somit be-
schreiben sie, was ein System leisten soll.
• Nicht-funktionale Eigenschaften beschreiben quantifizierbare Attribute des
funktionalen Verhaltens eines Systems. Somit beschreiben sie, wie gut ein
System seine Funktionalität erfüllt, d. h. bezüglich Performance, Robustheit,
Verfügbarkeit, Zuverlässigkeit, etc.
In dieserArbeit fokussierenwir uns auf die funktionalen Eigenschaften von Softwa-
re, d. h. wir wollen testen, ob sich ein Software-System gemäß seiner funktionalen
Spezifikation verhält.
Im Allgemeinen ist es für nicht-triviale Systeme unmöglich, das gesamte System
in einem Schritt zu testen. Deswegen beginnen Tester damit einzelne Komponenten
eines Systems zu testen, fahren dann mit dem Testen der Integration der Kompo-
nenten fort und testen danach das gesamte System. Hierfür werden die Aktivitäten
des Software-Testens in mehrere Phasen unterteilt, die den integrierten Software-
Testprozess bilden. Ein typischer Software-Testprozess umfasst vier Phasen [SL12]:
1. Komponententest: Ein Software-System wird typischerweise in mehrere Tei-
le unterteilt, die Komponenten oder Units genannt werden. Diese Kompo-
nenten werden üblicherweise isoliert voneinander entwickelt, um später zu
einem System integriert zu werden. Der Komponententest hat zwei Ziele.
Auf der einen Seite zielt der Komponententest darauf ab sicherzustellen, dass
sich jede Komponente gemäß ihrer Spezifikation verhält. Auf der anderen
Seite ist es das Ziel sicherzustellen, dass sämtlicher geschriebener/generier-
ter Code ausführbar ist. Insbesondere zum Erreichen des ersten Ziels ist es
notwendig, dass jede Komponente vor der Integration isoliert gegen ihre Spe-
zifikation getestet wird. Dies eliminiert Einflüsse von anderen Komponenten,
die möglicherweise zu Fehlern führen können, und erlaubt eine präzise Loka-
lisierung von Fehlerursachen. Beispielsweise werden die Netzwerkkommu-
nikation und die Synchronisation zeitkritischer Aufgaben einer DCU-Instanz
in eigenen Komponenten entwickelt und getestet.
2. Integrationstest:NachdemdieKomponenten entwickeltwurden,werdendie
Komponenten zu Sub-Systemen zusammengesetzt. Dieser Schritt nennt sich
Integration. Integrationstesten zielt darauf ab Fehler in Schnittstellen und den
Interaktionen zwischen Komponenten aufzudecken, indem die zusammen-
gesetzten Sub-Systeme getestet werden. Ein Beispiel für den Integrationstest
16 2 Software-Testen und Software-Produktlinien
im Rahmen der Entwicklung DCU ist das Testen, ob bei einer fehlerhaften,
zeitlichen Synchronisation zwischen DCU-Instanzen (z. B. durch Timeouts)
die richtigen Nachrichten über die Netzwerkkommunikationskomponenten
verschickt werden, sodass alle DCU-Instanzen geeignete Fehlerbehandlungs-
routinen ausführen können.
3. Systemtest:An einem Punkt der Software-Entwicklung werden alle Sub-Sys-
teme zu einem System zusammengesetzt. Systemtesten zielt darauf ab, das
gesamte, zusammengesetzte System gegen seine Spezifikation zu testen. Der
Systemtest ist wichtig, da beim Systemtest im Gegensatz zu Komponenten-
tests und Integrationstests das Testen aus der Perspektive des Kunden ausge-
führt wird. Für die DCUwerden verschiedene DCU-Instanzen verschiedener
Typen zu einem System zusammengesetzt und zusammen getestet.
4. Akzeptanztest: Die letzte Phase des Testprozesses ist üblicherweise der Ak-
zeptanztest. Häufig ist der Akzeptanztest die einzige Phase, die den Kunden
berücksichtigt und seine Sicht sowie sein Urteil involviert.
Die zu testende Software (z. B. Komponenten oder Systeme) wird im Folgenden als
Instanz unter Test (IUT) bezeichnet.
Um IUTs ausreichend zu testen, müssen in jeder Phase des Software-Testprozes-
ses entsprechende Testfälle abgeleitet werden. Die Grundlage für die Ableitung
und Auswahl von Testfällen ist die Testbasis der entsprechenden Phase, z. B. ein
Spezifikationsdokument oder die Struktur des Programm-Codes. Abhängig von
der Testbasis können Testansätze in drei verschiedene Kategorien eingeteilt wer-
den [SL12].
• Black-Box-Test: Beim Black-Box-Test erfolgt die Auswahl von Testfällen auf
Basis der Analyse einer funktionalen (oder nicht-funktionalen) Spezifikati-
on einer Komponente oder des Systems ohne seine interne Struktur (z. B.
Implementierungsdetails) zu berücksichtigen. Das Hauptziel von Black-Box-
Testen ist das Finden von Fehlern, die fehlende Features in der Implemen-
tierung oder eine fehlerhafte Spezifikation aufdecken. Black-Box-Testen wird
üblicherweise in den späteren Phasen des Testprozesses angewendet.
• White-Box-Test: BeimWhite-Box-Test wird Wissen über die interne Struktur
(die Implementierung) von Komponenten oder das System ausgenutzt, um
Testfälle abzuleiten. Während der Testausführung wird der interne Fluss des
Testobjektes analysiert, um nicht abgedeckte Testziele zu identifizieren. Da-
bei sind Testziele Teile der Implementierung, z. B. Zeilen im Programm-Code.
White-Box-Testen wird oft während des Komponenten- und Integrationstes-
tens verwendet.
• Gray-Box-Test: Gray-Box-Testansätze sind Testansätze, die weder eindeutig
Black-Box- noch White-Box-Testansätze sind. Diese Testansätze verwenden
zur Ableitung von Testfällen sowohl Wissen über die Spezifikation als auch
über die Implementierung. Gray-Box-Testansätze erlauben es Schlüsse über
die Beziehung zwischen der Spezifikation und der Implementierung zu zie-
hen, z. B. ob die Implementierung unspezifiziertes Verhalten enthält.
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Der Fokus dieser Arbeit liegt auf dem funktionalen Testen vonKomponentenmit
Hilfe vonWhite-Box-Testansätzen. Zusätzlichwird demonstriert, wie die fürWhite-
Box-Ansätze entwickelten Ideen ebenfalls auf das Black-Box-Testen und somit auf
das Systemtesten übertragen werden können.
2.2.2 White-Box-Testen
Das Ziel von White-Box-Testen ist es, auf Basis einer Implementierung systema-
tisch Eingabevektoren (eine Belegungen für die Eingabevariablen) als Eingabe für
die IUT abzuleiten, um die IUT zu stimulieren und dadurch ein bestimmtes Ver-
halten der IUT zu untersuchen. Häufig wird ebenfalls ein Testorakel abgeleitet, d. h.
eine Spezifikation der erwarteten Ausgabe der IUT basierend auf dem abgeleiteten
Eingabevektor. BeimKomponententest kann dies beispielsweise die erwartete Bele-
gung der Ausgabevariablen in Form eines Ausgabevektors sein. Die Ableitung des
Testorakels funktioniert allerdings nur, wenn die Ableitung der Testfälle anhand
der Spezifikation der IUT erfolgt und nicht auf der zu testenden Implementierung
selbst. In dem Fall, dass sowohl die Ableitung als auch die Ausführung eines Test-
falls mit einem Testorakel auf der Implementierung erfolgt, wird ein möglicher
Fehler in der Implementierung bei der Ausführung des Testfalls nicht entdeckt, da
der Testfall ebenfalls diesen Fehler enthält. Wird ein Testorakel dennoch auf Basis
der Implementierung abgeleitet, muss es manuell von einem Tester überprüft wer-
den. Ein Testfall besteht aus einem Eingabevektor und einem optionalen Testorakel.
Definition 2.1 (Testfall). Gegeben sei ein Programm mit einer Menge von Pro-
grammvariablen V , einer Menge von Eingabevariablen VI ⊆ V und einer Men-
ge von Ausgabevariablen VO ⊆ V . Ein Testfall tc  (I,O) für dieses Programm
besteht aus einem Eingabevektor I, d. h. einer Belegung der Variablen aus VI ,
und einem optionalenAusgabevektorO, d. h. einer Belegung der Variablen aus
VO .
Ein Testfall wird ausgeführt, indem die IUT mit den Werten für die Eingabeva-
riablen aus dem Eingabevektor stimuliert wird. Entspricht die Ausgabe der IUT
der erwarteten Ausgabe des Testorakels, war der Test erfolgreich, andernfalls nicht.
Besteht der Testfall nur aus einem Eingabevektor und enthält kein vordefiniertes
Testorakel für eine automatisierte Überprüfung der Ausgabe der IUT, ist der Tes-
ter selbst das Testorakel und muss die Ausgabe manuell auf ihre Richtigkeit hin
überprüfen.
Beispiel 2.2 (Testfall). Ein Eingabevektor für die GaussianSum-Funktion aus
Abbildung 2.4a, der den If-Zweig (Zeile 5) und einmal die While-Schleife (Zei-
le 10–13) traversiert ist [x  2, y  2]. Das zugehörige Testorakel ist [r  2]
und der daraus folgende Testfall, bestehend aus Eingabevektor und Testorakel,
tc1  ([x  2, y  2], [r  2]).
Um die verschiedenen Funktionalitäten eines Programms zu testen, wird übli-
cherweise eine Menge von Testfällen benötigt. Idealerweise müssten alle mögli-
chen Eingabewerte für die einzelnen Eingabevariablen und deren Kombinationen
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getestet werden. In der Praxis ist dies jedoch für Programme mit der sehr großen
und theoretisch sogar unbegrenzt großenWertedomänen der Variablen (in diesem
Fall int) sowie für reaktive, nicht-terminierende Systeme im Allgemeinen unrealis-
tisch bzw. unmöglich. Deswegen wird ein Abdeckungskriterium für die sinnvolle
Auswahl von Testfällen verwendet, die dann zu einer Test-Suite zusammengefasst
werden.
Definition 2.3 (Test-Suite). Eine Test-Suite TS  {tc1, . . . , tcn} ist eine endliche
Menge von Testfällen.
Eine Auswahl etablierter Abdeckungskriterien kann in [SL12] gefunden wer-
den. Für White-Box-Testansätze werden üblicherweise Code-Abdeckungsmaße als
Abdeckungskriterien verwendet, die eine Menge von syntaktischen Programm-
elementen als Testziele beschreiben, die durch eine Test-Suite abgedeckt werden
müssen. Ein Testziel kann beispielsweise eine Anweisung in der Implementierung
sein. Ein Testziel abzudecken bedeutet, einen Eingabevektor und einen optionalen
Ausgabevektor (d. h. einen Testfall) zu finden, der das Testziel (z. B. eine bestimm-
te Anweisung) durchläuft. Um ein Abdeckungskriterium vollständig zu erfüllen,
wird eine Test-Suite benötigt, die alle erreichbaren, Testziele durch mindestens
einen Testfall abdeckt, die durch das Abdeckungskriterium spezifiziert sind.
Beispiel 2.4 (Abdeckungskriterium). Ein Beispiel für ein Abdeckungskriteri-
um ist die Anweisungsüberdeckung. Die Anweisungsüberdeckung fordert, dass
es für jede Anweisung mindestens einen Testfall in der Test-Suite gibt, der die
Anweisung ausführt. Angewendet auf die C-FunktionGaussianSum aus Abbil-
dung 2.4a sind die durch Anweisungsüberdeckung spezifizierten Testziele die
Programmzeilen 2, 5, 7, 11, 12 und 15. Der Testfall tc1  ([x  2, y  2], [r  2])
aus Beispiel 2.2 deckt die Anweisungen im If-Zweig und der While-Schleife
ab, sowie die Return-Anweisung, d. h. die Zeilen 2, 5, 11, 12 und 15. Für eine
komplette Anweisungsüberdeckungwird einweiterer Testfall benötigt, der die
Anweisung im Else-Zweig (Zeile 7) abdeckt. Ein möglicher Testfall hierfür ist
tc2  ([x  2, y  1], [r  3]). Diese beiden Testfälle bilden eine Test-Suite
TS  {tc1, tc2} für die vollständige Anweisungsüberdeckung der GaussianSum-
Funktion.
Die Anweisungsüberdeckung ist ein schwaches Abdeckungskriterium, da es zu-
meist durch Abdeckung weniger Pfade im System erfüllt werden kann. Beispiels-
weise muss die While-Schleife der C-Funktion GaussianSum nur einmal durch-
laufen werden, um die Anweisungsüberdeckung zu erfüllen, d. h. das wiederholte
Durchlaufen derWhile-Schleife muss nicht getestet werden. Für sicherheitsrelevan-
te Systeme reicht die Anweisungsüberdeckung somit nicht aus. In verschiedenen
sicherheitsrelevantenDomänen, wie in der Luftfahrt (DO-178B undDO-178C) oder
dem Automotive-Bereich (ISO 26262), werden stärkere Abdeckungskriterien wie
MC/DC (Modified Condition/Decision Coverage) gefordert [CM94]. Im Gegen-
satz zur Anweisungsüberdeckung fordert MC/DC die Abdeckung komplexerer
Testziele der Form (l,ϕ), wobei l eine Programm-Location ist und ϕ ein Prädikat
über den ProgrammvariablenV. Ein Beispiel für ein komplexeres Testziel für die C-
Funktion GaussianSum ist (11, x ≤ y), welches fordert, dass Programmzeile 11 von
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einem Testfall abgedeckt wird, wobei während der Traversierung von Programm-
zeile 11 die Bedingung x ≤ y erfüllt sein muss.
BeimWhite-Box-Testen werden Testfälle üblicherweise direkt auf der Implemen-
tierung der IUT abgeleitet. Dies führt dazu, dass abgeleitete Testorakel manuell
überprüft werdenmüssen. ImGegensatz dazuwerden Testfälle beimmodellbasier-
ten Testen auf Basis eines Testmodells abgeleitet, das zusätzlich zur Implementie-
rung angegeben wird und die Spezifikation der IUT umfasst. Durch die Trennung
von Implementierung undTestmodell können Testorakel für Testfälle automatisiert,
und somit ohne manuelle Überprüfung, aus einem Testmodell abgeleitet werden.
2.2.3 Modellbasiertes Testen
In Abschnitt 2.1.1 wurde die DCU-Fallstudie eingeführt, ein modellbasiert entwi-
ckeltes Software-System, welches ebenfalls modellbasiert getestet werden kann.
Modellbasiertes Testen ist ein Black-Box-Testansatz, der sich zur automatisierten
Testgenerierung eignet. Wie in Abschnitt 2.2.1 beschrieben wurde, erfordert auto-
matisiertes Black-Box-Testen ein (Test-)Modell, das als Spezifikation für die IUT
dient. Das Testmodell dient unter anderem als Basis für die Testgenerierung, die
Testausführung und zur Analyse der Testergebnisse [UL07]. Der Kern von mo-
dellbasiertem Testen ist die mehr oder weniger komplette Automatisierung dieser
Schritte und somit von Testen im Allgemeinen. Dies ist auch der wichtigste Teil der
Definition von modellbasiertem Testen von Utting und Legeard.
„Model-based testing is the automation of black box tests.“ [UL07]
Da sich diese Definition auf Black-Box-Testen fokussiert, wird explizit der Bedarf
nach Wissen über die tatsächliche Implementierung der IUT (z. B. für das Messen
von Code-Abdeckung) ausgeschlossen. Explizit mit eingeschlossen werden hinge-
gen die Automatisierung der Testgenerierung basierend auf einem angemessenen
Kriterium, die Testfallausführung mittels einer angemessenen Testumgebung und
die automatisierte Analyse der Testergebnisse. Um dies zu realisieren, werdenmin-
destens
• ein Testmodell, das die Verhaltensspezifikation der IUT beschreibt, und
• die tatsächliche Implementierung der IUT
benötigt. Als Testmodell können viele unterschiedliche Modellarten verwendet
werden, z. B. Zustandsmaschinen, Aktivitätsdiagramme und Use-Case-Diagram-
me [UL07]. Ein Beispiel für ein Testmodell ist die Zustandsmaschine aus Abbil-
dung 2.3, die einen Teil des Verhaltens eines DCU-Typs spezifiziert.
Abbildung 2.5a [UL07] zeigt die grundlegende Ausgangslage beim modellba-
sierten Testen, bestehend aus den Anforderungen an die IUT, einem Testmodell
und der Implementierung der IUT als Black-Box. Die Anforderungen werden zum
einen als Spezifikation der tatsächlichen Implementierung und zum anderen als
Basis für das Testmodell verwendet. Daraus folgt, dass das Testmodell und die Im-
plementierung vollständig voneinander isoliert sind und im besten Fall sogar von
verschiedenen Entwicklern erstellt werden. Die IUT ist eine Black-Box mit einem
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Abbildung 2.5: Modellbasiertes Testen
vordefinierten Interface, das seine Ein- und Ausgabeparameter spezifiziert, aber
kein internes Wissen enthält, wie beispielsweise Datenstrukturen, Kontrollflüsse
oder die Verwendung der Hardware bei der Testausführung. Der tatsächliche Test-
prozess, der überprüft, ob die IUT der Spezifikation entspricht, die durch das
Testmodell gegeben ist, wird wie folgt ausgeführt:
1. Aus dem Testmodell wird eine Sequenz von Eingaben abgeleitet, mit der die
IUT stimuliert wird.
2. Die aus der Ausführung resultierende Sequenz von Ausgaben der IUT wird
mit den erwarteten Ausgaben verglichen, die ebenfalls im Testmodell kodiert
sind.
3. Wenn die Ausgaben der IUT mit den erwarteten Ausgaben übereinstimmen,
dann entspricht die Implementierung der Spezifikation und der Test ist er-
folgreich, andernfalls nicht.
Die vollständige Trennung von Testmodell und Implementierung ist einwesentli-
cher Bestandteil automatisierter Testableitung durchmodellbasiertes Testen. Durch
die Trennung könnenwiederholte, versteckte Fehler vermiedenwerden, die aus der
Beziehung der Testartefakte stammen [UL07].
Abbildung 2.5b zeigt die Integration der grundlegendenKonzepte vonmodellba-
siertem Testen in einen ganzheitlichen modellbasierten Testprozess in Anlehnung
an Utting und Legeard [UL07]. Das Ziel dieses Prozesses ist die Automatisierung
desDesigns vonTestfällen.Hierfür erzeugt der Test-Designer ein abstraktes Testmo-
dell der IUT,welches als Eingabe für ein automatisiertes Testgenerierungswerkzeug
verwendet wird. Durch die Verwendung des Testmodells für die Testgenerierung
kann die Design-Zeit von Testfällen im Gegensatz zur manuellen Ableitung von
Testfällen reduziert werden und es können, durch die Verwendung verschiedener
Abdeckungskriterien, viele verschiedene Test-Suiten generiert werden. Dermodell-
basierte Testprozess besteht aus vier Schritten:
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1. Modellierung der IUT und/oder ihrer Umgebung: Als erstes wird ein ab-
straktes Testmodell der IUT geschrieben, das die zu testenden Anforderun-
gen umfasst. Das abstrakte Testmodell sollte sich auf die Schlüsselaspekte
fokussieren, die getestet werden sollen und Details der IUT weglassen. Das
WeglassenvonDetails führt optimalerweise dazu, dass dasTestmodell kleiner
als die IUT selbst ist.
2. Generierung von Tests aus dem Testmodell: Der zweite Schritt ist die Ge-
nerierung einer Test-Suite aus dem Testmodell durch die Anwendung eines
Abdeckungskrtierums, um festzulegen, welche Tests aus dem Testmodell ge-
neriert werden sollen. Beispielsweise legt dasAbdeckungskriterium fest, dass
alle Transitionen des Testmodells durch die generierte Test-Suite abgedeckt
werden sollen. Die Ausgabe dieses Schrittes sind Testfälle, die eine Sequenz
von Operationen aus dem Testmodell enthalten. Ein Nebenprodukt dieses
Schrittes ist ein Abdeckungsbericht, der angibt, wie gut die generierte Test-
Suite das im Testmodell spezifizierte Verhalten abdeckt.
3. Ausführung der Testfälle auf der IUT: Der dritte Schritt ist die Ausführung
der Testfälle der Test-Suite, wobei das Testausführungswerkzeug die Testaus-
führungsergebnisse protokolliert.
4. Analyse der Testergebnisse: Der letzte Schritt ist die Analyse der Testergeb-
nisse. Dies umfasst ebenfalls das Herausfinden, warum Testfälle fehlschlagen
unddie Behebung derUrsache. DerGrundmuss nicht unbedingt an einer feh-
lerhaften Implementierung liegen, sondern kann auch aus einem inkorrekten
Testmodell oder einer fehlerhaften Spezifikation resultieren.
In dieser Arbeit legen wir den Fokus auf Schritt 2, d. h. auf die Automatisierung
der Generierung von Testfällen aus einem Testmodell der IUT. Die Schritte 1, 3 und
4 werden explizit nicht berücksichtigt.
Wie bereits in Abschnitt 2.2.1 erwähnt wurde, betrachten wir in dieser Arbeit
zwei verschiedene Testgenerierungsszenarien: ein White-Box-Testszenario, das di-
rekt auf der Implementierung der IUT arbeitet und ein modellbasiertes Black-
Box-Testszenario. Abbildung 2.6 zeigt die beiden Testgenerierungsszenarien, die in
dieser Arbeit betrachtet werden. Das White-Box-Szenario, das in Abbildung 2.6a
dargestellt ist, erhält den originalen Programmcode der IUT als Eingabe für die Test-
fallgenerierung sowie ein Abdeckungskriterium. Die Ausgabe ist eine Test-Suite,
die das Abdeckungskriterium erfüllt. Der Black-Box-Ansatz aus Abbildung 2.6b er-
hält als Eingabe eine Testmodell, das als Basis für die Testfallgenerierung dient. Aus
dem Testmodell wird Code generiert, der das Testmodell enthält. Der generierte
Code wird dann, wie bei der White-Box-Testgenerierung, als Eingabe für den Test-
generator verwendet. Dadurch können für beide Ansätze die gleichen Techniken
verwendet werden.
Beispiel 2.5 (Modellbasierte Testgenerierung). Als Beispiel für modellbasier-
te Testgenerierung verwenden wir die Zustandsmaschine aus Abbildung 2.3.
Die Transitionen sind mit einer Bedingung C und Aktionen A nach dem Mus-
ter [C]/A beschriftet. Im ersten Schritt wird aus der Zustandsmaschine Code


























Abbildung 2.6: Testgenerierungsszenarien, die in dieser Arbeit betrachtet werden
generiert. Ein Ausschnitt aus dem Code, der aus der Zustandsmaschine als
Eingabe für die White-Box-Testgenerierung erzeugt wird, ist in dem Listing
aus Abbildung 2.7 dargestellt. Bei der Code-Generierung wird eine While-
Schleife erzeugt (Zeile 2), in der in jedem Durchlauf der aktuelle Zustand der
Zustandsmaschine sowie die Bedingungen möglicher Zustandsübergänge ab-
gefragt und Zustandsübergänge ggf. ausgeführt werden. Für jeden Zustand
wird ein If-Block erzeugt, der den entsprechenden Zustand behandelt, z. B. in
den Zeilen 3–12 für den Zustand Idle. In dem If-Block wird zur Behandlung
jeder ausgehenden Transition des Zustands ein weiterer If-Block erzeugt. Als
Bedingung enthält der Transitions-If-Blocks die Bedingung C der Transition
und der Körper des If-Blocks besteht aus den Aktionen A der Transition. Bei-
spielsweise enthalten die Zeilen 5–8 den Code für die ausgehende Transition
DEV_INIT_HW des Zustands Idle. Wenn die Transition geschaltet werden darf,
d. h. das System im Idle-Zustand ist und die Bedingung C der Transition wahr
ist (Zeile 5), werden die Aktionen der Transition ausgeführt, d. h. Zeile 7. Nach
der Ausführung der Aktionen wird der aktuelle Zustand auf den Zielzustand
der Transition gesetzt, in diesem Fall auf CHECK_HW_BOARDS (Zeile 8).
Zur Rückverfolgung der Zustände und Transitionen der Zustandsmaschine
im Code, werden C-Labels direkt nach den zugehörigen If-Bedingungen einge-
fügt. Zum Beispiel das Label STATE_IDLE für den Idle-Zustand (Zeile 4) und
das Label TRANSITION_DEV_INIT_HW für die Transition DEV_INIT_HW
(Zeile 6). Mit Hilfe dieser Labels können Abdeckungskriterien auf Basis der
Zustandsmaschine für den C-Code spezifiziert werden. Für Zustandsabde-
ckung des Ausschnitts der Zustandsmaschine müssen beispielsweise die zu





2 while (...) {
3 if (state == Idle) {
4 STATE_IDLE:
5 if (cmd == DEV_INIT_HW) {
6 TRANSITION_DEV_INIT_HW:
7 StatusCheckHwBoards();
8 state = CHECK_HW_BOARDS;
9 } else if (cmd == DEV_STOP) {
10 TRANSITION_DEV_STOP:
11 state = Idle;
12 }
13 } else if (state == CHECK_HW_BOARDS) {
14 STATE_CHECK_HW_BOARDS: ...
15 } else if (state == INIT_DEVICE_HW_BOARD_REG_START) {
16 STATE_INIT_DEVICE_HW_BOARD_REG_START: ...





Abbildung 2.7: Aus dem Verhaltensmodell der DCU generierter Code
• STATE_INIT_DEVICE_HW_BOARD_REG_START und
• STATE_INIT_DEVICE_HW_BOARD_REG_END
im C-Code abgedeckt werden.
Auf Basis des generierten Programm-Codes können Testfälle, wie bei der
White-Box-Testgenerierung, erzeugt werden.
Mit Hilfe dieses Vorgehens können Testfälle für modellbasiert entwickelte rekon-
figurierbare Systeme wie der DCU generiert werden. Zu diesem Zweck wird aus
dem Verhaltensmodell des Systems Code generiert, welcher als Eingabe für die
White-Box-Testfallgenerierung verwendet wird, wie am Beispiel der DCU demons-
triert wurde (vgl. Beispiel 2.5).
2.2.4 Offene Forschungsherausforderungen
Systematisches Testen von Software ist in der Praxis die etablierteste und elabo-
rierteste Qualitätssicherungstechnik, da Testen direkt auf reale Anwendungen auf
jeder Abstraktionsstufe angewendet werden kann [UL07]. Ein wichtiger Bestand-
teil von systematischem Software-Testen ist die Ableitung und Auswahl von ge-
eigneten Testfällen. Zur Minimierung des Aufwands zur Testableitung kann diese
automatisiert werden. Die automatisierte Testableitung und -auswahl wird dabei
häufig durch Abdeckungskriterien getrieben, die eine Reihe von abzudeckenden
Testzielen auf der IUT spezifizieren (vgl. Abschnitt 2.2.2). Abhängig von der An-
wendungsdomäne und ob das System sicherheitskritisch oder missionskritisch ist,
muss dabei eine bestimmte Abdeckung vom Code gewährleistet werden und es
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müssen somit bestimmte Abdeckungskriterien angewendet werden [CM94]. Das
der Testfallgenerierung zugrundeliegende Berechnungsproblem auf Basis von Ab-
deckungskriterien besteht aus einer sehr teuren Analyse des Zustandsraumes der
IUT. Ein vielversprechender Ansatz für die Zustandsraumanalyse ist dabei Mo-
del-Checking [BCH+04]. Allerdings gibt es hier gerade für größere Systeme wie
der DCU Skalierungsprobleme, wenn für jedes Testziel eine neue Analyse des Pro-
grammzustandsraumesmitHilfe vonModel-Checkingdurchgeführtwird.Deshalb
sollte die Wiederverwendung von Berechnungsergebnissen zwischen Testzielen
zur Verbesserung der Skalierbarkeit der Testgenerierung während der Zustands-
raumanalyse maximiert werden. Daraus leiten wir die folgende Forschungsheraus-
forderung ab, die wir im Hauptteil dieser Arbeit betrachten werden:
• FH1: Verbesserung derWiederverwendung von Berechnungsergebnissen der
Programmzustandsraumanalyse zwischen Testzielen.
2.3 Grundlagen von Software-Produktlinien
In diesem Abschnitt werden wir grundlegende Begriffe und Konzepte von Softwa-
re-Produktlinien und Software-Produktlinienentwicklung beschreiben. Weiterhin
werden wir auf Qualitätssicherungsstrategien für Software-Produktlinien einge-
hen und offene Forschungsherausforderungen im Bereich Testen von Software-
Produktlinien beschreiben.
2.3.1 Software-Produktlinien
Ein Schlüsselprinzip der industriellen Revolution ist dieMassenproduktion. Massen-
produktion erlaubt die Produktion eines Produktes in sehr großen Stückzahlen
mit Hilfe von standardisierten, zerlegbaren Prozessen, was zu einer kürzeren Pro-
dukteinführungszeit führen kann. Die grundsätzliche Annahme bei der Massen-
produktion ist, dass alle Kunden dieselben Anforderungen an ein Produkt stellen
und somit keine Anpassung der Produkte an individuelle Kundenwünsche not-
wendig ist. Ein prominentes Beispiel hierfür ist die Automobilproduktion bis zum
Ende des 20. Jahrhunderts [Liu11]. Insbesondere heutzutage erlaubt die Massen-
produktion großen Firmen die Produktion von großen Stückzahlen in kurzer Zeit,
was zu geringen Kosten und somit zu niedrigen Preisen führt. Zusätzlich können
sich Firmen auf ein Produkt oder wenige Produkte während der Produktion und
im Verkauf fokussieren.
Heutzutage werden Firmen mit hohem Wettbewerbsdruck und einem stark seg-
mentierten Markt konfrontiert. Zur Erhaltung ihrer Konkurenzfähigkeit müssen
ihre Produkte deshalb immer kundenspezifischere Anforderungen erfüllen. Die
Produktion kundenspezifischer Produkte kann durch Massenproduktion alleine
nicht erreicht werden und muss deshalb zu kundenindividueller Massenprodukti-
on erweitert werden [BMC05, Par76]. Als erste haben Tseng und Jiao kundenindi-
viduelle Massenproduktion definiert als
„producing goods and services to meet individual customer’s needs
with near mass production efficiency“. [TJ01]
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Somit erlaubt kundenindividuelle Massenproduktion die Herstellung ähnlicher
Produkte, die dennochmaßgeschneidert an die individuellenWünsche verschiede-
ner Kunden sind, während die hohe Produktionseffizienz von Massenproduktion
(annähernd) beibehalten werden kann. Im Allgemeinen werden diese ähnlichen
Produkte als Produktlinie bezeichnet.
Ein ähnlicher Verlauf kann imBereich der Software-Entwicklung beobachtetwer-
den. Traditionelle Software-Entwicklungsprozesse legen den Fokus entweder auf die
Implementierung einer domänenspezifischen Software für einen bestimmten Kun-
den oder auf die Entwicklung einer Software, die alle Funktionen enthält und in
großer Stückzahl verkauft wird. Als Konsequenz liegt der Fokus bei der traditionel-
len Software-Entwicklung auf genau einem Software-Produkt unter der Annahme,
dass alle Kunden die gleichen Anforderungen teilen. Ähnlich zur Massenprodukti-
on verlangen die Kunden jedoch immer mehr nach Software-Lösungen, die an ihre
individuellen Anforderungen undWünsche anpassbar sind, d. h. kundenindividu-
elle Massenproduktion in der Software-Entwicklung [PBvdL05].
In der Literatur wird die kundenindividuelle Massenproduktion von Software
unter dem Begriff Software-Produktlinien (SPL) zusammengefasst [CN01]. Eine SPL
umfasst mehrere ähnliche Software-Produkte, die eine gemeinsame Kernfunktio-
nalität haben, sich aber im Detail unterscheiden, sodass die Anforderungen und
Wünsche verschiedener Kunden erfüllt werden können [CN01, PBvdL05].
Beispiel 2.6 (Software-Produktlinien). Ein Beispiel für eine SPL ist die DCU.
Sie umfasst mehrere ähnliche Software-Produkte, im Sinne von verschiedenen
DCU-Typen. Alle DCU-Typen sind von einer gemeinsamen Kern-DCU abgelei-
tet und teilen somit implizit eine Menge von Kern-Komponenten. Diese Kern-
Komponenten bilden die Basis für die automatisierte Ableitung von DCU-
Typen, indem die Komponenten zu konkreten DCU-Typen zusammengesetzt
werden.
Ein weiteres Beispiel für eine SPL sind die Berechnungsfunktionen aus Ab-
schnitt 2.1.2. Auch sie haben eine gemeinsame Kernfunktionalität, namentlich
die Durchführung einer Berechnung eines Wertes auf Basis des kleineren Wer-
tes der Variablen x und y. Jedoch unterscheiden sich die Berechnungsfunktio-
nen im Ziel der Berechnung, da sie entweder die Gaußsche Summenformel
oder die Fakultät berechnen und optional eine Fehlerbehandlungsroutine ent-
halten. Im Folgenden werden wir diese SPL als Calc-SPL bezeichnen.
Die variable Funktionalität der Produkte einer SPLwird üblicherweise in Features
gekapselt,welchedie für denNutzer sichtbarenKonfigurationsparameter einer SPL
darstellen. Apel et al. definieren ein Feature wie folgt:
„A feature is a characteristic or end-user-visible behavior of a software
system. Features are used in product-line engineering to specify and
communicate commonalities and differences of the products between
stakeholders, and to guide structure, reuse, and variation across all
phases of the software life cycle.“ [ABKS13]
Aus dieser Definition können wir zwei grundlegende Eigenschaften von Features
identifizieren:
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1. Features werden zum Treffen von Design-Entscheidungen verwendet und
bilden ein Konzept auf Implementierungsebene, welches Teil der Erstellungs-
phase einer SPL ist.
2. Features erlauben die Unterscheidung zwischen verschiedenen Software-Pro-
dukten einer SPL und die Kommunikation über ihre gemeinsamen und va-
riablen Anteile.
Beispiel 2.7 (Features). Ein hoch konfigurierbares und komplexes Software-
System wie die DCU umfasst eine Menge von Features, um an technische
Gegebenheiten angepasstwerden zukönnen. EinigeBeispiel-Features derDCU
und ihre Beschreibung werden in der folgenden Aufzählung beschrieben:
• Typ-Features: Die DCU-SPL umfasst mehrere Typ-Features, um den Typ
einer DCU festzulegen (z. B. Typ-Feature T und Typ-Feature Z).
• ErrorMonEn: Aktiviert die Fehlerüberwachung.
• EnableSyncSupplyFrequency: Aktiviert die Synchronisationsfrequenz.
• EnableShutdown: Aktiviert eine vordefinierte Ausschaltprozedur, um
einen Betriebsmodus zu verlassen.
Auch die Produkte der Calc-SPL werden durch Features beschrieben. Dies
sind:
• Sum: Berechnung der Gaußschen Summenformel.
• Fac: Berechnung der Fakultät.
• Chk:Aktiviert eine Fehlerbehandlungsroutine zur Überprüfung der Ein-
gabewerte.
Features werden mit wiederverwendbaren Implementierungsartefakten in Be-
ziehung gesetzt, die wiederum zu verschiedenen Software-Produkten zusammen-
gesetzt werden können. Somit können Software-Produkte gemäß der individuellen
Anforderungen von Kunden durch das Auswählen gewünschter Features konfigu-
riert und durch das Zusammensetzen der zu den Features gehörigen Implemen-
tierungsartefakte instanziiert werden. Daraus folgt, dass SPLs die individuellen
Wünsche verschiedener Kunden adressieren und die Mittel bereitstellen, um auto-
matisiert Produkte abzuleiten, die diese individuellenWünsche erfüllen.Deswegen
definieren Clement und Northrop SPL wie folgt:
„A software product line is a set of software-intensive systems, sharing
a common, managed set of features that satisfy the specific needs of a
particular market segment or mission and that are developed from a
common set of core assets in a precise way.“ [CN01]
Dabei bilden die wiederverwendbaren Implementierungsartefakte die Menge von
Kern-Komponenten, die durch Wiederverwendung zu den Produkten einer SPL
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zusammengesetzt werden können. Die potentielle Wiederverwendung dieser Im-
plementierungsartefakte zwischen Software-Produkten hat mehrere Vorteile, z. B.
eine Steigerung der Implementierungseffizient, eine Verringerung von Entwick-
lungskosten sowie eine Steigerung der Qualität der entwickelten Software. Um das
Potential dieser Vorteile auszuschöpfen, wird jedoch ein strukturierter Software-
Entwicklungsprozess benötigt, der dieWiederverwendung von Implementierungs-
artefakten zwischen Software-Produkten maximiert. Ein Software-Entwicklungs-
prozess mit dem Ziel der Maximierung der Wiederverwendung von Implemen-
tierungsartefakten ist Software-Produktlinienentwicklung (SPLE), der von Clements
et al. vorgeschlagen wurde [CN01]. SPLE wird im folgenden Abschnitt vorgestellt.
2.3.2 Software-Produktlinienentwicklung
SPLE verschiebt den Fokus der Software-Entwicklung von einem einzelnen System
auf eine komplette Familie von ähnlichen Software-Produkten. Die grundlegende
Idee dabei ist es, wiederverwendbare Implementierungsartefakte zu entwickeln,
die mit Features verknüpft werden, und die Basis für verschiedene Software-Pro-
dukte bilden, die eine gemeinsame Menge von Software-Charakteristiken besit-
zen [CN01, PBvdL05]. Dies erlaubt die Zusammensetzung von wiederverwend-
baren Implementierungsartefakten zu Software-Produkten, die individuell an die
Wünsche eines Kunden oder technische Aspekte angepasst sind. Zusammenfas-
send ermöglicht das SPL-Paradigma Entwicklern effizient Software-Produkte von
einer gemeinsamenMenge an Kern-Komponenten abzuleiten, anstatt jedes Softwa-
re-Produkt von Grunde auf isoliert zu entwickeln.
Abbildung 2.8, welche aus [PBvdL05] übernommen wurde, zeigt eine Übersicht
über SPLE. SPLE umfasst die zwei Disziplinen:Domain Engineering undApplication
Engineering [CN01, PBvdL05, vdLSR07, WL99, ABKS13].
• Domain Engineering: Domain Engineering adressiert die Analyse der Do-
mäne einer SPL und die Entwicklung vonwiederverwendbaren Implementie-
rungsartefakten,welche die Plattformeiner SPLbilden.WährenddesDomain
Engineerings wird zwischen Problemraum und Lösungsraum unterschieden.
Im Problemraum wird definiert, welche Produkte eine SPL enthalten soll
und somit auch welche Features relevant für die SPL sind. Im Lösungsraum
werden Artefakte implementiert, die zur Realisierung der Produkte und Fea-
tures einer SPL benötigt werden. Das Ziel von Domain Engineering ist nicht
die Entwicklung von realen Produkten, sondern von Artefakten, aus denen
Produkte abgeleitet werden können. Somit zielt Domain Engineering auf die
Entwicklung für Wiederverwendung ab.
• Application Engineering: Application Engineering adressiert die Entwick-
lung von spezifischen Software-Produkten, welche die Wünsche und Anfor-
derungen individueller Kunden erfüllen. Dabei wird im Problemraum des
Application Engineering evaluiert, wie sich die kundenspezifischen Wün-
sche auf die Features abbilden lassen, die während des Domain Engineerings
definiert wurden. Die konkrete Ableitung der Produkte und somit die Zu-
sammensetzung der entsprechenden Implementierungsartefakte findet dann
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Abbildung 2.8: Software-Produktlinienentwicklung
im Lösungsraum statt. Die Entwicklung folgt dem traditionellen Softwa-
re-Entwicklungsprozess, wobei der Fokus auf der Wiederverwendung von
Implementierungsartefakten liegt, die während des Domain Engineerings
entwickelt wurden und mit applikationsspezifischen Artefakten kombiniert
werden. Somit ist das Ziel von Application Engineering die Entwicklung mit
Wiederverwendung.
Die Wiederverwendung in großem Maßstab, wie es bei SPLE praktiziert wird,
kann zu einer Kostenreduktion, einer kürzeren Produkteinführungszeit und einer
Verbesserung der Qualität von entwickelten Produkten führen [AK09]. Verglichen
mit traditionellen Wiederverwendungsansätzen können die Kosten und die Pro-
dukteinführungszeit um bis zu 90% reduziert werden [vdLSR07]. Das endgültige
Ergebnis der Software-Entwicklungmit SPLE ist eineMenge von Software-Produk-
ten (d. h. eine Software-Familie), die Gemeinsamkeiten teilen sowie produktspezi-
fische Variationen enthalten.
Beispiel 2.8 (Produkte). Die DCU-SPL umfasst verschiedene DCU-Produkte,
die unterschiedliche Typen implementieren (vgl. Abschnitt 2.1.1). Jedes DCU-
Produkt besitzt, unabhängigvon ihrem tatsächlichenTyp, eineKern-Funktiona-
lität, die durch die Kern-DCU DCU-0 definiert wurde und von der jedes DCU-
Produkt abgeleitet ist. Beispielsweise ist der grundlegende Ablauf des Ausfüh-
rungszyklus eines DCU-Produktes in bestimmte Phasen unterteilt (z. B. der
Hardware-Initialisierung, einem manuellen Service-Modus und der Kontrolle
des Ionenstrahls), welche unabhängig vom Typ sind und somit in jeder DCU
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vorhanden sind. Dennoch gibt es gewisse Details in jeder Ausführungsphase,
die sich für jeden DCU-Typ unterscheiden, sodass jede DCU ihre spezielle Auf-
gabe ausführen kann. Beispielsweise unterscheidet sich die Implementierung
der DCU vom Typ RB, welche die Magnete des Synchrotron kontrolliert, von
der Implementierung der Timing-Master-DCU (eine DCU vom Typ Z).
Die Produkte der Calc-SPL sind die einzelnen Funktionen, die in Abbil-
dung 2.4 dargestellt sind.
Die Produkte einer SPL werden durch ihre Features und durch die Beziehung
zwischen den Features beschrieben. Ein bestimmtes Produkt wird durch die An-
oderAbwahl von Features definiert, dieProduktkonfiguration genanntwird. Ein ange-
wähltes Feature ist Teil einer Produktkonfiguration und somit des zugehörigen Pro-
duktes, während ein abgewähltes Feature weder Teil der Produktkonfiguration noch
des Produktes ist. Nicht alle Kombinationen von angewählten Features führen zu
sinnvollen Produkten. Deshalb werden Restriktionen zwischen Features benötigt,
um nicht sinnvolle Produktkonfigurationen zu verbieten [CE00]. Diese Restriktio-
nen zwischen Features werden Feature-Abhängigkeiten genannt und zusammen
mit den Features einer SPL in einem Variabilitätsmodell definiert [CE00, GSC+04].
Somit schränken Feature-Abhängigkeiten die möglichen Feature-Kombinationen
und somit die Menge der ableitbaren Produkte entsprechend ein. Apel et al. defi-
nieren ein Produkt wie folgt:
A product of a product line is specified by a valid feature selection (a
subset of the features of the product line). A feature selection is valid if
and only if it fulfills all feature dependencies.
Beispiel 2.9 (Produktkonfiguration). Zu Demonstrationszwecken leiten wir
zwei Produkte von unserer DCU-SPL auf Basis der in Beispiel 2.7 beschriebe-
nen Features ab. Produkt P1 ist eine DCU vom Typ T, d. h. eine gepulste DCU





wohingegen Produkt P2 eine DCU vom Typ Z, d. h. eine Timing-Master-DCU,
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Beide Produkte haben das Feature ErrorMonEn angewählt und implemen-
tieren somit eine Fehlerüberwachung, wohingegen nur P1 eine vordefinierte
Ausschaltprozedur enthält, d. h. das Feature EnableShutdown ist angewählt. Da
sich die verschiedenen Typ-Features der DCU gegenseitig ausschließen, d. h.
jede DCU genau einen Typ implementiert, ist P1 vom Typ T und P2 vom Typ Z,
aber keine der DCUs implementiert beide Typen.
Ein weiterer Unterschied der Produkte ist, dass nur P2 das Feature Enable-
SyncSupplyFrequence angewählt hat. Der Grund dafür ist, dass das Feature
EnableSyncSupplyFrequence Teil der Synchronisation von zeitkritischen Auf-
gaben ist und somit zur Timing-Master-DCU gehört. Deswegen muss im-
mer, wenn der DCU-Typ Z ausgewählt wurde, auch das Feature EnableSync-
SupplyFrequence ausgewählt werden. Diese Restriktion verhindert ebenfalls,
dass EnableSyncSupplyFrequence zusammen mit einem anderen DCU-Typ, wie
DCU-Typ T, angewählt wird.
Die Produkte der Calc-SPL implementieren die folgenden Features:
• GaussianSum implementiert das Feature Sum.
• Factorial implementiert das Feature Fac.
• GaussianSumChk implementiert die Features Sum und Chk.
• FactorialChk implementiert die Features Fac und Chk.
Die Definition von Produkten einer SPL im Sinne von Features und ihren Ab-
hängigkeiten durch Variabilitätsmodelle ist Teil des Domain Engineering. In der
Literatur sind Feature-Modelle der häufigste Modelltyp für diesen Zweck. Feature-
Modelle werden im nächsten Abschnitt eingeführt.
2.3.3 Feature-Modelle
Die Variabilität einer SPL kann mit Hilfe von Modellen, wie beispielsweise Ent-
scheidungsmodellen [SRG11], orthogonalen Variabilitätsmodellen [PBvdL05] oder
(Domänen)-Feature-Modellen [KCH+90], spezifiziert werden. Ein Vergleich zwi-
schen den populärsten Variabilitätsmodellierungsansätzen wurde von Czarnecki
et al. durchgeführt [CGR+12]. In dieser Arbeit fokussieren wir uns auf Feature-Mo-
delle für dieModellierung vonVariabilität. Feature-Modelle sind die amhäufigsten
verwendeten Modelle für Variabilitätsmodellierung [ABKS13].
Feature-Modelle beschreiben die Variabilität einer SPL durch valide Produkte,
welche durch unterschiedliche Feature-Kombinationen (Produktkonfigurationen)
definiert werden, wobei ein Feature eine Charakteristik oder ein für den Benutzer
sichtbares Verhalten eines Systems ist (vgl. Abschnitt 2.3.2). Da nicht alle Kombina-
tionen von Features einer SPL zu sinnvollen oder benutzbaren Produkten führen,
bieten Feature-Modelle Konzepte an, um bestimmte Feature-Kombinationen mit
Hilfe von Restriktionen zwischen diesen Features zu verbieten. Somit definieren
Feature-Modelle die Features einer SPL sowie die Restriktionen zwischen diesen
Features. Jede valide Produktkonfiguration einer SPL (d. h. Feature-Kombination,
welche den Restriktionen entspricht) führt dann zu einem validen Produkt.
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Tabelle 2.1: Abbildung zwischen Feature-Model-Artefakten und Aussagenlogik











C1 C2 . . . Cn
P ↔ (C1 ∨ C2 ∨ . . . ∨ Cn)
Alternative
P
C1 C2 . . . Cn
(C1 ↔ (¬C2 ∧ . . . ∧¬Cn ∧ P)) ∧
(C2 ↔ (¬C1 ∧ . . . ∧¬Cn ∧ P)) ∧
. . .
(Cn ↔ (¬C1 ∧¬C2 ∧ . . . ∧¬Cn−1 ∧ P))
Require A B A→ B
Exclude A B ¬(A ∧ B)
Zusammen mit der Feature-orientierten Domänenanalyse haben Kang et al. Fea-
ture-Diagramme eingeführt, welche eine oft verwendete grafische Repräsentation
von Feature-Modellen sind [KCH+90]. Feature-Diagramme werden üblicherweise
als hierarchische Bäume dargestellt, welche Features in einer Eltern-Kind-Bezie-
hung sowie Abhängigkeiten und Restriktionen zwischen Features visualisieren. Ih-
re formale Semantik ist durch eine Übersetzung in Aussagenlogik definiert [Bat05].
In Tabelle 2.1 werden die in der Literatur etablierten Konstrukte zur Spezifika-
tion von Restriktionen zwischen den Features eines Feature-Modells durch ihre
grafische Repräsentation in Feature-Diagrammen und durch ihre Semantik als aus-
sagenlogische Terme dargestellt. Wir unterscheiden zwischen Feature-Modalitäten
(mandatory und optional Kind-Features), Feature-Gruppen (Or-Gruppen und Alter-
native-Gruppen) und Constraints (Require-Constraints und Exclude-Constraints).
Beispiel 2.10 (Feature-Modell). Ein Ausschnitt aus dem Feature-Modell der
DCU, der alle etablierten Feature-Beziehungen aus der SPL-Literatur enthält,
wird inAbbildung 2.9 dargestellt. DasDCU-Feature-Modell enthält 47 Features
und fünf Constraints.
Das Feature-Modell der Calc-SPL ist inAbbildung 2.10 dargestellt. Es enthält
vier Features. Die Features Sum und Fac befinden sich in einer Alternative-
Gruppe, da sie sich gegenseitig ausschließen und das Feature Chk ist optional.
Im Folgenden werden wir die klassischen Feature-Beziehungmit Hilfe des DCU-
Feature-Modells erläutern. Es wird zwischen den zwei Feature-Modalitäten man-
datory und optional unterschieden.


































































Device Control→ Device Control Parameter
Device Control Parameter→ Device Control
Timing Master Parameter→ Z
Z→ Timing Master Parameter
RK↔ RefValueTHoldMax
Abbildung 2.9: Ausschnitt aus dem DCU-Feature-Modell
• Mandatory Features: Ein mandatory Feature ist immer Teil einer Produkt-
konfiguration, wenn sein Eltern-Feature angewählt ist und umgekehrt. Somit
gilt, wenn ein Eltern-Feature angewählt ist, müssen auch seine mandatory
Kind-Features angewählt werden und wenn ein mandatory Kind-Feature an-
gewählt ist, dann muss auch sein Eltern-Feature angewählt werden.
• Optional Features: Ein optional Feature kannTeil einer Produktkonfiguration
sein, wenn sein Eltern-Feature angewählt ist. Daraus folgt, dass ein Eltern-
Feature angewählt werdenmuss, wenn sein optional Kind-Feature angewählt
ist.





Abbildung 2.10: Feature-Modell der Calc-SPL
Beispiel 2.11 (Feature-Modalitäten). Jede DCU muss einen spezifischen Typ
implementieren. Somit ist Type ein mandatory Kern-Feature und muss in jeder
Produktkonfiguration angewählt sein. Da nicht jede DCU vom Typ Z (d. h.
eine Timing-Master-DCU) ist, dürfen Parameter die zur Timing-Master-DCU
gehören nicht Teil einer DCU eines anderen Typs (z. B. DCUs vom Typ T oder
R) sein. Aus diesem Grund ist das Feature Timing Master Parameter optional
und muss für jede DCU vom Typ Z angewählt werden und für DCUs eines
anderen Typs abgewählt werden.
Für logisch benachbarte Features ist es sinnvoll, sie zu gruppieren. Hierfür wur-
den Feature-Gruppen eingeführt. Wir unterscheiden zwischen Or-Gruppen und
Alternative-Gruppen.
• Or-Gruppen: Eine Or-Gruppe erfordert, dass mindestens eines seiner Mitglie-
der angewählt wird, wenn das Eltern-Feature der Or-Gruppe angewählt ist.
Somit gilt, wenn das Eltern-Feature der Or-Gruppe angewählt ist, dannmuss
mindestens ein Kind-Feature angewählt sein und wenn mindestens ein Kind-
Feature angewählt ist, muss das Eltern-Feature der Or-Gruppe angewählt
werden.
• Alternative-Gruppen: Eine Alternative-Gruppe erfordert, dass genau einMit-
glied der Gruppe angewählt werden muss, wenn das Eltern-Feature der Al-
ternative-Gruppe angewählt ist.
Beispiel 2.12 (Feature-Gruppen). Für jedeDCUmuss einMessungsmodus (engl.
Measuring Mode) ausgewählt werden. Die spezifischen Messungsmodi Mode
0 bis Mode 4 sind in einer Or-Gruppe zusammengefasst. Somit muss mindes-
tens ein spezifischer Messungsmodus in jeder DCU angewählt werden, aber
es sind auch Kombinationen mehrere Messungsmodi erlaubt. Im Gegensatz
dazu ist jede DCU von genau einem Typ, aber implementiert nicht mehrere
Typen. Solche Restriktionen können durch eine Alternative-Gruppemodelliert
werden. Somit sind unter dem Feature Type die spezifischen Typ-Features (z. B.,
Z und T) in Alternative-Gruppen zusammengefasst. Diese Gruppen sind wie-
der inmehreren hierarchischenAlternative-Gruppen angeordnet, sodass es für
verschiedene Stakeholder einfacher ist, die Struktur der DCU zu verstehen.
Feature-Modalitäten und Feature-Gruppen sind noch nicht ausdruckmächtig ge-
nug, um die inhärente Variabilität einer SPL zu spezifizieren. In einigen Fällen
wollen wir verschiedene Features aus unterschiedlichen Teilen des Feature-Baums
und unterschiedlicher Feature-Gruppen miteinander in Beziehung setzen. Zu die-
sem Zweck werden binäre Require- und Exclude-Constraints verwendet.
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• Require-Constraints: Wenn ein Feature A die Anwahl eines Features B erfor-
dert, dann muss B in jeder Produktkonfiguration angewählt werden, in der A
angewählt ist.
• Exclude-Constraints: Wenn ein Feature A ein Feature B ausschließt, dann
können A und B nicht Teil derselben Produktkonfiguration sein.
Beispiel 2.13 (Constraints). DCUs vom Typ Z erfordern die Konfiguration der
Timing-Master-Parameter und umgekehrt. Somit gibt es zwischen den Featu-
res Z und Timing Master Parameter zwei Require-Constraints, jeweils eine in
jede Richtung. Die Kombination des Require-Constraints und der Alternative-
Gruppe, die das Feature Z enthält, impliziert ebenfalls, dass Timing-Master-
Parameter nicht für eine DCU eines anderen Typs als Z konfiguriert werden
können. Daraus folgt, dass Constraints zwischen Features, wie diese implizi-
ten Exclude-Constraints zwischen dem Feature Timing Master Parameter und
anderen DCU-Typen als Z, nicht immer für den Stakeholder sichtbar sind. Ein
explizites Exclude-Constraint gibt es zwischen demDCU-TypRK unddemFea-
ture RefValueTHoldMax. Beide dürfen nicht zusammen in eine Konfiguration
gewählt werden und schließen sich somit durch ein Exclude-Constraint aus.
Die Semantik von Feature-Modellen gibt die Menge der validen Produktkonfi-
gurationen an, die durch das Feature-Modell beschreiben werden. Somit ist die
Konfigurationsraumsemantik von Feature-Modellen wie folgt definiert.
Definition 2.14 (Konfigurationsraumsemantik). Sei FM ein Feature-Modell
über der Feature-Menge F. Die Konfigurationsraumsemantik von FM wird
angegeben als
~FMpc ⊆ 2F.
Eine Teilmenge von Features pc ⊆ F ist eine valide Produkt-Konfiguration gdw.
pc ∈ ~FMpc gilt.
2.3.4 Testen von Software-Produktlinien
Wie bereits in Abschnitt 2.2 herausgearbeitet wurde, ist die Qualitätssicherung ei-
ner der kritischsten Schritte beim Entwickeln konventioneller Software. SPLE fügt
noch eine weitere Dimension der Qualitätssicherung von Software-Systemen hin-
zu, den Variantenreichtum. Beim Entwickeln kundenindividueller Software wie
SPLsmuss nicht nur die Qualität eines einzelnen Software-Produktes sichergestellt
werden, sondern die Qualität einer ganzen Software-Familie. Um mit dieser Kom-
plexität umzugehen, die aus dem Variantenreichtum resultiert, wurden mehrere
(formale) Qualitätssicherungsansätze vorgeschlagen, die in verschiedenen Surveys
und Studien zusammengetragen wurden [TAK+15, BTL+15], speziell im Bereich
des Softwaretestens [ER11, OWES11, dMSNdCMM+11, LKL12, JHF11]. Die grund-
sätzliche Idee hinter all diesen Ansätzen ist die Reduktion des Qualitätssicherungs-
aufwandes durch dasAnwenden derWiederverwendungsprinzipien von SPLE auf
Testartefakte.






























Abbildung 2.11: Übersicht über die verschieden Kategorien von SPL-Teststrategien
Abbildung 2.11 zeigt vier Kategorien aus [Loc13], die typischerweise zur Unter-
teilung von SPL-Testansätzen verwendet werden: produktweises Testen, Sample-
basiertes Testen, inkrementelles Testen und familienbasiertes Testen.
• Produktweises Testen:Die grundlegende Idee von produktweisem Testen ist
es, konventionelles Testen auf jedes einzelne Produkt einer SPL anzuwenden,
wie in Abbildung 2.11a zu sehen ist. Das bedeutet, es wird jedes Software-
Produkt einer SPL instanziiert und eines nach dem anderen gegen seine Spe-
zifikation getestet. Somit gibt es kein Potential für die Wiederverwendung
von Ergebnissen zwischen ähnlichen Produkten. Nichtsdestotrotz nutzen ei-
nige produktweise Ansätze die Vorteile der Wiederverwendungsprinzipien
von SPLE durch das Verwenden von wiederverwendbaren Testmodellen, an-
statt für jedes Produkt ein neues Testmodell zu entwickeln. Hierfür wird
das Testmodell mit den Features der SPL annotiert, um individuelle Testmo-
delle für jedes Produkt gemäß der zugehörigen Feature-Auswahl abzuleiten.
Grundsätzlich ist jedoch ein kompletter Test aller Produkte einer SPL im All-
gemeinen, aufgrund der hohen Anzahl von Produkten, die exponentiell zur
Anzahl der Features steigt, unmöglich.
• Sample-basiertesTesten:UmdasvollständigeTesten aller Produktewie beim
produktweisen Testen zu vermeiden, testen Sample-basierte Ansätze nur ei-
ne repräsentative Auswahl von Produkten einer SPL. Beispielsweise werden
in der schemenhaften Darstellung aus Abbildung 2.11b nur die Produkte
getestet, die von dem gestrichelten Rahmen umfasst werden. Die Idee ist es
eine getroffene Auswahl von Produkten umfassend zu testen und von den
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Testergebnissen auf die Korrektheit der anderen Produkte zu schließen. Der
Vorteil dieser Strategie ist, dass der Testaufwand massiv reduziert werden
kann. Die Nachteile sind jedoch eine Menge ungetesteter Produkte, bei de-
nen Fehler übersehen werden können, und dass die Qualität der Tests stark
von der Auswahl der getesteten Produkte abhängt. Die Auswahlstrategien
für eine angemessene Menge von Produkten wurde stark von den Auswahl-
strategienbeimkombinatorischen I/O-Testen inspiriert [SL12],wobei Sample-
basiertes Testen erfordert, dass bestimmte Feature-Kombinationen durch eine
Auswahl von Produktkonfigurationen abgedeckt werden [Gus07, OZML11].
Etablierte Auswahlstrategien sind unter anderem paarweise Feature-Abde-
ckung, bei der alle Feature-Kombinationen von jeweils zwei Features in min-
destens einer Produktkonfiguration vorhanden sein müssen, wie von Oster
et al. vorgeschlagen [OMR10], und T-weise Feature-Abdeckung, bei der alle
Feature-Kombinationen bis zur Anzahl von T in mindestens einer Produkt-
konfiguration vorhanden sein müssen, wie von Perrouin et al. vorgeschlagen
wurde [PSK+10].
• InkrementellesTesten:Abbildung 2.11c zeigt inkrementelles SPL-Testen.Die
Idee des inkrementellen SPL-Testens ist es zu testen, ob die Unterschiede
zwischen zwei Produkten beabsichtigt sind. Hierfür werden die Ideen vom
Regressionstesten auf SPL-Testen adaptiert. Regressionstesten zielt auf eine
Reduzierung des Testaufwandes für neue Revisionen einer Software durch
die Wiederverwendung von Test-Suiten für frühere Revisionen ab, indem
Testfälle für neue Software-Teile hinzugefügt und obsolete Testfälle für ent-
fernte Software-Teile gelöscht werden [ER10]. Basierend auf dieser Idee sor-
tiert inkrementelles SPL-Testen die Produkte einer SPL, beginnt dann mit
dem Testen des ersten Produktes und testet für jedes folgende Produkt nur
noch das Delta zu seinem vorherigen Produkt [LSKL12].
• Familienbasiertes Testen: Familienbasierte Testansätze zielen auf eine Wie-
derverwendung von so vielen Testartefakten wie möglich ab, wobei sie die
komplette SPL-Familie (d. h. alle Produkte der SPL) zusammen betrachten,
wie in Abbildung 2.11d zu sehen ist. Hierfür wird ein wiederverwendbares
Testmodell erstellt, das die Spezifikation aller Produkte der SPL enthält. Das
wiederverwendbare Testmodell ist über den Features der SPL annotiert, um
die Modellelemente auf die zugehörigen Produkte abzubilden. Aus dem an-
notierten Testmodell werden wiederverwendbare Testfälle abgeleitet, welche
ebenfalls mit Features annotiert sind, um die Testfälle den verschiedenen
Produkten zuzuordnen. Diese Testfälle können auf den unterschiedlichen
Produkten ausgeführt werden, was zu einer hohen Wiederverwendung von
Testfällen zwischen Produkten führt und den Testaufwand im Allgemeinen
reduziert. Der Nachteil des familienbasierten Testens ist, dass die Analyse
von allen Produkten zusammen im schlimmsten Fall aufwändiger sein kann
als die Analyse aller Produkte nacheinander.
Ein Ziel dieser Arbeit ist es, einen effizienten Testansatz zu entwickeln, mit dem
alle Produkte einer SPLgetestetwerden können.Deswegen entwickelnwir in dieser
Arbeit einen (modellbasierten) familienbasierten Testansatz in dem Sinne, dass wir
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1 int Calc_SPL(int x, int y) {
2 int i, n, r;
3
4 #if SUM
5 r = 0;
6 #elif FAC









16 if (x <= y) {
17 i = x; n = y;
18 } else{
19 i = y; n = x;
20 }
21
22 while (i <= n) {
23 #if SUM
24 r = r + i;
25 #elif FAC
26 r = r * i;
27 #endif





Abbildung 2.12: SPL-Implementierung der Calc-SPL
ein annotiertes Testmodell oder annotierten C-Code für die Testgenerierung ver-
wenden, das/der alle Produkte einer SPL enthält und eine sehr hohe systematische
Wiederverwendung von Testartefakten im Lösungsraum erlaubt. Solche annotier-
ten Testmodelle bzw. solchen annotierten C-Code werden wir im Folgenden mit
150%-Testmodell bzw. 150%-C-Code oder als SPL-Implementierung bezeichnen. Eine
etablierteMöglichkeit zur Annotation von Feature-spezifischen Implementierungs-
artefakten auf C-Code-Ebene sind Präprozessordirektiven [KGR+11].
Beispiel 2.15 (150%-Code). In Abbildung 2.4 sind die vier Produkte der Calc-
SPLdargestellt.Abbildung2.12 zeigt eine 150%-Darstellungdieser vierProduk-
te. Variable Code-Teile, die nur in einigen Produkten enthalten sind, werden
durch #if-Bedingungen über (Boole’sche) Feature-Parameter annotiert. Diese
Code-Teile sind somit nur in einem Produkt enthalten, wenn die #if-Bedin-
gungen wahr ist, d. h. das Vorhandensein dieser Code-Teile ist abhängig von
der Belegung der Feature-Parameter, die durch die Produktkonfiguration ei-
nes Produktes festgelegt ist. Beispielsweise sind die Zeilen 11–13 nur in einem
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Produkt enthalten, wenn das optionale Feature Chk ausgewählt wurde. Die
Zeilen 5 und 24 sind nur in einem Produkt enthalten, wenn das Feature Sum
ausgewählt wurde und die Zeilen 7 und 26 sind nur enthalten, wenn das
Feature Fac ausgewählt wurde. Aus der 150%-Darstellung können somit alle
Produkte ausAbbildung 2.4mit Hilfe der entsprechenden Feature-Belegungen
abgeleitet werden.
Durch Verwendung einer 150%-Darstellung kann aus einer einzigen Implemen-
tierung eine Test-Suite abgeleitet werden, die zum Testen aller Produkte einer SPL
verwendet werden kann. Dafür wird aus der 150%-Darstellung jedes Produkt nach-
einander abgeleitet und es werden für jedes Produkt auf die gleiche Art undWeise
Testfälle erstellt, wie es in Abschnitt 2.2.2 beschrieben wurde.
Beispiel 2.16 (Produkteweise Testableitung). Als Basis für die produktwei-
se Testableitung wird die 150%-Implementierung der Calc-SPL aus Abbil-
dung 2.12 verwendet. Das Testziel g für das eine Test-Suite erstellt werden
soll, ist Zeile 28 der Calc-SPL (i  i + 1). Zuerst wird durch eine entsprechende
Feature-Belegung die Funktion GaussianSum aus der 150%-Darstellung abge-
leitet, die das Feature Sum implementiert. Beispielsweise deckt der Testfall
tc1  ([x  2, x  3], [r  5]) das Testziel g in der Funktion GaussianSum
ab. Als nächstes wird die Funktion GaussianSumChk anhand der Feature-Be-
legung {Sum, Chk} abgeleitet. Es wird der Testfall tc2  ([x  2, x  3], [r  5])
abgeleitet, der das Testziel g abdeckt, d. h. es wird wieder der gleiche Testfall
abgeleitet, der das Testziel g auf der GaussianSum-Funktion abdeckt. Für die
Funktionen Factorial und FactorialChkwerden auf die gleiche Art und Wei-
se die Testfälle tc3  ([x  2, x  3], [r  6]) und tc4  ([x  2, x  3], [r  6])
abgeleitet. Anzumerken ist, dass der Eingabevektor aller Testfälle der gleiche
ist. Weiterhin unterscheidet sich die Ausgabe der C-Funktion je nachdem, wel-
che Features ausgewählt wurden. Wenn das Feature Sum ausgewählt wurde,
ist die Ausgabe [r  5], wohingegen die Ausgabe [r  6] ist, wenn das Feature
Fac ausgewählt wurde. Die Test-Suite TS  {tc1, tc2, tc3, tc4} deckt das Testziel g
auf allen Produkten der Calc-SPL ab.
Wie in Beispiel 2.16 zu sehen ist, muss für SPL-Implementierungen die Notation
von Code-Abdeckung angepasst werden. Eine vollständige Abdeckung eines Test-
ziel einer SPL-Implementierung ist erst dann erreicht, wenn es eine Test-Suite gibt,
die das Testziel in jedem Produkt, in dem es erreichbar ist, durch einen Testfall
abdeckt. Bei der produkteweise Ableitung einer Test-Suite, die Testziele auf einer
SPL-Implementierung abdeckt, werden viele redundante Ableitungsschritte aus-
geführt und es werden viele redundante Testfälle erzeugt. Um dies zu vermeiden
eignen sich familienbasierte Testansätze, die Testfälle direkt aus der SPL-Implemen-
tierung ableiten und so die Wiederverwendung von Berechnungsergebnissen und
Testfällen zwischen Produkten verbessern.
2.3.5 Offene Forschungsherausforderungen
Automatisierte Testfallgenerierung ist selbst für konventionelle Software-Systeme
eine Herausforderung (vgl. Abschnitt 2.2.4). SPLs fügen der Testfallgenerierung
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eine weitere Dimension hinzu, sodass nicht nur für ein Software-System eine Test-
Suite generiert werden muss, sondern für eine Menge von Software-Systemen. Zur
Vermeidung von produktweiser Testgenerierungmit vielen redundanten Testgene-
rierungsläufen werden familienbasierte Ansätze verwendet, welche direkt auf SPL-
Implementierungen angewendetwerden können [COLS11,McG01].Wie bei der au-
tomatisierten Testgenerierung für einzelne Software-Produkte, bei der Ergebnisse
einer Analyse des Zustandsraumes des Produktes wiederverwendet werden soll-
ten, ist es auch hier sinnvoll solche Ergebnisse wiederzuverwenden. DieWiederver-
wendung sollte allerdings dahingehend erweitert werden, dass Analyseergebnisse
nicht nur zwischen Testzielen, sondern auch produktübergreifend wiederverwen-
det werden. Daraus leiten wir die folgenden Forschungsherausforderungen ab, die
wir im Hauptteil dieser Arbeit betrachten werden:
• FH2.1: Verbesserung der Wiederverwendung von Berechnungsergebnissen
der Programmzustandsraumanalyse zwischen Produkten.
• FH2.2: Kombination der Verbesserung der Wiederverwendung von Berech-
nungsergebnissen der Programmzustandsraumanalyse zwischen Testzielen
und Produkten.
2.4 Dynamische Software-Produktlinien
In diesem Abschnitt führen wir die grundlegenden Begriffe und Konzepte von
dynamischen Software-Produktlinien ein und beschreiben offene Forschungsher-
ausforderungen im Bereich von dynamischen Software-Produktlinien.
2.4.1 Grundlagen dynamischer Software-Produktlinien
Heutzutage müssen Software-Systeme nicht nur extrem anpassbar sein, sondern
auch unter sich kontinuierlich ändernden Bedingungen, wie wechselnde Anwen-
dungskontexte, Sub-Systemausfälle und sich ändernde Benutzeranforderungen,
funktionieren [LK06, HPS12]. Zusätzlich werden Software-Systeme oft ohne Unter-
brechung betrieben. Beispiele für solche selbst-adaptiven Systeme sind Smartpho-
nes und Tablets, aber auch Produktivsysteme aus der Automatisierungstechnik,
welche immer flexibler werden müssen, um die Anforderungen neuer Produkti-
onsmethoden aus der Industrie 4.0 zu erfüllen [VHRF+16]. Zur Modellierung von
individuell konfigurierbaren Systemen, die sehr flexibel zur Laufzeit sind, um sich
an sich ändernde Anforderungen und Anwendungskontexte anzupassen, sind dy-
namische Software-Produktlinien eine geeignete Methodik [HSSF06].
Dynamische Software-Produktlinien (DSPL) erweitern SPLEumdieMöglichkeit,
SPLs dynamisch zu rekonfigurieren, indem zur Laufzeit zwischen verschiedenen
Produktkonfigurationen gewechselt wird. Somit erlauben es DSPLs auf der einen
Seite, ein individuell konfigurierbares Software-Produkt am Anfang des Lebenszy-
klus eines Produktes abzuleiten (z. B. umbenutzerspezifischeWünsche zu erfüllen)
und auf der anderen Seite während des gesamten Lebenszyklus eines Produktes
zur Laufzeit zwischen verschiedenen Software-Produkten zu wechseln (z. B. um
das Produkt an neue Anwendungskontexte anzupassen). DSPLs basieren auf den
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Prinzipien von SPLE und erweitern SPLs um Laufzeitvariabilität, die zusätzlich
die Implementierung von einem Rekonfigurationsmechanismus erfordert [LK06].
Dies wurde bereits erfolgreich in verschiedenen Anwendungsdomänen, wie der
industriellen Automatisierung, der Haushaltsrobotik und Informationssystemen,
umgesetzt3.
Beispiel 2.17 (DSPL). In Abschnitt 2.3.2 haben wir bereits die statischen Kon-
figurationscharakteristiken der DCU herausgearbeitet, wie beispielsweise die
verschiedenen DCU-Typen, weshalb die DCU als SPL betrachtet werden kann.
Zusätzlich hat dieDCUebenfalls dynamischeKonfigurationsaspekte undkann
somit auch als DSPL betrachtet werden. Zum Beispiel hängt der ausgewählte
Betriebsmodus der DCU vom tatsächlichen Anwendungskontext ab und kann
zur Laufzeit rekonfiguriert werden. Der Standardbetriebsmodus ist Idle. Um
die DCU-Parameter für die Therapie eines bestimmten Patienten einzustellen,
muss die DCU vom Idle-Modus in den Adjustment-Modus wechseln. Dieser
Wechsel ist durch eine Rekonfiguration der Produktkonfiguration durch das
Abwählen des Features Idle und der Anwahl des FeaturesAdjustment des DCU-
Feature-Modells implementiert (vgl. Abbildung 2.9).
Beispiel 2.17 zeigt, dass eine DSPL statische und dynamische Charakteristiken
umfasst, welche typischerweise durch statische Features und dynamische Features im-
plementiert werden. Statische Features beziehen sich auf die Charakteristiken einer
DSPL, die genau einmal während des initialen Konfigurationsprozesses zur De-
sign-Zeit konfiguriert werden. Somit werden statische Features nicht zur Laufzeit
rekonfiguriert.
Beispiel 2.18 (Statische Features). Die verschiedenen Typ-Features der DCU
(z. B. Z und T) sind statische Features. Der Typ einer DCU wird genau einmal,
während der Installation der DCU in den Synchrotron, festgelegt und ist ab-
hängig von der Aufgabe, welche die DCU bei der Erzeugung des Ionenstrahls
erfüllt. Eine Rekonfiguration des DCU-Typs zur Laufzeit wird ausdrücklich
nicht angeboten, da die Hardware einer DCU für jeden DCU-Typ unterschied-
lich ist.
Im Gegensatz zu statischen Features werden dynamische Features explizit für
die Rekonfiguration zur Laufzeit entworfen. Somit beschreiben dynamische Fea-
tures die dynamischen Charakteristiken einer DSPL. Aus diesem Grund können
dynamischeFeatures, abhängigvomaktuellenAnwendungskontext oderwechseln-
den Benutzeranforderungen, kontinuierlich zur Laufzeit angewählt und abgewählt
werden.
Beispiel 2.19 (Dynamische Features). Die Betriebsmodus-Features der DCU
sind prädestiniert dafür, dynamische Features zu sein, da sich der ausgewählte
Betriebsmodus der DCUwährend des Lebenszyklus einer DCU kontinuierlich
ändern kann. Um zum Beispiel die DCU zu warten, wird die DCU in den
Quality Assurance-Modus versetzt, wohingegen die DCU für die Behandlung
3 http://dspl.lero.ie/
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eines Patienten in den Therapy-Modus versetzt wird. Jedoch ist nicht nur der
Betriebsmodus einer DCU rekonfigurierbar, sondern auch einige Master-Pa-
rameter und typspezifische Parameter, wie beispielsweise RefValueTHoldMax
und EnableShutdown.
DSPLs enthalten statische und dynamische Features und umfassen somit die sta-
tischen Konfigurationsaspekte einer SPL sowie dynamische (Re-)Konfigurationsa-
spekte. Dementsprechend ist die Konfiguration einer DSPL zweigeteilt und besteht
zum einen aus der initialen statischen Konfiguration (bei der auch dynamische
Aspekte konfiguriert werden können), sowie aus der dynamische Rekonfigurati-
on. Zur Unterscheidung der statischen und der dynamischen (Re-)Konfiguration
wurden verschiedene Bindungszeitpunkte für Features eingeführt [SvGB05]. Wir
unterscheiden zwischen statischen Bindungszeiten für statische Features und dy-
namischen Bindungszeiten für dynamische Features.
Der Konfigurationsprozess einer DSPL beginnt mit der Konfiguration statischer
Features während der statischen Bindungszeiten. Die statische Konfiguration er-
folgt dabei anhand von Benutzeranforderungen und -wünschen, wie es auch für
SPLs der Fall ist und ist durch die Abhängigkeiten zwischen den Features eines
Feature-Modells beschränkt. Danach folgt der dynamische Teil des Konfigurations-
prozesses und das Produkt kann kontinuierlich zur Laufzeit rekonfiguriert werden,
z. B. aufgrund wechselnder Anwendungskontexte. Ähnlich zur statischen Konfi-
guration ist die dynamische Konfiguration ebenfalls durch das Feature-Modell
beschränkt und es kann nur von einem validen Produkt zu einem anderen vali-
den Produkt rekonfiguriert werden. Die Beschränkung der Rekonfiguration eines
Produktes durch das Feature-Modell ist jedoch für (sicherheitskritische) DSPLs un-
zureichend, da die Rekonfiguration von jedem validen Produkt zu jedem anderen
validen Produkt zu fehlerhaften Verhalten führen kann. Um sicherzustellen, dass
nur valide Rekonfigurationen durchgeführt werden, wird das Rekonfigurationsver-
halten in der Literatur häufig durch ein Rekonfigurationsmodell beschränkt.
Beispiel 2.20 (Rekonfigurationsbeschränkungen der DCU). Ein Ausschnitt der
Spezifikation des erlaubten Rekonfigurationsverhaltens der DCU-Betriebsmo-
di ist in Abbildung 2.13 zu sehen. Die Behandlung eines Patienten imHIT folgt
einem vorgegebenen Protokoll, um die Schädigung des Patienten zu vermei-
den. Gemäß der Betriebsmodi der DCU bedeutet dies, dass eine DCU-Instanz
zur Vorbereitung der Bestrahlung eines Patienten und während der Bestrah-
lung selbst die folgenden Schritte durchläuft (rechte Hälfte des Modells aus
Abbildung 2.13):
1. Idle-Modus: Initial befindet sich jede DCU-Instanz im Idle-Modus.
2. Experiment-Modus: Der erste Schritt einer Bestrahlung ist die grobe
Konfiguration von DCU-Parametern gemäß der Bedürfnisse des aktuel-
len Patienten. Deswegen sind im Experiment-Modus alle Parameter frei
konfigurierbar.










Abbildung 2.13: Ausschnitt des Rekonfigurationsmodells der DCU
3. Adjustment-Modus: Eine Feinjustierung der groben Konfiguration er-
folgt im Adjustment-Modus.
4. Therapy-Modus: Schlussendlich wird der Patient im Therapy-Modus be-
handelt. In diesem Modus sind alle Parameter auf die Konfiguration aus
dem Adjustment-Modus festgelegt, um eine Schädigung des Patienten
durch unbeabsichtigte Parameteränderungen zu vermeiden.
Im Gegensatz dazu darf während der Wartung einer DCU beliebig zwischen
dem Idle-Modus undden anderen Betriebsmodi gewechseltwerden (linkeHälf-
te des Modells aus Abbildung 2.13).
Zusammenfassend erweitern DSPLs SPLs um dynamische Konfigurationsfähig-
keiten, welche eine Rekonfiguration zwischen Produkten zur Laufzeit erlauben.
Somit umfassen DSPLs statische und dynamische Charakteristiken, die durch sta-
tische und dynamische Features beschrieben werden. Ein weitverbreiteter Mecha-
nismus zur Beschränkung des Rekonfigurationsverhaltens sind Rekonfigurations-
modelle.
2.4.2 Offene Forschungsherausforderungen
Aktuelle Modellierungsansätze für DSPLs unterschieden zwischen statischen und
dynamischen Features, d. h. Features, die vor der Laufzeit konfiguriert werden,
und Features, die zur Laufzeit (re-)konfiguriert werden. Davon ausgehend gibt es
zwei Stufen in denen Features konfiguriert werden können, eine statische Stufe
gefolgt von einer dynamischen Stufe. Besonders bei sicherheitskritischen Systemen
erfordert das Design von zuverlässigen DSPLs jedoch die Möglichkeit präzisere
und flexiblere temporale Restriktionen zwischen (Re-)Konfigurationen zu definie-
ren als es die bloßeUnterscheidung zwischen statischen unddynamischen Features
erlaubt. Aus diesemGrundwird ein stufenweiser Konfigurationsprozess fürDSPLs
benötigt, der eine präzise Beschreibung von temporalen Abhängigkeiten und Re-
striktionenzwischenFeatures einerDSPLerlaubt. Insbesondere für sicherheits- und
einsatzkritische DSPLs, wie beispielsweise der DCU, ist die Korrektheit der Spe-
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zifikation des Rekonfigurationsprozesses inklusive seines stufenweisen Konfigua-
tionsprozesses unbedingt notwendig. Deswegen wird eine automatisierte Validie-
rungsstrategie für DSPLs benötigt, welche die essentiellen Validitätseigenschaften
eines stufenweisen Konfigurationsprozesses mit temporalen Abhängigkeiten und
Restriktionen zwischen Features sicherstellt. Weiterhin ist neben der präzisen Spe-
zifikation und der Validierung einer DSPL die Verifikation der Implementierung
der DSPL essentiell. Neben der Überprüfung der korrekten Implementierung funk-
tionaler Anforderungen an die Produkte einer DSPL umfasst die DSPL-Verifikation
zusätzlich die Überprüfung der korrekten Implementierung des Rekonfigurations-
verhaltens der DSPL. Daraus leiten wir die folgende Forschungsherausforderung
ab, die wir im Hauptteil dieser Arbeit betrachten werden:
• FH3.1: Entwicklung eines stufenweisen Konfigurationsprozesses für DSPLs,
der die präzise Spezifikation von temporalen Abhängigkeiten zwischen Fea-
tures erlaubt.
• FH3.2: Entwicklung automatisierter Strategien zur Validierung von (Re-)Kon-
figurationsprozessen von DSPLs inklusive stufenweiser (Re-)Konfiguration.
• FH3.3: Entwicklung eines automatisierten Test-Suite-Generierungsansatzes




AUTOMAT I S I ERTE TESTGENER IERUNG MIT
SYMBOL I SCHEM MODEL -CHECK ING
Qualitätssicherung ist ein aufwändiger und kritischer Teil der Software-Entwick-
lung. Auf die Qualitätssicherung entfallen, je nach Quelle, zwischen 16% und 37%
des gesamten Softwareentwicklungsaufwandes [Lig02], wobei beispielsweise der
Testaufwand für sicherheitsrelevante Systeme in einzelnen Fällen sogar auf bis
zu 80% steigen kann [SL12]. Deshalb ist es sinnvoll, möglichst viele Schritte der
Qualitätssicherung zu automatisieren. Die Automatisierung der Generierung von
Testfällen ist einer der vielversprechendsten und effektivsten Wege, um den Auf-
wand für die Qualitätssicherung zu reduzieren [BGM13, GLM12, CS13, BCH+04].
Aktuelle Techniken zur automatisiertenWhite-Box-Testgenerierung fürKomponen-
tentests zielen beispielsweise darauf ab, eine Menge von Testzielen bezüglich eines
Abdeckungskriteriums abzudecken, die auf Basis des Programm-Codes definiert
werden.
Eine vielversprechende Technik zur automatisierten Generierung von Testfällen
ist Model-Checking. Hierbei wird mit Hilfe eines Model-Checkers ein Testfall aus
einem Gegenbeispiel für die Unerreichbarkeit einer Programmeigenschaft (d. h.
einem negierten Testziel) abgeleitet [BCH+04, HdMR04]. Zur Abdeckung einer
Menge von Testzielen, die anhand eines Abdeckungskriteriums für ein Programm
abgeleitet wurden, kann durch wiederholtes Aufrufen eines Model-Checkers für
jedes Testziel ein Testfall generiert werden. Für große Programme mit hunderten
oder sogar tausenden Zeilen Code ist die Testgenerierung mit Model-Checking je-
doch ineffizient, da die Testgenerierung für jedes Testziel immer wieder eine teure
Erreichbarkeitsanalyse auf einer Abstraktion des Programm-Codes durchführt, die
währendder Testgenerierungmehrfach neu berechnetwerdenmuss [HKL+10].Mo-
del-Checker sind eher auf die Falsifizierung einiger weniger Programmeigenschaf-
ten hin optimiert, anstatt auf die Behandlung einer großen Menge von Testzielen.
Dies führt dazu, dass die Generierung von Test-Suiten durch das wiederholte Auf-
rufen einesModel-Checkers ineffizient werden kann, da die Erreichbarkeitsanalyse
für jedes Testziel von vorne durchgeführt wird. Die Erreichbarkeitsanalyse immer
wieder von vorne durchzuführen, kann bei nahe beieinander liegenden Testzielen
zu sehr vielen redundanten Berechnungsschritten führen und sollte dementspre-
chend vermieden werden.
In diesem Kapitel werden wir einen Ansatz für die automatisierte Testgene-
rierung mit Model-Checking mit Techniken aus dem Multi-Property-Checking
kombinieren, um wiederholte Erreichbarkeitsanalysen für jedes Testziel einzeln
zu vermeiden und stattdessen Ergebnisse von Erreichbarkeitsanalysen zwischen
Testzielen wiederzuverwenden (vgl. Forschungsherausforderung FH1). Multi-Pro-












Abbildung 3.1: Test-Generierung mit Model-Checking
perty-Checking erlaubt es, mehrere Programmeigenschaften (Properties) während
einer Erreichbarkeitsanalyse gleichzeitig zu analysieren [ABM+16]. Diese Idee ver-
wenden wir, um für mehrere Testziele gleichzeitig während einer einzigen Erreich-
barkeitsanalyse eine Test-Suite zu generieren, die diese Testziele abdeckt. Bisherige
Erfahrungen zeigen, dass ein Programm im Allgemeinen wesentlich mehr Testzie-
le enthält als kritische Programmeigenschaften. Deswegen sind Anpassungen und
Verbesserungen an der Testfallgenerierung mit Multi-Property-Checking notwen-
dig, um die Effizienz und die Korrektheit der Testfallgenerierung zu verbessern.
Diese werden wir ebenfalls in diesem Kapitel beschreiben.
3.1 Automatisierte White-Box-Testgenerierung
In diesem Abschnitt beschreiben wir einen Ansatz zur White-Box Test-Suite-Ge-
nerierung für Komponenten auf Basis von Model-Checking. Neben der grundle-
genden Idee der Generierung einzelner Testfälle mit Hilfe von Model-Checking,
werden wir einen Algorithmus beschreiben, der ganze Test-Suiten mit Hilfe von
Model-Checking generiert. Weiterhin werden wir Verbesserungen der Technik zur
Generierung von Test-Suiten beschreiben, die sich insbesondere auf dieWiederver-
wendung von Berechnungsergebnissen bei der Testgenerierung fokussieren. Die in
diesem Abschnitt beschriebenen Ideen zur Testgenerierung mit Model-Checking
und zur Wiederverwendung von Berechnungsergebnissen während der Testgene-
rierung basieren hauptsächlich auf Veröffentlichungen von Beyer et al. [BCH+04]
und Holzer et al. [HSTV09, Hol13] und werden in den folgenden Abschnitten er-
weitert.
3.1.1 Generierung von Testfällen mit symbolischem Model-Checking
Abbildung 3.1a zeigt die Anwendung eines Software-Model-Checkers. Als Eingabe
erhält der Model-Checker ein Programm P und eine Programmeigenschaft ϕ, für
die gezeigt werden soll, dass die Programmeigenschaft ϕ für jede Ausführung des
Programms P gilt. Dazu führt der Model-Checker eine Analyse auf dem erreichba-
ren Zustandsraum des Programms durch und überprüft, ob die Programmeigen-
schaft ϕ in einem der erreichbaren Programmzustände verletzt ist. Ist ϕ in einem
Programmzustand verletzt, gibt derModel-Checker ein sogenanntesGegenbeispiel
CEX (engl. Counterexample) zurück, d. h. einen Pfad im Programmzustandsraum,
der zu dem Programmzustand führt, in dem ϕ verletzt ist. Andernfalls gilt ϕ im
gesamten Programm. In einigen Fällen gibt derModel-Checker für eine Programm-
eigenschaft ϕ unbekannt zurück, da für keine Abstraktion des Programms entschie-
den werden kann, ob ϕ gilt oder nicht. Dies resultiert aus der Unentscheidbarkeit
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des Halteproblems und kann beispielsweise vorkommen, wenn das analysierte
Programm eine potentielle Endlosschleife enthält.
DieAnalyse des erreichbaren Programmzustandsraums durch einenModel-Che-
cker kann gerade für größere Programme sehr ineffizient sein, da für jedeVariablen-
belegung überprüft werden muss, ob die Variablenbelegung zu einer Verletzung
der Programmeigenschaft ϕ führt. Beispielsweise muss zur Verifikation der Pro-
grammeigenschaft ϕ auf der C-Funktion GaussianSum aus Abbildung 2.4a für alle
möglichen Kombinationen vonWertebelegungen für die Eingabevariablen x und y
überprüft werden, ob mindestens eine der Kombinationen zu einer Verletzung der
Programmeigenschaft ϕ führt. Um eine Überprüfung aller Eingabewerte zu ver-
meiden, haben Burch et al. symbolischesModel-Checking vorgeschlagen [BCM+90].
Symbolisches Model-Checking erlaubt es, mehrere für das betrachtete Programm
äquivalente Variablenbelegungen mit Hilfe von Prädikaten über den Programm-
variablen zusammenzufassen und somit gleichzeitig zu analysieren. Das Prädikat
x ≤ y beschreibt beispielsweise alle Variablenbelegungen, für die x einen kleine-
ren Wert als y zugewiesen bekommen hat. Für die automatisierte Testgenerierung
werden wir in dieser Arbeit symbolisches Model-Checking verwenden.
Beyer et al. zeigen in [BCH+04] wie Testfälle aus den Gegenbeispielen eines sym-
bolischen Model-Checkers generiert werden können. Eine Skizze der Idee ist in
Abbildung 3.1b dargestellt. Als Eingabe erhält der Model-Checker die IUT und die
Programmeigenschaft ϕ  ¬g, d. h. die Negierung des abzudeckenden Testziels g.
Der Model-Checker führt eine durch das Testziel getriebene Erreichbarkeitsana-
lyse auf der IUT durch und überprüft, ob das Testziel g erreichbar ist, d. h. ob
es einen Programmzustand gibt, in dem die Programmeigenschaft ϕ verletzt ist.
Wenn das Testziel g erreichbar ist und somit die Programmeigenschaft ϕ verletzt ist,
gibt der Model-Checker ein Gegenbeispiel zurück, d. h. einen Pfad durch den Pro-
grammzustandsraumder IUT, der zumTestziel g führt und der als abstrakterTestfall
interpretiert werden kann. Da wir symbolisches Model-Checking verwenden, be-
schreibt der abstrakte Testfall eine Menge von konkreten Testfällen, d. h. konkreten
Eingabewerten (vgl. Definition 2.1), die den Pfad im Programmzustandsraum der
IUT traversieren. Ist das Testziel g im Programmzustandsraum nicht erreichbar,
nennen wir g unerfüllbar und wenn der Model-Checker nicht entscheiden kann, ob
g erreichbar ist, nennen wir g unbekannt.
Basierend auf dieser Idee werden wir im Folgenden an einem Beispiel zeigen,
wie die Testziel-getriebene Generierung von Testfällenmit Hilfe von symbolischem
Model-Checking durchgeführt werden kann. Die Basis dafür bilden existierende
Ansätze aus der Literatur vonHolzer et al. [HSTV09, Hol13]. Weiterhin werdenwir
das Vorgehen zur Testgenerierung formal beschreiben und einen Algorithmus zur
Generierung von Test-Suiten präsentieren, der die Testziel-getriebene Generierung
von Testfällen mit Hilfe von symbolischem Model-Checking für jedes Testziel an-
wendet. Auf dieser Grundlage werden wir weitergehende Techniken beschreiben,
welche die Testgenerierung effizienter machen können, indem die Wiederverwen-
dung von Berechnungsergebnissen der Erreichbarkeitsanalyse zwischen Testzielen
ermöglicht wird (vgl. Forschungsherausforderung FH1).
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3.1.2 Programmsyntax und -semantik
Software-Model-Checker arbeiten üblicherweise auf Basis einer abstrakten Reprä-
sentation der Programm-Syntax, z. B. Kontrollflussautomaten (CFA, engl. Control-
flow Automaton). In diesem Abschnitt werden wir eine Programmsemantik basie-
rend auf CFAs definieren, die uns als Grundlage für die Beschreibung der Testge-
nerierung dienen wird.
Zuerst werden die Programmvariablen und Programmoperationen eines Pro-
gramms beschrieben. Die Menge der Programmvariablen V eines Programms ist
über einer zusammengesetzen Domäne D definiert, die wir in dieser Arbeit auf
Boole’sche und ganzzahlige Variablen einschränken, d. h. D  B ∪Z. Die Domä-
ne B  {0, 1} enthält die zwei Werte „falsch“ (false/0) und „wahr“ (true/1). Die
Spache der Programmoperationen ist gegeben als L(V)  Lassume(V) ∪ Lassign(V),
wobei Lassume(V)  (V → D) → B das Teilalphabet der Prädikate über V darstellt
und Lassign(V)  (V → D) → (V → D) das Teilalphabet der Wertezuweisungen
überV [BLB+15]. Die Elemente der Sprache der Programmoperationenwerdenmit
a ∈ L(V) bezeichnet. Mit Hilfe von Programmvariablen und Programmoperatio-
nen können Kontrollflussautomaten für ein Programm definiert werden.
Definition 3.1 (CFA). Sei V eine Menge von Programmvariablen und L(V)
die Sprache der Programmoperationen über V. Ein CFA ist ein Quadrupel
(L, `0, `t ,E), wobei
• L eine endliche Menge von Programm-Locations,
• `0 ∈ L die initiale Programm-Location,
• `t ∈ L die terminale Programm-Location und
• E ⊆ L\{`t} ×L(V)× L\{`0} eine über Programmoperationen beschriftete
Transitionsrelation
ist.
Damit ein CFA wohlstrukturiert ist, fordern wir, dass der Initialknoten `0 keine
eingehenden Kanten hat und alle Knoten, außer des Terminierungsknotens `t ,
entweder genau eine ausgehende Kante haben, die mit einer Wertezuweisung aus
Lassign(V) beschriftet ist oder dass alle ausgehenden Kanten mit sich gegenseitig
ausschließenden Prädikaten aus Lassume(V) beschriftet sind.
Beispiel 3.2 (CFA). Abbildung 3.2 zeigt den CFA für die C-Funktion Gaus-
sianSum aus Abbildung 2.4a. Programm-Locations sind mit Programmzeilen-
nummern beschriftet undwerden entweder durch Kreise dargestellt, wenn die
Programm-Locations genau eine ausgehende Kante haben, die mit einer Wer-
tezuweisung aus der Menge Lassign(V) beschriftet ist oder durch Rauten, wenn
die Programm-Locations genau zwei ausgehende Kanten haben, die mit sich
gegenseitig ausschließenden Prädikaten aus der Menge Lassume(V) beschriftet
sind. Die Programm-Location 2 hat genau eine ausgehende Transition, die mit









int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
i > ni ≤ n
r  r + i
i  i + 1
return r
Abbildung 3.2: CFA der C-Funktion GaussianSum
derWertezuweisung int i, n, r  0 beschriftet ist. Die Bedingung in Programm-
Location 4 führt hingegen zu zwei ausgehenden Kanten, die jeweils mit einem
der sich gegenseitig ausschließenden Prädikate x ≤ y und x > y beschriftet
sind. Die initiale Programm-Location des CFAs ist Programm-Location 2 und
die terminale Programm-Location ist Programm-Location 16.
Jede Ausführung eines Programms traversiert genau einen CFA-Pfad
`0
a0 `1
a1 · · · ak−1 `k ,
der bei der initialen Programm-Location `0 beginnt, sodass (`i , ai , `i+1) ∈ E für
0 ≤ i < k gilt. Beim Traversieren des CFA-Pfades während einer Programmaus-
führung werden die Programm-Locations des CFA-Pfades um Informationen zur
Variablenbelegung angereichert, mit der die Programm-Locations während der
Programmausführung erreicht wurden. Ein Programmzustand einer Programm-
ausführungen ist somit ein Paar (`, c), bestehend aus einer Programm-Location
` ∈ L und einer Wertebelegung von Variablen c : V → D mit der die Programm-
Location erreicht wurde. Die Menge aller konkreten Wertebelegungen von Varia-
blen wird mit C bezeichnet. Ist die Programmoperation a bei einem Übergang
ci a ci+1 zwischen zwei Programmzuständen ci und ci+1 eine Zuweisung (d. h.
a ∈ Lassign(V)), werden die Werte der Programmvariablen gemäß der Programm-
operation a in ci+1 angepasst. Andernfalls ist die Programmoperation a bei einem
Übergang ci a ci+1 ein Prädikat (d. h. a ∈ Lassume(V)) und der Übergang von ci
nach ci+1 ist nur erlaubt, wenn die Werte in ci das Prädikat in a erfüllen, d. h.
es muss ci | ai gelten. Der Operator ϕ1 | ϕ2 ist so definiert, dass ϕ2 für alle
Variablenbelegungen wahr ist, für die ϕ1 wahr ist.
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Definition 3.3 (Programmausführung [BLB+15]). Sei (L, `0, `t ,E) ein CFA. Eine
Programmausführung entspricht einer Sequenz
σ  (`0, c0) e0 (`1, c1) e1 · · · ek−1 (`k , ck)
von Programmzuständen, d. h. Paaren (`i , ci), 0 ≤ i ≤ k, bestehend aus Pro-
gramm-Locations `i ∈ L und Belegungen von Programmvariablen, die durch
eine Abbildung ci : V → D angegeben werden, sodass
ci+1 

ai(ci) falls ai ∈ Lassign(V)
ci und ci | ai falls ai ∈ Lassume(V)
gilt mit ei  (`i , ai , `i+1) ∈ E.
Wir nennen eine Programmausführung vollständig, wenn die Programm-Location
des letzten Programmzustands dem Programmende entspricht, d. h. `k  `t , an-
dernfalls nennen wir die Programmausführung partiell.
Beispiel 3.4 (Programmausführung). Gegeben sei der Testfall tc1  ([x  2, y 
2], [r  2]) für die GaussianSum-Funktion aus Beispiel 2.2. Der CFA-Pfad, der
durch den Eingabevektor [x  2, y  2] des Testfalls tc1 traversiert wird, ist
2 int i, n, r  0 4
x ≤ y
5
i  x; n  y;
10 i ≤ n 11
r  r + i 12 i  i + 1 10 i > n 15 return r 16.
Die entsprechende Programmausführung zu dem CFA-Pfad ist
(2, [x  2, y  2, i  ⊥, n  ⊥, r  ⊥])
int i, n, r  0 (4, [x  2, y  2, i  ⊥, n  ⊥, r  0])
x ≤ y (5, [x  2, y  2, i  ⊥, n  ⊥, r  0])
i  x; n  y; (10, [x  2, y  2, i  2, n  2, r  0])
i ≤ n (11, [x  2, y  2, i  2, n  2, r  0])
r  r + i (12, [x  2, y  2, i  2, n  2, r  2])
i  i + 1 (10, [x  2, y  2, i  3, n  2, r  2])
i > n (15, [x  2, y  2, i  3, n  2, r  2])
return r (16, [x  2, y  2, i  3, n  2, r  2]).
Das Symbol ⊥ bedeutet, dass einer Variablen noch kein Wert zugewiesen wur-
de, d. h. dass der Variablenwert undefiniert ist.
Für die Analyse des Programmzustandsraums konstruiert ein Model-Checker
einen Erreichbarkeitsgraphen, der den erreichbaren Programmzustandsraum ei-
nes Programms repräsentiert und somit alle Programmausführungen eines Pro-
gramms enthält. Der Erreichbarkeitsgraph enthält alle Programmzustände (`, c)
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eines Programms sowie die Transitionen zwischen diesen Programmzuständen,
welche die erlaubten Programmzustandswechsel in einem Programm gemäß des
CFAs des Programms beschreiben. Somit beschreibt der Erreichbarkeitsgraph die
Semantik eines Programms.
Definition 3.5 (Erreichbarkeitsgraph). Ein Erreichbarkeitsgraph zu einemCFA
(L, `0, `t ,E) ist ein Tripel (SK , s0K ,TK), wobei
• SK ⊆ L × C eine Menge von Programmzuständen,
• s0K ∈ SK der initiale Programmzustand und
• TK ⊆ SK × E × SK eine beschriftete Transitionsrelation mit (`, c) e
(`′, c′) ∈ TK , wenn e  (`, a, `′) ∈ E und
c′ 

a(c) falls a ∈ Lassign(V)
c und c | a falls a ∈ Lassume(V)
gilt,
ist.
Wir nennen einen Erreichbarkeitsgraphen vollständig, wenn es für jede konkrete
Programmausführung
σ  (`0, c0) e0 (`1, c1) e1 · · · ek−1 (`k , ck)
eines Programms einen entsprechenden Pfad im Erreichbarkeitsgraphen gibt.
Beispiel 3.6 (Erreichbarkeitsgraph). Abbildung 3.3 zeigt einen Ausschnitt des
Erreichbarkeitsgraphen der C-Funktion GaussianSum. Jeder erreichbare Pro-
grammzustand enthält eine Programm-Location und eine Variablenbelegung
mit welcher der Programmzustand erreicht werden kann. Das Symbol ⊥ steht
für einen undefinierten Wert einer Variablen. Der Pfad 1 − 2 − 4 − 5 − 10 − . . .
entspricht einem Ausschnitt der Programmausführung aus Beispiel 3.4. Die
Transitionsbeschriftungen enthalten nur die Programmoperationen der ent-
sprechenden CFA-Kanten für eine bessere Übersichtlichkeit.
Um den Erreichbarkeitsgraphen zu vervollständigen, müsste für jeden va-
liden Eingabevektor der entsprechende Programmausführungspfad ergänzt
werden. Dies würde in diesem Fall je einen Programmausführungspfad für
jede Kombination der Werte der Integer-Variablen x und y entsprechen. Unter
der Annahme, dass jeder Integer-Wert aus 32 Bits besteht, gibt es 232 verschie-
dene Integer-Werte und somit 232 ∗ 232 verschiedene Programmausführungen
der GaussianSum-Funktion.
Wie in Beispiel 3.6 zu sehen ist, kann der Programmzustandsraum selbst für klei-
ne Programme schnell sehr groß werden. Eine Analyse des Programmzustands-
raums durch einen Model-Checker ist deshalb für mittelgroße und große Pro-
gramme im Allgmeinen nicht innerhalb einer realistischen Laufzeit möglich. Um
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1 [x  ⊥, y  ⊥, i  ⊥,
n  ⊥, r  ⊥]
2’ [x  1, y  2, i  ⊥,
n  ⊥, r  ⊥]2
[x  2, y  2, i  ⊥,
n  ⊥, r  ⊥] 2”
[x  2, y  1, i  ⊥,
n  ⊥, r  ⊥]
. . .
4’ [x  1, y  2, i  ⊥,
n  ⊥, r  0]4
[x  2, y  2, i  ⊥,
n  ⊥, r  0] 4”
[x  2, y  1, i  ⊥,
n  ⊥, r  0]
5’ [x  1, y  2, i  ⊥,
n  ⊥, r  0]5
[x  2, y  2, i  ⊥,
n  ⊥, r  0] 7
[x  2, y  1, i  ⊥,
n  ⊥, r  0]
10’ [x  1, y  2, i  1,
n  2, r  0]10
[x  2, y  2, i  2,
n  2, r  0] 10”
[x  2, y  1, i  2,




x  2, y  2 x  1, y  2 x  2, y  1
int i, n, r  0 int i, n, r  0 int i, n, r  0
x ≤ y x ≤ y x > y
i  x; n  y i  x; n  y i  y; n  x
Abbildung 3.3: Ausschnitt des Erreichbarkeitsgraphen der C-Funktion GaussianSum
dennoch größere Programme analysieren zu können, wurden symbolische Mo-
del-Checker eingeführt. Im Gegensatz zu konkreten Model-Checkern berechnen
symbolische Model-Checker nicht den konkreten Programmzustandsraum wie in
Beispiel 3.6, sondern eine Abstraktion des Programmzustandsraums [BCM+90].
Bei der Berechnung einer Abstraktion eines Programmzustandsraums werden
mehrere Programmzustände zu einem abstrakten Programmzustand zusammenge-
fasst. Zum Zusammenfassen mehrere Programmzustände werden Zustandsprädi-
kate r ∈ Lassume(V) verwendet, die mehrere Variablenbelegungen charakterisieren.
Diese Zustandsprädikate nennen wir im Folgenden Regionen und mit R(V) be-
zeichnen wir die Menge aller Regionen über V. Zur Unterscheidung verschiedener
Wertezuweisungen zu einer Variablen v in einer Region, wird für jede neue Werte-
zuweisung eine neue Variable vi mit einem inkrementierten Index i eingeführt. Bei-
spielsweise bei der Neuzuweisung eines Wertes zur Variablen r basierend auf dem
altenWert der Variablen r, kann die Region r1  r0 + 1 verwendet werden, wobei r0
den altenWert derVariablen r enthält und r1 denneuenWert derVariablen r. Dieses
Konzept nennt sich Static Single Assignment (SSA) [RWZ88]. Ein abstrakter Zustand
(`, r) auf einem Pfad durch den Programmzustandsraum ist ein Paar, bestehend
aus einer Programm-Location ` ∈ L und einer Pfadbedingung r. Die Pfadbedingung
ist eine Region, die eine Menge von Programmzuständen C  {c0, . . . , ck} charak-
terisiert, sodass ci | r für 0 ≤ i ≤ k gilt. Beispielsweise beschreibt der abstrakte
Zustand (5, x ≤ y) alle Programmzustände mit der Programm-Location 5 in denen
der Variablen x ein kleinerer oder der gleicheWert wie der Variablen y zugewiesen
wurde. Abstrakte Programmzustände sind Verallgemeinerungen von konkreten
Programmzuständen. Somit kann jeder konkrete Programmzustand auch als ab-
strakter Programmzustand mit einer Region dargestellt werden, die genau eine
konkrete Variablenbelegung beschreibt.
Zur Berechnung symbolscher Ausführungen verwenden wir den Strongest-Post-
condition-Operator, der für die Anwendung einer Programmoperation auf eine Re-
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gion die minimale Menge aller konkreten nachfolgenden Variablenbelegungen der
Region berechnet, die wieder als Region charakterisiert werden. Für einen Über-
gang r a r′ von einer Region r zu einer Region r’ mit einer Programmoperation a
bedeutet das, dass die Programmoperationen a auf alle konkreten Variablenbele-
gungen c gemäß Definition 3.3 angewendet werden, die durch r charakterisiert
werden. Die aus der Anwendung der Programmoperationen a resultierenden Va-
riablenbelegungen c’ sind die nachfolgenden Variablenbelegungen, die durch r’
beschrieben werden können.
Definition 3.7 (Strongest-Postcondition [BHT08]). Der Strongest-Postcondition-
Operator spV : R(V) × L(V) → R(V) ist definiert, sodass für r′⇔ spV (r, ai) und
für jedes ci | r entweder
• ci+1  ai(ci) und ci+1 | r′, wenn ai ∈ Lassign(V) oder
• ci ∧ ai | r′, wenn ai ∈ Lassume(V)
gilt.
Basierend auf Regionen und der Strongest-Postcondition können Programmaus-
führungspfade symbolisch dargestellt werden. Eine symbolische Programmaus-
führung charakterisiert dabei im Allgemeinen unendlich viele konkrete Program-
mausführungspfade,wodurch dieAnzahl der Programmausführungspfade für die
AnalysedesProgrammzustandsraumseinesProgrammsdurch einen symbolischen
Model-Checker potentiell reduziert und endlich dargestellt werden kann.
Beispiel 3.8 (Symbolische Programmausführung). Für einen CFA-Pfad um-
fasst eine symbolische Programmausführungmehrere konkrete Programmaus-
führungen. Eine symbolische Programmausführung, welche unter anderem
die konkrete Programmausführung aus Beispiel 3.4 umfasst, ist
(2, true)
int i, n, r  0 (4, r0  0)
x ≤ y (5, r0  0∧ x0 ≤ y0)
i  x; n  y; (10, r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)
i ≤ n (11, r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ i0 ≤ n0)
r  r + i (12, r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0)
i  i + 1 (10, r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0 ∧ i1  i0 + 1)
i > n (15, r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0 ∧ i1  i0 + 1∧ i1 > n0)
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return r (16, r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0 ∧ i1  i0 + 1∧ i1 > n0).
Diese symbolischeProgrammausführungbeschreibt alle Programmausführun-
gen, die dem CFA-Pfad 2 → 4 → 5 → 10 → 11 → 12 → 10 → 15 → 16
entsprechen. Zur Unterscheidung der verschiedenenWerte, die eine Variable v
während einer symbolischenProgrammausführungdurchMehrfachzuweisun-
gen haben kann, wurde unter Verwendung von SSA für jede neue Zuweisung
eines Wertes zu v eine neue Variable vi mit einem inkrementierten Index i ein-
geführt, z. B. für die zweite Zuweisung eines Wertes zur Variable r in Zeile 11
wurde die Variable r1 eingeführt, die den neuen Wert der Variable r erhält.
Mit Hilfe von symbolischen Programmausführungen kann der erreichbare Pro-
grammzustandsraum eines Programms symbolisch dargestellt werden, um die
Anzahl der erreichbaren Programmzustände und der zugehörigen Programmzu-
standsübergänge durch Abstraktion zu reduzieren. Zur Darstellung des abstrak-
ten Programmzustandsraums verwenden wir einen abstrakten Erreichbarkeitsgra-
phen (ARG, engl. Abstract Reachability Graph). Im Gegensatz zum Erreichbarkeits-
graphen wird der ARG auf abstrakten Programmzuständen anstatt auf konkreten
Programmzuständen definiert.
Definition 3.9 (Abstrakter Erreichbarkeitsgraph (ARG) [BHT08]). Ein ARG für
einen CFA (L, `0, `t ,E) ist ein Tripel (S, s0,T), wobei
• S  L × R(V) eine Menge von abstrakten Programmzuständen,
• s0  (`0, true) ∈ S der initiale abstrakte Programmzustand und
• T ⊆ S×E× S eine beschriftete Transitionsrelationmit (`, r) e (`′, r′) ∈ T,
wenn e  (`, a, `′) ∈ E und r′ | spV (r, a) gelten,
ist.
Wir nennen einen ARG vollständig, wenn es für jede konkrete Ausführung
σ  (`0, c0) e0 (`1, c1) e1 · · · ek−1 (`k , ck)
eines Programms einen entsprechenden abstrakten ARG-Pfad
ω  (`0, r0) e0 (`1, r1) e1 · · · ek−1 (`k , rk)
mit ci | ri für 0 ≤ i ≤ k gibt.
Beispiel 3.10 (Abstrakter Erreichbarkeitsgraph (ARG)). Abbildung 3.4 zeigt
einenAusschnitt desARGs der C-FunktionGaussianSum ausAbbildung 3.2. Je-
der abstrakte Programmzustand besteht aus einer Programm-Location und ei-
ner Pfadbedingung, die beschreibt, mit welchen konkreten Variablenbelegung
der abstrakte Programmzustand erreichbar ist. Jeder ARG-Pfad entspricht ei-
nem Pfad des CFAs der GaussianSum-Funktion.
Wie bei den symbolischen Ausführungspfaden, werden mit Hilfe von SSA
die verschiedenen Wertezuweisungen zu Variablen unterschieden. Beispiels-
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2 true
4 r0  0
5 r0  0∧ x0 ≤ y0 7 r0  0∧ x0 > y0
10 r0  0∧ x0 ≤ y0 ∧ i0  x0∧ n0  y0 10’
r0  0∧ x0 > y0 ∧ i0  y0
∧ n0  x0
...
11 r0  0∧ x0 ≤ y0 ∧ i0  x0∧ n0  y0 ∧ i0 ≤ n0 15
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 > n0
12 r0  0∧ x0 ≤ y0 ∧ i0  x0∧ n0  y0 ∧ i0 ≤ n0 ∧ r1  r0 + i0
16 r0  0∧ x0 ≤ y0 ∧ i0  x0∧ n0  y0 ∧ i0 > n0
10”
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0 ∧ r1  r0 + i0
∧ i1  i0 + 1
11’
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0 ∧ r1  r0 + i0
∧ i1  i0 + 1∧ i1 ≤ n0 15’
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0 ∧ i1  i0 + 1
∧ i1 > n0
16’
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0 ∧ i1  i0 + 1
∧ i1 > n0
...
int i, n, r  0
x ≤ y x > y




r  r + i
i  i + 1
i ≤ n i > n
return r
Abbildung 3.4: Ausschnitt des ARGs der C-Funktion GaussianSum
weise wird bei jedem Durchlaufen der Programm-Location 11 eine neue Varia-
ble r0, r1, r2, . . . eingefügt, umdie verschiedenenWerte derVariablen rwährend
der Programmausführung zu speichern (z. B. in Programmzustand 12). Die
konjugierten Zustandsprädikate über den Programmvariablen eines CFA-Pfa-
des ergeben die Pfadbedingung eines Programmzustands, welche durch die
Werte der Programmvariablen erfüllt sein muss, um die entsprechende Pro-
gramm-Locationwährend einer konkretenProgrammausführung zu erreichen.
Beispielsweise entspricht der ARG-Pfad 2− 4− 5− 10 dem CFA-Pfad
2 int i, n, r  0 4
x ≤ y
5
i  x; n  y
10.
Die Pfadbedingung von Programmzustand 10 ergibt sich aus der Konjunktion
der Zustandsprädikate der CFA-Kanten unter Berücksichtigung der SSA-In-
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dizes für Wertezuweisungen zu Programmvariablen. Somit ist die Pfadbedin-
gung von Programmzustand 10
r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0.
Die Verwendung von Regionen als Pfadbedingung von abstrakten Programm-
zuständen im ARG unterstützt Abstraktion und erlaubt es, Informationen über
den Programmzustandsraum wegzulassen, die für eine Analyse nicht notwendig
sind, d. h. die abstrakten Programmzustände können eine Überapproximation ei-
ner Menge von konkreten Programmzuständen sein und somit mehr konkrete Pro-
grammzustände enthalten als im eigentlichen Programm erreichbar sind. Durch
die Anwendung von Techniken wie Counterexample-guided Abstraction Refine-
ment (CEGAR) stellt dies jedoch kein Problem dar, da Gegenbeispiele, die aus der
Überapproximation des Programmzustandsraums resultieren (und somit nicht im
konkreten Programm selbst enthalten sind), identifiziert und ausgeschlossen wer-
den können [Cla03].
Basierend auf den Definitionen für CFAs und Programmausführungen können
wir im folgenden Abschnitt Testziele definieren sowie spezifizieren in welchen
Fällen ein Testziel durch eine Programmausführung abgedeckt wird.
3.1.3 Spezifikation von Testzielen
Testziele wurden bisher zur besseren Verständlichkeit der allgemeinen Konzepte
als einzelne Anweisungen angegeben, die durch die Ausführung eines Testfalls
traversiert werden müssen, um abgedeckt zu werden. Um in der Praxis relevan-
te Abdeckungskriterien zu spezifizieren, ist es jedoch notwendig, Testziele nicht
nur als einzelne Anweisungen beschreiben zu können, sondern beispielsweise als
Sequenz von Anweisungen. Aus diesem Grund verwenden wir im Folgenden Test-
zielautomaten (TGA, engl. Test-Goal Automaton) zur Spezifikation von Testzielen.
TGAs wurden von Holzer et al. eingeführt [HSTV10, HTSV10]. Ein TGA ist ein
nichtdeterministischer, endlicher Automat, der eine Menge von CFA-Pfaden be-
schreibt, die ein Testziel spezifizieren. Dadurch können beispielsweise Testziele
spezifiziert werden, die das sequentielle Durchlaufen zweier Programm-Locations
in einem Testfall fordern. In dieser Arbeit verwenden wir TGAs für zwei Zwecke:
1. Zur Spezifikation von Testzielen.
2. Für die Testziel-getriebene Generierung von Testfällenmit symbolischemMo-
del-Checking.
Definition 3.11 (Testzielautomat (TGA) [Hol13]). Ein Testzielautomat A 
(Q,Σ, ∆, q0, F) für einen CFA (L, `0, `t ,E) und eine Menge von Programmva-
riablen V ist ein nichtdeterministischer, endlicher Automat, wobei
• Q eine Menge von Zuständen,
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• Σ ⊆ E × R(V) ein Alphabet bestehend aus Paaren von CFA-Kanten und
Zustandsprädikaten,
• ∆ ⊆ Q ×Σ×Q eine Transitionsrelation,
• q0 ∈ Q der Initialzustand und
• F ⊆ Q eine Menge von Endzuständen
ist.
Wir schreiben q e q′ für (q, e, q′) ∈ ∆ und beschriften eine Transition mit *, wenn
dieTransition jedeCFA-Kante akzeptiert.Wir fordern, dass jederTGA-Zustand eine
Selbsttransition hat, die mit * beschriftet ist. Wir sagen A akzeptiert eine (partielle)
Programmausführung (`0, c0) e0 (`1, c1) · · · (`k−1, ck−1) ek−1 (`k , ck), wenn es eine
Sequenz q0
(e0, r0) q1 · · · qk−1 (ek−1, rk−1) qk vonTGA-Transitionengibt, die im initialen
Zustand q0 startet, sodass ci+1 | ri für jede Transition qi (ei , ri) qi+1, 0 ≤ i < k, hält.
Im Folgenden werden wir die Begriffe Testziel und TGA synonym verwenden.
Zur Spezifikation von kompletten Programmausführungen anstelle von partiel-
len Programmausführungen durch einen TGA können wir explizit auf die CFA-
Kante verweisen, die das Programm verlässt, d. h. den Terminierungsknoten `t
eines CFAs als Zielknoten hat. Komplette Programmausführungen erlauben es,
neben der Testeingabe auch ein Testorakel für einen Testfall abzuleiten.
Zur Spezifikation mehrerer TGAs, die ein komplettes Abdeckungskriterium er-
füllen, können Queries verwendet werden, die mit Hilfe der FQL (FShell Query
Language) spezifiziert werden [HSTV10, HTSV10]. Die FQL ist eine Spezifikations-
sprache, die es mit Hilfe von Schlüsselwörtern erlaubt Testziele sowohl generisch
für alle Programme als auch spezifisch für ein Programm zu spezifizieren. Aus ei-
ner FQL-Query können automatisiert TGAs für einen CFA zur Testfallgenerierung
abgeleitet werden [Hol13].
Beispiel 3.12 (Testzielautomaten (TGA)). Abbildung 3.5 zeigt Beispiele für
TGAs zur Spezifikation verschiedener Abdeckungskriterien für die C-Funkti-
on GaussianSum. An den Transitionen wurden die Zustandsprädikate sowie
die Start- und Endzustände vonCFA-Kanten für eine bessere Lesbarkeit wegge-
lassen. Die Zustandsprädikate sind in diesen (und allen folgenden) Beispielen
implizit true.
Die Testziele tga1 und tga2 sind Beispiele für Basic-Block-Abdeckung. Bei-
spielsweise beschreibt tga1 alle CFA-Pfade, welche die Anweisungen i  x; n 
y traversieren. Die Zustände q01 und q
1
1 haben Selbsttransitionen, die mit ∗ be-
schriftet sind und jede Anweisung erlauben. Für eine vollständige Basic-Block-
Abdeckung muss für jeden Basic-Block eines Programms ein TGA erstellt wer-
den, der ähnlich zu tga1 und tga2 ist. Die TGAs für Basic-Block-Abdeckung
können aus der generischen FQL-Query
cover ”_ ∗ ”.EDGES(@BASICBLOCKENTRY).”_ ∗ ”































































∗ ∗ ∗ ∗
i  x;
n  y; i ≤ n return r
Abbildung 3.5: Testzielautomaten für die Funktion GaussianSum
automatisiert für jedes Programmabgeleitetwerden. Das SchlüsselwortBASIC-
BLOCKENTRY referenziert dabei alle Basic-Blocks eines Programms [HSTV10].
Ähnlich wird bei der Bedingungsabdeckung vorgegangen, bei der für jede Be-
dingung der entsprechende If- und der entsprechende Else-Branch abgedeckt
werden müssen. Dies wird für die Bedingung im Kopf der While-Schleife in
Zeile 10 der GaussianSum-Funktion durch die TGAs tga3 und tga4 erreicht.
Der TGA tga5 zeigt ein Beispiel dafür, wie Schleifenabdeckung spezifiziert wer-
den kann. Der TGA fordert, dass dieWhile-Schleife derGaussianSum-Funktion
mindestens zweiMal durchlaufenwird.Auch komplexere Testziele könnenmit
TGAs spezifiziert werden, wie beispielsweise mit dem TGA tga6 demonstriert
wird. Zur Abdeckung des Testziels tga6 müssen entweder die Anweisungen
i  x; n  y gefolgt von einem Schleifendurchlauf traversiert werden oder die
Anweisungen i  y; n  x gefolgt von einem Schleifendurchlauf. Der TGA tga7
spezifiziert ein Testziel, dass eine vollständige Programmausführung zur Ab-
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deckung fordert, da explizites Beenden des Programms durch Traversierung
der Return-Anweisung gemäß der Transition q27
return r q37 gefordert wird.
Wie anhand von Beispiel 3.12 zu sehen ist, können mit Hilfe von TGAs viele
verschiedene Arten von Testzielen und Abdeckungskriterien spezifiziert werden.
Im folgenden Abschnitt wird beschrieben, wie Testfälle automatisiert für Testziele
abgeleitet werden können, die durch TGAs spezifiziert sind.
3.1.4 Testfallgenerierung
Das Ziel der automatisierten Testfallgenerierung mit Software-Model-Checking ist
die Ableitung eines Testfalls (d. h. eines Eingabevektors und eines optionalen Aus-
gabevektors) für eine IUT, der ein gegebenes Testziel tga abgedeckt. Die Ableitung
eines Testfalls zum Abdecken des Testziels tga erfolgt in zwei Schritten, wie es von
Beyer et al. in [BCH+04] vorgeschlagen und in [BHTV13] um TGAs zur Testziel-
getriebenen Testfallgenerierung erweitert wurde:
1. Das Finden eines Pfades durch den CFA einer IUT, der durch das Testziel tga
akzeptiert wird und das Testziel somit abdeckt.
2. Die Ableitung von Eingabewerten und ggf. Ausgabewerten, die der Pfadbe-
dingung des gefundenen CFA-Pfades entsprechen.
Für Schritt 2 konstruiert derModel-Checker einenARG (vgl. Definition 3.9), der den
erreichbaren abstrakten Programmzustandsraum der IUT repräsentiert [BCH+04].
Die Konstruktion des ARG erfolgt Testziel-getrieben für den TGA, der das Test-
ziel spezifiziert. Testziel-getrieben bedeutet, dass möglichst nur die Teile des ARG
konstruiert werden, die für die Abdeckung des Testziels relevant sein könnten.
Um den aktuellen Zustand eines TGAs während der Testziel-getriebenen ARG-
Konstruktion für die spätere Testfallableitung zu verfolgen, werden abstrakte Pro-
grammzustände im ARG um Informationen über den aktuellen Zustand des TGA
ergänzt. Ein ARG, der für jeden Programmzustand speichert, welche Programm-
Location mit welchen Variablenbelegungen erreichbar ist und in welchem Zustand
sich ein TGA befindet, wird im Folgenden ARGT genannt.
Definition 3.13 (ARG mit Testzielinformationen (ARGT)). Ein ARGT zu einem
CFA (L, `0, `t ,E) für einen TGA (Q,Σ,∆, q0,F) ist ein Tripel (ST , s0T ,TT), wobei
• ST ⊆ L ×Q × R(V) eine Menge von abstrakten Programmzuständen,
• s0T  (`0, q0, true) ∈ ST der initiale abstrakte Programmzustand und
• TT ⊆ ST × E × ST eine beschriftete Transitionsrelation mit (`, q, r) e
(`′, q′, r′) ∈ TT , wenn e  (`, a, `′) ∈ E, (q, e, q′) ∈ ∆ und r′ | spV (r, a)
gelten,
ist.
Ein Testziel tga  (Q,Σ,∆, q0, F)wird von einem ARGT-Pfad
ω  (l0, q0, r0) e0 (l1, q1, r1) e1 · · · ek−1 (lk , qk , rk)
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abgedeckt, wenn qk ∈ F gilt, d. h. der entsprechende TGA im letzten Zustand von
ω einen Zielzustand erreicht hat. Entsprechend akzeptiert ein Testziel tga einen
ARGT-Pfad ω, wenn ω einer konkreten Ausführung σ entspricht, die von dem TGA
tga akzeptiert wird. Gibt es im vollständigen ARGT keinen Pfad, der ein Testziel
abdeckt, nennen wir das Testziel unerfüllbar oder unbekannt.
Beispiel 3.14 (ARGT). Das Testziel tga7 aus Abbildung 3.5 für die C-Funktion
GaussianSum fordert die Traversierung der Anweisungen i  x; n  y, gefolgt
von mindestens einem Schleifendurchlauf sowie der Return-Anweisung.
Abbildung 3.6 zeigt einen Ausschnitt des ARGT der Funktion GaussianSum,
der für das Testziel tga7 konstruiert wurde. Jeder Programmzustand besteht
aus einer Programm-Location, dem aktuellen Zustand des TGAs tga7 und ei-
ner Pfadbedingung, d. h. einer Region, die beschreibt mit welchen konkreten
Variablenbelegungen der Programmzustand erreichbar ist. Programmzustän-
demit einemgestricheltenRahmenhaben nochweiteremögliche nachfolgende
Programmzustände, die jedoch noch nicht konstruiert wurden. Beispielsweise
könnte gemäßdesCFAsderGaussianSum-Funktion auf denProgrammzustand
10’ noch Programmzustand mit der Programm-Location 11 folgen.
Auf Basis des CFAs und des ARGT einer IUT kann, wie oben beschrieben, ein
Testfall tc  (I,O) (vgl. Definition 2.1) für ein Testziel in einem Zweischrittver-
fahren abgeleitet werden. Zuerst wird ein Pfad im CFA gesucht, der das Testziel
abdeckt. Danach werden anhand der Pfadbedingung des letzten CFA-Zustands im
CFA-Pfad, die dem entsprechenden Programmzustand aus dem ARGT entstammt,
Eingabewerte und ggf. Ausgabewerte abgeleitet, die als Testfall dienen.
Beispiel 3.15 (Testfall aus einem ARGT ableiten). Es soll ein konkreter Testfall
abgeleitet werden, der das Testziel tga7 auf der FunktionGaussianSum abdeckt.
Die Return-Anweisung im TGA tga7 fordert die Abdeckung des Testziels tga7
durch eine vollständige Programmausführung, die es erlaubt, neben dem Ein-
gabevektor ein Testorakel abzuleiten.
Als erstes wird ein CFA-Pfad gesucht, der tga7 abdeckt, z. B. der CFA-Pfad
2 → 4 → 5 → 10 → 11 → 12 → 10 → 15 → 16. Danach wird aus dem
zum CFA-Pfad gehörigen ARGT-Pfad (2− 4− 5− 10− 11− 12− 10′′ − 15′ − 16′)
des ARGT aus Abbildung 3.6 ein konkreter Testfall abgeleitet. Zur Berechnung
konkreter Ein- und Ausgabewerte für den Testfall wird eine Lösung für die
Pfadbedingung des ARGT-Zustands 16′ berechnet, in dem der TGA tga7 in
einem Endzustand ist, d. h. von der Pfadbedingung
r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0 ∧ i1  i0 + 1∧ i1 > n0.
Für die Ableitung der Werte der Eingabevariablen werden die Werte der zuge-
hörigen Variablen mit dem kleinsten SSA-Index und für Ausgabevariablen die
Werte der Variablenmit dem größten SSA-Index verwendet. In diesem Beispiel
bedeutet das, dass für die Eingabevariablen x und y die Werte von x0 und y0






r0  0∧ x0 ≤ y0
7 q07
r0  0∧ x0 > y0
10 q17
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0
10’ q07
r0  0∧ x0 > y0 ∧ i0  y0
∧ n0  x0
11 q27
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0
15 q17
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 > n0
12 q27
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0 ∧ r1  r0 + i0
16 q17
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 > n0
10” q27
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0 ∧ r1  r0 + i0
∧ i1  i0 + 1
11’ q27
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0 ∧ r1  r0 + i0
∧ i1  i0 + 1∧ i1 ≤ n0
15’ q27
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0 ∧ i1  i0 + 1
∧ i1 > n0
16’ q37
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0
∧ r1  r0 + i0 ∧ i1  i0 + 1
∧ i1 > n0
int i, n, r  0
x ≤ y x > y




r  r + i
i  i + 1
i ≤ n i > n
return r
Abbildung 3.6: Ausschnitt des ARGT der GaussianSum-Funktion für das Testziel tga7
und fürdieAusgabevariable r derWert von r1 zurAbleitungdeskonkretenTest-
falls verwendet werden. Ein konkreter Testfall ist somit ([x  2, y  2], [r  2]).
Die Berechnung der konkreten Werte kann dabei mit Hilfe eines SMT-Solvers
durchgeführt werden.
Zur Automatisierung der Testfallgenerierung wird ein Algorithmus zur Kon-
struktion eines ARGT für eine IUT benötigt, aus dem Testfälle abgeleitet werden
können. Im folgenden Abschnitt werden wir einen solchen Algorithmus beschrei-
ben.
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3.1.5 Algorithmus zur ARGT-Konstruktion
In diesem Abschnitt beschreiben wir die Umsetzung eines Algorithmus zur Kon-
struktion eines ARGT basierend auf einem CFA. Diesen Algorithmus verwen-
den wir für eine Erreichbarkeitsanalyse, d. h. um zu prüfen, ob ein Testziel im
Programmzustandsraum einer IUT (un-)erfüllbar ist. Für die Umsetzung der Er-
reichbarkeitsanalyse verwenden wir das Model-Checking-Framework Configurable
Program Analysis (CPA) [BHT07]. In diesem Framework spezifiziert eine CPA die
abstrakte Domäne der Programmanalyse und somit die Komponenten eines Pro-
grammzustands. Weiterhin spezifiziert eine CPA eine Menge von Operationen auf
der abstrakten Domäne, welche die Programmanalyse steuern und somit auch die
Konstruktion des Programmzustandsraums (eines ARGs).
Das Framework beinhaltet eine Reihe von kombinierbaren Standard-CPAs, z. B.
die Location-CPA [BHT08]. Die Location-CPA arbeitet auf der Domäne der Pro-
gramm-Locations und ist für die Traversierung eines CFAs verantwortlich. Die
Traversierung eines CFAs wird durch die Operationen der Location-CPA gesteuert.
Ein anderes Beispiel für eine Standard-CPA ist die Prädikaten-CPA [BHT08]. Die
Prädikaten-CPA speichert die Werte von Programmvariablen symbolisch durch
Prädikate. Prädikate werden als Regionen dargestellt und bilden die abstrakte Do-
mäne der Prädikaten-CPA. Die Operationen der Prädikaten-CPA sorgen für einen
korrektenUmgangmit diesen Regionen bei einemÜbergang von einemProgramm-
zustand zu einem anderen Programmzustand. Die Komposition der Location-CPA
und der Prädikaten-CPA kann zur Konstruktion eines ARGs für einen CFA verwen-
det werden. Für die Konstruktion eines ARGs traversiert die Location-CPA einen
CFAundwährenddessenwerden durch die Prädikaten-CPAdie gültigenVariablen-
belegungen berechnet, mit denen eine Programm-Location erreicht werden kann.
Das Ergebnis der ARG-Konstruktion für den CFA der GaussianSum-Funktion aus
Abbildung 3.2, geleitet durch die Location-CPA inKombinationmit der Prädikaten-
CPA, entspricht dem ARG aus Abbildung 3.4.
EineCPAbesteht aus vier Komponenten. Die erste Komponenten ist die abstrakte
DomäneD  (C,Ψ, ~·), welche die Programmzustände beschreibt auf der die CPA
arbeitet. Dabei ist C eine Menge von konkreten Programmzuständen,Ψ die Menge
von abstrakten Programmzuständen und ~· : Ψ → 2C eine Konkretisierungs-
funktion, die jedes Element ψ ∈ Ψ auf eine Menge von konkreten Zuständen ~ψ
abbildet. Die zweite Komponente ist eine Transferrelation , welche die abstrakten
Nachfolgeprogrammzustände eines Programmzustands berechnet. Die dritte Kom-
ponente ist ein Merge-Operator merge, der spezifiziert, ob und wie zwei abstrakte
Programmzustände vereinigt werden müssen, wenn der Kontrollfluss zusammen-
läuft. Die vierte Komponente ist ein Stopp-Operator stop, der spezifiziert, ob ein
abstrakter Programmzustand durch einen anderen abgedecktwird und somit nicht
weiter analysiert werden muss. Eine CPA ist wie folgt definiert.
Definition 3.16 (Configurable Program Analysis (CPA) [BHT08]). Eine CPA
(D, , merge, stop) besteht aus den folgenden vier Komponenten:
1. Abstrakte Domäne D  (C,Ψ, ~·)
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2. Abstrakte Transferrelation ⊆ Ψ×Ψ
3. Merge-Operator merge : Ψ×Ψ→ Ψ
4. Stopp-Operator stop : Ψ× 2Ψ → B
Für die Konstruktion eines ARGT zur Testfallgenerierung, wie er beispielsweise
inAbbildung 3.6 zu sehen ist, verwendenwir indieserArbeit eine komponierteCPA
CPAT bestehend aus drei CPAs, die während der Traversierung eines gegebenen
CFAs den zugehörigen ARGT für einen TGA aufbauen:
• Location-CPA CPAL: Steuert die Traversierung eines CFAs, d. h. die CPA
analysiert den Kontrollfluss.
• Prädikaten-CPA CPAP: Prädikatenabstraktionsbasierte Analyse zur Berech-
nung von Pfadbedingungen, d. h. die Prädikate sind in diesem Fall Pfadbe-
dingungen. Somit analysiert die CPA den Datenfluss.
• Automaten-CPA CPAA: Automatengerichtete Analyse zur Behandlung von
TGAs, d. h. die CPA analysiert die Testabdeckung.
Die drei CPAs berechnen jeweils einen Teil des Programmzustands eines ARGT.
Für ein vollständiges Programm, das aus mehreren Funktionen und Datentypen
wie Pointern bestehen kann, würden die drei CPAs mit weiteren CPAs kombiniert
werden, z. B. einer Callstack-CPA, die Funktionsaufrufe behandelt, oder einer Func-
tion-Pointer-CPA, die Function-Pointer analysiert [BHT08]. Im Folgenden werden
die Funktionsweisen der drei CPAs CPAL, CPAP und CPAA kurz beschrieben. Dar-
auf aufbauend wird ein Algorithmus beschrieben, der mit Hilfe der drei CPAs
einen ARGT konstruiert.
Location-CPA. DieLocation-CPACPAL  (DL, L,mergeL, stopL) arbeitet auf
der Domäne der Programm-Locations L. Sowohl konkrete als auch abstrakte Pro-
grammzustände sind einzelne Programm-Locations, d. h. es wird nicht abstrahiert.
DieTransferrelation L berechnet dieNachfolger einer Programm-Location. Somit
enthält L denProgrammzustandsübergang ` L `′,wennes eine entsprechende
CFA-Kante (`, a, `′) ∈ E gibt. DerMerge-OperatormergeL vereinigt zwei Programm-
zustände immer dann, wenn die Programmzustände die gleiche Programm-Loca-
tion enthalten. Dabei prüft der Merge-Operator, ob eine neue Programm-Location
`′ einer bereits traversierten Programm-Location ` entspricht. Sind die beiden Pro-
gramm-Locations `′ und ` gleich, wird die bereits traversierte Programm-Location
` zurückgegeben und sonst die neue Programm-Location `′. Der Stopp-Operator
stopL prüft für jeden Programmzustand einzeln, ob die Programm-Location des
Programmszustands während der Analyse bereits erreicht wurde, d. h. ein Pro-
grammzustand mit der Programm-Location bereits in der Menge der erreichten
Programmzustande reached enthalten ist. Ist dies der Fall, wird die Analyse dieses
Programmszustands abgebrochen und ein anderer Programmzustand wird analy-
siert.
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Definition 3.17 (Location-CPACPAL (basierend auf [BHT08])). Sei (L, `0, `t ,E)
einCFA.Die zugehörigeLocation-CPACPAL  (DL, L,mergeL, stopL)besteht
aus den folgenden vier Komponenten:
1. DL  (CL,ΨL, ~·L) besteht aus der Menge der konkreten Zustände
CL  L, der Menge der abstrakten ZuständeΨL  L und einer Konkreti-
sierungsfunktion ~·L : CL → ΨL, die der Identitätsfunktion entspricht.
2. Die Transferrelation L enthält den Programmzustandsübergang ` L
`′, wenn es eine entsprechende CFA-Kante (`, a, `′) ∈ E gibt.
3. mergeL(`, `′) 

` , wenn `  `′
`′ sonst
4. stopL(`, reached) ⇔ (∃`′ ∈ reached : `  `′)
Beispiel 3.18 (Location-CPA). Abbildung 3.7a zeigt einenAusschnitt desARGs,
der gemäß der Location-CPA CPAL für den CFA (L, l0, lt ,E) der GaussianSum-
Funktion aus Abbildung 3.2 konstruiert wurde. Gemäß der Domäne DL der
Location-CPA ist jeder Programmzustand mit einer Programm-Location be-
schriftet. Die Nachfolgezustände der Programmzustände werden gemäß der
Transitionen E des CFAs berechnet, d. h. wenn es eine Transition (l, a, l′) ∈ E
gibt, dann gibt es eine entsprechende Transition l  L l′ im ARG. Beispiels-
weise hat der CFA-Knoten 4 zwei ausgehenden Transitionen 4 x ≤ y 5 und
4
x > y
7. Dementsprechend werden für den Programmzustand 4 zwei nach-
folgende Programmzustände im ARG mit den Programm-Locations 5 bzw. 7
berechnet.
Abbildung 3.7b demonstriert eine weitere Stufe der ARG-Konstruktion. Der
CFA-Knoten 7 hat eine ausgehende Transition 7 i  n; n  x 10 zumCFA-Knoten
10. Ein Programmzustand mit der Programm-Location 10 wurde bereits als
Nachfolger des Programmzustands 5 berechnet. Dies führt zu zwei Aktionen:
1. Gemäß des Merge-Operators mergeL können die zwei Programmzustän-
de mit der Programm-Location 10, die als Nachfolger der Programmzu-
stände 5 und 7 berechnet wurden, vereinigt werden, da die Programm-
zustände die gleiche Programm-Location referenzieren.
2. Da sich bereits ein Programmzustand mit der Programm-Location 10 in
der Menge der erreichten Programmzustände reached befindet, muss der
neu berechnete Programmzustandmit der Programm-Location 10 gemäß
des Stopp-Operators stopL nicht weiter analysiert werden.
Der komplette ARG ist in Abbildung 3.7c dargestellt.
Prädikaten-CPA. Zur Berechnung der Pfadbedingung von Programmzustän-
den wird die Prädikaten-CPA verwendet. Die Prädikaten-CPA CPAP  (DP, P,






int i, n, r  0
x ≤ y x > y
i  x; n  y







int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x








int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
i ≤ n i > n
r  r + i
i  i + 1
return r
(c) Kompletter ARG
Abbildung 3.7: ARGs mit Programm-Locations für die C-Funktion GaussianSum
mergeP, stopP) arbeitet auf der Domäne der Menge von Regionen R(V) über den
Programmvariablen V. Die Transferrelation  P zur Berechnung von abstrakten
Nachfolgern wird durch die Strongest-Postcondition spV (vgl. Definition 3.7) ange-
geben. Der Merge-Operator mergeP vereinigt zwei Programmzustände durch die
Disjunktion der Prädikate der zugehörigen Regionen. Der Stopp-Operator stopP
prüft für jeden Programmzustand, ob seine Region bereits in der Region eines
anderen bereits erreichten Programmzustands aus der Menge der erreichten Pro-
grammzustände reached enthalten ist. Ist das der Fall, wird der Programmzustand
nicht weiter analysiert.
Definition 3.19 (Prädikaten-CPA CPAP (basierend auf [Wen17])). Sei (L, `0, `t ,
E) ein CFA. Die zugehörige Prädikaten-CPA CPAP  (DP, P,mergeP, stopP)
besteht aus den folgenden vier Komponenten:
1. DP  (CP,ΨP, ~·P) besteht aus der Menge der konkreten Zustände
CP, die konkrete Programmzustände C : V → D repräsentieren, der
Menge der abstrakten Programmzustände ΨP  R(V), die Mengen von
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2 true
4 r0  0
5 r0  0∧ x0 ≤ y0 7 r0  0∧ x0 > y0
10 (r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
Abbildung 3.8: Ausschnitt des ARGs der C-Funktion GaussianSum mit der Vereinigung
von Programmzuständen
konkreten Variablenbelegungen charakterisieren und einer Konkretisie-
rungsfunktion ~·P : CP → ΨP, die einen abstrakten Zustand ψ auf eine
Menge von konkreten Zuständen ~ψP abbildet.
2. Sei e  (`, a, `′) ∈ E eine CFA-Kante, dann enthält die Transferrelation
 P den Programmzustandsübergang ψ  P ψ′, wenn ψ′ ⇔ spV (ψ, a)
gilt.
3. mergeP(ψ,ψ′)  ψ ∨ ψ′
4. stopP(ψ, reached) ⇔ (∃ψ′ ∈ reached : ψ′ | ψ)
Zur Berechnung von Pfadbedingungen entlang von CFA-Pfaden wird die Prädi-
katen-CPA mit der Location-CPA komponiert. Die Location-CPA traversiert einen
CFA und die Prädikaten-CPA berechnet die Pfadbedingungen, welche die Varia-
blenbelegungen charakterisieren mit denen die Programm-Locations jeweils er-
reichbar sind. Die Komposition der CPAs arbeitet auf der komponierten Domä-
ne DL ×DP. Programmzustände werden immer dann vereinigt, wenn die beiden
Merge-OperatorenmergeL undmergeP eine Vereinigung auf den jeweiligen Kompo-
nenten der Programmzustände erlauben und gestoppt wird. Die Analyse wird für
einen Programmzustand gestoppt, wenn die beiden Stopp-Operatoren stopL und
stopP true zurückliefern.
Beispiel 3.20 (Prädikaten-CPA). Abbildung 3.8 zeigt einen Ausschnitt eines
ARGs, der gemäß der Komposition der Location-CPA und der Prädikaten-CPA
für den CFA der GaussianSum-Funktion aus Abbildung 3.2 konstruiert wurde.
Die Programmzustände enthalten Paare, bestehend aus Programm-Locations
und Pfadbedingungen.
Die komponierte Transferrelation berechnet dieNachfolger eines Programm-
zustands gemäß der Komposition der Transferrelationen L und P. Ausge-
hend von Programmzustand (4, r0  0) berechnet die Transferrelation L die
zwei nachfolgendende Programm-Locations 5 und 7 im CFA. Die Transferre-
lation P der Prädikaten-CPA verfeinert die Pfadbedingung r0  0 des Pro-
grammzustand (4, r0  0) gemäßderOperationen andenCFA-Kanten 4 x ≤ y 5
und 4 x > y 7 zu r0  0 ∧ x0 ≤ y0 bzw. r0  0 ∧ x0 > y0. Zusammengenom-
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men ergibt das für den Programmzustand (4, r0  0) die zwei nachfolgenden
Programmzustände (5, r0  0∧ x0 ≤ y0) und (7, r0  0∧ x0 > y0).
Der komponierte Merge-Operator vereinigt immer dann, wenn der Kontroll-
fluss zusammenfließt, d. h. beispielsweise in CFA-Location 10. Die Pfadbedin-
gung des vereinigten Programmzustands resultiert aus der Disjunktion der
zu vereinigenden Programmzustände. Der nachfolgende Programmzustand
von Programmzustand (5, r0  0 ∧ x0 ≤ y0) ist (10, r0  0 ∧ x0 ≤ y0 ∧ i0 
x0 ∧ n0  y0) und der Nachfolger von Programmzustand (7, r0  0∧ x0 > y0)
ist (10, r0  0 ∧ x0 > y0 ∧ i0  y0 ∧ n0  x0). Da in den nachfolgenden Pro-
grammzuständen von (5, r0  0 ∧ x0 ≤ y0) und (7, r0  0 ∧ x0 > y0) der Kon-
trollfluss zusammenfließt, können sie vereinigt werden. Das Ergebnis ist der
abstrakte Programmzustand (10, (r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0) ∨ (r0 
0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)).
Automaten-CPA. Die CPA CPAA  (DA, A,mergeA, stopA), definiert von
Holzer [Hol13], berechnet die TGA-Zustände in welchen sich ein TGA A  (Q,Σ,
∆, q0, F) beim Erreichen eines Programmzustands befindet. Dabei arbeitet die Au-
tomaten-CPA auf der Domäne DA der ZuständeQ eines TGAs und schaltet immer
dann, wenn eine CFA-Kante traversiert wird, die einen Zustandsübergang im TGA
erlaubt. Da wir fordern, dass jeder TGA-Zustand eine mit * beschriftete Selbst-
transition hat, kann die Automaten-CPA immer schalten. Eine Vereinigung von
Programmzuständen ist gemäß des Merge-Operators mergeA immer dann erlaubt,
wenn die Programmzustände den gleichen TGA-Zustand referenzieren. Der Stopp-
Operator stopA überprüft für jeden Programmzustand, ob es einen anderen Pro-
grammzustand gibt, der bereits den gleichen TGA-Zustand referenziert. Ist dies
der Fall gibt er true zurück und die Analyse wird gestoppt.
Definition 3.21 (Automaten-CPA CPAA (basierend auf [Hol13])). Seien (L, `0,
`t , E) ein CFA und A  (Q,Σ,∆, q0, F) ein TGA mit dem Alphabet Σ ⊆ E × R.
Die zugehörige Automaten-CPA CPAA  (DA, A,mergeA, stopA) besteht aus
den folgenden vier Komponenten:
• DA  (CA,ΨA, ~·A) besteht aus einer Menge von konkreten Zuständen
CA  Q, einer Menge von abstrakten Zuständen ΨA  Q und einer
Konkretisierungsfunktion ~·A : CQ → ΨQ, die der Identitätsfunktion
entspricht.
• Sei e ∈ E eine CFA-Kante, dann enthält die Transferrelation  A den
Programmzustandsübergang q A q′, wenn der TGA A eine Transition
(q, e, q′) ∈ ∆ enthält.
• mergeA(q, q′) 

q , wenn q  q′
q′ sonst
• stopA(q, reached)  (∃q′ ∈ reached : q  q′)






r0  0∧ x0 ≤ y0
7 q06
r0  0∧ x0 > y0
10 q16
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)
11 q26( (r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)
)
∧ i0 ≤ n0
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
i ≤ n
Abbildung 3.9: Ausschnitt des ARGT der C-Funktion GaussianSum mit der Vereinigung
von Programmzuständen für das Testziel tga6
Die aus der Location-CPACPAL, der Prädikaten-CPACPAP und der Automaten-
CPA CPAA komponierte CPA CPAT führt eine automatengetriebene Programm-
Analyse zur Testfallgenerierung für die Abdeckung eines Testziels tga durch, die
bei der ARGT-Konstruktion
• die Pfade traversiert, die für den TGA tga relevant sein können und
• terminiert, wenn die Analyse einen ARGT-Pfad findet, der durch den TGA
tga akzeptiert wird, d. h. das Testziel tga abdeckt.
Die CPA CPAT arbeitet auf der komponierten Domäne DL ×DA ×DP. Programm-
zustände werden immer dann vereinigt, wenn alle drei Merge-Operatoren mergeL,
mergeA und mergeP eine Vereinigung auf den jeweiligen Komponenten der Pro-
grammzustände erlauben. Die CPA CPAT stoppt die Analyse für einen Programm-
zustand, wenn alle drei Stopp-Operatoren stopL, stopA und stopP true zurückliefern.
Beispiel 3.22 (CPAT). EinARGT für dieGaussianSum-Funktion, der gemäß der
CPA CPAT für den TGA tga6 aus Abbildung 3.5 konstruiert wurde, ist in Abbil-
dung 3.9 dargestellt. Die Konstruktion desARGT erfolgte ähnlich zurKonstruk-
tion des ARG aus Abbildung 3.8 aus Beispiel 3.20. Der Unterschied ist, dass
jeder Programmzustand gemäß der Domäne DT  DL ×DA ×DP zusätzlich
zur Programm-Location und der Pfadbedingung den aktuellen TGA-Zustand
von tga6 enthält. In Programmzustand 10 läuft der Kontrollfluss gemäß des
CFA der GaussianSum-Funktion zusammen und Programmzustände werden
vereinigt. Die Vereinigung ist gemäß der Definition des Merge-Operators der
Automaten-CPAmergeA nur erlaubt, da sich der TGA tga6 in Programmzustand
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10 für beide zu vereinigende Kontrollflüsse im TGA-Zustand q16 befindet, d. h.
im gleichen TGA-Zustand.
In dem ARGT aus Abbildung 3.6, der für den TGA tga7 für die Gaussian-
Sum-Funktion erstellt wurde, wurden die beiden Programmzustände 10 und
10’ nicht vereinigt. Sowohl der Merge-Operator mergeL der Location-CPA als
auch der Merge-Operator mergeP der Prädikaten-CPA würden das Vereinigen
der Programmzustände 10 und 10’ erlauben. Da sich der TGA tga7 jedoch in
den beiden Programmzuständen in unterschiedlichen TGA-Zuständen befin-
den (q17 in Programmzustand 10 und q
0
7 in Programmzustand 10’), dürfen die
Programmzustände 10 und 10’ gemäß des Merge-Operators mergeA der Auto-
maten-CPA nicht vereinigt werden.
Die komponierte CPACPAT kann als Eingabe für einen generischenAlgorithmus
zur Konstruktion eines ARGT verwendet werden. Der Algorithmus von Beyer et al.
ist Teil des Model-Checking-Frameworks CPA und konstruiert, basierend auf einer
CPA und einem CFA, einen ARGT [BHT08]. Die CPA bestimmt die Domäne der
Programmzustände des ARGT und der Algorithmus steuert die Konstruktion des
ARGT anhand der Operatoren der übergebenen (komponierten) CPA. Wir werden
den Algorithmus im Folgenden zur Testziel-getriebenen Konstruktion eines ARGT
verwenden, um dann aus dem ARGT Pfade abzuleiten, die als abstrakte Testfälle
verwendet werden können. Dieses Vorgehen zur Testfallableitung wurde bereits
von Holzer in [Hol13] beschrieben.
Algorithmus 1 zeigt den Pseudo-Code zur ARGT-Konstruktion. Der Algorith-
mus verwendet zwei Datenstrukturen, die Mengen bestehend aus abstrakten Pro-
grammzuständenΨ enthalten. Die Menge reached enthält alle während der ARGT-
Konstruktion bereits erreichten Programmzustände und die Menge waitlist enthält
alle noch abzuarbeitenden Programmzustände. Als Eingabe erhält der Algorith-
mus eine CPA sowie eine Menge reached0 zur Initialisierung der Menge reached und
eine Menge waitlist0 ⊆ reached0 zur Initialisierung der Menge waitlist. Durch die
Übergabe der Mengen reached0 und waitlist0 als Eingabe an den Algorithmus, kann
eine ARGT-Konstruktion an einer beliebigen Stelle eines ARGT begonnen oder fort-
gesetzt werden. Der Algorithmus konstruiert einen ARGT solange, bis die Menge
waitlist leer ist und es keine weiteren Programmzustände mehr gibt, die weitere
noch nicht konstruierte nachfolgende Programmzustände haben (für die Testfall-
generierung heißt das, dass ein Testziel unerfüllbar ist) oder bis ein TGA in einem
Endzustand ist und somit das entsprechende Testziel abgedeckt wurde.
Für die Konstruktion des Programmzustandsraums initialisiert der Algorithmus
zuerst dieMengen reachedundwaitlistmit denMengen reached0 undwaitlist0, die bei
einer komplett neuen ARGT-Konstruktion nur den initialen abstrakten Programm-
zustand ψ0  (`0, q0, r0) enthalten (Zeile 1–2). Solange die Menge waitlist nicht leer
ist (Zeile 3), wählt der Algorithmus den nächsten zu betrachtenden abstrakten Pro-
grammzustand ψ aus der Menge waitlist aus und entfernt ψ aus der Menge waitlist
(Zeile 4).
Für jeden abstrakten Nachfolgeprogrammzustand ψ′ von ψ (Zeile 5) wird über-
prüft, ob es einen abstrakten Programmzustand ψ′′ aus derMenge der erreichbaren
Programmzustände reached gibt, mit dem ψ′ vereinigt werden kann (Zeile 6–7). Ist
dies der Fall, wird ein neuer, vereinigter, abstrakter Programmzustand ψnew erstellt,
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Algorithmus 1 Erreichbarkeitsanalyse-Algorithmus (basierend auf [BHT08])
Input: Eine CPA (D, ,merge, stop),
eine initiale Menge erreichbarer abstrakter Zustände reached0,
eine initiale Menge von nicht analysierten Zuständen waitlist0 ⊆ reached0
Output: Eine Menge erreichbarer abstrakter Zustände reached,
eine Menge von nicht analysierten abstrakten Zuständen waitlist
1: reached : reached0 // Menge erreichter abstrakter Zustände
2: waitlist : waitlist0 // Menge noch abzuarbeitender Zustände
3: while waitlist , ∅ do
4: pop(ψ) from waitlist
5: for each ψ′ with ψ ψ′ do
6: for each ψ′′ ∈ reached do
7: ψnew : merge(ψ′,ψ′′) // Vereinigung mit existierenden Zuständen
8: if ψnew , ψ′′ then
9: waitlist : (waitlist∪ {ψnew}) \ {ψ′′}
10: reached : (reached∪ {ψnew}) \ {ψ′′}
11: // Füge neuen abstrakten Zustand hinzu
12: if ¬stop(ψ′, reached) then
13: waitlist : waitlist∪ {ψ′}
14: reached : reached∪ {ψ′}
15: if tgaIsInFinalState(ψ′) then
16: waitlist : waitlist∪ {ψ}
17: return (reached,waitlist)
18: return (reached, ∅)
der die beiden Zustände ψ′ und ψ′′ enthält, und den Programmzustand ψ′′ in den
Mengen reached und waitlist ersetzt (Zeile 8–10).
Danach wird durch den Stopp-Operator sichergestellt, dass der Programmzu-
stand ψ′ nur zu den Mengen reached und waitlist hinzugefügt wird, wenn es wirk-
lich ein neuer Programmzustand ist, d. h. das ψ′ nicht bereits in einem anderen,
bereits erreichten Programmzustand aus reached enthalten ist (Zeile 12–14). Wei-
terhin wird überprüft, ob der in der CPA enthaltene TGA in einem Endzustand
ist und die ARGT-Konstruktion unterbrochen werden muss (Zeile 15). Wird die
ARGT-Konstruktion unterbrochen, wird der Vorgängerzustand ψ von ψ′ wieder
zu der Menge waitlist hinzugefügt, um später ggf. weitere Nachfolger von ψ zu
berechnen (Zeile 16). Weiterhin werden die Mengen reached und waitlist zurückge-
geben (Zeile 17), wobei reached den abstrakten Testfall (einen ARGT-Pfad) enthält,
der das Testziel abdeckt. Wird die ARGT-Konstruktion nicht unterbrochen und es
gibt keinen Testfall, der das Testziel abdeckt, wird die Menge reached und eine leere
Menge zurückgegeben (Zeile 18). Es wird eine leere Menge zurückgegeben, da es
keinen Programmzustand in waitlist mehr gibt, der abgearbeitet werden muss. In
diesem Fall ist das Testziel für die Abstraktion mit welcher der ARGT konstruiert
wurde, unerfüllbar.
Durch die Verwendungweiterer CPAs, zusätzlich zu den CPAs CPAL,CPAP und
CPAA, kann die Analyse um weitere Domänen erweitert werden. Enthält die IUT
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beispielsweise Function-Pointer, kann die CPA CPAT mit einer Function-Pointer-
CPA [BHT08] komponiertwerden,welchedie Function-Pointer analysiert.Dadurch,
dass Algorithmus 1 generisch ist, kann der Algorithmus auch eine komponierte
CPA bestehend aus der CPA CPAT und einer Function-Pointer-CPA behandeln.
Auf Basis der in diesem und den vorherigen Abschnitten beschrieben Ansätze
werden wir im folgenden Abschnitt einen Algorithmus beschreiben, der nicht nur
einen Testfall für ein einzelnes Testziel generiert, sondern eine Test-Suite für eine
Menge von Testzielen, die beispielsweise durch ein Abdeckungskriterium definiert
wird.
3.1.6 Test-Suite-Generierung
ZurGenerierung einer Test-Suite für eineMenge vonTestzielen für eine IUT, die z. B.
durch ein Abdeckungskriterium definiert sein können, iteriert ein Testfallgenerator
über dieMenge von Testzielen und leitet für jedes der Testziele einen Testfall gemäß
der Verfahren aus den Abschnitten 3.1.4 und 3.1.5 ab. Die zugrundeliegende Idee
dafür wurde bereits von Holzer in [Hol13] beschrieben.
Beispiel 3.23 (White-Box Testgenerierung). Es soll eine Test-Suite zur Abde-
ckung der Testzielmenge {tga1, tga2, tga3} aus Abbildung 3.5 für die C-Funkti-
onGaussianSum erzeugt werden. Der Testfallgenerator iteriert über die Menge
von Testzielen und generiert für jedes Testziel einen Testfall, der dann einer
Test-Suite hinzugefügt wird. Die Generierung eines Testfalls erfolgt in einem
Zweischrittverfahren, wie es in Abschnitt 3.1.4 beschrieben wurde. Im ersten
Schritt wird für jedes Testziel ein ARGT konstruiert aus dem ein abstrakter
Testfall (ein ARGT-Pfad) abgeleitet werden kann, der das Testziel abdeckt. Aus
dem abstrakten Testfall kann in einem zweiten Schritt ein konkreter Testfall
abgeleitet werden (vgl. Beispiel 3.15).
Begonnen wird beispielsweise mit der Generierung eines Testfalls für das
Testziel tga1. Im ersten Schritt wird der ARGT für den TGA tga1 konstruiert, der
in Abbildung 3.10a dargestellt ist. In Programmzustand 10 des ARGT-Pfades
2 − 4 − 5 − 10 ist der TGA tga1 in einem Endzustand und das Testziel tga1 ist
somit abgedeckt. Im zweiten Schritt kann aus der Pfadbedingung
r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0
von Programmzustand 10 ein konkreter Testfall tc1  ([x  1, y  2]) abgeleitet
werden. Für den Testfall tc1 kann kein Ausgabevektor aus der Pfadbedingung
von Programmzustand 10 abgeleitet werden, da die C-Funktion GaussianSum
in Programmzustand 10 noch nicht terminiert, d. h. es sich um eine partielle
Programmausführunghandelt.Danachgeneriert derTestfallgeneratorTestfälle
für die Testziele tga2 und tga3 auf die gleicheArt undWeise. Für das Testziel tga2
wird der ARGT aus Abbildung 3.10b konstruiert und aus der Pfadbedingung
von Programmzustand 10′, in dem der TGA tga2 einen Endzustand erreicht
hat, der konkrete Testfall tc2  ([x  2, y  1]) abgeleitet. Für das Testziel
tga3 wird der ARGT aus Abbildung 3.10c konstruiert und aus der Pfadbedin-






r0  0∧ x0 ≤ y0
10 q11
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0
int i, n, r  0
x ≤ y
i  x; n  y






r0  0∧ x0 ≤ y0
7 q02
r0  0∧ x0 > y0
10 q02
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0
10’ q12
r0  0∧ x0 > y0 ∧ i0  y0
∧ n0  x0
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x






r0  0∧ x0 ≤ y0
7 q03
r0  0∧ x0 > y0
10 q03
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0
10’ q03
r0  0∧ x0 > y0 ∧ i0  y0
∧ n0  x0
11 q13
r0  0∧ x0 ≤ y0 ∧ i0  x0
∧ n0  y0 ∧ i0 ≤ n0
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
i ≤ n
(c) ARGT für das Testziel tga3
Abbildung 3.10: Ausschnitte der ARGT für die C-Funktion GaussianSum getrieben durch
die Testziele tga1, tga2 und tga3
gung von Programmzustand 11 der konkrete Testfall tc3  ([x  1, y  2])
abgeleitet. Die generierte Test-Suite TS1  {tc1, tc2, tc3} deckt die Testzielmenge
{tga1, tga2, tga3} für die C-Funktion GaussianSum vollständig ab.
Algorithmus 2 beschreibt das Vorgehen zur Test-Suite-Generierung, wie es in
Beispiel 3.23 demonstriert wurde. Die Eingaben des Algorithmus sind ein Kontroll-
flussautomat CFA und eine Menge von n Testzielen TG, die als TGAs spezifiziert
sind und automatisiert aus einer FQL-Query abgeleitet werden können. Die Aus-
gabe ist eine abstrakte Test-Suite TS, die alle erreichbaren Testziele abdeckt. Der
Algorithmus beginnt mit der Initialisierung der Test-Suite TS als leere Menge (Zei-
le 1) und derMenge der noch nicht abgearbeiteten TestzieleUCmit derMenge aller
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Algorithmus 2 Test-Suite-Generierung
Input: Kontrollflussautomat CFA  (L, `0, `t ,E),
Menge von Testzielautomaten TG  {tga1, . . . , tgan}
Output: Abstrakte Test-Suite TS
1: TS : {}
2: UC : TG
3: while UC , ∅ do
4: tga : (Q,Σ,∆, q0, F) ∈ UC
5: if ∃ ω : ψ0 e0 · · · ek−1 ψk mit ψi  (`i , qi , ri) für i ≤ 0 ≤ k und qk ∈ F then
6: TS : TS∪ (tga,ω)
7: UC : UC \ tga
Testziele TG (Zeile 2). Danach werden in einer Schleife solange Testfälle generiert
(Zeile 3–7), bis alle Testziele abgearbeitet wurden, d. h. jedes Testziel entweder von
einem Testfall abgedeckt wird oder entweder als unerfüllbar oder als unbekannt
identifiziert wurde. In der Schleife wird zuerst ein zu betrachtendes, noch nicht ab-
gearbeitetes Testziel tga aus derMengeUC ausgewählt (Zeile 4). Für das Testziel tga
wird eine Erreichbarkeitsanalyse (vgl. Algorithmus 1) durchgeführt, die überprüft,
ob das Testziel tga durch einen ARGT-Pfad ω abgedeckt werden kann, d. h. ob sich
der TGA tga im letzten Programmzustand von ω in einem Endzustand befindet
(Zeile 5). Wird das Testziel tga von ω abgedeckt, wird die Test-Suite um ein Paar
bestehend aus ω (d. h. einem abstrakten Testfall) und dem Testziel tga erweitert
(Zeile 6). Aus dem abstrakten Testfall kann später ein konkreter Testfall abgeleitet
werden, wie es in Beispiel 3.15 bereits demonstriert wurde. Gibt es keinen Pfad im
ARGT, der das Testziel tga abdeckt, ist tga unerfüllbar oder unbekannt und es wird
entsprechend kein Testfall zur Test-Suite TS hinzugefügt. Sobald das Testziel tga
bearbeitet wurde, wird das Testziel aus der Menge UC entfernt (Zeile 7).
Algorithmus 2 konstruiert für jedes Testziel einen ARGT und generiert dann für
jedes Testziel einen neuen Testfall. Dies kann zum einen dazu führen, dass viele Tei-
le der ARGT für die verschiedenen Testziele mehrfach konstruiert werden und zum
anderen kann es vorkommen, dass für verschiedene Testziele redundante Testfälle
werden, wodurch die generierte Test-Suite unnötig groß werden kann. Das Bei-
spiel 3.23 zeigt, dass selbst für kleine Programm viele Teile der ARGT während der
Test-Suite-Generierung mehrfach generiert werden können (vgl. Abbildung 3.10).
Weiterhin sind beispielsweise die Testfälle tc1 und tc3 in Beispiel 3.23 gleiche Test-
fälle, die für unterschiedliche Testziele generiert wurden. Für größere IUTs werden
die genannten Probleme tendenziell noch verstärkt. Als Gegenmaßnahme kann für
Testfälle gezielt analysiert werden, ob die Testfälle zwischen Testzielen wiederver-
wendet werden können. Dies wird im folgenden Abschnitt beschrieben wird.
3.1.7 Wiederverwendung von Testfällen zwischen Testzielen
Testfälle können während der Test-Suite-Generierung zwischen Testzielen wieder-
verwendet werden, indem für einen generierten Testfall überprüft wird, ob er wei-
tere, noch nicht abgedeckte Testziele zusätzlich abdeckt, wie es beispielsweise von
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Holzer in [Hol13] vorgeschlagen wurde. Dies reduziert die Anzahl der ARGT-Kon-
struktionen, die zur Test-Suite-Generierung notwendig sind, da für Testziele keine
ARGT-Konstruktion durchgeführt werden muss, die bereits durch einen Testfall
abgedeckt werden, der für ein anderes Testziel generiert wurde. Weiterhin redu-
ziert die Wiederverwendung von Testfällen die Anzahl der generierten Testfälle,
da Testfälle zwischen Testzielen wiederverwendet werden können und somit ein
Testfall mehrere Testziele abdecken kann.
Beispiel 3.24 (Test-Suite-Generierung mit Wiederverwendung von Testfällen).
Wie in Beispiel 3.23 soll eine Test-Suite zur Abdeckung der Testzielmenge
{tga1, tga2, tga3} aus Abbildung 3.5 für die C-Funktion GaussianSum erzeugt
werden. In diesem Beispiel soll die Test-Suite jedoch unterWiederverwendung
von Testfällen zwischen Testzielen erzeugt werden.
Begonnen wird beispielsweise mit der Generierung eines Testfalls für das
Testziel tga3. Zuerst wird der ARGT aus Abbildung 3.10c konstruiert. Im Pro-
grammzustand 11 auf dem ARGT-Pfad ω  2− 4− 5− 10− 11 ist der TGA tga3
in einem Endzustand und das Testziel tga3 ist somit abgedeckt. Anhand der
Pfadbedingung
r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ i0 ≤ n0
von Programmzustand 11 kann ein konkreter Testfall tc1  ([x  1, y  2])
abgeleitet werden. Für den abstrakten Testfall ω wird nun für alle noch nicht
abgedeckten Testziele geprüft, ob die Testziele ebenfalls durch diesen abstrak-
ten Testfall und somit auch durch den konkreten Testfall tc1 abgedeckt werden.
Hierfür wird geprüft, ob der TGA, der ein Testziel spezifiziert, den abstrakten
Testfall ω akzeptiert. TGA tga2 akzeptiert den abstrakten Testfall ω nicht und
wird somit nicht durch ω abgedeckt. Im Gegensatz dazu akzeptiert der TGA
tga1 den abstrakten Testfall ω. Somit kann der Testfall tc1 zur Abdeckung von
tga1wiederverwendetwerden. Da das Testziel tga1 durch den Testfall tc1 bereits
mit abgedeckt ist, muss für das Testziel tga1 kein ARGT zur Testfallgenerierung
mehr konstruiert werden. Da das Testziel tga2 noch nicht abgedeckt ist, wird im
nächsten Schritt für das Testziel tga2 der ARGT aus Abbildung 3.10b konstru-
iert und aus der Pfadbedingung von Programmzustand 10′, in dem der TGA
tga2 einen Endzustand erreicht hat, der konkrete Testfall tc2  ([x  2, y  1])
abgeleitet.
Die generierte Test-Suite TS2  {tc1, tc2} deckt die Testzielmenge {tga1, tga2,
tga3} für die C-Funktion GaussianSum vollständig ab. Dabei konnte durch die
Wiederverwendung von Testfällen zwischen Testzielen ein Testfall eingespart
werden und eine ARGT-Konstruktion weniger ausgeführt werden als in Bei-
spiel 3.23.
Der Grad der Wiederverwendung von Testfällen zwischen Testzielen kann
von der Reihenfolge abhängen in der die Testziele während der Test-Suite-Ge-
nerierung betrachtet werden. Würde beispielsweise zuerst für das Testziel tga1
ein abstrakter Testfall (ARGT-Pfad 2 − 4 − 5 − 10) konstruiert werden, könnte
dieser nicht zur Abdeckung des Testziels tga3 wiederverwendet werden, da
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Algorithmus 3 Test-Suite-Generierung mit Wiederverwendung von Testfällen zwi-
schen Testzielen
Input: Kontrollflussautomat CFA  (L, `0, `t ,E),
Menge von Testzielautomaten TG  {tga1, . . . , tgan}
Output: Abstrakte Test-Suite TS
1: TS : {}
2: UC : TG
3: while UC , ∅ do
4: tga : (Q,Σ,∆, q0, F) ∈ UC
5: if ∃ ω : ψ0 e0 · · · ek−1 ψk mit ψi  (`i , qi , ri) für i ≤ 0 ≤ k und qk ∈ F then
6: for each tga’ ∈ UC do
7: if tga’ akzeptiert ω then
8: TS : TS∪ (tga’,ω)
9: UC : UC \ tga’
10: else
11: UC : UC \ tga
tga3 durch diesen Testfall nicht abgedeckt wird. Somit müssten sowohl für tga3
als auch für tga2, wie in Beispiel 3.23, weitere Testfälle separat generiert wer-
den. Der Einfluss der Reihenfolge, in der Testziele optimalerweise betrachtet
werden sollten, ist nicht Gegenstand dieser Arbeit.
Experimentelle Evaluationen zeigen, dass durch die Wiederverwendung von
Testfällen zwischen Testzielen weniger ARGT-Konstruktionen für die Test-Suite-
Generierung benötigt und kleinere Test-Suiten generiert werden können [Hol13].
Dies gilt insbesondere für größere IUTs.
Algorithmus 3 beschreibt das Vorgehen zur Test-Suite-Generierung mit Wieder-
verwendung von Testfällen zwischen Testzielen, wie es in Beispiel 3.24 beschrieben
wurde. Der Algorithmus baut auf Algorithmus 2 auf und erweitert Algorithmus 2
um die Zeilen 6, 7 und 9. Sobald ein ARGT-Pfad ω (d. h. ein abstrakter Testfall) ge-
funden wurde, der das aktuell betrachtete Testziel tga abdeckt, wird für jedes noch
nicht abgearbeitete Testziel tga′ ∈ UC überprüft, ob es ebenfalls durch den ARGT-
Pfadω abgedecktwird (Zeile 6-7). EinARGT-Pfadω deckt tga’ ab,wennω einer (par-
tiellen) Programmausführung entspricht, die tga’ akzeptiert (vgl. Abschnitt 3.1.3).
Deckt ω das Testziel tga’ ab, wird die Test-Suite um ein Tupel, bestehend aus dem
abstrakten Testfall ω und dem Testziel tga’ erweitert (Zeile 8). Weiterhin wird das
Testziel tga’ aus der Menge UC entfernt (Zeile 9).
DieWiederverwendung von Testfällen zwischen Testzielen kann die Anzahl von
ARGT-Konstruktionen und von generierten Testfällen reduzieren [Hol13]. Um die
Test-Suite-Generierung weiter zu verbessern, kann die Anzahl der zu konstruieren-
den Programmzustände und somit die Größe der konstruierten ARGT verringert
werden, indem häufiger geprüft wird, ob Programmzustände im ARGT vereinigt
werden können. In Beispiel 3.22 wird gezeigt, dass Programmzustände, welche
die Programm-Location 10 des CFAs der GaussianSum-Funktion referenzieren, im
ARGT aus Abbildung 3.9 vereinigt werden können, da sich der TGA tga6 in den
vereinigten Programmzuständen im gleichen TGA-Zustand befindet (q16). Für den
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ARGT aus Abbildung 3.6 ist das Vereinigen der Programmzustände 10 und 10’ hin-
gegen nicht möglich, da sich der TGA tga7 in den beiden Programmzuständen in
verschiedenen TGA-Zuständen befindet. Somit müssen für die Programm-Locati-
on 10 im ARGT aus Abbildung 3.6 alle nachfolgenden Programmzustände doppelt
berechnet werden (einmal als Nachfolger von Programmzustand 5 und einmal für
Programmzustand 7), wohingegen die nachfolgenden Programmzustände für den
ARGT aus Abbildung 3.9 durch das Vereinigen der nachfolgenden Programmzu-
stände von Programmzustand 5 und Programmzustand 7 nur einmal berechnet
werden müssen. Im nächsten Abschnitt wird beschrieben wie Programmzustände
unabhängig davon, ob sich die TGA-Zustände in zu vereinigenden Programmzu-
ständen unterscheiden, vereinigt werden können. Dadurch kann die Anzahl der zu
berechnenden Programmzustände eines ARGT verringert werden.
3.2 ARGT mit Programmzustandsvereinigungen
Der üblicherweise sehr schnell wachsende (abstrakte) Programmzustandsraum ist
eines der inhärenten Probleme beim Model-Checking [BCM+90] und somit auch
bei der Testfallgenerierung mit Hilfe von Model-Checking. Zum Beispiel führt
jede Bedingung in einem Programm (z. B. der CFA-Knoten 4 des CFAs aus Abbil-
dung 3.2) zur Berechnung von zwei (abstrakten) nachfolgenden Programmzustän-
den (z. B. die ARGT-Zustände 5 und 7 des ARGT aus Abbildung 3.6). Um die Größe
des ARGT dennoch kontrollierbar zu halten, führen Model-Checker üblicherwei-
se Kontrollflussvereinigungen im ARGT durch (z. B. in Programmzustand 10 aus
Abbildung 3.9). Bei Kontrollflussvereinigungen können zwei abstrakte Zustände
zusammengefasst werden, welche die gleiche Programm-Location referenzieren,
wenn dadurch kein Verlust von Datenfluss- und Kontrollflussinformationen (Pro-
grammpfadinformationen) entsteht, der die Validität der Analyse beeinträchtigt.
Bei der Testfallgenerierung können allerdings Kontrollflussvereinigungen zumVer-
lust von Programmpfadinformationen führen, wenn ein Testziel auf einem zu ver-
einigenden Kontrollfluss ganz oder teilweise abgedeckt ist und auf dem anderen
zu vereinigenden Kontrollfluss nicht. In diesem Abschnitt werden wir die Pro-
bleme beim Vereinigen von Kontrollflüssen während der Testfallgenerierung an
einem Beispiel darstellen. Weiterhin werden wir ein Verfahren einführen, um den
Verlust von Programmpfadinformationen zu verhindern. Dadurch können bei der
ARGT-Konstruktion während der Testfallgenerierung Kontrollflüsse präziser verei-
nigt werden als es beispielsweise der Merge-Operator mergeA der Automaten-CPA
CPAA zulässt.
3.2.1 Verlust von Programmpfadinformationen in ARGT
Während der Testfallgenerierung führen Kontrollflussvereinigungen zu Informati-
onsverlust, wenn sich der TGA, für den ein ARGT konstruiert wird, in den verei-
nigten Programmzuständen in verschiedenen TGA-Zuständen befindet. Dies kann
zur Ableitung von konkreten Testfällen für ein Testziel führen, die das Testziel gar
nicht abdecken, wodurch Algorithmus 2 eine inkorrekte Test-Suite zurückliefern
würde.






r0  0∧ x0 ≤ y0
7 q02
r0  0∧ x0 > y0
10 q12
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
Abbildung 3.11: Ausschnitt des ARGT der C-Funktion GaussianSum für das Testziel tga2
mit der Vereinigung von Programmzuständen
Beispiel 3.25 (Informationsverlust durch Vereinigungen von Programmzu-
ständen in ARGT). Abbildung 3.10b zeigt einen Ausschnitt des konstruierten
ARGT zur Testfallgenerierung für das Testziel tga2, wobei im ARGT keine Pro-
grammzustände vereinigt werden. Die Vereinigung der Programmzustände
10 und 10’ wird dadurch verhindert, dass sich der TGA tga2 in den zwei Pro-
grammzuständen 10 und 10’ in unterschiedlichen TGA-Zuständen befindet
(vgl.mergeA-Operator in Definition 3.21). Durch die Verhinderung der Vereini-
gung der Programmzustände 10 und 10’, müssen alle weiteren nachfolgenden
Programmzustände doppelt berechnet werden (einmal als Nachfolger von Pro-
grammzustand 10 und einmal als Nachfolger von Programmzustand 10’).
Die Mehrfachberechnung von Programmzuständen kann durch das Verei-
nigen von Programmzuständen vermieden werden. Abbildung 3.11 zeigt den
ARGT, der für das Testziel tga2 konstruiert wurde, wobei die Programmzustän-
de 10 und 10’ des ARGT aus Abbildung 3.10b hier zu einem Programmzu-
stand 10 vereinigt wurden. Durch das Vereinigen müssen alle Folgezustände
von Programmzustand 10 nur einmal berechnet werden. Allerdings führt die
Vereinigungen zu einem Verlust von Programmpfadinformationen, der eine
korrekte Testfallgenerierung für das Testziel tga2 verhindern kann. Das Testziel
tga2 fordert, dass ein ARGT-Pfad die Anweisungen i  y; n  x traversiert.
Dies ist in Programmzustand 10 durch den ARGT-Pfad 2 − 4 − 7 − 10 erfüllt
und der TGA tga2 erreicht in Programmzustand 10 einen Endzustand. Wenn
ein Testeingabevektor aus der Pfadbedingung von Programmzustand 10
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)
abgeleitet wird, könnte jedoch ein Eingabevektor abgeleitet werden, welcher
zwar der Pfadbedingung von Programmzustand 10 entspricht, aber bei der
Ausführung den Programmpfad 2− 4− 5− 10 traversiert und somit das Testziel
tga2 nicht abdeckt. Ein Beispiel für einen solchen Testfall ist ([x  3, y  1]).
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Der mögliche Verlust an Datenfluss- und Kontrollflussinformationen nach der
Vereinigung von Programmzuständenwird im Folgenden als Verlust an Pfadsensiti-
vität bezeichnet. Um dem Verlust an Pfadsensitivität entgegenzuwirken hat Holzer
in [Hol13] denMerge-OperatormergeA derAutomaten-CPACPAA sodefiniert, dass
er keine Vereinigungen von Programmzuständen zulässt, in denen sich ein TGA in
verschiedenen TGA-Zuständen befindet. Dies kann schon sehr früh während der
ARGT-Konstruktion dazu führen, dass keine Programmzustände vereinigt werden
und somit viele Programmzustände unter Umständen mehrfach auf verschiede-
nen Programmpfaden berechnet werden müssen, wie in Beispiel 3.22 zu sehen ist.
Damit auch Programmzustände vereinigt werden können, in denen sich ein TGA
in unterschiedlichen TGA-Zuständen befindet, werden wir im Folgenden die De-
finition des Merge-Operators mergeA anpassen und gleichzeitig eine Technik zur
Sicherstellung einer hinreichenden Pfadsensitivität bei solchen Vereinigungen von
Programmzuständen einführen.
3.2.2 Konstruktion eines ARGT unter Erhaltung der Pfadsensitivität
Zur Erhaltung der Pfadsensitivität trotz der Vereinigung von Programmzustän-
den während der ARGT-Konstruktion zur Testfallgenerierung führen wir das Kon-
zept der symbolischen Pfadsensitivität (SPS) ein, welches in einer gemeinsamen
Forschungsarbeit zwischen der Technischen Universität Darmstadt, der Univer-
sität Passau und der Ludwig-Maximilians-Universität München entwickelt wur-
de [ABB+ar]. SPS erlaubt es zu ermitteln, welche Programmpfade ein Testziel
erfüllen, auch wenn im ARGT Programmzustände vereinigt werden, die auf ver-
schiedene TGA-Zustände verweisen. Somit können mit Hilfe von SPS trotz der
Vereinigung von Programmzuständen korrekte Testfälle aus einer Pfadbedingung
eines Programmzustands abgeleitet werden, selbst wenn die Pfadbedingung unter
anderemARGT-Pfade beschreibt, die das Testziel nicht abdecken. Hierzu sind zwei
Schritte notwendig:
1. In einem Programmzustand wird nicht mehr nur ein nicht-deterministisch
berechneter TGA-Zustand gespeichert, sondern eine Menge von allen TGA-
Zuständen, die in diesem Programmzustand erreicht werden können. Dies
ist die Grundlage für die Veränderung des Merge-Operators der Automa-
ten-CPA dahingehend, dass die Automaten-CPA die Vereinigung von Pro-
grammzuständen immer erlaubt.
2. Zur Erhaltung der Pfadsensitivität nach der Vereinigung von Programmzu-
ständen werden dynamisch Informationen zu Ausführungspfaden von Pro-
grammenhinzugefügt, sodass entschiedenwerdenkann, obdieAusführungs-
pfade relevant zur Abdeckung eines Testziels sind.
Zur Änderung der Definition des Merge-Operators mergeA dahingehend, dass
das Vereinigen von Programmzuständen immer erlaubt ist, müssen alle TGA-Zu-
stände in den Programmzuständen gespeichert werden, die in den jeweiligen Pro-
grammzuständen erreichbar sind. Im Gegensatz dazu wurde bisher nur genau ein
nicht-deterministischer TGA-Zustand gespeichert, der in einemProgrammzustand
erreichbar ist.






r0  0∧ x0 ≤ y0
7 {q02}
r0  0∧ x0 > y0
10 {q02}
r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0
10’ {q02 , q12}
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
Abbildung 3.12: Ausschnitt des ARGT der Funktion GaussianSum für das Testziel tga2 mit
Mengen von TGA-Zuständen in Programmzuständen
Beispiel 3.26 (ARGT mit TGA-Zustandsmengen). Bisher wurde für jeden Pro-
grammzustand nicht-deterministisch genau ein TGA-Zustand berechnet, in
dem sich der TGA in dem Programmzustand befinden kann. Im Gegensatz
dazu zeigt Abbildung 3.12 einen ARGT, der für das Testziel tga2 konstruiert
wurde, bei dem für jeden Programmzustand konkret in einer Menge aufgelis-
tet wurde, in welchem TGA-Zustand sich tga2 in diesem Programmzustand
befinden kann. Zum Beispiel ist der TGA tga2 in Programmzustand 2 in sei-
nem initialen Zustand q02 und kann auch keinen anderen Zustand erreichen. In
Programmzustand 10’ kann sich der TGA jedoch inmehreren Zuständen befin-
den. Zum einen weiterhin in TGA-Zustand q02, da beim Traversieren der CFA-
Kante e  (5, i  y; n  x, 10) die Selbsttransition q02 ∗ q02 des TGA-Zustand q02
ausgeführt wurde. Zum anderen in TGA-Zustand q12, da beim Traversieren der
CFA-Kante e die TGA-Transition q02
i  y; n  x
q12 ausgeführt wurde.
Durch das Speichern von TGA-Zustandsmengen in Programmzuständen, kann
der Merge-Operator mergeA so definiert werden, dass der Merge-Operator Pro-
grammzustände nicht mehr nur dann vereinigt, wenn der aktuelle TGA-Zustand
der Programmzustände gleich ist, sondern dass der Merge-Operator Programm-
zustände immer vereinigt. Aus diesen Überlegungen ergibt sich die neue Auto-
maten-CPA CPAA′. Die CPA CPAA′ arbeitet auf der Domäne DA′ bestehend aus
Mengen von TGA-Zuständen. Bei einem Programmzustandsübergang Ψ A′ Ψ′
für eine CFA-Kante e gemäß der Transferrelation A′ werden als TGA-Zustände in
Ψ′ alle TGA-Zustände verwendet, die als Nachfolger der erreichten TGA-Zustände
in Ψ gemäß der CFA-Kante möglich sind. Beim Vereinigen von Programmzustän-
den durch den Merge-Operator mergeA′ werden die TGA-Zustandsmengen der zu
vereinigenden Programmzustände vereinigt. Dadurch wird in einemARGT immer
dann vereinigt, wenn der Kontrollfluss eines Programms zusammenfließt.
Definition 3.27 (Automaten-CPA CPAA′). Seien (L, `0, `t ,E) ein CFA und A 
(Q,Σ,∆, q0, F) ein TGA mit dem Alphabet Σ ⊆ E × R. Die zugehörige Automa-






r0  0∧ x0 ≤ y0
7 {q02}
r0  0∧ x0 > y0
10 {q02 , q12}
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
Abbildung 3.13: Ausschnitt des ARGT der C-Funktion GaussianSum für den TGA tga2 mit
der Vereinigung von Programmzuständen und TGA-Zustandsmengen
ten-CPA CPAA′  (DA′, A′,mergeA′, stopA′) besteht aus den folgenden vier
Komponenten:
• DA′  (CA′,ΨA′, ~·A′) besteht aus einer Menge von konkreten Zustän-
denCA′  2Q , einerMengevonabstraktenZuständenΨA′  2Q undeiner
Konkretisierungsfunktion ~·A′ : CQ → ΨQ, die der Identitätsfunktion
entspricht.
• Sei e ∈ E eine CFA-Kante, dann enthält die Transferrelation  A′ den
Programmzustandsübergang
Q′ A′ Q′′ gdw. ∀(q′, e, q′′) ∈ ∆ : q′ ∈ Q′⇔ q′′ ∈ Q′′
• mergeA′(Q′,Q′′)  Q′ ∪Q′′
• stopA′(Q′, reached)  ∃Q′′ ∈ reached : Q′  Q′′
Die komponierte CPA CPAR′, die sich aus der Komposition der Location-CPA
CPAL, der Prädikaten-CPA CPAP und der Automaten-CPA CPAA′ ergibt, unter-
scheidet sich zur CPACPAR darin, dass immer dann vereinigt wird, wenn Kontroll-
flüsse im CFA zusammenfließen, unabhängig davon in welchen TGA-Zuständen
sich der TGA in den zu vereinigenden Programmzuständen befindet.
Beispiel 3.28 (CPAR′). Abbildung 3.13 zeigt einen ARGT, der durch die CPA
CPAR′ für das Testziel tga2 konstruiert wurde. Jeder Programmzustand be-
steht aus einer Programm-Location, einer Menge von TGA-Zuständen und
einer Pfadbedingung. Bei dem Programmzustandsübergang von Programm-
zustand 7 zu Programmzustand 10 werden alle nachfolgeden TGA-Zustände
von TGA-Zustand q02 berechnet. Dies ist zum einen der TGA-Zustand q
0
2 selbst,
aufgrund der Selbsttransition q02
∗ q02 in TGA tga2 und zum anderen der TGA-
Zustand q12, da der Zustandsübergang q
0
2
i  y; n  x
q12 gemäß der traversierten
3.2 ARGT mit Programmzustandsvereinigungen 81
CFA-Kante (7, i  y; n  x; 10) im TGA tga2 erlaubt ist. Bei dem Programmzu-
standsübergang von Programmzustand 5 zu Programmzustand 10 ist im TGA
tga2 lediglich die Ausführung der Selbsttransition q
0
2
∗ q02 erlaubt. Beim Verei-
nigen der jeweiligen Nachfolgerprogrammzustände der Programmzustände 5
und 7 ergibt sich somit die TGA-Zustandsmenge {q02, q12}  {q02} ∪ {q02, q12} für
Programmzustand 10 gemäß des Merge-Operators mergeA′.
Wie in Beispiel 3.25 beschrieben wurde, geht durch die Vereinigung von Pro-
grammzuständen, die verschiedene Mengen von TGA-Zuständen enthalten, die
Pfadsensitivität verloren. Somit gehen Informationen über den Daten- und den
Kontrollfluss verloren, die es erlauben zu ermitteln, welcher Programmpfad, der
zu einem Programmzustand führt, ein Testziel tatsächlich abdeckt. Zur Sicherstel-
lung einer hinreichenden Pfadsensitivität fügen wir deshalb dynamisch Informa-
tionen zu Ausführungspfaden von Programmen hinzu, um zu entscheiden, ob die
Ausführungspfade relevant zur Abdeckung eines Testziels sind [ABB+ar]. Hierzu
annotieren wir TGA-Transitionen mit Testpfadmarkierungen, die einer TGA-Kante
entsprechen. Eine Testpfadmarkierung ist dabei eine Boole’sche Variable, welche die
Transitionen in TGAs eindeutig identifizieren. Transitionen, die mit ∗ beschriftet
sind, werden nicht mit Testpfadmarkierungen annotiert. Für jede andere Transition
eines TGA wird eine Testpfadmarkierungsvariable eingeführt, deren Name dem
Muster pmX,Y entspricht, wobei X den TGA identifiziert und Y ein eindeutiger
Identifizierer für die Transition des TGA ist.
Beispiel 3.29 (Testpfadmarkierungen). Abbildung 3.14 zeigt die TGAs aus Ab-
bildung 3.5 angereichert umTestpfadmarkierungen.Dabeiwird jedeTransition
eines TGA um eine Programmoperation erweitert, die der zugehörigen Test-
pfadmarkierungsvariable den Wert 1 (wahr) zuweist. Ausgenommen davon
sind Transitionen, die mit * beschriftet sind. Beispielsweise wird die Beschrif-
tung der Transition q01
i  x; n  y
q11 von tga1 um die Anweisung pm1,0  1
erweitert. Da tga5 zwei Transitionen enthält, die keine ∗-Transitionen sind, wer-
dendiesemTGAzwei Testpfadmarkierungsvariablenpm5,0  1undpm5,1  1
zugeordnet, mit denen die Transitionsbeschriftungen der zwei Transitionen
q05
i ≤ n q15 und q
1
5
i ≤ n q25 angereichert werden.
Die Testpfadmarkierungsvariablen werden im Folgenden verwendet, um Pfad-
informationen während der TGA-getriebenen Testgenerierung zu speichern. Dafür
werden die Testpfadmarkierungsvariablen amAnfang der ARGT-Konstruktionmit
0 (d. h. false) initialisiert. Jedes Mal, wenn eine TGA-Transition einer ARGT-Tran-
sition während der Konstruktion des Programmzustandsraums entspricht, wird
die zur TGA-Transition gehörige Testpfadmarkierungsvariablen auf 1 (d. h. true)
gesetzt, indem die entsprechende Programmoperation pmX,Y  1 zur Pfadbedin-
gung des nachfolgenden Programmzustands hinzugefügt wird.
Beispiel 3.30 (ARGT mit Testpfadmarkierungen). Abbildung 3.15 zeigt einen
Ausschnitt aus dem ARGT für das Testziel tga2 mit einer Testpfadmarkierungs-
variablen, wobei die Testpfadmarkierungsvariable pm2,0 fett hervorgehoben













































































Abbildung 3.14: Testzielautomaten für die C-FunktionGaussianSummit Testpfadmarkern
ist. Die Testpfadmarkierungsvariable pm2,0 wird in der Pfadbedingung des
initialen Programmzustands 2 mit dem Wert 0 initialisiert. Sobald eine zu ei-
ner Testpfadmarkierungsvariable gehörige CFA-Transition einer Transition im
ARGT entspricht, wird der Testpfadmarkierungsvariablen in der Pfadbedin-
gung des nachfolgenden Programmzustands der Wert 1 zugewiesen. Dies ist
beispielsweise in Programmzustand 10 für die Testpfadmarkierungsvariable
pm2,0 der Fall. Dadurch wird die Analyse pfadsensitiv und es kann nachvoll-
zogen werden, dass beispielsweise ein Testfall, der das Testziel tga2 erfüllt, den
Else-Zweig der If-Anweisung in Zeile 4 der GaussianSum-Funktion ausführen
muss (d. h. Programmzustand 7), da nur bei der Traversierung des Else-Zwei-
ges die Testpfadmarkierungsvariable pm2,0 auf 1 gesetzt wird.
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2 {q02}
true∧ pm2,00  0
4 {q02}
r0  0∧ pm2,00  0
5 {q02}
r0  0∧ x0 ≤ y0 ∧ pm2,00  0
7 {q02}
r0  0∧ x0 > y0 ∧ pm2,00  0
10 {q02 , q12}
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ pm2,01  0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0 ∧ pm2,01  1)
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
Abbildung 3.15: Ausschnitt des ARGT der C-Funktion GaussianSum für das Testziel tga2
mit Testpfadmarkern
Der TGA tga6 zeigt, dass mehrere (sich gegenseitig ausschließende) Pfade durch
einen TGA ein Testziel erfüllen können. Deswegen muss zur Ableitung eines kon-
kreten Testfalls von der Pfadbedingung eines ARGT-Zustands für einen TGA tgaX
eine Teilmenge von Testpfadmarkierungsvariablen pmX,Y, die einem akzeptieren-
den Pfad imTGAentsprechen, auf denWert 1 (true) gesetztwerden. Betrachtetwird
dabei immer die letzte Zuweisung zu einer Testpfadmarkierungsvariable, d. h. die
Testpfadmarkierungsvariable mit dem höchsten SSA-Index. Wie bei Programmva-
riablen,werdendie SSA-Indizes vonTestpfadmarkierungsvariable beimVereinigen
von Programmzuständen synchronisiert (vgl. Beispiel 3.8).
Beispiel 3.31 (Ableiten von konkreten Testfällen mit Testpfadmarkierungen).
Es soll ein konkreter Testfall abgeleitet werden, der das Testziel tga2 abdeckt.
Das Testziel tga2 ist in Programmzustand 10 des ARGT aus Abbildung 3.15
abgedeckt. Um einen konkreten Testfall abzuleiten, konjugieren wir die Pfad-
bedingung von Programmzustand 10 mit den auf den Wert 1 gesetzten Test-
pfadmarkierungsvariablen von tga2, d. h. mit pm2,01  1. Die Pfadbedingung
muss dabei mit der letzten Zuweisung von pm2,0 konjugiert werden, d. h. in
diesem Fall mit pm2,01  1. Jede Lösung der daraus resultierenden Formel(
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ pm2,01  0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0 ∧ pm2,01  1)
)
∧ pm2,01  1
entspricht einem validen, konkreten Testfall zur Abdeckung von tga2, da Auf-
grund der Bedingung pm2,01  1 nur der Teil der Formel erfüllt sein kann, der
dem Else-Zweig in Zustand 7 entspricht. Dies funktioniert, wenn die SSA-In-
dizes der Testpfadmarkierungsvariablen pm2,0 nach der Vereinigung in Pro-
grammzustand 10 für die eingehenden ARGT-Pfade synchronisiert werden.
Andernfalls wäre die Pfadbedingung in Programmzustand 10(
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ pm2,00  0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0 ∧ pm2,01  1)
)
.
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In der Pfadbedingung für den If-Zweig hätte die Variable pm2,0 den Index
0, da auf diesem Pfad keine Zuweisung zur Variablen pm2,0 ausgeführt wurde.
Konjugiert mit pm2,01  1 zur Ableitung einer konkreten Variablenbelegung
könnte dann auch der Teil der Pfadbedingung für den If-Zweig eine valide
Lösung haben, da pm2,0 mit dem Index 1 hier keine Rolle spielt. Durch die
Synchronisation des Index beim Vereinigen von Programmzuständen wird
jedoch pm2,00  0 durch pm2,01  0 ersetzt und der Pfadbedingungsteil für
den If-Zweig konjugiert mit pm1,01  1 ist unerfüllbar.
Wie in Beispiel 3.30 illustriert wurde, verwendenwir Testpfadmarkierungen, um
TGAs in der IUT zu kodieren. Anstatt direkt den Programm-Code der IUT vor der
Testgenerierung mit Testpfadmarkierungsinformationen zu instrumentieren, ver-
wenden wir eine Instrumentierung zur Laufzeit mit Hilfe der LOOM-Analyse, ei-
ner Technik aus demBereich desMulti-Property-Checkings [ABM+16]. Die LOOM-
Analyse erlaubt es, zusätzliche Kontrollflusskanten in den ARGT während der
ARGT-Konstruktion hinzuzufügen, d. h. in unserem Fall die CFA-Kanten mit den
Testpfadmarkierungen, mit denen die TGA-Transitionen beschriftet sind. Somit
wird immer dann, wenn ein TGA eine Transition ausführt, diemit einer Zuweisung
zu einer Testpfadmarkierungsvariable beschriftet ist, automatisch der nachfolgen-
de ARGT-Zustand um diese Zuweisung ergänzt. Die LOOM-Analyse unterstützt
dabei auch SSA-Indizes, sodass beispielsweise beim Vereinigen von Programmzu-
ständen, die SSA-Indizes von Testpfadmarkierungen korrekt synchronisiert wer-
den (vgl. Beispiel 3.31). Die LOOM-Analyse ist in einer CPA implementiert, die
parallel zu den bereits beschriebenen CPAs geschaltet werden kann, sodass die
LOOM-Analyse automatisch den ARGT während der ARGT-Konstruktion um Test-
pfadmarkierungsinformationen anreichert. Eine Definition der LOOM-CPA kann
in [ABM+16] gefunden werden.
Trotz Techniken wie der Wiederverwendung von Testfällen zwischen Testzie-
len (vgl. Abschnitt 3.1.7) und dem Vereinigen von Programmzuständen während
der ARGT-Konstruktion kann die Generierung einer Test-Suite aufgrund der im-
mer noch zahlreichenARGT-Konstruktionen sehr aufwändig sein. EineNeuberech-
nung des ARGT (im schlimmsten Fall) für jedes Testziel kann sehr ineffizient sein
und sollte vermieden werden. Zur Vermeidung der Neuberechnung von ARGT
für jedes Testziel ist es möglich, mehrere Testziele gleichzeitig bei einer einzelnen
ARGT-Konstruktion zu berücksichtigen, sodass die direkte Wiederverwendung
von Erreichbarkeitsinformationen zwischen Testzielen weiter verbessert werden
kann. Dies gilt gerade für Programme mit tausenden Testzielen, die dicht beiein-
ander die gesamte Programmstruktur abdecken sollen. Deswegen erweitern wir
den Testgenerierungsansatz im nächsten Abschnitt um die Möglichkeit, mehrere
Testziele während einer einzelnen ARGT-Konstruktion zu berücksichtigen.
3.3 Testgenerierung mit Multi-Property-Checking
Für jedes Testziel einzeln einen ARGT zur Ableitung einer Test-Suite zu konstruie-
ren kann sehr ineffizient sein (vgl. Beispiel 3.23). Deswegen kann es sinnvoll sein,
aus einem konstruierten ARGT mehrere Testfälle abzuleiten, die mehrere Testziele
überdecken. Um dies zu erreichen, darf zum einen die ARGT-Konstruktion nicht
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abgebrochen werden, sobald ein Testziel abgedeckt wurde, damit nach weiteren
Testfällen für andere Testziele im ARGT gesucht werden kann und die ARGT-Kon-
struktion muss durch mehrere TGAs gleichzeitig getrieben werden, welche die
unterschiedlichen Testziele spezifizieren.
Multi-Property-Checking erlaubt es, während einer ARG-Konstruktion mehre-
re Programmeigenschaften gleichzeitig zu verifizieren [ABM+16]. In diesem Ab-
schnitt werden wir diese Idee aus dem Bereich Multi-Property-Checking auf die
automatisierte Generierung von Testfällen für mehrere Testziele zugleich mit Hil-
fe von Model-Checking übertragen. Dadurch können mehrere Testziele während
einer einzigen ARGT-Konstruktion analysiert werden und somit Erreichbarkeits-
informationen zwischen den Testzielen wiederverwendet werden. Die in diesem
Abschnitt präsentierten Ideen basieren auf einer gemeinsamen Forschungsarbeit
zwischen der Technischen Universität Darmstadt, der Universität Passau und der
Ludwig-Maximilians-Universität München [ABB+ar].
3.3.1 Testfallgenerierung mit Multi-Property-Checking
Zur Testfallgenerierung mit Model-Checking wurde in Abschnitt 3.1.4 ein ARGT
verwendet, der für einen TGA anhand des CFAs einer IUT konstruiert wurde.
Aus diesem ARGT kann ein abstrakter Testfall abgeleitet werden, der den TGA
abdeckt, d. h. ein ARGT-Pfad, der einer Programmausführung entspricht, die vom
TGA akzeptiert wird. Durch Lösen der Pfadbedingung des ARGT-Pfades kann ein
konkreter Testfall aus dem abstrakten Testfall abgeleitet werden.
Wie inAbschnitt 3.1.5 gezeigtwurde, schränkt dieAutomaten-CPAdie Konstruk-
tion eines ARGT für einen TGA möglichst auf die Teile des ARGT ein, die für den
TGA relevant sind. Bei der Erweiterung der Testfallgenerierung um Techniken aus
demMulti-Property-Checking, ummehrere TGAs gleichzeitig zu betrachten, muss
der ARGT einer IUT somit nicht nur für einen TGA, sondern für eine Menge von
TGAs konstruiert werden. Durch die Betrachtung mehrerer TGAs bei einer ARGT-
Konstruktion wird sichergestellt, dass alle Programmzustände berücksichtigt wer-
den, die fürmindestens einen TGA relevant sind.Wird einARGT beispielsweise nur
für einen TGA tga1 konstruiert, kann es vorkommen, dass Teile des ARGT die für
tga1 nicht relevant sind, aber für einen anderen TGA tga2 schon, stärker abstrahiert
werden und nicht ausreichend Informationen zur Ableitung eines Testfalls zur Ab-
deckung von tga2 zur Verfügung stehen. In Abbildung 3.10a wurde ein ARGT für
tga1 aus Abbildung 3.5 konstruiert. Dieser enthält relevante Programmzustände
zur Abdeckung von tga2 nicht, da diese Programmzustände für die Abdeckung
des Testziels tga1 nicht relevant sind, d. h. insbesondere die Programmzustände 7
und 10’ der ARGT aus Abbildung 3.10b. In diesem und den folgenden Abschnitten
werden wir die Testgenerierung aus Abschnitt 3.1 dahingehend erweitern, dass
bei der Konstruktion eines ARGT mehrere TGAs berücksichtigt werden. Dadurch
kann die Anzahl an ARGT-Konstruktionen für die Generierung von Test-Suiten für
mehrere Testziele reduziert werden.
Zur Berücksichtigung mehrerer TGAs erweitern wir die Definition von ARGT
dahingehend, dass in einem Programmzustand nicht mehr nur der aktuelle TGA-
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Zustand von einem einzelnen TGA gespeichert wird, sondern die aktuellen Zustän-
de einer Menge von TGAs.
Definition 3.32 (ARGM). Ein ARGM zu einem CFA (L, `0, `t ,E), der für eine
Menge von TGAs {tga1, . . . , tgan} mit tgai  (Qi ,Σi ,∆i , q0i , Fi), i  1, . . . , n,
konstruiert wird, ist ein Tripel (SM , s0M ,TM), wobei
• SM ⊆ L ×Q1 × . . . ×Qn × R(V) eine Menge von abstrakten Programmzu-
ständen,
• s0M  (`0, q01 , . . . , q0n , true) ∈ SM der initiale abstrakte Programmzustand
und
• TM ⊆ SM × E × SM eine beschriftete Transitionsrelation mit
(`, q0, . . . , qn , r) e (`′, q′0, . . . , q′n , r′) ∈ TM ,
wenn e  (`, a, `′) ∈ E, (qi , e, q′i) ∈ ∆i für i  1, . . . , n und r′ | spV (r, a)
gelten,
ist.
Ein Testziel tgai  (Qi ,Σi ,∆i , q0i , Fi), i  1, . . . , n, wird von einem ARGM-Pfad
ω  (l0, q01, . . . , q0n , r0) e0 · · · ek−1 (lk , qk1 , . . . , qkn , rk)
abgedeckt, wenn qki ∈ Fi gilt, d. h. der entsprechende TGA im letzten Zustand von
ω einen Zielzustand erreicht hat. Gibt es im vollständigen ARGM keinen Pfad, der
ein Testziel abdeckt, nennen wir das Testziel unerfüllbar oder unbekannt.
Beispiel 3.33 (ARGM). Abbildung 3.10 zeigt die verschiedenen ARGT, die zur
Test-Suite-Generierung für die Testziele tga1, tga2 und tga3 aus Abbildung 3.5
konstruiert werden. Aus jedem ARGT wurde in Beispiel 3.23 ein Testfall abge-
leitet, der eines der Testziele abdeckt. Dabei wurden viele Programmzustände
mehrfach berechnet, obwohl die Programmzustände sich nur imTGA-Zustand
des aktuell betrachteten TGAs unterscheiden, z. B. die Programmzustände 2, 4,
5 und 10 in den verschiedenen ARGT.
Abbildung 3.16 zeigt den entsprechenden ARGM, der für die Testziele tga1,
tga2 und tga3 konstruiertwurde. ImGegensatz zudenARGT ausAbbildung3.16
wurden in demARGM jedoch alle Testziele parallel betrachtet. Jeder Programm-
zustand im ARGM besteht aus einer Programm-Location, den aktuellen Zu-
ständen der TGAs tga1, tga2 und tga3 sowie einer Pfadbedingung. Der ARGM
enthält sowohl die Teile des Programmzustandsraumes, die für tga1 relevant
sind, als auch die Programmzustände, die für tga2 und tga3 relevant sind. Bei-
spielsweise ist der Programmzustand 11 weder zur Abdeckung des Testziels
tga1 relevant, noch zur Abdeckung des Testziels tga2. Der Programmzustand
11 wurde dennoch berechnet um das Testziel tga3 abzudecken.
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Abbildung 3.16: Ausschnitt des ARGM der C-FunktionGaussianSum für die Testzielmenge
{tga1, tga2, tga3}
Die Ableitung konkreter Testfälle erfolgt wie in Beispiel 3.15. Der TGA tga1
hat im Programmzustand 10 einen Endzustand erreicht und das Testziel tga1
ist somit abgedeckt. Durch das Lösen der Pfadbedingung
r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0
des Programmzustands 10 kann ein konkreter Testfall zur Abdeckung des
Testziels tga1, bestehend aus einem Eingabevektor, abgeleitet werden (z. B.
tc1  [x  1, y  2]). Der TGA tga2 erreicht in Programmzustand 10’ einen
Endzustand. Durch das Lösen der Pfadbedingung
r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0
des Programmzustands 10’ kann ein konkreter Testfall zur Abdeckung des
Testziels tga2 abgeleitet werden (z. B. tc2  [x  2, y  1]). Weiterhin erreicht
TGA tga3 in Programmzustand 11 einen Endzustand. Durch das Lösen der
Pfadbedingung
r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ i0 ≤ n0
des Programmzustands 11 kann ein konkreter Testfall zur Abdeckung des Test-
ziels tga3 abgeleitet werden, z. B. tc3  [x  1, y  2]. Die Test-Suite {tc1, tc2, tc3}
deckt die Testzielmenge {tga1, tga2, tga3} vollständig ab.
Das in Abschnitt 3.1.5 beschriebene Vorgehen zur ARGT-Konstruktion berück-
sichtigt nur einen einzigen TGA. Um einen ARGM für mehrere TGAs zu konstruie-
ren, muss das Vorgehen zur ARGT-Konstruktion entsprechend angepasst werden.
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3.3.2 ARGM-Konstruktion für mehrere TGAs
Die ARGT-Konstruktion aus Abschnitt 3.1.5 besteht aus zwei Teilen:
1. Einer komponierten CPA CPAT, welche die Programmzustände eines ARGT
beschreibt sowie Operationen, die auf den Programmzuständen spezifiziert
sind.
2. Einem generischenAlgorithmus (Algorithmus 1), der für einen CFAmitHilfe
der Operationen der CPA CPAT einen ARGT konstruiert.
Zum Erweitern der ARGT-Konstruktion für einen TGA hin zu einer ARGM-Kon-
struktion für mehrere TGAs ist es ausreichend, die CPA CPAT anzupassen. Algo-
rithmus 1 muss nicht verändert werden. Die Anpassung der komponierten CPA
CPAT beschränkt sich auf die Erweiterung der Automaten-CPA CPAA, die einen
TGAwährend der ARGT-Konstruktion behandelt. Die Location-CPACPAL und die
Prädikaten-CPA CPAP können unverändert weiterverwendet werden.
Die Erweiterung der Automaten-CPA CPAA umfassen zum einen das Anpassen
der Domäne der Automaten-CPA, die nun die aktuellen TGA-Zustände mehrerer
TGAs speichert, und zum anderen die Anpassung der Operationen der Automa-
ten-CPA, sodass beim Berechnen eines Nachfolgeprogrammzustands, beim Verei-
nigen und beim Terminierungs-Check alle von der Automaten-CPA betrachteten
TGAs berücksichtigt werden. Somit erweitern wir die Definition 3.21 der Automa-
ten-CPA CPAA wie folgt:
• Die Domäne der Automaten-CPA speichert ein Tupel von Automatenzustän-
den mit je einem Element pro TGA.
• DieTransferrelation sowie dieOperatorenmerge und stop derAutomaten-CPA
berücksichtigen immer alle TGAs komponentenweise.
DasErgebnis dieserAnpassungen ist dieAutomaten-CPACPAAM  (DAM , AM ,
mergeAM , stopAM ), welche die ARGM-Konstruktion für mehrere TGAs durchführt.
Die Automaten-CPA CPAAM berechnet nicht-deterministisch für jeden Programm-
zustand, in welchen TGA-Zuständen sich die TGAs Ai  (Qi ,Σi ,∆i , qi,0, Fi) mit
i  1, . . . , n beim Erreichen des Programmzustands befinden. Dabei arbeit die CPA
CPAAM auf der Domäne DAM  Q1 × . . . ×Qn des Kreuzproduktes der TGA-Zu-
stände der TGAs und schaltet immer dann, wenn eine CFA-Kante traversiert wird,
die Zustandsübergänge in allen TGAs erlaubt. Durch die *-Transitionen an jedem
TGA-Zustand von jedem TGA gibt es für jede CFA-Kante immer mindestens eine
Möglichkeit für jeden TGA zu schalten. Dies verhindert das Steckenbleiben einer
ARGM-Konstruktion, da alle TGAs immer in jedem Schritt simultan schalten kön-
nen. Eine Vereinigung von Programmzuständen ist gemäß des Merge-Operators
mergeAM immer dann erlaubt, wenn die zu vereinigenden Programmzustände für
alle TGAs jeweils die gleichen TGA-Zustände referenzieren. Der Stopp-Operator
stopAM überprüft für jeden Programmzustand, ob es einen anderen Programmzu-
stand in der Menge der bereits erreichten Programmzustände reached gibt, der die
gleichen TGA-Zustände referenziert. Ist dies der Fall, wird true zurückgegeben und
die Analyse für den überprüften Programmzustand gestoppt.
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Definition 3.34 (Automaten-CPA fürmehrereAutomatenCPAAM ). Seien (L, `0,
`t ,E) ein CFA und TGA  {tga1, . . . , tgan} mit tgai  (Qi ,Σi ,∆i , qi0 , Fi), i 
1, . . . , n, eine Menge von TGAs mit dem Alphabet Σ ⊆ E × R. Die Automa-
ten-CPA für mehrere Automaten CPAAM  (DAM , AM ,mergeAM , stopAM ) be-
steht aus den folgenden vier Komponenten:
• DAM  (CAM ,ΨAM , ~·AM ) besteht aus einer Menge von konkreten Zu-
stände CAM  Q1 × . . . × Qn , einer Menge von abstrakten Zuständen
ΨAM  Q1 × . . .×Qn und einer Konkretisierungsfunktion ~·AM : CQ →
ΨQ, die der Identitätsfunktion entspricht.
• Sei e ∈ E eine CFA-Kante, dann enthält die Transferrelation AM den
Programmzustandsübergang (q1, . . . , qn)  eAM (q′1, . . . , q′n), wenn jeder
TGA Ai eine Transition (qi , e, q′i) ∈ ∆i , i  1, . . . , n, enthält.
• mergeAM ((q1, . . . , qn), (q′1, . . . , q′n)) 

(q1, . . . , qn) , mit ∀qi  q′i
für i  1, . . . , n
(q′1, . . . , q′n) sonst
• stopAM ((q1, . . . , qn), reached)  (∃(q′1, . . . , q′n) ∈ reached : (q1, . . . , qn) (q′1, . . . , q′n))
Die aus der Location-CPA CPAL, der Prädikaten-CPA CPAP und der Automa-
ten-CPA CPAAM komponierte CPA CPARM führt eine automatengetriebene ARGM-
Konstruktion für einen CFA durch, die
• alle Pfade traversiert, die fürmindestens einen TGA relevant sein können und
• terminiert, sobald die Analyse einen ARGM-Pfad findet, der durch mindes-
tens einen TGA akzeptiert wird.
Beispiel 3.35 (CPARM ). Abbildung 3.16 zeigt einen ARGM, der mit der CPA
CPARM für die Testzielmenge {tga1, tga2, tga3} konstruiert wurde. Die Loca-
tion-CPA CPAL und die Prädikaten-CPA CPAP arbeiten dabei wie zuvor. Die
Automaten-CPA CPAAM verfolgt die TGA-Zustände der TGAs tga1, tga2 und
tga3. Die Transferrelation  AM berechnet für jeden TGA einen neuen TGA-
Zustand auf die gleiche Art und Weise wie die Transferrelation A (vgl. Defi-
nition 3.21). Zwei Programmzustände werden vereinigt, wenn die Programm-
Locations der Programmzustände gleich sind und alle TGAs in den beiden
Programmzuständen in den gleichen TGA-Zuständen sind. Zum Beispiel ent-
halten Programmzustand 10 und 10’ die gleiche Programm-Location (10) und
der TGA tga3 befindet sich in beiden Programmzuständen im TGA-Zustand q
0
3.
Die Programmzustände 10 und 10’ dürfen dennoch nicht vereinigt werden, da
sich die TGAs tga1 und tga2 in den Programmzuständen 10 und 10’ jeweils in
unterschiedlichen TGA-Zuständen befinden.
DieCPACPAA ist ein Spezialfall derCPACPAAM , da sich dieCPACPAA genauso
wiedieCPACPAAM verhält,wenndieCPACPAAM eineMengevonTGAsanalysiert,
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die genau einen TGA enthält. Das gilt auch für die CPAs CPAR und CPARM . Die
CPA CPAR verhält sich genauso wie die CPA CPARM , wenn die CPA CPARM genau
einen TGA betrachtet.
Die ARGM-Konstruktion für mehrere TGAs wird unterbrochen, sobald ein TGA
einen ARGM-Pfad akzeptiert, um dann einen Testfall aus demARGM-Pfad ableiten
zu können. Damit dieARGM-Konstruktion danachwieder fortgesetztwerden kann,
um weitere Testfälle zur Abdeckung weiterer Testziele abzuleiten, wird ein Algo-
rithmus ähnlich Algorithmus 2 benötigt. Im folgenden Abschnitt werden wir einen
solchen Algorithmus beschreiben, der die ARG-Konstruktion solange fortsetzt, bis
alle betrachteten TGAs abgedeckt wurden oder alle noch nicht abgedeckten TGAs
als unerfüllbar oder unbekannt identifiziert wurden.
3.3.3 Test-Suite-Generierung mit Multi-Property-Checking
In diesem Abschnitt werden wir einen Algorithmus zur Generierung von Test-Sui-
ten basierend auf der ARGM-Konstruktion aus Abschnitt 3.3.2 beschreiben. Dabei
können alle abzudeckenden Testziele während einer ARGM-Konstruktion parallel
betrachtet werden und somit können durch eine einzige ARGM-Konstruktion alle
erfüllbaren Testziele durch eine generierte Test-Suite abgedeckt werden. Die Be-
trachtung aller Testziele parallel ist jedoch aus zwei Gründen nicht immer sinnvoll.
Zum einen werden die Abstraktionsmöglichkeiten bei der ARGM-Konstruktion
verringert, da tendenziell sämtliche Teile des ARGM für mindestens eines der über
das Programm verteilten Testziele relevant sind. Dies ist beispielsweise bei An-
weisungsüberdeckung der Fall und führt zu einem hohen Berechnungsaufwand,
da der ARGM sehr detailliert berechnet werden muss. Zum anderen müssen bei
der Testfallgenerierung Erreichbarkeitsinformationen für eine sehr große Anzahl
von Testzielen verfolgt werden. Dies führt ebenfalls zu einem hohen Berechnungs-
aufwand. Beide Gründe führen somit zu einem Berechnungsaufwand, der mit
zunehmender Testzielanzahl steigt und ab einem gewissen Grad die Vorteile von
Multi-Property-Checking für Testfallgenerierung überwiegen kann. Deswegen soll-
te der Algorithmus für die Test-Suite-Generierung mit Multi-Property-Checking
eine Möglichkeit enthalten, Testziele auf verschiedene Partitionen zu verteilen, um
so den Trade-off zwischen Berechnungsaufwand und der Wiederverwendung von
Erreichbarkeitsinformationen möglichst zu verbessern.
Beispiel 3.36 (Test-Suite-Generierung mit Multi-Property-Checking). Wie in
Beispiel 3.23 soll eine Test-Suite zur Abdeckung der Testziele tga1, tga2 und
tga3 aus Abbildung 3.5 für die C-Funktion GaussianSum generiert werden. Im
Gegensatz zur Test-Suite-Generierung in Beispiel 3.23 soll in diesem Beispiel
Multi-Property-Checking zur Test-Suite-Generierung eingesetzt werden. Hier-
für wird die Testzielmenge in die zwei Partitionen TG1  {tga2, tga3} und
TG2  {tga1} aufgeteilt, die nacheinander abgearbeitet werden.
Begonnen wird mit Testfallgenerierung für die Testziele der Partition TG1.
Es wird der in Abbildung 3.17a dargestellte ARGM konstruiert. In Programm-
zustand 11 ist der TGA tga3 in einem Endzustand, das Testziel tga3 ist somit
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(b) Konstruktionsschritt 2
Abbildung 3.17: Schrittweise Konstruktion des ARGM der C-Funktion GaussianSum für
die Testzielmenge {tga2, tga3}
in diesem Programmzustand erfüllt und es kann aus der Pfadbedingung von
Programmzustand 11 ein Testfall abgeleitet werden, der das Testziel tga3 ab-
deckt. Zum Beispiel der Testfall tc1  ([x  1, y  2]). Da noch nicht alle
Testziele aus der Partition TG1 abgedeckt sind, wird der ARGM aus Abbil-
dung 3.17a weiter konstruiert, um das noch nicht abgedeckte Testziel tga2
ebenfalls abzudecken. Abbildung 3.17b zeigt den weiter konstruierten ARGM.
In Programmzustand 10’ ist das Testziel tga2 abgedeckt und es kann ein Testfall
tc2  ([x  2, y  1]) aus der Pfadbedingung von Programmzustand 10’ abge-
leitet werden, der das Testziel tga2 abdeckt. Die Partition TG1 wird durch die
Testfälle tc1 und tc2 vollständig abgedeckt. Somit kann die Konstruktion des
ARGM beendet werden und es können Testfälle für die nächste Partition TG2
generiert werden.
Zur Generierung eines Testfalls zur Abdeckung des Testziels tga1 aus der
Partition TG2 wird der ARGM ausAbbildung 3.10a konstruiert. Da die Partition
TG2 nur das eine Testziel tga1 enthält, entspricht der ARGM dem ARGT für das
Testziel tga1. Das Testziel tga1 ist in Programmzustand 10 erfüllt und es kann
der Testfall tc3  ([x  1, y  2])wie bisher abgeleitet werden.
Die generierte Test-Suite TS1  {tc1, tc2, tc3} deckt die Testzielmenge {tga1,
tga2, tga3} vollständig ab. Im Gegensatz zur Test-Suite-Generierung ohne Mul-
ti-Property-Checking aus Beispiel 3.23 wurden nur zwei statt drei ARGs kon-
struiert, da durch die gleichzeitige Betrachtung der Testziele tga2 und tga3 Er-
reichbarkeitsinformationen während der ARGM-Konstruktion zwischen den
Testzielen wiederverwendet werden konnten.
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Algorithmus 4 Test-Suite-Generierung mit Multi-Property-Checking
Input: Kontrollflussautomat CFA  (L, `0, `t ,E),
Menge von Testzielautomaten TG  {tga1, . . . , tgan}
Output: Abstrakte Test-Suite TS
1: TS : {}
2: UC : TG
3: while UC , ∅ do
4: TG’ : {tga′1, . . . , tga′l} ⊆ UC mit tga′i  (Q′i ,Σ′i ,∆′i , q′0i , F′i), 1 ≤ i ≤ l
5: while ∃ ω : ψ0 e0 · · · ek−1 ψk mit ψi  (`i , q′i1 , . . . , q′il , ri), 0 ≤ i ≤ k,
und ∃q′k j ∈ F′j , 1 ≤ j ≤ l do
6: for each tga′m ∈ TG’ mit q′k,m ∈ F′m , 1 ≤ m ≤ l do
7: TS : TS∪ (tga′m ,ω)
8: TG’ : TG’ \ tga′m
9: UC : UC \ tga′m
10: UC : UC \ TG’
Algorithmus 4 beschreibt das Vorgehen zur Test-Suite-Generierung mit Multi-
Property-Checking. Der Algorithmus baut auf Algorithmus 2 auf. Allerdings un-
terscheidet er sich zu Algorithmus 2 darin, dass nicht nur ein abstrakter Testfall
für ein Testziel pro Durchlauf der While-Schleife in Zeile 5 generiert wird, sondern
eine Menge von abstrakten Testfällen für eine Menge von Testzielen. Die Ein- und
Ausgaben sowie die Initialisierungsphasen der beiden Algorithmen unterscheiden
sich nicht.
Zur Generierung von Test-Suiten für eine Menge von TGAs mit Hilfe von Multi-
Property-Checking geht Algorithmus 4 wie folgt vor. Als Eingabe erhält Algorith-
mus 4 einen CFA und eine Menge von Testzielen TG, d. h. eine Menge von TGAs,
und als Ausgabe liefert der Algorithmus eine abstrakte Test-Suite TS. Die Test-Sui-
te TS wird mit der leeren Menge initialisiert (Zeile 1) und die Menge der nicht-
behandelten Testziele UC mit der Menge aller Testziele TG (Zeile 2). Solange bis
alle Testziele verarbeitet wurden (Zeile 3) wird eine Teilmenge von nicht-bearbei-
teten Testzielen TG’ aus UC ausgewählt (Zeile 4) für die eine Menge von Testfällen
generiert werden soll. Für die Menge TG’ werden solange abstrakte Testfälle ge-
neriert, d. h. ARGM-Pfade aus dem ARGM abgeleitet, bis jedes Testziel aus TG’
durch mindestens einen Testfall abgedeckt wurde oder es keinen neuen ARGM-
Pfad mehr gibt, der ein Testziel aus TG’ abdeckt (Zeile 5). Die dafür notwendige
ARGM-Konstruktion wird durch die komponierte CPA CPARM aus Abschnitt 3.3.2
geleitet. Wurde ein ARGM-Pfad ω gefunden, der ein Testziel aus TG’ abdeckt, d. h.
in dessen letzten Programmzustand mindestens ein TGA aus der Menge TG’ im
Endzustand ist (Zeile 5), wird ω direkt als abstrakter Testfall verarbeitet. Hierfür
wird für jeden TGA tga′m ∈ TC’ überprüft, ob der TGA tga′m im letzten Zustand
des ARGM-Pfades ω in einem Endzustand ist (Zeile 6). Ist dies der Fall, wird ein
Tupel bestehend aus dem TGA tga′m und dem abstrakten Testfall ω zur Test-Suite
hinzugefügt (Zeile 7). Weiterhin wird der TGA tga′m sowohl aus der Menge TG’
als auch aus der Menge der noch nicht verarbeiteten Testziele UC entfernt (Zeile
8–9). Danach wird die Konstruktion des ARGM für die verbliebenen Testziele in
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TG’ fortgesetzt. Gibt es keinen neuen ARGM-Pfad mehr, der ein Testziel aus TG’
abdeckt, gelten alle verbliebenen TGA tga ∈ TG’ als unerfüllbar und werden aus
der Menge UC entfernt, d. h. für diese TGAs kann kein Testfall abgeleitet werden
(Zeile 10). Aus den abstrakten Testfällen in TS können konkrete Testfälle abgeleitet
werden wie es in Beispiel 3.33 beschrieben wurde.
Zur Zerlegung der Testzielmenge in verschiedene Partitionen in Zeile 4 von Al-
gorithmus 4 können verschiedene Strategien implementiert werden. Die einfachste
Strategie zerlegt die Testzielmenge zufällig in Partitionen der Größe l. Dadurch
kann die Größe der Testzielpartitionen auf ein handhabbares Maß reduziert wer-
den. Da die Auswahl der Testziele, die gemeinsam in einer Partition der Größe l
landen zufällig ist, muss die Zerlegung nicht optimal für die Test-Suite-Generie-
rung sein. Beispielsweise können zufällig Testziele ausgewählt werden, die im CFA
und somit auch im ARGM weit auseinander liegen, wodurch wieder viele Teile des
ARGM detailliert konstruiert werdenmüssen und dadurchweniger abstrahiert wer-
den kann. Eine andere Strategie zur Zerlegung der Testzielmenge könnte deshalb
Informationen über den CFA berücksichtigen, d. h. beispielsweise Testziele in einer
Partition zusammenzufassen, die im CFA nahe beieinanderliegen. Die Entwick-
lung von Strategien zur Zerlegung von Testzielmengen ist jedoch nicht Gegenstand
dieser Arbeit.
Zur Verbesserung der Effizienz der Test-Suite-Generierung mit Multi-Property-
Checking werden wir die Test-Suite-Generierung im folgenden Abschnitt umWie-
derverwendung von Testfällen zwischen Testzielen anreichern, wie dies bereits in
Abschnitt 3.1.7 für Test-Suite-Generierung ohneMulti-Property-Checking beschrie-
ben wurde.
3.3.4 Test-Suite-Generierung mitMulti-Property-Checking undWiederverwendung von
Testfällen zwischen Testzielen
Nachdem in Algorithmus 4 ein abstrakter Testfall für ein Testziel generiert wurde,
wird für alle Testziele der aktuellen Partition geprüft, ob die Testziele durch den
Testfall ebenfalls abgedeckt werden. Diese Prüfung kann dahingehend erweitert
werden, dass für alle noch nicht abgedeckten Testziele überprüft wird, ob die noch
nicht abgedeckten Testziele durch einen generierten Testfall abgedeckt werden (vgl.
Algorithmus 3). Dies hat den Vorteil, dass die zusätzlich abgedeckten Testziele aus
anderenPartitionenbei späterenErreichbarkeitsanalysennichtmehr berücksichtigt
werden müssen. Dadurch können später betrachtete Testziele besser auf weitere
Partitionen verteilt werden oder die später betrachteten Partitionen werden kleiner,
wodurch tendenziell eine höhererAbstraktion bei derARGM-Konstruktionmöglich
wird.
Beispiel 3.37 (Test-Suite-Generierung mit Multi-Property-Checking und Wie-
derverwendung von Testfällen zwischen Testzielen). Wie in Beispiel 3.36 soll
eine Test-Suite zur Abdeckung der Testzielmenge {tga1, tga2, tga3} aus Abbil-
dung 3.5 für die Funktion GaussianSum generiert werden. Die Testzielmenge
wird wieder in die zwei Partitionen TG1  {tga2, tga3} und TG2  {tga1} einge-
teilt, die nacheinander abgearbeitet werden.
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Algorithmus 5 Test-Suite-Generierung mit Multi-Property-Checking und Wieder-
verwendung von Testfällen zwischen Testzielen
Input: Kontrollflussautomat CFA  (L, `0, `t ,E),
Menge von Testzielautomaten TG  {tga1, . . . , tgan}
Output: Abstrakte Test-Suite TS
1: TS : {}
2: UC : TG
3: while UC , ∅ do
4: TG’ : {tga′1, . . . , tga′l} ⊆ UC mit tga′i  (Q′i ,Σ′i ,∆′i , q′0i , F′i), 1 ≤ i ≤ l
5: while ∃ ω : ψ0 e0 · · · ek−1 ψk mit ψi  (`i , q′i1 , . . . , q′il , ri), 0 ≤ i ≤ k,
und ∃q′k j ∈ F′j , 1 ≤ j ≤ l do
6: for each tga’ ∈ UC do
7: if tga’ akzeptiert ω then
8: TS : TS∪ (tga’,ω)
9: TG’ : TG’ \ tga’
10: UC : UC \ tga’
11: UC : UC \ TG’
Begonnen wird mit Testfallgenerierung für die Testziele der Partition TG1.
Es wird der in Abbildung 3.17a dargestellte ARGM konstruiert. In Programm-
zustand 11 ist der TGA tga3 in einem Endzustand, das Testziel tga3 ist somit in
diesem Programmzustand erfüllt und es kann aus der Pfadbedingung von Pro-
grammzustand 11 ein Testfall abgeleitet werden, der das Testziel tga3 abdeckt.
Zum Beispiel der Testfall tc1  ([x  1, y  2]). Für den generierten Testfall tc1
wird im nächsten Schritt geprüft, ob er noch weitere, nicht abgedeckte Testzie-
le abdeckt. Der Testfall tc1 deckt ebenfalls das Testziel tga1 ab. Somit kann der
Testfall tc1 zur Abdeckung des Testziels tga1 wiederverwendet werden.
Für das Testziel tga2 wirdwie in Beispiel 3.36 der Testfall tc2  ([x  2, y  1])
generiert. Die Partition TG1 wird durch die Testfälle tc1 und tc2 vollständig
abgedeckt. Da alle Testziele der Partition TG2 durch die Wiederverwendung
von Testfällen zwischen Testzielen bereits abgedeckt sind (d. h. tga1), muss kein
weiterer ARGM für die Partition TG2 mehr konstruiert werden.
Die Test-Suite TS2  {tc1, tc2} deckt die Testzielmenge {tga1, tga2, tga3} voll-
ständig ab. Im Gegensatz zur Test-Suite-Generierung in Beispiel 3.36 ohne
Wiederverwendung von Testfällen zwischen Testzielen musste nur ein ARGM
anstatt zwei ARGM konstruiert werden und die generierte Test-Suite TS2 ent-
hält nur zwei anstatt drei Testfälle wie die Test-Suite TS1 aus Beispiel 3.36.
Algorithmus 5 zeigt einen Algorithmus basierend auf Algorithmus 4, der für
jeden generierten Testfall prüft, ob dieser noch weitere, nicht abgedeckte Testziele
abdeckt. Hierfür wurden die Zeilen 6 und 7 angepasst, in denen im neuen Algo-
rithmus für jedes Testziel tga’ aus der Menge UC überprüft wird, ob es durch den
generierten Testfall ω abgedeckt wird. Dies umfasst insbesondere auch Testziele
aus anderen Partitionen. Wird ein Testziel tga’ durch den Testfall ω abgedeckt,
wird das Paar (tga’,ω) zur Test-Suite TS hinzugefügt und tga’ aus den Mengen TG’
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und UC entfernt, und somit nicht weiter bei der Test-Suite-Generierung betrachtet
(Zeile 8–10).
Die Verwendung von Multi-Property-Checking für die Test-Suite-Generierung
und die Wiederverwendung von Testfällen zwischen Testzielen kann zu einer Ef-
fizienzsteigerung bei der Test-Suite-Generierung führen. Eine weitere Verbesse-
rung der Test-Suite-Generierung kann durch die Kombination vonMulti-Property-
Checkingmit der verbesserten ARGT-Vereinigung aus Abschnitt 3.2 erzielt werden.
Dies wird im folgenden Abschnitt beschrieben.
3.3.5 ARGM mit Programmzustandsvereinigungen ohne Verlust von Pfadinformationen
Während der durch einen einzelnen TGA getriebenen ARGT-Konstruktion aus Ab-
schnitt 3.1.5 werden im ARGT nur Programmzustände vereinigt, wenn die TGA-
Zustände von den zwei zu vereinigenden Programmzuständen gleich sind. In Ab-
schnitt 3.2 wurde beschrieben, dass dadurch während der ARGT-Konstruktion un-
ter Umständen viele Programmzustände mehrfach für unterschiedliche TGA-Zu-
stände berechnet werden müssen. Zur Vermeidung der Mehrfachberechnung von
Programmzuständen wurde ebenfalls in Abschnitt 3.2 eine Technik vorgestellt, um
Programmzustände häufig zu vereinigen und dadurch weniger Mehrfachberech-
nungen von Programmzuständenwährend einer ARGT-Konstruktion durchführen
zu müssen.
Das Problem des schnell wachsenden Programmzustandsraums durch wenige
Programmzustandsvereinigungen ist bei der ARGM-Konstruktion noch dramati-
scher. Im ARGM werden Programmzustände nur vereinigt, wenn sich alle TGAs in
den zu vereinenden Programmzuständen in den gleichen TGA-Zuständen befin-
den.
Beispiel 3.38 (Verhinderung der Vereinigung von Programmzuständen in
ARGM). Abbildung 3.17b zeigt einen Ausschnitt des ARGM für die TGAs tga2
und tga3 aus Abbildung 3.5. Die Programmzustände 10 und 10’ können nicht
vereinigt werden, da sich zwar der TGA tga3 in beiden Programmzuständen
im TGA-Zustand q03 befindet, aber der TGA tga2 sich in Programmzustand 10
in TGA-Zustand q02 und in Programmzustand 10’ in TGA-Zustand q
1
2 befindet.
Beispiel 3.38 zeigt, dass eine Vereinigung von Programmzuständen während einer
ARGM-Konstruktion durch einen einzelnen TGA aus der Menge der TGAs verhin-
dert werden kann, für die ein ARGM konstruiert wird. Tendenziell gilt, je mehr
TGAs während einer ARGM-Konstruktion berücksichtigt werden, desto höher ist
dieWahrscheinlichkeit, dass sichmindestens ein TGA in zwei Programmzuständen
in verschiedenen TGA-Zuständen befindet. Dadurch würden viele Vereinigungen
von Programmzuständen während der ARGM-Konstruktion verhindert und somit
viele Programmzustände für mehrere TGA-Zustandskombinationen mehrfach be-
rechnet.
Um auch während der Konstruktion von ARGM häufiger Vereinigungen von
Programmzuständen zu erlauben, werdenwir in diesemAbschnitt Multi-Property-
Checking mit der Vereinigung von Programmzuständen aus Abschnitt 3.2 kombi-
nieren. Hierzu sind drei Schritte notwendig:






r0  0∧ x0 ≤ y0
7 {q02}, {q03}
r0  0∧ x0 > y0
10 {q02 , q12}, {q03}
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)
11 {q02 , q12}, {q03 , q13}( (r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0)
)
∧ i0 ≤ n0
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
i ≤ n
Abbildung 3.18: Ausschnitt des ARGM der GaussianSum-Funktion für die Testziele tga2
und tga3 mit der Vereinigung von Programmzuständen
1. Die Automaten-CPA CPAAM muss für jeden TGA eine Menge von TGA-Zu-
ständen speichern, in denen sich der TGA in einem Programmzustand befin-
den kann.
2. Anpassung des Merge-Operators mergeAM , sodass beim Vereinigen von zwei
Programmzuständen, die TGA-Zustandsmengen der einzelnen TGAs verei-
nigt werden.
3. Die ARGM-Konstruktion muss durch Testpfadmarkierungen pfadsensitiv ge-
macht werden, um dem Verlust von Pfadinformationen (Daten- und Kon-
trollflussinformationen) nach dem Vereinigen von Programmzuständen ent-
gegenzuwirken.
Beispiel 3.39 (ARGM mit Vereinigung von Programmzuständen). Abbildung
3.18 zeigt den ARGM aus Abbildung 3.17b mit Vereinigung von Programm-
zuständen unabhängig von TGA-Zuständen. Jeder Programmzustand enthält
für jeden TGA eine Menge von TGA-Zuständen, die in diesem Programmzu-
stand erreichbar sind (vgl. Beispiel 3.30 für einen TGA). Beispielsweise sind in
Programmzustand 10 die TGA-Zustände q02 und q
1
2 in TGA tga2 erreichbar und
der TGA-Zustand q03 in TGA tga3. Beim Vereinigen von Programmzuständen
werden die einzelnen TGA-Zustandsmenge für die verschiedenen TGAs der
Programmzustände vereinigt. Beispielsweise werden die TGA-Zustandsmen-
gen {q02} und {q03} des Nachfolgers von Programmzustand 5 mit den TGA-
Zustandsmengen {q02, q12}, {q03} des Nachfolgers von Programmzustand 7 in
Programmzustand 10 zu den TGA-Zustandsmengen {q02, q12}, {q03} vereinigt.
Um wie in Beispiel 3.39 einen ARGM zu konstruieren, der für jeden TGA TGA-
Zustandsmengen speichert und diese beim Vereinigen von Programmzuständen
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zusammenführt, erweitern wir im Folgenden die Definition der Automaten-CPA
CPAAM fürmehrere TGAs entsprechend. Die daraus resultierendeAutomaten-CPA
CPAA′M  (DA′M , A′M ,mergeA′M , stopA′M ) arbeitet auf der Domäne DA′M bestehend
aus Mengen von TGA-Zustandsmengen. Die Transferrelation A′M berechnet die
nachfolgendeTGA-Zustandsmenge für jedenTGAgemäßder Transferrelation A′
(vgl. Definition 3.27). Beim Vereinigen von Programmzuständen durch den Merge-
Operator mergeA′M werden jeweils die TGA-Zustandsmengen aller TGAs der zu
vereinigenden Programmzustände vereinigt. Dadurchwird in einemARGM immer
dann vereinigt, wenn der Kontrollfluss eines Programms zusammenfließt.
Definition 3.40 (Automaten-CPA fürmehrereAutomatenCPAA′M ). Seien (L, `0,
`t ,E) ein CFA und TGA  {tga1, . . . , tgan} mit tgai  (Qi ,Σi ,∆i , qi0 , Fi), i 
1, . . . , n, eine Menge von TGAs mit dem Alphabet Σ ⊆ E × R. Die Automa-
ten-CPA für mehrere Automaten CPAA′M  (DA′M , A′M ,mergeA′M , stopA′M ) be-
steht aus den folgenden vier Komponenten:
• DA′M  (CA′M ,ΨA′M , ~·A′M ) besteht aus einer Menge von konkreten Zu-
ständen CA′M  Q10 × . . . ×Q1 j × . . . ×Qn0 × . . . ×Qnk , einer Menge von
abstrakten Zuständen ΨA′M  CA′M und einer Konkretisierungsfunktion
~·Q : CQ → ΨQ, die der Identitätsfunktion entspricht.
• Sei e ∈ E eine CFA-Kante, dann enthält die Transferrelation A′M den
Programmzustandsübergang
(Q′1, . . . ,Q′n) eA′M (Q
′′




∃(q′, e, q′′) ∈ ∆i : q′ ∈ Q′i ⇔ q′′ ∈ Q′′i für i  1, . . . , n
• mergeA′M ((Q1, . . . ,Qn), (Q
′
1, . . . ,Q
′
n))  (Q1 ∪ Q′1, . . . ,Qn ∪ Q′n) mit i 
1, . . . , n
• stopA′M ((Q1, . . . ,Qn), reached)  (∃(Q′1, . . . ,Q′n)′ ∈ reached : Qi  Q′i mit
i  1, . . . , n)
Die komponierte CPA CPAR′M , die sich aus der Komposition der Location-CPA
CPAL, der Prädikaten-CPA CPAP und der Automaten-CPA CPAA′M ergibt, un-
terscheidet sich zur CPA CPARM darin, dass immer dann vereinigt wird, wenn
Kontrollflüsse im CFA zusammenfließen, unabhängig davon in welchen TGA-Zu-
ständen sich die betrachteten TGAs in den zu vereinigenden Programmzuständen
befinden, wie beispielsweise in Abbildung 3.18 zu sehen ist.
Beispiel 3.41 (FehlendePfadsensitivität derCPACPAR′M ). Abbildung 3.18 zeigt
den ARGM für die TGAs tga2 und tga3 der GaussianSum-Funktion mit Vereini-
gung von Programmzuständen. Aufgrund der fehlenden Pfadsensitivität kann
es bei der Ableitung von Testfällen dazu kommen, dass ein Testfall abgeleitet
wird, der ein Testziel nicht abdeckt (vgl. Abschnitt 3.25). Wie in Abschnitt 3.2
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2 {q02}, {q03}
true∧ pm2,00  0∧ pm3,00  0
4 {q02}, {q03}
r0  0∧ pm2,00  0∧ pm3,00  0
5 {q02}, {q03}
r0  0∧ x0 ≤ y0 ∧ pm2,00  0∧ pm3,00  0
7 {q02}, {q03}
r0  0∧ x0 > y0 ∧ pm2,00  0∧ pm3,00  0
10 {q02 , q12}, {q03}
(r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ pm2,01  0∧ pm3,00  0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0 ∧ pm2,01  1∧ pm3,00  0)
11 {q02 , q12}, {q03 , q13}( (r0  0∧ x0 ≤ y0 ∧ i0  x0 ∧ n0  y0 ∧ pm2,01  0∧ pm3,00  0)
∨ (r0  0∧ x0 > y0 ∧ i0  y0 ∧ n0  x0 ∧ pm2,01  1∧ pm3,00  0)
)
∧ i0 ≤ n0 ∧ pm3,01  1
int i, n, r  0
x ≤ y x > y
i  x; n  y i  y; n  x
i ≤ n
Abbildung 3.19: Ausschnitt des ARGM der GaussianSum-Funktion für die Testziele tga2
und tga3 mit Vereinigung von Programmzuständen und Testpfadmarkern
ist die Ursache dafür, dass aufgrund der Vereinigung von Programmzustän-
den im ARGM Daten- und Kontrollflussinformationen verloren gehen können
und dadurch nicht mehr identifizierbar ist, auf welchem ARGM-Pfad ein TGA
einen Endzustand erreicht hat. Beispielsweise ist der TGA tga2 in Programm-
zustand 10 in einem Endzustand. Beim Ableiten eines Testfalls aus der Pfad-
bedingung von Programmzustand 10 kann es vorkommen, dass ein Testfall
abgeleitet wird, der den ARGM-Pfad 2 − 4 − 5 − 10 traversiert, der das Testziel
tga2 nicht abdeckt. Zum Beispiel der Testfall ([x  1, y  2]).
Zum Erhalt der Pfadsensitivität und somit zur korrekten Testfallgenerierung in
ARGM mit verbesserter Vereinigung von Programmzuständen können wie in Ab-
schnitt 3.2.2 Testpfadmarkierungen verwendet werden. Dabei werden TGA-Tran-
sitionen mit Testpfadmarkierungsvariablen versehen, die dynamisch während der
ARGM-Konstruktion in den ARGM eingepflegt werden. Das Einpflegen der Test-
pfadmarkierungsvariablen wird von der LOOM-CPA erledigt, die parallel zu der
CPA CPAR′M ausgeführt wird (vgl. Abschnitt 3.2.2).
Beispiel 3.42 (Ableiten von konkreten Testfällen aus einem ARGM mit Test-
pfadmarkierungen). Abbildung 3.19 zeigt den ARGM, der für die Testziele tga2
und tga3 für die GaussianSum-Funktion mit Hilfe der CPA CPAR′M konstruiert
wurde. Aus diesem ARGM sollen Testfälle zur Abdeckung der Testziele tga2
und tga3 abgeleitet werden. Das Testziel tga3 ist in Programmzustand 11 so-
wohl über den ARGM-Pfad 2 − 4 − 5 − 10 − 11 als auch über den ARGM-Pfad
2 − 4 − 7 − 10 − 11 erfüllt. Zur Ableitung eines konkreten Testfalls zur Abde-
ckung des Testziels tga3 wird die Pfadbedingung des Programmzustands 11
mit der Testpfadmarkierungsvariablen pm3,01  1 konjugiert, die der CFA-
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Kante 10 i ≤ n 11 entspricht (vgl. Beispiel 3.31). Ein möglicher Testfall ist somit
([x  1, y  1]).
Das Testziel tga2 ist in Programmzustand 10 durch den ARGM-Pfad 2 − 4 −
7 − 10 erfüllt. Zur Ableitung eines Testfalls, der tatsächlich den ARGM 2 − 4 −
7 − 10 traversiert wird die Pfadbedingung von Programmzustand 10 mit der
Testpfadmarkierungsvariablen pm2,01  1 konjugiert. Eine Lösung muss also
der zweiten Hälfte der Pfadbedingung von Programmzustand 10 entsprechen
und erfüllt somit tatsächlich das Testziel tga2. Ein möglicher Testfall ist ([x 
2, y  1]).
3.4 Experimentelle Evaluation
In diesemAbschnitt evaluieren wir die Test-Suite-Generierungmit Multi-Property-
Checking (TM) und die aus der Test-Suite-Generierung resultierenden Test-Suiten
in Bezug auf Effizienz und Effektivität. Die Effizienz der Test-Suite-Generierung
beschreibt dabei die CPU-Zeit, die für die Generierung einer Test-Suite benötigt
wird. Die Effizienz einer generierten Test-Suite ist hingegen die Größe der Test-
Suite (Anzahl der Testfälle), welche als Indikator für den Aufwand zur späteren
Ausführung der Test-Suite auf dem zu testenden Programm dient. Die Effektivität
der Test-Suite-Generierungwird durch die Abdeckungsraten angegeben, die durch
die generierten Test-Suiten erreicht werden. Die Effektivität der generierten Test-
Suiten wird hingegen durch ihre Fehlerdetektionsraten bestimmt.
Für die Evaluation wurden die Techniken zur Test-Suite-Generierung aus den
Abschnitten 3.1, 3.2 und 3.3 basierend auf dem Model-Checking-Framework CPA-
checker [BK11, BHT07] implementiert und es wurde eine Serie von Experimenten
für verschiedene Software-Systeme durchgeführt. Wir untersuchen dabei den Ein-
fluss der Verwendung der symbolischen Pfadsensitivität (SPS, vgl. Abschnitt 3.2)
und von verschiedenen Partitionsgrößen auf die Test-Suite-Generierung (vgl. Ab-
schnitt 3.3).
• Wir untersuchen den Einfluss von SPS auf die Test-Suite-Generierung,welche
den Programmzustandsraum durch das Zusammenfassen von Programmzu-
stände im ARGT verkleinern kann. Hierfür vergleichen wir die Test-Suite-Ge-
nerierung mit Multi-Property-Checking mit SPS (TMS) und ohne SPS (TMN ).
• Wir vergleichen die Auswirkungen der Partitionierung der Menge aller Test-
ziele auf die Test-Suite-Generierung. Hierfür teilenwir dieMenge der Testzie-
le auf Partitionen verschiedener Größe auf und untersuchen die Auswirkun-
gen dieser Partitionierungen auf die Effizienz und die Effektivität der Test-
Suite-Generierung. Neben verschiedenen Partitionsgrößen werden dabei die
Test-Suite-Generierung bei der immer nur ein Testziel betrachtet wird (TSS)
und bei der immer alle Testzielen gleichzeitig betrachtet werden (TAS) für
einen Vergleich herangezogen.
Für eine bessere Verständlichkeit dieses Abschnittes kann eine Übersicht der
evaluierten Test-Suite-Generierungsstrategien sowie deren Bezeichnungen in Ta-
belle 3.1 gefunden werden.
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Tabelle 3.1: Übersicht über die evaluierten Test-Suite-Generierungsstrategien
SPS
# Testziele 1 (TS) X (TM) Alle (TA)
Ohne SPS (N) TSN TMN ,X TAN
SPS (S) TSS TMS,X TAS
Forschungsfragen
Das Ziel der Evaluation ist die Beantwortung der zwei Forschungsfragen RQ1 und
RQ2, die sich auf die Parametrisierung unserer Test-Suite-Generierungstechnik be-
ziehen. Zur Parametrisierung der Test-Suite-Generierungstechnik verwenden wir
die zwei unabhängigen Variablen SPS (d. h. ein- und ausschalten der symbolischen
Pfadsensitivität) und die Partitionsgröße (d. h. die Verwendung verschiedener Parti-
tionsgrößen).
• RQ1 (Effizienz): Erhöht die Wiederverwendung von TM zur Test-Suite-Ge-
nerierung die Effizienz verglichen mit TSS und TAS?
• RQ2 (Effektivität): Wie beeinflusst die Verwendung von TM die Effektivität
der Test-Suite-Generierung verglichen mit TSS und TAS?
Die Forschungsfrage RQ1 zielt auf die Untersuchung des Einflusses verschiede-
ner Parametrisierungen der Test-Suite-Generierung auf die Effizienz der Test-Suite-
Generierung und der generierten Test-Suiten ab. Somit verwenden wir die zwei
Variablen durchschnittliche CPU-Zeit pro Zielsystem, d. h. die CPU-Zeit die durch-
schnittlich zur Generierung einer Test-Suite für ein Programm benötigt wird und
Test-Suite-Größe zur Bestimmung der verschiedenen Facetten von Effizienz.
Die Forschungsfrage RQ2 zielt auf die Untersuchung des Einflusses verschie-
dener Parametrisierungen der Test-Suite-Generierung auf die Effektivität der Test-
Suite-Generierung und der generierten Test-Suiten ab. Somit verwenden wir die
zwei Variablen Abdeckungsrate und Fehlerdetektionsrate zur Bestimmung der Effekti-
vität.
Zum Beantworten dieser Forschungsfragen evaluieren wir drei testbare Hypo-
thesen. Die erste Hypothese untersucht die Auswirkungen der Betrachtung aller
Testziele gleichzeitig (TAS) bei der Test-Suite-Generierung im Gegensatz zur sepa-
raten Betrachtung aller Testziele (TSS). Beide Ansätze verwenden dabei SPS.
H1: Das Verarbeiten aller Testziele gleichzeitig mit TAS erhöht die Effizienz und
Effektivität verglichen mit der separaten Betrachtung aller Testziele mit TSS.
Die zweite Hypothese vergleicht die Test-Suite-Generierung unter Verwendung
von SPS mit der Test-Suite-Generierung ohne SPS. Deshalb wird zusätzlich die
Test-Suite-Generierung für alle Testziele gleichzeitig ohne SPS (TAN ) in die Unter-
suchung mit einbezogen.
H2: Test-Suite-Generierung mit SPS unter Verwendung von TAS erhöht die Effizi-
enz und die Effektivität verglichen mit der Test-Suite-Generierung ohne SPS
unter Verwendung von TAN .
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Die dritte Hypothese untersucht die Auswirkungen verschieden großer Parti-
tionen auf die Test-Suite-Generierung (TMS). Wie für die Hypothese H1 werden
wieder nur Ansätze mit SPS betrachtet.
H3: TMS verbessert sowohl die Effizienz als auch die Effektivität der Test-Suite-
Generierung. Der Grad der Verbesserung ist dabei abhängig von der Anzahl
der Testziele, die zusammen betrachtet werden.
Experimentaufbau
Fallstudien. Die Zielsysteme für die Evaluation entstammen einer Menge von
Funktionen und Programmen von der Competition of Software Verification (SV-
Comp), welche Linux-Kernel-Treiber und Neuimplementierungen von Unix-Kom-
mandozeilentools für Ressourcen-beschränkte Systeme umfassen [Bey12]. Im De-
tail betrachten wir 324 C-Programme, welche durchschnittlich 1541 Zeilen Code
enthalten. ZurMessung der Fehlerdetektionsrate habenwir Fehler in den Program-
men mit Testzielen in Beziehung gesetzt, welche durch eine Test-Suite abgedeckt
werden müssen, damit die Fehler während der Testausführung gefunden werden.
ZudiesemZweck stehenuns umfangreiche Informationenüber Programmierfehler
in den Zielsysteme zur Verfügung [Bey12]. Die betrachteten Zielsysteme enthalten
im Schnitt 4 Fehler.
Diese Zielsysteme stellen eine viel genutzte Sammlung von Community-Bench-
marks dar, welche sowohl eine große Bandbreite an C-Programmstrukturen enthal-
ten als auch seltene Spezialfälle. Weiterhin werden viele dieser Zielsysteme häufig
in der Praxis verwendet (z. B. BusyBox1).
Tool-Unterstützung. Die Konzepte zur Test-Suite-Generierung mit Multi-
Property-Checking aus den Abschnitten 3.2 und 3.3 wurden basierend auf dem C-
Model-Checking-Framework CPAchecker2 [BK11, BHT07] implementiert. Für die
Spezifikation von Abdeckungskriterien verwenden wir FQL3 [HSTV10, HTSV10].
Als SMT-Solver kam SMTInterpol zum Einsatz.
Abdeckungskriterien. Als Abdeckungskriterien verwenden wir Anweisungs-
überdeckung (C0) und Bedingungsüberdeckung (C3), zwei der relevantesten Abde-
ckungskriterien in der Praxis [SL12]. Auf die Zielsysteme angewendet ergeben sich
die folgenden Zahlen: für C0 enthalten die Zielsysteme 7966 Testziele und für C3
8254 Testziele, wobei jedes Zielsystem im Schnitt 25 Testziele für jedes Abdeckungs-
kriterium enthält.
Experiment-Design. Als Baseline verwenden wir TSS und TAS wie sie oben
beschrieben sind. Die Experimentkonfigurationen für TSS und TAS enthalten als
Parametrisierung die An-/Abwahl der SPS und TM kann über verschiedene Parti-
tionsgrößen parametrisiert werden. Als Partitionsgrößen verwenden wir die fixen
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(TAS) aller Testziele. Wir haben die 10 Experimentkonfigurationen (d. h. TSS und
TAS jeweils mit/ohne SPS kombiniert und TMS mit verschiedenen Partitionsgrö-
ßen), die sich aus diesen Überlegungen ergeben, auf alle Zielsysteme sowohl für
C0- als auch für C3-Abdeckung angewendet.
Aufbau der Messungen. Die gemessenen CPU-Zeiten enthalten den kom-
pletten Test-Suite-Generierungsprozess einschließlich der TGA-Konstruktion aus
den FQL-Queries, der CPA-Initialisierung und der Ausführung des Testgenerators
selbst. Für jedes Testziel sichern wir eine Mindest-CPU-Zeit von 60s zu. Somit er-
hält jede Testzielpartition einen Partitions-Timeout, der durch die Formel Timeout
pro Testziel * Anzahl der Testziele pro Partition berechnet wird. Der globale Timeout
für den gesamten Test-Suite-Generierungsprozess wird pro Zielsystem auf 3 Stun-
den gesetzt. Die Evaluation wurde auf Computern mit einem Intel Xeon E5-2650
(2GHz) mit 30GB RAM ausgeführt. Die Verwendung von 30GB RAM ist für die
betrachteten Zielsysteme ausreichend, sodass kein Swapping von Speicherinhal-
ten im Arbeitsspeicher während der Test-Suite-Generierung durchgeführt werden
muss.
Datensammlung. Für alle 10 Experimente habenwir die folgenden Daten zum
Beantworten der Hypothesen und der Forschungsfragen gesammelt. Zur Evaluati-
on der Effizienz haben wir die benötigte CPU-Zeit für die Test-Suite-Generierung
und die Anzahl der generierten Testfälle gemessen. Bezüglich der Effektivität ha-
ben wir die Abdeckungsraten und die Fehlerdetektionsraten der generierten Test-
Suiten für jedes Experiment bestimmt.
Um die Hypothese H1 zu beantworten, vergleichen wir die für TSS und TAS
gemessenen Daten. Dabei untersuchen wir die Auswirkungen auf die Test-Suite-
Generierung, wenn alle Testziele separat betrachtet werden im Gegensatz zu dem
Fall, dass alle Testziele gleichzeitig betrachtet werden. Bezüglich der Hypothese
H2 vergleichen wir die für die Test-Suite-Generierung gemessenen Daten, wenn
alle Testziele gleichzeitig mit (TAS) und ohne (TAN ) SPS betrachtet werden und un-
tersuchen den Einfluss von SPS auf die Test-Suite-Generierung. Zur Beantwortung
der Hypothese H3 vergleichen wir die Effizienz und die Effektivität von TMS mit
den festen Partitionsgrößen 10 (TMS,10), 20 (TMS,20) (TMS,50) sowie mit den pro-
zentualen Partitionsgrößen 25% (TMS,25%), 50% (TMS,50%) und 75% (TMS,75%) mit
der Baseline (TSS und TAS), um den Einfluss der verschiedenen Partitionsgrößen
auf die Test-Suite-Generierung zu untersuchen. Ob die Ergebnisse relevant sind
bestimmen wir mit Hilfe des T-Tests.
Ergebnisse
Die gemessenen Daten für die Hypothesen H1 und H2 sind in der Tabelle 3.2
zusammengefasst und die gemessenen Daten für Hypothese H3 in der Tabelle 3.3.
Hypothese H1 . Im Durchschnitt ist die Test-Suite-Generierung mit TAS lang-
samer (77,5s pro Zielsystem) als mit TSS (70,5s pro Zielsystem), aber TAS deckt
einzelne Testziele schneller ab (1,09s pro Testziel) als TSS (1,2s pro Testziel). Abbil-
dung 3.20 zeigt, dass TAS im allgemeinen schneller ist als TSS. Dabei nehmen die
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Tabelle 3.2: Vergleich von TSS und TAmit (TAS) und ohne SPS (TAN )
TSS TAS TAN
 CPU-Zeit pro Fallstudie (s) 70,5 77,5 243,6
 CPU-Zeit pro Testziel (s) 1,2 1,09 2,15
 # Testfälle pro Fallstudie 24,9 21,4 20,0
 Abdeckungsrate (%) 99,7 99,8 99,2
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Abbildung 3.20: Vergleich zwischen der Verarbeitung aller Testziele gleichzeitig (TAS, grü-
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Abbildung 3.21: Auswirkungen von SPS auf TS und TA (grün: SPS eingeschaltet, schwarz:
SPS ausgeschaltet)
Performance-Vorteile von TAS gegenüber TSS bei steigender CPU-Zeit jedoch ab.
Dies ist auch der Grund, warum TAS im Durchschnitt langsamer ist als TSS, aber
dennoch einzelne Testziele durchschnittlich schneller Abdeckt. Weiterhin zeigt Ab-
bildung 3.20, dass TAS im Durchschnitt signifikant (p  0, 0) kleinere Test-Suite (
21,4 Testfälle) als TSS ( 24,9) produziert.
Hypothese H2 . Die für die Test-Suite-Generierung benötigteCPU-Zeit proZiel-
system ist signifikant (p  0.027) kleiner, wenn TAS (77,5s) verwendet wird vergli-
chen mit TAN (243,6s). Abbildung 3.21 zeigt, dass TAS für Zielsysteme, für welche
die Test-Suite-Generierung im Allgemeinen länger dauert, mehr CPU-Zeit gegen-






























Abbildung 3.22: Auswirkungen der Partitionierung von Testzielen auf die Test-Suite-Ge-
nerierung
über TAN spart. Jedoch sind diese Ergebnisse nicht signifikant (p  0.85). Bezüglich
der Größe der generierten Test-Suiten produziert TAN kleinere Test-Suiten (20,3)
als TAS (21,4). Die Effektivität bzgl. der durchschnittlichen Testzielabdeckung und
der durchschnittlichen Anzahl von gefundenen Fehlern ist für TAN und TAS sehr
ähnlich. TAN deckt im Durchschnitt 99,2% aller Testziele ab und die generierten
Test-Suiten finden im Durschschnitt 85,1% aller Fehler und TAS deckt 99,8% aller
Testziele ab und die generierten Test-Suiten finden im Durschschnitt 86,8% der
Fehler.
Hypothese H3 . Abbildung 3.22 zeigt einen Vergleich der CPU-Zeiten für die
Test-Suite-Generierung mit TMS für verschiedene Partitionsgrößen sowie die ent-
sprechenden Test-Suite-Größen. Im Durchschnitt generiert TMS Test-Suiten pro
Zielsystem in kürzerer Zeit (zwischen 45,8 für TMS,20 und 76,4s für TMS,75%) als
TAS (77,5s) in allen Fällen und in kürzerer Zeit als TSS (70,5s) in allen Fällen außer
für TMS,75%. Dabei sind die Instanziierungen von TMS, die Test-Suiten im Durch-
schnitt in kürzerer Zeit generieren nicht immer die Instanziierungen, die auch ein-
zelne Testziele im Durchschnitt am schnellsten Abdecken. Beispielsweise benötigt
TMS,75% (76,4s) imDurchschnitt geringfügigweniger CPU-Zeit für dieGenerierung
einer Test-Suite als TAS (77,5s). Dabei benötigt TMS im Durschschnitt jedoch 1,26s
um ein Testziel abzudecken, wohingegen TAS nur 1,09s benötigt. Der Grund dafür
ist, dass gerade für kleinere Programme mit weniger Testzielen die Betrachtung
aller Testziele parallel effizienter ist, als die die Betrachtung von Teilmengen von
Testzielen wie es auch in Abbildung 3.22 zu sehen ist. Auch gibt es bei TAS weniger
Fälle bei denen die Test-Suite-Generierung sehr viel länger gedauert hat verglichen
mit den einzelnen Instanziierungen von TMS als es bei TMS,75% der Fall ist. Im
Durchschnitt generiert TMS kleinere Test-Suiten (zwischen 16,0 Testfälle pro Ziel-
system fürTMS,10 und 18,7 fürTMS,75%) für alle Partitionsgrößen verglichenmit der
Baseline (24,9 Testfälle pro Zielsystem für TSS und 21,4 für TAS). Die Effektivität ist
stabil für alle betrachteten Partitionsgrößen mit durchschnittlichen Abdeckungsra-
ten zwischen 99,6% (TMS,10,TMS,20,TMS,75%) und 99,8% (TMS,25%,TMS,50%,TAS) so-
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Tabelle 3.3: Effekte verschiedener Partitionsgrößen auf die Test-Suite-Generierung, Grup-





















































































































































106 3 Automatisierte Testgenerierung mit symbolischem Model-Checking
wie durchschnittlichen Fehlerdetektionsraten zwischen 86,6% (TMS,50) und 89,9%
(TSS).
Diskussion
Als erstes diskutieren wir die Ergebnisse bzgl. der Hypothese H1, d. h. die Aus-
wirkungen auf die Test-Suite-Generierung, wenn wir alle Testziele gleichzeitig be-
trachten im Gegensatz zu der Betrachtung von jedem Testziel separat. Im Durch-
schnitt ist die Effizienz der Test-Suite-Generierung bezogen auf die CPU-Zeit für
TAS etwas schlechter verglichen mit TSS. Abbildung 3.20 zeigt jedoch, dass die
Effizienz der Test-Suite-Generierung mit TAS gerade für Programme mit weniger
Testziele durchweg besser ist vergleich mit TSS. Erst bei zunehmender Komplexität
der Zielsysteme verringern sich die positiven Auswirkungen der Betrachtung aller
Testziele gleichzeitig auf die CPU-Zeit.Weiterhin generiert TAS signifikant kleinere
Test-Suiten als TSS. Bezüglich der Effektivität hat TAS fast die gleiche Testzielab-
deckungsrate und Fehlerdetektionsrate wie TSS. Somit folgern wir, dass TAS die
Effizienz im Vergleich zu TSS erhöht, wobei die Effektivität ähnlich hoch ist.
Um die Auswirkungen von SPS auf die Test-Suite-Generierung für alle Testziele
gleichzeitig zu untersuchen, vergleichen wir TAN und TAS in der Hypothese H2.
Wenn alle Zielsysteme betrachtetwerden, dann generiertTAS Test-Suiten imDurch-
schnitt in 77,46s, wohingegen TAN 243,6s imDurchschnitt benötigt. Die Anzahl der
generierten Testfälle ist dabei für TAN geringfügig kleiner, wohingegen die Effek-
tivität unter Verwendung von TAS leicht besser ist. Insgesamt verbessert TAS die
Test-Suite-Generierung stark verglichen mit TAN bzgl. der CPU-Zeit. Anzumerken
ist dabei, dass die positiven Auswirkungen durch SPS mit zunehmender Größe
der Zielsysteme bezogen auf die Anzahl der Testziele immer stärker werden. Für
Zielsysteme mit mehr als 100 Testzielen benötigt TAS im Durchschnitt nur 335,7s
pro Fallstudie für die Test-Suite-Generierung im Gegensatz zu TAN mit 425,4s. Aus
diesen Beobachtungen folgern wir, dass SPS für größere Zielsysteme effizienter ist
als für Zielsysteme mit weniger als 100 Testzielen.
Bezüglich der Hypothese H3 erhöht TMS die Effizienz im Sinne von CPU-Zeit
und Test-Suite-Größe für alle Partitionsgrößen verglichen mit TSS. Die Effektivität
ist dabei für alle Konfigurationen stabil. Verglichen mit TAS steigert TMS die Effizi-
enz der Test-Suite-Generierung bzgl. der durchschnittlich benötigten CPU-Zeit um
40%und bzgl. derGröße der generierten Test-Suiten um15%.TMS ist in allen Fällen
durchschnittlicher schneller als TAS für die Zielsysteme, die wir betrachtet haben
und nur für den Fall TMS,75% langsamer als TSS. Weiterhin sind die Test-Suiten,
die mit TMS generiert werden, immer noch wesentlich kleiner als die durch TAS
generierten Test-Suiten.Wieder ist die Effektivität für TMS für alle Partitionsgrößen
TSS und TAS stabil.
Unsere Experimente zeigen einen großen Einfluss der verschiedenen Partitions-
größen auf die Performance der Test-Suite-Generierung. Dennoch gibt es keine
Partitionsgröße bei der die Performance durchgängig am besten ist. Zum Beispiel
generiert inmanchen Fällen TMS,20 Test-Suiten schneller als TMS10 oder umgekehrt.
Weiterhin kann aus den Experimenten geschlossenwerden, dass es keine offensicht-
liche Strategie gibt, nach der eine Partitionsgröße, die am besten für ein Zielsystem
passt, ausgewählt werden kann.
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Im Allgemeinen führt die Betrachtung mehrerer Testziele gleichzeitig zu einer
besseren Effizienz. Dennoch scheint es eine kritische Größe von Testzielpartitionen
zu geben, ab der diese Vorteile durch zusätzlichen Berechnungsaufwand durch die
Betrachtung mehrere Testziele gleichzeitig beeinträchtigt werden. Diese Auswir-
kungen sind beobachtbar, wenn TMS,20 mit TMS,75% und TAS speziell für größere
Zielsysteme verglichen wird. Im Durchschnitt generiert TMS,20 schneller Test-Sui-
ten als TMS,75%, welches wiederum schneller als TAS ist. Bezüglich TAS wird die
Effizienz insbesondere durch zusätzlichen Berechnungsaufwand zur Behandlung
mehrerer Testziele gleichzeitig negativ beeinflusst.
Eine weitere Erkenntnis ist, dass in unseren Experimenten das ausgewählte Ab-
deckungskriterium die Effizienz und Effektivität von TMS nicht bemerkbar beein-
flusst. Wir haben ähnliche Ergebnisse bzgl. der Effizienz und Effektivität sowohl
für C0-Abdeckung als auch für C3-Abdeckung für alle Zielsysteme erhalten.
Zusammengefasst ist eine mittlere Partitionsgröße am wahrscheinlichsten für
die Verringerung von Berechnungsaufwand während der Test-Suite-Generierung
geeignet, wobei die Effektivität davon nicht beeinflusstwird. Bis zu einemgewissen
Grad verringern zu große Partitionsgrößen die positiven Auswirkungen auf die
Effizienz der Test-Suite-Generierungdurch zusätzlichen Berechnungsaufwand, der
durch die Betrachtung vieler Testziele gleichzeitig entsteht.
Gefährdung der Validität
Interne Validität. Die konfigurierbare Technik zur Test-Suite-Generierung
basierend auf Multi-Property-Checking bietet einige neue Parametereinstellungen
zur Justierung der Test-Suite-Generierung. In der Evaluation habenwir uns auf den
Einfluss der Partitionsgröße und der SPS auf die Effizienz und Effektivität der Test-
Suite-Generierung mit vordefinierten Timeout-Werten beschränkt, um die Ergeb-
nisse nicht durch zu viele Parameter zu verfälschen und somit die interne Validität
der Evaluierung zu gefährden. Die Verteilung der Testziele aufmehrere Partitionen
geschah gemäß der Reihenfolge, in der die Testziele aus einer FQL-Query abgeleitet
wurden. Diese Partitionierung der Testziele könnte die interne Validität gefährden.
Dennoch glauben wir, das die Anwendung von Partitionierungsstrategien unse-
re Ergebnisse potenziell noch weiter verbessern würde [ABM+16]. Eine weitere
Gefährdung der internen Validität könnte aus der Beschränkung auf die gewähl-
ten Abdeckungskriterien resultieren. Wir erwarten jedoch ähnliche Ergebnisse für
andere Abdeckungskriterien basierend auf unserer Erfahrung.
Externe Validität. EineGefährdung der externenValidität besteht in dem feh-
lenden Vergleich mit anderen Ansätzen. Aufgrund der Neuartigkeit des Ansatzes
war ein Vergleich mit ähnlichen Ansätzen jedoch noch nicht möglich. Stattdessen
wurde als Baseline der Evaluation die Test-Suite-Generierung so konfiguriert, dass
die Partitionierung der Testzielmenge praktisch deaktiviert wird, d. h. als Baseli-
ne wurde die Test-Suite-Generierung für jedes Testziel einzeln (TS) und für alle
Testziele zusammen (TA) verwendet. Wir sind eher daran interessiert zu analysie-
ren, welche potenziellen Verbesserungen die Partitionierung von Testzielen und
SPS bewirkt, anstatt den Test-Suite-Generierungsansatz mit anderen Ansätzen zu
vergleichen.
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Die Auswahl der Zielsysteme kann immer als Gefährdung der externen Validität
angesehen werden. Dennoch stellen die ohnehin schon anspruchsvollen Systeme
für das Benchmarking von Software-Verifizierern von der SVComp für ein noch
herausforderndes Problem wie die Test-Suite-Generierung eine solide Basis für
unsere Experimente dar. Zusätzlich enthalten viele Systeme aus dem SVComp-
Korpus Code aus realen Systeme (z. B. BusyBox).
3.5 Verwandete Arbeiten
In diesem Abschnitt diskutieren wir zu den in diesem Kapitel behandelten Ansät-
zen und Techniken verwandte Arbeiten. Aufgrund der umfangreichen Forschungs-
arbeiten im Bereich automatisierter Testgenerierung, werden wir den Fokus auf
verwandte Arbeiten legen, die sehr eng mit unseren Ansätzen in Beziehung stehen.
Concolic Testing und Fuzz Testing
Im Gegensatz zu Testgenerierungsansatz, die Branching Conditions und Rando-
misierung zur Steuerung der Traversierung des Programmzustandsraums einer
IUT verwenden, wie Concolic-Testing-Ansätze [GKS05, MS07, GLM08a, CJW15]
und Fuzz-Testing-Ansätze [GLM08b], wird die Traversierung des Programmzu-
standsraums einer IUT in unserem Ansatz durch Testziele geleitet, die als endliche
Automaten (TGAs) spezifiziert werden. Die Testziele können dabei flexibel durch
ein vom Benutzer spezifiziertes Abdeckungskriterium festgelegt werden. Weiter-
hin stellen die oben genannten Testgenerierungsansätze im Gegensatz zu unserem
Testgenerierungsansatz die Abdeckung von Testzielen nicht sicher. Die Verwen-
dung von Automaten zur Steuerung von Model-Checking-basierter Testgenerie-
rung ist jedoch nicht neu, z. B. werden Automaten zur Spezifikation von Testzielen
in [LPY97, BHJP04, HSTV10] verwendet.
Model-Checking-basierte Testgenerierung
Verschiedene Model-Checking-basierte Testgenerierungsansätze wurden in der
Literatur vorgeschlagen, z. B. basierend auf SAL2 [HdMR04], UPPAAL [LPY97,
BHJP04], Java PathFinder [VPK04], BLAST [BCH+04] und CPAchecker [BHTV13].
Keiner dieserAnsätze verwendet für die TestgenerierungMulti-Property-Checking
[ABM+16] zur Generierung von Testfällen fürmehrere Testziele während einesMo-
del-Checking-Laufs. Neben der Verwendung vonMulti-Property-Checking für die
Testgenerierung, untersuchen wir im Gegensatz zu den oben genannten Arbeiten
verschieden große Menge von Testzielen, die gleichzeitig während eines Model-
Checking-Laufs berücksichtigt werden.
Abstraktion und statische Analysen
Während Abstraktion und statische Analysen wiederholt zum Steuern der Test-
generierung betrachtet werden [BNRS08, CMW16, CS05, CS06, CJW15, DGH16,
GNRT10, GHK+06, HdMR04, HSH+00, McM10, VPK04], unterstützt keiner die-
ser Ansätze Multi-Property-Checking für die Testgenerierung oder evaluiert den
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Einfluss von simultan betrachteten Teilmengen von Testzielen während der Testge-
nerierung. Diese Ansätze betrachten entweder nur ein einzelnes Testziel in einem
Schritt der Testgenerierung oder die gesamte Menge aller Testziele.
Search-based Testgenerierung
Die Defizite der Adressierung eines einzigen Testziels zur gleichen Zeit wurden im
Kontext von Search-based Testdatengenerierung untersucht [HKL+10, FA13, AF14].
Bei Search-based Testgenerierung wird die komplette Menge von Testzielen gleich-
zeitig untersucht mit dem Ziel kleine, aber effektive Test-Suiten abzuleiten. Search-
based Testgenerierungsansätze unterstützen jedoch nur eine kleine, fixe Menge
von Abdeckungskriterien, z. B. Zweigabdeckung, während wir eine vielseitigere
Menge von Abdeckungskriterien basierend auf Testzielautomaten unterstützen.
Weiterhin ist die technische Grundlage von Search-based Testgenerierung undMo-
del-Checking-basierter Testgenerierung grundsätzlich verschieden. Während die
Anzahl von generierten Testfälle grundsätzlich relevant ist, fokussieren wir uns auf
den Performance-Aspekt von automatisierter Testgenerierung und anstatt nur die
gesamte Test-Suite zu berücksichtigen, untersuchen wir in unserer Arbeit verschie-
den große Teilmengen von Testzielen, die gleichzeitig während einer Erreichbar-
keitsanalyse berücksichtigt werden.
SAT-based Testgenerierung
Der Testgenerator FShell [HSTV08, HSTV09] kodiert eine Menge von Testzielauto-
maten in endliche Abwicklungen eines Programms als SAT-Term und versucht zu
bestimmen, welche durch die Testzielautomaten spezifizierten Testziele erfüllbar
sind. Aufgrund der begrenzten Natur der Darstellung des Problems als SAT-Term,
kann FShell nicht bestimmen welche Testziele unerfüllbar sind. Unser CPAche-
cker-basierter-Ansatz erlaubt es hingegen zu bestimmen, wann ein Testziel uner-
füllbar ist und unterstützt weiterhin verschiedene Arten von Erreichbarkeitsanaly-
sen.
Wiederverwendung von Erreichbarkeitsanalyseergebnissen
Das Teilen von Informationen zwischen Testgenerierungsläufen für verschiedene
Testziele wurde bereits für SAT-Solving-basierte Testgenerierung fürHardware-De-
signs [MC09,QCM10] und fürModel-Checking-basierte Testgenerierung [BHTV13,
Hol13, BLB+15] betrachtet. ImGegensatz zuunsererArbeit, betrachtendiese Testan-
sätze nicht verschiedene Testziele gleichzeitig, sondern untersuchen wie Informa-
tionen an die Testfallgenerierung zur Wiederverwendung für das nächste Testziel
übergeben werden können.
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3.6 Zusammenfassung und Ausblick
White-Box-Ansätze zur automatisieren Generierung von Komponententests auf
Basis von Model-Checking skalierten bisher im Allgemeinen nicht bei der Ge-
nerierung von Test-Suiten für große Software-Programme aufgrund der Ausfüh-
rung von vielen anspruchsvollen und redundanten Berechnungen. In diesem Ka-
pitel wurde eine Reihe von neuen Techniken vorgestellt, welche die existieren-
den Ideen und Techniken zur Testgenerierung mit Model-Checking von Beyer
et al. [BCH+04, BHTV13] und Holzer [Hol13] mit den Zielen (1) die Testgenerie-
rungstechniken mit Multi-Property-Checking zu kombinieren und (2) die Vereini-
gung von Programmzuständen im Programmzustandsraum zu optimieren.
(1) Durch die Kombination von Testgenerierungstechniken mit Multi-Property-
Checking ist es möglich, während eines Model-Checker-Laufs (d. h. während ei-
ner ARG-Konstruktion) für mehrere Testziele in einem Lauf eine Test-Suite zu
generieren und dadurch eine systematische Wiederverwendung von Testgenerie-
rungsergebnissen zwischen Testzielen zu ermöglichen. Die Evaluationsergebnisse
zeigen, dass durch diese systematische Wiederverwendung von Testgenerierungs-
ergebnissen der Anteil von redundanten Berechnungsschritten während der Test-
generierung deutlich reduziert werden kann.
(2)Mit Hilfe der Verbesserung der Vereinigung von Programmzuständen im Pro-
grammzustandsraum kann die Größe des zu berechnenden Programmzustands-
raumswährend der Testgenerierung reduziert werden, indem ähnliche Programm-
zustände häufiger zusammengefasst werden können. Um dem Verlust an Pfadsen-
sitivität entegegen zu wirken, der durch das vermehrte Vereinigen von Programm-
zuständen entstehen kann, haben wir das Konzept der symbolischen Pfadsensiti-
vität verwendet. Symbolische Pfadsensitivität erlaubt es, Pfade im Programmzu-
standsraum eindeutig Testzielen zuzuordnen, sodass trotz der Vereinigung von
Programmzuständen korrekte Test-Suiten generiert werden.
Die Ergebnisse der Evaluation zeigen, dass die Test-Suite-Generierung basierend
auf Multi-Property-Checking durch die Betrachtung mehrerer Testziele in einem
Lauf im Allgemeinen zu einer besseren Testeffizienz (Generierungsdauer und Test-
Suite-Größe) bei einer ähnlichen Testeffektivität der generierten Test-Suiten (Ab-
deckungsrate und Fehlerdetektionsrate) führt. Jedoch können nicht einfach alle
Testziele gleichzeitig betrachtet werden, da es eine kritische Anzahl von Testzielen
gibt ab der die Vorteile der Test-Suite-Generierung mit Multi-Property-Checking
durch zusätzlichen Berechnungsaufwand beeinträchtigt werden, der durch die
gleichzeitige Betrachtung sehr vieler Testziele entsteht. Eine weitere Erkenntnis der
Evaluation ist, dass das ausgewählte Abdeckungskriterium die Testeffizienz und
Testeffektivität von Test-Suite-Generierung mit Multi-Property-Checking nicht be-
merkbar beeinflusst. Wir haben ähnliche Ergebnisse bzgl. der Testeffizienz und
Testeffektivität sowohl für C0-Abdeckung als auch für C3-Abdeckung für alle Fall-
studien erhalten, somit der Ansatz wahrscheinlich unabhängig vom gewählten
Testverfahren, solange die Testziele als TGAs ausdrückbar sind.
Insgesamt zeigt die Evaluation einige sehr aufschlussreiche Ergebnisse bzgl. der
Auswirkungen von SPS und Multi-Property-Checking auf die Test-Suite-Generie-
rung. In zukünftigen Forschungsarbeiten können weitere Evaluationen durchge-
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führt werden, um noch weitere Parameter des vorgestellten Test-Suite-Generie-
rungsansatzes zu untersuchen. Ein Beispiel hierfür wäre es, die Auswirkungen der
Verwendung anderer Abdeckungskriterien auf die Effizienz und die Effektivität
der Test-Suite-Generierung zu evaluieren. Weiterhin sollten zusätzliche Zielsyste-
me betrachtet werden.
Als Basis für die Implementierung dient das konfigurierbare Model-Checking-
FrameworkCPAchecker, welches hunderteKonfigurationsoptionen enthält,mit de-
nen die Test-Suite-Generierung potenziell weiter optimiert und an die Anforderun-
gen unterschiedlicher Zielsysteme angepasst werden kann. Dies umfasst ebenfalls
die Verwendung verschiedener Model-Checking-Technologien, wie explizites Mo-
del-Checking oder Bounded Model-Checking. In zukünftigen Forschungsarbeiten
können die Auswirkungen der verschiedenen Konfigurationsoptionen und Model-
Checking-Techniken des CPAchecker-Frameworks auf die Test-Suite-Generierung
untersucht werden, um die Test-Suite-Generierung weiter zu verbessern.
Neben weiteren Evaluationen gibt es auch technische Aspekte, die in zukünf-
tigen Arbeiten untersucht und verbessert werden können. Ein Aspekt ist dabei
die Partitionierung und Priorisierung der Testzielmenge. Aktuell wird die Testziel-
menge zufällig auf Partitionen einer bestimmten Größe verteilt. Zukünftig könnte
eine systematische Partitionierung der Testzielmenge die Effizienz der Test-Suite-
Generierung weiter verbessern. Beispielsweise könnten Testziele gemäß des Kon-
trollflusses im CFA partitioniert werden, sodass Testziele, die auf den gleichen
Programmpfaden liegen, gemeinsam betrachtet werden. Weiterhin könnte die Par-
titionierung dynamisch erfolgen, sodass Testziele basierend auf bereits erlangten




AUTOMAT I S I ERTE TESTGENER IERUNG FÜR SOFTWARE -
PRODUKTL IN IEN
Hochkonfigurierbare Software-Systeme sind heutzutage in vielen modernen An-
wendungsdomänen essentiell, um mit immer individualisierteren Kundenwün-
schen unddomänenspezifischenAnforderungen an die Systeme umzugehen. SPLE
ist zu einer Schlüsseltechnologie im Umgang mit der Variabilität in hochkonfigu-
rierbaren Systemen geworden [CN01]. SPLE zielt darauf ab, SPLs bestehend aus
gleichartigen, aber dennoch unterscheidbaren Software-Produkten auf Basis einer
gemeinsamen Kernplattform zu entwickeln. Dementsprechend haben SPLs in den
vergangenen Jahren Einzug in verschiedenste Anwendungsdomänen gefunden,
z. B. in Fahrzeug-, Informations- und mobilen Systemen [WCKK06].
Wie bei der Entwicklung einzelner Software-Produkte, ist die Qualitätssiche-
rung eine aufwändige und kritische Phase von SPLE. Im Gegensatz zur Software-
Entwicklung einzelner Produkte umfasst die Qualitätssicherung beim SPLE nicht
nur das Validieren und Verifizieren einer einzelnen Software, sondern einer gan-
zen Familie von Software [McG01, PS08, SH11]. Somit erweitert die Qualitätssi-
cherung von SPLE die Qualitätssicherung der Software-Entwicklung einzelner
Produkte um eine weitere Dimension: dem Variantenreichtum. Da es aufgrund
der hohen Anzahl von Produkten (Varianten) üblicherweise unmöglich ist, Quali-
tätssicherung für jedes Software-Produkt separat (produktweise) durchzuführen,
wurden in der Literatur verschiedene Techniken vorgeschlagen, um Qualitätssi-
cherung für ganze Software-Familien auf einmal (familienbasiert) durchzufüh-
ren [AtBFG11, COLS11, CHSL11, CCP+12, BLB+15]. Wie für einzelne Software-
Produkte (vgl. Kapitel 3), ist die Testgenerierung eine vielversprechende Technik
zur Automatisierung der familienbasierten Qualitätssicherung von SPLs. Dabei
sollte der Grundsatz von SPLE, Artefakte während der Entwicklung von SPLs
möglichst systematisch zwischen Software-Produkten wiederzuverwenden, auch
bei der familienbasiertenQualitätssicherung beibehaltenwerden. Für die automati-
sierte, familienbasierte Testgenerierung heißt dies insbesondere dieWiederverwen-
dung von (Teil-)Ergebnissen von Erreichbarkeitsanalysen (z. B. Testfälle) während
der Testgenerierung (vgl. Kapitel 3) zwischen Testzielen und Software-Produkten
zu maximieren.
In diesem Kapitel werden wir die Techniken zur automatisierten Testgenerie-
rung aus Kapitel 3 für SPLs so erweitern, dass Test-Suiten familienbasiert generiert
werden können. Das Ziel dabei ist es, Test-Suiten unter Betrachtung kompletter
Software-Familien zu generieren, sodass mit den generierten Test-Suiten sämtli-
che Software-Produkte einer SPL abgedeckt werden können. Dabei liegt der Fokus
insbesondere auf einer möglichst hohen Wiederverwendung von Ergebnissen von
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1 int Calc_SPL(int x, int y) {
2 #if SUM
3 int r = 0;
4 #elif FAC









14 while (x <= y) {
15 #if SUM
16 r = r + x;
17 #elif FAC
18 r = r * x;
19 #endif





Abbildung 4.1: Überarbeitete SPL-Implementierung der Calc-SPL
Erreichbarkeitsanalysen zwischen Testzielen und Software-Produkten, sodass der
Aufwand für die Test-Suite-Generierung im Vergleich zu produktweisen Testa-
bleitung möglichst reduziert wird (vgl. Forschungsherausforderungen FH2.1 und
FH2.2).
4.1 White-Box-Testgenerierung für Software-Produktlinien
In diesem Abschnitt wird der Ansatz zur automatisierten White-Box-Testgenerie-
rung aus Abschnitt 3.1 um die Möglichkeit erweitert, Test-Suiten zur Abdeckung
von kompletten Software-Familien zu generieren. Das Ziel dabei ist es, familien-
basiert Test-Suiten für alle Produkte einer SPL in einem Durchlauf zu generieren
und nicht nur für einzelne Software-Produkte in separaten Durchläufen [BLB+15].
Der Fokus der familienbasierten Testgenerierung liegt dabei auf einer möglichst
hohen Wiederverwendung von Testartefakten (z. B. generierte Testfälle) zwischen
Software-Produkten und Testzielen.
4.1.1 Software-Produktlinien-Implementierungen
Die in diesem Kapitel beschriebenen Techniken werden anhand der Calc-SPL il-
lustriert, die in Abschnitt 2.3.4 eingeführt wurde. Damit die Darstellung von Arte-
fakten der Calc-SPL (z. B. CFAs und ARGs) in diesem Kapitel handhabbar bleibt,
werden wir die Implementierung der Calc-SPL aus Abbildung 2.12 an zwei Stellen
verändern. Zumeinenwird derVergleich x ≤ y zwischen denVariablen xund y aus





















































int r  0
∗
x < 1 ‖ y < 1 ‖ y < x
∗
Abbildung 4.2: Testzielautomaten für die Calc-SPL
allen Produkten der Calc-SPL entfernt. Dieser Vergleich sorgt dafür, dass die Whi-
le-Schleife immer vom kleinerenWert von x und y zum größerenWert durchlaufen
wird (vgl. Zeile 16-20 in Abbildung 2.12). Das Entfernen des Vergleichs führt dazu,
dass die Funktion Calc-SPL für Eingaben, für die y < x gilt, falsche Ergebnisse
berechnet. Beispielsweise wird für das Produkt Sum für die Eingabe [x  2, y  1]
der falsche Wert [r  0] zurückgegeben. Um diese fehlerhafte Berechnung in den
Produkten der Calc-SPL zu vermeiden, die das Feature Chk implementieren, wird
als zweite Änderung an der Calc-SPL die Überprüfung auf valide Eingabewerte
um den Vergleich y < x erweitert (vgl. Zeile 11 in Abbildung 2.12). Durch diese Er-
weiterung wird für Eingaben, für die y < x gilt, der Wert -1 zurückgegeben, wenn
das Feature Chk ausgewählt ist. Basierend auf diesen zwei Änderungen wurden
weiterhin die Vorkommen der Variablen i durch die Variable x ersetzt und die Vor-
kommen der Variablen n durch die Variable y, da die Variablen i und n nicht mehr
benötigt werden. Die aus diesen Änderungen resultierende SPL-Implementierung
ist in Abbildung 4.1 dargestellt.
Neben den Testzielen aus Abbildung 3.5 werden zur Illustration der Testgene-
rierungsansätze für SPLs in diesem Kapitel weitere Testziele betrachtet, die für
die überarbeiteten SPL-Implementierung der Calc-SPL spezifiziert wurden. Abbil-
dung 4.2 zeigt TGAs für die SPL-Implementierung der Calc-SPL aus Abbildung 4.1.
Der TGA tga8 spezifiziert ein Testziel, das durch eine vollständige Programmaus-
führung abgedeckt wird, welche die Anweisung r  r + x ausführt. Die TGAs tga9,
tga10 und tga11 spezifizieren jeweils ein Testziel, das die Ausführung der Anwei-
sungen r  r + x, r  r ∗ x oder i  i + 1 fordert und der TGA tga12 spezifiziert
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ein Testziel, das durch eine vollständige Programmausführung abgedeckt wird,
welche die Anweisung int r  0 gefolgt von der Anweisung x ≤ y traversiert. Der
TGA tga13 spezifiziert ein Testziel, das die Traversierung der Anweisung int r  0,
gefolgt von der Bedingung x < 1 ‖ y < 1 ‖ y < x durch einen Testfall fordert.
SPL-Implementierungen erweitern die Programmdarstellungen aus dem Ab-
schnitt 3.1.2 um Features. Zu diesem Zweck erweitert eine SPL-Implementierung
eine Produktimplementierung durch das Hinzufügen einer Menge von schreib-
geschützten, Boole’schen Feature-Variablen VF → B zusätzlich zur Menge von
Programmvariablen VP . Somit ist die Menge aller Variablen einer SPL-Implemen-
tierung V  VP unionmultiVF die disjunkte Vereinigung der Variablenmengen VF und VP .
Für die SPL-ImplementierungderCalc-SPL istVP  {x, y, r} ⊆ V die Teilmengeder
Programmvariablen und VP  {Sum,Fac,Chk} ⊆ V die Teilmenge der Feature-Va-
riablen. Dementsprechend istV  {x, y, r,Sum,Fac,Chk} dieMenge aller Variablen
der Calc-SPL. Weiterhin ist VI  {x, y} ⊆ VP die Menge der Eingabevariablen und
VO  {r} ⊆ VP die Menge der Ausgabevariablen der Calc-SPL.
Die Menge der Programmoperationen Lassume(V)  Lp-assume(VP) ∪ Lf-assume(VF)
eines Programms, die das Teilalphabet der Prädikate über V darstellt, wird in die
Teilmengen Lp-assume(VP) und Lf-assume(VF) unterteilt. Dabei stellt Lp-assume(VP) die
Menge der Prädikate über den Programmvariablen VP dar und Lf-assume(VF) die
Menge von (partiellen) Feature-Konfigurationen über der Menge der Feature-Va-
riablen VF. Eine Feature-Konfiguration γ ∈ Lf-assume(VF) entspricht dem Feature-
Modell fm ∈ Lf-assume(VF) der SPL, d. h. γ | fm. Dabei kann das Feature-Modell
selbst als propositionale Formel fm ∈ Lf-assume(VF) über der Feature-Menge VF dar-
gestellt werden [Bat05] (vgl. Tabelle 2.1). Auf Basis dieser Notationen kann die
Repräsentation einer SPL-Implementierung wie in Kapitel 3 für einzelne Produkte
als CFA erfolgen.
Beispiel 4.1 (CFAderCalc-SPL). Abbildung4.3 zeigtdenCFAder Implementie-
rung der Calc-SPL.Mit Prädikaten ausLf-assume(VF) über den Feature-Variablen
VF beschriftete CFA-Kanten sind gestrichelt dargestellt und repräsentieren Ent-
scheidungenüber Feature-Variablen. Beispielsweise ist dieAnweisung int r  0
nur in Produkten enthalten, die das Feature Sum implementieren, da die An-
weisung int r  0 nur über CFA-Pfade erreichbar ist, die vorher die CFA-Kante
2 Sum 3 traversieren.
Viele Anweisungen einer SPL-Implementierung sollen nur in bestimmten Pro-
dukten, d. h. für bestimmte Feature-Kombinationen, ausgeführt werden, wie in
Beispiel 4.1 demonstriert wurde. Verallgemeinert bedeutet das, dass auch bestimm-
te vollständige Programmausführungen nur auf bestimmten Produkten ausgeführt
werden können. Um zu beschreiben, auf welchen Produkten eine Programmaus-
führung ausführbar ist, verwenden wir eine sogenannte Presence Condition. Eine
Presence Condition pc ∈ Lf-assume(VF) ist ein logischer Ausdruck über der Menge
der Feature-Variablen VF einer SPL-Implementierung und somit Teil der Region
eines Programmzustands. Die Region eines Programmzustands einer SPL-Imple-
mentierung besteht aus zwei Teilen [BLB+15]:












int r  0 int r  1
Chk
!Chk
x < 1 ‖ y < 1 ‖ y < xx ≥ 1
&& y ≥ 1
&& y ≥ x
return -1
x ≤ y x > y
Sum Fac
r  r + x r  r ∗ x
x  x + 1
return r
Abbildung 4.3: CFA der SPL-Implementierung der Calc-SPL
1. Eine Pfadbedingung φ ∈ Lp-assume(VP) über den Programmvariablen VP , die
wie bisher die Variablenwerte beschreibt, mit denen ein Programmzustand
erreicht werden kann.
2. Eine Presence Condition pc ∈ Lf-assume(VF) über den Feature-VariablenVF, die
beschreibt, in welchen Produkten ein Programmzustand erreichbar ist.
Die Aufspaltung der Region eines Programmzustands in zwei Teile kann aufgrund
der Trennung von Programm- und Feature-Variablen in logischen Ausdrücken in
C-Programmen geschehen, die häufig in SPL-Implementierung vorgenommen und
in dieser Arbeit für eine verständlichere und übersichtlichere Darstellung gefordert
wird. Somit beschreibt ein Programmzustand (`, r) mit r  (φ ∧ pc) einer symboli-
schen SPL-Programmausführung, welche Programm-Location ` ∈ L mit welchen
Variablenbelegungen φ ∈ Lp-assume(VP) auf welchen Produkten pc ∈ Lf-assume(VF)
erreicht werden kann. Die Presence Condition des initialen Programmzustands
einer Programmausführung wird mit der aussagenlogischen Repräsentation des
Feature-Modells fm einer SPL initialisiert, sodass die Programmausführung auf va-
lide Programmzustandsübergänge beschränkt wird, die das Feature-Modell erfül-
len. Dadurch werden Programmzustandsübergänge ausgeschlossen, die zu einem
Programmzustand mit einer nicht erfüllbaren Presence Condition führen, da der
Programmzustand nicht Teil eines Produktes sein kann.
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Beispiel 4.2 (SymbolischeProgrammausführungeiner SPL). EineÜbersetzung
des Feature-Modells der Calc-SPL aus Abbildung 2.10 gemäß der Überset-
zungsregeln aus Tabelle 2.1 in einen logischen Ausdruck ist
fmC  Calc∧(Chk→ Calc)∧
(
Sum↔ (¬Fac∧Calc)∧Fac↔ (¬Sum∧Calc)) .
Für das Feature-Modell fmC und den Pfad
2 Sum 3 int r  0 8 !Chk 14
x ≤ y
15 Sum 16
r  r + x 20 x  x + 1 14
x > y
23 return r 24
des CFAs der Calc-SPL aus Abbildung 4.3 ist
(2, true∧ fmC)
Sum (3, true∧ fmC ∧ Sum)
int r  0 (8, r0  0∧ fmC ∧ Sum)
!Chk (14, r0  0∧ fmC ∧ Sum∧¬Chk)
x ≤ y (15, r0  0∧ x0 ≤ y0 ∧ fmC ∧ Sum∧¬Chk)
Sum (16, r0  0∧ x0 ≤ y0 ∧ fmC ∧ Sum∧¬Chk)
r  r + x (20, r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ fmC ∧ Sum∧¬Chk)
x  x + 1 (14′, r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ x1  x0 + 1∧ fmC ∧ Sum
∧ ¬Chk)
x > y (23, r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ x1  x0 + 1∧ x1 > y0 ∧ fmC
∧ Sum∧ ¬Chk)
return r (24, r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ x1  x0 + 1∧ x1 > y0 ∧ fmC
∧ Sum∧ ¬Chk)
eine symbolischeProgrammausführung.DiePresenceCondition fürdiese sym-
bolischeProgrammausführung ist fmC ∧Sum∧¬Chk. Somit sindalle konkreten
Programmausführungen, die durch die symbolische Programmausführung
charakterisiert werden, auf allen Produkten ausführbar, deren Feature-Aus-
wahl die Presence Condition fmC ∧ Sum∧¬Chk erfüllen. Im Fall der Calc-SPL
ist das nur das Produkt mit der Feature-Auswahl {Sum}.
Im Allgemeinen, ist eine symbolische Programmausführung nicht immer
nur auf einem Produkt ausführbar. Die Presence Condition der partiellen sym-
bolischen Programmausführung
(2, true∧ fmC)
Sum (3, true∧ fmC ∧ Sum)
int r  0 (8, r0  0∧ fmC ∧ Sum)
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ist fmC ∧ Sum. Somit ist diese partielle Programmausführung für alle Produkte
gültig, die der Presence Condition fmC ∧ Sum entsprechen. Im Fall der Calc-
SPL sind das die zwei Produkte {Sum} und {Sum,Chk}.
Für den CFA-Pfad
2 Sum 3 int r  0 8 !Chk 14
x ≤ y
15 Fac 18
des CFAs der Calc-SPL ist die partielle symbolische Programmausführung
(2, true∧ fmC)
Sum (3, true∧ fmC ∧ Sum)
int r  0 (8, r0  0∧ fmC ∧ Sum)
!Chk (14, r0  0∧ fmC ∧ Sum∧¬Chk)
x ≤ y (15, r0  0∧ x0 < y0 ∧ fmC ∧ Sum∧¬Chk)
Fac (18, r0  0∧ x0 < y0 ∧ fmC ∧ Sum∧¬Chk∧ Fac)
eine invalide Programmausführung, die auf keinem Produkt ausgeführt wer-
den kann. Der Programmzustandswechsel von Programmzustand 15 nach Pro-
grammzustand 18 ist für kein Produkt gültig, da die Presence Condition von
Programmzustand 18 fmC ∧ Sum ∧ ¬Chk ∧ Fac nicht erfüllbar ist (Sum und
Fac schließen sich im Feature-Modell fmC gegenseitig aus). Der Programmzu-
standsübergang von Programmzustand 15 nach Programmzustand 18 wird
durch den Strongest-Postcondition-Operator spV ausgeschlossen, der fordert,
dass für einen Programmzustandsübergang r e r′ mit e  (`, a, `′) die Bedin-
gung r ∧ a | r′ gelten muss (vgl. Definition 3.7). Somit werden Programmzu-
standsübergänge im Programmzustandsraum, die nicht in mindestens einem
Produkt einer SPL erlaubt sind, durch den Strongest-Postcondition-Operator
ausgeschlossen.
Zur Darstellung aller symbolischen Programmausführungen einer SPL-Imple-
mentierung kann ein ARG gemäß Definition 3.9 konstruiert werden. Da sowohl
Pfadbedingung und Presence Condition in der Region eines Programmzustands
kodiert sind, muss die ARG-Definition nicht angepasst werden.
Beispiel 4.3 (ARG für eine SPL-Implementierung). Abbildung 4.4 zeigt einen
Ausschnitt des ARGs für die SPL-Implementierung der Calc-SPL. Jeder Pro-
grammzustand (`, r) besteht aus einer Programm-Location ` und einer Re-
gion r  (φ ∧ pc). Die Presence Condition pc der Region r wird dabei im
oberen rechten Teil eines Programmzustands und die Pfadbedingung φ im
unteren Teil eines Programmzustands dargestellt. Der initiale Programmzu-
stand (2, true∧ fmC) wird mit dem Feature-Modell fmC initialisiert, sodass nur
Programmzustände Teil des ARG sind, die das Feature-Modell fmC erfüllen.
In Beispiel 4.2 wurde beispielsweise beschrieben, dass der durchgestrichene
Programmzustand (18, r0  0∧ x0 < y0 ∧ fmC ∧ SUM∧Chk∧ Fac) kein valider
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2 fmC
true
3 fmC ∧ Sum
true
5 fmC ∧ Fac
true
8 fmC ∧ Sum
r0  0
8’ fmC ∧ Fac
r0  1
9 fmC ∧ Sum∧Chk
r0  0
14 fmC ∧ Sum∧¬Chk
r0  0
9’ fmC ∧ Fac∧Chk
r0  1
14’ fmC ∧ Fac∧¬Chk
r0  1
15 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
16 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
18 fmC ∧ Sum∧Chk∧ Fac
r0  0∧ x0 ≤ y0
Sum Fac
int r  0 int r  1
Chk !Chk Chk !Chk
x ≤ y
Sum Fac
Abbildung 4.4: Ausschnitt des ARGs der Calc-SPL
Nachfolger des Programmzustands (15, . . .) ist, da die Presence Condition des
Programmzustands 18 nicht erfüllbar ist.
Durch die Kodierung der Presence Condition in der Region eines Programmzu-
stands lassen sich die Definitionen für CFAs, Strongest-Postcondition und ARGs
aus Kapitel 3 für SPL-Implementierungen ohne Anpassung weiter verwenden. Im
Folgenden werden die Besonderheiten bei der Testfallgenerierung für SPL-Imple-
mentierungen auf Basis der in diesem Abschnitt beschriebenen Artefakte erläutert.
4.1.2 Testfallgenerierung für Software-Produktlinien
Die Verwendung von SPL-Implementierungen zur familienbasierten Testfallab-
leitung erlaubt es, alle Produkte einer SPL während der Testfallableitung zusam-
men zu betrachten. Dadurch muss nicht mehr jedes Produkt separat betrachtet
werden, wie es beim produktweisen Testen der Fall ist (vgl. Abschnitt 2.3.4). Der
Fokus der Testableitung anhand von SPL-Implementierungen liegt auf der Wieder-
verwendung von Teilergebnissen von Erreichbarkeitsanalysen und Testartefakten
zwischen Software-Produkten, z. B. von Testfällen und ARGs. Durch die Wieder-
verwendung kann ein Testfall, der für ein Testziel auf Basis einer SPL-Implemen-
tierung erstellt wurde, potenziell auf mehreren Software-Produkten ausgeführt
werden und das Testziel somit auf mehreren Software-Produkten abdecken.
Beispiel 4.4 (Familienbasierte Testfallausführung). Testfälle können auf SPL-
Implementierungen genauso wie auf einzelnen Software-Produkten ausge-
führt werden. Die dabei traversierten Code-Teile hängen allerdings nicht nur
von der Testeingabe ab, wie es bei einzelnen Software-Produkten der Fall ist,
sondern auch von der gewählten Produktkonfiguration. Zum Beispiel traver-
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siert der Eingabevektor I  [x  2, y  3] die Additionsanweisung in Zeile 16
der SPL-Implementierung der Calc-SPL, wenn das Feature Sum ausgewählt
wurde und die Multiplikationsanweisung in Zeile 18, wenn das Feature Fac
ausgewählt wurde. Dies gilt ebenfalls für Produkte, die das Feature Chk imple-
mentieren, auf denen zusätzlich die If-Bedingung in Zeile 9 ausgeführt wird.
Die Return-Anweisung in Zeile 10 wird für den Eingabevektor I hingegen in
keinem Produkt ausgeführt.
Weiterhin kann sich die Ausgabe der Calc-SPL-Funktion abhängig von den
ausgewählten Features für den gleichen Eingabevektor unterscheiden. Wenn
das Feature Sum ausgewählt wurde, ist die Ausgabe für den Eingabevektor I
[r  5], wohingegen die Ausgabe [r  6] ist, wenn das Feature Fac ausgewählt
wurde. Die An-/Abwahl des Features Chk hat dagegen für den Eingabevektor
I keine weitere Auswirkung auf die Ausgabe der Testfälle.
Wie das vorherige Beispiel zeigt, müssen zumUmgangmit Verhaltensvariabilität
während der Testfallableitung und der Testfallausführung neben der Implementie-
rung auch Testfälle variabilitätsgewahr sein. Das bedeutet, dass für einen abgelei-
teten Testfall bekannt sein muss, auf welchen Produkten der Testfall ausführbar
ist. Deswegen werden Testfälle für SPLs im Folgenden um eine Presence Condition
erweitert, welche die Produkte charakterisiert, auf denen ein Testfall ausführbar
ist.
Definition 4.5 (SPL-Testfall (basierend auf [COLS11])). Gegeben sei ein Pro-
gramm mit einer Menge von Programmvariablen V  VP ∪ VF, einer Men-
ge von Eingabevariablen VI ⊆ VP und einer Menge von Ausgabevariablen
VO ⊆ VP . Ein SPL-Testfall tc  (I,O, pc) ist ein Tripel, wobei I ein Eingabevek-
tor, O ein optionaler Ausgabevektor und pc eine Presence Condition über den
Feature-Variablen VF ist.
Im weiteren Verlauf dieses Kapitels werden die Begriffe Testfall und SPL-Testfall
synonym verwendet, wobei immer SPL-Testfall gemeint ist.
Beispiel 4.6 (SPL-Testfall). Ein Beispiel für einen SPL-Testfall, der für die
SPL-Implementierung der Calc-SPL gültig ist, ist der SPL-Testfall tc  ([x 
2, y  3], [r  5], fmC ∧ Sum). Der SPL-Testfall tc ist für alle Produkte gültig,
die das Feature Sum implementieren. Insbesondere heißt das, dass der Testfall
zwischen Produkten mit und ohne dem Feature Chkwiederverwendbar ist.
Für die automatisierte Ableitung eines Testfalls für eine SPL-Implementierung
kann die gleiche Technik verwendet werden wie für die Ableitung von Testfällen
für einzelne Software-Produkte (vgl. Abschnitt 3.1.4). Dabei müssen die Ergebnisse
allerdings so interpretiert werden, dass für Regionen zwischen Pfadbedingung
und Presence Condition unterschieden wird. Es werden jedoch die gleichen zwei
Schritte zur Ableitung eines Testfalls für ein Testziel tga ausgeführt, wobei der
zweite Schritt um die Ableitung einer Presence Condition erweitert wird:
1. Das Finden eines Pfades durch den CFA einer IUT, der durch das Testziel tga
akzeptiert wird und das Testziel somit abdeckt.
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2 q08 fmC
true
3 q08 fmC ∧ Sum
true
8 q08 fmC ∧ Sum
r0  0
14 q08 fmC ∧ Sum∧¬Chk
r0  0
15 q08 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
16 q08 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
20 q18 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0
14’ q18 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ x1  x0 + 1
23 q18 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ x1  x0 + 1∧ x1 > y0
24 q28 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ x1  x0 + 1∧ x1 > y0
Sum




r  r + x
x  x + 1
x > y
return r
Abbildung 4.5: Ausschnitt des ARGT der Calc-SPL für das Testziel tga8
2. Die Ableitung von Eingabewerten und ggf. Ausgabewerten, die der Pfadbe-
dingung des gefundenen CFA-Pfades entsprechen, sowie einer Presence Condi-
tion.
Für den zweiten Schritt kann wieder ein ARGT durch einen Model-Checker kon-
struiert werden, dessen Programmzustände eine Komponente enthalten, die den
aktuellen Zustand des gerade betrachteten Testziels tga enthalten. Somit wird ein
ARGT wie in Abschnitt 3.1.4 für ein Testziel tga konstruiert.
Beispiel 4.7 (Testfallableitung für SPL-Implementierungen). Abbildung 4.5
zeigt den teilweise konstruierten ARGT für das Testziel tga8 aus Abbildung 4.2
für die Calc-SPL. Jeder Programmzustand des ARGT besteht aus vier Kompo-
nenten: einer Programm-Location, dem aktuellen TGA-Zustand des TGAs tga8
sowie einer Presence Condition und einer Pfadbedingung, welche die Regi-
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on des Programmzustands bilden. Ein Programmzustand beschreibt, welche
Programm-Location mit welchen Variablenbelegungen in welchen Produkten
erreicht werden kann und welchen TGA-Zustand der TGA dabei einnimmt.
Der TGA tga8 hat in Programmzustand 24 seinen Endzustand q28 erreicht
und es kann durch das Lösen der Pfadbedingung des Programmzustands 24
ein konkreter Testfall abgeleitet werden, der das Testziel tga8 erfüllt. Die Pre-
sence Condition des abgeleiteten Testfalls ist die Presence Condition von Pro-
grammzustand 24. Ein möglicher Testfall ist somit tc1  ([x  2, y  3], [r 
5], fmC ∧ Sum∧¬Chk). Der Testfall tc1 deckt das Testziel tga8 auf allen Produk-
ten ab, welche die Presence Condition fmC ∧ Sum ∧ ¬Chk erfüllen. In diesem
Fall ist das nur das Produkt {Sum}.
Neben dem Produkt {Sum} gibt es noch ein weiteres Produkt der Calc-SPL,
welches das Testziel tga8 enthält, das Produkt {Sum,Chk}. Für das Produkt
{Sum,Chk} wurde jedoch kein Testfall abgeleitet, der das Testziel tga8 auf dem
Produkt {Sum,Chk} abdeckt.
Wie in Beispiel 4.7 zu sehen ist, kann es vorkommen, dass ein abgeleiteter Test-
fall ein Testziel nur auf einer Teilmenge aller Produkte abdeckt, die das Testziel
enthalten. In vielen Fällen ist es jedoch wünschenswert, dass zum Testen aller Pro-
dukte ein Testziel entsprechend auf allen Produkten einer SPLdurch eine Test-Suite
abgedeckt wird, d. h. vollständige SPL-Abdeckung für ein Testziel erreicht wird.
Definition 4.8 (Vollständige SPL-Abdeckung eines Testziels (basierend auf
[COLS11])). Ein Testziel tga wird vollständig auf einer SPL-Implementierung
durch eine Test-Suite TS abgedeckt, wenn die Test-Suite TS das Testziel tga auf
jedem Produkt der SPL durch mindestens einen Testfall abdeckt, welches das
Testziel tga enthält.
Somit erfordert die Testfallableitung für die vollständige Abdeckung eines Testziels
auf einer SPL-Implementierung, dassweitereTestfälle für einTestziel abgeleitet und
zu einer Test-Suite hinzugefügt werden, bis das Testziel auf allen Produkten durch
die Test-Suite abgedeckt wird, die das Testziel enthalten.
Um eine vollständige Abdeckung eines Testziels tga auf einer SPL zu erreichen,
wird zuerst der ARGT schritteweise für das Testziel tga konstruiert, bis daraus
ein Testfall tc1  (I1,O1, pc1) abgeleitet werden kann, der das Testziel tga auf
den Produkten pc1 abdeckt (vgl. Beispiel 4.7). Nachdem der Testfall tc1 abgelei-
tet wurde, wird der ARGT schrittweise weiter konstruiert bis der nächste Testfall
tc2  (I2,O2, pc2) abgeleitet werden kann, der das Testziel tga auf weiteren Pro-
dukten pc2 abdeckt. Dies wird solange wiederholt, bis das Testziel tga auf allen
Produkten abgedeckt wurde, auf denen es erreichbar ist. Um sicherzustellen, dass
nur Testfälle generiert werden, die das Testziel tga auf Produkten abdecken, auf
denen es noch nicht abgedeckt wurde, wird der Programmzustandsraumwährend
der ARGT-Konstruktion auf die Programmzustände der Produkte eingeschränkt,
auf denen tga noch nicht abgedeckt ist [BLB+15]. Dabei wird der gleiche Ansatz
verwendet, der dafür sorgt, dass der konstruierte ARGT nur Programmzustände
enthält, die inmindestens einemProdukt einer SPL enthalten sind (vgl. Beispiel 4.3).
Immer dann, wenn ein neuer Testfall tci  (Ii ,Oi , pci) abgeleitet wurde, werden die
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Presence Conditions von neu berechneten Programmzuständen während der wei-
teren Konstruktion des ARGT um das Prädikat ¬pci erweitert. Dadurch wird die
Berechnung von Programmzuständen verhindert, die nur in Produkten enthalten
sind, die ¬pci erfüllen, wodurch die Konstruktion des ARGT auf Produkte einge-
schränkt wird, für die das Testziel tga noch nicht abgedeckt wurde [BLB+15].
Beispiel 4.9 (Vollständige Abdeckung eines Testziels auf einer SPL). In Bei-
spiel 4.7 wurde ein Testfall tc1  ([x  2, y  3], [r  5], fmC ∧ Sum ∧ ¬Chk)
für die Calc-SPL abgeleitet, der das Testziel tga8 aus Abbildung 4.2 auf Pro-
dukten der Calc-SPL abdeckt, deren Produkt-Konfiguration der Presence Con-
dition fmC ∧ Sum ∧ ¬Chk entsprechen. Zur Ableitung des Testfalls tc1 wurde
der ARGT aus Abbildung 4.5 konstruiert, der Programmzustände enthält, zu
denen es noch weitere nachfolgende Programmzustände gibt, die noch nicht
berechnet wurden (Programmzustände mit gestricheltem Rahmen). Zur Ablei-
tung einer Test-Suite, die das Testziel tga8 vollständig auf der Calc-SPL abdeckt,
müssen weitere Testfälle abgeleitet werden, die das Testziel tga8 auf weiteren
Produkten abdecken, welche das Testziel tga8 enthalten.
Zur Ableitung weiterer Testfälle wird die Konstruktion des ARGT aus Abbil-
dung 4.5 fortgesetzt, wobei die Konstruktion auf die Teile desARGT beschränkt
wird, welche die Presence Condition pc1  fmC ∧ Sum∧¬Chk von tc1 nicht er-
füllen. Das Ergebnis der weiteren ARGT-Konstruktion ist in Abbildung 4.6
dargestellt. Die Konstruktion des ARGT aus Abbildung 4.5 wurde dabei in Pro-
grammzustand 8 mit dem neuen Nachfolgeprogrammzustand 9 fortgesetzt.
Die Presence Condition von Programmzustand 9 wurde dabei mit der Nega-
tion der Presence Condition pc1  fmC ∧ Sum ∧ ¬Chk des Testfalls tc1 konju-
giert, sodass kein Programmzustand mehr berechnet wird, der nicht in einem
Produkt enthalten ist, auf dem das Testziel tga8 noch nicht abgedeckt wur-
de. Beispielsweise ist die Presence Condition von Programmzustand 23” (der
durchgestrichen dargestellt ist) konjugiert mit ¬pc1 nicht erfüllbar. Deswegen
wird Programmzustand 23” während der fortgesetzten ARGT-Konstruktion
nicht betrachtet.
AusdemabstraktenTestfall 2−3−8−9−14′′−15′−16′−20′−14′′′−23′−24′
kann ein konkreter Testfall abgeleitet werden, der das Testziel tga8 erfüllt, da
tga8 in Programmzustand 24’ einen Endzustand erreicht hat. Ein möglicher
konkreter Testfall ist tc2  ([x  2, y  3], [r  5], fmC ∧ Sum∧Chk∧¬pc1). Der
Testfall tc2 deckt das Testziel tga8 auf dem Produkt {Sum,Chk} ab. Dabei un-
terscheiden sich die Testfälle tc1 und tc2 lediglich in ihren Presence Conditions.
Da die Testfälle jedoch aus verschiedenen ARGT-Pfaden abgeleitet wurden,
können die Testfälle nicht zusammen als ein Testfall abgeleitet werden.
Die Test-Suite TS  {tc1, tc2} deckt das Testziel tga8 vollständig auf der Calc-
SPL ab, d. h. auf allen Produkten in denen es vorkommt.
Im Allgemeinen ist nicht syntaktisch bestimmbar, in welchen Produkten welche
Testziele enthalten sind. Somit gibt es keine a-priori Abbruchbedingung für das
oben beschriebene Verfahren, dass entscheidet, wann ein Testziel vollständig auf
einer SPL-Implementierung abgedeckt ist. Eine Lösung für das Problem ist, dass
das Verfahren solange ausgeführt wird, bis der Model-Checker ausgibt, dass das
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2 q08 fmC
true
3 q08 fmC ∧ Sum
true
8 q08 fmC ∧ Sum
r0  0
14 q08 fmC ∧ Sum∧¬Chk
r0  0






15 q08 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
14” q08 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
16 q08 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
15’ q08 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0 ∧ x0 ≤ y0
20 q18 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0
16’ q08 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0 ∧ x0 ≤ y0
14’ q18 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0
∧ x1  x0 + 1
20’ q18 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0 ∧ r1  r0 + x0
23 q18 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0
∧ x1  x0 + 1∧ x1 > y0
14”’ q18 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ i1  i0 + 1
24 q28 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0
∧ x1  x0 + 1∧ x1 > y0
23’ q18 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ i1  i0 + 1
∧ x0 > y0
24’ q28 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0 ∧ r1  r0 + x0 ∧ i1  i0 + 1
∧ x0 > y0
Sum
int r  0
!Chk
x ≤ yx > y
Sum
r  r + x




x ≥ 1&& y ≥ 1
&& y ≥ x
x ≤ y
Sum
r  r + x
x  x + 1
x > y
return r
Abbildung 4.6: Ausschnitt des ARGT der Calc-SPL für tga8 mit pc1  fmC ∧ Sum∧¬Chk
Testziel im restlichen Programmzustandsraum unerfüllbar ist, d. h. auf keinem
weiteren Produkt abdeckbar oder unbekannt ist.
Beispiel 4.10 (Beenden der ARGT-Konstruktion). Nachdem in Beispiel 4.9 Test-
fall tc2  ([x  2, y  3], [r  5], fmC ∧Sum∧Chk∧¬pc1) abgeleitetwurde,wird
die ARGT-Konstruktion weiter fortgesetzt. Dabei wird der zu konstruierende
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Zustandsraumweiter durch das Prädikat pc3  ¬pc1 ∧¬pc2 eingeschränkt, d. h.
auf die Produkte, auf denen das Testziel tga8 noch nicht abgedeckt ist. Da das
Testziel im restlichen Zustandsraum nicht mehr erreichbar ist, wird zurück-
gegeben, dass das Testziel tga8 unerfüllbar ist. Somit ist das Testziel tga8 auf
keinem Produkt erreichbar, dessen Produktkonfiguration der Presence Condi-
tion pc3 entspricht. Im Falle der Calc-SPL sind das die Produkte, die das Feature
Fac implementieren und somit die Anweisung r  r + x nicht enthalten.
Das Verfahren zur Testfallableitung für einzelne Software-Produkte aus Ab-
schnitt 3.1.4 ist ein Spezialfall des in diesem Abschnitt beschriebenen Verfahrens
zur Testfallableitung für SPLs. Wird das Verfahren zur Testfallableitung für SPLs
auf ein einzelnes Software-Produkt, d. h. auf einer Produktimplementierung ohne
Features, zur Abdeckung eines Testziels tga angewendet, ist die Presence Condition
in jedem Programmzustand eines konstruierten ARGT true. Dadurch hat ein abge-
leiteter Testfall, der das Testziel tga abdeckt, immer die Presence Condition true, da
es für eine Produktimplementierung kein Feature-Modell gibt. Danach wird die
weitere ARGT-Konstruktion für das Testziel tga gestoppt, da die Presence Conditi-
on von jedem neuen Programmzustandwährend derweiteren ARGT-Konstruktion
mit ¬true konjugiert wird und der Programmzustand somit nicht berücksichtigt
wird, da seine Presence Condition nicht erfüllbar ist.
Im folgenden Abschnitt wird die Konstruktion von ARGT für eine SPL-Imple-
mentierung beschrieben sowie die Behandlung von Feature-Variablen während
der ARGT-Konstruktion.
4.1.3 Variabilitätsgewahre ARGT-Konstruktion
In Abschnitt 3.1.5 wurde die Konstruktion von ARGT für einzelne Software-Pro-
dukte mit Hilfe der CPA CPAR beschrieben. Die CPA CPAR besteht dabei aus drei
Komponenten: der Location-CPA CPAL zur Traversierung eines CFA, der Prädika-
ten-CPACPAP zur Behandlung derMenge der ProgrammvariablenV als Regionen
r und der Automaten-CPACPAA zur TGA-gerichteten Programmanalyse. Die Kon-
struktion eines variabilitätsgewahrenARGT erweitert die Konstruktion eines ARGT
für einzelne Software-Produkte um die Behandlung von Feature-Variablen durch
die Aufspaltung der Region r  (φ ∧ pc) eines Programmzustandes in zwei Teile:
einer Pfadbedingung φ über den Programmvariablen VP ⊆ V und einer Presence
Condition pc über den Feature-VariablenVF ⊆ V . Zur Behandlung der unterschied-
lichen Teile der Region kann die CPA CPAR im Folgenden unverändert weiter
verwendet werden. Dabei Behandelt die Prädikaten-CPA nicht mehr nur die Pro-
grammvariablen VP , sondern auch die Feature-Variablen VF. Da wir fordern, dass
Bedingungen in einer IUT entweder über den Programmvariablen VP formuliert
werden (Lp-assume(VP)) oder über den Feature-Variablen VF (Lf-assume(VF)) können
die Pfadbedingung φ und die Presence Condition pc einer Region r  (φ ∧ pc)
klar voneinander getrennt werden. Weiterhin kann Algorithmus 1, der Anhand
einer CPA einen ARG aufbaut, zur Konstruktion eines variabilitätsgewahren ARGT
unverändert verwendet werden.
Die Prädikaten-CPA CPAP behandelt bei der variabilitätsgewahren ARGT-Kon-
struktion neben den Programmvariablen auch Feature-Variablen. Daraus resultie-
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ren zwei neue Aufgaben, die durch die Prädikaten-CPA CPAP erfüllt werden müs-
sen:
1. Die Speicherung und Berechnung einer Presence Condition, die angibt in
welchen Produkten einer SPL ein Programmzustand enthalten ist.
2. Das Abbrechen beim Erreichen von Programmzuständen, die in keinem Pro-
dukt einer SPL enthalten sind.
Die erste Aufgabe wird dadurch erfüllt, dass die Prädikaten-CPA CPAP sämtli-
che Variablen eines Programms behandelt, inklusive der Feature-Variablen, und
somit Presence Conditions als Teil von Regionen speichert. Die zweite Aufgabe
wird durch den Strongest-Postcondition-Operator spV erfüllt (vgl. Definition 3.7).
Der Strongest-Postcondition-Operator fordert, dass für einen Programmzustands-
übergang r e r′ mit e  (`, a, `′) die Bedingung r ∧ a | r′ gelten muss (vgl.
Definition 3.7). Damit diese Bedingung gilt, muss r′  (φ′ ∧ pc’) und somit auch
die Presence Condition pc’ von r′ erfüllbar sein. Da die Presence Condition pc’ im-
mer das Feature-Modell fm einer SPL enthält, muss der Programmzustand mit der
Region r′ in einem Produkt der SPL enthalten sein.
Beispiel 4.11 (Variabilitätsgewahre ARGT-Konstruktion). Abbildung 4.6 zeigt
einen ARGT, der durch die komponierte CPA CPAR, bestehend aus den CPAs
CPAL, CPAP und CPAA, für das Testziel tga8 für die Calc-SPL konstruiert wur-
de. Die CPAs CPAL und CPAT funktionieren dabei wie in Kapitel 3. Die Regio-
nen r  (φ ∧ pc) der Programmzustände sind jeweils in eine Pfadbedingung
φ und Presence Condition pc unterteilt und werden von der Prädikaten-CPA
CPAP berechnet. Die Presence Condition kann dabei jederzeit durch einen äu-
ßeren Algorithmus eingeschränkt werden. Beispielsweise wird die Presence
Condition im initialen Programmzustand (2, q08, true∧ fmC) des ARGT auf die
Menge aller validen Produkte der Calc-SPL eingeschränkt, die durch das Featu-
re-Model fmC beschrieben werden, sodass nur Programmzustände konstruiert
werden, die tatsächlich in mindestens einem Produkt der Calc-SPL enthalten
sind.
Die CPA CPAP verfeinert die Pfadbedingung bei einem ÜbergangΨ S Ψ′
für eine CFA-Kante e  (`, a, `) zwischen den zwei abstrakten Programmzu-
ständen Ψ und Ψ′, wenn die Programmoperation a ∈ Lf-assume(VP) auf der
Menge der Programmvariablen VP ⊆ V arbeitet, wie es auch in Kapitel 3 für
Software-Produkte der Fall ist. Beispielsweise wird beim Übergang
(3, q08, true∧ fmC ∧ Sum) r  0 (8, q08, r0  0∧ fmC ∧ Sum)
von Programmzustand (3, q08, true∧ fmC ∧ Sum) nach Programmzustand (8, q08,
r0  0 ∧ fmC ∧ Sum) die Pfadbedingung angepasst. Weiterhin verfeinert die
CPA CPAP die Presence Condition bei einem Übergang Ψ  S Ψ′ für eine
CFA-Kante e  (`, a, `), wenn die Programmoperation a ∈ Lf-assume(VF) auf
der Menge der Feature-Variablen VF ⊆ V arbeitet. Beispielsweise wird beim
Übergang
(2, q08, true∧ fmC) Sum (3, q08, true∧ fmC ∧ Sum)
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von Programmzustand (2, q08, true, fmC) nach Programmzustand (3, q08, true, fmC∧Sum)die PresenceCondition auf Produkte eingeschränkt, die das FeatureSum
implementieren, da dies durch die Bedingung Sum des Programmzustands-
übergangs gefordert wird.
Die Transferrelation  P der Prädikaten-CPA berechnet gemäß der Stron-
gest-Postcondition nur Übergänge zu Programmzuständen, die in mindes-
tens einem Produkt enthalten sind. Beispielsweise ist der Programmzustand
(23′′, q08, r0  0∧ fmC ∧ Sum∧¬Sum∧¬(fmC ∧ Sum∧¬Chk)) kein valider Nach-
folgeprogrammzustand von Programmzustand 14, da die Presence Condition
von Programmzustand 23′′ nicht erfüllbar ist, d. h.
fmC ∧ Sum∧¬Sum∧¬(fmC ∧ Sum∧¬Chk) ⇔ false.
Basierend auf der ARGT-Konstruktion aus diesem Abschnitt und dem Verfah-
ren für die SPL-Testfallgenerierung aus Abschnitt 4.1.2 werden wir im Folgenden
Abschnitt einen Algorithmus zur Generierung vollständiger Test-Suiten für SPLs
vorstellen, d. h. von Test-Suiten, die für jedes Testziel vollständige SPL-Abdeckung
garantieren.
4.1.4 Vollständige Test-Suite-Generierung für Software-Produktlinien
Zur Generierung einer vollständigen SPL-Test-Suite für eine Menge von Testzielen
für eine SPL-Implementierung iteriert ein Testfallgenerator zur Testfallableitung
über die Menge von Testzielen, ähnlich wie es in Abschnitt 3.1.6 für Software-
Produkte beschriebenwurde. ImGegensatz zumVerfahrenausAbschnitt 3.1.6wird
jedoch nicht pro Testziel maximal ein Testfall abgeleitet, der das Testziel abdeckt,
sondern eineMenge von Testfällen, welche die vollständige SPL-Abdeckung für ein
Testziel erfüllen, d. h. ein Testziel auf jedem Software-Produkt abdecken, welches
das Testziel enthält.
Definition 4.12 (Vollständige SPL-Test-Suite (basierend auf [COLS11])). Eine
SPL-Test-Suite TS für eineMenge von TestzielenG ist vollständig, wenn die Test-
Suite TS für jedes Testziel g ∈ G vollständige SPL-Abdeckung erfüllt.
Die Ableitung einer vollständige SPL-Test-Suite basiert auf den Verfahren aus Ab-
schnitt 4.1.2 und Abschnitt 4.1.3.
Beispiel 4.13 (Generierung einer vollständigen SPL-Test-Suite). Es soll eine
vollständige SPL-Test-Suite für die Testzielmenge {tga9, tga10, tga11} aus Abbil-
dung 4.2 für die Calc-SPL generiert werden. Zur Generierung der Test-Suite
iteriert ein Testfallgenerator über der Testzielmenge und erstellt für jedes Test-
ziel eine Menge von SPL-Testfällen, um eine vollständige SPL-Abdeckung zu
erzielen, wie es in Beispiel 4.9 für ein einzelnes Testziel beschrieben wurde.
Begonnenwird die Testgenerierung beispielsweise mit dem Testziel tga9. Ab-
bildung 4.7 zeigt einenAusschnitt desARGT, der zurAbleitungvonSPL-Testfäl-
len für das Testziel tga9 konstruiert wurde. Der ARGT wurde in zwei Schritten
konstruiert. Im ersten Schritt wurde der Teil des ARGT konstruiert, der mit
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20 q09 fmC
true
30 q09 fmC ∧ Sum
true
80 q09 fmC ∧ Sum
r0  0
140 q09 fmC ∧ Sum∧¬Chk
r0  0
91 q09 fmC ∧ Sum∧Chk∧¬pc1
r0  0
150 q09 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
141 q09 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
160 q09 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
151 q09 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0 ∧ x0 ≤ y0
200 q19 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0
161 q09 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0 ∧ x0 ≤ y0
201 q19 fmC ∧ Sum∧Chk∧¬pc1
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0 ∧ r1  r0 + x0
Sum




r  r + x
Chk
x ≥ 1&& y ≥ 1
&& y ≥ x
x ≤ y
Sum
r  r + x
Abbildung 4.7: Ausschnitt des ARGT der Calc-SPL für tga9 mit pc1  fmC ∧ Sum∧¬Chk
durchgezogenen Transitionen verbunden ist. In Programmzustand 200 ist der
TGA tga9 in einemEndzustandundeskannderTestfall tc1  ([x  1, y  2], pc1)
mit pc1  fmC ∧ Sum∧ ¬Chk abgeleitet werden. Für den Testfall tc1 kann kein
Ausgabevektor abgeleitet werden, da der Programmzustand 200 kein Program-
mende repräsentiert. Der Testfall tc1 deckt das Testziel tga9 auf allen Produkten
ab, die der Presence Condition pc1 entsprechen. In einem zweiten Schritt wird
der Teil vom ARGT konstruiert, der mit gestrichelten Transitionen verbunden
ist, wobei der zu konstruierende Programmzustandsraum auf Programmzu-
stände eingeschränkt wird, die nicht durch pc1 charakterisiert werden (vgl.
Beispiel 4.9). In Programmzustand 201 hat der TGA tga9 wieder einen End-
zustand erreicht und es kann ein weiterer Testfall tc2  ([x  1, y  2], pc2)
mit pc2  fmC ∧ Sum ∧ Chk ∧ ¬pc1 abgeleitet werden, der das Testziel tga9 auf
weiteren Produkten abdeckt. Wie in Beispiel 4.10 beschrieben wurde, wird der
ARGT teilweise weiter konstruiert, um zu überprüfen, ob das Testziel tga9 in
weiteren Produkten abdeckbar ist. Die ARGT-Konstruktion wird dabei durch
das Feature-Modell und die Presence Condition ¬pc1 ∧¬pc2 eingeschränkt, für
die das Testziel tga9 bereits abgedeckt ist. Die Testfälle tc1 und tc2 decken das
Testziel tga9 auf allen Produkten der Calc-SPL ab, die das Testziel tga9 enthalten.
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20 q010 fmC
true
50 q010 fmC ∧ Fac
true
81 q010 fmC ∧ Fac
r0  1
142 q010 fmC ∧ Fac∧¬Chk
r0  1
93 q010 fmC ∧ Fac∧Chk∧¬pc3
r0  1
172 q010 fmC ∧ Fac∧¬Chk
r0  1∧ x0 ≤ y0
143 q010 fmC ∧ Fac∧Chk∧¬pc3
r0  1∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
182 q010 fmC ∧ Fac∧¬Chk
r0  1∧ x0 ≤ y0
153 q010 fmC ∧ Fac∧Chk∧¬pc3
r0  1∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0 ∧ x0 ≤ y0
202 q110 fmC ∧ Fac∧¬Chk
r0  1∧ x0 ≤ y0 ∧ r1  r0 ∗ x0
183 q010 fmC ∧ Fac∧Chk∧¬pc3
r0  1∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0 ∧ x0 ≤ y0
203 q110 fmC ∧ Fac∧Chk∧¬pc3
r0  1∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0 ∧ r1  r0 ∗ x0
Fac




r  r ∗ x
Chk
x ≥ 1&& y ≥ 1
&& y ≥ x
x ≤ y
Fac
r  r ∗ x
Abbildung 4.8: Ausschnitt des ARGT der Calc-SPL für tga10 mit pc3  fmC ∧ Fac∧¬Chk
Das gleicheVerfahrenwird für die Testziele tga10 und tga11 durchgeführt. Für
das Testziel tga10 wird der ARGT aus Abbildung 4.8 konstruiert und es werden
die Testfälle tc3  ([x  2, y  4], pc3) mit pc3  fmC ∧ Fac∧¬Chk (Programm-
zustand 202) und tc4  ([x  2, y  4], pc4) mit pc4  fmC ∧ Fac ∧ Chk ∧ ¬pc3
(Programmzustand 203) generiert. Für das Testziel tga11 wird der ARGT aus
Abbildung 4.9 in vier Schritten konstruiert und es werden die Testfälle tc5 
([x  1, y  2], pc1) (Programmzustand 144), tc6  ([x  1, y  2], pc2) (Pro-
grammzustand 145), tc7  ([x  2, y  4], pc′3)mit pc′3  fmC ∧ Fac∧Chk∧¬pc2
(Programmzustand 146) und tc8  ([x  2, y  4], pc4) mit tc4  fmC ∧ Fac ∧
Chk∧¬pc′3 (Programmzustand 147) generiert.
Die Test-Suite TS  {tc1, tc2, tc3, tc4, tc5, tc6, tc7, tc8} ist eine vollständige SPL-
Test-Suite zurAbdeckung der Testziele tga9, tga10 und tga11 auf allen Produkten,
auf denen die Testziele erreichbar sind.
Algorithmus 6 beschreibt dasVorgehen zurGenerierung einer vollständigen SPL-
Test-Suite für eine Menge von Testzielen aus Beispiel 4.13. Die Eingaben für den
Algorithmus sind der Kontrollflussautomat CFA der IUT, ein Feature-Modell fm als
aussagenlogischer Term und eine Menge von Testzielen TG, die abgedeckt werden
sollen. Die Ausgabe des Algorithmus ist eine abstrakte SPL-Test-Suite TS. Die Test-
Suite TS wird mit der leeren Menge initialisiert (Zeile 1) und die Menge der noch













































































































































































































































































































































































































































































































































































































































































































































































Abbildung 4.9: Ausschnitt des ARGT der Calc-SPL für tga11, pc1  fmC ∧ Sum ∧ ¬Chk,
pc2  fmC ∧ Sum∧Chk∧¬pc1, pc′3  fmC ∧ Fac∧¬Chk∧¬pc2
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Algorithmus 6 Familienbasierte Test-Suite-Generierung [BLB+15]
Input: Kontrollflussautomat CFA  (L, `0, `t ,E),
Feature-Modell fm,
Menge von Testzielautomaten TG  {tga1, . . . , tgan}
Output: Abstrakte SPL-Test-Suite TS
1: TS : {}
2: UC : TG
3: for each tga ∈ TG do
4: CS[tga] : fm
5: while UC , ∅ do
6: tga : (Q,Σ,∆, q0, F) ∈ UC
7: pc0 : CS[tga]
8: while ∃ ω : ψ0 e0 · · · ek−1 ψk mit ψi  (`i , qi , ri), ri  (φi , pci), i  0, . . . , k,
qk ∈ F und sat(pck ∧CS[tga]) do
9: TS : TS∪ (tga,ω, pck)
10: CS[tga] : CS[tga] ∧ ¬pck
11: pc0 : CS[tga]
12: UC : UC \ tga
nicht abgearbeiteten Testziele UC mit der Menge aller Testziele TG (Zeile 2). Der
Vektor CS (Cover Set) speichert für jedes Testziel tga eine Presence Condition über
Feature-Variablen, die beschreibt für welche Produkte tga noch nicht abgedeckt ist.
CS wird für jedes Testziel tga mit dem Feature-Modell fm initialisiert (Zeile 3–4),
d. h. dass das Testziel tga noch auf keinem Produkt abgedeckt ist. Solange die Men-
ge der noch nicht bearbeiteten Testziele UC nicht leer ist, iteriert der Algorithmus
über diese Menge und generiert SPL-Testfälle zur Abdeckung der Testziele in UC
(Zeile 5). Zur Generierung von Testfällen wählt der Algorithmus das nächste zu
betrachtende Testziel tga aus der Menge UC aus (Zeile 6) und initialisiert die Pre-
sence Condition pc0 des initialen Programmzustands der IUT mit der Menge der
Produkte für die das Testziel tga noch nicht abgedeckt ist (Zeile 7). Zu Beginn ist
dies im Allgemeinen das Feature-Modell fm, d. h. bei der Konstruktion des ARGT
zur Testfallableitungwerden alle Produkte einer SPL betrachtet. Es werden solange
Testfälle für ein Testziel tga abgeleitet bis es keinen neuen Testfall mehr gibt, der
das Testziel tga auf einem Produkt abdeckt, auf dem es noch nicht abgedeckt ist
(Zeile 8). Gibt es noch einen neuen abstrakten Testfall ω der das Testziel tga auf
einer Menge von Produkten abdeckt, auf der es noch nicht abgedeckt ist, wird der
Testfall ω zusammen mit dem Testziel tga und der Presence Condition pck , für die
das Testziel durch den Testfall abgedeckt wird, als Tripel zur Test-Suite TS hinzu-
gefügt (Zeile 9). Die Prüfung, ob ein Testfall ein Testziel auf einer neuen Menge
von Produkten abdeckt, geschieht durch das Prüfen der Erfüllbarkeit der Formel
pck ∧ CS[tga], wobei die Erfüllbarkeit einer Formel ϕ durch die Funktion sat(ϕ)
geprüft werden kann. Die Funktion sat(ϕ) gibt true zurück, wenn ϕ erfüllbar ist
und sonst false. Weiterhin wird gespeichert, dass das Testziel tga für eine neueMen-
ge von Produkten abgedeckt wurde (Zeile 10) und die weitere Analyse wird auf
Produkte eingeschränkt, für die das Testziel tga noch nicht abgedeckt ist (Zeile 11).
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Wurde das Testziel für alle Produkte abgedeckt, die das Testziel enthalten, wird
das Testziel aus der Menge UC entfernt (Zeile 12).
Algorithmus 6 ist eine Verallgemeinerung von Algorithmus 2, d. h. für den Fall,
dass es in einer IUT keine Features gibt, verhält sich der Algorithmus 6 genau wie
Algorithmus 2. Der Vektor CSwird für eine IUT ohne Features mit true initialisiert,
d. h. es gibt kein Feature-Modell und somit im gesamten Programmzustandsraum
nach einem Testfall gesucht wird. Sobald ein Testfall für ein Testziel tga abgeleitet
wurde,wird der Programmzustandsraumauf dieNegation der Presence Condition
des Testfalls (d. h. auf ¬true) eingeschränkt und somit wird die Testgenerierung für
dieses Testziel beendet.
Algorithmus 6 generiert Test-Suiten mit Wiederverwendung von Testfällen zwi-
schen Produkten, d. h. ein generierter Testfall kann ein Testziel auf mehreren Pro-
dukten abdecken, sodass nicht jedes Produkt einzeln analysiert werden muss. Zur
Verbesserung der SPL-Test-Suite-Generierung kann die Wiederverwendung von
Testfällen zwischenProduktenmit derWiederverwendungvonTestfällen zwischen
Testzielen aus Abschnitt 3.1.7 kombiniert werden. So kann beispielsweise die Ge-
nerierung der gleichen Testfälle für unterschiedliche Testziele in Beispiel 4.13 ver-
miedenwerden. Die Kombination derWiederverwendung von Testfällen zwischen
Produkten und Testzielen wird im folgenden Abschnitt beschrieben.
4.1.5 Test-Suite-Generierung für Software-Produktlinien mit Wiederverwendung von
Testfällen zwischen Produkten und Testzielen
Wie in Abschnitt 3.1.7 für Software-Produkte beschrieben wurde, können gene-
rierte Testfälle zwischen Testzielen wiederverwendet werden, um die Anzahl von
generierten Testfällen und die dafür benötigte Anzahl von ARGT-Konstruktionen
zu verringern. Diese Technik kann auch auf die Test-Suite-Generierung für SPLs
angewendet werden [BLB+15].
Beispiel 4.14 (Testgenerierung für SPLs mit Wiederverwendung von Testfäl-
len). Wie in Beispiel 4.13 soll eine vollständige SPL-Test-Suite für die Testziel-
menge {tga9, tga10, tga11} aus Abbildung 4.2 für die Calc-SPL generiert werden.
Im Gegensatz zu Beispiel 4.13 sollen bei der Test-Suite-Generierung Testfälle
zwischen Produkten und Testzielen wiederverwendet werden.
Begonnen wirdmit der Generierung von Testfällen zur Abdeckung von Test-
ziel tga11. Hierfür wird der ARGT aus Abbildung 4.9 konstruiert. Zuerst wird
derTeil desARGT konstruiert, dermit durchgezogendargestelltenTransitionen
verbunden ist. In Programmzustand 144 ist der TGA tga11 in einemEndzustand
und es kann ein Testfall zur Abdeckung des Testziels tga11 abgeleitet werden.
Der abgeleitete Testfall ist tc1  ([x  1, y  2], pc1)mit pc1  fmC ∧Sum∧¬Chk.
Dieser Testfall kann zur Abdeckung des Testziels tga9 auf den Produkten pc1
wiederverwendet werden. Wie in Beispiel 4.13 wird der ARGT weiter konstru-
iert und es werden Testfälle zur Abdeckung des Testziels tga11 abgeleitet, die
zur Abdeckung der Testziele tga9 und tga10 wiederverwendet werden können.
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Im nächsten Schritt wird der Testfall tc2  ([x  1, y  2], pc2) mit pc2 
fmC ∧ Sum∧Chk∧¬pc1 aus Programmzustand 145 abgeleitet, der ebenfalls zur
Abdeckung des Testziels tga9 wiederverwendet werden kann. Weiterhin wer-
den die Testfälle tc3  ([x  2, y  4], pc′3) mit pc′3  fmC ∧ Fac ∧ ¬Chk ∧ ¬pc2
und tc4  ([x  2, y  4], pc4) mit pc4  fmC ∧ Fac ∧ Chk ∧ ¬pc′3 aus den Pro-
grammzuständen 146 und 147 zur Abdeckung des Testziels tga11 abgeleitet. Bei-
deTestfälle könnenwiederverwendetwerden, umdasTestziel tga10 auf denPro-
dukten pc′3 und pc4 abzudecken. Die generierte Test-Suite TS  {tc1, tc2, tc3, tc4}
erfüllt die vollständige SPL-Abdeckung für das Testziel tga11.
Für die Testziele tga9 und tga10 muss weiterhin geprüft werden, ob die Test-
ziele auf weiteren Produkten erfüllbar sind, auf denen die Testziele durch die
Test-Suite TS noch nicht abgedeckt wurden (vgl. Beispiel 4.10). Da dies nicht
der Fall ist, erfüllt die Test-Suite TS ebenfalls vollständige SPL-Abdeckung für
die Testziele tga9 und tga10.
Im Gegensatz zu Beispiel 4.13 wurden bei der SPL-Test-Suite-Generierung
mit Wiederverwendung von Testfällen zwischen Testzielen nur vier statt acht
Testfälle generiert. Außerdem wurden wesentlich weniger redundante ARGT-
Informationen berechnet. Die Reihenfolge in der die Testziele bei der SPL-Test-
Suite-Generierung mit Wiederverwendung von Testfällen zwischen Produk-
ten und Testzielen betrachtet werden, hat wie in Abschnitt 3.1.7 einen Einfluss
darauf wieviele Testfälle wiederverwendet werden können. Allerdings ist ei-
ne Optimierung der Reihenfolge der betrachteten Testziele nicht Gegenstand
dieser Arbeit.
Algorithmus 7 erweitert Algorithmus 6 um die Wiederverwendung von Test-
fällen zwischen Testzielen. Hierfür wird, nachdem ein Testfall ω für das aktuelle
Testziel tga generiert wurde, in der Zeile 9 eine For-Schleife eingefügt, die über die
Menge der noch nicht abgedeckten TestzieleUC iteriert. Für jedes Testziel tga′ ∈ UC
wird geprüft, ob es durch den Testfall ω auf einem Software-Produkt abgedeckt
wird, auf dem es bisher noch nicht abgedeckt wurde (Zeile 10). Deckt der Testfall ω
das Testziel tga auf einem neuen Software-Produkt ab, wird der Testfall ω zusam-
men mit dem Testziel tga’ und der Presence Condition pck als Tripel zur Test-Suite
TS hinzugefügt (Zeile 11). Weiterhin wird die Menge der Software-Produkte auf
denen das Testziel tga’ bereits abgedeckt entsprechend der Presence Condition pck
aktualisiert (Zeile 12).
Während der ARGT-Konstruktion für SPL-Implementierungenwerden viele Pro-
grammzustände mehrfach berechnet, da im ARGT für SPLs keine Programmzu-
stände vereinigt werden. Um die Anzahl der zu berechnenden Programmzustände
eines ARGT zu verringern, könnenwie in Abschnitt 3.2 Programmzustände zusam-
mengefasst werden. Das Vorgehen zur ARGT-Konstruktion für SPL-Implementie-
rung mit der Vereinigung von Programmzuständen und die dabei auftretenden
Herausforderungen werden im folgenden Abschnitt beschrieben.
4.1.6 ARGT mit Programmzustandsvereinigungen für Software-Produktlinien
Während der ARGT-Konstruktionen für SPL-Implementierungen wurden bisher
viele Programmzuständemehrfach berechnet, da Programmzustände in denARGT
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Algorithmus 7 Familienbasierte Test-Suite-Generierung mit Wiederverwendung
von Testfällen zwischen Produkten und Testzielen
Input: Kontrollflussautomat CFA  (L, `0, `t ,E),
Feature-Modell FM,
Menge von Testzielautomaten TG  {tga1, . . . , tgan}
Output: Abstrakte SPL-Test-Suite TS
1: TS : {}
2: UC : TG
3: for each tga ∈ TG do
4: CS[tga] : fm
5: while UC , ∅ do
6: tga : (Q,Σ,∆, q0,F) ∈ UC
7: pc0 : CS[tga]
8: while ∃ ω : ψ0 e0 · · · ek−1 ψk mit ψi  (`i , qi , ri), ri  (φi , pci), i  0, . . . , k,
qk ∈ F und sat(pck ∧CS[tga]) do
9: for each tga’ ∈ UC do
10: if tga’ akzeptiert ω und sat(pck ∧CS[tga’]) then
11: TS : TS∪ (tga’,ω, pck)
12: CS[tga’] : CS[tga’] ∧ ¬pck
13: pc0 : CS[tga]
14: UC : UC \ tga
nicht vereinigt wurden. Um die Anzahl der zu berechnenden Programmzustände
eines ARGT zu verringern, ist es deshalb sinnvoll Programmzustände wie in Ab-
schnitt 3.2 zusammenzufassen. Das Vorgehen zur ARGT-Konstruktion für SPL-
Implementierungmit demVereinigen von Programmzuständen sowie die zwei fol-
genden, wesentlichen Herausforderungen und Optimierungen werden in diesem
Abschnitt beschrieben:
1. Pfadbedingungen und Presence Conditions sind nicht mehr so leicht von-
einander zu trennen, d. h. im Allgemeinen gilt eine Presence Condition nicht
mehr fürdie gesamtePfadbedingungeinesProgrammzustands, sondernTeile
von Presence Conditions gelten für Teile von Pfadbedingungen (z. B. können
zusammengeführte Kontrollflusspfade unterschiedliche Presence Conditions
haben).
2. Programmzustände können durch mehrere verschiedene ARGT-Pfade er-
reicht werden, die ein Testziel in verschiedenen Software-Produkten abde-
cken. Deshalb können aus einem Programmzustand unter Umständen meh-
rere Testfälle zur Abdeckung eines Testziels auf verschiedenen Software-Pro-
dukten abgeleitet werden.
Ein variabilitätsgewahrer ARGT mit vereinigten Programmzuständen kann mit
Hilfe der CPA CPAR′ aus Abschnitt 3.2.2 konstruiert werden, die sich aus der
Komposition der Location-CPA CPAL, der Prädikaten-CPA CPAP und der Auto-
maten-CPA CPAA′ ergibt. Während der Konstruktion eines variablitätsgewahren
ARGT werden Programmzustände immer dann vereinigt, wenn der Kontrollfluss






























































int r  0
∗
pm13,1  1
x < 1 ‖ y < 1 ‖ y < x
∗
Abbildung 4.10: Testzielautomaten für die Calc-SPL mit Testpfadmarkern
zusammenfließt, und es wird für jeden Programmzustand gespeichert, in welchen
Software-Produkten ein Programmzustand erreichbar ist. UmdenVerlust von Kon-
troll- undDatenflussinformationennachderVereinigungvonProgrammzuständen
zu verhindern, werden, wie in Abschnitt 3.2, Testpfadmarkervariablen verwendet.
Abbildung 4.10 zeigt die TGAs aus Abbildung 4.2 mit Testpfadmarkervariablen.
Dadurch dass die Pfadbedingung und die Presence Condition zusammen betrach-
tet werden, verhindern Testpfadmarkervariablen den Verlust von Kontroll- und
Datenflussinformationen sowohl für die Pfadbedingung als auch für die Presence
Condition eines Programmzustands. Dies bedeutet, dass nach einer Vereinigung
von Programmzuständen eindeutig identifiziert werden kann, welche Teile einer
Pfadbedingung für welche Produkte gültig ist und somit auf welchen Produkten
ein abgeleiteter Testfall gültig ist.
Beispiel 4.15 (Ableitung variabilitätsgewahrer Testfälle aus ARGT mit verei-
nigten Programmzuständen). Abbildung 4.11 zeigt den ARGT mit vereinigten
Programmzuständen, der für das Testziel tga12 mit Testpfadmarkern aus Abbil-
dung4.10mitHilfe derCPACPAR′ konstruiertwurde. JederProgrammzustand
besteht aus einer Programm-Location, einerMenge von TGA-Zuständen sowie
einer Region, welche die Pfadbedingung und die Presence Condition des Pro-
grammzustands beinhaltet. Somit beschreibt jeder Programmzustand, welche
Programm-Location in welchen Software-Produkten, durch welche Variablen-
belegungen erreichtwerdenkannund inwelchenTGA-Zuständen sich einTGA
tga12 in dem Programmzustand befinden kann. Da die Pfadbedingung und die
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2 {q012}
fmC ∧ true∧ pm12,00  0∧ pm12,10  0∧ pm12,20  0
3 {q012}
fmC ∧ Sum∧ pm12,00  0∧ pm12,10  0∧ pm12,20  0
5 {q012}
fmC ∧ Fac∧ pm12,00  0∧ pm12,10  0∧ pm12,20  0
8 {q012, q112}( (fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
14 {q012, q112}( (fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
∧¬Chk
15 {q012, q112, q212}( (fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
∧¬Chk∧ x ≤ y ∧ pm12,21  1
16 {q012, q112, q212}( (fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
∧¬Chk∧ x ≤ y ∧ pm12,21  1
∧ Sum
20 {q012, q112, q212}( (fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
∧¬Chk∧ x ≤ y ∧ pm12,21  1
∧ Sum∧ r1  r0 + x0
14’ {q012, q112, q212}( (fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
∧¬Chk∧ x ≤ y ∧ pm12,21  1
∧ Sum∧ r1  r0 + x0 ∧ x1  x0 + 1
23 {q012, q112, q212}( (fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
∧¬Chk∧ x ≤ y ∧ pm12,21  1
∧ Sum∧ r1  r0 + x0 ∧ x1  x0 + 1∧ x1 > y0
24 {q012, q112, q212, q312}( (fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
∧¬Chk∧ x ≤ y ∧ pm12,21  1
∧ Sum∧ r1  r0 + x0 ∧ x1  x0 + 1∧ x1 > y0 ∧ pm12,21  1
Sum Fac




r  r + x
i  i + 1
x > y
return r
Abbildung 4.11: Ausschnitt des variabilitätsgewahren ARGT der Calc-SPL für das Testziel
tga12 mit der Vereinigung von Programmzuständen undTestpfadmarkern
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Presence Condition eines Programmzustands nach der Vereinigung von Pro-
grammzuständen verwoben sein können, werden die Pfadbedingung und die
Presence Condition nicht mehr getrennt im Programmzustand dargestellt.
Programmzustände dürfen immer dann vereinigt werden, wenn der Kon-
trollfluss zusammenfließt, z. B. in Programmzustand 8. Bei der Vereinigung
zweier Programmzustände werden die TGA-Zustandsmengen der vereinigten
Programmzustände zusammengefasst, sowie dieDisjunktionderRegionender
Programmzustände gebildet. Die Testpfadmarkervariablen verhindern einen
Verlust von Pfadinformationen für Programmvariablen und Features und sor-
gen somit dafür, dass die Analyse trotz der Vereinigung von Programmzustän-
den pfadsensitiv bleibt (vgl. Beispiel 3.31).
Der TGA tga12 ist in Programmzustand 24 in einem Endzustand, weshalb in
Programmzustand 24 ein Testfall zur Abdeckung des Testziels tga12 abgeleitet
werden kann. Sowohl der Ein- und der Ausgabevektor des Testfalls als auch
die Presence Conditionwerden aus der Region von Programmzustand 24 abge-
leitet. Wie in Beispiel 3.31 geschieht die Testfallableitung durch das Lösen der
Region in Programmzustand 24 konjugiert mit den Testpfadmarkervariablen
des TGAs tga12, d. h. der Formel
©­­­­­«
(
(fmC ∧ Sum∧ r0  0∧ pm12,01  1∧ pm12,10  0∧ pm12,20  0)
∨ (fmC ∧ Fac∧ r0  1∧ pm12,01  0∧ pm12,10  0∧ pm12,20  0)
)
∧ ¬Chk∧ x ≤ y ∧ pm12,21  1∧ Sum
∧ r1  r0 + x0 ∧ x1  x0 + 1∧ x1 > y0 ∧ pm12,21  1
ª®®®®®¬
∧ (pm12,01  1∧ pm12,11  1∧ pm12,21  1)
.
Für die Programmvariablen ist eine mögliche Lösung x  1, y  2 und r  3
und für die Feature-Variablen entsprechend Sum, ¬Fac und ¬Chk. Somit ist ein
Testfall zur Abdeckung des Testziels tga12 tc2  ([x  1, y  2], [r  3], fmC ∧
Sum∧¬Fac∧¬Chk).
Da in der Region von Programmzustand 24 nur die Features auftauchen,
die für den ARGT-Pfad gemäß des Testfalls tc2 relevant sind, ist die Presence
Condition allgemein genug, um eine Menge von Software-Produkte zu spe-
zifizieren für die der Testfall gültig ist. Gäbe es ein Feature in der Calc-SPL,
welches auf dem ARGT-Pfad 2 − 3 − 8 − 14 − 15 − 16 − 20 − 14′ − 23 − 24 nicht
verwendet worden wäre, dann würde das Feature nicht in der Region von Pro-
grammzustand 24 auftauchen und könnte somit einen beliebigen Wert in der
Presence Condition von Testfall tc2 annehmen.
Beispiel 4.15 zeigt wie mit Hilfe der in früheren Abschnitten eingeführten CPAs
undAlgorithmen variabilitätsgewahre Testfälle für SPLs abgeleitet werden können,
wobei in einem ARGT der für ein Testziel konstruiert wird Programmzustände ver-
einigt werden. Das Vereinigen von Programmzuständen in einem variabilitätsge-
wahren ARGT hat einen weiteren Effekt, der für eine Optimierung der Testfallgene-
rierung für SPLs verwendet werden kann. Für einzelne Software-Produkte wurde
bisher aus jedem Programmzustand, in dem ein Testziel erfüllt war, genau ein
Testfall abgeleitet, der das Testziel abdeckt. Für eine SPL-Implementierung kann es
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2 {q03}
fmC ∧ true∧ pm3,00  0
3 {q03}
fmC ∧ Sum∧ pm3,00  0
5 {q03}
fmC ∧ Fac∧ pm3,00  0
8 {q03}
(fmC ∧ Sum∧ r0  0∧ pm3,00  0) ∨ (fmC ∧ Fac∧ r0  1∧ pm3,00  0)
9 {q03}
(fmC ∧ Sum∧ r0  0∧ pm3,00  0)
∨ ((fmC ∧ Fac∧ r0  1∧ pm3,00  0) ∧Chk)
14 {q03}( ((fmC ∧ Sum∧ r0  0∧ pm3,00  0) ∨ (fmC ∧ Fac∧ r0  1∧ pm3,00  0) ∧ ¬Chk)
∨ (((fmC ∧ Sum∧ r0  0∧ pm3,00  0) ∨ (fmC ∧ Fac∧ r0  1∧ pm3,00  0) ∧Chk) ∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0)
)
15 {q03 , q13}( ((fmC ∧ Sum∧ r0  0∧ pm3,00  0) ∨ (fmC ∧ Fac∧ r0  1∧ pm3,00  0) ∧ ¬Chk)
∨ (((fmC ∧ Sum∧ r0  0∧ pm3,00  0) ∨ (fmC ∧ Fac∧ r0  1∧ pm3,00  0) ∧Chk) ∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0)
)
∧ x ≤ y ∧ pm3,01  1
Sum Fac
int r  0 int r  1
!Chk
Chk
x < 1 ‖ y < 1 ‖ y < x
x ≤ y
Abbildung 4.12: Ausschnitt des variabilitätsgewahren ARGT der Calc-SPL für das Testziel
tga3 mit der Vereinigung von Programmzuständen und Testpfadmarkern
jedoch vorkommen, dass es sinnvoll ist, mehrere Testfälle aus einem Programmzu-
stand abzuleiten, wenn ein Testziel in diesem Programmzustand erfüllt ist. Dies ist
immer dann der Fall, wenn die verschiedenen ARGT-Pfade zu unterschiedlichen
Software-Produkten gehören und die zugehörigen Testfälle ein Testziel somit auf
verschiedenen Software-Produkten abdecken.
Beispiel 4.16 (Ableitungmehrerer Testfälle aus einemProgrammzustand). Ab-
bildung 4.12 zeigt den variabilitätsgewahren ARGT, der für das Testziel tga3
aus Abbildung 3.14 konstruiert wurde. In Programmzustand 15 ist der TGA
tga3 in einem Endzustand und das Testziel tga3 ist somit erfüllt. Wie in Bei-
spiel 4.15 kann ein Testfall zu der Region bestehend aus einem Eingabevek-
tor und einer Presence Condition abgeleitet werden. Beispielsweise der Test-
fall tc1  ([x  1, y  2], fmC ∧ Sum ∧ ¬Fac ∧ ¬Chk) der den Programmpfad
ω1  2− 3− 8− 14− 15 traversiert.
Neben dem Programmpfad ω1 gibt es drei weitere Programmpfade, die
zum Programmzustand 15 führen und das Testziel tga3 abdecken. Die drei Pro-
grammpfade sind alle jeweils in unterschiedlichen Software-Produkten vorhan-
den undkönnen somit als abstrakte Testfälle zur vollständigen SPL-Abdeckung
von Testziel tga3 verwendet werden. Zu diesem Zweck können aus Programm-
zustand 15 weitere konkrete Testfälle abgeleitet werden, indem die Regionen
von Programmzustand 15 mehrfach gelöst wird, wobei die Region nach jeder
Lösung durch die Negation der Presence Condition der vorherigen Lösung
eingeschränkt wird.
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Somit wird nach der Ableitung des Testfalls tc1 die Region von Programm-
zustand 15 um die Negation der Presence Condition des Testfalls tc1 erweitert,
d. h. zu der Formel
©­­­­­«
((fmC ∧ Sum∧ r0  0∧ pm3,00  0)
∨(fmC ∧ Fac∧ r0  1∧ pm3,00  0) ∧ ¬Chk)
∨ (((Sum∧ r0  0∧ pm3,00  0) ∨ (Fac∧ r0  1∧ pm3,00  0) ∧Chk)
∧ x0 ≥ 1∧ y0 ≥ 1∧ x0 ≥ y0)
ª®®®®®¬
∧ x ≤ y ∧ pm3,01  1∧ pm3,01  1
∧ ¬(fmC ∧ Sum∧¬Fac∧¬Chk)
.
Aus dieser Formel kann ein weiterer Testfall tc2  ([x  1, y  2], fmC ∧ Sum∧
¬Fac∧Chk) abgeleitet werden, der auf anderen Produkten ausführbar ist als
der Testfall tc1. Dieses Vorgehen wird solange wiederholt bis keine Lösung
mehr aus der Region konjugiert mit negierten Presence Conditions der bereits
generierten Testfälle mehr gefunden werden kann. Aus Programmzustand 15
können noch zwei weitere Testfälle abgeleitet werden, die Testfälle tc3  ([x 
1, y  2], fmC ∧ Sum∧ Fac∧¬Chk) und tc4  ([x  1, y  2], fmC ∧ Sum∧ Fac∧
Chk). Die Test-Suite TS  {tc1, tc2, tc3, tc4} deckt das Testziel tga3 vollständig
auf der Calc-SPL ab.
Die konkreten Testfälle aus der Test-Suite TSwurden aus verschiedenen Pro-
grammpfaden abgeleitet, weshalb die Testfälle die gleichen Eingaben mit un-
terschiedlichen Presence Conditions haben können und somit verschiedenen
abstrakten Testfällen entsprechen. Zur Minimierung der Test-Suite können die
Testfälle zusammengefasst werden. Es ist jedoch nicht immer zu erwarten, dass
aus verschiedenen Regionen die gleichen Eingabewerte berechnet werden wie
es in diesem Beispiel der Fall ist. Beispielsweise könnte für den Testfall tc2 auch
der Eingabevektor [x  2, y  4] berechnet werden.
Die Kombination der SPL-Testgenerierung aus Abschnitt 4.1 mit der pfadsensiti-
venVereinigung von Programmzuständen inARGT ausAbschnitt 3.2 kann zu einer
Verkleinerung des Programmzustandsraums führen und somit zu einer effiziente-
ren Testgenerierung. Allerdings muss im Allgemeinen für jedes Testziel weiterhin
einARGT zurAbleitung einer Test-Suite konstruiertwerden. Umdies zu vermeiden
kann die SPL-Testgenerierung mit der Test-Suite-Generierung basierend auf Multi-
Property-Checking aus Abschnitt 3.3 kombiniert werden, wodurch mehrere Test-
ziele während einer ARGT-Konstruktion parallel behandelt werden können und
somit weniger ARGT für die Test-Suite-Generierung für eine Menge von Testzielen
konstruiert werden müssen.
4.2 Erweiterung der Testgenerierung für Software-Produktlinien um
Multi-Property-Checking
Durch die familienbasierte Test-Suite-Generierung aus Abschnitt 4.1 können Be-
rechnungsinformationen während der Test-Suite-Generierung wiederverwendet
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werden. Dies umfasst insbesondere die Wiederverwendung von Testfällen zwi-
schen Produkten und Testzielen. Wie in Abschnitt 3.3 ist es zusätzlich wünschens-
wert, Ergebnisse der ARGT-Konstruktionen bei der Test-Suite-Generierung wieder-
zuverwenden. Dies kann zu einer Verringerung der Anzahl der ARGT-Konstruktio-
nen während der Test-Suite-Generierung führen und somit zu einer Effizienzstei-
gerung bei der Ableitung einer Test-Suite für eine gegebene Menge von Testzielen.
Zu diesem Zweck wird die familienbasierte Test-Suite-Generierung in diesem Ab-
schnitt mit der Test-Suite-Generierung basierend auf Multi-Property-Checking aus
Abschnitt 3.3 kombiniert.
4.2.1 Test-Generierung für Software-Produktlinien mit Multi-Property-Checking
Das Ziel der Kombination der familienbasierten ARG-Konstruktion mit Multi-Pro-
perty-Checking ist es, einen einzigen ARGM (vgl. Definition 3.32) zur Ableitung ei-
ner SPL-Test-Suite für mehrere Testziele gleichzeitig zu konstruieren. Dadurch soll
entsprechend der Test-Suite-Generierung mit Multi-Property-Checking für Soft-
ware-Produkte vermieden werden, dass Teile des ARG einer IUT mehrfach für
verschiedene Testziele konstruiert werden. Stattdessen soll ein einziger ARGM wie
inAbschnitt 3.3 konstruiertwerden, der alle Pfadinformationen zurAbleitung einer
SPL-Test-Suite für eine Menge von Testzielen enthält.
Zur Ableitung einer SPL-Test-Suite für mehrere Testziele muss ein ARGM für
jeden Programmzustand speichern,
• in welchen Software-Produkten der Programmzustand erreichbar ist, d. h.
eine Presence Condition, und
• in welchen TGA-Zuständen sich die verschiedenen Testziele befinden, sodass
für jedes Testziel bekannt ist, wann das Testziel erfüllt ist.
Mit Hilfe dieser Informationen kann bestimmt werden, welches Testziel in welcher
Programm-Location auf welchen Produkten erfüllt ist. Wie bei der Testgenerierung
für SPLs ohne Multi-Property-Checking erlaubt die Presence Condition ebenfalls
die Einschränkung des Programmzustandsraums auf die Software-Produkte, die
noch nicht abgedeckte Testziele enthalten können.
Beispiel 4.17 (Familienbasierter ARGM). Abbildung 4.13 zeigt den ARGM, der
zur Ableitung einer Test-Suite für die Testziele tga9 und tga13 aus Abbildung 4.2
konstruiert wurde. Jeder Programmzustand des familienbasierten ARGM ent-
hält eine Programm-Location, die aktuellen (nicht-deterministisch berechne-
ten) TGA-Zustände der verschiedenen Testziele, eine Presence Condition und
eine Region r. Die Region r  φ ∧ pc besteht aus einer Pfadbedingung φ
und einer Presence Condition pc, die beide für eine bessere Übersichtlichkeit
getrennt dargestellt werden können, da im ARGM keine Vereinigung von Pro-
grammzuständen vorgenommen wird. Somit beschreibt jeder Programmzu-
stand mit welchen Variablenbelegungen (Pfadbedingung) welche Programm-
Location in welchen Software-Produkten (Presence Condition) erreichbar ist
und ob Testziele in dem Programmzustand erfüllt sind (TGA-Zustände). Diese
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3 q09 , q
0
13 fmC ∧ Sum
true
8 q09 , q
1
13 fmC ∧ Sum
r0  0
9 q09 , q
1
13 fmC ∧ Sum∧Chk∧ c1
r0  0
14 q09 , q
1
13 fmC ∧ Sum∧¬Chk
r0  0
14’ q09 , q
1
13 fmC ∧ Sum∧Chk∧ c2
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
10 q09 , q
2
13 fmC ∧ Sum∧Chk∧ c1
r0  0∧ (x0 < 1∨ y0 < 1∨ y0 < x0)
15 q09 , q
1
13 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
15’ q09 , q
1
13 fmC ∧ Sum∧Chk∧ c2
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0
16 q09 , q
1
13 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0
16’ q09 , q
1
13 fmC ∧ Sum∧Chk∧ c2
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0
20 q19 , q
1
13 fmC ∧ Sum∧¬Chk
r0  0∧ x0 ≤ y0 ∧ r1  r0 + x0
20’ q19 , q
1
13 fmC ∧ Sum∧Chk∧ c2
r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
∧ x0 ≤ y0 ∧ r1  r0 + x0
Sum




r  r + x
Chk
x ≥ 1 && y ≥ 1 && y ≥ x
x ≤ y
Sum
r  r + x
x < 1‖y < 1‖y < x
Abbildung 4.13: Ausschnitt des ARGM der Calc-SPL für die Testziele tga9 und tga13 mit
c1  (fmC ∧¬(fmC ∧ Sum∧¬Chk)) ∨ (fmC) und c2  (fmC ∧¬(fmC ∧ Sum∧¬Chk)) ∨ (fmC ∧¬(fmC ∧ Sum∧Chk∧ c1))
Informationen erlauben die Ableitung einer SPL-Test-Suite fürmehrere Testzie-
le. Der ARGM aus Abbildung 4.13 wurde in drei Schritten konstruiert, welche
im Folgenden beschriebenwerden. Dabei wird die Kombination der Techniken
zur Test-Suite-Generierung mit Multi-Property-Checking und der familienba-
sierten Test-Suite-Generierung veranschaulicht.
Im ersten Schritt wird der Teil des ARGM konstruiert, der mit durchgezogen
dargestellten Transitionen verbunden ist. In Programmzustand 20 ist der TGA
tga9 in einem Endzustand und das Testziel tga9 ist somit abgedeckt. Aus der
Pfadbedingung und der Presence Condition kann, wie in Beispiel 4.7, ein Test-
fall tc1  ([x  1, y  2], pc1) mit pc1  fmC ∧ Sum ∧ ¬Chk abgeleitet werden.
Da das Testziel tga9 noch auf anderen Software-Produkten abgedeckt werden
könnte und das Testziel tga13 noch gar nicht abgedeckt wurde, muss die Kon-
struktion des ARGM zur Ableitung einer SPL-Test-Suite fortgesetzt werden.
In Beispiel 4.9 wird bei der familienbasierten Test-Suite-Generierung eine
SPL-Test-Suite für ein einzelnes Testziel abgeleitet. Nach der Ableitung eines
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Testfalls wird der Programmzustandsraum auf die Programmzustände der
Software-Produkte eingeschränkt, für die das Testziel noch nicht abgedeckt
wurde. Hierfür wird die Presence Condition von jedem neuen Programm-
zustand mit der Negation der Presence Condition des abgeleiteten Testfalls
konjugiert. Dadurch werden keine neuen Programmzustände mehr betrachtet,
die nur in Software-Produkten enthalten sind, auf denen das Testziel bereits
durch einen Testfall abgedeckt wurde.
Dieser Ansatz zur Einschränkung des Programmzustandsraums kann bei
der Berücksichtigung mehrerer Testziele gleichzeitig während einer ARGM-
Konstruktion nicht ohne Anpassungen übernommen werden. Angenommen
der Programmzustandsraumwürde nach derAbleitung des Testfalls tc1 auf die
Software-Produkte eingeschränktwerden, die der PresenceCondition¬pc1 ent-
sprechen, dannwürden keine Programmzuständemehr berechnet werden, die
nur im Software-Produkt {Sum,¬Chk} enthalten sind.Würde das Testziel tga13
in dem Software-Produkt {Sum,¬Chk} enthalten sein, würde es durch diese
Einschränkung des Programmzustandsraums nicht möglich sein, einen Test-
fall zur Abdeckung des Testziels tga13 auf dem Software-Produkt (Sum,¬Chk)
abzuleiten, da der entsprechende Programmzustand, in dem der TGA tga13 in
einem Endzustand ist, nicht berechnet werden würde.
Somit muss die Einschränkung des Programmzustandsraums so angepasst
werden, dass die Programmzustände der Software-Produkte berechnet wer-
den, die mindestens ein Testziel enthalten können, das noch nicht durch einen
Testfall auf diesen Software-Produkten abgedecktwurde.Umdies zu erreichen,
wird der zu konstruierende Programmzustandsraumdurch die Bedingung ein-
geschränkt, die aus der Disjunktion der Presence Conditions für jedes Testziel
resultiert, für die das jeweilige Testziel noch abgedecktwerdenmuss. Für dieses
Beispiel bedeutet das, dass der Programmzustandsraum durch die Bedingung
c  (fmC ∧ ¬pc1) ∨ (fmC) eingeschränkt wird. Das Testziel tga9 wurde bereits
auf den Software-Produkten pc1 abgedeckt und das Testziel tga13 wurde noch
auf keinem Software-Produkt abgedeckt (d. h. es muss noch für die Presence
Condition fmC abgedeckt werden). Die Disjunktion von (fmC ∧¬pc1) und fmC
ergibt die Bedingung c, welche die weitere Konstruktion des Programmzu-
standsraums einschränkt.
Im zweiten Schritt wird der Teil des ARGM konstruiert, der mit gepunk-
tet dargestellten Transitionen verbunden ist. In Programmzustand 10 ist das
Testziel tga13 in einem Endzustand, und es kann ein Testfall tc2  ([x 
0, y  2], pc2) mit pc2  fmC ∧ Sum ∧ Chk ∧ c1 zur Abdeckung des Testziels
tga13 aus Programmzustand 10 abgeleitet werden. Da die Testziele tga9 und
tga13 noch auf weiteren Software-Produkten erfüllbar sein könnten, wird die
ARGM-Konstruktion weiter fortgesetzt. Die weitere ARGM-Konstruktion wird
dabei nach obigem Verfahren auf die Software-Produkte eingeschränkt, auf
denen das Testziel tga9 oder das Testziel tga13 noch nicht abgedeckt ist. Die
entsprechende Bedingung zur Einschränkung des Programmzustandsraums
ist c2  (fmC ∧¬(fmC ∧ Sum∧¬Chk)) ∨ (fmC ∧¬(fmC ∧ Sum∧Chk∧ c1)). Dabei
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ist der erste Teil der Bedingung c2 die Einschränkung für das Testziel tga9 und
der zweite Teil die Einschränkung für das Testziel tga13.
Im dritten Schritt wird der Teil des ARGM konstruiert, der mit gestrichelten
Transitionen verbunden ist. In Programmzustand 20’ ist das Testziel tga9 erfüllt
und es kann einTestfall tc3  ([x  1, y  2], pc3)mit pc3  fmC ∧Sum∧Chk∧ c2
abgeleitet werden.
Die Test-SuiteTS  {tc1, tc2, tc3} erfüllt eine vollständige SPL-Abdeckung der
Testzielmenge {tga10, tga13} auf der Calc-SPL.
Beispiel 4.17 zeigt die Kombination der Techniken für die familienbasierte Test-
Suite-Generierung und des Multi-Property-Checkings. Die wesentliche Erweite-
rung, damit die Kombination korrekt funktioniert, ist die Anpassung der Kon-
struktion der Bedingung, mit der die Konstruktion eines ARGM auf bestimmte
Software-Produkte eingeschränkt wird. Es ist nicht mehr ausreichend einfach die
Produkte während der ARGM-Konstruktion auszuschließen, für die ein Testziel
abgedeckt wurde, da andere Testziele im Allgemeinen noch auf diesen Produkten
abgedeckt werden können. Somit dürfen Produkte erst von der ARGM-Konstruk-
tion ausgeschlossen werden, wenn alle Testziele auf diesen Produkten abgedeckt
wurden bzw. als nicht erreichbar identifiziert wurden. Um dies zu erreichen wird
die ARGM-Konstruktion jedes Mal, wenn ein Testfall abgeleitet wurde, um die Dis-
junktion der Presence Conditions eingeschränkt, für die einzelne Testziele noch
abgedeckt werden müssen.
Für die Umsetzung der familienbasierten ARGM-Konstruktion kann die CPA
CPARM aus Abschnitt 3.3.2 verwendet werden. Die CPA CPARM , bestehend aus
der Komposition der Location-CPA CPAL, der Prädikaten-CPA CPAP und der Au-
tomaten-CPA CPAAM , arbeitet wie in Abschnitt 3.3.2 beschrieben. Während der
ARGM-Konstruktion durch die CPARM berechnet die Prädikaten-CPA CPAP wie in
Abschnitt 4.1.3 die Region für jeden Programmzustand, d. h. eine Pfadbedingung
und eine Presence Condition.
Im folgendenAbschnitt wird einAlgorithmus beschrieben, der auf Basis der CPA
CPARM einen ARGM konstruiert und dabei den zu konstruierenden Programmzu-
standsraum gemäß der Strategie aus Beispiel 4.17 immer weiter einschränkt.
4.2.2 Vollständige Test-Suite-Generierung für Software-Produktlinien mit Multi-Proper-
ty-Checking
In diesem Abschnitt wird ein Algorithmus zur Generierung einer Test-Suite ba-
sierend auf der familienbasierten ARGM-Konstruktion aus dem letzten Abschnitt
beschrieben. Der Algorithmus kombiniert und erweitert dabei Algorithmus 5 zur
Generierung von Test-Suiten mit Multi-Property-Checking und Algorithmus 7 zur
Generierung von SPL-Test-Suiten. Die Erweiterung besteht aus der Konstruktion
der Bedingung zur Einschränkung derARGM-Konstruktion auf bestimmte Produk-
te unter Berücksichtigungmehrerer Testziele (vgl. Beispiel 4.17). Weiterhin werden
in dem Algorithmus Testfälle sowohl zwischen Testzielen als auch zwischen Soft-
ware-Produkten wiederverwendet.
Algorithmus 8 beschreibt das Vorgehen zur Generierung einer SPL-Test-Suite
mit Multi-Property-Checking für eine Menge von Testzielen aus Beispiel 4.17. Die
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Algorithmus 8 Familienbasierte Test-Suite-Generierung mit Multi-Property-
Checking und Wiederverwendung von Testfällen zwischen Produkten und Test-
zielen
Input: Kontrollflussautomat CFA  (L, `0, `t ,E),
Feature-Modell FM,
Menge von Testzielautomaten TG  {tga1, . . . , tgan}
Output: Abstrakte SPL-Test-Suite TS
1: TS : {}
2: UC : TG
3: for each tga ∈ TG do
4: CS[tga] : fm
5: while UC , ∅ do
6: TG’ : {tga′1, . . . , tga′l} ⊆ UC mit tga′i  (Q′i ,Σ′i ,∆′i , q′0i , F′i), 1 ≤ i ≤ l
7: pc0 :
∨
CS[tgai], 1 ≤ i ≤ l
8: while ∃ ω : ψ0 e0 · · · ek−1 ψk mit ψi  (`i , q′i1 , . . . , q′il , ri),
ri  (φi , pci), i  0, . . . , k,
∃q′k j ∈ F′j und sat(pck ∧CS[tga j]), 1 ≤ j ≤ l do
9: for each tga′m ∈ UC mit q′km ∈ F′m , 1 ≤ m ≤ l do
10: if tga′m akzeptiert ω und sat(pck ∧CS[tga′m]) then
11: TS : TS∪ (tga′m ,ωk , pck)
12: CS[tga′m] : CS[tga′m] ∧ ¬pck
13: pc0 :
∨
CS[tgai], 1 ≤ i ≤ l
14: UC : UC \ TG′
Eingaben für den Algorithmus sind der Kontrollflussautomat CFA der IUT, ein Fea-
ture-Modell fm als aussagenlogischer Term und eine Menge von Testzielen TG, die
abgedeckt werden sollen. Die Ausgabe des Algorithmus ist eine abstrakte SPL-Test-
Suite TS. Die Test-Suite TSwird mit der leeren Menge initialisiert (Zeile 1) und die
Menge der noch nicht abgearbeiteten TestzieleUCmit der Menge aller Testziele TG
(Zeile 2). Der VektorCS speichert für jedes Testziel tga eine Presence Condition über
Feature-Variablen, die beschreibt für welche Produkte tga noch nicht abgedeckt ist.
CS wird für jedes Testziel tga mit dem Feature-Modell fm initialisiert (Zeile 3–4),
d. h. das Testziel tga noch auf keinem Produkt abgedeckt ist. Solange die Menge
der noch nicht bearbeiteten Testziele UC nicht leer ist, iteriert der Algorithmus
über diese Menge und generiert SPL-Testfälle zur Abdeckung der Testziele in UC
(Zeile 5). ZurGenerierung von Testfällenwählt derAlgorithmus die nächsten zu be-
trachtende Testziele TG′ ⊆ UC aus der Menge UC aus (Zeile 6) und initialisiert die
Presence Condition pc0 des initialen Programmzustands mit Disjunktion der Pre-
sence Conditions für welche die Testziele aus TG’ jeweils noch nicht abgedeckt sind
(Zeile 7). Zu Beginn ist dies immer das Feature-Modell fm, d. h. bei der Konstruk-
tion des ARGM zur Testfallableitung werden alle Produkte einer SPL betrachtet.
Es werden solange Testfälle abgeleitet bis es keinen neuen Testfall mehr gibt, der
ein Testziel tga j ∈ TG′ auf einem Produkt abdeckt auf dem das Testziel noch nicht
abgedeckt ist (Zeile 8). Angenommen es gibt einen neuen abstrakten Testfall ω, der
das Testziel tga j auf einer Menge von Produkten abdeckt, auf der es noch nicht
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abgedeckt ist (d. h. sat(pck ∧ CS[tga j]) liefert true zurück). In diesem Fall wird für
jedes Testziel tga′m ∈ UC geprüft, ob es durch den Testfall ω erfüllt wird (Zeile
9–10). Ist dies der Fall wird das Testziel tga′m zusammenmit dem Testfall ω und der
Presence Condition pck , für die das Testziel durch den Testfall abgedeckt wird, als
Tripel zur Test-Suite TS hinzugefügt (Zeile 11). Weiterhin wird gespeichert, dass
das Testziel tga′m für eine neue Menge von Produkten abgedeckt wurde (Zeile 12).
Nachdem der Testfall zusammen mit allen Testzielen, die der Testfall abdeckt, und
der entsprechenden Presence Condition zur Test-Suite hinzugefügt wurde, wird
die weitere ARGM-Konstruktion wird auf die Produkte eingeschränkt, auf denen
noch mindestens ein Testziel nicht abgedeckt ist (Zeile 13). Gibt es keinen neuen
Testfall mehr, der ein Testziel tga j ∈ TG′ auf einem Software-Produkt abdeckt auf
dem es noch nicht abgedeckt wurde, wird die Menge TG′ aus der Menge der noch
nicht bearbeiteten Testziele UC entfernt (Zeile 14).
Algorithmus 8 kombiniert verschiedene Möglichkeiten Testartefakten wiederzu-
verwenden, die in dieser Arbeit vorgestellt wurden. Zum einen werden Testfäl-
le zwischen Produkten durch Presence Conditions und zwischen Testzielen (vgl.
Zeile 10–12) wiederverwendet und zum anderen werden durch die Konstruktion
eines ARGM, der mehrere Testziele gleichzeitig berücksichtigt, Teile des ARGM
zwischen den Testzielen wiederverwendet, d. h. nur einmal für eine Menge von
Testzielen TG′ konstruiert. Für eine bessere Verständlichkeit der neuen Konzep-
te wurden bei der Test-Suite-Generierung, wie sie im vorherigen und in diesem
Abschnitt vorgestellt wurden, keine Vereinigungen von Programmzuständen wäh-
rend der ARGM-Konstruktion durchgeführt, die für eine Verkleinerung des Pro-
grammzustandsraums führen können und somit zu einer effizienteren Test-Suite-
Generierung. Im folgenden Abschnitt wird deshalb die hier vorgestellte SPL-Test-
Suite-Generierung auf Basis von Multi-Property-Checking mit der Vereinigung
von Programmzuständen in ARGT für SPLs ohne Verlust von Pfadsensitivität aus
Abschnitt 4.1.6 kombiniert.
4.2.3 ARGM mit pfadsensitiver Programmzustandsvereinigungen für Software-Produkt-
linien mit Multi-Property-Checking
Um die Größe des zu konstruierenden Programmzustandsraums auch während
der SPL-Testgenerierung auf Basis von Multi-Property-Checking soweit wie mög-
lich zu reduzieren, wird in diesem Abschnitt die familienbasierte Testgenerierung
auf Basis von Multi-Property-Checking um die pfadsensitive Vereinigung von Pro-
grammzuständen für ARGT aus Abschnitt 4.1.6 erweitert. Mit Hilfe der pfadsensi-
tiven Vereinigung können Programmzustände bei der Konstruktion eines ARGM
unter Berücksichtigung einer Menge von Testzielen immer dann vereinigt werden,
wenn der Kontrollfluss im CFA der IUT zusammenfließt. Wie in Abschnitt 3.2 wer-
den Testpfadmarker verwendet, um ARGM-Pfade Testzielen zuordnen zu können.
Beispiel 4.18 (Ableitung von SPL-Testfällen aus ARGM mit vereinigten Pro-
grammzuständen). Abbildung 4.14 zeigt einen ARGM mit vereinigten Pro-
grammzuständen, der zur Ableitung von Testfällen für die Testziele tga9 und
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2 {q09}, {q013}
pm10,00  0∧ pm13,00  0∧ fmC
3 {q09}, {q013}
pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum
8 {q09}, {q013, q113}
pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧ r0  0
9 {q09}, {q013, q113}
pm10,00  0∧ pm13,00  0
∧ fmC ∧ Sum∧Chk∧ r0  0
10 {q09}, {q013, q113, q213}
pm10,00  0∧ pm13,00  0
∧ fmC ∧ Sum∧Chk∧ c1 ∧ r0  0
∧ (x0 < 1∨ y0 < 1∨ y0 < x0)
∧ pm13,01  1
14 {q09}, {q013, q113}©­­«
(pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧¬Chk∧ r0  0)
∨
(
pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧Chk
∧ r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
) ª®®¬
15 {q09}, {q013, q113}©­­«
(pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧¬Chk∧ r0  0)
∨
(
pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧Chk
∧ r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
) ª®®¬
∧ x0 ≤ y0
16 {q09}, {q013, q113}©­­«
(pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧¬Chk∧ r0  0)
∨
(
pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧Chk
∧ r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
) ª®®¬
∧ x0 ≤ y0 ∧ Sum
20 {q09 , q19}, {q013, q113}©­­«
(pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧¬Chk∧ r0  0)
∨
(
pm10,00  0∧ pm13,00  0∧ fmC ∧ Sum∧Chk
∧ r0  0∧ x0 ≥ 1∧ y0 ≥ 1∧ y0 ≥ x0
) ª®®¬
∧ x0 ≤ y0 ∧ Sum∧ r1  r0 + x0 ∧ pm10,01  1
Sum




r  r + x
Chk
x ≥ 1 && y ≥ 1 && y ≥ x x < 1 ‖ y < 1 ‖ y < x
Abbildung 4.14: Ausschnitt des ARGM der Calc-SPL für die Testziele tga9 und tga13 mit
c1  (fmC ∧¬(fmC ∧ Sum∧ (Chk∨¬Chk))) ∧ (fmC)
tga13 konstruiert wurde. Die Region der Programmzustände wird wieder in
einer Komponente dargestellt, da die Pfadbedingungen und die Presence Con-
ditions der Programmzustände nach der Vereinigung von Programmzustän-
den verwoben sein können. Weiterhin wird die Region um Testpfadmarker-
variablen zum Erhalt der Pfadsensitivität für eine korrekte Testfallableitung
angereichert. Der ARGM wurde in zwei Schritten konstruiert.
Imersten SchrittwurdederTeil desARGM konstruiert, dermit durchgezogen
dargestellten Transitionen verbunden ist. In Programmzustand 20 ist das Test-
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ziel tga9 erfüllt. Gemäß des Vorgehens aus Beispiel 4.16 können aus Programm-
zustand 20 die zwei Testfälle tc1  ([x  1, y  2], fmC ∧ Sum∧¬Chk) und tc2 
([x  1, y  2], fmC ∧ Sum∧Chk) abgeleitet werden. Die Testfälle tc1 und tc2 ent-
sprechen verschiedenen ARGM-Pfaden und können auf verschiedenen Softwa-
re-Produkten ausgeführt werden. Durch die Testfälle tc1 und tc2 wird das Test-
ziel tga9 auf den Software-Produkten fmC ∧ Sum∧ (Chk∨¬Chk) abgedeckt. Da
das Testziel tga13 noch auf keinen Software-Produkten abgedeckt wurde, kann
dieweitereARGM-Konstruktion zurweiterenAbdeckungderTestziele tga9 und
tga13 durch die Bedingung c1  (fmC ∧ ¬(fmC ∧ Sum∧ (Chk∨ ¬Chk))) ∨ (fmC)
eingeschränkt werden (vgl. Beispiel 4.17).
Im zweiten Schritt wurde der Teil des ARGM konstruiert, der mit gepunk-
tet dargestellten Transitionen verbunden ist. Die ARGM-Konstruktion wurde
dabei entsprechend der Bedingung c1 auf Produkte eingeschränkt auf denen
mindestens ein Testziel noch nicht abgedeckt wurde. In Programmzustand 10
ist das Testziel tga13 erfüllt und es kann ein Testfall tc3  ([x  −1, y 
0], fmC ∧ Sum∧Chk∧ c1) zu Abdeckung des Testziels tga13 abgeleitet werden.
Die Test-SuiteTS  {tc1, tc2, tc3} erfüllt eine vollständige SPL-Abdeckung der
Testzielmenge {tga10, tga13} auf der Calc-SPL.
Der ARGM aus Abbildung 4.14 kann durch Algorithmus 8 konstruiert werden.
Dabei wird die CPA CPAR′M verwendet, die mehrere TGAs verwalten kann (vgl.
Abschnitt 3.3.2).
Wie in Abschnitt 3.3 führt die Verwendung von Testpfadmarkervariablen zum
Erhalt der Pfadsensitivität zu einer Vergrößerung des Programmzustandsraums
der IUT. Dadurch können während der ARGM-Konstruktion zwar Programmzu-
stände vereinigt werden, aber die ARGM-Konstruktion kann gleichzeitig sehr viel
aufwendiger werden. Auch für die Test-Suite-Generierung für SPLs mit Hilfe von
Multi-Property-Checking ist es deshalb sinnvoll, die Menge von Testzielen zu par-
titionieren und somit in handhabbare Teilmengen zu zerlegen. Für die Partitio-
nierung können zusätzliche SPL-spezifische Kriterien verwendet werden. Zum
Beispiel, dass Testziele in einer Partition zusammen betrachtet werden, die in der
gleichenMenge von Produkten enthalten sind.Welche Testziele inwelchen Produk-
ten enthalten sind, kann dabei durch eine vorgeschaltete statischeAnalyse ermittelt
werden. Die Entwicklung von Strategien zur Partitionierung der Testzielmenge ist
jedoch nicht Bestandteil dieser Arbeit.
4.3 Experimentelle Evaluation
In diesem Abschnitt wird die Kombination von zwei Wiederverwendungsstrate-
gien von Testfällen während der Test-Suite-Generierung für SPLs evaluiert. Dies
umfasst zumeinen dieWiederverwendung vonTestfällen zwischen Produkten (vgl.
Abschnitt 4.1.4) und zum anderen dieWiederverwendung von Testfällen zwischen
Testzielen (vgl. Abschnitt 3.1.7). Dafür vergleichenwir zwei verschiedene Ideen zur
Test-Suite-Generierung für SPLs miteinander. Zum einen die produktweise Test-
Suite-Generierung (PW) basierend auf dem Test-Suite-Generierungsansatz aus Ab-
schnitt 3.1, d. h. es werden für jedes Produkt nacheinander Test-Suiten generiert.
Zum anderen die familienbasierte Test-Suite-Generierung (FB), d. h. es werden
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Test-Suiten auf einer SPL-Implementierung mit Wiederverwendung von Testfällen
zwischen Produkten generiert. Zur Evaluation der Auswirkungen von Wiederver-
wendung von Testfällen zwischen Testzielen wird der produktweise Test-Suite-
Generierungsansatz PW entsprechend erweitert zu dem Ansatz PWTG. Weiterhin
kombinieren wir die Wiederverwendung von Testfällen zwischen Produkten und
Testzielen (FBTG, vgl. Abschnitt 4.1.5), um mögliche Synergien zu evaluieren. Die
zwei produktweisen Ansätzen bilden dabei die Baseline für die Evaluation. Um
potenzielle positive und negative Auswirkungen auf die Test-Suite-Generierung,
die durch die Verwendung vonMulti-Property-Checking entstehen können bei der
EvaluationderWiederverwendungsstrategien ausschließen zukönnen,werdenwir
in dieser Evaluation keinMulti-Property-Checking verwenden. Die Auswirkungen
vonMulti-Property-Checking auf die Test-Suite-Generierungwurden bereits inAb-
schnitt 3.4 evaluiert.
Forschungsfragen
Das Ziel der Evaluation ist es, die zwei Forschungsfragen RQ1 und RQ2 bzgl. der
verschiedenen Wiederverwendungsstrategien von Testfällen zu beantworten.
• RQ1 (Effizienz): Erhöht die Wiederverwendung von Testfällen durch famili-
enbasierte Test-Suite-Generierungsansätze (FB und FBTG) die Effizienz der
Test-Suite-Generierung für SPLs verglichenmit produktweisen Test-Suite-Ge-
nerierungsansätzen (PW und PWTG)?
• RQ2 (Effektivität): Wie beeinflusst die Verwendung von familienbasierten
Test-Suite-Generierungsansätzen (FB und FBTG) die Effektivität der Test-Sui-
te-Generierung für SPLs verglichen mit produktweisen Test-Suite-Generie-
rungsansätzen (PW und PWTG)?
Die Forschungsfrage RQ1 zielt darauf ab, den Einfluss der Wiederverwendung
von Testfällen auf die Effizienz der SPL-Test-Suite-Generierung zu evaluieren. Die
Effizienz umfasst dabei zum einen den Berechnungsaufwand für die Test-Suite-Ge-
nerierung im Sinne von durchschnittlicher CPU-Zeit und zum anderen die Größe
generierter Test-Suiten (Anzahl der Testfälle), welche ein Indikator für die Ausfüh-
rungszeit der Test-Suiten sein kann. Somit werden die zwei abhängigen Variablen
durchschnittliche CPU-Zeit und Test-Suite-Größe zur Bestimmung der Testeffizienz
verwendet.
Die Forschungsfrage RQ2 zielt darauf ab, den Einfluss der Wiederverwendung
von Testfällen auf die Effektivität der SPL-Test-Suite-Generierung zu evaluieren.
Hierfürwirduntersucht, obdurchdieWiederverwendungvonTestfällenmit den fa-
milienbasierten SPL-Test-Suite-Generierungsansätzen eine höhere Abdeckung von
Testzielen im Gegensatz zur produktweisen Test-Suite-Generierung erreicht wer-
den kann, trotz der vermutlich höheren Komplexität des Kontrollflusses von SPL-
Implementierungen. Um dies zu erfassen, werden die drei abhängigen Variablen
Anzahl erfüllbarer Testziele, Anzahl unerfüllbarer Testziele und Anzahl von Testzielen,
deren Erreichbarkeit unbekannt ist, verwendet.
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Experimentaufbau
Fallstudien. Für die Evaluation haben wir zwei Zielsysteme ausgewählt, die
bereits in anderen Evaluationen verwendet wurden, z. B. im Bereich Produktlini-
enverifikation und im Bereich Detektion von Feature-Interaktionen [AvRW+13].
• Mine-Pump (MP) implementiert einWasserpumpensystembasierend auf dem
CONIC-Projekt [KMSL83]. Die SPL-Implementierung enthält 279 Zeilen Co-
de, 7 Features (z. B. einen Methansensor) und 64 Produktkonfigurationen.
• E-Mail (EM) basiert auf dem Model eines E-Mail-Systems, das von Hall ent-
wickelt wurde [Hal05]. Die SPL-Implementierung enthält 233 Zeilen Code, 4
Features (z. B. Verschlüsselung und eine automatische Weiterleitung) und 8
Produktkonfigurationen.
Tool-Unterstützung. Um die Forschungsfragen RQ1 und RQ2 zu beant-
worten, haben wir einen SPL-Test-Suite-Generator basierend auf dem C-Model-
Checking-Framework CPAchecker [BK11, BHT07] implementiert. Für die Spezi-
fikation von Abdeckungskriterien verwenden wir FQL [HSTV10, HTSV10]. Als
SMT-Solver kam SMTInterpol zum Einsatz.
Experiment-Design. Als Baseline verwenden wir die produktweisen Test-Sui-
te-Generierungsansätze PW und PWTG wie oben beschrieben und vergleichen sie
mit den familienbasierten Test-Suite-Generierungsansätzen FB und FBTG. Dabei
wird Basic-Block-Abdeckung als Abdeckungskriterium für die Test-Suite-Generie-
rung verwendet, d. h. jedes einfache Programmstatement entspricht einem Testziel.
Aufbau der Messungen. Die gemessene CPU-Zeit umfasst den kompletten
Test-Suite-Generierungsprozess bestehend aus der TGA-Konstruktion aus einer
FQL-Query, der CPA-Initialisierung und der Ausführung des Test-Generators. Je-
des Testziel wird maximal 900s betrachtet, d. h. wenn ein Testziel nach 900s nicht
erfüllt wurde, wird das nächste Testziel betrachtet. Der gesamte Test-Suite-Generie-
rungsprozess wird pro SPL-Implementierung bzw. Produktimplementierung nach
maximal 24h abgebrochen. Die Evaluation wurde auf einem Computer mit einem
E5-2650-Prozessor (2GHz) mit 30GB RAM ausgeführt.
Datensammlung. Für jedes der vier Experimente (PW, PWTG, FB, FBTG) sam-
meln wir die folgenden Daten. Um die Effizienz der Test-Suite-Generierung zu
evaluieren, messen wir die CPU-Zeit des gesamten Test-Suite-Generierungsprozes-
ses in Stunden, die Anzahl der benötigten Model-Checker-Aufrufe und die Größe
der generierten Test-Suiten. Zur Bestimmung der Effektivität messen wir die An-
zahl der erfüllbaren und der unerfüllbaren Testziele sowie die Anzahl der Testzie-
le, deren Erreichbarkeit unbekannt ist (z. B. wegen einer Zeitüberschreitung). Zur
Beantwortung der Forschungsfragen werden die für die einzelnen Experimente
gemessenenWerte zur Bestimmung der Effizienz (RQ1) und der Effektivität (RQ2)
miteinander verglichen.
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Tabelle 4.1: Ergebnisse der Evaluation (# CPA: Model-Checker-Ausführungen; die Anazhl


















































PW 3792 3792 3298 490 4 3298 3720 13,9
PWTG 3792 3792 3300 490 2 427 847 3,7
FB 93 93 42 1 50 52 145 24
FBTG 93 81 42 1 38 46 127 24
EM
PW 1084 1084 804 280 0 800 1874 32,9
PWTG 1084 1084 804 280 0 169 533 10,4
FB 198 131 78 16 37 154 285 24
FBTG 198 160 91 30 39 103 224 24
Ergebnisse
Die Ergebnisse zur Beantwortung der Forschungsfragen RQ1 und RQ2wurden in
Tabelle 4.1 zusammengefasst.
RQ1 . Zubeobachten ist, dass die familienbasiertenAnsätzeFBundFBTGgrund-
sätzlich mit weniger Model-Checker-Aufrufen deutlich kleinere Test-Suiten gene-
rieren als die produktweisen Ansätze PW und PWTG. Für die Test-Suite-Generie-
rung benötigen die familienbasierten Ansätze jedoch mehr Zeit als PW und PWTG
brauchen und schöpfen das 24-Stunden-Zeitlimit immer aus. Für das E-Mail-Sys-
tem schöpft der Ansatz PW ebenfalls das Zeitlimit aus und überschreitet es aus
technischen Gründen sogar deutlich (32.9h). Somit hat die Wiederverwendung
von Testfällen zwischen Produkten und Testzielen insbesondere auf die Test-Suite-
Größe einen positiven Einfluss. Durch die Kombination der Wiederverwendung
von Testfällen zwischen Produkten und Testzielen (FBTG) können die positiven
Auswirkungen der Test-Suite-Generierung mit Wiederverwendung von Testfällen
zwischen Produkten (FB) weiter verbessert werden.
RQ2 . Bei der Test-Suite-Generierung mit FB und FBTG ist die Erreichbarkeit für
wesentlich mehr Testziele unbekannt, da es mehr Überschreitungen der Zeitlimits
gibt als bei den produktweisen Ansätzen PW und PWTG.
Diskussion
Mit Hilfe der familienbasierten Test-Suite-Generierung, d. h. mit Wiederverwen-
dung von Testfällen zwischen Produkten, können die Größe generierter Test-Sui-
ten und die Anzahl der dafür benötigten Model-Checker-Aufrufe verglichen mit
der produktweisen Test-Suite-Generierung drastisch verringert verwenden. Aus
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der Kombination der Wiederverwendung von Testfällen zwischen Produkten und
Testzielen ergeben sich Synergien, welche die positiven Auswirkungen der Wie-
derverwendungsstrategien weiter verstärken. Werden die Test-Suite-Größen und
die Anzahl vonModel-Checker-Aufrufen unter Berücksichtigung der Testziele, de-
ren Erreichbarkeit unbekannt ist, extrapoliert, schneidet die familienbasierte Test-
Suite-Generierung weiterhin besser als die produktweise Test-Suite-Generierung.
Jedoch benötigt die familienbasierte Test-Suite-Generierung mehr CPU-Zeit als
die produktweise Test-Suite-Generierung aufgrund der höheren Komplexität des
Kontrollflusses der SPL-Implementierungen, die sämtliche Kontrollflüsse aller Pro-
dukte in sich vereinigen. Dies führt ebenfalls dazu, dass es nach demÜberschreiten
des Zeitlimits zur Test-Suite-Generierung bei den familienbasiertenAnsätzenmehr
Testziele gibt, deren Erreichbarkeit unbekannt ist. Dies könnte jedoch durch eine
Erhöhung der Zeitlimits vermieden werden.
Zusammengefasst können durch die Wiederverwendung von Testfällen die Grö-
ße generierter Test-Suiten und die dafür benötigten Model-Checker-Aufrufe redu-
ziert werden. Dabei ist jedoch zu berücksichtigen, dass die familienbasierten Ansät-
ze durch die Komplexität durch die Kodierung aller Varianten in einem Programm
mehr CPU-Zeit für die Test-Suite-Generierung benötigen können.
Gefährdung der Validität
Die größte Gefährdung der Validität der Evaluation ist die geringe Anzahl der
betrachteten Zielsysteme. Da nur zwei Zielsysteme betrachtet wurden, geben die
Ergebnisse nur Hinweise auf die tatsächlichen Auswirkungen der Wiederverwen-
dung von Testfällen zwischen Produkten und Testzielen. Für eine valide Aussage
müssen weitere Experimente mit weiteren Zielsystemen durchgeführt werden. Ei-
ne weitere Gefährdung der Validität ist, dass die Test-Suite-Generierung nur für
ein Abdeckungskriterium evaluiert wurde. Obwohl Basic-Block-Abdeckung ein
weitverbreitetes Abdeckungskriterium ist, sollten in weiteren Experimenten ande-
re Abdeckungskriterien zur Test-Suite-Generierung betrachtet werden. Außerdem
sollte untersucht werden, inwieweit die Wiederverwendung von Testfällen und so-
mit das Weglassen von potenziell unterschiedlichen Testfällen die Effektivität der
generierten Test-Suiten beeinflussen kann. Weiterhin ist der fehlende Vergleich zu
anderen Test-Suite-Generierungsansätzen eine Gefährdung der Validität der Eva-
luation. Jedoch unterstützen aktuelle Tools zur Test-Suite-Generierung entweder
keine SPLs oder die Tools arbeiten nicht auf C-Code bzw. sogar komplett modellba-
siert wie auch im folgenden Abschnitt zu verwandten Arbeiten dargelegt werden
wird. Eine weitere Gefährdung der Validität könnte durch die Zeitüberschreitun-
gen während der Test-Suite-Generierung entstehen. Diesbezüglich haben wir die
Ergebnisse jedoch auf Basis unserer Erfahrungen extrapoliert, wodurch die Gefähr-
dung der Validität minimiert werden kann.
4.4 Verwandte Arbeiten
In diesem Abschnitt diskutieren wir zu den in diesem Kapitel behandelten Ansät-
zen und Techniken verwandte Arbeiten. Auf Arbeiten zu Testansätzen für einzelne
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Software-Produkte wird in diesem Abschnitt nicht eingegangen, da diese bereits
in Abschnitt 3.5 diskutiert wurden. Stattdessen liegt der Fokus auf SPL-Ansätzen.
Testgenerierung für Software-Produktlinien
Die familienbasierte Generierung von Test-Suiten zur Erreichung von SPL-Ab-
deckung von Testzielen wurde bereits in anderen Arbeiten untersucht. Cichos
et al. [COLS11] haben einen modellbasierten (Black-Box)-Ansatz zur Generierung
von SPL-Test-Suiten basierend auf demModel-Checker SPIN beschrieben, der eine
nachträgliche Analyse bzgl. der Wiederverwendung von Testfällen zwischen Soft-
ware-Produkten erlaubt. DieWiederverwendung von Testfällen lässt dabei dieWie-
derverwendung von Erreichbarkeitsanalyseergebnissen zwischen Testzielen außer
Acht. Luthmann et al. [LSBL17] beschreiben die familienbasierte Testgenerierung
für SPLs mit dem Model-Checker Uppaal auf Basis von konfigurierbaren, parame-
trisierten Timed-Automata unter Berücksichtigung des Zeitverhaltens einer SPL.
Dabei wird die Wiederverwendung von Testfällen zwischen Testzielen und Pro-
dukten explizit unterstützt. Die Wiederverwendung von Teilen des Programmzu-
standsraums einer IUT, wie es die Verwendung von Multi-Property-Checking zur
Test-Suite-Generierung erlaubt, wird hingegen nicht unterstützt.
Ein weiterer familienbasierter Testgenerierungsansatz zur modellbasierten Test-
generierung auf Basis von Featured Transition Systems stammt von Devroey et al.
[DPS14, DPL+14]. Der Ansatz erlaubt zwar die Wiederverwendung von Testfällen
zwischen Produkten, jedoch nicht die Wiederverwendung von Ergebnissen der Er-
reichbarkeitsanalyse zwischen Testzielen und Produkten wie es die Verwendung
von Multi-Property-Checking erlaubt. Weiterhin ist der Ansatz auf modellbasierte
Testgenerierung beschränkt. In [VBM15] beschreiben Varshosaz et al. einen inkre-
mentellen, modellbasierten Testgenerierungsansatz, der schrittweise für Software-
Produkte einer SPL Testfälle generiert. Dabei werden Testfälle zwischen Produkten
so wiederverwendet, dass für ein betrachtetes Produkt nur Testfälle für die Teile
der Implementierung generiert werden müssen, die noch nicht durch Testfälle ab-
gedeckt werden, die für andere Produkte generiert wurden. Im Gegensatz dazu er-
laubt unserAnsatz einenweitaus höherenGrad derWiederverwendung vonTestar-
tefakten, da der Ansatz zum einen familienbasiert ist und somit alle Produkte einer
SPL gleichzeitig betrachtet wurden anstatt nacheinander und zum anderen Multi-
Property-Checking zur Testgenerierung verwendet. Somit können Erreichbarkeits-
analyseergebnisse vielfältig wiederverwendet werden. Weiterhin unterstützt der
Ansatz aus dieser Arbeit sowohl die modellbasierte Testgenerierung als auch die
Testgenerierung auf Basis von Quellcode.
Model-Checking
Die Anwendung von CPAchecker zur Verifikation von SPLs wurde von Apel et al.
beschrieben [AvRW+13], wobei eine BDD-Analyse für die Wiederverwendung von
Verifikationsergebnissen zwischen Produkten einer SPL verwendet wird [ABF+13].
Dieser Ansatz unterstützt allerdings nicht die Wiederverwendung von Verifika-
tionsergebnissen zwischen zu überprüfenden Properties indem Multi-Property-
Checking-Techniken angewendet werden. Im Gegensatz dazu unterstützt der Mul-
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ti-Property-Checking-Ansatz von Apel et al. [ABM+16] keine Wiederverwendung
von Verifikationsergebnissen zwischen Produkten einer SPL.
Andere Model-Checking-Ansätze für SPLs wie [CHSL11, CCP+12] verwenden
ebenfalls symbolischeModel-Checking-Techniken und behandeln Features als spe-
zielle Eingabevariablen. Die Ansätze betrachten jedoch nur eine familienbasierte
Evaluation von einer bestimmten Model-Checking-Anfrage ohne systematische
Wiederverwendung von Analyseergebnissen.
DieFeature-basierte SPL-Model-Checking-TechnikvonLi et al. [LKF02] sowiedie
inkrementelle SPL-Model-Checking-Technik von Lochau et al. [LMBR14] führen ei-
ne schrittweise Exploration des Programmzustandsraums ähnlich zu CEGAR-An-
sätzen aus. Dabei betrachten diese Ansätze jedoch nur eine einzelne Property in
einem Schritt anstatt mehrere Properties (Testziele).
Weitere inkrementelleModel-Checking-Ansätze legen den Fokus auf eine schritt-
weise Test-Suite-Verfeinerung sowie der Re-Test-Auswahl ähnlich zumRegressions-
testen [ER10, LSKL12]. Die Generierung von Testfällen ist jedoch kein bestandteil
dieser Ansätze.
4.5 Zusammenfassung und Ausblick
In diesem Kapitel haben wir eine Technik zur automatisierten, familienbasierten
Testgenerierung vonKomponententests für SPLs präsentiert, die auf den Techniken
aus Kapitel 3 basiert. Dabei wurde zum einen die Wiederverwendung von Testfäl-
len zwischen Testzielen um die Wiederverwendung von Testfällen zwischen Pro-
dukten erweitert, sodass kleinere Test-Suiten generiert werden können und dabei
weniger ARG-Konstruktionen durchgeführt werden können. Zum anderen wurde
die familienbasierte Testgenerierung um die Testgenerierung mit Multi-Property-
Checking erweitert, sodassmehrere Testziele einer SPL-Implementierungwährend
einer ARG-Konstruktion gleichzeitig betrachtet werden können und somit implizit
Teile des berechneten Programmzustandsraums zur Abdeckung dieser Testziele
zwischen Produkten wiederverwendet werden können.
Die Ergebnisse der Evaluation haben gezeigt, dass die Kombination der Wieder-
verwendung von Testfällen zwischen Produkten und Testzielen während der Test-
Suite-Generierung dazu führen kann, dass die Größe generierter Test-Suiten und
die dafür benötigten Model-Checker-Aufrufe im Vergleich zur Test-Suite-Generie-
rung ohne diese Wiederverwendung drastisch reduziert wird. Dabei können die
familienbasierten Ansätze aufgrund der Komplexität der SPL-Implementierungen
mehr CPU-Zeit für die Test-Suite-Generierung als produktweise Ansätze benöti-
gen.
In zukünftigen Forschungsarbeiten sollte die in diesem Kapitel vorgestellte SPL-
Test-Suite-Generierung noch detaillierter evaluiert werden. Insbesondere wäre es
interessant, die Evaluation auf weitere Zielsysteme zu erweitern sowie die Aus-
wirkungen von SPS und der Partitionierung der Testzielmenge auf die Test-Suite-
Generierung für SPLs detailliert zu untersuchen.
Aus technischer Sicht ist die Partitionierung der Testzielmenge (vgl. Kapitel 3)
für SPL-Implementierungen ein weiterer interessanter Aspekt, der untersucht wer-
den sollte. Hierbei stellt sich die Frage, ob die Test-Suite-Generierung mit Multi-
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Property-Checking für SPLs weiter verbessert werden kann, wenn der Aufbau von
SPLs bei der Partitionierung der Testzielmenge berücksichtigt wird. Durch stati-
sche Analysen kann beispielsweise analysiert werden, welche Testziele in einer
ähnlichen Produktmenge vorkommen. Dieses Wissen könnte danach für eine Par-
titionierung der Testzielmenge verwendet werden, die speziell die Charakteristika
von Produktlinienimplementierungen in Betracht zieht und als Grundlage für ein
Sampling-Kriterium zur Auswahl von repräsentativen Software-Produkten dienen
auf denen Testfälle tatsächlich ausgeführt werden.

5
SPEZ I F IKAT ION UND VAL ID IERUNG DYNAMISCHER
SOFTWARE -PRODUKTL IN IEN
InAbschnitt 2.3 wurde die DCU-Fallstudie vorgestellt. Die DCU-Fallstudie umfasst
die Software zur Kontrolle der Hardware-Komponenten eines Teilchenbeschleuni-
gers imHIT für die Bestrahlungstherapie vonTumoren. Insbesonderewurde bei der
Beschreibung der DCU-Fallstudie hervorgehoben, warum die DCU nicht nur eine
SPL ist, sondern aufgrund ihrer dynamischen (Re-)Konfigurationseigenschaften ei-
neDSPL ist. In diesemKapitelwerdenKonzepte zur Spezifikation vonDSPLs vorge-
stellt, welche existierende DSPL-Spezifikationsansätze erweitern (vgl. Forschungs-
herausforderung FH3.1), um die Rekonfigurationseigenschaften und -prozesse rea-
ler Systeme wie der DCU hinreichend beschreiben zu können. Dies umfasst ins-
besondere die Möglichkeit der Spezifikation von temporalen Abhängigkeiten zwi-
schen Features während des (Re-)Konfigurationsprozesses einer DSPL. Für sicher-
heitskritische Systemewie derDCU-Fallstudie ist eineValidierung ihrer Spezifikati-
on essentiell, um eine sichere und fehlerlose Ausführung des Systems zum Schutz
von Patienten zu garantieren. Deshalb werden Techniken zur automatisieren Va-
lidierung von DSPL-Spezifikationen vorgestellt (vgl. Forschungsherausforderung
FH3.2), welche die Erweiterungen der existierenden DSPL-Spezifikationsansätze
berücksichtigen. Zusätzlich zu den Ansätzen zur Validierung der Spezifikation
von DSPLs werden wir basierend auf den Ansätzen aus den Kapiteln 3 und 4 be-
schreiben, wie DSPLs getestet werden können (vgl. Forschungsherausforderung
FH3.3). Dabei wird insbesondere auf das Testen des Rekonfigurationsverhaltens
von DSPLs eingegangen. Die Beiträge, die in diesem Kapitel vorgestellt werden,
basieren größtenteils auf den Veröffentlichungen [BLL+14] und [LBHS17].
5.1 Spezifikation dynamischer Software-Produktlinien
In diesemAbschnitt werden durch die DCU-Fallstudie motivierte Konzepte zur Er-
weiterung bestehenderModellierungsansätze fürDSPLs vorgestellt. Dazuwirdmit
einer allgemeinen Beschreibung der Architektur von DSPLs in Abschnitt 5.1.1 be-
gonnen, wie sie in dieser Arbeit verwendet wird. Danach werden in Abschnitt 5.1.2
erweiterte Feature-Modelle eingeführt. Erweiterte Feature-Modelle dienen als Ba-
sis für einen stufenweisen Konfigurationsprozess für Software-Produkte, welcher
in Abschnitt 5.1.3 beschrieben wird. Die stufenweise Konfiguration von Software-
Produkten erlaubt es unter anderem die Produkt-Konfiguration auf mehrere Stake-
holder mit verschiedenen Verantwortlichkeiten aufzuteilen. Dabei wird zwischen
statischen und dynamischen Bindungszeiten für Features unterschieden und es
können komplexe, temporale Restriktionen zwischen den Bindungszeiten von Fea-







































Abbildung 5.1: Artefakte einer SPL
tures und somit auch zwischendenKonfigurationsentscheidungender Stakeholder
formuliert werden. Zur Einschränkungen des erlaubten Rekonfigurationsverhal-
tens einer DSPL werden in Abschnitt 5.1.4 Rekonfigurationsautomaten beschrie-
ben, welche die Spezifikation erlaubter Rekonfigurationen anhand sich ändernder
Anwendungskontexte ermöglichen.
5.1.1 Aufbau dynamischer Software-Produktlinien
Beim traditionellen Software-Entwicklungsprozess wird ein einzelnes Software-
System entworfen und entwickelt. SPLE betrachtet hingegen die Entwicklung einer
ganzen Software-Familie, wobei die Wiederverwendung von Implementierungs-
artefakten (z. B. Code oder Modelle) den Schwerpunkt von SPLE bildet, wie in
Abschnitt 2.3.2 dargestellt wurde. Zur Maximierung der Wiederverwendbarkeit
von Implementierungsartefakten zwischen verschiedenen Software-Produkten ei-
ner Software-Familie werden die Implementierungsartefakte während des Domain
Engineerings auf Features abgebildet, die in einemVariabilitätsmodell beschrieben
werden. Danach werden die Implementierungsartefakte der SPL entsprechend ei-
ner Feature-Auswahl während der Produktableitung zu einem validen Produkt
zusammengesetzt. Dies umfasst ebenfalls die Validierung und Verifikation des
Produktes [ABKS13]. Somit besteht eine SPLmindestens aus einemVariabilitätsmo-
dell undwiederverwendbaren Implementierungsartefakten sowie einerAbbildung
zwischen den Features des Variabilitätsmodells und den Implementierungsartefak-
ten [ABKS13], wie in Abbildung 5.1 dargestellt ist.
DSPLs erweitern SPLs um einen dynamischen Konfigurationsaspekt, der die Re-
konfiguration zwischen Produkten zur Laufzeit erlaubt. Während einer Rekonfigu-
rationwird die Feature-Auswahl eines Software-Produktes geändert, wodurch sich
ebenfalls die aktiven Implementierungsartefakte des Software-Produktes ändern
und somit ebenfalls das Verhalten des Software-Produktes. Um sicherzustellen,
dass nur erlaubte Rekonfigurationen einer DSPL zur Laufzeit ausgeführt werden,
reichen ein Variabilitätsmodell und Implementierungsartefakte einer SPL unter




















































Abbildung 5.2: Artefakte einer DSPL
Umständen nicht aus. Inspiriert von (selbst-)adaptiven Systemen, können DSPLs
deshalb um eine Rekonfigurations-Engine und ein Kontextmodell erweitert wer-
den [HSSF06, LK06, Sal15]. DSPL-Ansätze implementieren dabei häufig eine MA-
PE-K-Schleife in ihren Rekonfigurations-Engines [HPS12, SLR13]. Die in dieser
Arbeit vorgestellten Modellierungstechniken sind jedoch unabhängig von einer
konkreten Implementierung mit oder ohne MAPE-K-Schleife, weshalb auf diesen
Aspekt nicht näher eingegangen wird.
UmeineSPLzueinerDSPLzuerweitern, verwendenwir zumVariabilitätsmodell
und den Implementierungsartefakten eine Rekonfigurations-Engine und Anwen-
dungskontexte, ähnlich wie in [HSSF06, LK06, Sal15]. Die Rekonfigurations-Engi-
ne wird zur Steuerung der Rekonfigurationen einer DSPL verwendet, wobei die
Anwendungskontexte die Rekonfigurationen auslösen, sodass sich das System ent-
sprechend der aktuellenAnforderungen oder Kundenbedürfnisse adaptiert.Wie in
Abbildung 5.2 zu sehen ist, werden somit in dieser Arbeit die folgenden Artefakte
zur Spezifikation einer DSPL während des Domain Engineerings verwendet.
• Variabilitätsmodell: Ein Modell, welches die zulässigen Produkte der DSPL
beschreibt. In der Literaturwerdenhierfür häufigFODA-Feature-Modelle ver-
wendet, welche auch in dieser Arbeit verwendet werden (vgl. Abschnitt 2.3.3).
Ein Beispiel für ein Variabilitätsmodell ist das DCU-Feature-Modell aus Ab-
bildung 2.9.
• Implementierungsartefakte:Wiederverwendbare Implementierungsartefak-
te, die auf Basis einer Feature-Konfiguration zu einem Produkt komponiert
werden. Beispiele für wiederverwendbare Implementierungsartefakte sind
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die Verhaltenszustandsmaschine der DCU aus Abbildung 2.3 und der daraus
generierte Code aus Abbildung 2.7.
• Rekonfigurations-Engine: Die Rekonfigurations-Engine ist für die Adapti-
on der DSPL von einem Produkt zu einem anderen Produkt zur Laufzeit
verantwortlich. Insbesondere setzt die Rekonfigurations-Engine Implementie-
rungsartefakte auf Basis einer Änderung der aktuellen Feature-Auswahl neu
zusammen. Weiterhin spezifiziert die Rekonfigurations-Engine, welche Re-
konfigurations-Sequenzen während eines DSPL-Lebenszyklus erlaubt sind,
d. h. von welcher Feature-Konfiguration zu welcher anderen Feature-Kon-
figuration zur Laufzeit gewechselt werden darf. In der Literatur wird die
Rekonfigurations-Engine häufig auf Basis eines endlichen, deterministischen
Automaten modelliert [DS11, Sal15]; dies werden wir in dieser Arbeit eben-
falls machen. Ein Beispiel für eine Rekonfigurations-Engine ist das Rekonfi-
gurationsmodell der DCU aus Abbildung 2.13.
• Anwendungskontexte:Anwendungskontexte beschreiben die Bereiche/Um-
gebungen, in denen eine DSPL ausgeführt wird. Anwendungskontexte kön-
nen durchwechselnde Anforderungen des Anwenders oder unterschiedliche
Umgebungen, in denen eine DSPL läuft, definiert werden. Eine DSPL wird
immer so konfiguriert, dass die DSPL die Anforderungen des aktuellen An-
wendungskontextesmöglichst gut erfüllen kann. Aus diesemGrund führt ein
Wechsel des Anwendungskontextes üblicherweise zu einer Rekonfiguration
einer DSPL.
Beim Application Engineering für DSPLs wird zuerst eine initiale Feature-Aus-
wahl getroffen und auf Basis dieser Auswahl das initiale Produkt aus wiederver-
wendbaren Implementierungsartefakten abgeleitet, wie in Abbildung 5.2 darge-
stellt ist. Dieser Schritt entspricht dem Application Engineering von SPLs und
geschieht statisch. Danach können dynamische Features, abhängig vom aktuellen
Anwendungskontext, zur Laufzeit fortlaufend an- und abgewählt werden, d. h. der
Wechsel von Anwendungskontexten löst üblicherweise die Rekonfiguration einer
DSPL aus. Zwischenwelchen Feature-Belegungen rekonfiguriertwerdendarf,wird
durch die Rekonfigurations-Engine beschrieben, die zusätzlich die korrekte Aus-
führung der Rekonfiguration durchführt.
Wie in der Forschungsherausforderung FH3.1 beschrieben wurde, reichen die
aus der Literatur bekannten Techniken undArtefakte zur Beschreibung einer DSPL
nicht aus, um sicherheitskritische Systemewie dieDCUzubeschreiben. SowohlAn-
sätze zur Spezifikation von DSPLs, die eine einfache Zerlegung der Feature-Menge
in statische und dynamische Features vornehmen, als auch Ansätze, die eine fein-
granularere Unterteilung der Features auf Basis von stufenweiser Konfiguration
erlauben, sind unzureichend zur Spezifikation eines realistischen Konfigurations-
prozesses einer DCU während des Application Engineering sowie einer sicheren
Rekonfiguration zur Laufzeit. Der Grund dafür ist, dass die Ansätze keine detail-
lierte Spezifikation von zeitlichen Restriktionen bei der Bindung von Features erlau-
ben sowie keine Bindung von Features zu unterschiedlichen Zeiten ermöglichen.
In diesem Abschnitt werden wir einen Ansatz vorschlagen, der aus der Literatur
bekannte Ansätze zur Spezifikation von DSPLs um die Möglichkeiten erweitert,
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zeitliche Restriktionen bei der Bindung von Features detailliert zu spezifizieren
und Features zu unterschiedlichen Bindungszeiten zu konfigurieren. Dafür wer-
den im nächsten Abschnitt erweiterte Feature-Modelle beschrieben, die zum einen
nicht-Boole’sche Features und zum anderen komplexere Restriktionen zwischen
Features als Require- und Exclude-Constraints erlauben.
5.1.2 Erweiterte Feature-Modelle
In Abschnitt 2.3.3 wurden die elementaren FODA-Feature-Modell-Elemente aus
der Literatur beschrieben, um den Konfigurationsraum der DCU-Fallstudie mit
Hilfe eines FODA-Feature-Modells zu spezifizieren. Hierbei wurden zwei wichtige
Aspekte der DCU-Fallstudie außer Acht gelassen.
• Die DCU-Fallstudie enthält nicht-Boole’sche Konfigurationsoptionen, d. h.
Konfigurationsoptionen, die nicht nur angewählt oder abgewählt werden
können, sondern beispielsweise die Konfiguration eines ganzzahligen Wer-
tes zwischen 0 und 100 erlauben.
• Den Features der DCU-Fallstudie werden vordefinierte Bindungszeiten in
einem stufenweisen Konfigurationsprozess zugewiesen, die festlegen wann
ein Feature während der Konfiguration eines Produktes gebunden werden
darf. Eine Beschreibung von Bindungszeiten und stufenweiser Konfiguration
folgt im nächsten Abschnitt.
Zur Modellierung dieser beiden Aspekte reichen die in Abschnitt 2.3.3 beschrie-
benen Feature-Modell-Elemente nicht aus. Aus diesem Grund verwenden wir in
dieser Arbeit nicht-Boole’sche Features. Nicht-Boole’sche Features sind Features, die
um zusätzliche getypte Attribute erweitert werden [PNX+11, KOD13]. Feature-Mo-
delle mit nicht-Boole’sche Features werden in der Literatur als erweiterte Feature-
Modelle bezeichnet [KOD13], wobei die Möglichkeit Features um Attribute zu er-
weitern bereits inderMachbarkeitsstudie zur feature-orientiertenDomänenanalyse
von Kang et al. erwähnt wurde [KCH+90].
Beispiel 5.1 (Nicht-Boole’sche Features). Abbildung 5.3 zeigt einen Ausschnitt
des erweiterten DCU-Feature-Modells mit nicht-Boole’schen Features, welche
ganzzahlige Attribute haben. Beispielsweise hat das Feature AddRtbDelayTime
einAttribut delay, das eine positionsspezifische Synchronisation umeinenWert
zwischen 0ms und 100ms verzögert.
In dieserArbeit beschränkenwir uns aufAttribute, die über endlicheWertedomä-
nen getypt sind.Dadurch können erweiterte Feature-Modelle, die Feature-Attribute
enthalten, mit Hilfe von Techniken analysiert werden, die bereits erfolgreich zur
Analyse von Feature-Modellen verwendet wurden (z. B. SAT-Solver). Als Wertedo-
mänen für Attribute verwerden wir Aufzählungen und ganzzahlige geschlossene
Intervalle. Dabei wird ein Attribut a von einem Feature f im Folgenden als f.a be-
zeichnet. Zur Spezifikation von nicht-Boole’schen Restriktionen zwischen Features
und/oder Attributen, erweitern wir die Spezifikationssprache für Feature-Restrik-
tionen gemäß der in Abbildung 5.4 dargestellten Grammatik.
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Device Control→ Device Control Parameter
Device Control Parameter→ Device Control
Timing Master Parameter→ Z
Z→ Timing Master Parameter
RK→ ¬RefValueTHoldMax
Z→ DelayTimeActivate.delay ≤ 50
Abbildung 5.3: Ausschnitt des erweiterten Feature-Modells der DCU
Eine Restriktion besteht, gemäß der in Abbildung 5.4 dargestellten Grammatik,
aus einem linken und einem rechten Term, wobei der linke Term den rechten Term
impliziert oder sich beide Terme gegenseitig implizieren (vgl. Zeile (1)). Den linken
Term bezeichnen wir im Folgenden mit LHS und den rechten Term mit RHS. Ein
Term besteht entweder aus einem (negierten) Feature-Term F oder einem (negier-
ten) Attribut-Term A (vgl. Zeile (2)). Ein Feature-Term F besteht aus einem Feature
(vgl. Zeile (3)) und ein Attribut-Term A besteht aus dem Vergleich zwischen dem
Wert eines Feature-Attributes und einer Konstanten oder dem Vergleich zwischen
den Werten zweier Feature-Attribute (vgl. Zeile (4)). Für Vergleiche zwischen den
Werten von Feature-Attributen und/oder Konstanten werden die Vergleichsope-
ratoren ,,,≤,≥,< und > verwendet (vgl. Zeile (5)). In der Grammatik wird nur
die Implikation zwischen Termen explizit erlaubt, wodurch Require-Constraints of-
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C :: T→ T | T↔ T (1)
T :: F | ¬F | A | ¬A (2)
F :: f (3)
A :: f.a R c | f.a R f.a (4)
R ::  | , | ≤ | ≥ | < | > (5)
f: Feature, a: Attribut, c: Konstante
Abbildung 5.4: Grammatik für nicht-Boole’sche Restriktionen zwischen Features und At-
tributen
fensichtlich spezifiziert werden können. Die Spezifikation von Exclude-Constraints
ist nicht explizit, kann jedoch durch das Negieren der linken bzw. rechten Seite
einer Implikation erreicht werden [Bat05]. Mit Hilfe der durch die Grammatik in
Abbildung 5.4 definierten Restriktionen zwischen Features und Attributen können
alle Restriktionen ausgedrückt werden, die in der DCU-Fallstudie enthalten sind.
Beispiel 5.2 (Nicht-Boole’sche Restriktionen). Der Ausschnitt des erweiterten
DCU-Feature-Modells ausAbbildung 5.3 enthält eine nicht-Boole’sche Feature-
Restriktion zwischen dem Feature Z (Timing Master DCU) und dem Attribut
delay des Features DelayTimeActivate, welches die Dauer der Verzögerung der
Aktivierung einer DCU definiert. Mit Hilfe des Attributes DelayTimeActiva-
te.delay kann im Allgemeinen eine Verzögerung der Aktivierung einer DCU
um bis zu 100ms spezifiziert werden. Für DCUs vom Typ Z darf die Verzö-
gerung aus technischen Gründen jedoch maximal 50ms betragen. Dies wird
durch die Restriktion
Z→ DelayTimeActivate.delay ≤ 50
spezifiziert. Die Spezifikation von Exclude-Constraints mit Hilfe von Negation
wird beispielhaft durch die Restriktion
RK→ ¬RefValueTHoldMax
zwischen dem DCU-Typ RK und dem Feature RefValueTHoldMax dargestellt,
die sich gegenseitig ausschließen.
Auf Basis des erweiterten Feature-Modells der DCU-Fallstudie können während
des Application Engineering die verschiedenen DCUs abgeleitet werden. Dies um-
fasst das Konfigurieren einer DCU, d. h. die An- und Abwahl von Features und
die Konfiguration der Attribute einer DCU, sowie das automatisierte Zusammen-
setzen von wiederverwendbaren Implementierungsartefakten basierend auf der
gewählten Produkt-Konfiguration. Eine DSPL erlaubt dabei das wiederholte Neu-
zusammensetzen von Implementierungsartefakten zur Laufzeit auf Basis von Än-
derungen der Produkt-Konfiguration. Die (initiale) An- und Abwahl von Features
zu einer Produkt-Konfiguration geschieht dabei nicht für alle Features in einem
Schritt, sondern in einem schrittweisen Konfigurationsprozess [CHE04].
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Beispiel 5.3 (Schrittweiser Konfigurationsprozess). Insbesondere für Produkte
größerer (D)SPLs ist es sinnvoll, die Produkte durch mehrere Experten konfi-
gurieren zu lassen, wobei jeder Experte die Features entsprechend seiner Ex-
pertise konfiguriert. Die DCU umfasst beispielsweise verschiedene Aspekte,
die von diversen Experten schrittweise konfiguriert werden. Im ersten Schritt
konfiguriert ein Experte allgemeine DCU-Parameter, die für jede DCU konfigu-
riert werden müssen, wie den Typ einer DCU. Darauf aufbauend konfiguriert
ein weiterer Experte Details wie das Zeitverhalten einer konkreten DCU. Dabei
gibt es zwischen den einzelnen Konfigurationsschritten Abhängigkeiten, die
berücksichtigt werden müssen. Beispielsweise ist das von dem zweiten Exper-
ten konfigurierte Zeitverhalten abhängig von der Konfiguration der allgemei-
nen DCU-Parameter, die im ersten Schritt festgelegt wurden (vgl. Beispiel 5.2).
Je umfangreicher eine (D)SPL ist, desto mehr Personen sind an der Entwicklung
der (D)SPL und an der Ableitung von Produkten beteiligt. Zur Organisation des
Ableitungsprozesses von Produkten bietet sich somit ein schrittweiser Konfigurati-
onsprozess an.
Konfigurationsprozesse werden im Folgenden anhand der Konfiguration von
Features beschrieben.Attributewerden imGegensatz zuFeatures für eineübersicht-
lichere und verständlichere Darstellung der folgenden Beschreibungen ausgeklam-
mert, können aber äquivalent zu Features konfiguriert werden. Zur Konfiguration
von Features unterscheiden wir zwischen zwei möglichen Konfigurationsoperatio-
nen während eines Konfigurationsprozesses.
• Die Operation 〈+ f 〉 gibt die Anwahl eines Features f ∈ F an.
• Die Operation 〈− f 〉 gibt die Abwahl eines Features f ∈ F an.
Die Menge aller mögliche Konfigurationsoperationen auf einer Feature-Menge F
wird im Folgenden als
OpF  {〈 op f 〉 | op ∈ {+,−} ∧ f ∈ F}
bezeichnet. Mit
Fopcp ⊆ F
bezeichnen wir die Teilmenge von Features, die in einer Anwahl-/Abwahl-Opera-
tion innerhalb eines Konfigurationsprozesses auftritt. Ein Konfigurationsprozess
cp ∈ Op∗F besteht aus einer Sequenz von Konfigurationsoperationen aus der Menge
OpF, wobei ∗ die Kleensche Hülle ist, d. h. die Menge aller Wörter über der Menge
OpF. In der Literatur gibt es mehrere Vorschläge für die Formalisierung der Se-
mantik von Konfigurationsprozessen [CHH09a, CHH09b, WDSB09, MLSW14]. In
dieser Arbeit wird die Notation für die Konfigurationsprozesssemantik von Fea-
ture-Modellen, wie oben beschrieben, informell gehalten.
Notation 5.4 (Valider Konfigurationsprozess und Semantik von Konfigurati-
onsprozessen). Sei FM ein Feature-Modell über der Feature-Menge F. Eine
Sequenz
cp  〈op1 f 1〉, 〈op2 f 2〉 . . . 〈opn f n〉 ∈ Op∗F
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ist ein valider Konfigurationsprozess des Feature-Modells FM, wenn
• jedes Feature f i ∈ F in maximal einer Konfigurationsoperation 〈opi f i〉 in
cp verwendet wird, d. h. F+cp ∩ F−cp  ∅ und
• die Teilmenge von Features F+cp ⊆ F, die in einer Anwahloperation in cp
auftritt, zu einer validen Produktkonfiguration erweitert werden kann,
d. h. es gibt eine Produktkonfiguration pc ∈ ~FM mit F+cp ⊆ pc und
F−cp ∩ pc  ∅.
Ein valider Konfigurationsprozess cp ist vollständig, wenn F+cp ∪ F−cp  F gilt,
d. h. für jedes Feature wurde in cp eine Konfigurationsentscheidung getroffen.
Andernfalls ist die Konfiguration partiell. Die Konfigurationsprozesssemantik
von FM, d. h. die Menge aller validen Konfigurationsprozesse, wird angegeben
als ~FMcp ⊆ Op∗F.
Aus der Notation 5.4 folgt, dass F+cp ∈ ~FMcp für jeden validen vollständigen
Konfigurationsprozess cp gilt.
Beispiel 5.5 (Konfigurationsprozess). Für das DCU-Feature-Modell ist die par-
tielle Konfigurationssequenz
〈+ Type〉, 〈+ P〉, 〈− T〉
valide. Die partielle Konfigurationssequenz
〈+ Type〉, 〈+ P〉, 〈+ T〉
ist hingegen nicht valide, da die Features P und T nicht zusammen in einem
Produkt ausgewählt werden dürfen, da sie in einer gemeinsamen Alternativ-
Gruppe sind und sich somit gegenseitig ausschließen.
Die in Notation 5.4 vorgestellte Konfigurationssemantik erlaubt es, Konfigurati-
onsentscheidungen in einer beliebigen Reihenfolge zu einer validen Sequenz an-
zuordnen. Beispielsweise kann das mandatory Wurzel-Feature DCU des DCU-
Feature-Modells aus Abbildung 5.3 als erstes, als letztes oder als Zwischenschritt
eines Konfigurationsprozesses gebunden werden.
Ein typischer Konfigurationsprozess einer größeren (D)SPL wird oft in mehre-
re Stufen unterteilt, wobei in jeder Stufe eine bestimmte Teilmenge von Features
vollständig konfiguriert wird. Die Einteilung der Konfigurationsschritte in Stufen
kann beispielsweise aufgrund verschiedener Anforderungen oder Kompetenzen
von Stakeholdern erfolgen, die amKonfigurationsprozess beteiligt sind. Die daraus
resultierenden eingeschränkten Konfigurationsprozesse werden in der Literatur
als stufenweise Konfigurationen (engl. Staged Configurations) bezeichnet [CHE04].
Für DSPLs kann die Einteilung von Features in Stufen des Konfigurationsprozesses
anhand ihrer Bindungszeiten erfolgen, d. h. anhand der Zeitpunkte eines stufen-
weisen Konfigurationsprozesses zu denen die Features jeweils konfiguriert wer-
den [HHPS08]. Im folgenden Abschnitt wird ein Konfigurationsprozess für DSPLs
beschrieben, der stufenweise Konfigurationsprozesse aus der Literatur (z. B. den
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Prozess von Hallsteinsen et al. [HHPS08]) um die Möglichkeiten erweitert, Fea-
tures multiple Bindungzeiten zuzuweisen und komplexe Restriktionen zwischen
Bindungszeiten zu spezifizieren.
5.1.3 Stufenweise Konfiguration von Feature-Modellen
Beim DSPL-Engineering wird zwischen statischen und dynamischen Bindungszei-
ten für Features unterschieden.
• StatischeBindungszeiten: Featuresmit statischen Bindungszeiten (auch stati-
sche Features genannt) bilden unveränderliche Konfigurationsentscheidungen
ab, die vor der Zusammensetzung der Implementierungsartefakte beim Ap-
plication Engineering genau einmal getroffen werden.
• Dynamische Bindungszeiten: Features mit dynamischen Bindungszeiten
(auch dynamische Features genannt) sind für bereits abgeleitete Produktim-
plementierungen rekonfigurierbar und ermöglichen so vorgeplante Adaptio-
nen eines Produktes über den gesamten Lebenszyklus. Die Rekonfiguration
von Features bewirkt die entsprechende Anpassung der Produktimplemen-
tierung an die veränderte Feature-Auswahl.
Beispiel 5.6 (Statische und dynamische Bindungszeiten). Die Typ-Features der
DCU sind statische Features, die einmal konfiguriert werden und dann wäh-
rend des ganzen Lebenszyklus eines DCU-Produktes unverändert bleiben, da
nicht nur die Software einer DCU von ihrem Typ abhängig ist, sondern auch
die Hardware. Die Delay-Attribute einiger Features zur Konfiguration zeitli-
cher Verzögerungen während des Behandlungsprozesses sind hingegen vor
jeder individuellen Behandlung (re-)konfigurierbar. Ebenso sind die Kind-Fea-
tures des FeaturesOperationMode bis zu einemgewissenGrad rekonfigurierbar,
sodass zwischen verschiedenen Betriebsmodi zur Laufzeit einer DCU gewech-
selt werden kann. Auf derartige Einschränkungen beim Wechseln zwischen
Betriebsmodi und deren Modellierung wird im folgenden Abschnitt eingegan-
gen.
Während des (Re-)Konfigurationsprozesses einer DSPL werden zuerst statische
Features und danach dynamische Features konfiguriert. Dabei können die statische
und die dynamische Bindungszeit in jeweils mehrere statische und dynamische
Stufen unterteilt werden, die auch wieder einer festen, vordefinierten Ordnung un-
terliegen, wie es beispielsweise zurModellierung von realen Systemewie der DCU
notwendig ist. Somit unterteilen wir den (Re-)Konfigurationsprozess von DSPLs
in mehrere fortlaufende Stufen, die jeweils genau einer Bindungszeit zugeordnet
sind und zwischen denen esAbhängigkeiten zwischen denKonfigurationsentschei-
dungen in den Stufen geben kann.Aus diesemGrundwirdder (Re-)Konfigurations-
prozess auch als stufenweise (Re-)Konfiguration bezeichnet. Im Folgenden werden
Stufe und Bindungszeit synonym verwendet. Weiterhin konzentrieren wir uns in
diesem Abschnitt auf die Restriktion von Bindungszeiten während der initialen
Konfiguration eines Produktes. Darauf aufbauend wird die Rekonfiguration von
Features im nächsten Abschnitt behandelt.
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Abbildung 5.5: Ausschnitt aus dem DCU-Feature-Modell mit Bindungszeitannotationen
Beispiel 5.7 (Konfigurationsstufen). Für die DCU-DSPL haben wir vier ver-
schiedene Bindungszeiten, respektive Konfigurationsstufen, identifiziert, wie
in Abbildung 5.5 dargestellt ist. Die ersten zwei Stufen sind statischen Bin-
dungszeiten zugeordnet.
• Präkonfigurationszeit (PZ): Die Präkonfigurationszeit umfasst grund-
sätzliche Konfigurationsentscheidungen, die für jede DCU getroffen wer-
den müssen. Zum Beispiel umfasst die Präkonfigurationszeit die Konfi-
guration des Typs einer DCU.
• Installationszeit (IZ): Die Installationszeit umfasst die Konfiguration der
Master-Parameter einer DCU, z. B. denMeasuring Mode, der die Sensitivi-
tät der Messungen von Kommunikationslatenzen angibt.
Im Gegensatz zu den ersten zwei Stufen, sind die anderen zwei Stufen dyna-
mische Stufen.
• Aktivierungszeit (AZ): Während der Aktivierungszeit wird der Betriebs-
modusderDCUausgewählt, z. B. der BetriebsmodusTherapy zur Behand-
lung von Patienten.
• Laufzeit (LZ): Zur Laufzeit werden prozedur- und typspezifische Lauf-
zeitparameter eingestellt. Ein Beispiel hierfür sind die zwei typspezifi-
schen Timing Master Parameter EnableGenRTBMasterClock und EnableSync-
SupplyFrequence.
In Abbildung 5.5 werden die Konfigurationsstufen pfeilartig dargestellt, um die
Ordnung der Konfigurationsstufen anzudeuten. Die Ordnung von Konfigurations-
stufen gibt dabei explizit eine Priorisierung von Konfigurationsentscheidungen an.
Für die DCU ist diese Ordnung total, d. h. bevor in eine neue Konfigurationsstufe
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gewechselt wird, muss sichergestellt sein, dass alle Features der vorherigen Stufe
gebunden wurden. Dies kann sowohl technische als auch organisatorische Gründe
haben. Allerdings kann diese Eigenschaft in manchen Fällen zu einer partiellen
Ordnung abgeschwächt werden, z. B. im Falle von Konfigurationsstufen, die nicht
voneinander abhängen.
Die Ordnung von Konfigurationsstufen beschränkt die Konfigurationsprozess-
semantik eines Feature-Modells auf solche Konfigurationssequenzen cp, die der
Ordnung entsprechen. Im einfachsten Fall werden bei der Einführung von Bin-
dungszeiten in einem Feature-Modell alle Features einer Menge F in Partitionen
BTF ⊆ 2F unterteilt, wobei jede Teilmenge FS ∈ BTF die Features darstellt, die ei-
ner Konfigurationsstufe S zugeordnet werden. Die totale Ordnung <BT⊆ BT × BT
definiert die Reihenfolge der Konfigurationsstufen.
Beispiel 5.8 (Ordnung von Konfigurationsstufen). Für die Konfigurationsstu-
fen BT  {PZ, IZ,AZ,LZ} der DCU aus Abbildung 5.5 gilt die Ordnung
PZ <BT IZ <BT AZ <BT LZ.
Mit Hilfe der Ordnung der Konfigurationsstufen können wir die Menge der va-
liden stufenweisen Konfigurationsprozesse einschränken. Intuitiv ist ein valider
Konfigurationsprozess cp ein valider stufenweiser Konfigurationsprozess, wennwir für
jede Konfigurationsoperation 〈opj f j〉 in cp mit f j ∈ Sj und Sj ∈ BT fordern, dass
jedes Feature f i ∈ Si, mit Si <BT S j , in einer Konfigurationsoperation 〈opi f i〉 vor
jeder Konfigurationsoperation 〈opj f j〉 in cp ausgeführt wird. Weiterhin schränken
wir die Konfigurationsprozesssemantik von Feature-Modellen auf Konfigurations-
sequenzen ein, die der stufenweisen Konfiguration wie oben beschrieben genügen.
Notation 5.9 (Stufenweise Konfigurationssemantik). Seien FM ein Feature-Mo-
dell über einer Feature-Menge F und (BT,<BT) Konfigurationsstufen über
FM. Die stufenweise Konfigurationssemantik von FM wird mit ~FMsc ⊆
~FMcp bezeichnet, wobei ~FMcp alle validen Konfigurationsprozesse für FM
beschreibt. Eine Sequenz von Konfigurationsoperationen sc ∈ Op∗F ist eine vali-
de stufenweise Konfiguration gdw. sc ∈ ~FMsc gilt.
Zur vollständigen Spezifikation der DCU als DSPL werden neben der stufen-
weisen Konfigurationssemantik noch ausdrucksstärkere Modellierungskonzepte
benötigt, um Restriktionen innerhalb des stufenweisen Konfigurationsprozesses
zu beschreiben, die in der DCU-Fallstudie auftreten. Dies umfasst
1. die Möglichkeit Features und Feature-Attributenmultiple Bindungszeiten zu-
zuweisen, d. h. das esmöglich ist, Features und Feature-Attribute zu verschie-
denen Bindungszeiten zu binden, wobei die Features und Feature-Attribute
nur zu einer Bindungszeit tatsächlich gebunden werden, sowie
2. die Spezifikation von Restriktionen zwischen Feature-/Attribut-Konfigurati-
onsentscheidungen und Bindungszeiten.
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Abbildung 5.6: Ausschnitt aus dem DCU-Feature-Modells mit mehreren Bindungszeiten
pro Feature/Attribut
Beispiel 5.10 (Multiple Bindungszeiten pro Feature/Attribut). Das in Abbil-
dung 5.6 dargestellte Feature-Modell verallgemeinert das Feature-Modell aus
Abbildung 5.5 dadurch, dass einigen Features und Attributen multiple Bin-
dungszeiten zugewiesen wurden zu denen die Features und Attribute gebun-
denwerden können.DemFeatureVersion ist immer noch nur eine Bindungszeit
zugewiesen und esmuss entsprechend zur Installationszeit konfiguriertwerden.
ImGegensatz dazu, wird das FeatureRefValueTHoldMax frühestens zurAktivie-
rungszeit gebunden, kann aber erst auch zur Laufzeit konfiguriert werden. Für
den Fall, dass einem Feature/Attribut keine Bindungszeit zugewiesen wurde,
nehmen wir an, dass es zu jeder Bindungszeit konfiguriert werden kann. Bei-
spielsweise hat das Feature Name keine explizit aufgelistete Bindungszeit und
kann somit entweder zur Präkonfigurationszeit, zur Installationszeit, zur Aktivie-
rungszeit oder zur Laufzeit gebunden werden.
Um die stufenweise Konfigurationssemantik aus Notation 5.9 auf multiple Bin-
dungszeiten zu verallgemeinern, kann die Notation BTF ⊆ 2F so abgeschwächt
werden, dass die Feature-Menge F nicht notwendigerweise in Partitionen unterteilt
wird, sondern das jedes Feature f ∈ F in mindestens einer Konfigurationsstufe
S ∈ BT mit f ∈ S enthalten sein muss.
Beispiel 5.11 (Stufenweise Konfiguration mit multiplen Bindungszeiten). Das
Feature RefValueTHoldMax kann entweder zur Aktivierungszeit oder zur Lauf-
zeit gebunden werden. Die stufenweise Konfigurationssemantik wurde ent-
sprechend angepasst, weshalb Konfigurationsentscheidungen so verschoben
werden können, dass sc ∈ ~FMsc gilt, wobei eine Konfigurationsentscheidung
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im Fall von RefValueTHoldMax spätestens zur Laufzeit getroffen werden muss.
Daraus folgt auch, dass sowohl die Konfigurationssequenz
〈+ Device Control Parameter〉, 〈+ RefValueTHoldMax〉
als auch die Konfigurationssequenz
〈+ RefValueTHoldMax〉, 〈+ Device Control Parameter〉
valide ist. Wird jedoch angenommen, dass es noch ein weiteres Feature f mit
der Bindungszeit Laufzeit gibt, dann ist die Konfigurationssequenz
〈+ RefValueTHoldMax〉, 〈+ f 〉, 〈+Device Control Parameter〉
nicht valide, da Aktivierungszeit <BT Laufzeit gilt.
Umanzugeben, dass eineKonfigurationsentscheidungen in einer späterenKonfigu-
rationsstufe getroffenwird,werdenwir im nächstenAbschnitt eine (nicht sichtbare)
skip-Operation einführen.
Jede Konfigurationsoperation in einer stufenweisen Konfiguration hat potentiel-
len Einfluss auf eine nachfolgende Konfigurationsoperation in der gleichen oder in
einer späteren Konfigurationsstufe. Ein Beispiel für den Einfluss einer Konfigurati-
onsoperation auf eine nachfolgende Konfigurationsoperation ist, dass ein Feature
aufgrund der Konfigurationentscheidung eines anderen Features in einer früheren
Konfigurationsstufe in einer späteren Konfigurationsstufe angewählt werdenmuss.
ImLösungsraumeinerDSPLkannes statischeFeatures geben, bei derenAnwahldie
zugehörigen Implementierungsartefakte in ein Produkt integriert werden müssen
und bei deren Abwahl nicht. ImGegensatz dazu können Implementierungsartefak-
te, die mit dynamischen Features assoziiert sind, unter Umständen immer in einem
Produkt enthalten sein, z. B. durch Variabilitäts-Encoding mit Präprozessordirekti-
ven [PS08]. Dadurch können die entsprechenden Implementierungsartefakte dyna-
misch zur Laufzeit (de-)aktiviert werden. Hieraus folgt auch, dass konventionelle
Kontrollflussartefakte und Feature-Artefakte auf demselben Abstraktionslevel im-
plementiert werden können, woraus sich logische und temporale Restriktionen
zwischen den Artefakten und ihrer (Re-)Konfiguration ergeben können. Aktuelle
DSPL-Modellierungsansätze erlauben keine explizite Spezifikation solcher Restrik-
tionen, die Features, Attribute und Bindungszeiten enthalten. Deshalb werden Fea-
ture-Modelle in dieser Arbeit um komplexe Bindungszeitrestriktionen erweitert,
welche den (Re-)Konfigurationsprozess für sicherheitsrelevante Systeme wie die
DCU einschränken.
Beispiel 5.12 (Restriktionen zwischen Bindungszeiten von Features). Die Bin-
dungszeit des Features Quality Assurance beeinflusst die Bindungszeit des Fea-
tures DelayTimeActivate, da DelayTimeActivate in der gleichen Konfigurations-
stufe wieQuality Assurance konfiguriert werden muss, um die entsprechenden
RTB-Ressourcen während der Aktivierung korrekt zu allozieren.
Um Restriktionen wie in Beispiel 5.12 zu spezifizieren, erweitern wir die Gram-
matik für nicht-Boole’sche Restriktionen zwischen Features und Attributen aus Ab-
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C :: T→ T | T↔ T (1)
T :: F | ¬F | A | ¬A | B | ¬B (2)
F :: f (3)
A :: f.a R c | f.a R f.a (4)
B :: f.BT R bt | f.a.BT R bt | f.BT R f.BT | f.a.BT R f.a.BT | f.BT R f.a.BT (5)
R ::  | , | ≤ | ≥ | < | > (6)
f: Feature, a: Attribut, c: Konstante, bt: Bindungszeit
Abbildung 5.7: Grammatik für nicht-Boole’sche Restriktionen zwischen Features, Attribu-
ten und Bindungszeiten
Tabelle 5.1: Verschiedene Typen von komplexen Bindungszeitrestriktionen
Feature/Attribut Bindungszeit
Feature/Attribut 1. Übliche Feature-/Attribut-Restriktionen 2. Konfigurationsentscheidung schränkt
Bindungszeit ein
Bindungszeit 3. Bindungszeit schränkt Konfigurations-
entscheidung ein
4. Abhängigkeiten zwischen Bindungszei-
ten
bildung 5.4 um Bindungszeiten. Dabei werden Bindungszeiten als Attribute von
Features und Attributen behandelt, die über eine Aufzählung von Bindungszeiten
bt getypt sind. Referenziert werden Bindungszeiten mit f.BT für ein Feature f ∈ F
bzw. f.a.BT für ein Attribut a des Features f . Die erweiterte Grammatik ist in Abbil-
dung 5.7 dargestellt. Im Gegensatz zu der Grammatik aus Abbildung 5.4 enthält
die Grammatik in Abbildung 5.7 zwei syntaktische Änderungen, um Restriktionen
über Bindungszeiten zu spezifizieren. Zum einen kann ein Term T nun auch ein
(negierter) Bindungszeitterm B sein (vgl. Zeile (2)). Zum anderen wurde durch Zei-
le (5) der Aufbau eines Bindungszeitterms ergänzt. Ein Bindungszeitterm besteht
entweder aus einemVergleich zwischen der Bindungszeit eines Features oder eines
Attributes mit einer vordefinierten Bindungszeit oder es werden die Bindungszei-
ten zweier Features und/oder Attribute in Beziehung gesetzt. Vergleiche können
mit den Operatoren ,,,≤,≥,< und > durchgeführt werden (vgl. Zeile (6)).
Auf Basis der Grammatik lassen sich vier Arten von Restriktionen identifizieren,
welche Features/Attribute und Bindungszeiten enthalten. Die Arten von Restrik-
tionen sind in Tabelle 5.1 aufgelistet. In der Tabelle 5.1 enthalten Zeilen die linke
Seite einer Implikation einer Restriktion und Spalten die rechte Seite. Die Verwen-
dung von Bindungszeitrestriktionen kann viele verschiedene Gründe haben. Zum
Beispiel Sicherheitsanforderungen, technische Gründe, sowie rechtliche Anforde-
rungen.
Beispiel 5.13 (Komplexe Bindungszeitrestriktionen). Tabelle 5.1 listet die ver-
schiedenen Typen von komplexen Bindungszeitrestriktionen auf. In der DCU-
Fallstudie gibt es für jeden Typmehrere Beispiele, wovonwir im Folgenden für
jeden Typ von komplexen Bindungszeitrestriktionen ein Beispiel beschreiben.
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1. Das Feature Device Control und somit auch eines seiner Kind-Features er-
fordert die Konfiguration der entsprechenden typspezifischen Parameter,
welche zum Feature Device Control Parameter gehören. Dies kann mit der
Restriktion
Device Control↔ Device Control Parameter
beschrieben werden.
2. Der Betriebsmodus Therapy erfordert, dass das Feature EnableSyncSup-
plyFrequence zurAktivierungszeit gebunden wird, um vom Patienten Scha-
den durch eine Adaption während der Bestrahlung abzuhalten. Die ent-
sprechende Restriktion ist
Therapy→ (EnableSyncSupplyFrequence.BT  AZ).
3. Die Konfiguration des Features DelayTimeActivate zur Laufzeit ist nur im
Betriebsmodus Experiment erlaubt, was durch die Restriktion
(DelayTimeActivate.BT  LZ) → Experiment
ausgedrückt werden kann.
4. Die Konfiguration des Features DelayTimeFeedback zur Aktivierungszeit
erfordert, dass das Feature TimeoutFeedback ebenfalls zur Aktivierungszeit
konfiguriert wird und umgekehrt. Die entsprechende Restriktion ist
(DelayTimeFeedback.BT  AZ) ↔ (TimeoutFeedback.BT  AZ).
Die Einführung vonBindungszeitrestriktionen führt zu einerweiterenEinschrän-
kung der stufenweisenKonfigurationssemantik. Somitmüsste, damit ein stufenwei-
ser Konfigurationsprozess sc ∈ ~FMsc valide ist, die stufenweise Konfigurations-
prozesssemantik fordern, dass alle Konfigurationsoperationen und ihre Ordnun-
gen in sc alle Restriktionen, einschließlich der Bindungszeitrestriktionen, einhalten.
Hierfür werden wir in einem späteren Abschnitt eine Modelltransformation vor-
schlagen, die implizit die stufenweise Konfigurationssemantik mit multiplen Bin-
dungszeiten und komplexen Bindungszeitrestriktionen als SAT-Solving-Problem
charakterisiert. Zuerst wird jedoch im folgenden Abschnitt eine Rekonfigurations-
semantik für DSPLs beschrieben.
5.1.4 Rekonfigurationsautomaten
Wie bereits durch die Pfeile links und rechts der Bindungszeiten in Abbildung 5.6
angedeutet, sind Features mit dynamischen Bindungszeiten während des Lebens-
zyklus einer DSPL im Gegensatz zu statischen Features rekonfigurierbar. Statische
Features werden nur genau einmal zur initialen Produktableitung konfiguriert und
danach wird ihre Konfiguration nicht mehr geändert. Beispielsweise wird das sta-
tische Feature Version einmal zur Installationszeit konfiguriert und ist danach fix,
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wohingegen das FeatureDelayTimeFeedbackwährend der Aktivierungszeit und zur
Laufzeit (re-)konfiguriert werden darf.
Der Lebenszyklus eines DSPL-Produktes startet mit einer stufenweisen Konfigu-
ration sc0 ∈ ~FMsc, in der jedes statische und jedes dynamische Feature konfigu-
riert wird, was zu einer initialen Konfiguration pc0  F
+
sc ∈ ~FMsc führt. Danach
kann die initiale Konfiguration pc0 zur Konfiguration pc1 durch eine Sequenz von
Rekonfigurationsoperationen rp1 ∈ Op∗F rekonfiguriert werden. Somit enthält die
neue Konfiguration
pc1  (pc0\F−rp1) ∪ F+rp1
alle Features, die bereits in pc0 angewählt waren und nicht durch eine Rekonfi-
gurationsoperation aus rp1 abgewählt wurden, sowie die Features, die in rp1 neu
angewählt wurden. Damit eine Rekonfigurationssequenz rp1 valide ist, muss die
Rekonfigurationssequenz mit der folgenden intuitiven DSPL-Rekonfigurationsse-
mantik übereinstimmen.
1. Die Rekonfiguration endet in einer validen Konfiguration pc1 ∈ ~FMpc.
2. Die Feature-Mengen F+rp1 und F
−
rp1
enthalten ausschließlich dynamische Fea-
tures.
3. DieOrdnungder Rekonfigurationsoperationen in rp1 entspricht derOrdnung
der (dynamischen) Konfigurationsstufen in (BT,<BT).
4. Jedes Feature f ∈ F taucht in höchstens einer Rekonfigurationsoperation in
rp1 auf und jede Operation führt eine tatsächliche Veränderung einer Konfi-
guration durch, d. h. F+rp1 ∩ pc0  ∅ und F−rp1 ⊆ pc0.
Im Gegensatz zu statischen Konfigurationsstufen können dynamische Konfigu-
rationsstufen potentiell beliebig oft durchlaufen werden, wie in Abbildung 5.6
dargestellt ist. Eine Rekonfiguration startet deshalb immer in der ersten Konfigu-
rationsstufe, in der ein Feature f ∈ F rekonfiguriert wird. Danach verläuft der
(Re-)Konfigurationsprozess wie die initiale Konfiguration.
Beispiel 5.14 (Beginn einer Rekonfiguration). Ein Rekonfigurationsprozess in
dem das Feature Timing Master Parameter rekonfiguriert wird, startet mit dem
Betreten der Konfigurationsstufe Aktivierungszeit gefolgt von der Konfigurati-
onsstufe Laufzeit, da Timing Master Parameter nur zur Aktivierungszeit geändert
werden darf.
Für die Rekonfiguration eines Features f ∈ Fmitmultiplen Bindungszeiten gibt es
zwei mögliche Semantiken, die beständigen und die rücksetzbaren Bindungszeiten.
1. Beständige Bindungszeiten: Die Konfigurationsstufe, in der ein Feature f
während der initialen Konfiguration gebunden wird, ist die Konfigurations-
stufe in der das Feature f auch in allen folgenden Rekonfigurationenwährend
des gesamten Lebenszyklus einer DSPL gebunden werden darf.
2. Rücksetzbare Bindungszeiten: Ein Feature f kann während des gesamten
Lebenszyklus einer DSPL zu jeder Bindungszeit (re-)konfiguriert werden,
die dem Feature zugewiesen wurde.
174 5 Spezifikation und Validierung dynamischer Software-Produktlinien
Beispiel 5.15 (Bindungszeitsemantiken). Der Timing-Master-Parameter Time-
outFeedback bekommt, abhängig vom gewählten DCU-Typ, entweder beständi-
ge oder rücksetzbare Bindungszeiten zugewiesen. Wie in Abbildung 2.1b zu
sehen ist, wird der gesamte Kontrollprozess des Teilchenbeschleunigers un-
ter anderem von DCUs vom Typ Z kontrolliert, wohingegen andere DCUs,
beispielsweise vom Typ RK, zweckgebundene Aufgaben erfüllen. Für DCUs
vom Typ Z muss das Feature TimeoutFeedback deshalb statisch und zu einer
beständigen Bindungszeit gebunden werden, um die Korrektheit des gesam-
ten Kontrollprozesses sicherzustellen, wohingegen die Rekonfiguration von
TimeoutFeedback zur Laufzeit für DCUs vom Typ RK unproblematisch ist.
Diese Unterscheidung von Semantiken multipler Bindungszeiten wird zur Spe-
zifikation von DSPLs in vielen Domänen benötigt, z. B. für mobile Geräte [SLR13].
Der Lebenszyklus eines DSPL-Produktes besteht aus aufeinanderfolgenden Ad-
aptionen in Rekonfigurationssequenzen
cp0 · rp1 · rp2 · · · ∈ OpωF ,
wobei OpωF die Menge aller Strings endlicher Länge über der Menge OpF ist. Im
Folgenden wird die stufenweise Konfigurationssemantik um Rekonfiguration er-
weitert, wobei die bereits beschrieben Eigenschaften weiterhin eingehalten werden.
Notation 5.16 (Stufenweise Rekonfigurationssemantik). Seien FM ein Feature-
Modell über der Feature-Menge F und (BT,<BT) die Konfigurationsstufen von
FM. Ein Rekonfigurationsprozess von FM wird als ~FMrp ⊆ OpωF bezeichnet.
Eine Rekonfigurationssequenz rp ∈ OpωF ist ein valider Rekonfigurationspro-
zess gdw. rp ∈ ~FMrp gilt.
Ein Rekonfigurationsprozess rp ∈ ~FMrp ist eine Sequenz pc0, pc1, pc2, . . . von
evolvierenden Produktkonfigurationen. Jedoch sind nicht alle Konfigurationsse-
quenzen, die dem Feature-Modell entsprechen, auch valide Konfigurationssequen-
zen der DSPL. Somit kann es vorkommen, dass ein Feature-Modell durch eine
invalide Konfigurationssequenz konfiguriert wird und dies nicht durch die bisher
eingeführten Techniken verhindert wird. Gerade in verschiedenen Anwendungs-
kontexten einer DSPL kann das Rekonfigurationsverhalten unterschiedlichen An-
forderungen unterworfen sein oder beispielsweise aufgrund von Sicherheitsaspek-
ten eingeschränkt werden.
Beispiel 5.17 (Invalide Konfigurationssequenzen). Aus Sicherheitsgründen ist
die Rekonfiguration zwischen Betriebsmodi in bestimmten Anwendungskon-
texten stark eingeschränkt, um keinem Patienten zu schaden. Eine Therapie
wird im Idle-Modus begonnen und folgt danach einer vordefinierten Abfolge
von Betriebsmodi, die immer durchlaufen werden muss. Nach dem Idle-Modus
wird der Experiment-Modus durchlaufen, gefolgt vom Adjustment-Modus, um
die Parameter der Therapie für den aktuellen Patienten einzustellen und erst
danach darf in den Therapy-Modus für die eigentliche Bestrahlung gewechselt
werden. Im Gegensatz dazu, darf während der Wartung des Systems belie-










Abbildung 5.8: Ausschnitt des Rekonfigurationsautomaten der DCU-DSPL
big zwischen den einzelnen Betriebsmodi und dem Idle-Modus hin und her
gewechselt werden.
Um diese Einschränkungen des Rekonfigurationsverhaltens einer DSPL zu spe-
zifizieren, kann zusätzlich zum Feature-Modell, den Konfigurationsstufen und den
Bindungszeitrestriktionen ein Rekonfigurationsmodell eingeführtwerden,welches
die erlaubtenRekonfigurationssequenzenpräzise einschränkt.Helvensteĳn [Hel12]
und Damiani et al. [DS11] verwenden dafür Automaten als Spezifikation, deren
Zustände (partielle) Konfigurationen und deren Transitionen erlaubte Rekonfigu-
rationen darstellen. Die erlaubten Rekonfigurationen werden in dem Automaten
zusätzlich durch vordefinierte Anwendungskontexte eingeschränkt.
Beispiel 5.18 (Rekonfigurationsautomat). Abbildung5.8 zeigt einenAusschnitt
des Rekonfigurationsautomaten der DCU-Fallstudie zum Rekonfigurieren der
Betriebsmodi. Die Zustände beziehen sich auf die Betriebsmodus-Features
der DCU, wobei in einem Zustand nicht aufgelistete Features abgewählt sind.
Es sind zwei Anwendungskontexte spezifiziert, Maintenance und Irradiation.
Während einer Bestrahlung (Irradiation-Kontext) muss eine feste Abfolge von
Betriebsmodi eingehalten werden, um Patienten nicht zu schaden, wohinge-
gen während der Wartung (Maintenance-Kontext) zwischen den Betriebsmo-
di und Idle beliebig gewechselt werden darf. Eine Rekonfigurationssequenz
rp ∈ ~FMrp ist nur valide, wenn die zugehörigen Konfigurationsschritte
pc0, pc1, pc2, . . . einem Pfad im Rekonfigurationsautomaten entspricht.
Rekonfigurationsautomaten schränken die möglichen Rekonfigurationen auf ei-
neMenge erlaubter Rekonfigurationen ein und restriktieren somit die Rekonfigura-
tionsmöglichkeiten einer DSPL. Die Spezifikation des Rekonfigurationsverhaltens
einer DSPL durch Rekonfigurationsautomaten in Kombination mit verschiedenen
Bindungszeiten und komplexen Bindungszeitrestriktionen kann für einen Entwick-
ler unüberschaubar werden. Dadurch können unbeabsichtigt Fehler während der
Spezifikation des Rekonfigurationsverhaltens einer DSPL gemacht werden, die zu
unerwünschten Nebeneffekten wie Deadlocks während der Rekonfiguration füh-
ren können.
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Beispiel 5.19 (Deadlocks während der Rekonfiguration). Angenommen, das
Feature TimeoutFeedbackwird fehlerhafterweise im Experiment-Modus definiert
und kann dadurch nicht mehr im Therapy-Mode konfiguriert werden. Der Re-
konfigurationsprozess in Abbildung 5.8 kann nun stecken bleiben, wenn Time-
outFeedback eine beständige statische Bindungszeit erhält. Dieses Beispiel kann
noch komplizierterwerden,wenn beispielsweise die Bindungszeit vonTimeout-
FeedbackAbhängigkeiten zu anderen Bindungszeiten von anderen Features hat.
Um solche (potentiellen) Deadlocks schon während der Spezifikation von DSPLs
zu identifizieren, braucht es statische Analyse-Techniken, die über zustandsloses
Constraint-Solvinghinausgehen,wie beispielsweiseModelChecking. Im folgenden
Abschnitt 5.2 werden Analyse-Techniken zur statischen Validierung von DSPL-
Spezifikationen vorgestellt.
5.2 Validierung dynamischer Software-Produktlinien
Während des SPL-Engineerings dient das Feature-Modell einer SPL einerseits der
Modellierung des Variantenraumes und andererseits als Basis für den Konfigu-
rationsprozess von Produkten. Aufgrund dieser zentralen Rolle des Feature-Mo-
dells ist eine akkurate Validierung des Feature-Modells essentiell für die Kor-
rektheit der einzelnen Schritte des SPL-Engineerings. Die Validierung umfasst
dabei das Überprüfen grundlegender Korrektheitseigenschaften wie Erfüllbarkeit
und die Abwesenheit von toten Features. In der Literatur werden Feature-Modelle
zur Analyse üblicherweise in entsprechende Constraint-Solving-Probleme über-
setzt [BMC05, HCH09, Bat05, BSMC05].
Der DSPL-Modellierungsansatz aus Abschnitt 5.1 erweitert existierende Fea-
ture-Modellierungsansätzeummultiple BindungszeitenundkomplexenBindungs-
zeitrestriktionen sowie um Rekonfigurationsautomaten zur Spezifikation valider
Rekonfigurationsprozesse. Zur Berücksichtigung dieser neuen Modellierungskon-
zepte müssen existierende SPL-Validierungsansätze um die folgenden Aspekte er-
weitert werden.
1. Eine Erweiterung existierender Validitätseigenschaften für DSPLs. Dies um-
fasst beispielsweise eine Verallgemeinerung der Notationen von Erfüllbarkeit
des Feature-Modells und toter Features unter Berücksichtigung vonKonfigura-
tionsstufen, multiplen Bindungszeiten und komplexen Bindungszeitrestrik-
tionen.
2. Die Validierung neuer Validitätseigenschaften aufgrund der Charakteristi-
ken von DSPLs, die in SPLs nicht auftreten. Dies umfasst im Speziellen die
Validierung des Rekonfigurationsprozesses.
In diesem Abschnitt präsentieren wir ein Verfahren zur automatisierten Validie-
rung von DSPL-Spezifikationen, dessen Aufbau in Abbildung 5.9 dargestellt ist. Im
oberen Teil von Abbildung 5.9 wird die Validierung von erweiterten Feature-Mo-
dellenmit Bindungszeitannotationen dargestellt, die in Abschnitt 5.2.1 beschrieben
wird. Hierfürwird das erweiterte Feature-Modell in eine Darstellung transformiert,
















Abbildung 5.9: Automatisierte Validierung einer DSPL-Spezifikation
die ausschließlich FODA-Feature-Modell-Elemente enthält. DieseDarstellungwird
im Folgenden einfaches Feature-Modell genannt und erlaubt die Verwendung von
existierenden Feature-Modell-Analysetechniken auf Basis von Constraint-Solvern
zur DSPL-Validierung. Der untere Teil von Abbildung 5.9 zeigt die Validierung
der Eigenschaften der (Re-)Konfigurationsprozesse einer DSPL-Spezifikation aus
Definition 5.9. Für diese Validierung sind Constraint-Solver nicht ausreichend
genug, da temporale Eigenschaften wie Lebendigkeit überprüft werden müssen.
Deswegen werden der Rekonfigurationsautomat und die Konfigurationsstufen der
DSPL in eine Zustandsmaschine übersetzt, die mit Rekonfigurationsoperationen
beschriftet wird. Auf Basis dieser Zustandsmaschine können Eigenschaften des
(Re-)Konfigurationsprozesses der DSPL mit Hilfe von Model-Checking-Techniken
validiert werden. Dies wird in Abschnitt 5.2.2 beschrieben.
5.2.1 Validierung von Feature-Modellen mit komplexen Bindungszeitrestriktionen
Im Folgenden wird eine Modelltransformation von einem erweiterten Feature-Mo-
dell mit Bindungszeiten und komplexen Bindungszeitrestriktionen zu einem einfa-
chen Feature-Modell, das ausschließlich FODA-Feature-Modell-Elemente enthält,
beschrieben. Die Verwendung des einfachen Feature-Modells erlaubt die Verwen-
dung von Constraint-Solving-Techniken, die in der Literatur häufig für die Analyse
von Feature-Modellen verwendet werden. Abbildung 5.10 zeigt den allgemeinen
Ablauf der Transformation, der aus drei Schritten besteht:
1. der Transformation von Feature-Attributen in eine Menge von Features als
Teil einer Alternativ-Gruppe, wobei jedes Feature einemmöglichen Wert ent-
spricht, der dem Feature-Attribut zugewiesen werden kann,
2. der Integration von Bindungszeiten als eine Menge von Features als Teil
einerAlternativ-Gruppe für jedes Feature,wobei jedes Feature derAlternativ-
Gruppe einer Bindungszeit entspricht, und
3. der Übersetzung von komplexen Restriktionen in Require- und Exclude-Con-
straints.














































Abbildung 5.11: Transformation von Feature-Attributen
Das einfache Feature-Modell als Ergebnis der Transformation besteht aus zwei
Teilbäumen: einem Feature-Baum, der die originalen Features sowie deren Attri-
bute enthält, und einem Bindungszeitenbaum, der die Bindungszeitinformation
von Features und Attributen enthält. Die Aufteilung des Feature-Modells in einen
Feature-Baum und einen Bindungszeitenbaum hat als einziges Ziel eine bessere
Lesbarkeit und ist technisch nicht notwendig.
Transformation von Feature-Attributen. Ein Feature-Attribut f.a eines
Typs T ist komplett zum Feature f ∈ F zugehörig und muss deshalb immer einen
Wert v ∈ T zugewiesen bekommen, wenn f ausgewählt wird. Sollte f abgewählt
werden, so werden alle Attribute f.a von f ebenfalls abgewählt. Um dies zu model-
lieren, wird das Attribut f.a von f als mandatory Kind-Feature von f angesehen. Da
wir nur endliche Wertedomänen für Attribute betrachten, können wir alle Werte
v ∈ T in einer Alternativ-Gruppe unter f.a auflisten. Eine Darstellung der Trans-
formation von Attributen in ein einfaches Feature-Modell ist in Abbildung 5.11 zu
sehen. Sie wird auf jedes Attribut f.ai von f angewendet.
Integration von Bindungszeiten. Das Schema der Transformation von Fea-
ture-Bindungszeiten ist in Abbildung 5.12a dargestellt. Grundsätzlich wird die

















Abbildung 5.12: Integration von Bindungszeiten
Bindungszeit f.BT eines Features f wie ein Attribut behandelt, wobei es zwei Unter-
schiede gibt:
1. Die Werte von f.BT werden durch den stufenweisen Konfigurationsprozess
gesetzt, abhängig davon in welcher Stufe f gebunden wird.
2. Bindungszeiten erhalten immer einen Wert, unabhängig davon, ob f ange-
wählt wird oder nicht. Dabei gibt die angewählte Bindungszeit an, in welcher
Konfigurationsstufe f konfiguriert wurde.
Bei der Transformation erweiterter Feature-Modelle in einfache Feature-Modelle
wird ein Teilbaum mit Bindungszeiten eingeführt, wie in Abbildung 5.10 darge-
stellt ist. Innerhalb dieses Baumes wird für jedes Feature f ein mandatory Feature
f.BT eingefügt, das als Bindungszeitparameter für f dient. Dabei dupliziert der Bin-
dungszeitenbaum die Hierarchie der Features im Feature-Baum für eine bessere
Lesbarkeit. Ähnlich zur Transformation von Feature-Attributen,wird unter das Fea-
ture f.BT eine Alternativ-Gruppe bestehend aus der Teilmenge der Bindungszeiten
gehängt, zu denen f gebunden werden darf. Diese Transformation berücksichtigt
keine Abhängigkeiten zwischen f und f.BT, da diese automatisch durch den stufen-
weisen Konfigurationsprozess erzwungen wird.
Die Semantik von Attribut-Bindungszeiten unterscheidet sich von der Semantik
von Feature-Bindungszeiten aufgrund ihrer engen Beziehung zu ihren Features.
Dies ist insbesondere der Fall, wenn ein Feature abgewählt wurde. In dieser Arbeit
wird folgende Semantik verwendet, welche die intuitive Semantik von stufenweiser
Konfiguration sinnvoll reflektiert.
1. Wenn f abgewählt wird bevor f.a konfiguriert wurde, hat f.a keine Bindungs-
zeit in der endgültigen Konfiguration, da der Wert von f.a irrelevant für die
endgültige Konfiguration ist, wenn f abgewählt wird.
2. Wenn f abgewähltwird nachdem f.akonfiguriertwurde, hat f.a eine Bindungs-
zeit in der endgültigen Konfiguration.
Dies entspricht ebenfalls unserer Annahme, dass Restriktionen bezüglich Attribut-
werten (und ihrer Bindungszeiten) nur dann erzwungen werden, wenn auch das
entsprechende Feature ausgewählt wurde.
Das Schema der Transformation von Attribut-Bindungszeiten gemäß oben be-
schriebener Semantik ist in Abbildung 5.12b zu sehen. Für jedes Attribut f.a eines
Features f wird ein optionales Bindungszeit-Feature f.a.BT mit einer entsprechen-
den Alternativ-Gruppe, die alle möglichen Bindungszeiten von f.a enthält, unter
das Feature f.BT eingefügt. Zusätzlich wird ein Require-Constraint von f.a.BT nach
f eingefügt, um einen wohldefinierten Bindungszeitwert sicherzustellen.













(b) (f.BT < bti) ⇒ f’
Abbildung 5.13: Übersetzung von komplexen Restriktionen
Übersetzung von komplexen Restriktionen. Die Transformationsregeln
in Abbildung 5.13 zeigen exemplarisch die Übersetzungsschemata für komplexe
Restriktionen. Abbildung 5.13a zeigt den Fall, dass RHS eine Restriktion über At-
tribut- oder Bindungszeitwerte ist. Zur Übersetzung solcher Restriktionen werden
Exclude-Constraints von LHS (z. B. f in Abbildung 5.13a) zu allen ungültigen Wer-
ten eingefügt, die durch RHS beschrieben werden. Wir verwenden keine Require-
Constraints von f zu den gültigen Werten von f’, da sonst die Anwahl von f die
Anwahl von f’ erzwingen würde, was jedoch nicht der gewünschten Semantik ent-
spricht. In dem Fall, dass RHS aus einem Feature f’ besteht, wie in Abbildung 5.13b,
werden Require-Constraints von allen gültigen Werten zu f’ eingefügt, die durch
LHS beschrieben werden (z. B. alle Bindungszeiten von f, die vor bti kommen). Al-
le weiteren Kombinationen dieser Fälle von LHS und RHS werden entsprechend
übersetzt.
Eine valide Konfiguration C eines transformierten Feature-Modells umfasst
• eine An-/Abwahlentscheidung für jedes Feature f ∈ F (〈+ F〉/〈− F〉) sowie
seiner zugehörigen Bindungszeit (f.BT : bti) und
• für jedes Attribut der angewählten Features, eine Zuweisung eines Attribut-
wertes (〈f.a : a.ti〉) sowie der zugehörigen Bindungszeit (f.a.BT : btj)
unter Einhaltung der Restriktionen des Feature-Modells. Die Detektion von Fea-
ture-Modell-Anomalien, wie unerfüllbare Restriktionen, während des Domain En-
gineerings ist wichtig, um mögliche Fehler während der Feature-Modell-Spezifi-
kation zu identifizieren [BMC05]. Im Folgenden wird die Definition von Feature-
Modell-Anomalien im Kontext von SPLs sowie ihre Detektion für DSPLs und der
stufenweisen Konfigurationssemantik angepasst.
Validierung von Bindungszeitrestriktionen. Zwei Kernanforderungen
an ein Feature-Modell sind, dass es erfüllbar ist, d. h. es gibt mindestens eine
valide Produktkonfiguration, die alle Restriktionen erfüllt, und dass es keine unbe-
absichtigten Kern-Features oder tote Features gibt, d. h. jedes Feature ist an- und
abwählbar in mindestens einem stufenweisen Konfigurationsprozess. Die Adapti-
on dieser Eigenschaften auf erweiterte Feature-Modelle mit Bindungszeiten erfolgt
durch die zusätzliche Berücksichtigung von Bindungszeitrestriktionen. Das Ziel
der Feature-Modell-Analyse ist somit der Ausschluss der folgenden unerwünsch-
ten DSPL-Spezifikationen:
• Unerfüllbares Feature-Modell: Es gibt keine valide Produktkonfiguration,
die alle Feature- und Bindungszeitrestriktionen erfüllt, d. h. ~FM’pc  ∅.
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• Kern-Features/-Attribute/-Bindungszeiten: Durch Restriktionen über Featu-
res, Attribute und Bindungszeiten ist ein Feature, ein Attributwert oder ein
Bindungszeitwert Teil jeder kompletten Produktkonfiguration pc ∈ ~FM’pc,
obwohl er nicht als mandatory definiert wurde.
• Tote Features/Attribute/Bindungszeiten: Tote Features, tote Attributwerte
und tote Bindungszeitwerte sind niemals Teil einer validen Produktkonfigu-
ration pc ∈ ~FM’pc, da sie durch Restriktionen ausgeschlossen wurden.
Zum Ausschluss solcher unerwünschten DSPL-Spezifikationen werden Validie-
rungsansätze benötigt, die Bindungszeiten berücksichtigen. Die Erfüllbarkeit des
mit der oben beschriebenen Transformation erzeugten einfachen Feature-Modells
FM’ stellt unter anderem sicher, dass es mindestens einen stufenweisen Konfigu-
rationsprozess sc ∈ ~FM’sc gibt, der zu einer validen Produktkonfiguration führt.
Dies kann mit der Query
FM’
an einen Constraint-Solver überprüft werden. Die Übersetzung eines Feature-Mo-
dells FM’ in einen entsprechenden logischen Ausdruck als Eingabe für einen Con-
straint-Solver kann anhand der Übersetzungsregeln aus Tabelle 2.1 geschehen.
Entsprechend dazu kann überprüft werden, ob es Kern-Features/-Attribute/
-Bindungszeiten bzw. tote Features/Attribute/Bindungszeiten gibt, die immer bzw.
niemals angewählt werden können. Beispielsweise kann mit der Query
FM’→ f’
überprüft werden, ob das Feature f’ ein Kern-Feature ist. Wenn die Query erfüllbar
ist, gibt es keine valide Konfiguration in der f’ abgewählt ist und somit muss f’ in
jeder Konfiguration angewählt sein. Diese Query lässt sich ebenfalls zur Detektion
von Kern-Attributen und Kern-Bindungszeiten verwenden. Äquivalent dazu prüft
die Query
FM’→ ¬f’,
ob es tote Features/Attribute/Bindungszeiten gibt, d. h. wenn die Query erfüllbar
ist, gibt es in diesem Beispiel keine valide Konfiguration, in der f’ angewählt ist.
Beispiel 5.20 (Reihenfolge von Konfigurationsentscheidungen). In der DCU-
Fallstudie ist die Konfigurationsreihenfolge der Attribute TimeoutFeedback.time-
out undDelayTimeFeedback.delay sehr wichtig, um eine valide Konfiguration zu
erhalten. Die Attribute und ihre zugehörigen Features können zwar jeweils
zur Aktivierungszeit und zur Laufzeit gebunden werden, da aber der Wert von
TimeoutFeedback.timeout von dem Wert von DelayTimeFeedback.delay abhängt,
muss DelayTimeFeedback.delay zuerst gebunden werden.
Die bis hierher beschrieben Validierungstechniken stellen sicher, dass sinnvolle
Konfigurationen aus demDSPL-Feature-Modell abgeleitet werden können. Für die
Attribute in Beispiel 5.20 bedeutet das, dass es eine Konfiguration gibt, die durch
einen stufenweisen (Re-)Konfigurationsprozess abgeleitet werden kann, in der bei-
de Attribute valide konfiguriert wurden. Jedoch wird damit nicht sichergestellt,
182 5 Spezifikation und Validierung dynamischer Software-Produktlinien
dass in jedem Schritt eines stufenweisen (Re-)Konfigurationsprozesses die logi-
schen und temporalen Abhängigkeiten zwischen Konfigurationsentscheidungen
die Möglichkeit offenlassen, dass in den folgenden Stufen noch eine vollständige,
valide Konfiguration abgeleitet werden kann, wie in Beispiel 5.20 demonstriert
wurde.
Stufenweise Konfiguration. DieValidierungwährenddesDomain-Enginee-
ring stellt sicher, dass ein Feature-Modell FM erfüllbar ist und es mindestens eine
valide, vollständige Konfiguration pc ∈ ~FMpc gibt. Die Konfiguration pc wird
während des Application-Engineering stufenweise in einer Sequenz von aufeinan-
derfolgenden partiellen Konfigurationen
pc0, pc1, . . . , pcn
vom Feature-Modell FM abgeleitet. Jede Konfiguration pci, i  1, . . . ,n, verfeinert
die vorherige Konfiguration pci−1 entsprechend der Konfigurationsentscheidung,
die in diesem Schritt getroffen wurde, wobei die Konfigurationsentscheidung kon-
sistent bzgl. vorheriger Konfigurationsentscheidungen und der Restriktionen des
Feature-Modells FM ist.
Beispielsweise führen die folgenden Konfigurationsentscheidungen 〈+ DCU〉,
〈+ Device Controller〉, 〈+ Type〉, 〈+ Z〉, . . . zu einer Sequenz von validen, partiel-
len Konfigurationen pc0, pc1, pc2, pc3, . . .. Um sicherzustellen, dass diese Sequenz
zu einer validen, kompletten Konfiguration pcn  pc führt, muss nach jedem Kon-
figurationsschritt überprüft werden, dass die Restriktionen des Feature-Modells
eingehaltenwurden [HCH09].Weiterhinmuss sichergestelltwerden, dass jedeKon-
figurationsentscheidung der Ordnung der Bindungszeiten entspricht, d. h. dass die
Sequenz pc0, pc1, . . . , pcn so eingeschränkt wird, dass
1. die Sequenz der korrekten Ordnung von Bindungszeiten entspricht und
2. jede Konfigurationsentscheidung in einer der Konfigurationsentscheidung
zugeordneten Konfigurationsstufe getroffen wird.
Um dies sicherzustellen, werden Bindungszeiten, in denen ein Feature/Attribut
nicht konfiguriert wird, implizit während des stufenweisen Konfigurationsprozes-
ses abgewählt.
Beispiel 5.21 (Abwahl von Bindungszeiten). Angenommen die Konfigurati-
on des Features DCU Master Parameter ist der erste Konfigurationsschritt pci
während der Installationszeit, dann wird die Menge der verbleibenden Bin-
dungszeiten für alle offenen Konfigurationsentscheidungen durch die Abwahl
von der Bindungszeit Pre-Konfigurationszeit nach demKonfigurationsschritt pci
reduziert.
Zusammenfassend schließen wir auf folgende Korrektheitseigenschaft für die
Transformation von DSPL-Spezifikationen in einfache Feature-Modelle unter Be-
rücksichtigung der stufenweisen Konfigurationssemantik:
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Eigenschaft 5.22. Seien FM ein Feature-Modell einer DSPL-Spezifikation über
der Feature-Menge F und FM’ das entsprechende transformierte einfache Fea-
ture-Modell. Dann gilt für jede Konfiguration pc ∈ ~FMpc mit pc’ ∈ ~FM’pc
und pc  (pc’ ∩ F), dass eine valide Konfigurationssequenz sc ∈ ~FMsc mit
F+sc  pc existiert.
Der Beweis dieser Eigenschaft ergibt sich aus der Konstruktion des Transformati-
onsschemas.
5.2.2 Validierung von Rekonfigurationsprozessen
Abbildung 5.9 zeigt die notwendigen Schritte für eine Validierung einer DSPL-
Spezifikation. Dies umfasst neben der Überprüfung der Abwesenheit von Feature-
Modell-Anomalien die Analyse wünschenswerter Eigenschaften des Rekonfigura-
tionsprozesses, welche aus Definition 5.16 abgeleitet werden können. Als Basis für
die Validierung eines Rekonfigurationsprozesses dient ein Rekonfigurationsauto-
mat, da dieser das Rekonfigurationsverhaltenwährenddes gesamten Lebenszyklus
eines DSPL-Produktes spezifiziert (vgl. Abschnitt 5.1.4). Beispielsweise spezifiziert
der Rekonfigurationsautomat in Abbildung 5.8 einen Ausschnitt des Rekonfigura-
tionsverhalten der DCU-Fallstudie. In dieser Arbeit wollen wir Rekonfigurations-
automaten gemäß der folgenden vier Eigenschaften validieren:
• Korrekte Initialisierung: Es gibt einen stufenweisen Konfigurationsprozess
sc ∈ ~FMsc, der in einer initialen Konfiguration pc0  F+sc ∈ ~FMpc en-
det, die konform mit der (partiellen) Konfiguration des initialen Zustands
des Rekonfigurationsautomaten ist. Diese Eigenschaft erweitert die Notation
der Erfüllbarkeit von Feature-Modellen für stufenweise Konfigurationen. Für
den DCU-Rekonfigurationsautomaten wäre das eine Konfiguration, die das
Feature Idle enthält.
• Erreichbarkeit: Jeder Zustand des Rekonfigurationsautomaten soll im Le-
benszyklus einer DSPL erreichbar sein. Deswegen fordern wir, dass für je-
den Zustand des Rekonfigurationsautomaten ein valider Rekonfigurations-
prozess rp ∈ ~FMrp mit einer entsprechenden Sequenz von Konfigurationen
pc0, pc1, . . . , pck existiert, der einem Pfad im Rekonfigurationsautomaten ent-
spricht und in einer Konfiguration endet, die konform mit dem betrachteten
Zustand ist. Diese Eigenschaft erweitert die Notation von toten Features für
stufenweise (Re-)Konfigurationen.
• Fortschritt: Von jeder Konfiguration pci ∈ ~FMpc, die über einen Rekonfi-
gurationsprozess rp ∈ ~FMrp mit einer entsprechenden Sequenz von Kon-
figurationen pc0, pc1, . . . , pci, der einem Pfad im Rekonfigurationsautomaten
entspricht, erreichbar ist, gibt es eine Sequenz rpi+1, sodass rprpi+1 ∈ ~FMrp
und rpi+1 einem nachfolgenden Zustand im Rekonfigurationsautomaten ent-
spricht. Diese Eigenschaft erweitert die Notation von Kern-Features für stu-
fenweise (Re-)Konfigurationen.
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• Lebendigkeit: Lebendigkeit fordert, dass von jeder Konfiguration, die über
eine Rekonfigurationssequenz rp ∈ ~FMrp erreichbar ist und zu einem Pfad
im Rekonfigurationsautomaten konform ist, jeder andere Zustand des Re-
konfigurationsautomaten über eine nachfolgende Rekonfigurationssequenz
erreichbar ist.
Die ersten zwei Validitätseigenschaften beschränken sich auf (Re-)Konfigura-
tionssequenzen endlicher Länge und könnten durch das wiederholte Anwenden
der Constraint-Solving-Techniken aus dem vorherigen Abschnitt validiert wer-
den. Die Validierung der letzten beiden Validitätseigenschaften erfordert hinge-
gen das Validieren temporaler Eigenschaften, die aus dem Zusammenspiel von
Feature- und Bindungszeitrestriktionen mit Rekonfigurationssequenzen entstehen.
Somit ist Constraint-Solving zum Validieren dieser Eigenschaften im Allgemeinen
nicht ausreichend, da Konfigurationsentscheidungen aus vorherigen, beliebigen
(Re-)Konfigurationsprozessen spätere Konfigurationsschritte beeinflussen.
Solche Eigenschaften können mit Hilfe von Model-Checking verifiziert werden,
da Model-Checking automatisierte Verifikationstechniken anbietet, um temporale
Eigenschaften auf Verhaltensspezifikationen zu verifizieren [CGP99]. Zur Validie-
rung von DSPL-Spezifikationen mit Hilfe von Model-Checking muss die DSPL-
Spezifikation in ein entsprechendes Verhaltensmodell transformiert werden, das
die Rekonfigurationssemantik aus Definition 5.16 berücksichtigt. Im Folgenden be-
schreiben wir ein Übersetzungsschema für eine DSPL-Spezifikation in eine äquiva-
lente Zustandsmaschinenrepräsentation, die als Eingabe für die DSPL-Validierung
verwendet werden kann.
Wir beginnen mit der Beschreibung der allgemeinen Struktur der Zustandsma-
schine und ihrer Konfigurationsstufen, gefolgt von der Beschreibung der Transfor-
mation einzelner Features, ihrer einschränkenden Kontexte im Feature-Modell so-
wie ihrer Bindungszeitinformationen. Danach reichern wir die Zustandsmaschine
um Rekonfigurationsverhalten an. Zur Illustration der Transformation verwenden
die DCU-Feature-Modell-Ausschnitte aus Abbildung 5.3 und Abbildung 5.5.
Abbildung 5.14 zeigt im unteren Bereich eine Zustandsmaschine. Es wird zwi-
schen drei Zustandstypen unterschieden: der Initialzustand wird durch einen
schwarzen ausgefülltenKreis dargestellt, der Endzustandwirddurch einen schwar-
zenKreis dargestellt, der einen ausgefüllten Kreis enthält und allgemeine Zustände
werden durch ein Rechteckmit runden Ecken dargestellt. Jeder allgemeine Zustand
kann eine Menge von parallelen Sub-Zustandsmaschinen enthalten, die durch
Rechteckemit spitzen Eckendargestelltwerden.Die Zustände der Zustandsmaschi-
ne sind durch Transitionen verbunden. Die Transitionsbeschriftungen bestehen aus
drei optionalen Komponenten E[C]/A entsprechend der Transitionsbeschriftungen
von UML-Zustandsmaschinen, wobei
• E ein Event ist, das auftreten muss, um die Transition auszulösen,
• C eine Bedingung ist, die zusätzlich zum Auftreten des Events erfüllt sein
muss, um die Transition auszulösen, und
• A eine Sequenz von atomaren Aktionen ist, welche ausgeführt werden, wenn
die Transition ausgelöst wird.


























Abbildung 5.14: Transformation von Konfigurationsstufen
In Abbildung 5.14 wurden die Transitionsbeschriftungenweggelassen, da die Tran-
sitionsbeschriftungen erst später erläutert werden.
Transformation der Konfigurationsstufen
Abbildung 5.14 zeigt das Transformationsschema für eine DSPL-Spezifikation mit
n Bindungszeiten. Jede Bindungszeit unterteilt den Konfigurationsprozess durch
die Einführung einer Konfigurationsstufe als Teil der Konfigurationssemantik eines
Feature-Modells FM. Dementsprechend wird für jede Bindungszeit bti ∈ BT, 1 ≤
i ≤ n, eine entsprechende Sub-Zustandsmaschine in die Zustandsmaschine einge-
fügt, die mit Stufe i beschriftet ist. Jede Sub-Zustandsmaschine dient als Container
für das Encoding der Konfigurationsprozesssemantik der Teilmenge von Features
f i,j ∈ bti, 1 ≤ j ≤ |bti |, die der Stufe bti zugeordnet sind. Die Traversierungsreihen-
folge der Sub-Maschinen entspricht der Reihenfolge der Konfigurationsstufen <BT,
d. h. erst wenn alle Konfigurationsentscheidungen in einer Stufe getroffen wurden,
kann die nächste Stufe betreten werden. Weiterhin werden ein Initialzustand, der
die erste Konfigurationsstufe markiert, und ein Endzustand, der die letzte Konfigu-
rationsstufe markiert, zur Zustandsmaschine hinzugefügt.
Im nächsten Schritt wird für jedes Feature, das einer Konfigurationsstufe zuge-
ordnet ist, eine weitere Sub-Zustandsmaschine in die Sub-Zustandsmaschine der
Konfigurationsstufe eingefügt, welche die Konfigurationsoperationen des Features
und entsprechende Restriktionen für das Feature enthält. Die Sub-Zustandsma-
schinen zur Konfiguration der Features werden dabei parallel geschaltet. Da ein
Feature multiple Bindungszeiten haben kann und es somit auch in verschiedenen
Konfigurationsstufen gebunden werden kann, wird eine entsprechende Sub-Zu-
standsmaschine in jede Sub-Zustandsmaschine jeder Bindungszeit eingefügt, in
der das Feature gebunden werden kann. Die Konfigurationslogik wird dabei für
jede Konfigurationsstufe individuell angepasst, wobei ein Feature im Allgemeinen
in einer Konfigurationsstufe angewählt oder abgewählt werden kann oder die Kon-
figuration des Features auf eine spätere Konfigurationsstufe verschoben werden
kann.
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+ f [f = ⊥] / f ≔ true
− f [f = ⊥] / f ≔ false
[  ] / skip f
Abbildung 5.15: Transformation von Feature-Konfigurationen in Sub-Zustandsmaschinen
Beispiel 5.23 (Transformation von Konfigurationsstufen). Für die DCU wird
ein Skelett mit vier Sub-Zustandsmaschinen, die den vier Bindungszeiten Prä-
konfigurationszeit, Installationszeit, Aktivierungszeit und Laufzeit entsprechen, er-
stellt. In jeder Sub-Zustandsmaschine jeder Konfigurationsstufe werden paral-
lele Sub-Zustandsmaschinen für die Features angelegt, die in der jeweiligen
Konfigurationsstufe gebunden werden können. Beispielsweise wird für das
Feature DCU Type Parameter eine Sub-Zustandsmaschine in die Sub-Zustands-
maschine für dieKonfigurationsstufeAktivierungszeit eingefügt.Dadas Feature
RefValueTHoldMax hingegen zur Aktivierungszeit und zur Laufzeit konfiguriert
werden kann, werden entsprechende Sub-Zustandsmaschinen zur Konfigura-
tion von RefValueTHoldMax in die Sub-Zustandsmaschinen beider Konfigurati-
onsstufen eingefügt.
Transformation von Feature-Konfigurationsoperationen
Das Übersetzungsschema für Sub-Zustandsmaschinen für die Konfiguration eines
Features f ist in Abbildung 5.15 dargestellt. Die Konfigurationsentscheidung für
ein Feature f wird in einer zugehörigen Variablen mit dem gleichen Namen gespei-
chert. Die Werte dieser Feature-Variablen werden in dreiwertiger Logik angegeben,
sodass auch das Aufschieben von Konfigurationsentscheidungen gespeichert wer-
den kann. Somit ist der Wert einer Feature-Variablen während der stufenweisen
Konfiguration entweder true (t), d. h. f ist angewählt, false (f), d. h. f ist abgewählt,
oder ⊥, d. h. es wurde für f noch keine Konfigurationsentscheidung getroffen. Wir
nehmen die Auswertungssemantik der dreiwertigen Logikoperatoren an wie üb-
lich und schreiben f  > für f  true ∨ f  false. Die Transitionsbeschriftungen
in den Sub-Zustandsmaschinen bestehen aus den drei optionalen Komponenten
E[C]/A entsprechend der Transitionsbeschriftungen von UML-Zustandsmaschi-
nen. C und A werden über der Menge dreiwertiger Feature-Variablen wie zuvor
beschrieben definiert, wohingegen die Elemente in E Konfigurationsoperationen
〈op f 〉 entsprechen und deswegen extern ausgelöst werden. Die Entscheidung, ob
ein Feature angewählt oder abgewählt wird, wird somit durch ein Event ausgelöst.
Abhängig von der Konfigurationsentscheidung, die das Event auslöst, wird die
zugehörige Feature-Variable auf true oder false gesetzt. Die oberste Transition der
Sub-Zustandsmaschine in Abbildung 5.15 ist für die Auswahl eines Feature f in
einer Konfigurationsstufe und die mittlere für die Abwahl zuständig. Zusätzlich
führen wir eine Konfigurationsoperation 〈skip f 〉 ein, um die Konfigurationsent-
scheidung eines Features f auf eine spätere Konfigurationsstufe zu verschieben. In
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C ¬(P  f ) ¬(P  t)
P
C
P − ¬(C  t)
C ¬(P  f ) −
P
C1 C2 . . . Cn
P
∨¬(Ci  f ), i  1, ..., n ∧¬(Ci  t), i  1, ..., n
C1 , . . . ,Cn ¬(P  f ) For Ci , i  1, . . . , n : ¬(P  t) ∨
(
P  t∧(∧
¬(Cj  f ), j  1, . . . , n, j , i
) )
P
C1 C2 . . . Cn
P
∨¬(Ci  f ), i  1, ..., n ∧¬(Ci  t), i  1, ..., n
C1 , . . . ,Cn For Ci , i  1, . . . , n : ¬P  f∧(∧
¬(Cj  t), j  1, . . . , n, j , i
) For Ci , i  1, . . . , n : ¬(P  t) ∨
(
P  t∧(∧
¬(Cj  f ), j  1, . . . , n, j , i
) )
A B
A ¬(B  f ) −
B − ¬(A  t)
A B
A ¬(B  t) −
B ¬(A  t) −
Abbildung 5.15 entspricht die unterste Transition der Skip-Operation, die einerseits
dem Aufschieben der Konfiguration von f in eine spätere Stufe dient und anderer-
seits dem Überspringen der Konfiguration von f, falls f bereits in einer früheren
Stufe konfiguriert wurde. Das Aufschieben einer Konfigurationsentscheidung darf
in der letzten Konfigurationsstufe, in der f konfiguriert werden kann, nicht mehr
möglich sein. Um dies sicherzustellen fügen wir der Skip-Transition die Bedingung
[f  >] in der letzten Konfigurationsstufe von f hinzu. In diesem Fall kann die
Konfiguration von f nicht übersprungen werden, wenn f noch nicht konfiguriert
wurde. Dies ist beispielsweise für die Sub-Zustandsmaschine von RefValueTHold-
Max in der Stufe Laufzeit der Fall. Zusammen mit den Bedingungen der oberen
beiden Transitionen wird somit sichergestellt, dass jedes Feature genau einmal im
Konfigurationsprozess konfiguriert wird.
Die Konfiguration von Feature-Attributen kann entsprechend übersetzt werden,
indembeispielsweiseVariablen, die über Integer getyptwerden, verwendetwerden.
Beispielsweise hat RefValueTHoldMax ein Integer-Attribut mit einem Wertebereich
von 0 bis 100. Hier könnte −1 verwendet werden, um anzuzeigen, dass das Attribut
ungebunden ist.
Bisher berücksichtigt die Transformation der DSPL-Spezifikation in eine Zu-
standsmaschine noch keine Restriktionen zwischen Features gemäß des Feature-
Modells und die Zustandsmaschine erlaubt somit invalide Konfigurationssequen-
zen. Um dem zu entgegnen werden im Folgenden die Anwahl- und Abwahlbedin-
gungen von Features entsprechend angepasst.
Transformation von Feature-Restriktionen
Die verschiedenen Konfigurationsrestriktionsarten eines Feature-Modells, d. h. El-
tern-Kind-Beziehungen, Feature-Modalitäten, Feature-Gruppen und Cross-Tree-
Constraints, schränken die validen Kombinationen von Features in einer Produkt-
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Konfiguration ein. Jedes Feature f ∈ F hat einen eigenen Kontext in einem Feature-
Modell, der unter anderem durch sein Eltern-Feature und seine Geschwister-Featu-
res in einer Feature-Gruppe definiert wird und die An- und Abwahlbedingungen
von f in einer stufenweisenKonfiguration beeinflusst. Tabelle 5.2 gibt eineÜbersicht
über die möglichen Kontexte eines Features. Die Kontexte werden im Folgenden
dafür genutzt, die Bedingungen an den bereits eingeführten Transitionen für die
An- und Abwahl von Features zu verfeinern.
Die erste Regel in Tabelle 5.2 beschreibt die An- und Abwahlbedingungen eines
Features Pmit einem mandatory Kind-Feature C.
Beispiel 5.24 (An-/Abwahlbedingungen fürmandatoryFeatures). DasFeature
DCUType Parameter hat einmandatoryKind-FeatureName.DCUType Parameter
darf nur angewählt werden, wenn Name (noch) nicht abgewählt wurde und
darf nur abgewählt werden, wenn Name (noch) nicht angewählt wurde. Die
An- und Abwahl von Name funktioniert nach dem gleichen Muster, da Name
nur ausgewählt werden darf, wenn DCU Type Parameter angewählt wird.
Die Bedingungen aus Beispiel 5.24 können mit Hilfe von dreiwertiger Logik ausge-
drückt werden, da beispielsweise ¬(P  f ) äquivalent zu (P  t∨ P  ⊥) ist. Somit
ist DCU Type Parameter gemäß der ersten Zeile in Tabelle 5.2 nur anwählbar, wenn
Name bereits angewählt oder noch nicht konfiguriert wurde. Die An- und Abwahl
von Name funktioniert analog.
Damit optionale Features angewählt werden dürfen, müssen ihre Eltern-Features
ausgewählt sein, wohingegen es in einer Eltern-Kind-Beziehung keine Bedingung
für ihre Abwahl gibt. Das Eltern-Feature eines optionalen Features darf nur abge-
wählt werden, wenn das optionale Kind-Feature noch nicht abgewählt wurde.
Beispiel 5.25 (An-/Abwahlbedingungen für optionale Features). Das optiona-
le Feature Device Control Parameter darf in unserem Beispiel immer abgewählt
werden. Im Gegensatz dazu, darf es jedoch nur angewählt werden, wenn sein
Eltern-Feature (noch) nicht abgewählt wurde. Entsprechend darf das Feature
DCUType Parameter nur abgewählt werden, wenn das Kind-FeatureDevice Con-
trol Parameter (noch) nicht angewählt ist. Es gibt jedoch keine Restriktionen für
die Anwahl von DCU Type Parameter, wohingegen die Abwahl in unserem Bei-
spiel nicht möglich ist, da es ein mandatory Kind-Feature des Wurzel-Features
ist.
Eine Oder-Gruppe erfordert, dass mindestens ein Gruppen-Feature angewählt
wird, wenn das Eltern-Feature der Gruppe ausgewählt wird.
Beispiel 5.26 (An-/Abwahlbedingungen für die Features einer Oder-Grup-
pe). MeasuringMode darf als Eltern-Feature einer Oder-Gruppe nur angewählt
werden, wenn mindestens eines seiner Kind-Features (noch) nicht abgewählt
wurde, und darf nur abgewählt werden, wenn keines seiner Kind-Features
bereits angewählt wurde. Das stellt sicher, dass wenn das Feature Measuring-
Mode angewählt wird, mindestens eines seiner Kind-Features noch angewählt
werden kann. Entsprechend dürfen Kind-Features der Oder-Gruppe nur ange-
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wählt werden, wenn das Eltern-Feature (noch) nicht abgewählt wurde und die
Kind-Features dürfen nur abgewählt werden, wenn das Eltern-Feature (noch)
nicht angewählt wurde oder das Eltern-Feature angewählt wurde undmindes-
tens ein Geschwister-Feature noch nicht abgewählt wurde. Diese Konstruktion
stellt sicher, dass mindestens ein Gruppen-Feature angewählt werden muss,
wennMeasuringMode angewählt ist.
Alternativ-Gruppen fordern, dass genau eine Gruppen-Feature angewählt wird,
wenn das Eltern-Feature angewählt wird.
Beispiel 5.27 (An-/Abwahlbedingungen für die Features einer Alternativ-
Gruppe). Die An- und Abwahlbedingungen für das Eltern-Feature einer Al-
ternativ-Gruppe sind gleich zu denen des Eltern-Features einer Order-Gruppe.
Dementsprechend darf Type als Eltern-Feature einer Alternativ-Gruppe nur
angewählt werden, wenn mindestens eines seiner Kind-Features (noch) nicht
abgewählt wurde, und darf nur abgewählt werden, wenn keines seiner Kind-
Features bereits angewählt wurde. Somit kann mindestens ein Kind-Feature
von Type noch angewählt werden, wenn Type angewählt wurde. Die Anwahlbe-
dingungvonKind-Features unterscheidet sich jedoch beiOder- undAlternativ-
Gruppen. Die Kind-Features von Type, z. B. Z oder SD, dürfen nur angewählt
werden, wenn ihr Eltern-Feature (noch) nicht abgewählt wurde und kein ande-
res Kind-Feature bereits angewählt wurde. Die Abwahlbedingung von Kind-
Features ist wieder gleich zu der Abwahlbedingung von Kind-Features einer
Oder-Gruppe.
Require-Constraints geben an, dass die Anwahl eines Features die Anwahl eines
anderen Features fordert. Das führt zu denselben Bedingungen wie die für die
An-/Abwahl von optionalen Features und ihren Eltern-Features.
Beispiel 5.28 (An-/Abwahlbedingungen für die Features eines Require-Cons-
traints). DasFeatureZ erfordert das FeatureTimingMaster Parameter. Deswegen
darf Z nur angewählt werden, wenn Timing Master Parameter nicht abgewählt
wurde, und immer abgewählt werden. Timing Master Parameter hingegen darf
immer angewähltwerden, aber nur abgewähltwerden,wennZnicht angewählt
wurde.
Exclude-Constraints zwischen zwei Features spezifizieren, dass Features nicht
zusammen in einer Konfiguration angewählt werden können.
Beispiel 5.29 (An-/Abwahlbedingungen für die Features eines Exclude-Cons-
traints). Die Features RK und RefValueTHoldMax schließen sich gegenseitig
aus. Deswegen können die Features nicht angewählt werden, wenn das jeweils
andere Feature bereits angewählt wurde. Die Features können jedoch immer
abgewählt werden.
Die vorgestellten Regeln sind komponierbar, da die Regeln nur die An- und
Abwahl eines Features, unabhängig von Features außerhalb des lokalen Kontextes,
einschränken.
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Transformation von Bindungszeiten und Bindungszeitrestriktionen
Für die Integration von Bindungszeitrestriktionen führen wir zum einen eine Kon-
trollvariable curBt ein, welche die Bindungszeit der aktuellen Konfigurationsstufe
speichert, und zum anderen neue Bindungszeitvariablen f.BT für jedes Feature, um
zu speichern, zu welcher Bindungszeit das Feature f gebunden wurde.
Im Allgemeinen können Restriktionen Features, Attribute und Bindungszeiten
enthalten. In diesem Abschnitt konzentrieren wir uns auf Require-Constraints zwi-
schen Features und Bindungszeiten, wobei komplexe Restriktionen über Attribute
und Exclude-Constraints in ähnlicher Weise behandelt werden können. Tabelle 5.1
zeigt die vier Arten von Restriktionen zwischen denen wir unterscheiden, wobei
wirFall 1, d. h. die BehandlungvonRestriktionen zwischen Features undAttributen,
bereits beschrieben haben.
In Fall 2 schränkt eine Konfigurationsentscheidung eine Bindungszeit ein, d. h.
wir haben eine Restriktion gemäß des Musters f → f’.BT <op> bt mit op ∈ OP, bt ∈
BT. In diesem Fall darf f immer abgewählt werden, jedoch nur angewählt werden,
wenn
(f’  ⊥) ∨ (f’  >∧ f’.BT <op> bt)
gilt, d. h. f’ ungebunden ist oder in einer Stufe gebunden wurde, welche die Bin-
dungszeitrestriktion f’.BT <op> bt erfüllt. f’ darf hingegen nur dann gebunden wer-
den, wenn
(f  ⊥∨ f  false) ∨ (f  true∧ f’bt <op> bt)
gilt, d. h. f ungebunden oder abgewählt ist; oder wenn f bereits angewählt ist und
f’ zu einer Bindungszeit gebunden wird, welche die gegebene Bindungszeitrestrik-
tion erfüllt.
Beispiel 5.30 (Konfigurationsentscheidung schränkt Bindungszeit ein). Die
Restriktion
Therapy→ (EnableSynSupplyFrequence.BT  AT)
aus Beispiel 5.13 schränkt die Bindungszeit von EnableSynSupplyFrequence auf
Basis der Konfigurationsentscheidung von Therapy ein. Gemäß der oben be-
schriebenen Schemata ist die Anwahlbedingung für Therapy
(EnableSynSupplyFrequence  ⊥)
∨ (EnableSynSupplyFrequence  >∧ EnableSynSupplyFrequence.BT  AT)
und die Bedingung für die Bindung von EnableSynSupplyFrequence
(Therapy  ⊥) ∨ (Therapy  false) ∨ (Therapy  true∧ curBt  AT).
Fall 3 beschreibt Restriktionen, in denen das Binden eines Features f zu einer
bestimmten Bindungszeit bt die Konfigurationsentscheidung eines Features f’ ein-
schränkt, d. h. wir haben Restriktionen der Form f <op> bt→ f’mit op ∈ OP, bt ∈ BT.
Das Feature f darf in diesem Fall nur gebunden werden, wenn
(f’  ⊥∨ f’  true) ∨ (f’  false∧¬(curBT <op> bt))
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gilt. f’ hingegen darf zwar jederzeit angewählt werden, aber nur abgewählt werden,
wenn die Bedingung
(f  ⊥) ∨ (f  >∧¬(f’.BT <op> bt))
erfüllt ist.
Beispiel 5.31 (Bindungszeit schränkt Konfigurationsentscheidung ein). Gege-
ben ist die Restriktion
(DelayTimeActivate.BT  LZ) → Experiment
aus Beispiel 5.13. Für das Einschränken der Bindung von DelayTimeActivate
verwenden wir die Bedingung
(Experiment  ⊥) ∨ (Experiment  true) ∨ (Experiment  false∧¬(curBt  LZ)),
wohingegen die Anwahl von Experiment durch die Bedingung
(DelayTimeActivate  ⊥) ∨ (DelayTimeActivate  >∧¬(curBt  LZ))
beschränkt wird.
Im letzten Fall, Fall 4, schränkt die Bindungszeit eines Features f die Bindungszeit
eines anderen Features f’ ein, d. h. wir haben Restriktionen der Form f <op> bt →
f’.BT <op’> bt’ mit op, op’ ∈ OP, bt, bt’ ∈ BT. Die Bindung von f wird hier durch die
folgende Bedingung
(f’  ⊥) ∨ (f’  >∧ ((curBt <op> bt∧ f’.BT <op’> bt’) ∨ ¬(curBt <op> bt)))
eingeschränkt. Im Gegensatz dazu wird die Bindung von f’ durch die Restriktion
(f  ⊥) ∨ (f  >∧ ((curBt <op’> bt’) ∨ (¬(curBt <op’> bt’) ∧ ¬(f.BT <op> bt))))
eingeschränkt.
Beispiel 5.32 (Bindungszeit schränkt Konfigurationsentscheidung ein). Gege-
ben ist die Restriktion
(DelayTimeFeedback.BT  AT) ↔ (TimeoutFeedback.BT  AT)
aus Beispiel 5.13. Um sicherzustellen, dass TimeoutFeedback nicht zur Aktivie-
rungszeit gebunden wird, wenn DelayTimeFeedback nicht zur Aktivierungszeit
gebunden wurde, fordern wir als Bindungsbedingung für DelayTimeFeedback
(TimeoutFeedback  ⊥) ∨
(
TimeoutFeedback  >
∧ ((curBt  AT ∧ TimeoutFeedback.BT  AT) ∨ ¬(curBt  AT))
)
.





















Abbildung 5.16: Zustandsmaschine mit Rekonfigurationstransitionen
Als Bindungsbedingung für TimeoutFeedback fordern wir hingegen
(DelayTimeFeedback  ⊥) ∨
(
DelayTimeFeedback  >
∧ ((curBt  AT ∧DelayTimeFeedback.BT  AT) ∨ ¬(curBt  AT))
)
.
Anhand der Korrektheit der Konstruktion aus der oben beschriebenen Transfor-
mation leiten wir die folgende Eigenschaft ab.
Eigenschaft 5.33. Sei FM ein Feature-Modell über der Feature-Menge F und
den Konfigurationsstufen (BT,<BT). Dann gilt, dass jede Sequenz sc ∈ ~FMsc
zu einem kompletten Lauf der entsprechenden Zustandsmaschine gehört und
umgekehrt.
Somit entspricht die Zustandsmaschine exakt der Semantik der (vollständigen)
stufenweisen Konfigurationen gemäß des Feature-Modells.
Transformation von Rekonfigurationsoperationen
Der letzte Schritt der Transformationumfasst die EinführungvonRekonfigurations-
operationen durch das Einfügen von Rekonfigurationstransitionen für das Zurückset-
zen von Konfigurationsentscheidungen. Wie in Abbildung 5.16 dargestellt, werden
diese Transitionen jeweils zwischen zwei aufeinanderfolgenden, dynamischenKon-
figurationsstufen in umgekehrter Richtung eingefügt. Die Aktionen der Rückwärts-
transitionen enthalten eine Operation f : ⊥, um jedes Feature f aus der Zielkonfi-
gurationsstufe wieder auf ungebunden zu setzen und es somit (re-)konfigurierbar
zu machen. Somit kann eine komplette Konfiguration einen Schritt zurück in ei-
ne frühere Konfigurationsstufe gehen, um die dort getroffenen Konfigurationsent-
scheidungen zu ändern. Die Rekonfiguration wird dabei durch ein externes Event
ausgelöst, z. B. durch einen Stakeholder. Features mit einer beständigen Bindungs-
zeit können nur in der Konfigurationsstufe rekonfiguriert werden, in der sie zuerst
konfiguriertwurden.DeshalbwerdenFeaturemit einer statischenoder beständigen
Bindungszeit nicht durch dieAktionen der Rückwärtstransitionen auf ungebunden
gesetzt, da die Features nicht rekonfiguriert werden können.Weiterhin ersetzenwir
den Endzustand durch einen Run-Zustand, der uns im Folgenden dabei hilft zu
überprüfen, ob ein Konfigurationsprozess abgeschlossen wurde.
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Zusammenfassend formulieren wir die folgende Eigenschaft, deren Korrektheit
wieder auf dem unterliegenden Transformationsschema basiert.
Eigenschaft 5.34. Sei FM ein Feature-Modell über der Feature-Menge F und
den Konfigurationsstufen (BT,<BT). Dann gilt, dass jede Sequenz rp ∈ ~FMrp
zu einem vollständigen Lauf der entsprechenden Zustandsmaschine mit Re-
konfigurationstransitionen gehört und umgekehrt.
Somit stellt die konstruierte Zustandsmaschine eine valide Basis für dieValidierung
einer DSPL-Spezifikation dar.
Validierung von DSPL-Spezifikationen
Die Konfigurationssequenzen, die durch die Zustandsmaschine akzeptiert werden,
sind genau die, die durch die stufenweise Konfigurationssemantik der DSPL-Spe-
zifikation definiert sind. Aufbauend auf der Zustandsmaschine kann mit Hilfe von
Model-CheckingdieDSPL-Spezifikation bzgl. der vorher definierten Eigenschaften
validiert werden. Die Eingabe für den Model-Checker sind dabei die System-Spe-
zifikation sowie eine temporale Eigenschaft, die als LTL-Formel angegeben wird.
Auf Basis der Eingabe kann der Model-Checker die Eigenschaft automatisiert für
das System validieren.
Um die korrekte Initialisierung zu zeigen, muss überprüft werden, dass es einen
kompletten stufenweisen Konfigurationsprozess sc ∈ ~FMsc gibt, der zu einer in-
itialen Konfiguration pc0 führt, die konform mit der (partiellen) Konfiguration pcS0
des Initialzustandes S0 des Rekonfigurationsautomaten (vgl. Rekonfigurationsau-
tomat der DCU aus Abbildung 5.8) ist. Dies kann mit der LTL-Query
^(Run∧ pcS0)
überprüft werden, wobei ^ für eventually steht.
Beispiel 5.35 (Korrekte InitialisierungderDCU). ZumValidierenderkorrekten
Initialisierung der DCU müssen wir überprüfen, ob der Zustand Run mit der
partiellen Konfiguration Idle erreicht werden kann. Dazu verwenden wir die
LTL-Query ^(Run∧ Idle  true).
Für die Validierung der Eigenschaft Erreichbarkeitmüssen wir für jeden Zustand
S des Rekonfigurationsautomaten und seine (partielle) Konfiguration pcS prüfen,
ob Run vom Initialzustand S0 aus erreichbar ist, wobei in Run die (partielle) Konfi-
guration pcS gelten muss. Ein Template für eine entsprechende LTL-Query, das wir
auf jeden Zustand anwenden müssen, ist
^((Run∧ pcS0) ∧X^(Run∧ pcS)),
wobei X für next steht.
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Beispiel 5.36 (Validierung der Erreichbarkeit im DCU-Rekonfigurationsauto-
maten). Um beispielsweise die Erreichbarkeit von Adjustment zu validieren,
können wie die LTL-Query
^((Run∧ Idle  true) ∧X^(Run∧Adjustment  true)),
verwenden.
Zur Validierung der Eigenschaften Fortschritt und Lebendigkeit der Rekonfigura-
tionsprozesssemantik benötigen wir komplexere Anfragen. Um Fortschritt zu über-
prüfen, müssen wir für jeden Zustand S1 des Rekonfigurationsautomaten überprü-
fen, dass immer wenn S1 erreicht wird, von dort aus jeder andere Zustand S2 mit
S1 , S2 erreicht werden kann. Ein Template für eine LTL-Query ist
((Run∧ pcS1) ∧X^(Run∧ pcS2)),
wobei  für always steht.
Beispiel 5.37 (Validierung von Fortschritt bzgl. der Rekonfigurationsprozessse-
mantik). Beispielsweise müssen wir überprüfen, dass immer dann, wenn die
partielle Konfiguration Therapy erreicht wird, wir durch eine Rekonfiguration
zu einer partiellen Konfiguration Idle wechseln können. Dies kann durch die
LTL-Query
((Run∧ Therapy  true) ∧X^(Run∧ Idle  true)),
überprüft werden.
Um Lebendigkeit zu überprüfen, muss Fortschritt für alle Zustandspaare in beide
Richtungen gezeigt werden, d. h. dass sie von sich gegenseitig aus erreichbar sind.
5.3 Testen dynamischer Software-Produktlinien
DSPLs erweitern SPLs um den Aspekt der Rekonfiguration von Features zur Lauf-
zeit, sodass dynamisch zwischenProduktkonfigurationen gewechseltwerden kann.
Während der Rekonfiguration einer DSPL von einer Produktkonfiguration zu einer
anderen kann es zu Fehlverhalten kommen. Zum Beispiel, wenn sich die DSPL
während der Rekonfiguration in einem transienten Zustand befindet, in dem die
zur erfolgreichen Rekonfiguration notwendigeAn- bzw. Abwahl von Features noch
nicht vollständig abgeschlossen ist. Weiterhin muss überprüft werden, dass sich ei-
ne DSPL nach einer Rekonfiguration gemäß des Verhaltens des Zielproduktes der
Rekonfiguration verhält. Somit muss beim Testen von DSPLs nicht nur das Verhal-
ten der einzelnen Produkte, welche die DSPL umfasst, getestet werden, wie es bei
SPLs der Fall ist, sondern es muss auch das Rekonfigurationsverhalten von DSPLs
getestet werden. In diesem Abschnitt beschreiben wir, wie die Testgenerierungs-
ansätze aus den Kapiteln 3 und 4 auf das Testen von DSPLs angewendet werden
können.
5.3 Testen dynamischer Software-Produktlinien 195
5.3.1 Testen des Verhaltens dynamischer Software-Produktlinien
Zum Testen des Verhaltens einer DSPL, d. h. des Verhaltens der Produkte einer
DSPL, können Test-Suiten familienbasiert, wie in Kapitel 4, generiert werden und
auf der Implementierung einer DSPL ausgeführt werden.
Beispiel 5.38 (Testen der Verhaltensspezifikation der DCU). Zum Testen des
Verhaltens der DCU-DSPL können Testfälle gemäß der Techniken aus Kapitel 4
generiert werden. Die Ausgangsbasis für die Testgenerierung ist eine Verhal-
tenszustandsmaschine, die das Verhalten der DCU spezifiziert. Ein Ausschnitt
der Verhaltenszustandsmaschine der DCU ist in Abbildung 2.3 dargestellt.Wie
in Beispiel 2.5 demonstriert wurde, kann aus der Verhaltenszustandsmaschine
automatisiert C-Code erzeugt werden, der als Eingabe für den White-Box Test-
generierungsansatz aus Kapitel 4 verwendet werden kann. Der C-Code, der
für den Ausschnitt der Verhaltenszustandsmaschine der DCU erzeugt wurde,
ist in Abbildung 2.7 dargestellt. Zur Spezifikation von Abdeckungskriterien,
basierend auf den Elementen der Verhaltenszustandsmaschine, können die in
den C-Code generierten C-Labels verwendet werden, welche die Elemente der
Verhaltenszustandsmaschine referenzieren (vgl. Beispiel 2.5).
ZumTestendesRekonfigurationsverhaltens derDCU ist das alleinige Berücksich-
tigen der funktionellen Verhaltensspezifikation der DCU unzureichend. Deshalb
muss auch die Spezifikation des Rekonfigurationsverhaltens der DCU in Form des
Rekonfigurationsautomaten berücksichtigt werden.
5.3.2 Testen der Rekonfiguration dynamischer Software-Produktlinien
In dieser Arbeit werden zwei Ziele beschrieben, die beim Testen des Rekonfigurati-
onsverhaltens einer DSPLs verfolgt werden können:
1. Das Testen des Verhaltens der DSPL während der Rekonfiguration.
2. Das Testen des Verhaltens nach der Rekonfiguration von DSPLs.
Für das erste Ziel wird getestet, ob während der Rekonfiguration einer DSPL von
einer Produktkonfiguration zu einer anderen Produktkonfiguration ein Fehlverhal-
ten auftritt. Dies ist insbesondere deshalb relevant, da es während der Rekonfigu-
ration einen Zeitpunkt geben kann, in dem noch nicht alle zu rekonfigurierenden
Features an- bzw. abgewählt worden sind und sich eine DSPL dementsprechend
in einer invaliden Produktkonfiguration befinden kann. Für das zweite Ziel wird
getestet, ob eine Rekonfiguration erfolgreich war, d. h. sich eine DSPL nach der
Rekonfiguration entsprechend der Zielproduktkonfiguration der Rekonfiguration
verhält.
Zur Berücksichtigung des Rekonfigurationsverhaltens beim Testen ist es notwen-
dig, die erlaubten Rekonfigurationen in den Testgenerierungsprozess mit einzu-
binden. Als Spezifikation des erlaubten Rekonfigurationsverhaltens dient der Re-
konfigurationsautomat einer DSPL. Aus einem Rekonfigurationsautomaten kann,
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1 ...
2 if (state == Idle) {
3 STATE_IDLE:
4 if (rc == Idle_Experiment_Irradiation) {
5 TRANSITION_IDLE_EXPERIMENT_IRRADIATION:
6 f_Idle = false;
7 f_Experiment = true;
8 f_Irradiation = true;
9 state = Experiment_Irradiation;
10 } else if (rc == Idle_Experiment_Maintenance) {
11 TRANSITION_IDLE_EXPERIMENT_MAINTENANCE:
12 f_Idle = false;
13 f_Experiment = true;
14 f_Maintenance = true;
15 state = Experiment_Maintenance;
16 }
17 ...
18 } else if (state == Experiment_Irradiation) {
19 STATE_EXPERIMENT_IRRADIATION: ...
20 } else if (state == Experiment_Maintenance) {
21 STATE_EXPERIMENT_MAINTENANCE: ...




Abbildung 5.17: Aus dem Rekonfigurationsautomaten der DCU generierter Code
wie aus Verhaltensmodellen, Code generiert werden, der zur Rekonfiguration ei-
ner DSPL in die DSPL-Implementierung verwoben werden kann. Dies kann bei-
spielsweise an bestimmten Stellen im Code passieren, sodass sich die Ausführung
der Implementierung des Verhaltens einer DSPL mit der Ausführung der Rekon-
figurationslogik abwechselt (vgl. Beispiel 2.5). Dadurch wird sichergestellt, dass
Rekonfigurationen nur dann ausgeführt werden können, wenn keine kritischen Be-
rechnungen durchgeführt werden, die durch die Rekonfiguration zu fehlerhaftem
Verhalten führen können.
Beispiel 5.39 (C-Code für den Rekonfigurationsautomaten der DCU). Abbil-
dung 5.8 zeigt einen Ausschnitt des Rekonfigurationsautomaten der DCU, der
das Rekonfigurationsverhalten der DCU spezifiziert. Eine beispielhafte Im-
plementierung, die aus dem Rekonfigurationsautomaten der DCU generiert
wurde, ist in Abbildung 5.17 zu sehen. Für jeden Zustand des Rekonfigurati-
onsautomaten wird ein If-Block generiert, der während einer Rekonfiguration
ausgeführt wurde, wenn der Zustand gerade aktiv ist (vgl. Zeile 2–18 für den
Zustand Idle). Für jede erlaubte Rekonfiguration, die in einem Zustand begin-
nen kann, wird ein entsprechender If-Block generiert, der die zugehörige Re-
konfiguration von Features enthält. Beispielsweise enthält der If-Block in den
Zeilen 4–10 die Rekonfiguration vom Zustand Idle zum Zustand Experiment
während einer Bestrahlung. Zur Identifikation der Zustände und Transitionen
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des Rekonfigurationsautomaten im Code werden wie in Beispiel 2.5 C-Labels
verwendet.
Zum Erreichen des ersten Ziels ist es wichtig, dass die erlaubten Rekonfigura-
tionen hinreichend getestet werden, d. h. möglichst alle Rekonfigurationen getestet
werden oder mindestens eine repräsentative Auswahl. Um dies sicherzustellen
können die Elemente eines Rekonfigurationsautomaten zur Spezifikation des Ab-
deckungskriteriums verwendet werden, wie es auch für Verhaltensmodellen beim
Black-Box-Testengemachtwerdenkann (vgl. Beispiel 2.5). So könnenbeispielsweise
alle Transitionen des Rekonfigurationsautomaten als Testziele spezifiziert werden,
wodurch jede erlaubte Rekonfiguration durchmindestens einen generierten Testfall
ausgeführt wird.
Beispiel 5.40 (Rekonfigurationen als Testziele). Zum Testen der erlaubten Re-
konfigurationenderDCUkönnendieRekonfigurationenalsTestziele basierend
auf dem Rekonfigurationsautomaten der DCU spezifiziert werden. Die Tran-
sitionen können dabei durch C-Labels im Code identifiziert werden, der aus
dem Rekonfigurationsautomaten der DCU generiert wurde (vgl. Beispiel 5.39).
Damit beispielsweise ein Testfall generiert wird, der die Rekonfiguration vom
Zustand Idle zum Zustand Experiment zur Bestrahlung ausführt, kann das C-
Label TRANSITION_IDLE_EXPERIMENT_IRRADIATION als abzudeckendes
Testziel spezifiziertwerden. Umeine Test-Suite zu generieren, die alle Transitio-
nen des Rekonfigurationsautomaten ausführt, müssen alle Transitions-Labels
im generierten Code durch Testfälle abgedeckt werden.
Das zweite Ziel kann entsprechend erreicht werden, indem jedes Software-Pro-
dukt nach einer Rekonfiguration, wie die Software-Produkte in Kapitel 4, getestet
wird. Dadurch kann sichergestellt werden, dass jedes Software-Produkt nach einer
Rekonfiguration gemäß seiner Spezifikation funktioniert.
Beispiel 5.41 (Verhalten nach einer Rekonfiguration testen). In Abbildung 2.7
ist der Code dargestellt, der aus der Verhaltenszustandsmaschine der DCU
generiert wurde. Zum Testen des Verhaltens der DCU nach einer Rekonfi-
guration, können Testziele erstellt werden, die auf dem Rekonfigurationsau-
tomaten und auf der Verhaltenszustandsmaschine spezifiziert werden. Bei-
spielsweise kann ein Testfall generiert werden, der die zwei Testziele TRANSI-
TION_IDLE_EXPERIMENT_MAINTENANCE und TRANSITION_DEV_STOP
nacheinander traversiert. Die Transition TRANSITION_IDLE_EXPERIMENT
_MAINTENANCE ist dabei eine Transition aus dem Rekonfigurationsautoma-
ten und die Transition TRANSITION_DEV_STOP ist eine Transition aus der
Verhaltenszustandsmaschine. Getestet wird dabei, ob die DCU nach einer Re-
konfiguration vom Zustand Idle des Rekonfigurationsautomaten zum Zustand
Experimentwährend einer Wartung korrekt gestoppt werden kann, d. h. in den
Idle-Zustand der Verhaltenszustandsmaschine versetzt werden kann.
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5.4 Experimentelle Evaluation
In diesem Abschnitt evaluieren wir die beiden DSPL-Validierungsansätze aus Ab-
schnitt 5.2 anhandderDCU-Fallstudie, d. h. denConstraint-Solver-basiertenAnsatz
unddenModell-Checker-basiertenAnsatz. ZudiesemZweck habenwir sowohl die
Modelltransformation eines erweiterten Feature-Modells mit Bindungszeitrestrik-
tionen in ein einfaches Feature-Modell implementiert (vgl. Abschnitt 5.2.1) als auch
dieModelltransformation einer DSPL-Spezifikation in eine Zustandsmaschine (vgl.
Abschnitt 5.2.2).
Forschungsfragen
Das Ziel der Evaluation ist es, die vier ForschungsfragenRQ1.1,RQ1.2,RQ2.1 und
RQ2.2 zu beantworten. Dabei beziehen sich die ersten zwei Forschungsfragen auf
die Analyse von erweiterten Feature-Modellen und dem damit einhergehenden
stufenweisen Konfigurationsprozess und die letzten beiden Forschungsfragen auf
die Analyse von DSPL-Spezifikationen.
• RQ1.1 (Effizienz): Können mit dem Constraint-Solver-basierten Ansatz aus
Abschnitt 5.2.1 effizient Anomalien in Feature-Modellen mit Bindungszeiten
detektiert werden?
• RQ1.2 (Effektivität): Kann der Constraint-Solver-basierte Ansatz aus Ab-
schnitt 5.2.1 zur Validierung von stufenweisen Konfigurationsszenarien an-
gewendet werden?
Die ForschungsfrageRQ1.1 zielt darauf ab, zu untersuchen, wie effektiv Anoma-
lien in erweiterten Feature-Modellenmit Bindungszeiten detektiertwerden können.
Da die Anomaliedetektion auf SAT-Anfragen basiert, wird zur Beantwortung der
Forschungsfrage RQ1.1 die abhängige Variable durchschnittliche CPU-Zeit für eine
SAT-Anfrage verwendet.
Die Forschungsfrage RQ1.2 zielt auf die Analyse der Ausführungszeiten von
SAT-Anfragen bzgl. des Feature-Modells nach jedem Konfigurationsschritt eines
stufenweisen Konfigurationsprozesses ab. Somit ist auch hier die abhängige Varia-
ble wieder die durchschnittliche Laufzeit für eine SAT-Anfrage.
RQ1.1 und RQ1.2 beschäftigen sich mit der Evaluation des Constraint-Solver-
basierten Analyseansatzes für DSPL-Spezifikationen. Im Gegensatz dazu beschäf-
tigen RQ2.1 und RQ2.2 mit der Evaluation des Model-Checker-basierten Analyse-
ansatzes.
• RQ2.1 (Korrekte Initialisierung/Erreichbarkeit): Können mit dem Modell-
Checker-basierten Ansatz aus Abschnitt 5.2.2 die Eigenschaften korrekte In-
itialisierung und Erreichbarkeit eines Rekonfigurationsautomaten effizient
validiert werden?
• RQ2.2 (Fortschritt/Lebendigkeit): Können mit dem Modell-Checker-basier-
tenAnsatz ausAbschnitt 5.2.2 die Eigenschaften Fortschritt und Lebendigkeit
von Rekonfigurationsszenarien effizient validiert werden?









Abbildung 5.18: Architekturdiagramm für die DSPL-Validierungsstrategien
Die Forschungsfragen RQ2.1 und RQ2.2 zielen auf die Analyse von Eigenschaf-
ten des Rekonfigurationsprozesses einerDSPL-Spezifikation gemäßAbschnitt 5.2.2
ab. Die Analyse der Eigenschaften erfolgt durch Model-Checker-Anfragen. Somit
ergibt sich als abhängige Variable zur Beantwortung der Forschungsfragen die
durchschnittliche Laufzeit einer Model-Checker-Anfrage.
Experimentaufbau
Fallstudien. Für die Evaluation haben wir einen geeigneten Ausschnitt aus
dem Feature-Modell der DCU-Fallstudie gewählt, der 47 Features und 55 Restrik-
tionen umfasst, einschließlich Feature- und Bindungszeitrestriktionen. Die DCU-
Fallstudie erlaubt es uns, Schlüsse bzgl. der Anwendbarkeit und der Skalierbarkeit
unserer Validierungsstrategien für größe Systeme zu ziehen, da die DCU-DSPL
weit mehr als 100.000 Produkte umfasst.
Tool-Unterstützung. Die Abbildung 5.18 zeigt die Architektur der Haupt-
komponenten der Evaluationsimplementierung einschließlich der Datenflüsse zwi-
schen diesen Komponenten. Für die Erzeugung und Bearbeitung von Feature-Mo-
dellen verwenden wir FeatureIDE1. Die Feature-Modelle werden aus dem Feature-
IDE-Format in unser eigenes Meta-Modell-Format für die spätere Analyse über-
tragen. Diese Meta-Modell-Format reichert Feature-Modelle um Feature-Attribute,
Bindungszeiten und entsprechende Restriktionen an (vgl. Abschnitt 5.1). Für die
Analysen des Feature-Modells (RQ1.1 undRQ1.2) verwendenwir einen effizienten
SAT-Solver, der bereits in anderen Arbeiten zu laufzeitadaptiven Systemen, die als
DSPL modelliert wurden, zum Einsatz kam [SLR13].
Für die Transformation einer DSPL-Spezifikation in ein Zustandsmaschinenmo-
dell haben wir ebenfalls ein Meta-Modell definiert. Als Model-Checker für die
Analyse der Rekonfigurationseigenschaften kam der Model-Checker SPIN2 zum
Einsatz. Da SPIN als Eingabe nur Promela-Code akzeptiert, haben wir eine Trans-














Abbildung 5.19: Ergebnisse der Validitätsüberprüfungen des DCU-Feature-Modells basie-
rend auf SAT-Anfragen
Aufbau der Messungen und Datensammlung. UmSkalierbarkeit zu zeigen,
haben wir die benötigte Zeit für die Validierung des (Re-)Konfigurationsprozesses
unter Anwendung der verschiedenen Validierungsstrategien gemessen. Dabei ha-
ben wir jeden Validierungsschritt 100 mal wiederholt und geben am Ende die
Durchschnittszeit aller Validierungsschritte an. Neben der Analysezeit geben wir
ebenfalls einige Statistiken zumFeature-Modell derDCUunddemzugehörigen ein-
fachen Feature-Modell an. Die Evaluation wurde auf einem Computer mit einem
Intel i5-3230M-Prozessor (2,6GHz) mit 16GB RAM ausgeführt.
Ergebnisse und Diskussion
Bezüglich der Forschungsfragen RQ1.1 und RQ1.2 haben wir zuerst den Aus-
schnitt des DCU-Feature-Modells in ein flaches Feature-Modell transformiert und
dann mit Hilfe eines SAT-Solvers die Erfüllbarkeit des flachen Feature-Modells
überprüft. Die Ergebnisse sind in der Tabelle in Abbildung 5.19a dargestellt. Als
Erstes ist festzustellen, dass das einfache Feature-Modell aufgrund der Transforma-
tion von Feature-Attributen und Bindungszeiten sehr viel mehr Features als das
originale Feature-Modell enthält. Beispielsweise wird ein Feature-Attribut mit ei-
nem Wertebereich von 0 bis 100 in entsprechend viele neue Features im einfachen
Feature-Modell umgewandelt.
Bezüglich der Forschungsfrage RQ1.1 haben wir 6 Kern-Features und 39 Kern-
Bindungszeiten gefunden. Dies zeigt, dass es unser Ansatz ermöglicht, Anomalien
in einem DSPL-Feature-Modell zu finden. Die durchschnittliche Zeit für eine SAT-
Anfrage betrug dabei 0,46ms.
Weiterhin haben wir einen beispielhaften stufenweisen Konfigurationsprozess
durchgespielt, um die Forschungsfrage RQ1.2 zu beantworten. Nach jedem Kon-
figurationsschritt haben wir die Erfüllbarkeit des teilweise konfigurierten Feature-
Modells durch eine SAT-Anfrage geprüft, um mögliche Deadlocks in nachfolgen-
den Stufen zu detektieren. Die Ergebnisse sind in Abbildung 5.19b dargestellt. Jede
SAT-Anfrage dauerte ungefähr 0,45ms und der gesamte Konfigurationsprozess
bestehend aus 53 Konfigurationsschritten benötigte 23,5ms. Bei weiteren Experi-
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menten haben wir unter anderem künstliche Fehler zufällig über die Menge von
Features verteilt und dabei ähnliche Ergebnisse bzgl. der Dauer der SAT-Anfragen
erhalten. Zusammenfassend stellen sich die SAT-Anfragen als sinnvolles Mittel zur
Validitätsüberprüfung von DSPL-Feature-Modellen in industriellen Kontexten dar.
Zur Beantwortung der Forschungsfragen RQ2.1 und RQ2.2 haben wir unse-
ren Ansatz auf den oben genannten DCU-Feature-Modellausschnitt und den Re-
konfigurationsautomaten aus Abbildung 5.8 angewendet. Zuerst haben wir mit
Hilfe der Transformation aus Abschnitt 5.2.2 aus dem DCU-Feature-Modell ein
Zustandsmaschinenmodell abgeleitet, welches die Rekonfigurationsprozesse der
DCU-DSPL beschreibt. Danach haben wir Model-Checker-Anfragen zur Überprü-
fung verschiedener Eigenschaften des Rekonfigurationsprozesses der DCU-DSPL
ausgeführt, wie es in Abschnitt 5.2.2 beschrieben wurde.
Bezüglich der Forschungsfrage RQ1.2 haben wir zuerst die Eigenschaft korrekte
Initialisierung überprüft, d. h. die Erreichbarkeit des Zustands Run im Zustandsma-
schinenmodell. Weiterhin haben wir die Erreichbarkeit aller anderen Zustände des
Rekonfigurationsautomaten überprüft (Idle, Therapy, Experiment undAdjustment so-
wohl im Therapiemodus als auch im Wartungsmodus). Alle diese Überprüfungen
waren erfolgreich und benötigten im Durchschnitt 16,9s, wobei jede Überprüfung
zwischen 15,6s und 18,1s benötigte. Der gesamte Prozess dauerte ungefähr 135,2s.
Auch hier wurden wieder fehlschlagende Anfragen gestellt, welche ungefähr die
gleiche Zeit benötigten.
Die Forschungsfrage RQ2.2 bezieht sich auf die Eigenschaften Fortschritt und
Lebendigkeit von Rekonfigurationsprozessen. Zur Beantwortung dieser Frage eva-
luierten wir eine schwache Form der Lebendigkeit, indem wir für jeweils zwei
Zustände s1 und s2 des Rekonfigurationsautomaten überprüft haben, ob es mög-
lich ist, zuerst den Zustand s1 und dann den Zustand s2 zu erreichen, z. B. der
Wechsel zwischen Adjustment und Therapy. Die daraus resultierenden 42 Anfragen
dauerten insgesamt 730s, wobei eine Anfrage im Durchschnitt 17,4s dauert. Eine
einzelne Anfrage benötigte dabei zwischen 15,3s und 19,2s. Im Gegensatz dazu hat
die Überprüfung von starker Lebendigkeit, wie sie in Abschnitt 5.2.2 beschrieben
wurde, keine Ergebnisse geliefert. Der Grund liegt wahrscheinlich in der Größe der
Fallstudie.
Die Evaluationsergebnisse zeigen, dass unsere DSPL-Validierungsstrategien in
fast allen Punkten auf ein reales Systeme angewendet werden können und skalie-
ren. Nur bei der Überprüfung von strenger Lebendigkeit des DSPL-Spezifikation
gab es keine Ergebnisse.Wie bereits erwähnt sind die Ergebnisse verallgemeinerbar
auf Systeme, die ähnlich zu unserer Fallstudie sind. Für Aussagen bzgl. einer um-
fassenderen Verallgemeinerbarkeit müssen weitere Fallstudien betrachtet werden.
Um die strenge Lebendigkeit für DSPL-Spezifikationen zu zeigen, haben wir
zwei Ideen. Die erste Idee ist es, die Parametrisierung von SPIN besser an un-
ser Szenario anzupassen oder sogar eine andere Model-Checking-Technologie zu
verwenden. Die zweite Idee ist es, das generierte Zustandsmaschinenmodell um
weitere Einschränkungen bzgl. des Treffens/Überspringens von Konfigurations-
entscheidungen anzureichern. Dies könnte zu einer Verringerung der benötigten
Validierungszeit führen.
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Gefährdung der Validität
Gefährdung der Konstruktvalidität. Wir haben die DCU als DSPL basie-
rend auf Dokumenten aufbereitet, die uns von der Eckelmann AG zur Verfügung
gestellt wurden. Somit könnte die Konstruktvalidität durch unsere Interpretation
der Spezifikation der DCU bzw. aufgrund von fehlenden Daten gefährdet sein. Um
Fehler bei der Aufbereitung der DCU-Fallstudie zu vermeiden, habenwir die DCU-
Systemexperten der Eckelmann AG intensiv interviewt, sowohl vor als auch nach
der Aufbereitung der DCU-Fallstudie.
Die Validierung des Rekonfigurationsprozesses wurde mit Hilfe eines Model-
Checkers auf Basis von Promela-Code durchgeführt, der aus einem Zustandsma-
schinenmodell generiert wurde. Somit ist ein wichtiger Schritt für die Evaluation,
dass das Zustandsmaschinenmodell tatsächlich der DSPL-Spezifikation entspricht.
Um dies sicherzustellen, haben wir die Transformation ausführlich getestet und be-
reits erfolgreich in anderen Kontexten wie der Test-Suite-Generierung eingesetzt.
Somit sind wir sicher, dass es keine Gefährdung der Konstruktvalidität bzgl. unse-
res Ansatzes gibt.
Gefährdung der internen Validität. Wir konnten keine Gefährdung der
internen Validität aufgrund unserer Fallstudie identifizieren. Um einen Bias bzgl.
der Messung der Ausführungszeit unserer Analysen zu vermindern, haben wir
sämtlich Messungen 100 mal durchgeführt und dann den Durchschnitt aus allen
Messergebnissen berechnet.
Gefährdung der externen Validität. Eine Gefährdung der externen Vali-
dität ist, dass nur ein System in der Evaluation betrachtet wurde. Bis zu einem
gewissen Grad können unsere Ergebnisse jedoch auf ähnliche Systeme aus unter-
schiedlichen Domänen verallgemeinert werden. Für eine umfassende Verallgemei-
nerung müssen die Validierungsansätze jedoch auf weitere Systeme angewendet
werden. Unseres Wissens nach sind DSPLs aus der Industrie für Evaluation jedoch
nicht verfügbar.
5.5 Verwandete Arbeiten
In diesem Abschnitt diskutieren wir zu den in diesem Kapitel behandelten Ansät-
zenundTechnikenverwandteArbeiten.Der Fokus liegt dabei auf derModellierung
von DSPLs sowie der Analyse ihrer stufenweisen Konfiguration und Rekonfigura-
tionssemantiken.
Modellierung von DSPLs
In der Literaturwurden bereits verschiedeneAnsätze zurModellierung vonDSPLs
beschrieben. Initial wurden DSPLs von Hallsteinsen et al. in [HHPS08] eingeführt,
wobei die Idee, Features zu verschiedenen Bindungszeiten zu konfigurieren, in
der Arbeit von Hallsteinsen et al. bereits beschrieben wurde. Hinchey et al. haben
das Konzept von DSPLs in [HPS12] weiter verfeinert und die grundsätzlichen Ei-
genschaften von DSPLs sowie die Unterschiede zu SPLs beschrieben. Die Brücke
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zwischen DSPLs und adaptiven Systemen haben Bencomo et al. geschlagen, indem
sie einen Modellierungsansatz für DSPLs entwickelten, der DSPLs als adaptive
Systeme betrachtet [BSBG08, BHdA12]. Mei et al. präsentieren in [MZG03] einen
feature-orientierten Domänenmodellierungsansatz, der ebenfalls Bindungszeiten
berücksichtigt, den Fokus aber auf die Modellierung legt und keine Rekonfigurati-
on einer SPL zulässt.
Zur Modellierung des Rekonfigurationsverhaltens von DSPLs werden in der Li-
teratur häufig Automatenmodelle verwendet, wie es auch in dieser Arbeit gesche-
hen ist. Damiani und Schaefer modellieren das erlaubte Rekonfigurationsverhalten
von DSPLs mit Hilfe von Mealy-Automaten, deren Transitionen mit Änderungen
an der Implementierung beschriftet sind, die bei einer Rekonfiguration durchge-
führt werden müssen [DS11]. Sowohl Helvensteĳn als auch Saller et al. verwenden
Zustands-Transitions-Graphen zur Modellierung von validen DSPL-Rekonfigura-
tionen, wobei die Transitionen mit Features beschriftet sind, die beim Konfigura-
tionswechsel an- bzw. abgewählt werden [Hel12, SOS+12, SLR13]. Die Zustände
repräsentieren dabei partielle Konfigurationen. Das in dieser Arbeit verwendete
Rekonfigurationsmodell ist ähnlich zu den Modellen von Helvensteĳn und Saller
et al., da in unseren Modellen ebenfalls die Zustände partielle Konfigurationen
repräsentieren und die Transitionen implizit mit an- bzw. abgewählten Features
beschriftet werden. Im Gegensatz zu allen obengenannten DSPL-Modellierungs-
ansätzen bieten wir jedoch die Möglichkeiten an, mit multiplen Bindungszeiten
pro Feature/Attribut umzugehen und komplexe Bindungszeitrestriktionen über
Features, Attributen und Bindungszeiten zu spezifizieren.
Modellierung und Analyse stufenweiser Konfigurationsprozesse
Als erste haben Czarnecki et al. einen stufenweisen Konfigurationsprozess für Fea-
ture-Modelle eingeführt, um schrittweise eine Konfiguration eines Produktes wäh-
rend des Application Engineering zu verfeinern [CHE04]. Zur Definition der ver-
schiedenen Konfigurationsstufen einer SPL werden hauptsächlich Multi-Views auf
Feature-Modelle [CHE05] oder Bindungszeiten für Features [HHPS08,MZG03] ver-
wendet, wobei sich der erste Ansatz eher auf den Problemraum bezieht und der
zweite auf den Lösungsraum.
In der Literatur wurden verschiedene Multi-View-Ansätze vorgeschlagen. Unter
anderem zur Modellierung von Concerns [ACLF12, SMM+12] (z. B. organisatori-
sche Strukturen und Implementierungsdetails), zur Modellierung von Konfigu-
rationsabläufen [HCH09, HHSD10, HHS+13] und für Cloud-basierte Anwendun-
gen [SLW12]. Darauf aufbauend wurden formale Semantiken [CHH09b, MLSW14]
und entsprechendeAnalysetechniken [CHH09a,WDSB09,MCdO07] für die stufen-
weise Konfiguration mit Multi-Views vorgeschlagen. Weiterhin gibt es ein breites
Angebot an Werkzeugen für stufenweise Konfiguration mit Multi-Views [AHH11,
BNP+07, MMR+15]. Das in dieser Arbeit beschriebene Framework für stufenweise
Konfiguration basiert auf den Notationen und Konzepten aus der Literatur und
erweitert diese um dieMöglichkeit komplexe Bindungszeitrestriktionen zu definie-
ren und zu validieren. Dies erlaubt keiner der genannten Multi-View-Ansätze.
Bezüglich der Spezifikation von stufenweiser Konfiguration mit Hilfe von Bin-
dungszeiten haben Mei et al. in [MZG03] und Svahnberg et al. in [SvGB05] ver-
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schiedene Bindungszeiten dokumentiert und kategorisiert. Dahingegen haben sich
Rosenmüller et al. hauptsächlich mit Implementierungstechniken für die Unter-
stützung von statischen und dynamischen Bindungszeiten für Features in DSPLs
beschäftigt [RSSA08, RSPA11, RSAS11]. Keiner dieser Ansätze hat jedoch im Detail
die Herausforderungen, die aus den Möglichkeiten multiple Bindungszeiten und
komplexe Bindungszeitrestriktionen zu spezifizieren hervorgehen, analysiert, wie
es in dieser Arbeit getan wurde.
Automatisierte Domänenanalyse
Neuere Ansätze zur Analyse von Variabilitätsmodellen legen häufig den Fokus
auf die weit verbreiteten FODA-artigen Feature-Modelle [KCH+90]. Diese Ansät-
ze lassen sich grob in Ansätze basierend auf Constraint-Solver und algebraische
Ansätze unterteilen. Ansätze, die Constraint-Solver verwenden, übersetzen Varia-
bilitätsmodelle üblicherweise in verschiedeneArten vonConstraint-Problemen zur
Validierung der Modelle und zur Detektion von Anomalien. Beispiele hierfür sind
die Übersetzung in SAT-Probleme [MWC09, Bat05] oder CSPs [BMC05, BSMC05].
Eine zusammenfassende Übersicht über solche Ansätze kann in [BSRC10] gefun-
den werden. Weiterhin haben Karataş et al. eine Übersetzung von erweiterten Fea-
ture-Modellen auf CSP vorgeschlagen, die, wie unser Ansatz, die Modellierung
von Feature-Attribute, welche auf endliche Wertedomänen beschränkt sind, unter-
stützt [KOD13].
Algebraische Ansätze zur Analyse von Variabilitätsmodellen verwenden Men-
genlehre, umdie Semantik vonFeature-Modellen zu charakterisieren. ZumBeispiel
schlagen Schobbens et al. eine generische Formalisierung der Syntax und Seman-
tik von Feature-Diagrammen mit Hilfe von algebraischer Semantiken vor [SHT06,
HST+08]. Dabei unterstützen sie jedoch weder erweiterte Feature-Modelle noch
Rekonfigurationssemantiken.
Zusammenfassend basiert unser Ansatz auf den Techniken aus dem Bereich
der Analysen von Variabilitätsmodellen mit Constraint-Solvern. Jedoch erweitert
unserAnsatz die existierendenAnsätzeumdieMöglichkeit Bindungszeiten sowohl
syntaktisch als auch semantisch in Feature-Modelle zu integrieren. Dies wird von
keinem der obengenannten Ansätze unterstützt.
5.6 Zusammenfassung und Ausblick
In diesem Kapitel haben wir einerseits einen Ansatz zur Modellierung und auto-
matischen Validierung von DSPLs während der Domänenanalyse vorgestellt und
andererseits einen Testgenerierungsansatz fürDSPLs. Zur Spezifikation vonDSPLs
wurden Feature-Modelle um Bindungszeitinformationen erweitert, sodass die Se-
mantik von stufenweisen Rekonfigurationsprozessen unter Berücksichtigung von
komplexen logischen und zeitlichen Restriktionen präzise formuliert werden kann.
Die Erweiterungen wurden dabei durch die DCU-Fallstudie motiviert, ein sicher-
heitskritisches, adaptives Kontrollsystem aus der Medizintechnik. Zur Validierung
von DSPL-Spezifikationen wurden Ansätze basierend auf Constraint-Solvern und
Model-Checkern beschrieben. Unter Verwendung von Constraint-Solvern können
dabei Feature-Modell-AnomalienwieUnerfüllbarkeit undunerwünschteKern-Fea-
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tures ausgeschlossen werden. Da mit Hilfe von Constraint-Solvern nicht das (po-
tentiell unendliche) Rekonfigurationsverhalten von DSPLs während des gesamten
Produktlebenszyklus analysiert werden kann, haben wir eine Transformation von
DSPL-Spezifikationen in Zustandsmaschinen vorgeschlagen, die als Eingabe für
einen Model-Checker dienen. Dadurch können alle gewünschten Eigenschaften
an den Rekonfigurationsprozess von DSPLs validiert werden, z. B. Fortschritt und
Lebendigkeit. ZumTesten des (Rekonfiguration-)Verhaltens vonDSPLswurdewei-
terhin beschrieben, wie die Testgenerierungsansätze aus den Kapiteln 3 und 4 zur
Generierung von Testfällen für DSPLs verwendet werden können.
Die Ergebnisse der Evaluation zeigen, dass die in diesem Kapitel vorgestellten
DSPL-Validierungsstrategien in fast allen Punkten auf reale Systeme, die ähnlich
zurDCUsind, angewendetwerdenkönnenund skalieren.Nurbei derÜberprüfung
von strenger Lebendigkeit des DSPL-Spezifikation gab es keine Ergebnisse, da das
zugrundeliegende Model-Checking-Problem ein bekanntes schweres Problem ist.
Die erlangten Ergebnisse sind verallgemeinerbar auf Systeme, die ähnlich zu unse-
rer Fallstudie sind. Für Aussagen bzgl. einer umfassenderen Verallgemeinerbarkeit
müssen jedoch weitere Fallstudien betrachtet werden.
In zukünftigen Arbeiten ist ein interessanter zu untersuchender Aspekt die Er-
weiterung der Ausdrucksmächtigkeit der Grammatik für nicht-Boole’sche Restrik-
tionen zwischen Features, Attributen und Bindungszeiten. Hierbei könnten bei-
spielsweise mehr Sprachkonstrukte wie das logische Oder, weitere Wertedomänen
oder Berechnung auf Attributwerten unterstützt werden. Ein Beispiel dafür wäre
die Restriktion
TimeoutFeedback⇒ DelayTimeActive+DelayTimeFeedback ≤ TimeoutFeedback
derDCU-Fallstudie, die fordert, dasswenndasAttributTimeoutFeedback ausgewählt
wurde, der Wert des Attributs TimeoutFeedback größer als die Summe der Werte
der zeitlichen Verzögerungen DelayTimeActive und DelayTimeFeedback sein muss.
Insbesondere die Unterstützung von (potentiell) unendlichen Wertedomänen für
Features und Attribute würde dabei ebenfalls neue Analysetechniken erfordern.
Ein weiteres zukünftiges Forschungsfeld könnte die Synthese von Rekonfigurati-
onsautomaten sein. Die Rekonfigurationsautomaten fürDSPLswerden in aktuellen
Arbeiten manuell von Entwicklern erstellt. Gerade für umfangreiche Systeme wie
der DCU kann dies schnell Rekonfigurationsautomaten mit hunderten oder tau-
senden von Zuständen führen, wenn mehr Rekonfigurationsverhalten als nur die
Rekonfigurationder Betriebsmodi berücksichtigtwird.Aufgrundder größe solcher
Rekonfigurationsautomaten könnten Entwickler die Übersicht über das spezifizier-
te Rekonfigurationsverhalten verlieren und Fehler einbauen. Ein alternativer An-
satz könnte es deshalb sein Rekonfigurationsautomaten aus einem Regelsatz, der
beispielsweise in Hennessy-Milner-Logik [vHRF13] spezifiziert ist, automatisiert
durch Synthese abzuleiten.
Zusätzlich ist es sinnvoll die Anwendbarkeit der vorgestellten Ansätze auf weite-
re Domänen zu prüfen, z. B. mobile Geräte [SLR13]. Weiterhin wäre es wünschens-
wert Bindungszeitrestriktionen automatisiert vonDSPL-Artefakten und Implemen-
tierungs-Code ableiten zu können.

6
ZUSAMMENFASSUNG UND AUSBL ICK
Das Ziel dieser Arbeit war die Entwicklung eines ganzheitlichen Ansatzes zur
Spezifikation, Validierung und Verifikation von rekonfigurierbaren Software-Sys-
temen. Als Basis für die Umsetzung dieses Ansatzes wurde das Paradigma der
dynamischen Software-Produktlinien (DSPL) verwendet, da es die Konzepte der
Variabilität imRaumundderVariabilität über die Zeit in sich vereint und somit eine
valide Grundlage für die Entwicklung vonAnsätzen zur Spezifikation, Validierung
und Verifikation rekonfigurierbarer Software-Systeme darstellt.
In Abschnitt 2.1.1 wurde ein hochkonfigurierbares laufzeitadaptives medizin-
technisches Systemaus der Industrie eingeführt,welches alsmotivierendes Beispiel
für die in dieserArbeit behandelten Forschungsherausforderungen verwendetwur-
de. Diese auf Abschnitt 1.1 basierenden Forschungsherausforderungenwurden am
Ende der einzelnen Abschnitte in Kapitel 2 beschrieben und werden im Folgenden
kurz wiederholt sowie zur Strukturierung der Zusammenfassung der in dieser
Arbeit entwickelten wissenschaftlichen Beträge verwendet.
6.1 Zusammenfassung und Erkenntnisse
Die Forschungsherausforderung FH3.1 dreht sich um die Entwicklung eines stu-
fenweisen Konfigurationsprozesses für DSPLs, der die präzise Spezifikation von
temporalen Abhängigkeiten zwischen den Konfigurationsentscheidungen für Fea-
tures erlaubt. InAbschnitt 5.1 habenwir einenAnsatz zurModellierung vonDSPLs
vorgestellt, welcher Feature-Modelle um Bindungszeitinformationen erweitert, so-
dass die Semantik von stufenweisen Rekonfigurationsprozessen unter Berücksich-
tigung von komplexen logischen und zeitlichen Restriktionen präzise formuliert
werden kann. Weiterhin haben wir Rekonfigurationsautomaten verwendet, um die
erlaubten Rekonfigurationen einer DSPL auf eine valide Teilmenge aller Rekonfi-
gurationen einzuschränken.
Aufbauend auf der Forschungsherausforderung FH3.1 beschäftigt sich die For-
schungsherausforderung FH3.2 mit der Frage nach Strategien zur automatisierten
Validierung von (Re-)Konfigurationsprozessen von DSPLs inklusive der stufenwei-
sen (Re-)Konfigurationen. Diesbezüglich wurden in Abschnitt 5.2 Ansätze zur Va-
lidierung von DSPL-Spezifikationen basierend auf Constraint-Solvern und Model-
Checkern beschrieben. Unter Verwendung von Constraint-Solvern können dabei
Feature-Modell-Anomalien wie Unerfüllbarkeit und unerwünschte Kern-Features,
d. h. optionale Features, die aufgrund von Feature-Restriktionen in jeder Konfigu-
ration enthalten sind, ausgeschlossen werden. Da mit Hilfe von Constraint-Solvern
nicht das (potentiell unendliche) Rekonfigurationsverhalten von DSPLs während
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des gesamten Produktlebenszyklus analysiert werden kann, haben wir eine Trans-
formation von DSPL-Spezifikationen in Zustandsmaschinen vorgeschlagen, die als
Eingabe für einen Model-Checker dienen. Dadurch können alle gewünschten Ei-
genschaften des Rekonfigurationsprozesses von DSPLs validiert werden, z. B. Fort-
schritt und Lebendigkeit.
Die Spezifikations- und Validierungsansätze für DSPLs wurden prototypisch
implementiert. Für die Spezifikation der komplexen logischen und zeitlichen Re-
striktionen zwischen Features, Bindungszeiten und Attributen wurde eine Xtext-
Grammatik verwendet. Zur Implementierung der Validierungstechniken kamen
der SMT-Solver Z3 als Constraint-Solver und SPIN als Model-Checker zum Ein-
satz. Die Implementierung wurde auf eine reale DSPL aus der Industrie zu Eva-
luationszwecken angewendet. Die daraus entstandenen Ergebnisse zeigen, dass
die oben beschriebenen Ansätze grundsätzlich zur präzisen Spezifikation realer
DSPLs und zur automatisierten Validierung dieser Spezifikation geeignet sind und
die Implementierung skaliert.
Die Forschungsherausforderungen FH1, FH2.1, FH2.2 und FH3.3 beschäftigen
sich allesamt mit dem Testen von (D)SPLs, welches die in dieser Arbeit betrachtete
Verifikationsstrategie fürDSPL-Implementierungen ist. Der Fokus lag dabei auf der
automatisierten und effizienten Generierung von Testfällen zum Testen des funk-
tionalen Verhaltens und des Rekonfigurationsverhaltens von (D)SPLs. Dabei dre-
hen sich die Forschungsherausforderungen insbesondere um die Erweiterung und
Kombination existierender Testgenerierungsansätze mit dem Ziel der effizienten
Wiederverwendung von Zwischenergebnissen der Testgenerierung zwischen Test-
zielen (FH1) und Produkten (FH2.1) sowie der Ausnutzung von potentiellen Syn-
ergien während der Kombination dieser Wiederverwendungsstrategien (FH2.2).
Darauf aufbauend beschäftigte sich die Forschungsherausforderung FH3.3mit der
Erweiterung dieser Testgenerierungsansätze um die Berücksichtigung des Rekon-
figurationsverhaltens von DSPLs.
Um dies zu erreichen wurden in Kapitel 3 die Techniken zur Testgenerierung
basierend auf Model-Checking von Beyer et al. [BCH+04, BHTV13] und Holzer
[Hol13] mit (1) Techniken aus dem Bereich Multi-Property-Checking kombiniert
und (2) die Vereinigung von Programmzuständen im Programmzustandsraum
verbessert. (1) Multi-Property-Checking ist eine aktuelle Model-Checking-Technik,
welche die parallele Betrachtungmehrerer zu überprüfender Programmeigenschaf-
ten erlaubt. Durch die Kombination von Testgenerierungstechniken mit Multi-Pro-
perty-Checking ist esmöglich, während einesModel-Checker-Laufs (d. h. während
der Konstruktion eines abstrakten Erreichbarkeitsgraphen eines Programms) für
mehrere Testziele eine Test-Suite zu generieren und dadurch eine systematische
Wiederverwendung von Testgenerierungsergebnissen zwischen Testzielen zu er-
möglichen. (2) Mit Hilfe der Verbesserung der Vereinigung von Programmzustän-
den im Programmzustandsraum kann die Größe des zu berechnenden Programm-
zustandsraums während der Testgenerierung reduziert werden, indem ähnliche
Programmzustände häufiger zusammengefasst werden können. Bisher führte die
Vereinigung von Programmzuständen häufig zu einem Verlust von Pfadsensitivi-
tät, wodurch für einen Programmpfad und somit für einen Testfall nach der Pro-
grammzustandsvereinigung nicht entschiedenwerden konnte,welche Testziele der
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Testfall tatsächlich abdeckt. Um diesemVerlust an Pfadsensitivität entgegen zuwir-
ken, der durch das vermehrte Vereinigen von Programmzuständen entstehen kann,
haben wir das Konzept der symbolischen Pfadsensitivität verwendet. Symbolische
Pfadsensitivität erlaubt es, Pfade im Programmzustandsraum eindeutig Testzielen
zuzuordnen, sodass trotz der Vereinigung von Programmzuständen korrekte Test-
Suiten generiert werden.
Die Techniken ausKapitel 3wurden inKapitel 4 umdie Berücksichtigung vonVa-
riabilität im Raum und somit um die Wiederverwendung von Testfällen zwischen
Produkten einer (D)SPL erweitert. Durch die Verwendung von familienbasierten
Testgenerierungsansätzen, bei denen alle Produkte einer SPL in einer einzigen
SPL-Implementierung zusammen betrachtet werden, und der daraus resultieren-
denWiederverwendung von Testfällen zwischen Testzielen und Produkten können
kleinere Test-Suiten generiert und dabei die Anzahl der für die Testgenerierung be-
nötigten Programmanalysen weiter reduziert werden. Aufbauend auf den Techni-
ken zur Testgenerierung aus denKapiteln 3 und 4wurde in Kapitel 5.3 ebenfalls die
Variabilität über die Zeit berücksichtigt, wodurch das (Rekonfigurations-)Verhalten
von DSPLs während der Testgenerierung berücksichtigt werden konnte.
Die in dieser Arbeit präsentierten Techniken zur effizienten Testgenerierungwur-
den basierend auf dem Model-Checking-Framework CPAchecker implementiert
und evaluiert. Die Ergebnisse der Evaluation zeigen, dass die Testgenerierung ba-
sierend auf Multi-Property-Checking mit symbolischer Pfadsensitivität durch die
Betrachtung mehrerer Testziele in einem Lauf im Allgemeinen zu einer besseren
Testeffizienz (kürzere Generierungsdauer und kleinere Test-Suite-Größen) bei ei-
ner ähnlichen Testeffektivität der generierten Test-Suiten (höhereAbdeckungsraten
und Fehlerdetektionsraten) führt. Jedoch können nicht einfach alle Testziele gleich-
zeitig betrachtet werden, da es eine kritische Anzahl von Testzielen gibt, ab der
die Vorteile der Testgenerierung mit Multi-Property-Checking durch zusätzlichen
Berechnungsaufwand beeinträchtigt werden, der durch die gleichzeitige Betrach-
tung sehr vieler Testziele entsteht. Die Kombination der Wiederverwendung von
Testfällen zwischen Produkten und Testzielen während der Testgenerierung für
(D)SPLs führt ebenfalls dazu, dass die Größe generierter Test-Suiten und die dafür
benötigten Model-Checker-Aufrufe im Vergleich zur Testgenerierung ohne diese
Wiederverwendung drastisch reduziert werden. Dabei können die Ansätze, die
eine komplette Familie von Software-Produkten gleichzeitig betrachten, aufgrund
der Komplexität der SPL-Implementierungenmehr CPU-Zeit für die Test-Suite-Ge-
nerierung als produktweise Ansätze benötigen.
6.2 Ausblick
Am jeweiligen Ende der Kapitel 3, 4 und 5 wurden wichtige Ideen für zukünftige
Arbeiten diskutiert, welche wie folgt zusammengefasst werden können.
Bezüglich der Spezifikation von DSPLs ist ein interessanter zu untersuchender
Aspekt die Erweiterung der Ausdrucksmächtigkeit der Grammatik für nicht-Boo-
le’sche Restriktionen zwischen Features, Attributen und Bindungszeiten. Hierbei
könnten beispielsweisemehr Sprachkonstruktewie das logischeOder, weitereWer-
tedomänen oder Berechnung auf Attributwerten unterstützt werden. Insbesondere
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die Unterstützung von (potentiell) unendlichen Wertedomänen für Features und
Attribute würde dabei ebenfalls neue Analysetechniken für die Validierung der
DSPL-Spezifikation erfordern. Ein weiteres zukünftiges Forschungsfeld könnte die
Synthese von Rekonfigurationsautomaten sein, bei der Rekonfigurationsautoma-
ten für DSPLs aus einem Regelsatz, der beispielsweise in Hennessy-Milner-Lo-
gik [vHRF13] spezifiziert ist, automatisiert abgeleitet werden. Dies ist insbesondere
deshalb interessant, daRekonfigurationsautomaten für umfangreiche Systeme (z. B.
der DCU) schnell hunderte oder tausende von Zuständen enthalten können, die
für einen Entwickler schnell unübersichtlich in der Handhabung werden können.
Bezüglich der Testgenerierung für DSPLs ist einer der interessantesten Aspekte
die Partitionierung der Testzielmenge, wenn mit Hilfe von Multi-Property-Check-
ing mehrere Testziele parallel betrachtet werden. Aktuell wird die Testzielmenge
zufällig auf Partitionen einer bestimmten Größe verteilt. Zukünftig könnte eine
systematische Partitionierung der Testzielmenge die Effizienz der Test-Suite-Ge-
nerierung weiter verbessern. Beispielsweise könnten Testziele gemäß dem Kon-
trollfluss im CFA partitioniert werden, sodass Testziele, die auf den gleichen Pro-
grammpfaden oder in gleichen Produkten liegen, gemeinsam betrachtet werden.
Weiterhin könnte die Partitionierung dynamisch erfolgen, sodass Testziele basie-
rend auf bereits erlangten Informationen über die IUT des aktuellen Test-Suite-
Generierungsprozesses partitioniert werden.
Wie oben erwähnt, dient das konfigurierbare Model-Checking-Framework CPA-
checker, welches hunderte Konfigurationsoptionen enthält, als Basis für die Im-
plementierung. Mit Hilfe dieser Konfigurationsoptionen kann die Test-Suite-Gene-
rierung potenziell weiter optimiert und an die Anforderungen unterschiedlicher
Zielsysteme angepasst werden. Dies umfasst ebenfalls die Verwendung verschiede-
ner Model-Checking-Technologien, wie explizites Model-Checking oder Bounded
Model-Checking. In zukünftigen Forschungsarbeiten können die Auswirkungen
der verschiedenen Konfigurationsoptionen und Model-Checking-Techniken des
CPAchecker-Frameworks auf die Test-Suite-Generierung untersucht werden, um
die Test-Suite-Generierung weiter zu verbessern.
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