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We present a short proof of the following theorems simultaneously: Kuratowski’s 
theorem, Fary’s theorem, and the theorem of Tutte that every 3-connected planar 
graph has a convex representation. We stress the importance of Kuratowski’s 
theorem by showing how it implies a result of Tutte on planar representations with 
prescribed vertices on the same facial cycle as well as the planarity criteria of Whit- 
ney, MacLane, Tutte, and Fournier (in the case of Whitney’s theorem and 
MacLane’s theorem this has already been done by Tutte). In connection with 
Tutte’s planarity criterion in terms of non-separating cycles we give a short proof of 
the result of Tutte that the induced non-separating cycles in a 3-connected graph 
generate the cycle space. We consider each of the above-mentioned planarity 
criteria for infinite graphs. Specifically, we prove that Tutte’s condition in terms of 
overlap graphs is equivalent to Kuratowski’s condition, we characterize completely 
the infinite graphs satisfying MacLane’s condition and we prove that the 3- 
connected locally finite ones have convex representations. We investigate when an 
infinite graph has a dual graph and we settle this problem completely in the locally 
finite case. We show by examples that Tutte’s criterion involving non-separating cy- 
cles has no immediate extension to infinite graphs, but we present some analogues 
of that criterion for special classes of infinite graphs. 
1. INTRODUCTION AND SUMMARY 
Kuratowski [ 151 characterized finite planar graphs by showing that a 
finite graph is planar unless it contains a subdivision of K, or K,,,. 
Other planarity criteria for finite graphs were given by Whitney [32 J who 
proved that a graph is planar if and only if it has a combinatorial dual 
graph, by MacLane [ 171 who proved that a graph is planar if and only if it 
has a 2-basis, by Tutte 1223 who proved that a graph is planar unless it has 
a cycle whose overlap graph is non-bipartite, and [25] that a 3-connected 
graph is planar if and only if every edge is contained in precisely two 
induced non-separating cycles, and by Fournier [8] who also gave a 
planarity criterion involving separation by cycles. The first short proof of 
Kuratowski’s theorem was given by Dirac and Schuster [5], and a short 
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proof based on Tutte’s ideas [25 1, was given by Burstein [4]. Tutte [ 271 gave 
a necessary and sufficient condition for a planar graph to have a representa- 
tion such that two prescribed vertices are adjacent to the same region and 
used this to give an alternative proof of Kuratowski’s theorem. Tutte [ 25 ] 
also showed that MacLane’s criterion and Whitney’s criterion are easy con- 
sequences of Kuratowski’s theorem. Wagner [29] Fary [7] and Stein [ 191 in- 
dependently proved that a finite planar graph always has a straight line 
representation. This result, which is often referred to as Fary’s theorem, was 
extended by Tutte [23,25] who proved that every 3-connected planar graph 
even has a convex representation and that a 3-connected planar graph and its 
dual have simultaneous straight line representations. 
Erdos (see [5]) proved, that Kuratowski’s theorem holds for countable 
graphs and Wagner [30] characterized planar graphs in general. Infinite 
graphs with planar representations with no vertex accumulation points were 
characterized in terms of forbidden subgraphs by Halin [9], in the locally 
finite case, and by Schmidt [ 181 in the general case. The author proved [20] 
that any infinite planar graph has a straight line representation. 
In Section 3 of this paper we prove simultaneously Kuratowski’s theorem, 
Fary’s theorem and the theorem of Tutte that every 3-connected planar 
graph has a convex representation. The proof which is very short and in- 
volves only a minimum number of topological details is based on a simple 
contraction lemma for 3-connected graphs. 
We show in Section 4 that the aforementioned results of Tutte on represen- 
tations of planar graphs with two prescribed vertices on the same boundary 
face and on planarity of graphs in terms of overlap graphs are consequences 
of Kuratowski’s theorem. We prove shortly the result of Tutte [25] that the 
induced non-separating cycles in a 3-connected graph generate the cycle 
space of the graph. This reduces one of Tutte’s planarity criteria to 
MacLane’s criterion and we briefly comment on Tutte’s reduction of that 
criterion and Whitney’s criterion to Kuratowski’s theorem. We also point out 
that Fournier’s criterion is an immediate consequence of Kuratowski’s 
theorem. 
In Section 5 we present a short proof of a slightly stronger version of 
Tutte’s result on convex representations with prescribed outer polygon. We 
do not assume the outer polygon to be strictly convex, partly because this is 
of interest in its own right but also because we shall apply this to convex 
representations of infinite graphs. 
The remaining part of the paper is devoted to infinite planar graphs. In 
Section 6 we generalize Tutte’s planarity criterion to infinite graphs. 
Wagner [3 1, p. 1281 raised the problem of modifying MacLane’s criterion 
so that it characterizes infinite planar graphs as well. In Section 6 we solve 
the analogous and, in the author’s opinion, equally interesting problem of 
characterizing, in terms of planar representations, the infinite graphs 
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satisfying MacLane’s condition. It turns out that the &connected graphs 
having a 2-basis are precisely the 2-connected planar graphs having represen- 
tations with no vertex accumulation points. These are the graphs charac- 
terized in the above mentioned works of Halin and Schmidt and the existence 
of straight line representations of such graphs (in the locally finite case) was 
established by the author in [20]. We also prove that if a 3connected graph 
has a 2-basis, then this consists precisely of all induced non-separating 
cycles, in particular, it is unique. 
In Section 8 we use the result of Section 5 to prove that every infinite 3- 
connected locally finite graph satisfying MacLane’s condition has a convex 
representation. 
Whitney’s criterion is studied in Section 9. We define a graph G* to be a 
dual of G if the graphs have the same edge set and a finite set of edges in- 
duces a cycle in G if and only if it induces a minimal edge-cut in G*. We 
prove that any 2-connected locally finite planar graph has a dual graph and 
that a graph has no dual graph if it is non-planar or has two vertices connec- 
ted by infinitely many edge-disjoint paths. An analogous result on matroid 
duality was proved by Las Vergnas [ 161. We show by examples that G* 
need not be unique (even if G has high connectivity), it need not even be 
planar and so G need not be the dual of G*. However, we show that we can 
always choose G* such that it has no two vertices joined by infinitely many 
edge-disjoint paths and that in this case G is a dual of G*. We prove that a 
2-connected locally finite graph G has a locally finite dual graph G* if and 
only if G has a representation such that every edge is contained in precisely 
two facial cycles, and if this is the case, then G and G* can be represented as 
geometric duals. Finally, G* is unique if G is 3-connected. 
2. TERMINOLOGY AND NOTATION 
The terminology is essentially the same as that of Bondy and Murty [3] 
and Harary [ 111. 
The sets of vertices and edges of a graph G are denoted Y(G) and E(G), 
respectively. A vertex of degree > 3 is called a brunch vertex. If G is a graph 
and A c V(G) U E(G) then G - A is the subgraph of G obtained by deleting 
A and all edges incident with vertices of A, and if A c V(G) (resp. 
E c E(G)), then the subgraph of G induced by A (resp. E) is defined as 
G - (V(G)\P) (resp. the graph whose edges are E and whose vertices are the 
endvertices of edges of E) and is denoted by G(A) (resp. G(E)). An edge-cut 
is a set E of edges such that for some component H of G, H - E is discon- 
nected and a minimal edge-cut (called a bond in [3]) is an edge-cut such that 
no proper subset is an edge-cut. (It is easy to show that E is a minimal edge- 
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cut if and only if E is contained in some component H of G, H-E has 
precisely two components H,, H,, and E is the set of edges joining a vertex 
of V(H,) to a vertex of V(H2).) 
If H is a subgraph of G, then an H-component of G is either an edge 
(together with its ends) in E(G)\E(H) j oining two vertices of H or it is a 
connected component of G - V(H) together with all edges (and their ends) 
of G joining this component to H. The vertices in H of the H-component are 
called the vertices of attachment of the component. The case where H is a 
cycle is of particular interest. In this case H-components (under the name 
bridges) have been studied in great detail by Tutte [28] (see also [26]). 
For the definition of overlapping H-components, see Tutte [28] or Bondy 
and Murty [3 ]. We define the overlap graph of H in G as the graph whose 
vertices are the H-components of G such that two vertices are adjacent if and 
only if the corresponding H-components overlap. If H has no diagonals, H is 
called an induced cycle and if G has more than one H-component with ver- 
tices not in H, we say H is a separating cycle. 
Following Harary [ 111, a plane graph is a graph drawn in the Euclidean 
plane such that no two edges have a point (other than an endvertex) in 
common. In the present paper we impose the additional restriction that all 
edges are polygonal arcs. Note that a plane graph may be infinite. A planar 
graph is an abstract graph G isomorphic to a plane graph r. We say that r 
is a plane representation (or just representation) of G. Abstract graph will be 
denoted by roman letters and plane graphs by greek letters. If r is a 
representation of G and H is a subgraph of G we denote (when no confusion 
is possible) by H the subgraph of r representing H. If P, Q are points of the 
Euclidean plane we denote by [P, Q] the straight line segment from P to Q. 
If the interior (or exterior) of a cycle in a plane graph (finite or infinite) does 
not intersect the graph, we call the cycle a facial cycle and we call the 
interior (or exterior) of the graph a face. It is well known that the 
complement of the point set of a finite 2-connected plane graph is partitioned 
into faces. 
A vertex accumulation point (resp. edge accumulation point) of an infinite 
plane graph r is a point P such that for every positive real number E, there 
are infinitely many vertices (resp. edges) of r of Euclidean distance < e from 
P. Vertex accumulation point and edge accumulation point are abbreviated 
VAP and EAP, resp. A 2-connected plane graph which is EAP-free and 
locally finite (i.e., all vertices have finite degree) partitions the Euclidean 
plane into arcwise connected regions calledfices of the graph. The boundary 
of such a face is a connected graph each vertex of which has degree 2. So it 
is either a facial cycle or a 2-way infinite path (abbreviated 2-00 path) called 
a facial path. (An infmite proper subpath of a 2-00 path is called a l- 
03 path). A facial cycZe or path in a 2-connected abstract planar graph G is a 
cycle (resp. 2-00 path) which is a facial cycle or path in some representation 
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(resp. VAP-free and EAP-free representation) of G. It is easy to give exam- 
ples of planar graphs with no facial cycles or paths. The observations above 
indicate that 2-00 paths play the same role as cycles in infinite graphs. 
Further support of this will be given in the paper. If G is represented by r 
and all edges of r are straight line segements, r is called a straight line 
representation of G and if in addition r is 2-connected and VAP-free and 
EAP-free and all faces of r are convex (except the outer face when r is 
linite), then r is a convex representation of G. When r is finite the outer face 
can of course not be convex but we assume that the boundary of this face is 
a convex polygon. 
If r is a planar representation of G and H is a cycle of G, then two 
overlapping H-components of G can not both be represented in the interior 
(or both in the exterior) of R. So the overlap graph for H in G must be 
bipartite. In particular, K, and K,,, are non-planar. 
Only in Section 8 and in Theorem 4.4, where we consider duality of 
graphs, we allow loops and multiple edges. If G is a graph, then we say that 
G* is a combinatorial dual (or just dual) graph of G if E(G) = E(G*) and a 
finite set E of E(G) induces a cycle in G if and only if E is a minimal edge- 
cut in G*. We also call (G, G*) a dual pair. If G is 2-connected, then any 
two edges of G* are in a finite edge-cut which implies G* to be 2-connected. 
Representations Z-’ and p of G and G*, respectively, are called geometric 
duals if an edge of J-’ crosses the corresponding edge r” and intersects no 
other edge of r*. 
If E is an edge set of the graph G, thenG/E denotes the graph obtained by 
contracting all edges of E, i.e., we identify each component of the graph in- 
duced by E into a vertex. We write G/e instead of G/{ e}. In general, G/E 
may contain loops and multiple edges but in Sections 3-7 of this paper, G/E 
will denote the graph obtained by deleting all loops and replacing all multi- 
ple edges by single edges when contracting E. 
It is well known that the set of subsets of a given set E forms a vector 
space over 2, where A + B = (A\B) U @\A). We call this the modulo 2 sum 
of A and B. When E = E(G), where G is a finite or infinite graph, we call the 
subspace generated by the cycles of G, the cycle space of G and we say that 
a collection B of cycles is a 2-basis of G if B is a basis of the cycle space 
such that every edge is contained in at most two cycles of B. 
3. A SHORT PROOF OF KURATOWSKI'S THEOREM,FARY'S THEOREM 
AND TUTTE'S THEOREM ON CONVEX REPRESENTATIONS 
0~ ~-CONNECTED PLANARGRAPHS 
LEMMA 3.1. Let G be a 3-connected graph with at least flue vertices. 
Then G contains an edge e such that G/e is 3-connected. 
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Proof. Suppose (reductio ad absurdurn) that for every edge e = xy, G/e 
has connectivity 2. Since it has at least four vertices it has a separating set 
consisting of two vertices. Then one of these vertices must be the vertex ob- 
tained by identifying x and y and hence G has a separating set {x, y, z}. We 
choose e = xy and z such that the largest component H of G - {x, y, z} is 
largest possible. Let H’ be another component and let u be a vertex of H’ ad- 
jacent to z. Now G has a separating set of the form {z, u, v}. It is easily seen 
that G( V(H) U {x, y}) - u is connected and hence it is contained in a con- 
nected component H” of G - {z, u, v}. But ] V(H”)I > ] V(H)/ and we have 
reached a contradiction to the maximality property of H. 
Tutte’s theorem [24] is sometimes formulated as follows: A 3-connected 
graph can be obtained from a wheel by succestively adding an edge and 
splitting a vertex into two adjacent vertices of degree at least three such that 
the edge joining them is not contained in a 3-cycle. Lemma 3.1 shows that if 
we apply a more general splitting operation (i.e., we allow the edge joining 
the two new vertices to be contained in 3-cycles) then we can start out with 
K, and we need only the splitting operation in order to generate all 3- 
connected graphs. 
THEOREM 3.2. Let G be a finite 3-connected graph containing no sub- 
division of K, or K,,,. Then G has a convex representation in the plane. 
Proof: We prove the theorem by induction on n = ( V(G)/. If n = 4 or 5, 
the statement is easily verified so we proceed to the induction step and 
assume n > 6. 
Let e = xy be an edge such that G/e is 3-connected and let z denote the 
vertex obtained by identifying x and y. If G/e contains a subdivision of K, or 
K,,, it is easy to find such a subdivision in G as well so we can assume by 
the induction hypothesis that G/e has a convex representation r. Then r - Z 
is 2-connected and we let 0 denote the boundary cycle of the face of r - .F 
which contains z. Let S be the corresponding cycle in G and let X, , x2 ,..., xk 
be the vertices of S joined to x occurring in that cyclic order and let Pi be 
the segment of S joining xi and xi+, and not containing any X,i, j # i, i + 1, 
(here x k+ 1 = xi). If all neighbours of y (other than X) are contained in one of 
the paths Pi, it is easy to modify r into a convex representation of G (we 
represent x by Z and y by a point close to x. The case where Z is adjacent to 
the unbounded face of r has to be considered separately). On the other hand, 
if this is not the case, then either y is joined to three or more vertices of 
{x, , x, ,..‘, x,} in which case G( V(S) U {x, y}) contains a subdivision of K, 
or else y is joined to a vertex u in Pi - {xi, xi+ 1 }for some i and to a vertex v 
not in Pi in which case S together with the paths UJW, X+X, + 1 and xy form a 
subdivision of K,,, . This completes the proof. 
It is well known how to reduce Kuratowski’s theorem to the 3-connected 
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case. In order to avoid topological details we here employ a slightly different 
method. 
LEMMA 3.3. Let G be a graph containing no subdivision of K, or K,,, 
such that the addition of any edge to G creates such a subdivision. Then G is 
3-connected. 
Proof (by induction on n = ) V(G))). The statement is true for n = 4, 5 so 
we proceed to the induction step. 
It is an easy exercise to prove that G is 2-connected and that two vertices 
X, y are adjacent if G - {x, y}is disconnected. Now suppose G has such two 
vertices x, y. Then G = G, U G,, where G, and G, have precisely x, y and xy 
in common. It is easy to see that the addition of an edge to Gi (i = 1 or 2) 
creates a subdivision of K, or K,,, in G,. Hence each G, is 3-connected, by 
the induction hypothesis, and by Theorem 3.2, Gi has a convex representa- 
tion ri for i = 1,2. NOW let Zi be a vertex of Tj such that Zj # X, y and such 
that Zj, f, 7 are on the same facial cycle of rj. Consider G U { z,z,}. By 
assumption, this graph has a subdivision of K, or K,, 3. If the branch vertices 
of this subdivision are all in G, we easily get a subdivision of K, or K,,, in 
G, , a contradiction. Also, since K, and K,,, are 3-connected, there cannot be 
two branch vertices in both of V(G,)\V(G,), V(G,)\V(G,) so we can assume 
that V(G,)\V(G,) contains precisely one branch vertex and that the subdivi- 
sion we are considering is a K,,,- subdivision (because K, is 4-connected). 
Now we can find a subdivision of K,,, in the graph obtained from G, by 
adding a new vertex and joining it to x, y and z,. But we can also extend rl 
to a representation of this graph, a contradiction. 
If we combine Theorem 3.2 and Lemma 3.3 we get Kuratowski’s theorem 
and Fary’s theorem. 
THEOREM 3.4. A graph is planar if and only ifit contains no subdivision 
of K, or K3.3. If it is planar it has a straight line representation. 
The fact that a 3-connected planar graph G has a convex representation 
follows from the result of Tutte [23] which we extend in Section 5 of this 
paper. It also follows from Steinitz’s theorem asserting that G is the l- 
skeleton of some convex 3-dimensional polyhedron P. By an appropriate pro- 
jection of P onto the Euclidean plane we transform P into a convex represen- 
tation of G. Barnette and Griinbaum [ 1 ] gave a short proof of Steinitz’s 
theorem based on investigations of 3-connected graphs. Also, Bamette and 
Griinbaum [2] described polyhedra from which planar convex representa- 
tions with prescribed outer face can be obtained. 
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4. PLANARITY CRITERIA FOR FINITE GRAPHS 
Tutte (271 gave a condition for a planar graph to have a representation 
such that two prescribed vertices are adjacent to a common face and used 
this result to derive a new proof of Kuratowski’s theorem. 
Conversely, Tutte’s result can be derived from Kuratowski’s theorem as 
shown below. 
THEOREM 4.1. Let x, y be vertices of a planar graph G. Then G has a 
representation such that x, y are adjacent to a common face unless G 
contains a separating cycle S such that the S-components of G containing x 
and y, respectively, are overlapping. 
ProoJ: If G has no representation as described in the theorem, then 
G U {xy} is non-planar and contains therefore a subdivision H of K, or K,,,. 
Since G is planar, H contains e and H - e is planar. It is easily seen that 
H - e contains a cycle S such that x and y belong to distinct overlapping S- 
components, say R_I and R,, of H - e. If we consider a planar representation 
of G, we see that R, and Ez are separated by Sand hence they are contained 
in overlapping S-components of G and the proof is complete. 
It has previously been mentioned that the overlap graph for any cycle in a 
planar graph is bipartite. Conversely, it can be deduced from results of Tutte 
[22] that no non-planar graph has this property. We shall here derive this 
result from Kuratowski’s theorem. 
If S is a cycle in a graph G we say that two S-components H, , H, are 
skew-components if S contains four vertices z 1, z2,z3, zq (in that cyclic or- 
der) such that H, contains z1 and z3 and Hz contains z2 and z4. We define 
the skew-overla) graph of S in G as the spanning subgraph of the overlap 
graphs whose edges join skew-components, With this terminology we have 
THEOREM 4.2. For a finite graph G the following statements are 
equivalent. 
(a) G is non-planar; 
(b) G contains a cycle whose overlap graph is non-bipartite; 
(c) G contains a cycle whose skew-overlap graph is non-bipartite; 
(d) G contains a cycle whose skew-overlap graph has a cycle of length 
3 or 5. 
ProoJ: It is sufficient to prove that (a) implies (d). We do this by 
induction on the number of edges of G. If G is a subdivision of K, or K,,, 
the statement is trivial so we proceed to the induction step and we can 
assume G contains an edge e such that G - e is non-planar. By the induction 
hypothesis, G - e has a cycle S whose skew-overlap graph H has a cycle of 
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length 3 or 5. Let H’ denote the skew-overlap graph for S in G. Then either 
HE H’ (in which case we have finished) or else H’ is obtained from H by 
identifying two vertices. We assume that the second alternative holds. Also, 
we can assume that the two vertices of H which are identified are adjacent 
for otherwise H’ has a cycle of length 3 or 5. So e joins two vertices x and y 
belonging to distinct skew-components, say R, and R, respectively, of G - e. 
Then S contains four vertices z i , z2, z 3, zq (in that order) such that zl, z3 are 
in R, and z2, z, are in R,. Let P, denote the segment of S from z2 to z, 
containing z3 and zq, and let P, be the other segment of S connecting z, and 
z2. We can assume that no intermediate vertex of P, belongs to R, or R,. 
Now let S’ be any cycle containing P, and e. Let e, (resp. e,) be an edge of 
R, (resp. R,,) incident with zJ (resp. zJ. Then the P-components containing 
P,, e3, and, e4, respectively, are distinct and pairwise skew-components and 
the proof is complete. 
It is easy to see that no subdivision of K, or K,,, has a 2-basis. For if this 
were the case then also K, or K,,, would have such a basis. The rank of the 
cycle space of K,,, is 4 and if 4 cycles of K,,, constitute a 2-basis then at 
least seven edges of K,,, would have to appear twice in these cycles. But 
then the sum of the cycles is non-empty and has at most two edges which is 
impossible. Similarly it can be shown that K, has no 2-basis. Tutte [25] 
proved that the deletion of any edge e from a graph G which has a 2-basis B 
results in a new graph G’ with a 2-basis. For if e is contained in only one cy- 
cle C of B, then B\{ Cl is a 2-basis of G’ and if e is contained in two cycles 
C, C’ of B and E(C,), E(C,),..., E(C,) is a cycle decomposition of 
E(C) + E(C), then (B\{ C, C’ }) U {C,, C2,..., C,} is a 2-basis of G’. So we 
have MacLane’s planarity criterion: 
THEOREM 4.3. A finite 2-connected graph G has a 2-basis if and only if 
G is planar. In this case any 2-basis of G consists of all facial cycles (except 
one) of some planar representation of G. 
Proof The first part follows from the considerations above. The second 
part is also well known but the proof given here can also be @plied in the 
infinite case. Now suppose B is a 2-basis of G. We can easily transform B 
into a 2-basis B’ of the subdivision graph G’ of G (i.e., G’ is obtained from 
G by subdividing each edge once). We construct a new graph G” as follows. 
For any cycle S of B’ we add a vertex X, to G’ and join it to all vertices of S 
and we let B, be the set of 3-cycles containing x, and an edge of S. It is easy 
to see that the union of the sets B,, S E B’, forms a 2-basis B” of G” and 
hence G” is planar and has a representation K Also G” is 3-connected. For 
G” - xs is clearly 2-connected for each S in B’ so if G” - {x, y} is discon- 
nected we must have X, y E V(G’) and G’ - {x, y} has at least two compo- 
nents say H,, H, which are contained in distinct components of G” - {x, y}. 
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Also, x and y are not adjacent in G’ for then either x or y would be a cutver- 
tex of G. Now G’ contains a cycle intersecting both H, and H, and therefore 
B’ must also contain such a cycle S. But then xs is joined to both H, and 
H,, a contradiction. Since G” is 3-connected, each G” - xs is 2-connected 
and 5 is a facial cycle in r- Zs and hence also in the representation of G’ 
induced by K So B is a subset of the set of facial cycles of some representa- 
tion of G. The proof is now completed for example by a simple consideration 
on the dimension of the cycle space. 
Tutte [25] gave the following elegant proof of Whitney’s planarity 
criterion [32] based on MacLane’s criterion. For simplicity we only consider 
2-connected graphs and we now allow multiple edges. Whitney’s planarity 
criterion then asserts 
THEOREM 4.4. A 2-connected graph has a combinatorial dual graph if 
and only if G is planar. 
Proof (due to Tutte). If G is planar the geometric dual of any planar 
representation is also a combinatorial dual. On the other hand, the bond 
space (see [3, page 2131) of any graph is generated by all sets of edges inci- 
dent with a vertex and since every edge is contained in precisely two such 
sets it follows that the existence of a combinatorial dual of G implies the 
existence of a 2-basis of G which, by MacLane’s criterion, implies G to be 
planar. 
Whitney [33] proved that a 3-connected planar graph has essentially only 
one planar representation. Tutte [25] obtained this result from the following 
elegant combinatorial characterization of facial cycles in 3-connected graph 
which is also valid for infinite graphs. 
PROPOSITION 4.5. Let G be a planar 3-connected finite or infinite graph. 
Let S be a cycle of G and let r be any planar representation of G. Then s is 
a facial cycle of I’ if and only if G has only one S-component, i.e., S is an in- 
duced non-separating cycle of G. 
Proof (due to Tutte). Ifs is not a facial cycle, then clearly G has at least 
two S-components since both the interior and exterior of ,? intersects K On 
the other hand, if g is a facial cycle of r and H is an S-component of G, 
then G has no other S-components for this would imply that some two con- 
secutive vertices of H on S would separate G, a contradiction. 
Proposition 4.5 and Theorem 4.3 show that any 2-basis of a 3-connected 
planar graph consists of all induced non-separating cycles except precisely 
one. The following result for 3-connected graphs in general is due to Tutte 
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THEOREM 4.6. Let G be a finite 3-connected graph. Then every edge of 
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G is contained in two induced non-separating cycles having only e and its 
ends in common. Moreover, the set of induced non-separating cycles of G 
generates the cycle space of G. 
Proof (by induction on ] V(G)]). It is easy to modify the proof of 
Lemma 3.1. in order to obtain the following: 
If e is a prescribed edge of G, then G contains an edge e’, where e’ # e 
such that G/e’ = G’ is 3-connected.’ We consider E(G’) as a subset of E(G), 
i.e., E(G)\E(G’) consists of e’ and an edge (which can be chosen arbitrarily) 
of every 3-cycle containing e’. Thus we can assume e E E(G’). By the 
induction hypothesis, G’ contains two induced non-separating cycles Cl,, Ci 
having precisely e and its ends X, y in common. Let z be the vertex into 
which the two ends x’, y’ of e’ are identified. If C; (i= 1 or 2) does not 
contain z, then C; is also an induced non-separating cycle of G and we put 
Ci = Ci. If z belongs to C{ and each of x’, y’ is joined to both neighbours of 
z on Ci, then G contains cycles with vertex sets (V(Ci)\{z}) U {x’} and 
mc;)\IzJ) u {Y’L respectively. Since G is 3connected, one of these is 
nonseparating and we let Ci denote this cycle. If x’, say, is not joined to both 
neighbours of z on C;, then G contains an induced non-separating cycle Ci 
with vertex set (V(C{)\{z}) U {y’} or (V(C;)\{z}) U {Y, y’}. Clearly C, and 
C, have only X, y, and e in common. This proves the first part of the 
theorem. 
In order to prove the second part we first observe that the induced cycles 
of a graph generate the cycle space. Now let S be any induced cycle of G 
and let S’ be the cycle of G’ obtained by contracting e’. In G’ we have by 
the induction hypothesis E(Y) = E(C’,) + E(Ci) + - m - + E(C:), where each 
C’i is induced and non-separating in G’. As in the proof of the first part of 
the theorem we associate an induced non-separating cycle Ci of G to Ci. 
Observe that any 3-cycle containing e’ is induced and non-separating in G. 
So by possibly adding one or two such 3-cycles to Ci we obtain a cycle Ci 
in G such that E(Cr) = E(C:) or E(Cy) = E(Ci)U {e’}. But then 
E(S) + E(q’) + **- + E(CF) contains at most one edge, namely,. e’. Since 
this edge set forms an eulerian graph it is empty and the proof is complete. 
. Combining Theorem 4.6. with MacLane’s planarity criterion we obtain the 
following planarity criterion due to Tutte [25] and rediscovered by Kelmans 
(see WI) 
THEOREM 4.1. A 3-connected graph is planar if and only if every edge is 
contained in precisely two induced non-separating cycles. 
Further results on induced non-separating cycles with various applications 
have been obtained by Thomassen and Toft [ 2 11. 
’ One can even choose e’ such that it has no end in common with e. 
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We conclude this section with Fournier’s planarity criterion [8] which was 
obtained from a characterization of graphic matroids. 
THEOREM 4.8. A graph is non-planar if and only if it contains three 
cycles S, , S,, S, such that they all have an edge e in common and no edge of 
one of the cycles is a chord in one of the other two cycles, and whenever we 
contract the edge set of one of the cycles, then those edges of the other two 
cycles which are not contracted belong to the same block of the resulting 
graph. 
ProoJ: By Kuratowski’s theorem, a non-planar graph contains a subdivi- 
sion of K, or K,,, and in that subdivision it is easy to find cycles satisfying 
the condition of the theorem. On the other hand, it is easy to see that a plane 
graph cannot have such three cycles. 
5. CONVEX REPRESENTATIONS OF FINITE PLANAR GRAPHS 
THEOREM 5.1. Let S be a facial cycle of a 2-connected planar graph G 
and let E be a convex representation of S. Let P, , P, ,..., P, be the paths of S 
(occurring in that cyclic order around S) corresponding to the straight line 
segments of c”. Then s” can be extended into a convex representation of G if 
and only if 
(a) for each vertex x of G - V(S) of degree > 3, in G, G contains 
three x - V(S) paths having only x in common pair by pair; 
(b) no S-component of G has all its vertices of attachment in some Pi; 
(c) any cycle of G which has no edge in common with S has at least 
three vertices of degree > 3 in G. 
Proof. We first prove the necessity of (a). Suppose x in G - V(S) has 
degree > 3 in G, and that (a) does not hold for this x, i.e., G contains two 
vertices y, z (distinct from x) such that every x - V(S) path intersects y or z. 
Assume (reductio ad absurdurn) that r is a convex representation of G such 
that s= s”. The component H of G - { y, z} containing x is not represented 
by the straight line segment [Z, 71. So we consider a line L of the Euclidean 
plane such that L is parallel to [cZ,~], and L does not contain [Z, 71, and L 
contains a vertex of H, and all vertices of p are in one of the closed 
halfplanes determined by L. It is easy to see that a vertex of n on L is adja- 
cent to a non-convex face, a contradiction. 
The necessity of (b) and (c) is proved similarly. 
We now assume that (a), (b), and (c) hold and we prove that G has a 
representation as described in the theorem. We prove this by induction on 
1 V(G)1 . There is no problem if 1 V(G)1 = 3 or 4 so we proceed to the induction 
step. Also, if G contains a vertex of degree 2 it is easy (using (c)) to reduce 
582b/29/2-8 
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the problem to a graph with one vertex less than ] V(G)], so we assume that 
all vertices of G are of degree at least three. Let x be the common vertex of 
P, and P, and let y and z be the other endvertices of P, and P,, respectively. 
If G - x is not 2-connected, then there is a vertex u such that G - {x, u} is 
disconnected. If u does not belong to S, then any component of G - {x, y } 
not containing S - x has vertices of degree 2 by (a). This contradicts the 
assumption that all vertices of G have degree > 3 so we assume u E V(S). 
Also by the assumption on the minimum degree and by (b), u is not on P, 
and P,. By adding the edge xu (if it is not already present) and representing 
it by [X, zZ] we consider instead of S the two other cycles of S U {xu} and we 
use induction. 
So we can assume that G -x is 2-connected. We consider a representation 
of G such that S is the boundary of the unbounded face. This representation 
induces a representation of G - x whose unbounded face is bounded by the 
cycle S’ which is the union of the paths P,, P, ,..., P,- r and a path which is 
partitioned into segments P’, , Pi,..., PL by the neighbours of X. We now delete 
from 2 the straight line segments corresponding to P, and P, and add in- 
stead (in the interior of the triangle with corners Z,y, 5) r straight line seg- 
ments corresponding to Pi, Pi,..., Pi such that we get a new convex polygon 
=I We now consider ,Y, S’ and G - x instead of s, S, and G, respectively, 
&l it is easy to see that (b) holds in this situation (and (a) and (c) trivially 
hold) so the result follows by induction. 
If 5 is strictly convex, conditions (a), (b), and (c) together are equivalent 
to the following condition: 
(d) G is subdivision of a 2-connected graph H such that any 
separating set {x,~} of II (if any) is contained in the cycle of H 
corresponding to S. 
Also, condition (d) is equivalent to the condition in Tutte [23] which 
treats the case where .Z is strictly convex. Thus Theorem 5.1 is a slight exten- 
sion of Tutte’s result. 
6. TUTTE'S CRITERION FOR INFINITE GRAPHS 
Kuratowski’s theorem was generalized to infinite graphs by Erdiis (see 
[5]) in the countable case and Wagner [ 301 in the general case. Wagner 
proved that a graph is planar if and only if it contains no subdivision of K, 
or K,,, and it has at most continuumly many vertices and at most countably 
many vertices of degree > 3. 
The purpose of this section is to generalize Theorem 4.2 to infinite graphs. 
THEOREM 6.1. A graph G contains a subdivision of K, or K,,, if and 
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only if it contains a cycle whose skew-overlap graph contains a cycle of 
length 3 or 5. 
ProoJ If the skew-overlap graph of the cycle S in G contains an odd cy- 
cle, then G contains a finite subgraph G’ containing S such that the skew- 
overlap graph for S in G’ contains an odd cycle. Then G’ is non-planar and 
contains a subdivision of K, or K,,,. 
Suppose conversely that G contains a subdivision H of K, or K,,, . Then 
H contains a cycle S and S-components H,, H2 ,..., Hk (k = 3 or 5) which 
are the vertices of a cycle in the skew-overlap graph for S in H. Each Hi is 
contained in an S-component Hi of G. Using these S-components we get a 
cycle of length 3 or 5 in the overlap graph for S in G unless the notation can 
be chosen such that Hi = Hi and H,, H, are skew-components in H. 
This means that G contains a path P joining a vertex x in H, with a vertex 
y in H2 and having nothing else in common with H. As in the proof of 
Theorem 4.2 we conclude that the subgraph G’ = H U P of G contains a cy- 
cle S’ with vertices xi, x *,..., x6 (in that order) such that G’ has three S’- 
components Hi (containing X, and x,), Hi (containing x, and x,), and Hi 
(containing X, and x,). Let mi be the length of a shortest path Pi from Xi to 
X i+3 in Hi for i= 1, 2,3. Among all finite subgraphs G’ of G we choose G’, 
s’, x,9 x29 x3, x4, x5, &j, H’, , Hi, Hi such that m, + m2 + m3 is least 
possible. We shall prove that with this choice, the S-components of G 
containing H’, , Hi and Hi are skew-components pair by pair. 
For suppose this were not the case. Then the notation can be chosen such 
that G contains a path P’ connecting a vertex in Hi with a vertex in H’, and 
having else in common with G’. Put G” = G’ U P’ and let xl, be the vertex on 
the segment from x6 to X, on S such that H’, contains no vertex on S bet- 
ween x6 and xl, (xl, = X, is possible). Then we obtain a cycle S” of G” by 
replacing the segment of S’ from x6 to xl, by a path including P’ and a seg- 
ment of Pk. With G”, S’ instead of G’, S’ we will get a contradiction to the 
minimality of m, + m2 + m3 (since we get a smaller value of m,) unless Hi 
contains a vertex ti6 in the segment of S’ which is not contained in S”. But if 
this is the case we replace the segment of S’ from x6 to xk by a segment in 
Hi and with this new cycle with also get a smaller value of m,. In any case 
we get a contradiction which proves the theorem. 
7. MACLANE'S CRITERION FOR INFINITE GRAPHS 
Wagner [3 1, p. 1281 asked how MacLane’s criterion should be modified in 
order to characterize infinite planar graphs. Here we consider instead the 
analogous problem of describing (in terms of planar representations) the in- 
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finite graphs satisfying MacLane’s criterion. Clearly a graph has a 2-basis if 
and only if every block has so we only consider 2-connected graphs. 
We shall use the following result 
LEMMA I. 1. A countable graph G has a VAP-free representation tf and 
only tf some planar representation of the graph has the property that no cycle 
has both infinitely many vertices in its interior and infinitely many vertices in 
its exterior. If G is locally finite and connected, the representation can be 
chosen to be EAP-free as well. 
This lemma can easily be derived from the aforementioned results of Halin 
and Schmidt. But these results go much further than Lemma 7.1 so we 
indicate a short proof of Lemma 7.1 and since we shall only apply the 
lemma to 2connected graphs we assume that G is a 2-connected graph 
having a representation r such that for no cycle of r there are infinitely 
many vertices in its interior and exterior. 
It is easy to see that any finite vertex set A is contained in an induced 2- 
connected finite subgraph H of G. In fl precisely one face contains infinitely 
many vertices of r so by adding to H all vertices in the other faces and 
considering the subgraph of G induced by these vertices together with V(H) 
we conclude that A is contained in a finite induced 2-connected subgraph H’ 
such that precisely on face of p contains vertices not in p. So G contains a 
sequence of finite induced 2-connected subgraphs G, C_ G2 E: . .. E G, c e .. 
such that ur= i G, = G and only one face of ck has vertices of r not in Gk. 
By adding edges we can assume that each face of ck is bounded by a 3-cycle 
except the face with infinitely many vertices which is bounded by Sk say, 
where S, is a cycle of G. Now G, has a representation rk such that gk in this 
representation is the boundary of the unbounded face. This representation is 
unique (because the graph obtained from G, by adding a vertex and joining 
it to all vertices of S, is 3-connected) and it can therefore be extended to a 
representation rk+ 1 of Gk+ i such that gk is the boundary of the infinite face. 
Continuing like this we get a representation of G and it is easy to avoid 
VAPs (by representing S, in such a way that all vertices in gk but not Sk-i 
have Euclidean distance at least k from origo) and EAPs if G is locally 
finite. 
LEMMA 1.2. Let G be a graph having a 2-basis B and let H be a finite 
subgraph of G. Then G contains a Jnite subgraph H’ such that H c H’ and 
such that the set of cycles of B contained in H’ constitute a 2-basis of H’. 
Proof: Let H, denote the subgraph of G obtained by adding to H the set 
B, of cycles of B which occur when we represent cycles of H as modulo 2 
sums of cycles of B. Observe that every edge in E(H,)\E(H) is contained in 
two cycles of B, . If H, cannot play the role of H’ in the lemma, there is a 
cycle S, in H, which is not a modulo 2 of cycles in B, . When we write S, as 
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a modulo 2 sum of cycles in B, at least one of these cycles say Sl, must inter- 
sect both E(H,) and E(G)\E(H,). Since every edge of E(H,)w(H) is con- 
tained in two cycles of B,, S’, does not intersect E(H,)iJ(H) and so it con- 
tains at least one edge of H. Now extend H, into Hz in the same way as we 
extended H into H, . If H, can play the role of H’ we have finished so 
assume this is not the case and extend H, into H, as above and observe that 
there is a cycle Si of B intersecting E(H) and E(H,)\E(H,). Since H is 
finite, there are only finitely many cycles of B intersecting E(H) and in a 
finite number of steps we obtain a graph H’ with the desired properties. 
LEMMA 1.3. An incfirtite 2-connected graph G having a 2-basis B is coun- 
table. 
Proof Construct a graph H as follows: 
V(H) = E(G) and two vertices of H are adjacent in H if they are on a 
common cycle of B. Clearly H is locally finite and if we partition the edge 
set E(G) into non-empty sets E,, E, then there is a cycle of G and hence also 
a cycle of B which intersects both E, and E,. This shows that H is connec- 
ted. Since a connected locally finite graph is finite or enumerably infinite the 
lemma follows 
THEOREM 7.4. Let G be an infinite 2-connected graph. Then G has a 2 
basis tf and only tf G is planar and has a VAP-jkee representation. 
Moreover, if B is any 2-basis of G, then G has a VAP-free representation r 
such that B is the set of facial cycles of I’. If G is S-connected and has a 2- 
basis B, then B is the set of induced non-separating cycles of G (in par- 
ticular, B is uniquely determined in this case). 
Proof If G has a VAP-free representation l-‘, then the set of facial cycles 
of r form a 2-basis. For if S is a cycle of G, then there are only finitely 
many vertices in the interior of s and hence s is the modulo 2 sum of all 
facial cycles in the interior of % So the set of B facial cycles of r contains a 
2-basis but for later purpose we also prove here that B is a 2-basis itself. For 
suppose a facial cycle S is the modulo 2 sum of facial cycles s, , $* ,..., Sk. 
Then S, S, ,..., S, are also facial cycles in fl= ,!?U ,!?, U . . . U Sk but fi is 
finite and 2-connected and has a facial cycle (the boundary of the unbounded 
face) distinct from ,?, sl,..., gk. Hence these cycles are independent in the cy- 
cle space of 3, a contradiction. 
We now assume that B is a 2-basis of G. As in the proof of Theorem 4.3 
we transform B into a 2-basis B’ of the subdivision graph G' of G and then 
we transform B’ into a Z-basis B” of the graph G” obtained from G’ by 
adding, for every cycle S of B’ a new vertex X, and joining it completely to 
S. As in the proof of Theorem 4.3 it follows that G” is 3-connected. 
By Lemmas 7.2 and 7.3 it follows that G” is countable and contains no 
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subdivision of K, or K,,, . Thus G” has a planar representation. We shall 
prove that this representation satisfies the assumption of Lemma 7.1. So we 
consider any cycle S of @. Then S= S1 + Sz + . *. + Sk, where Si is in B” 
for i = 1, 2,... . We prove by induction on k that S has only finitely many 
vertices in its interior or exterior, namely the vertices in [ v(Si) U V(g2) U 
-. * u V(Q]\V(S). 
If k = 1 this is obvious for the cycles of B” are non-separating 3-cycles. 
Suppose w.1.g. that S and S, have at least one edge in common and that S, 
does not intersect the exterior of S (S, is a 3-cycle). The sum of those cycles 
$2) SJ ,..., Sk which intersect the exterior of S is a proper subgraph of S 
which is Eulerian and hence empty. So all edges of S*, Sj ,..., Sk are on S or 
in the interior of % It is then easy to see that S, can be chosen such that 
S + Si is a cycle. By the induction hypothesis, Sz, 53 ,..., Sk constitute the 
interior of S + S, . 
By Lemma 7.1 G” has a VAP-free representation r. Consider a cycle S of 
B and let S’ be the corresponding cycle of B’. We claim that Fsl is in the in- 
terior of ,!!? and that all other vertices are on S’ or in the exterior of S’. For 
if any other vertex of r is on the same side of ,!? as Zs I then some two con- 
secutive vertices on S’ would separate these vertices from xs which is a con- 
tradiction and since r has no VAP, f,, is in the interior of ,?‘. Hence S’ is a 
facial cycle of the subgraph of r representing G’. This proves that G has a 
VAP-free representation such that B is a subset of the set of facial cycles. By 
an earlier remark, the facial cycles constitute a 2-basis and hence B is the set 
of facial cycles. 
The last part of Theorem 7.4 follows from the first parts together with 
Proposition 4.5. This completes the proof. 
The proof of Theorem 4.6 suggests an extension of that result related to 
Theorem 7.4. 
We proved that a finite 3-connected graph G satisfies the following condi- 
tions: 
(i) Every edge of G is contained in at least two induced non- 
separating cycles. 
(ii) The induced non-separating cycles of G generate the cycle space 
of G. 
However, neither (i) nor (ii) holds for infinite graphs. It is obvious that an 
edge of a planar graph is contained in at most two induced non-separating 
cycles. However, it is easy to give examples of 3-connected VAP-free plane 
graphs having edges which are contained in only one induced non-separating 
cycle (by Theorem 7.4, every edge is contained in at least one such cycle). In 
order to see that (ii) is false for infinite graphs we consider the sequence 
rl 9 r2 ,*** of plane graphs such that rl is a cycle of length 5 and rk+ 1 is 
obtained from rk by adding a vertex in each face and joining it by paths of 
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length 2 to the vertices on the cycle bounding the face. Then r = ur! r rk is 
planar 5-connected and has no non-separating cycle. 
Assuming that (ii) holds we get 
COROLLARY 7.5. If the induced non-separating cycles of a 2-connected 
graph G generate the cycle space of G, then G is planar if and only if every 
edge of G is contained in at most two induced non-separating cycles. 
There are even intinite 3-connected planar locally finite graphs G such 
that every edge of G is contained in precisely two induced non-separating cy- 
cles and such that G violates (ii). To see this we consider a sequence of 
triangles ..+ d-,, d-,,A,, d,, A, ,... such that for each i, Ai is in the interior 
Of Ai+l. Then consider the union ui=E, Ai and extend this to a “triangula- 
tion” of the Euclidean plane. 
The condition that every edge is contained in precisely two induced non- 
separating cycles turns out to be relevant in connection with Whitney’s 
criterion for infinite graphs. We shall study this in a subsequent section but 
first we take a closer look at the 3-connected’locally finite graphs satisfying 
MacLane’s condition. 
8. CONVEX REPRESENTATIONS OF INFINITE PLANAR GRAPHS 
The previous statement that 2-00 paths 
ported by the following observation. 
play the same role as cycles is sup- 
LEMMA 8.1. Let I’ be a VAP-free and EAP-free representation of a 2-00 
path. Then r partitions the Euclidean plane into precisely 2 faces. 
Proof: It is easy to see that r has at most two faces. Now suppose r has 
only one face. Consider a straight line segment [P, Q] having only one point 
R in common with r and suppose R is an interior point of some line segment 
of r. Since P and Q belong to the same face we can now extend [P, Q] into a 
closed polygonal arc having only R in common with K But then this closed 
polygonal arc has infinitely many vertices of r in its intrior, a contradiction. 
Proposition 4.5 has the following counterpart for 2-00 paths. 
PROPOSITION 8.2. Let H be a 2-00 path in a 3-connected planar graph G 
having a VAP-free and EAP-free representation r. Then i? is a facial 2-00 
path in r if and only if G has only one H-component, i.e., H is an induced 
non-separating path. 
The proof of Proposition 8.2. is similar to that of Proposition 4.5. These 
Propositions imply that a 3-connected locally finite graph has, in a sense, at 
most one VAP-free and EAP-free representation. However, it should be 
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noted that even if G has such a representation it also has a representation 
which is not VAP-free and it has a representation which is VAP-free but not 
EAP-free. 
As a straightforward extension of Lemma 8.1 we have (by induction on 
0 
PROPOSITION 8.3. Let r be a VAP-free and EAP-free representation of a 
locally finite tree with no vertex of degree one and with k (but not k + 1) 
pairwise disjoint 1-00 paths. Then r has precisely k faces. 
The following result may be of independent interest so we state it as a 
theorem. 
THEOREM 8.4. Let G be an infinite locally finite tree with no vertex of 
degree one. Then G has a VAP-free and EAP-free representation r and for 
any such representation, G also has a convex representation P such that the 
facial paths of r’ are the same as those of T and such that the angle z only 
occurs at vertices of degree 2 in r’. 
Proof. Clearly G has a representation r as described and if G is a 2-00 
path it is easy to describe r. Suppose therefore this is not the case. Then 
G = U 2 3 Ti where T3 consists of three l-co paths having only one vertex in 
common and Tk+ 1 is obtained from Tk by adding a l-00 path Pk+ I starting 
at say xk of Tk. We let ri be a convex representation of T3 consisting of 
three l-co straight lines. Having already constructed ri we consider the path 
&+I inL+, and extend ri into r;(+ 1 by representing Pk+ I as a l-00 straight 
line starting at fk and lying in the face corresponding to the face of rk 
containing Fk + I . If xk has degree 2 in Tk we first displace the unique 
maximal finite or l-co path which contains zk and in which all interior 
vertices are of degree 2 such that the angle 71 does not occur at &. Note that 
a vertex is displaced only finitely many times so r;l “converges” to a convex 
representation r’ of G and the facial paths of r’ are the same as those of R 
LEMMA 8.5. If r is a VAP-free and EAP-free plane 3-connected infinite 
graph, then r contains a tree 0 such that 0 has no vertex of degree one and 
at least one vertex of degree > 2 and 0 contains all facial paths of r. 
Proof. If r has at least two facial paths we can just extend, using Zorn’s 
Lemma, the collection of facial path (which are pairwise disjoint) into a 
maximal forest with no vertex of degree one and it is easy to see that any 
such maximal forest is a tree. 
If r has no facial path we select as 0 any three l-co paths starting at a 
vertex x and having only x in common pair by pair. (It is an easy extension 
of Konig’s lemma [ 12, p. 8 1 ] that any infinite locally fmite konnected 
graph has such three paths.) 
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So it remains to consider the case where r has precisely one facial path, 
say Y. Then we consider a subgraph Y’ consisting of three l-co paths 
starting at a vertex not on Y. If Y and Y’ are disjoint we extend Y U Y’ into 
a tree of the desired type. On the other hand, Y cannot intersect all three 
paths of Y’ (for then one of them would be contained in a closed polygon so 
if Y n Y’ # 0, then an appropriate subgraph of Y U Y’ has the desired 
properties. 
We can now prove the main result of this section. 
THEOREM 0.6. Let G be a locally finite 3-connected graph having a 2- 
basis. Then G has a convex representation. 
Proof By Theorem 7.4, G has a VAP-free and EAP-free representation 
r. Let T be a tree in G such that T satisfies the requirements of Lemma 8.5 
and by Theorem 8.4, let r’ be a convex representation of T such that the 
facial paths of r’ are the same as those of F in K 
Consider now a face F’ of F bounded by a path P such that P is not a 
facial path of G, i.e., p in r is not a facial path. Let F be the face bounded 
by p in the subgraph of r representing T. Then F contains edges of r by the 
assumption on P. So there exists a path P, such that P, connects two vertices 
of P and P, (except its ends) is represented in F. We shall construct an in- 
finite sequence P, , P, ,... such that for i = 1, 2,..., P, and Pi+ i are disjoint 
paths connecting two vertices of P and represented in F such that pi (minus 
its ends) is in the interior of the unique cycle of pj+ i Up. Suppose we have 
already constructed P, , P, ,..., P,. Consider an edge e of P,. By the definition 
of T, t? is not contained in a facial path of G so r contains a facial cycle con- 
taining e such that the interior of this cycle is a subset of F and the exterior 
of the unique cycle of p U pk. By considering those facial cycles for all 
edges e of P, we get a path Pi such that Pi has precisely its endvertices in 
common with P and all edges of Pi are in F and in the exterior of the cycle 
of Fu&. If Pi has no vertex in common with P, we have finished. 
Otherwise we obtain by the method above, in a finite number of steps the 
desired path Pk+ 1. We now extend r” into ry by representing each Pk, 
k > k, by a straight line segment. By choosing kO sufficiently large this is 
possible. We do this for every face F’ of r’ and we get a convex representa- 
tion r” of a subgraph G’ of G. If necessary we can perform small displace- 
ments such that the angle 71 only occurs at vertices of degree 2 in G’. Every 
vertex of r is either in G’ or in the interior of a facial cycle of @. We shall 
extend r” into a convex representation of G by using Theorem 5.1. This can 
be done immediately unless condition (b) of Theorem 5.1 is violated, i.e., G’ 
has a path K such that all interior vertices of K have degree 2 in G’, the 
endvertices of K have degree 23, and G has a G’-component whose vertices 
of attachment are all in K. We shall replace K by a path K’ such that K’ has 
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the same endvertices as K and K’ has nothing in common with G’ - V(K) 
and such that condition (b) of Theorem 5.1 is not violated because of K’. In 
order to do this we consider the subgraph of r representing G’. Let 
H, , H, v..., H, be the G’-components of G with the property that all vertices 
of attachment are on K. Since G is locally finite, there is only a finite set of 
such components. 
We now traverse K (in r) from one endvertex towards the other. We stop 
when we first meet a vertex of H,. Suppose H, is on the left side of x. In- 
stead of continuing along K we turn sharp left into H, and continue turning 
sharp left at every vertex. We must return to K (for otherwise we would have 
a new facial path, a contradiction to the choice of T). Now we continue 
along E and the path we have traversed is denoted E. The part of r which is 
in the interior of the unique cycle of E U i? together with E - V(z) forms a 
connected graph and since G is 3-connected this graph is incident with an 
edge in the exterior of the unique cycle of EU x. From this it easily follows 
that G has at most r - 1 G”-components all of whose vertices of attachment 
are on L when G” = (G’ U L) - (V(K)\V(L)). So in a finite number of steps 
this method will produce a path K’ with the desired property. 
We can now successively construct K’ for every path K of G’ and this 
transforms G’ into a subgraph G”’ of G. Observe that when we have 
replaced K by K’, K’ remains to have the desired property regardless of 
replacements of other paths. We do not change the point set of I”‘. We just 
let it represent G”’ instead of G’. It is easy to see that every vertex of r is 
either in G”’ or in the interior of a cycle of @“. (For in the operation above, 
all segments of facial paths are left unchanged and if x’ is on K or in the 
interior of a cycle containing K in r but in the exterior of the corresponding 
cycle containing p, then 2 is in the interior of another cycle and x’ will 
continue to be so regardless of the further changes). We can now extend the 
convex representation of G”’ into a convex representation of G using 
Theorem 5.1. 
9. WHITNEY'S CRITERION FOR INFINITE GRAPHS 
In this section loops and multiple edges are allowed. 
LEMMA 9.1. Let (G, G*) be a dual pair and let E, c E(G) = E(G*). Let 
H (resp. H*) be obtained by deleting (resp. contracting) all edges of E,. 
Then (H, H*) is a dual pair. 
Proof: Let E, be a finite subset of E(H) = E(W). If E, is the edge set of 
a cycle in H, then E, is a minimal edge-cut in G* and hence also a minimal 
edge-cut in H *. On the other hand, if the edges of E, form a forest in H, then 
G* - E, is connected and hence also H* -E, is connected. This proves the 
lemma. 
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LEMMA 9.2. If (G, G*) is a dual pair, then any two vertices of G are 
separated by a finite edge-cut. 
Proof Suppose x and y are vertices of G which are not separated by a 
finite edge cut. Let P,, P, ,... be an infinite sequence of pairwise edge-disjoint 
xy paths with edge sets E,, E, ,... . Let y’ be the first vertex of P, (following 
X) which is contained in infinitely many of the paths P2, P,,... . Assume 
without loss of generality that y’ = y. By considering an appropriate subse- 
quence of P,, P, ,... we can assume that for each i > 2, P, U Pi is a cycle of 
G. Hence E, U Ei is a minimal edge-cut of G* for each i > 2. Let uv be an 
edge of E, in G*. Then for each i > 2, Ei is a minimal edge-cut in G* -E, 
separating u and v. But G* -E, contains a uv path and any minimal edge- 
cut separating u and v must contain an edge of this path. This contradiction 
proves the lemma. 
THEOREM 9.3. Let G be an infinite 2-connected graph. A necessary con- 
dition f?r G to have a combinatorial dual graph is that G is countable, 
planar and that any two vertices of G are separated by a jCtite edge-cut. 
A suflcient condition for G to have a combinatorial dual graph is that G 
is planar and locally finite. In this case the dual graph can be chosen to be a 
geometric dual of some representation of G. 
Proof: Suppose G has a dual graph. By Lemma 9.2, no two vertices of G 
are connected by a system of infiiitely many pairwise disjoint paths. By a 
result of Dirac [6] every uncountable 2-connected graph has two vertices 
connected by a system of uncountably many internally disjoint paths so it 
follows that G is countable. By Kuratowski’s theorem for infinite graphs 
combined with Lemma 9.1 and Whitney’s theorem (Theorem 4.4), G is 
planar. 
Suppose conversely that G is planar and locally finite. Then G has a 
representation r such that for any edge e of G there is a real number E > 0 
such that all edges of r (except those incident to e) have Euclidean distance 
> E from e’ (see [20]). To e we can associate a cycle or a 2-00 path by 
traversing e and turning sharp right at each vertex. If we get a cycle in this 
way, this cycle is a facial cycle and if we get a 2-00 path, this path is the 
boundary of some open arc-connected set by the choice of the representation. 
We call this set a pseudo-face of K Every edge of r is on the boundary of 
two faces or on the boundary of a face and a pseudo-face. We can now draw 
a geometric dual F of r such that every face or pseudo-face of r contains a 
vertex of F. Let E be a finite edge set of r and let E’ be the corresponding 
set of P. If E induces a cycle in r, then clarly E’ is a separating set in r. 
On the other hand, if E induces a forest in r, then it is easy to prove (for ex- 
ample by induction on IEI and by using the local finiteness of r) that 
P - E’ is connected, This proves that r’ is a combinatorial dual of S. 
266 CARSTEN THOMASSEN 
The sufficient condition in Theorem 9.3 is not necessary. Consider, for ex- 
ample, the graph obtained from a 2-00 path by adding a vertex and joining it 
to all vertices of the path. It is easy to see that this graph has a dual graph. 
We do not know if the necessary condition is sufficient as well. 
Consider the graph r whose vertices are the lattice points of R* with 
positive second coordinate such that two vertices are adjacent if they agree 
in one coordinate and differ by one in the other coordinate. Draw the 
geometric dual P. Then also r” is a combinatorial dual of r and r* has a 
vertex of infinite degree. Moreover, r is a combinatorial dual of r*. If we 
split the vertex of infinite degree of r”l’ into two non-adjacent vertices of in- 
finite degree each, then the resulting graph G is still a combinatorial dual of 
r because the finite edge-cuts of G are the same as those of P. Note that in 
general G is non-planar so although a 2-connected graph must be planar in 
order to have a dual graph, the dual graph need not to be planar. Also, the 
example shows that the dual graph need not to be unique although the 
original graph is 3-connected (which is the case for finite graphs). 
However, if G* is a dual of G, then we can transform G* into a planar 
dual graph of G as follows. We define two vertices of infinite degree in G* to 
be equivalent if they are not separated by a finite set of edges. Clearly, this 
defines an equivalence relation on the set of vertices of infinite degree of G*. 
For each equivalence class we identify the vertices in this class into one ver- 
tex. The resulting graph H has the same finite edge-cuts as G* and hence H 
is a dual graph of G. Also, any two vertices of infinite degree in H are 
separated by a finite edge-cut. For suppose X and Y are distinct equivalence 
classes of V(G*) and let x E X, y E Y. Then G* contains a finite edge-set E 
such that x and y belong to distinct components of G* -E. But all vertices 
of X (resp. Y) belong to the same component of G* -E. Hence a subset of 
E separates the vertices of H corresponding to X and Y. So we have proved 
the first part of the following result. 
THEOREM 9.4. Let G be an infinite 2-connected graph having a com- 
binatorial dual. Then G has a combinatorial dual G* such that any two ver- 
tices of G* are separated by a finite edge-cut. Any such dual graph G* has G 
as its dual. In particular, G* is planar. 
Proof. It suffices to prove that G is a dual of G*. Consider a finite set E 
of edges of G* (and G). If E induces a cycle in G*, then E intersects every 
minimal edge-cut in G* in an even number of edges. Then E intersects every 
cycle of G in an even number of edges and it follows that E must be an edge- 
cut in G (for otherwise G - E would have a spanning tree and we would get 
a cycle in G containing precisely one edge of E). Suppose on the other hand 
that E induces a forest in G *. Then contract in G* every edge of E, except 
one, say e. In the resulting graph e is contained in a finite edge-cut E, (for 
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otherwise G* would contain two vertices connected by inifinitely many 
pairwise edge-disjoint paths, a contradiction). Then also E, is an edge-cut in 
G* and hence e is contained in a cycle of G containing no other edge of E. 
But then E is not a minimal edge-cut of G and the proof is complete. 
THEOREM 9.5. Let G be an infinite locally finite graph and suppose G* 
is a 3-connected locally finite dual graph of G. Then G is a 3-connected dual 
graph of G*, and every edge of G is contained in precisely two induced non- 
separating cycles of G and these have precisely e in common. Moreover, G* 
is isomorphic to the graph whose vertices are in the induced non-separating 
cycles of G such that two vertices of G* are adjacent tf and only tf the 
corresponding cycles of G have an edge in common and G and G* can be 
represented such that they form a pair of geometric duals. 
Proof: By Theorem 9.4, G is a dual graph of G* and by Theorem 9.3, G 
and G* are planar. Consider any edge e of G. In G* we consider an endver- 
tex x of e and we let E be the set of edges of G* incident with x. Then 
G* - x is 2-connected so by Lemma 9.1, G/E is 2-connected and hence E 
induces a cycle in G which is non-separating and has no diagonals. Since e 
has two endvertices in G* it follows that e is contained in at least two in- 
duced non-separating cycles in G which have e and no other edge in com- 
mon. On the other hand, if E is a minimal edge-cut in G* containing e and 
distinct from the minimal edge-cuts incident with endvertices of e, then both 
components of G - E contain edges and hence G/E is not 2-connected which 
means that E is not the edge set of an induced non-separating cycle in G. 
It follows that there is a l-l correspondence between the induced non- 
separating cycles of G and the vertices of G* such that two vertices of G* 
are adjacent if and only if the corresponding cycles of G intersect. We now 
represent G in the plane and in any such representation either the exterior or 
interior of an induced non-separating cycles contains no other vertices of G. 
So we can represent G* by inserting a vertex in the interior or exterior of the 
corresponding induced non-separating cycle of G and adding edges such that 
(G, G*) are geometric duals. 
It only remains to be proved that G is 3-connected. So we consider two 
vertices x and y of G. Let s, and 52 be the facial cycles of G* corresponding 
to x and y, respectively. Since G* is 3-connected, G* contains three disjoint 
paths from g, to sz. These paths partition “the region between .?i and 52” 
into three parts and using these it is easy to describe three internally disjoint 
paths from x to y. 
THEOREM 9.6. Let G be a locally finite 2-connected graph. Then G has a 
locally finite dual graph G* if and only tfG has a planar representation such 
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that each edge is contained in precisely two facial cycles. In this case G is a 
dual of G* and the graphs can be represented such that c, @ form a 
geometric dual pair. 
Proof. If G has a representation such that each edge is contained in two 
facial cycles then we can draw G* as in the proof of Theorem 9.3. Suppose 
conversely that (c, G*) is a dual pair. We shall transform G into a 3- 
connected graph as in the proof of Theorem 4.3 and then apply Theorem 9.5. 
In G we insert a vertex of degree 2 on each edge and in G* we replace each 
edge by a double edge and it is easy to see that the new pair of graphs, 
which we denote by J and .P, respectively, is a dual pair. Now let x be any 
vertex of J*. Let E be the set of edges incident with X. Then E induces a cy- 
cle S in G with edges e, , e2 ,..., ek in that cyclic order. We add a vertex xs to 
J and join it completely to S and in J* we split the vertex x up into vertices 
Yl,Y2Y, yk (incident with edges e,, e2,..., e,) and then we add the edges 
YiYi+ 19 i = 17 Z.-T k - 1 and y,y,, (where yiyi+ 1 corresponds to the edge 
from xs to the common end of ei and ei+ i ). We call the resulting graphs K 
and K*, respectively. We claim that (K, K*) is a dual pair. Let E’ be a finite 
set of edges of E(K) = E(K*). We shall prove that E’ is the edge set of a cy- 
cle in K if and only if E’ is a minimal edge-cut in K*. Let EO be the edge set 
consisting of E’, the edges of S and the edges incident with xs and let L 
(resp. L*) be the graph obtained from K (resp. K*) by deleting (resp. con- 
tracting) all edges not in E,. Then E’ is the edge set of a cycle in H if and 
only if it is the edge set of a cycle in L, and E’ is a minimal edge-cut in K* if 
and only if E’ is a minimal edge-cut in L*. So in order to prove that (K, K*) 
is a dual pair it suffices to prove that (L, L*) is a dual pair. But it follows 
from Lemma 9.1 that the graphs obtained from L and L* by deleting (resp. 
contracting) the edges incident with xs form a dual pair since these graphs 
are obtained from the dual pair (J,F) as described in that lemma. By 
representing these (finite) graphs as geometric duals we easily see that H, H* 
can be represented as geometric duals. 
So (K, K*) is a dual pair and the same holds if (K, K*) is obtained from 
(J, J*) using the operation above for finitely many vertices of P. We let 
H, H* be the graphs obtained from J, J* by performing the operation above 
for all vertices of J*. Since the duality condition involves only finite edge 
sets, it follows easily that (H, hl”E:) is a dual pair. Also, it is easy to see that 
H* is 3-connected, so we represent H and H* as described in Theorem 9.5. 
Any 3-cycle containing X, and an edge of S is non-separating, so it is a 
facial cycle of i?. So if we delete Zs, 5 becomes a facial cycle. Hence we get 
the desired result by deleting all edges inciden with each Zs and contracting 
the corresponding edges of fl*. 
From Theorems 9.3 and 9.5, we also deduce a result analogous to 
Theorem 4.7. 
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COROLLARY 9.1. Let G be a 3-connected locally finite graph. Then the 
following assertions are equivalent: 
(i) G has a locally finite dual graph. 
(ii) G is pl anar and every edge is contained in precisely two induced 
non-separating cycles. 
10. CONCLUDING REMARKS 
Consider a 2-connected locally finite graph which has a locally finite dual 
graph. By Theorem 9.6 we can represent it in the Euclidean plane such that 
every edge is in two facial cycles. We can now triangulate each facial cycle 
and it is easy to see that the resulting graph has a (cubic) dual graph. It is 
not difficult to prove that such a graph shares many properties with finite 
triangulations (for example it is 3-connected and if we add any edge, the 
resulting graph contains a subdivision of KS) so we may denote this as a 
weak triangulation. A more restrictive definition of a triangulation, which we 
call a strong triangulation, is given in [20]. It is not difficult to prove that 
the strong triangulations are precisely the 2-connected locally finite graphs 
that have a 2-basis and which are maximal under these restrictions and that 
they are precisely the weak triangulations which have VAP-free representa- 
tions. It was proved in [20] that every connected locally finite graph having 
a VAP-free representation is a subgraph of some strong triangulation. 
Tutte [25] proved that a finite 3-connected planar graph G and its dual 
G* have straight line representations which are geometric duals of each other 
and raised the question if these representations can even be chosen to be con- 
vex. If G is a 3-connected locally finite graph having a 2-basis and no 2-co 
facial path, then by the results of the present paper, G is planar and has a 
unique locally finite dual graph G *. By using the same trick as Tutte [25, 
p. 7661 combined with the results of [20] it follows that G and G* have 
straight line representations which form a geometric dual pair. We conjecture 
that these representations can even be chosen to be convex. 
We believe that the necessary condition of Theorem 9.3 is also sufficient 
for a graph G to have a dual graph G* and that G and G* can be 
represented as geometric duals provided G* satisfies the condition of 
Theorem 9.4. However, in order to deal with duality of graphs that are not 
locally finite it may be convenient to modify the duality conditions such that 
they include also infinite edge sets, as, for example, in the duality concept of 
Klee [13]. 
In the present paper we have not modified MacLane’s criterion or Whit- 
ney’s criterion so that we get characterizations of infinite planar graphs. We 
have instead investigated the infinite graphs satisfying these criteria. The 
same may be done for Kuratowski’s condition. In the countable case we get 
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precisely the planar graphs by the aforementioned result of Erdiis and the 
general case has been studied by Halin [lo]. 
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