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River Systems to Climate Change 
 
 
Anthropogenic climate change significantly affects water resources. River flows in 
mountainous regions are driven by snowmelt and are therefore highly sensitive to 
increases in temperature resulting from climate change. Climate-driven hydrological 
changes are potentially significant for the fluvial geomorphology of river systems. In 
unchanging climatic and tectonic conditions, a river’s morphology will develop in 
equilibrium with inputs of water and sediment, but climate change represents a potential 
forcing on these variables that may push the system into disequilibrium and cause 
significant changes in river morphology. Geomorphic factors, such as channel geometry, 
planform, and sediment transport, are major determinants of the value of river systems, 
including their suitability for threatened and endangered species and for human uses of 
water.  
This dissertation research uses a hierarchical modeling approach to investigate 
potential impacts of anthropogenic climate change on river morphology in the interior 
Pacific Northwest. The research will address the following theoretical and 
methodological objectives: 1) Develop downscaled climate change scenarios, based on 
regional climate-model output, including changes in daily minimum and maximum 
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temperature and precipitation. 2) Estimate how climate change scenarios affect river 
discharge and suspended-sediment load, using a basin-scale hydrologic model.               
3) Examine potential impacts of climate-driven hydrologic changes on stream power and 
shear stress, bedload sediment transport, and river morphology, including channel 
geometry and planform. 
The downscaling approach, based on empirically-estimated local topographic lapse 
rates, produces high-resolution climate grids with positive forecast skill. The hydrologic 
modeling results indicate that projected climate change in the study rivers will change the 
annual cycle of hydrology, with increased winter discharge, a decrease in the magnitude 
of the spring snowmelt peak, and decreased summer discharge. Geomorphic modeling 
results suggest that changes in reach-averaged bedload transport are highly sensitive to 
likely changes in the recurrence interval of the critical discharge needed to mobilize bed 
sediments. This dissertation research makes an original contribution to the climate-
change impacts literature by linking Earth processes across a wide range of spatial scales 
to project changes in river systems that may be significant for management of these 
systems for societal and ecological benefits.  
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 Anthropogenic climate change is expected to significantly affect water resources 
[Kundzewicz et al., 2007; Jiménez Cisneros, et al., 2014]. General circulation models 
(GCMs), which simulate energy and moisture fluxes for the earth’s atmosphere and 
oceans, project increasing temperatures and changing precipitation patterns on a global 
scale as a result of increasing atmospheric concentrations of greenhouse gases [Kirtman 
et al., 2013]. Increases in evaporation rates and atmospheric water-vapor content are 
likely to intensify the global hydrological cycle [Huntington, 2006]. 
 Because of their coarse spatial resolution of several degrees of latitude and 
longitude, GCMs cannot resolve regional factors that affect climate locally and so cannot 
be used to project climate change in any particular location, such as a river system 
[Maraun et al., 2010]. Moreover, river systems are affected not only by climate, but also 
by watershed characteristics such as basin physiography, geology, vegetation, and land 
use [Hamlet and Lettenmaier, 2007; Adam et al., 2009; Cuo et al., 2009; Elsner et al., 
2010]. Developing projections of climate-change impacts on river systems is important, 
because it is at the local scale that adaptation takes place. Many aspects of river systems, 
such as flooding, water supply, water quality, and species habitat, are potentially sensitive 
to climate change, and managers therefore need to adapt their practices in order to 
maintain the benefits provided by river systems as the climate changes [Milly et al., 
2008]. Local projections of climate change are therefore critical, but they are much more 
uncertain than global-scale changes.  
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 In this dissertation, I have developed and applied a hierarchical modeling 
approach to simulate impacts of climate change on river systems. The conceptual 
framework is a hierarchy of nested Earth systems across a wide range of spatial scales 
(Figure 1.1). At the broadest scale, the climate system consists of the global circulation of 
energy and moisture, superimposed on regional factors, notably topography. Together, 
these global and regional factors determine the regional climate. This regional climate, 
along with watershed characteristics such as geology and land cover, comprise the 
hydrologic system, which is described by basin-scale river discharge and suspended-
sediment transport. Finally, inputs of water and sediment to a river reach, along with 
local factors such as water-surface slope, determine the energy available for erosion and 
transport of sediment, as well as the supply of sediment available for transport. This 
balance between energy and sediment availability affects erosion and deposition within 
the reach and consequently characteristics of river morphology, such as channel geometry 
and planform. The system hierarchy therefore ranges in scale from global climate, to 
regional climate, to basin-scale hydrology, to reach-scale morphology. 
1.1. Overall Objectives 
This dissertation has three main objectives: 
1. Develop downscaled climate change scenarios, based on regional climate-model 
output, including changes in daily minimum and maximum temperature and 
precipitation (Chapter II). 
2. Estimate how climate change scenarios affect river discharge and suspended-
sediment load, using a basin-scale hydrologic model (Chapter III). 
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Figure 1.1. Conceptual framework of hierarchy of Earth systems. 
3. Examine potential impacts of climate-driven hydrologic changes on stream power 
and shear stress, bedload sediment transport, and river morphology, including 
channel geometry and planform (Chapter IV). 
My study area includes three rivers in the interior Pacific Northwest: the 
Tucannon River in southeastern Washington and the South Fork Coeur d’Alene and Red 
rivers in Idaho. I chose these rivers based on three major criteria. First, all three have a 
strong snowmelt signal in their annual hydrographs, meaning they are likely to be 
sensitive to increased temperature associated with climate change and its attendant 
impacts on snowpack accumulation and melt. Second, all three are undammed alluvial 
4 
rivers, which means that they are likely able to develop a geomorphic response to 
climate-driven hydrological changes in the decadal timeframe of the study. Third, gaging 
station records of discharge and suspended sediment are available for all three rivers, 
which is necessary for model calibration and validation. 
The study objectives are achieved through a hierarchy of models that corresponds 
to the hierarchy of Earth systems. Ultimately, the modeling hierarchy is driven by output 
from GCMs, but because of these models’ coarse resolution, I began with regional 
climate model (RCM) output from the North American Regional Climate Change 
Assessment Program (NARCCAP). These RCMs are higher-resolution (~50-km) 
physical models with the boundary conditions provided by GCMs [Mearns et al., 2007]. 
Because even these higher-resolution models are still coarse relative to the size of my 
study basins, I further downscaled the RCM output using an elevational adjustment 
method based on local topographic lapse rates estimated from a high-resolution climate 
grid. I used the resulting high-resolution (800-m) downscaled RCM outputs to generate 
daily climate-change scenarios for my study basins. 
After generating the downscaled climate-change scenarios, I used them to drive 
the basin-scale hydrologic model Soil and Water Assessment Tool (SWAT). This model 
uses the Soil Conservation Service curve number method to simulate river discharge as a 
function of the input climate data and watershed characteristics, namely land cover, soils, 
and slope [Neitsch et al., 2011]. SWAT also simulates basin-scale suspended-sediment 
load using the Modified Universal Soil Loss Equation (MUSLE). I first calibrated and 
validated SWAT for discharge and suspended sediment on my three study rivers and then 
used the daily timeseries produced from the elevationally-adjusted RCM outputs to run 
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the model. The results were 30-year simulations of discharge and suspended-sediment 
load under baseline climate and projected future climate change. 
I then used the SWAT-simulated changes in daily discharge and suspended-
sediment load from Objectives 1 and 2 to examine impacts of climate change on reach-
scale river morphology. This part of the project required data on the topography and 
sediment grain-size distributions of the study reaches, which I obtained through fieldwork 
on all three rivers. I used three modeling systems to assess the impacts of climate change 
on geomorphic processes. First, I used the Hydrologic Engineering Center River Analysis 
System (HEC-RAS) one-dimensional hydraulic model to examine changes in the energy 
available to do geomorphic work as expressed by the variables stream power and shear 
stress [USACE, 2010]. Next, I used sediment transport formulas, as implemented in the 
Bedload Assessment of Gravel-bed Streams (BAGS) software, to determine changes in 
reach-averaged bedload transport [Pitlick et al., 2009]. Finally, I used the Cellular 
Automaton Evolutionary Slope and River (CAESAR) model to simulate changes in 
erosion and deposition within the reach and to qualitatively assess potential patterns of 
changes in channel geometry and river planform resulting from climate change 
[Coulthard et al., 2002]. 
1.2. Outline of Dissertation Chapters 
This dissertation is organized in three main chapters, which approximately 
correspond to each of the three objectives listed above. Each chapter, however, has its 
own independent objectives while still fitting into the larger dissertation. Below is a brief 
description of the objectives and methods of each chapter: 
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Chapter II: Hydrologic modeling using elevationally adjusted NARR and NARCCAP 
regional climate-model simulations: Tucannon River, Washington 
This chapter roughly corresponds to Objective 1 of the dissertation, which is to 
generate downscaled climate-change scenarios for the study basins. Because I first had to 
develop and validate the lapse-rate downscaling method, however, the chapter is limited 
to one study basin (the Tucannon River) and only deals with retrospective rather than 
future climate-change model output. In the chapter, I estimated local topographic lapse 
rates for the northwestern United States and used them to elevationally adjust two types 
of RCM output: the North American Regional Reanalysis (NARR), a retrospective 
dataset produced by running a regional weather forecasting model constrained by 
observations; and the NARCCAP baseline simulations, which are produced by a range of 
RCMs under the boundary conditions of different GCMs with observed forcings for a 
historic period. Because I applied the elevational adjustment to retrospective model runs, 
I could compare the resulting downscaled model output to station data to calculate 
forecast skill and thereby validate the method. I then used the entire range of 
elevationally-adjusted NARR and NARCCAP baseline model output to run the calibrated 
and validated SWAT model for the Tucannon River. The overall purpose of the chapter 
was to demonstrate that the elevationally-adjusted RCM output could be used to run a 




Chapter III: Impacts of projected climate changes on streamflow and sediment transport 
for three snowmelt-dominated rivers in the interior Pacific Northwest 
This chapter corresponds to Objective 2 of the dissertation, which is to simulate 
changes in discharge and suspended-sediment transport under climate change for all three 
rivers. I used the elevational-adjustment method described in Chapter II to produce 
downscaled climate-model output for both the baseline and the future NARCCAP period, 
which is based on a greenhouse gas forcing. I then extracted timeseries from the 
downscaled climate-model output to produce daily climate timeseries for the baseline and 
future period for all three basins. I calibrated the SWAT model for both discharge and 
suspended-sediment load on all three rivers using observed gaging station records. I then 
selected three of the NARCCAP model combinations that represented a range of climate 
changes in the basin. I also created an ensemble average using a stochastic weather 
generator based on monthly parameters from all modeling combinations. I used these 
four climate change scenarios to run the calibrated SWAT model for each basin to project 
changes in both discharge and suspended-sediment load resulting from climate change.  
Chapter IV: A hierarchical modeling approach to simulating the geomorphic response of 
river systems to climate change 
This chapter corresponds to Objective 3 of the dissertation, which is to simulate 
the reach-scale geomorphic response of the study rivers to the hydrological changes 
examined in Chapter III. I modified the hydrological timeseries resulting from Chapter III 
to make them compatible with the geomorphic models used in Chapter IV. I also did 
fieldwork to obtain the topographic and sediment grain-size distribution data needed for 
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geomorphic modeling. I then used HEC-RAS to simulate changes in stream power and 
shear, BAGS to calculate changes in reach-averaged bedload transport, and CAESAR to 
examine spatial patterns of erosion and deposition within each reach and their potential 

















HYDROLOGIC MODELING USING ELEVATIONALLY ADJUSTED NARR AND 
NARCCAP REGIONAL CLIMATE-MODEL SIMULATIONS: TUCANNON RIVER, 
WASHINGTON 
This chapter was co-authored with my adviser, Dr. Patrick Bartlein, who 
contributed substantially to this work by coding the programs used in the analysis (which 
I subsequently modified with his assistance) and also by providing substantial feedback 
on the interpretation of results and helping to revise the text and figures. I performed the 
actual analysis and wrote the manuscript. 
2.1. Introduction 
Anthropogenic climate change is likely to result in significant changes to global 
water resources and their management through intensification of the global hydrological 
cycle, with more energy available for evaporation and increased latent heat exchange 
contributing to the intensification of global circulation (Huntington, 2006; Kundzewicz et 
al., 2007; Milly et al., 2008) and an increase in atmospheric moisture content (Santer et 
al., 2007).  In snowmelt-dominated systems, higher temperatures will result in more 
winter precipitation falling as rain rather than snow, with hydrologic consequences 
including increased winter discharge, a shift in the spring snowmelt peak to earlier in the 
season, and decreased summer discharge (Stewart et al., 2004; Day, 2009; Adam et al., 
2009).  Hydrologic modeling studies have found that such climate-driven increases in 
seasonal hydrological variability are likely in snowmelt-dominated river systems, 
including in mountainous basins of western North America (Merritt et al., 2006; Graves 
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and Chang, 2007; Young et al., 2009; Hay and McCabe, 2010; Jung et al., 2012; Shrestha 
et al., 2012; Ficklin et al., 2013).   
One of the major sources of uncertainty in using hydrologic models to project 
future climate change impacts arises in the downscaling of climate projections from 
General Circulation Models (GCMs) to a spatial resolution more relevant for 
hydrological applications.  GCMs are based on the physics of energy, mass, and 
momentum transfer between the atmosphere and ocean (Meehl et al., 2007).  The controls 
of these models, such as the atmospheric concentration of greenhouse gases, can be 
altered to predict the resulting changes in climate.  While GCMs adequately represent 
large-scale or global-average conditions, their coarse resolution of several degrees of 
latitude and longitude limits their application to any specific location.  Hydrological 
variables are especially sensitive to both spatial and temporal scale (Prudhomme et al., 
2002; Fowler and Kilsby, 2007; Kundzewicz et al., 2007).  The climate-change scenarios 
generated by GCMs must therefore be downscaled to be relevant to hydrological 
applications.   
One emerging approach is dynamic downscaling, in which a regional climate 
model (RCM) is driven by lateral boundary conditions furnished by the output from a 
(global) general circulation model (GCM) (Hewitson and Crane, 2006; Goderniaux et al., 
2009; Dadson et al., 2011; Pielke and Wilby, 2012).  The GCM simulations are of two 
types: 1) reanalysis simulations, in which the GCM is constrained by observational data 
(e.g., Saha et al., 2010); or 2) climate-change simulations in which only the boundary 
conditions for the GCM are prescribed. RCMs are sophisticated in their representation of 
physical processes, but the input datasets are large, and the simulations are 
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computationally intensive.  Furthermore, climate-change scenarios generated by RCMs 
are still constrained by the model’s resolution, which is often in the range of 50 km 
(Christensen and Christensen, 2003; Rasmussen et al., 2012).  This scale, although much 
finer than that of a GCM, still significantly smoothes topography, which can be 
especially problematic for simulation of orographic precipitation and the detailed spatial 
patterns of temperature, snowmelt, soil moisture, etc. 
The alternative to dynamic downscaling is statistical downscaling, in which an 
empirical relationship is established between the model output and observed data at a 
station, and this relationship is used to generate climate-change scenarios for the station 
(Xu, 1999; Teutschbein, et al. 2011; Nasseri et al., 2013).  For example, a relationship 
can be established between coarse-scale variables from a climate model, such as surface 
pressure, with station data, such as temperature. While this approach is simpler and less 
computationally intensive than dynamic downscaling, it depends on the assumption that 
predictor variables in the GCM or RCM dataset are well-correlated with meteorological 
data at a station and that this relationship will remain constant in the future.  This 
assumption is likely to be violated as climate changes.   
Downscaling methods for hydrological applications thus face a unique set of 
challenges.  For example, in some regions and for some types of climate change impacts, 
the seasonal variation of precipitation is as important as the annual average (Maraun et 
al., 2010).  For many hydrological applications, extreme events may be of more interest 
than annual or seasonal values, and these are difficult to estimate either dynamically or 
statistically (Katz et al., 2002).  In some cases, the spatial distribution of precipitation 
within a basin can significantly affect the performance of hydrologic models, but fully 
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distributed precipitation scenarios are difficult to generate (Segond et al., 2007).  The 
requirements of hydrological climate change impact studies therefore require special care 
to be taken in the selection of downscaling techniques.  Regardless of the method chosen, 
downscaling introduces an additional set of uncertainties into the climate impact 
modeling process (Praskievicz and Chang, 2009).   
In mountainous regions, where topography exerts a strong orographic control on 
temperature and precipitation, elevation can be used as an auxiliary variable to generate 
downscaled climate change scenarios for the purpose of modeling the hydrologic impacts 
of climate change.  This elevational adjustment can be accomplished through the use of 
local topographic lapse rates.  These lapse rates, not to be confused with “free air” 
environmental lapse rates – the decrease in temperature with increasing altitude in the 
free atmosphere as pressure decreases, or with adiabatic lapse rates in rising (or sinking) 
air parcels – are the changes in a target climate variable (e.g., temperature or 
precipitation) with elevation.  Topographic lapse rates, commonly used in glaciology and 
mountain climatology, vary seasonally and spatially (Barry, 1992; Rolland, 2003; Chung 
and Yun, 2004; McVicar et al., 2007; Huang et al., 2008; Fridley, 2009; Im et al., 2010; 
Hwang et al., 2011; Tobin et al., 2011).  Here, we use local topographic lapse rates to 
adjust regional climate-model data, including both reanalysis data from the North 
American Regional Reanalysis (NARR) and baseline climate projections from the North 
American Regional Climate Change Assessment Program (NARCCAP), according to 
local topography. We then use the resulting “elevationally-adjusted” high-resolution 
climate projections to simulate discharge in a snowmelt-dominated mountainous basin 
using the Soil and Water Assessment Tool (SWAT) basin-scale hydrologic model.   
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2.2. Methods 
2.2.1. Study Site 
The Tucannon River heads in the Blue Mountains and flows for 113 km to its 
confluence with the Snake River (Figure 2.1).  The basin area is 820 km
2
, and elevations 
range from 244 to 1890 m, with an average basin elevation of 911 m.  The basin has a 
semiarid continental climate.  At the town of Pomeroy, located in the basin at an 
elevation of 566 m, average monthly temperatures range from just above 0°C in January 
to over 21°C in July (WRCC, 2011) (Figure 2.2).  Annual precipitation is approximately 
400 mm, with a pronounced winter maximum and summer minimum.  Average monthly 








 in May (USGS, 2011).  
The basin is composed of Columbia River Basalts overlain by alluvial deposits (Covert et 
al., 1995).  Land use in the basin is primarily agricultural (approximately 37%, mostly 
wheat) and rangeland (35%), with the remainder as forested uplands (Covert et al., 1995).  
The Tucannon River Basin was chosen for this study for the following reasons: 1) The 
basin exhibits a range of elevations with topographic complexity and a strong orographic 
influence on temperature and precipitation.  2) The Tucannon River has a long record of 
discharge and sediment-yield data from United States Geological Survey (USGS) gaging 
stations that can be used for hydrologic model calibration and validation. 3) This study is 
the first stage of a larger project examining the impacts of climate change on river 
morphology in the Tucannon River Basin (Praskievicz, 2014a; Praskievicz, 2014b). 
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Figure 2.1. Location and topography of the Tucannon River Basin. 
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Figure 2.2. (a) Climagraph for Pomeroy, Washington, 1971-2000. Data source: WRCC 
(2011). (b) Hydrograph for Tucannon River at Starbuck, Washington, 1971-2000. Data 
source: USGS (2011). 
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2.2.2. Regional Climate-Model Datasets 
We used two regional climate-model datasets in this analysis.  The first is the 
North American Regional Reanalysis (NARR), based on a regional weather forecasting 
model initialized from observed climate and the boundary conditions provided by the 
National Centers for Environmental Prediction (NCEP) Reanalysis (Mesinger et al., 
2006).  The NARR datasets have a spatial resolution of 32 km and a temporal resolution 
of 3 hours; the data period is 1979-2012 (NCEP, 2013).  Because they are constrained by 
actual observations, reanalysis datasets may be compared on a day-to-day or month-to-
month basis with the observed data for the Tucannon.  We therefore used NARR to 
evaluate our elevational adjustment method and to test whether the regional reanalysis 
would yield similar hydrological results to station data when used to drive the SWAT 
model. 
We also used baseline projections from the North American Regional Climate 
Change Assessment Program (NARCCAP), which has two phases. In phase I, the 
NARCCAP team used a series of RCMs to simulate climate using boundary conditions 
from the NCEP Reanalysis. In phase II, the team used a series of RCMs driven by a set of 
GCMs, with a spatial resolution of 50 km and a temporal resolution of 3 hours for the 
output (Mearns et al., 2012). The major purpose of NARCCAP phase I was to compare 
the response of the different RCMs to the same forcing for present-day conditions, while 
our objective here is to apply the downscaling method to different climate scenarios, and 
so we chose to use only NARCCAP phase II RCM-GCM combinations. The baseline 
period is from 1968-1998, and the models were also run for a future period of 2038-2068 
with anthropogenic greenhouse gas forcing from the Intergovernmental Panel on Climate 
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Change (IPCC) Special Report on Emissions Scenarios (SRES) A2 scenario.  In this 
study, we used a set of ten RCM-GCM combinations for the NARCCAP baseline period: 
CRCM-CCSM, CRCM-CGCM3, ECP2-GFDL, HRM3-GFDL, HRM3-HADCM3, 
MM5-CCSM, RCM3-CGCM3, RCM3-GFDL, WRF-CCSM, and WRF-CGCM3 (for 
details on the models, see Mearns et al., 2007).  Because the GCM simulations that drive 
the NARCCAP simulations are constrained only by large-scale boundary conditions 
(solar radiation, atmospheric composition, etc.), the simulations should be comparable 
with observations only in a statistical sense (e.g., long-term means) before bias-
correction. By comparing the hydrological results from the SWAT model run using the 
baseline projections, we were able to evaluate the sensitivity of the hydrologic model to 
the different realizations of the climate provided by the various NARCCAP modeling 
combinations. 
2.2.3. Local Topographic Lapse Rates 
We used the Parameter-elevation Regressions on Independent Slopes Model 
(PRISM) datasets to calculate the local topographic lapse rates for elevational adjustment 
of the regional climate-model data.  The PRISM datasets are available as monthly 
timeseries and long-term means on an 800-m climate grid and are based on station data 
and regressions of climate variables against elevation, aspect, proximity to water bodies, 
and other topographic variables, with the primary controls on climate being elevation 
along topographic facets depending on slope orientation (PRISM Climate Group, 2011).  
Although the PRISM dataset is based on interpolations between stations with topographic 
variables as co-variates, we derived lapse rates indirectly from the PRISM data in order 
to isolate the climatic effects of elevation alone. We calculated local topographic lapse 
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rates for maximum and minimum temperature and precipitation from the 1971-2000 
monthly long-term means and the PRISM digital elevation model (DEM).  In a spatial 
domain covering the Pacific Northwest of the United States, we looped over each 
monthly grid and collected all the cells within a defined search window around each 
target cell.  Elevation and the target climate variable for the points within the search 
radius were related to one another through singular value decomposition (SVD) 
regression (Press, 1992), in which a local trend surface was fitted using second-order 
polynomials of latitude and longitude, with elevation as a linear covariate.  Weighted 
regression was used, with weights defined as the inverse-square-distance of each point 
from the center of the search window. When evaluated at the grid point in the center of 
the window, the trend-surface regressions yield the local topographic lapse rate as the 
coefficient of elevation.  The procedure was repeated for each grid cell in the domain, 
climate variable, and month of the year.  The estimated monthly lapse-rate values have 
very smooth seasonal cycles, which allowed us to interpolate daily values of lapse rates 
for the downscaling of the RCM data. We experimented with different search-window 
sizes for each target variable and identified those that yielded lapse-rate patterns that 
appeared to correspond most closely to real topographic features (80 km for maximum 
temperature and 20 km for minimum temperature and precipitation). 
2.2.4. Elevational Adjustment of Regional Climate-Model Data 
We elevationally adjusted the regional climate-model data by interpolating the 
RCM output to the RCM grid and adding or subtracting the local topographic lapse rates 
calculated from PRISM on a cell-by-cell basis.  First, we converted NARR and 
NARCCAP 3-hourly datasets to daily values, so that they could be used as daily input to 
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the SWAT hydrologic model, taking care to define the local day (0900 to 0600 UTC the 
following day) appropriately for the longitude of the basin.  We created maximum and 
minimum temperature grids from the NARR and NARCCAP average temperature 
datasets by extracting the highest and lowest 3-hourly temperature from each local 24-
hour day.  We also aggregated 3-hourly precipitation to daily by summing the values over 
each local day.  Then, we regridded the NARR and NARCCAP data to the resolution of 
the PRISM grid through bilinear interpolation and applied the daily interpolated lapse 
rate correction using the elevations of the RCM and PRISM grid points.  Finally, we 
extracted daily time series of the target climate variables – for NARR and the baseline 
NARCCAP projections – for the grid point that contains the Pomeroy, Washington, 
weather station, located in the Tucannon River basin, to use as input to SWAT. 
Because climate models, including those used to generate NARR and NARCCAP 
datasets, usually produce output that is biased in a systematic way, it is common practice 
to identify those biases and correct them (Berg et al., 2012).  We used a simple scaling 
approach in which we calculated, for each climate variable, the daily climatology (i.e. the 
long-term mean over a baseline period) for observed station data at Pomeroy (1968-2010) 
and for the extracted NARR (1979-2010) and NARCCAP (1968-1998) timeseries. We 
then decomposed the NARR and NARCCAP timeseries into the daily climatology 
component and a daily anomaly component, then applied the anomaly to the observed 
(Pomeroy) climatology. Although the base periods of the climatologies were different for 
NARR and NARCCAP, this is unlikely to be a problem because there is no reason to 
assume that the biases for NARR and NARCCAP would be the same. Because the 
NARCCAP models are based on a 365-day calendar (except for HRM-HADCM3, which 
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has a 360-day calendar), we linearly interpolated values for missing model days to match 
the number of days in the actual calendar year.  
For precipitation, an additional bias is well-known in climate models, in which 
daily precipitation is simulated as “drizzly.” That is, climate models simulate low 
amounts of precipitation occurring nearly every day, and their precipitation totals on wet 
days are correspondingly too low, because the cloud formation processes that influence 
sub-grid parameterization of precipitation are not well-understood (Hanel and Buishand, 
2010; Lindau and Simmer, 2013).  We addressed this problem by applying a precipitation 
filter to the daily data.  In our extracted NARR and NARCCAP timeseries, we 
determined a threshold amount of precipitation that must occur in order for the day to be 
considered a wet day.  We iteratively evaluated different threshold values, and chose 0.5 
mm because that value resulted in the number of wet days in the model being most 
similar to the actual number of wet days from observed station data.  We then applied this 
threshold so that days with simulated precipitation less than 0.5 mm were reassigned to 0 
mm, and the anomaly-based multiplicative bias correction was then applied to the 
precipitation timeseries (Räty et al, 2014). For comparison, we also experimented with a 
method in which the precipitation on days below the threshold was accumulated and 
added to the next wet day above the threshold. This filtering method, when used to 
produce precipitation timeseries to drive the SWAT hydrologic model, resulted in 
noticeable but small differences in simulated annual discharge from that simulated using 
the standard filtering method. This discrepancy likely occurs because the concentration of 
precipitation to the end of dry periods results in higher amounts of immediate runoff 
rather than evapotranspiration or infiltration. For this reason, we chose to use the standard 
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filtering/bias-correction approach to generating timeseries for hydrologic modeling, 
rather than adding the accumulated precipitation to the next wet day. The consequence of 
this approach is that the total water volume (precipitation depth over the basin area) of 
the drizzle is not included in the water input to the basin. However, relative to the size of 
the bias corrections, this volume is negligible.  
To verify the local topographic lapse-rate downscaling method, we calculated 
skill scores of the elevationally-adjusted, bias-corrected, and (in the case of precipitation) 
filtered climate timeseries from NARR relative to observed station data.  Such a 
comparison to observed data is appropriate for NARR, which is constrained by 
observations, but not for NARCCAP, in which variability is determined by model physics 
only.  We obtained observed daily maximum and minimum temperature and precipitation 
data for Pomeroy from the National Climatic Data Center (NCDC, 2013) and calculated 
skill scores as: 
(1) SS = 1-(MSEforecast/MSEref) 
where SS is the forecast skill, MSEforecast is the mean square error of the 
forecast climatology (in this case, the downscaled and bias-corrected timeseries), and 
MSEref is the mean square error of a reference climatology. We used three reference 
climatologies: 
• A simple bilinear interpolation of the NARR data to the PRISM grid, without 
topographic correction 
• An average climatology, based on the observed long-term mean of the observed 
values for the study period 
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• A persistence climatology, based on lagged values of daily observations 
Negative skill scores indicate that the reference climatology is more predictive 
than the forecast climatology, while a skill score of 1.0 would indicate that the forecast 
climatology predicts actual climate perfectly. 
2.2.5. Hydrologic Modeling 
After generating the downscaled and bias-corrected climate timeseries for 
Pomeroy, we used these timeseries, as well as the observed timeseries for Pomeroy, to 
drive the Soil and Water Assessment Tool (SWAT), a basin-scale semi-distributed 
hydrologic model developed by the United States Department of Agriculture that 
simulates runoff depth as a function of climatic, topographic, soil, and land cover input 
data using the Soil Conservation Service curve number method (Neitsch et al., 2011).  
The watershed is first delineated into sub-basins based on flow direction and 
accumulation derived from a DEM, and then each sub-basin is further subdivided into 
hydrologic response units, each of which has a curve number determining its runoff 
response rate based on its unique combination of land use, soil, and slope (Gassman et 
al., 2007).  Daily weather datasets are specified at one or more stations, and these datasets 
can be distributed spatially through lapse rates of temperature and precipitation for user-
defined elevation bands. 
Because this model uses many adjustable empirically derived parameters that 
describe the overall structure of a basin, we first calibrated and cross-validated it using a 
split sample of observational discharge records from a USGS gage on the Tucannon 
River at Starbuck, Washington, with one-half of the record used for calibration and the 
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other for validation (both halves alternately being used for calibration and validation), 
evaluating fit using the Nash-Sutcliffe efficiency (NSE) criterion (Nash and Sutcliffe, 
1970).  We used the SWAT Calibration and Uncertainty Program (SWAT-CUP), which, 
through a variant of Latin Hypercube Sampling, varies sensitive model parameters within 
a defined range, producing an estimate of best-fit parameters and a 95-percent uncertainty 
envelope after multiple iterations (Abbaspour et al., 2007).  After calibration, we ran 
SWAT with the observed, NARR (interpolated and bias-adjusted), and baseline 
NARCCAP (interpolated and bias-adjusted) data to examine the variations in simulated 
discharge among the different input timeseries.   
2.3. Results 
2.3.1. Local Topographic Lapse Rates 
Figure 2.3 shows the monthly local topographic lapse rates for maximum and 
minimum temperature and precipitation. The maximum temperature lapse rates are 
mostly negative, with temperatures decreasing with increasing elevation, which is the 
expected relationship. In the winter months, positive lapse rates in some valleys in the 
northeastern part of the study region indicate the presence of temperature inversions. A 
narrow band of positive lapse rates can also be seen along the coast in the summer, when 
temperatures increase with distance from the ocean. Overall, maximum temperature lapse 
rates are less spatially variable in summer than in winter. The minimum temperature 
lapse rates, which were created from a smaller search window of 20 km, are more 
spatially variable than those for maximum temperature, and the winter temperature 
inversions are more pronounced. Precipitation lapse rates are mostly positive, with 
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precipitation increasing with increasing elevation, but with some areas of negative lapse 
rates on the leeward side of mountain ranges. Overall, the pattern of local topographic 
lapse rates appears climatically reasonable, particularly in the interior mountains of the 
Pacific Northwest, the area of focus for this study (Figure 2.4). 
 
Figure 2.3. Northwest U.S. topographic lapse rates, calculated from the 1971-2000 
PRISM long-term mean, for (a) January maximum temperature, (b) July maximum 
temperature, (c) January minimum temperature, (d) July minimum temperature, (e) 
January precipitation, and (f) July precipitation. 
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Figure 2.4. Pomeroy, Washington, temperature and precipitation lapse rates, calculated 
from the 1971-2000 PRISM long-term mean. 
 
2.3.2. Elevational Adjustment of Regional Climate-Model Data 
Figure 2.5a-b shows NARR average temperature for a typical January and July 
day (January 1
st
 and July 1
st
, 2005). With the relatively large grid cells of the NARR data, 
only the largest topographic features, such as the Cascade Mountains and the Snake River 
Plain, are resolved. In Figure 2.5c-d, the NARR datasets have been bilinear-interpolated 
to the PRISM grid without lapse-rate correction. These maps appear smoother than the 
raw NARR grid, but there is no additional apparent spatial variability of climate. In 
Figure 2.5e-f, the elevational adjustment based on the lapse rates has been applied. In 
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comparison to the “raw” or bilinearly interpolated data, the elevationally-adjusted 
datasets exhibit finer-scale spatial variability, including the resolution of some individual 
topographic features such as major mountain peaks and river valleys.  
 
Figure 2.5. Average temperature for the northwest U.S., for (a) January 1
st
, 2005, 
uncorrected NARR, (b) July 1
st
, 2005, uncorrected NARR, (c) January 1
st
, 2005, bilinear 
interpolation of NARR, (d) July 1
st
, 2005, bilinear interpolation of NARR, (e) January 1
st
, 
2005, lapse-rate-corrected NARR, and (f) July 1
st
, 2005, lapse-rate-corrected NARR. 
 
Mean monthly maximum and minimum temperature and precipitation, including 
the observed station data for Pomeroy and the NARR data extracted for the grid cell that 
contains Pomeroy, can be seen in Figure 2.6 for the time period 1979-1998, which is the  
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Figure 2.6. Observed, bilinear interpolation of NARR (NARR Interp), lapse-rate-
downscaled NARR (NARR-DS), and lapse-rate-downscaled and bias-corrected NARR 
(NARR DS-BC, the final version of the timeseries used for hydrologic modeling), 




period of overlap between the observed climate data (1948-2008), observed discharge 
data (1914-2013), NARR (1979-2010), and NARCCAP baseline (1968-1998). For all 
three climate variables, the initial uncorrected NARR bilinear interpolation is 
systematically biased relative to the observed station data. For example, the uncorrected 
NARR underestimates maximum temperature and overestimates minimum temperature, 
yielding a smaller temperature range than that of the station data. The NARR timeseries 
that have been elevationally adjusted using lapse rates are less biased than the 
uncorrected NARR because they are systematically offset by the lapse rates. Finally, the 
downscaled and bias-corrected NARR timeseries are very close to the observed station 
data, as they might be expected to be, given the nature of the bias adjustment. The 
magnitude of the bias adjustments is smaller than the differences in output among the 
different climate models, which provides support for the assumption that the adjustments 
are conservative and are likely to remain relatively constant as climate changes. 
Table 2.1 shows skill scores of the lapse-rate-downscaled and bias-corrected 
maximum and minimum temperature and precipitation for Pomeroy, relative to the 
reference climatologies of the uncorrected NARR bilinear interpolation, average 
climatology, and persistence. For all three climate variables, the skill scores are positive 
relative to all three reference climatologies, which indicates that the downscaling method 
produces estimates with less error than the naïve reference methods. The downscaling 
and bias correction method shows greater skill for temperature, particularly maximum 
temperature, than for precipitation. The positive and generally high skill scores for all 
climate variables indicate that the elevational adjustment method performs adequately for 
the Pomeroy station. 
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Table 2.1. Skill scores for maximum and minimum temperature and precipitation at 
Pomeroy, Washington, 1979-1998, relative to reference climatologies of bilinear 
interpolation of NARR, average climatology, and persistence. Higher positive scores 
indicate greater forecast skill. 
Reference 
Climatology Maximum Temperature Minimum Temperature Precipitation 
Interpolated NARR 0.40 0.42 0.02 
Climatology 0.61 0.41 0.21 
Persistence 0.18 0.26 0.52 
 
Given that the elevational adjustment method produces good results for the target 
station over the study period, we applied the lapse-rate downscaling and bias correction 
to the ten NARCCAP baseline scenarios of maximum and minimum temperature and 
precipitation. The results for the 1980-1998 period at Pomeroy, along with the observed 
station data and downscaled and bias-corrected NARR, can be seen in Figure 2.7. The 
temperature timeseries for NARR and NARCCAP are nearly indistinguishable from the 
observed station data. Precipitation varies much more among the different timeseries, 
which is to be expected given the difficulty of simulating precipitation in global and 
regional climate models. The peaks of precipitation generally increase toward the end of 
both the observed and simulated timeseries, because of some wet years in the late 1990s. 
Overall, the general pattern of all climate variables is well-simulated by the elevationally-
adjusted regional climate-model data. 
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Figure 2.7. Observed, NARR, and ten NARCCAP baseline scenarios for Pomeroy, 
Washington, 1979-1998 (a) monthly maximum temperature, (b) long-term mean monthly 
maximum temperature, (c) monthly minimum temperature, (d) long-term mean monthly 
minimum temperature, (e) monthly precipitation, and (f) long-term mean monthly 
precipitation. 
 
2.3.3. Hydrologic Modeling 
Figure 2.8 shows the calibration and validation of the SWAT hydrologic model 
for the Tucannon River Basin, with a cross-validation in order to ensure that the model is 
not overfitted to the calibration year. The model achieves a Nash-Sutcliffe efficiency of 
0.64 for the calibration period of 1980-1985 and 0.51 for the validation period of 1974-
1979 (Table 2.2). The Nash-Sutcliffe value compares the residual variance to the data 
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variance. The Nash-Sutcliffe values calculated for the calibration and validation periods 
indicate a moderately good fit that allows the model to be used for comparing discharge 
simulated by the different climate timeseries. The fit of the validation data is lower in part 
because of an apparent overestimation by the model in one year (1977). This discrepancy, 
however, corresponds with a shift in the USGS rating curve after a major flood in January 
1976 (USGS, 2011). 
 
Figure 2.8. Observed and simulated discharge for the Tucannon River at Starbuck, 
Washington, for (a) calibration for 1974-1979, (b) validation for 1974-1979, (c) 







Table 2.2. Goodness-of-fit statistics comparing discharge simulated by SWAT, using the 
different input climate timeseries, to observed discharge at the Starbuck, Washington, 
USGS gage. NARR and NARCCAP statistics are for the period 1980-1989, because of 
missing observed gaging station data from 1990-1994. 
Input Timeseries Nash-Sutcliffe Efficiency 
Annual Average 
Discharge Error (%) 
Observed (calibration 1974-1979) 0.51 5.0 
Observed (calibration 1980-1985) 0.64 4.1 
Observed (validation 1974-1979) 0.51 -12.3 
Observed (validation 1980-1985) 0.48 -3.3 
NARR 0.41 8.7 
NARCCAP MM5-CCSM 0.07 -7.8 
NARCCAP WRF-CCSM 0.15 -11.0 
NARCCAP WRF-CGCM3 0.18 -1.38 
NARCCAP RCM3-CGCM3 0.10 4.0 
NARCCAP RCM3-GFDL 0.30 -3.5 
NARCCAP CRCM-CCSM 0.37 -16.8 
NARCCAP ECP2-GFDL 0.37 -8.2 
NARCCAP HRM3-GFDL 0.34 -16.4 
NARCCAP HRM3-HADCM3 0.28 -21.8 
 
Figure 2.9 shows the monthly timeseries and long-term mean monthly values of 
observed discharge for the study period (1980-1998), along with discharge simulated 
using observed climate, elevationally-adjusted NARR data, and the ten elevationally-
adjusted NARCCAP baseline scenarios.  Although there is some variation in discharge 
among the different climates, probably due in part to uncertainty in the estimated 
parameters of the hydrologic model and partly to the variation in precipitation among the 
33 
climate timeseries, the general pattern of discharge is similar. In particular, the discharge 
simulated by observed climate (NSE = 0.64, annual average discharge error = 4.1%) and 
by NARR (NSE = 0.41, annual average discharge error = 8.7%) is more similar to the 
observed discharge than that of the NARCCAP scenarios (Table 2.2). Of the NARCCAP 
scenarios, the best-fitting is ECP2-GFDL (NSE = 0.37, annual average discharge error = 
-8.2%), and the worst-fitting is MM5-CCSM (NSE = 0.07, annual average discharge 
error = -7.8%). This variability in simulated discharge indicates the sensitivity of the 
hydrologic model to the input climate timeseries, and in particular to the variability in 
precipitation among the different climate models. 
 
Figure 2.9. Observed discharge data and simulated discharge data, based on observed 
climate, NARR, and ten NARCCAP baseline scenarios, for the Tucannon River at 
Starbuck, for (a) mean monthly discharge from 1980-1998 (note that observed gaging 
station data are missing from 1990-1994), and (b) long-term mean monthly discharge 
from 1980-1989 (the longest period within the study timeframe for which observed 




2.4.1. Local Topographic Lapse Rates 
The local topographic lapse rates calculated for this study are useful both for what 
they reveal about the climate of the northwestern United States and for their application 
as a means of elevationally adjusting regional climate-model data. The local topographic 
lapse rates for Pomeroy are similar in magnitude and seasonal pattern to those calculated 
for Italy (Rolland, 2003), China (McVicar et al., 2007), and Yellowstone National Park 
(Huang et al., 2008), with the maximum temperature lapse rates ranging from 
approximately -3.0°C/km in winter to -7.2°C/km in summer, and minimum temperature 
lapse rates ranging from about -0.6°C/km in winter to -3.0°C/km in summer (Figure 2.4). 
As in previous studies, lapse rates are higher in the summer, probably because large-scale 
subsidence limits convection, and so the dry adiabatic lapse rate is likely to apply more 
frequently whenever air is ascending. Also, because of warmer temperatures, summer 
relative humidity is lower and the amount of cooling needed to reach saturation is greater. 
Minimum temperature lapse rates are less extreme and more spatially variable, possibly 
because they are more susceptible to local topographic factors such as cold-air drainage. 
Our study, unlike most other research on topographic lapse rates in mountain 
environments, also includes a precipitation lapse rate, which ranges from approximately 
0.4 mm/km in summer to 3.8 mm/km in winter. Changes in precipitation with elevation 
are especially important for hydrologic modeling of mountainous basins. Our study is 
innovative in calculating local topographic lapse rates for a large region using a gridded 
climate dataset and for using these lapse rates as a downscaling method for regional 
climate-model data.  This approach could be applied in other mountainous regions and 
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other types of climate-model output to examine the role of circulation patterns in 
determining the direction and magnitude of local topographic lapse rates. This method is 
limited, however, to regions in which high-resolution gridded climate observations such 
as PRISM are available, excluding its application to many remote and less-developed 
parts of the world. To address this problem, future research could focus on using satellite-
based precipitation grids in order to derive lapse rates for regions in which station data 
are unavailable.  
2.4.2. Elevational Adjustment of Regional Climate-Model Data 
This study uses local topographic lapse rates to elevationally correct regional 
climate-model output. The initial uncorrected regional climate datasets were seen to be 
biased relative to observed station data (Figure 2.6). This problem of regional model bias 
is beginning to be widely recognized in the literature (Racherla et al., 2012; Kerr, 2013). 
In particular, RCMs are typically evaluated on the basis of their average climatology, 
which is well-simulated because these models include topographic features that are not 
resolved by GCMs. When these models are evaluated on their ability to resolve dynamic 
changes in climate and to reproduce past climates, however, they tend to perform poorly, 
particularly when the nested regional model does not include feedback to the driving 
global model (Racherla et al., 2012). The approach taken in this study ameliorates this 
regional modeling problem by elevationally adjusting and bias-correcting the RCM 
output. The result is a grid with both high spatial and temporal resolution that reproduces 
actual past climates, for particular locations, with a higher degree of fidelity than the 
RCM alone can achieve. Until the regional models improve, this solution can be useful 
for applications that involve the simulation of highly local climates, as is required in 
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hydrologic modeling of mountainous basins. We plotted values of NARCCAP biases for 
the first half of the NARCCAP period (1968-1983) and the second half (1984-1998), and 
found no significant difference in the biases between these two time periods. Given this 
apparent lack of trend, it is reasonable to assume that the bias is stationary, at least within 
the observational period. One limitation of this study, however, is that we evaluated the 
forecast skill of our elevational adjustment method relative to a naïve bilinear 
interpolation in order to establish that incorporating elevation adds skill beyond that from 
increasing spatial resolution. In future research, it would be useful to compare our 
elevational-adjustment method to more sophisticated downscaling techniques such as 
Bias Correction and Spatial Downscaling (BCSD) (Wood et al., 2002; Wood et al., 2004; 
Wood et al., 2005) and Constructed Analogs (CA) (Maurer and Hidalgo, 2008). 
2.4.3. Hydrologic Modeling 
We find that elevationally adjusted data from a regional climate model, when 
used to drive a hydrologic model, can produce results that are similar to those obtained 
using observed climate, albeit with some variability between the observed and simulated 
discharge (Figure 2.9). There are two likely sources of this variability. The first is 
uncertainty in the parameters of the hydrologic model. In particular, the accumulation and 
melting of snow is highly sensitive to a few model parameters (Pederson et al., 2013). 
The Tucannon River Basin is a relatively low-elevation basin with a bimodal annual 
hydrograph that includes both a winter rainfall peak and a later spring snowmelt peak. 
This means that the Tucannon River is highly sensitive to climate change, because a 
small increase in winter temperature will cause a significant decrease in snowpack. It also 
means, however, that the hydrology of the basin is especially difficult to model, given 
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that so much of the basin’s area lies near the rain-snow transition threshold. Because such 
transitional basins are the most sensitive to climate change impacts, yet the most difficult 
to model (Elsner et al., 2010), future research should prioritize development of more 
sophisticated snow accumulation and snowmelt parameters in hydrologic models. 
Another source of variability in simulated discharge among the different input 
timeseries is variability in the simulated (NARR and NARCCAP) climates themselves. 
Although both maximum and minimum temperatures in the elevationally-adjusted and 
bias-corrected NARR and NARCCAP baseline scenarios are very close to observed 
station data, substantial variability exists in the precipitation timeseries. This variability is 
the result of the inherent difficulty of modeling precipitation, which is often generated by 
stochastic processes that are too fine in spatial or temporal resolution to be resolved by 
existing models (Maraun et al., 2010). The impact of this variability can be seen in the 
hydrologic modeling results, in which the relatively low-precipitation WRF-CCSM 
scenario generates substantially less discharge than the wetter scenarios.  
The difference in NSE values of discharge simulated by the best-fitting 
NARCCAP scenario (ECP2-GFDL, NSE = 0.37) and the worst-fitting NARCCAP 
scenario (MM5-CCSM, NSE = 0.07) is 0.30, which is less than the difference from 
perfect NSE (NSE = 1) of 0.36 for the calibration period (NSE = 0.64) or 0.49 for the 
validation period (NSE = 0.51). The implication is that, in this study, discharge is more 
sensitive to uncertainty in the hydrologic model than to uncertainty in climate. This result 
suggests that the topographic correction method used in this study may be applied in 
other types of climate analysis, such as temperature- or moisture-sensitive weathering 
processes or species ranges, or for hydrologic modeling of future climate change. More 
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work is needed, however, to further test the method and establish that it does not 
introduce significant additional uncertainty, before it can be reliably used in other types 
of applications. 
2.5. Conclusion 
Here, we generate local topographic lapse rates and use them to elevationally 
adjust regional climate-model output for use in modeling the hydrology of a mountainous 
basin. Evaluation of the method indicates that this lapse-rate-based approach performs 
well and is appropriate for generating high-resolution climate timeseries for regions in 
which a strong orographic control on climate exists. Hydrologic modeling of the 
Tucannon River demonstrates that the elevationally adjusted regional climate-model data 
can produce discharge that is similar to observed, albeit with some variability resulting 
from uncertainty in precipitation and in hydrologic-model parameters. This approach can 
be used for elevationally adjusting reanalysis data using lapse rates – estimated from 
interpolated climate grids like PRISM or from satellite measurements – to simulate 
hydrology in remote basins that lack weather stations, or to downscale regional 
paleoclimate models or RCMs driven by future climate change scenarios to simulate the 
impacts of climate change on hydrology in mountainous basins. 
In Chapter II, I developed and validated a method for elevationally adjusting 
RCM output using local topographic lapse rates. The resulting downscaled RCM grids 
are necessary for producing the baseline and future NARCCAP timeseries that serve as 
input to the SWAT hydrologic model. This chapter bridges the climatic and hydrologic 
systems in my modeling hierarchy, because it focuses on downscaling regional climate 
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projections to the basin hydrology scale. In Chapter III, I will use SWAT, driven by the 
downscaled RCM output from Chapter II, to simulate changes in basin-scale discharge 


















IMPACTS OF PROJECTED CLIMATE CHANGES ON STREAMFLOW AND 
SEDIMENT TRANSPORT FOR THREE SNOWMELT-DOMINATED RIVERS IN 
THE INTERIOR PACIFIC NORTHWEST 
3.1. Introduction 
Anthropogenic climate change is expected to significantly affect water resources 
[Kundzewicz et al., 2007].  At the global scale, higher temperatures are likely to increase 
evaporation and precipitation rates globally through an acceleration of the hydrologic 
cycle, with additional regional differences in future precipitation changes related to 
changes in the general circulation of the atmosphere [Trenberth, 1999; Oki and Kanae, 
2006; Giorgi et al. 2011; Kirtman et al., 2013]. 
Future changes in basin hydrology will result from the superimposition of these 
global and regional climatic changes on watershed characteristics, such as topography, 
soils, and land use/land cover. One of the most robust patterns of change can be found in 
mountainous river basins, such as those in the western United States, in which the 
accumulation of winter snowpack and its melting in the spring and summer supplements 
river discharge during the dry summers [Mote et al., 2003].  Because of the snowpack 
influence on the annual hydrograph, these rivers are expected to be highly sensitive to 
increases in temperature, particularly during winter and spring.  The impacts of climate 
change on the hydrology of these rivers may therefore be amplified relative to the 
regional changes in temperature and precipitation.  Some climatic and hydrologic trends 
have already been observed in these basins. Over the past fifty years, peak spring runoff 
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in snowmelt-dominated and transient basins in the western United States has been 
occurring earlier, because of decreasing snowpack and increasing spring temperatures 
[Stewart et al., 2004; Regonda et al., 2005; Barnett et al., 2008]. Such trends are likely to 
continue throughout the twenty-first century with ongoing anthropogenic climate change. 
Aspects of basin physiography may also affect the relative sensitivity of a river to 
climate-driven hydrologic changes. Hamlet and Lettenmaier [2007] divided western U.S. 
basins into three categories of potential response to climate change.  Cold, snow-
dominated basins that have temperatures far enough below the rain-snow transition are 
unlikely to shift to frequent winter rainfall as a result of projected climate change.  Warm, 
rain-dominated basins are relatively unaffected by snow, and their climate change 
response is therefore more sensitive to changes in precipitation amount and 
evapotranspiration, which are more uncertain and spatially variable than changes in 
temperature.  The type of basin most likely to experience significant climate change 
impacts is the transient basin, which has average winter temperatures near freezing 
[Adam et al., 2009; Cuo et al., 2009; Elsner et al., 2010].  A small increase in temperature 
in these basins can therefore result in the transition of precipitation from snow to rain, 
with consequent effects on winter runoff and spring/summer snowmelt.  
In addition to changes in the mean annual hydrograph, transient and snowmelt-
dominated basins are vulnerable to changes in extreme events. For example, these rivers 
are susceptible to the risk of a particularly severe type of flood that results from intense 
rainfall on a snowpack.  These rain-on-snow events generate river discharge not only 
from rainfall, but also from the melting snow.  Because a small increase in temperature 
can change the form of precipitation from snow to rain, these events may become more 
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frequent and severe as a result of climate change [Leung et al., 2004; Surfleet and Tullos, 
2013].  Large floods may be produced that exceed the magnitude of equivalent recurrence 
interval floods from the historic record.  Because of the sensitivity of mean and extreme 
hydrology in transient and snowmelt-dominated basins to small changes in temperature 
resulting from elevation differences, the topography of these basins must be explicitly 
incorporated into projections of future climate change.  
Hydrologic changes in mountainous river basins may also affect sediment 
transport. Because the amount of sediment transported by a river depends on stream 
power, or the amount of energy available for geomorphic work, which is determined in 
part by the river discharge, increased river discharge will result in increased sediment 
transport, assuming additional sediment supplies are available. Changes in runoff and 
river discharge resulting from climate change could therefore influence the amount of 
sediment transport and thus the geomorphic characteristics of rivers, because channel 
geometry adjusts to inputs of water and sediment [Orr and Carling, 2006; Lane et al. 
2007; Whitehead et al., 2009]. Any increase in large floods that results in more frequent 
overbank flows could rework the floodplain and change the river planform [Eaton and 
Lapointe, 2001; Schmidt et al., 2001; Fuller et al., 2003]. The erosion, transport, and 
deposition of sediment affects a variety of socially and ecologically significant aspects of 
river systems, including river morphology, water quality, and physical habitat.  
Although river discharge and suspended-sediment transport are highly correlated, 
the relationship is not always straightforward. Sediment rating curves may change for 
different times within a storm and locations within a watershed [Guo and Wood, 1995]. 
Marcus [1989] found that the faster velocity of flood waves relative to streamflow can 
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result in variations in the relationship between discharge and suspended-sediment 
concentration through time. In addition to the energy available for transport, which is 
determined by hydraulic conditions, suspended-sediment transport is also affected by the 
supply of sediment, which varies spatially and temporally [Gao, 2008]. Although any 
changes in suspended-sediment transport resulting from climate change may be expected 
to generally co-vary with changes in river discharge, the nature and magnitude of the 
changes may vary seasonally and with location in the watershed.  
Although mountainous areas are likely to be highly sensitive to hydrological 
impacts of climate change, the spatial scale of climatic processes relevant to these 
systems is not well-resolved with existing climate models. Salathé et al. [2007] found 
that, in order to simulate the land-surface and topographic characteristics that control 
mesoscale climate changes in the Pacific Northwest, including regionally significant 
changes to the surface radiation budget related to snow cover and cloudiness, high-
resolution (at least 15-km) climate models are needed. This resolution is finer than that of 
all GCMs and most RCMs [Buytaert et al., 2010]. Climate-model output must therefore 
be dynamically or statistically downscaled, which contributes significant uncertainty to 
the process of modeling impacts of climate change on hydrology [Fowler et al., 2007; 
Chen et al., 2011; Teutschbein et al., 2011; Ghosh and Katkar, 2012]. Furthermore, 
downscaling approaches depend on the assumption that relationships between the 
predictor and response variables are stationary, which may not be the case in the context 
of climate change [Raje and Mujumdar, 2010]. The approach presented here contributes 
to understanding of hydrological impacts of climate change in mountain regions by using 
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downscaled climate grids that are on a scale closer to that of the processes controlling 
mountain climatology and hydrology.  
A number of studies have simulated the impacts of climate change on snowmelt-
dominated rivers using basin hydrologic models [e.g., Pfister et al., 2004; Caballero et al., 
2007; Graves and Chang, 2007; Hay and McCabe, 2010; Vicuña et al., 2011; Jung et al., 
2012; Laghari et al., 2012; Ligare et al., 2012; Shrestha et al,. 2012; Wu et al., 2012; Cuo 
et al., 2013; Ficklin et al., 2013; Ragettli et al., 2013]. Most of these studies, however, 
have used climate change projections that are relatively coarse in spatial resolution and 
therefore do not explicitly consider the role of topography in controlling hydrologic 
impacts of climate change in mountainous regions. Furthermore, few existing hydrologic 
modeling studies have simulated impacts of climate change on sediment transport in 
snowmelt-dominated basins. Here, I use the Soil and Water Assessment Tool (SWAT) 
basin-scale hydrologic model, driven by downscaled regional-scale climate projections 
from the North American Regional Climate Change Assessment Program (NARCCAP), 
to simulate impacts of climate change on both river discharge and suspended-sediment 
transport for three snowmelt-dominated rivers in the interior Pacific Northwest.  
3.2. Methods 
3.2.1. Study Area 
The study basins are the Tucannon River in southeastern Washington and the 
South Fork Coeur d’Alene and Red rivers in Idaho (Figure 3.1).  I chose these rivers in 
part because all three have United States Geological Survey (USGS) or United States 
Forest Service (USFS) stream gages with at least several years of both discharge and 
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suspended-sediment records, which are required for set-up and implementation of the 
hydrologic model.  The rivers are all undammed, which means their hydrological 
responses to changes in climate will not be limited by operational hydrological actions. 
Finally, all three rivers are located in mountainous areas in which a significant snowpack 
accumulates, which means they are likely to be sensitive to increased temperatures 
associated with climate change.  
 
Figure 3.1. Locations of Tucannon, South Fork Coeur d’Alene, and Red river basins. 
 
The study rivers are part of the larger Columbia River Basin, located in the 
interior Pacific Northwest between the Cascade Range to the west and the Rocky 
Mountains to the east. Differences in basin physiography control differences in climate 
and hydrology among the three basins (Figure 3.2, Table 3.1). The Tucannon River heads 
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in the Blue Mountains, but the lower part of the basin is on the relatively low-elevation 
Columbia Plateau. The mean elevation of the Tucannon River Basin is 911 m, compared 
to 1245 m and 1639 m for the South Fork Coeur d’Alene and Red river basins, 
respectively. Consequently, the Tucannon River Basin has higher temperatures (annual 
mean of 10.4°C) and lower precipitation (annual average of 35.7 cm) than the two higher-
elevation basins (annual mean temperatures of 8.2°C and 5.4°C and average annual 
precipitation of 71.4 cm and 64.9 cm for the South Fork Coeur d’Alene and Red river 
basins). Although the annual hydrographs of the South Fork Coeur d’Alene and Red 
rivers both exhibit a distinct peak in May, indicating the dominance of late-spring 
snowmelt, the Tucannon River’s annual hydrograph is bimodal, with a rainfall-generated 
peak in January, followed by a snowmelt peak in May. The Tucannon River therefore 
exemplifies the transient basin, in which hydrology is likely to be especially sensitive to 
climate change, while the South Fork Coeur d’Alene and Red rivers are dominated by 
snowmelt. 
 
Figure 3.2. 1980-2010 annual (water-year) climagraph for (a) the Tucannon River Basin 
(Pomeroy, Washington, weather station); (b) South Fork Coeur d’Alene River Basin 
(Kellogg, Idaho, weather station); (c) Red River Basin (Elk City, Idaho, weather station); 
annual (water-year) hydrograph for (d) the Tucannon River (USGS gage 13344500, 
Starbuck, Washington); (e) the South Fork Coeur d’Alene River (USGS gage 12413470, 
Pinehurst, Idaho); (f) the Red River (USFS gage at Red River Ranger Station, Idaho). 
Data sources: NRDC (2013) and USGS (2013). 
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Table 3.1. Study Basin Characteristics 





) 1116 743 99 
Minimum elevation (m) 244 665 1281 
Maximum elevation (m) 1890 2081 2261 
Mean elevation (m) 911 1245 1639 
Mean annual temperature (°C) 10.4 8.2 5.4 
Mean January temperature (°C) 0.2 -1.4 -4.2 
Mean July temperature (°C) 21.4 19.7 16.4 
Mean annual precipitation (cm) 35.7 71.4 64.9 
Mean January precipitation (cm) 54.9 103.1 84.6 
Mean July precipitation (cm) 12.2 31.0 40.1 
Mean annual discharge (cms) 5.1 15.2 2.0 
Mean annual discharge for highest-
discharge month (cms) 
8.47 (May) 40.2 (May) 6.6 (May) 
Mean annual discharge for lowest-
discharge month (cms) 
1.9 
(August) 
3.3 (September) 0.5 
(October) 
 
3.2.2. SWAT Calibration and Validation 
I simulated discharge and suspended-sediment load on the study rivers using the 
Soil and Water Assessment Tool (SWAT), a basin-scale semi-distributed hydrologic 
model developed by the United States Department of Agriculture that simulates runoff 
depth as a function of climatic, topographic, soil, and land cover input data using the Soil 
Conservation Service curve number method [Neitsch et al, 2011].  In applications of 
SWAT, a watershed is first delineated into sub-basins based on flow direction and 
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accumulation derived from a digital elevation model (DEM), and then each sub-basin is 
further subdivided into hydrologic response units (HRUs), each of which has a curve 
number determining its runoff response rate based on its unique combination of land 
cover, soil, and slope [Gassman et al., 2007].  In addition to river discharge, SWAT also 
simulates suspended-sediment load, using the Modified Universal Soil Loss Equation 
(MUSLE) [Neitsch et al., 2011]. Although MUSLE was originally developed for 
agricultural watersheds, its soil and topographic parameters (rainfall erosivity, soil 
erodibility, slope and length) should be broadly applicable. Because SWAT uses many 
empirically-derived adjustable parameters that describe the overall structure and 
processes within a basin, I first calibrated and validated it using a split sample of 
observed discharge and suspended-sediment records from gages on each river, evaluating 
fit using the Nash-Sutcliffe efficiency criterion (NSE) [Nash and Sutcliffe, 1970]. The 
longest available continuous periods of gaging station records were used for calibration 
and validation. For discharge, at least six years of both calibration and validation data 
were used on all three rivers, but only one year each of continuous suspended-sediment 




















Tucannon Streamflow 1980-1985 1974-1979 0.64 0.51 
South Fork 
Coeur d'Alene Streamflow 1991-2000 2001-2010 0.62 0.62 
















sediment 1993 1994 0.36 0.26 
Red 
Suspended 
sediment 1980 1981 0.45 0.31 
 
Two types of climate data can be used as input to SWAT. The first option is to 
use explicit daily (or hourly) temperature and precipitation timeseries from a weather 
station. The second option is to specify average monthly values of temperature and 
precipitation (and related statistics such as wet-day frequency, maximum half-hour 
rainfall, solar radiation, relative humidity, and wind speed) and use SWAT’s WXGEN 
stochastic weather generator to create synthetic daily timeseries based on these average 
values. The weather generator uses a first-order Markov chain to incorporate system 
memory conditioned on the occurrence of precipitation on the previous day, generates 
precipitation amounts on wet days using an exponential distribution, and estimates daily 
maximum and minimum temperature using a weakly stationary generating process 
[Arnold et al., 2011]. To drive SWAT, I used both explicit (downscaled) daily timeseries 
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from individual climate models and synthetic timeseries produced by the weather 
generator using average monthly values from ensemble-averages of climate-model 
output. The individual daily timeseries should contain realistic day-to-day variability in 
weather, while the ensemble-average-based timeseries should provide an across-model 
“consensus” of simulated climate change. (It would be nonsensical to create daily 
ensemble averages to do this, unless each regional climate model used an identical daily 
sequence of global-model forcing.) 
3.2.3. Climate Change Impacts 
To simulate changes in river discharge and suspended sediment resulting from 
climate change, I ran the calibrated SWAT model using baseline and future climate 
simulations for each basin (Table 3.3). These projections are based on the North 
American Regional Climate Change Assessment Program (NARCCAP), which includes 
output from a total of ten combinations of six RCMs driven by a set of four General 
Circulation Models (GCMs), for two time periods: a baseline period of 1968-1998, and a 
future climate change period of 2038-2068 under the Intergovernmental Panel on Climate 
Change (IPCC) Special Report on Emission Scenarios (SRES) A2 greenhouse gas 
forcing [Mearns et al., 2007]. The NARCCAP projections include daily maximum and 
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projections to 800 m by elevationally adjusting the NARCCAP grid using empirically-
estimated local topographic lapse rates. I then bias-corrected the resulting elevationally-
adjusted NARCCAP projections by applying the average daily anomaly relative to 
observed station climatologies. For details on the lapse-rate downscaling procedure, see 
Praskievicz and Bartlein [2014].  
Figure 3.3 shows the range of relative changes in maximum and minimum 
temperature and precipitation for the three basins among all ten NARCCAP GCM-RCM 
combinations. The future changes in climate projected by NARCCAP are similar across 
all three study basins. The mean increases in maximum temperature across the three 
basins range from 1.8 to 2.4°C in January and 2.8 to 3.5°C in July. For minimum 
temperature, the mean increases are 2.9 to 3.8°C in January and 2.7 to 2.8°C in July. The 
mean changes in precipitation include slight decreases in January winter precipitation and 
more extreme decreases in summer precipitation, ranging across the three basins from -
2.8% to -1.0% in January and -17.1% to -20.3%  in July. While all the NARCCAP 
modeling combinations indicate increases in both maximum and minimum temperature 
for all months in all three basins, the projections for precipitation vary more among the 
different GCM-RCM combinations. For example, in the Tucannon River Basin, projected 
changes in precipitation among the different models range from -15.0% to +17.8% in 
January and from -49.2% to +26.2% in July. This variability among models is 
unsurprising, given the differences in parameterizations that control precipitation among 
the models.  
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Figure 3.3. Boxplot summarizations of the relative changes for the NARCCAP future 
climate period (2038-2068) relative to the baseline period (1968-1998) for ten 
NARCCAP GCM-RCM combinations. (a) Change in mean monthly maximum 
temperature for Tucannon River Basin; (b) change in mean monthly maximum 
temperature for South Fork Coeur d’Alene River Basin; (c) change in mean monthly 
maximum temperature for Red River Basin; (d) change in mean monthly minimum 
temperature for Tucannon River Basin; (e) change in mean monthly minimum 
temperature for South Fork Coeur d’Alene River Basin; (f) change in mean monthly 
minimum temperature for Red River Basin; (g) change in mean monthly precipitation for 
Tucannon River Basin; (h) change in mean monthly precipitation for South Fork Coeur 
d’Alene River Basin; (i) change in mean monthly precipitation for Red River Basin. 
Note: whiskers extend from minimum to maximum values. 
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From the full suite of ten GCM-RCM combinations in NARCCAP, I selected 
three for simulating river discharge and suspended-sediment load in each basin: the 
GCM-RCM combination with the smallest temperature increase in each basin (“cool”), 
the one with the largest temperature increase (“hot”), and the one with the largest 
decrease in precipitation (“dry”) (Table 3.4). Selecting these extremes allows for the 
simulation of a wide range of possible future climate change impacts on basin hydrology 
and sediment transport. Using all ten NARCCAP GCM-RCM combinations would have 
been redundant, since many of the projected climate changes projected by the different 
models are similar to one another (being driven by the same GCM simulations), so using 
the most divergent model combinations simplifies the analysis while still allowing the 
widest range of variability among the different projections to be examined. For each of 
the three selected NARCCAP GCM-RCM combinations, I ran the SWAT model using 
both the NARCCAP baseline (1968-1998) and future (2038-2068) projections. In order to 
simulate the impacts of the mean climate changes projected by NARCCAP, I also created 
an ensemble climate projection by calculating the long-term monthly means of maximum 
and minimum temperature and precipitation averaged across all ten NARCCAP GCM-
RCM combinations. I used these long-term monthly means to create synthetic daily 
timeseries using SWAT’s WXGEN stochastic weather generator. The synthetic daily 
timeseries simulated by the weather generator, forced by the long-term monthly means of 
maximum and minimum temperature and precipitation averaged across all ten 
NARCCAP models for the baseline and future periods, provided an ensemble climate 
change projection to drive SWAT. 
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Table 3.4. Extremes of NARCCAP Model Combinations Selected for Hydrologic 
Modeling 




























3.3.1. SWAT Calibration and Validation 
After adjustment of the model parameters, the calculated NSE values indicate 
moderately high goodness-of-fit for discharge on all three rivers for the calibration and 
validation periods [Nash and Sutcliffe, 1970] (Figure 3.4, Table 3.2). NSE values across 
the three rivers range from 0.62-0.64 in the calibration period and 0.50-0.62 in the 
validation period. For suspended-sediment load, the model fit was lower, with NSE 
values for the three rivers ranging from 0.36-0.45 in the calibration period and from 0.26-
0.40 in the validation period (Figure 3.5, Table 3.2). NSE compares the model residual 
variance to the data variance, with a value of 1 indicating a perfect model fit, any positive 
value indicating a better fit than the mean of the observed data, and a value of 
approximately 0.6 considered adequate for daily discharge. The better model 
performance for river discharge is to be expected, given that the simulated suspended-
sediment transport incorporates the uncertainty of the simulated discharge, simulating  
56 
 
Figure 3.4. Observed and simulated monthly discharge for (a) the Tucannon River in the 
calibration period (1980-1985); (b) the Tucannon River in the validation period (1974-
1979); (c) the South Fork Coeur d’Alene River in the calibration period (1991-2000); (d) 
the South Fork Coeur d’Alene River in the validation period (2001-2010); (e) the Red 




Figure 3.5. Observed and simulated daily suspended-sediment load for (a) the Tucannon 
River in the calibration period (1963); (b) the Tucannon River in the validation period 
(1964); (c) the South Fork Coeur d’Alene River in the calibration period (1993); (d) the 
South Fork Coeur d’Alene River in the validation period (1994); (e) the Red River in the 
calibration period (1980); (f) the Red River in the validation period (1981). 
 
sediment transport is more complicated than simulating discharge, and there is 
uncertainty in the gaging station records of suspended-sediment load. Except for some 
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missing peaks in sediment load during the validation period on the South Fork Coeur 
d’Alene River, the model’s simulated sediment transport peaks approximate the observed 
timing and magnitude well. Given that the NSE values indicate relatively good model 
performance for both variables, simulation of future climate change impacts on river 
discharge and suspended sediment for the three rivers is warranted. 
3.3.2. Climate Change Impacts: River Discharge 
Figure 3.6 shows the simulated annual hydrographs and relative changes in 
discharge for the three rivers under the three baseline and future NARCCAP GCM-RCM 
combinations and ensemble average. Under the projected future climate change, all three 
rivers show a similar general response of increased winter discharge, a decrease in the 
magnitude of the spring snowmelt peak and its shift to earlier in the season by 
approximately one month, and decreased summer discharge (Figure 3.6, Table 3.5). 
Although the magnitude of relative changes in river discharge is greatest for the South 
Fork Coeur d’Alene and Red rivers, possibly because of generally greater warming in the 
driving climate-change scenarios at higher elevations, these snowmelt-dominated rivers 
maintain their spring snowmelt peak in the future scenarios, albeit with a reduction in the 
magnitude of the peak. The Tucannon River, the lowest-elevation of the three basins, is 
projected to experience a shift in its hydrologic regime. Under the current climate, the 
Tucannon River’s annual hydrograph has a winter rainfall peak and a spring snowmelt 
peak, but in the future climate-change simulation the snowpack accumulation diminishes 
to the point that the spring snowmelt peak no longer occurs. The Tucannon River is 
therefore projected to shift its hydrologic regime from its current transient state to a 
system characterized by a single winter-rainfall peak under climate change. The increase  
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Figure 3.6. (a) Simulated monthly baseline (1968-1998) and future (2038-2068) 
discharge on the Tucannon River; (b) change in simulated discharge for the future period 
(2038-2068) relative to baseline (1968-1998) on the Tucannon River; (c) simulated 
baseline (1968-1998) and future (2038-2068) discharge on the South Fork Coeur d’Alene 
River; (d) change in simulated discharge for the future period (2038-2068) relative to 
baseline (1968-1998) on the South Fork Coeur d’Alene River; (e) simulated baseline 
(1968-1998) and future (2038-2068) discharge on the Red River; (f) change in simulated 
baseline (1968-1998) and future (2038-2068) discharge on the Red River. 
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Change in mean annual discharge (%) -1.3 -10.5 -15.0 -4.3 
Change in mean January discharge (%) +13.0 +36.6 +1.1 +16.3 
Change in mean July discharge (%) -2.4 -20.5 -9.7 -5.2 
Change in mean annual suspended-sediment load 
(%) -1.1 -15.2 -12.8 -18.4 
Change in mean January suspended-sediment load 
(%) -21.6 +7.6 -23.6 -14.0 
Change in mean July suspended-sediment load (%) -59.6 -29.6 +98.3 -5.4 





Change in mean annual discharge (%) -14.9 -5.7 -8.1 -8.9 
Change in mean January discharge (%) +21.3 +94.7 +39.2 +4.1 
Change in mean July discharge (%) -29.8 -40.7 -28.6 -31.7 
Change in mean annual suspended-sediment load 
(%) +0.5 -12.8 +8.9 -18.3 
Change in mean January suspended-sediment load 
(%) +94.3 +91.2 +79.2 +88.2 






Change in mean annual discharge (%) -6.5 +6.0 -21.5 -6.5 
Change in mean January discharge (%) +13.7 +68.5 +20.9 +34.4 
Change in mean July discharge (%) -56.7 -9.9 -68.2 -47.2 
Change in mean annual suspended-sediment load 
(%) -1.9 -8.5 -14.5 -8.4 
Change in mean January suspended-sediment load 
(%) -5.7 -12.2 -23.9 -13.8 
Change in mean July suspended-sediment load (%) -4.3 -27.7 -42.8 -25.5 
a
Simulated changes are for future period (2038-2068) relative to baseline (1968-1998). 
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in winter discharge for the “hot” scenario (CRCM-CCSM) is even higher on the South 
Fork Coeur d’Alene and Red Rivers (+70.8% and +94.7%, respectively) than on the 
Tucannon River. 
Simulated changes in discharge vary among the different NARCCAP model 
combinations, because of the moderate differences in temperature among the different 
models and the more substantial differences in precipitation, including in the sign of 
future precipitation change. For all three rivers, the most extreme changes in annual 
discharge are for the “dry” climate change scenario (HRM-GFDL), because this scenario 
provides the least amount of incoming precipitation. The most extreme changes in 
January discharge, however, are for the “hot” scenario (CRCM-CGCM for the Tucannon 
River and CRCM-CCSM for the other two rivers). This result indicates that, while 
changes in precipitation determine impacts on the annual water budget, the winter 
discharge of the study rivers is strongly controlled by temperature, as would be expected 
for snowmelt-dominated rivers. 
In addition to the simulated changes in mean hydrology, the modeling results also 
indicate changes in the frequency of flood events of varying magnitudes (Figure 3.7). 
Simulated bankfull discharge (recurrence interval of 2 years) for the study rivers under 
the ensemble climate-change scenario increases in the future period relative to baseline, 
with increases ranging from +10.1% for the South Fork Coeur d’Alene River to +48.8% 
for the Tucannon River. This increase could result from the higher proportion of winter 
precipitation occurring as rain under future climate change. The largest simulated floods 
also increase for the ensemble future period relative to baseline, with the magnitude  
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Figure 3.7. Flow duration curves for simulated ensemble baseline (1968-1998) and 
future (2038-2068) discharge on (a) the Tucannon River; (b) the South Fork Coeur 
d’Alene River; (c) the Red River. 
 
of the increase ranging from +0.6% for the Tucannon River to +41.6% for the South Fork 
Coeur d’Alene River. These particular floods are rare rain-on-snow events, for which the 
necessary conditions are likely to become increasingly common under climate change. 
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Intermediate-magnitude floods vary among the different rivers in the direction of 
simulated future change. For example, the 10-year flood increases in the ensemble future 
period on the Red River (+4.5%) and the Tucannon River (+43.1%), but decreases on the 
South Fork Coeur d’Alene River (-2.7%). Similarly, the magnitude of the 100-year flood 
increases in the ensemble future period for the Red River (+2.5%), but decreases for the 
Tucannon River (-15.1%) and the South Fork Coeur d’Alene River (-0.2%).  
The variability in changes in simulated flood magnitudes may be attributed to the 
interactions of changes in temperature and precipitation, the relative importance of which 
varies among the different models. For example, on the South Fork Coeur d’Alene River, 
the simulated magnitude of the 100-year flood increases under the “hot” CRCM-CCSM 
future scenario (+46.9%), but decreases under the “dry” HRM-GFDL future scenario      
(-7.2%). This result indicates that future changes in flood magnitude are strongly 
controlled by the nature of the climate change scenario. The changes in simulated 
discharge are strongly controlled by how precipitation changes in the future period. In the 
warmest scenarios, the change in winter precipitation from snow to rain is the most 
significant effect, resulting in larger floods. In the driest scenarios, in contrast, the 
decreased annual precipitation results in lower flood magnitudes. Because there is 
substantial variation among different climate models regarding future changes in 





3.3.3. Climate Change Impacts: Suspended Sediment 
The simulated impacts of projected future climate change on suspended-sediment 
load generally follow the patterns of simulated changes in discharge (Figure 3.8, Table 
3.5). In the future scenarios for all rivers, simulated annual and summer suspended-
sediment load decreases, because of decreased discharge in the summer. The change in 
winter suspended-sediment load varies among the different scenarios, because winter 
sediment transport is dependent not only on discharge but also on snow cover and soil 
temperature. Sediment supply, such as from mass-wasting events, is also an important 
control on suspended-sediment transport, but such processes are not explicitly 
represented in SWAT. On the Tucannon River, the simulated future suspended-sediment 
load decreases under the “dry” scenario (HRM-GFDL), because the reduced precipitation 
leads to less runoff available to erode and transport sediment. For the “hot” scenario 
(CRCM-CGCM), however, the simulated future winter suspended-sediment transport 
increases, because the effect of increased winter temperature is more important than any 
changes in precipitation. Increased winter temperature can result in more sediment being 
exposed at the surface and available for transport, because of both decreased snow cover 
and greater extent of unfrozen ground. These effects are both explicitly incorporated into 
SWAT, which modifies the sediment transport equation to account for decreases in the 
erosive potential of precipitation and discharge when snow cover is present in an HRU 
[Neitsch et al., 2011]. 
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Figure 3.8. (a) Simulated monthly baseline (1968-1998) and future (2038-2068) 
suspended-sediment load on the Tucannon River; (b) change in simulated suspended-
sediment load for the future period (2038-2068) relative to baseline (1968-1998) on the 
Tucannon River; (c) simulated baseline (1968-1998) and future (2038-2068) suspended-
sediment load on the South Fork Coeur d’Alene River; (d) change in simulated 
suspended-sediment load for the future period (2038-2068) relative to baseline (1968-
1998) on the South Fork Coeur d’Alene River; (e) simulated baseline (1968-1998) and 
future (2038-2068) suspended-sediment load on the Red River; (f) change in suspended-
sediment load for the future period (2038-2068) relative to baseline (1968-1998) on the 
Red River. 
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The impact of discharge on suspended-sediment load can be seen when the two 
variables are plotted against one another (Figure 3.9). As expected (owing to the 
dependence of sediment transport on discharge, both in nature and the model), there is a 
strong and nearly linear relationship between discharge and suspended-sediment load in 
both the baseline and future periods. It is possible that some of the association between 
discharge and suspended-sediment load is an artifact of the model calculating suspended-
sediment transport as a function of discharge. I performed an analysis of covariance 
(ANCOVA) to test differences in the slope of the regression line of the discharge-
sediment relationship between the future and baseline periods and found no significant 
difference for the Tucannon River (baseline slope = 176.7, future slope = 152.9, p>0.05) 
or the Red River (baseline slope = 11.5, future slope = 10.7, p>0.05), but the difference 
for the South Fork Coeur d’Alene River (baseline slope = 9.0, future slope = 4.4, 
p<0.001) was significant. A power function describes the relationship between discharge 
and suspended-sediment loads well in both the baseline and future periods.  
 
Figure 3.9. Simulated monthly discharge and suspended-sediment load for the ensemble 





3.4.1. Climate Change Impacts: River Discharge  
The major hydrological impact of climate change simulated for the river basins in 
this study is a change in the annual cycle, with an increase in winter discharge resulting 
from more winter precipitation occurring as rain rather than snow, resulting in less 
snowpack accumulation and consequently in an earlier and lower-magnitude spring 
snowmelt peak and decreased summer discharge. This pattern of hydrological response to 
climate change has been projected in modeling studies of other snowmelt-dominated 
rivers, including the Adour-Garonne River Basin in France [Caballero et al., 2007], the 
Upper Clackamas River in Oregon [Graves and Chang, 2007], the Yukon River in Alaska 
[Hay and McCabe, 2010], the Limarí River in Chile [Vicuña et al., 2011], and the Mono 
Lake Basin in California [Ficklin et al., 2013]. Here, the Tucannon River Basin, the 
lowest-elevation of the three study basins, is characterized by a transient hydrological 
regime that, according to modeling results, is likely to shift to a rainfall-dominated 
regime under projected climate change. Other modeling studies have also found greater 
sensitivity to climate-change impacts in transient than in snowmelt- or rainfall-dominated 
river systems [Pfister et al., 2004; Hamlet and Lettermaier, 2007]. There is, however, 
variability in the response that arises from the different ways that hydrologic models 
parameterize snowpack accumulation and melt, as well as uncertainty in parameter 
values. Jung et al. [2012] simulated impacts of climate change on a rainfall-dominated 
and a snowmelt-dominated river basin in Oregon using the Precipitation Runoff 
Modeling System (PRMS) and found that discharge simulations in the snowmelt-
dominated basin were more sensitive to hydrologic model parameter uncertainty than 
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were simulations of discharge in the rainfall-dominated basin. Because of the importance 
of transient and snowmelt-dominated river systems for supplying year-round water to 
semi-arid and arid regions such as the western United States, and the likely sensitivity of 
such river systems to climate change, improving snowpack parameterizations should be a 
high priority for future development of hydrologic models.   
The projected increased amplitude in the annual cycle resulting from climate 
change has major implications for river management. Climate change represents a 
significant challenge to traditional water management, which bases planning and 
infrastructure design decisions on the assumption of a stationary climate [Milly et al., 
2008; Stakhiv, 2011]. In addition, the interactions of climate change with land-use 
change and other human impacts can amplify or mediate hydrologic impacts in complex 
ways [Praskievicz and Chang, 2011; Nolin, 2012]. Here, modeling results suggest that 
climate change will contribute to both an increase in large floods and a decrease in 
summer discharge. This increased seasonality in an already highly seasonal hydrological 
regime may lead to challenges in managing water for both human and ecological uses. 
3.4.2. Climate Change Impacts: Suspended Sediment 
The simulation results for the study rivers project changes in suspended-sediment 
load that generally track changes in discharge under climate change, with increased 
winter and decreased summer suspended-sediment load. However, the simulated changes 
in suspended-sediment transport vary widely among the different driving climate change 
scenarios. This sensitivity of suspended-sediment transport to choice of climate change 
scenario, particularly to differences in precipitation among different climate models, has 
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also been found in other modeling studies of basin-scale sediment transport, including in 
Denmark [Thodsen et al., 2008], New Zealand [Gomez et al., 2009], and Laos [Shrestha 
et al., 2013]. Because detachment of soil and erosion in mountainous basins is affected 
not only by the amount of runoff, but also by the length of time that sediment is available 
to be transported from snow-free and unfrozen ground, sediment transport in these basins 
may be especially sensitive to climate change.  
As with climate-driven changes in river discharge, changes in suspended-
sediment load can have implications for management of river systems. In excessive 
amounts, suspended sediment can be considered a water pollutant, with negative 
consequences (e.g., increased turbidity) that leads to increasing costs of drinking water 
treatment; binding of nutrients, metals, and other pollutants to the sediment particles; and 
infilling of spawning gravels and smothering of eggs of vulnerable fish species such as 
salmonids. Climate change can potentially lead to an increase in flood events that flush 
large quantities of suspended sediment into river systems, especially in combination with 
deforestation and other direct human impacts, which have been found to be more 
significant than climate in determining sediment fluxes [Ward et al., 2009; Naik and Jay, 
2011; Gao et al., 2013; Lopez et al., 2013; Ma et al., 2013]. Although these processes are 
not directly simulated by SWAT, rivers dynamically adjust their channels and floodplains 
to inputs of water and sediment, so changes in these driving variables may also affect 
geomorphic characteristics such as channel geometry and planform. 
Here, I have examined the influence of climate change alone on suspended-
sediment transport, in order to isolate the climate-change signal, but in fact many 
additional factors affect sediment fluxes. Some of the other anthropogenic controls on 
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suspended-sediment transport include dam and reservoir construction, land-use change, 
mining, and agricultural activities [Walling and Fang, 2003]. Because suspended-
sediment transport is a function of climatic, geomorphic, and ecological processes, 
climate change could result in feedback responses that affect suspended-sediment 
transport in complex ways. For example, climate change is expected to increase the 
frequency and severity of mass-wasting events, because of more intense precipitation and 
rain-on-snow events in mountainous watersheds [Crozier, 2010]. In fluvial systems, such 
mass-wasting events could include undercutting and failure of river banks during extreme 
floods. This increased occurrence of mass wasting could result in additional sediment 
supply and increased sediment transport. Another example of a synergistic response is 
that of wildfire. Drier conditions associated with climate change are likely to increase the 
frequency and severity of wildfires, which can result in increased sediment yield from 
burned areas [DiBiase and Lamb, 2013]. Further research is needed to illuminate how 
climate change may affect disturbance frequency and severity, sediment supply, and 
sediment transport. 
3.5. Conclusion 
Here, I have used the SWAT basin-scale hydrologic model, driven by downscaled 
climate projections, to simulate impacts of future climate change on streamflow and 
suspended-sediment load for three snowmelt-dominated rivers in the interior Pacific 
Northwest. The overall projected impacts include changes in the annual cycle of river 
discharge, an increase in the magnitude of the largest floods, and variable changes in 
suspended-sediment load resulting from differences both in energy available for transport 
and sediment availability in the winter and spring. These hydrological changes could 
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have significant impacts on processes governing hazards, water supply, water quality, 
fluvial geomorphology, and species habitat, all of which are relevant to managing rivers 
for societal and ecological values. 
 In Chapter III, I used the SWAT hydrologic model to simulate impacts of 
projected climate change on both basin-scale discharge and suspended-sediment load for 
all three of my study rivers. This chapter corresponds to the hydrologic system level of 
my modeling hierarchy. These projections of climate-driven hydrological changes are 
needed as input to the geomorphic models that I will apply next. In Chapter IV, I will use 
the hydrological change scenarios from Chapter III, along with field-derived topographic 
and sediment grain-size distribution data, to simulate changes in stream power and shear 
using HEC-RAS, changes in reach-averaged bedload transport using BAGS, and changes 
in the spatial patterns of erosion and deposition – which may affect channel geometry and 










A HIERARCHICAL MODELING APPROACH TO SIMULATING THE 
GEOMORPHIC RESPONSE OF RIVER SYSTEMS TO CLIMATE CHANGE 
4.1.Introduction 
Anthropogenic climate change is expected to affect the hydrology of river 
systems [Matalas, 1997; Kundzewicz et al., 2007]. Snowmelt-dominated rivers are likely 
to be especially sensitive to climate change impacts, with increased seasonality of 
discharge resulting from higher winter temperatures, including increased winter 
discharge, a decrease in the spring snowmelt peak and its shift to earlier in the season, 
and decreased summer discharge [Christensen et al., 2004; Vanrheenen et al., 2004; 
Graham et al., 2007; Elsner et al., 2010; Lespinas et al., 2010; Vicuña et al., 2011; Ficklin 
et al., 2013; Praskievicz, 2014]. Research on the impacts of climate change on water 
resources has generally followed a progression, from examining historical data for 
hydrological trends, to modeling potential future impacts of climate on hydrology, to 
investigating how these projected hydrological changes may affect other aspects of river 
systems, such as ecosystems, economics, and water resource management [Vicuña and 
Dracup, 2007]. Sediment-transport dynamics and river morphology are important 
components of river systems, because of their impacts on water quality, hazards, species 
habitat, and aesthetics. The role of past climatic forcings on modern landscapes has been 
investigated for various regions and time periods [Tebbens et al., 1998; Carignano, 1999; 
Blum and Törnqvist, 2000; Grove, 2001; Lewis et al., 2001; Maas and Macklin, 2002; 
Candy et al., 2004; Wallinga et al., 2004; Thomas et al., 2007; Persico and Meyer, 2009; 
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van Balen et al., 2010; Olszak, 2011; Layzell et al., 2012; Hall and Peterson, 2013]. 
Landscape evolution models have been widely used to quantify the role of climatic and 
other forcings on landform development over geological timescales [Istanbulluoglu, 
2009; Tucker and Hancock, 2010]. There is little existing research, however, on how 
future climate change is likely to affect sediment transport and river morphology at the 
reach scale, because of the difficulty in bridging the scales between global climate change 
and highly local geomorphic processes, as well in detecting a signal from relatively near-
term climate change on slow-responding geomorphic variables. Moreover, the 
geomorphic response of rivers to climatic forcings may be mediated or amplified by 
characteristics of the river system, such as geology and land use [Phillips, 2010; Li et al., 
2011]. This lack of research on the geomorphic implications of well-studied hydrological 
changes is a major gap in understanding how climate change will affect river systems. 
Because rivers adjust their morphology to their discharge and sediment regime, 
changes in hydrology or sediment transport associated with climate change may be 
expected to cause geomorphic change. A much-debated but widely-recognized theory in 
fluvial geomorphology is that rivers develop channels that are of a sufficient size to 
convey the water and sediment that the river transports at bankfull stage, with discharge 
typically equivalent to the one- to two-year recurrence-interval flood [Wolman and 
Miller, 1960]. Any change in this typical discharge or sediment load will cause 
disequilibrium in the system, and the river will adjust to the new regime through 
aggradation or degradation [Lane, 1955; Schumm, 1969]. This process of adjustment is 
likely to be nonlinear, however, because sediment fluxes and morphological adjustment 
are highly sensitive to thresholds of critical discharge [Meyer-Peter and Müller, 1948]. 
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While the qualitative patterns of river response to change have been explored 
[Dust and Wohl, 2012], a number of geomorphic variables can also be quantified to 
provide a more robust assessment of the response of river systems to changes in 
discharge or sediment regime. The three main categories of quantitative assessment that 
will be discussed here are shear stress as described by energy-conservation hydraulic 
models, bedload transport formulas, and cellular-automata models. Taken together, these 
approaches can help determine how hydrological changes affect the amount of energy 
available to erode and transport sediment, the amount of sediment that is transported as 
bedload given the available supply, and the spatial distribution of erosion and deposition 
within a river reach and consequent changes in channel geometry and planform. 
Energy-based approaches such as stream power and boundary shear stress are 
useful for determining whether a hydrological change will result in more or less energy 
being available for sediment transport. Stream power is a basic measure of a river’s 
capacity to do geomorphic work and is calculated as [Bagnold, 1966]: 
(1) ω = ρgQS 
where ω is stream power (W/m2), ρ is the density of water (g/m3), g is acceleration due to 
gravity (N), Q is discharge (m
3
/s), and S is slope (m/m). Since slope is a relatively 
slowly-changing response variable, it can be assumed to remain fairly constant over the 
decadal timescales of interest here, so changes in stream power associated with 
anthropogenic climate change are likely to linearly scale with discharge. 
The boundary shear stress, or the force the river applies to bed sediments, can be 
calculated as [Leopold et al., 1964]: 
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(2) τ0 = ρghS 
where τ0 is the average boundary shear stress, h is average depth, and S is the water-
surface slope. Differing levels of discharge interact differently with bedforms and could 
greatly affect water-surface slope. River discharge also determines the depth, but the 
relationship is nonlinear and depends on the local rating curve for a particular river. 
Boundary shear stress can therefore be expected to increase with increased discharge, but 
the rate of increase will depend on local channel geometry. 
Approaches based on shear stress and stream power are useful for determining 
whether a given change in discharge affects the river’s capacity to do geomorphic work. 
In order to determine how much geomorphic work is actually accomplished, however, 
these energy calculations must be combined with data on characteristics of the sediment 
supply. A large variety of sediment transport formulas have been developed, mainly 
based on empirical observations from field and flume experiments [e.g., Meyer-Peter and 
Müller, 1948; Parker, 1990; Wilcock and Crowe, 2003]. Two that will be discussed here 
were developed for bedload transport in gravel-bed streams and are based on surface 
sediment grain-size distributions, rather than grain-size distributions for the substrate 
beneath the armor layer, as implemented in the United States Forest Service Stream 
Systems Technology Center’s Bedload Assessment in Gravel-bedded Streams (BAGS) 
software.  






 = {11.9(1-0.853/φ)4.5                            }                                               φ50>1.59 
          {0.00218 exp[14.2(φ-1)-9.28(φ-1)2]}                                        1.0<φ50<1.59                                                 
          {0.00218φ14.2                                    }                                                 φ50<1.0 
where Wi
*
 is a dimensionless transport parameter for grain size i and φ is a parameter 
calculated from an nested set of equations, namely a hiding function that accounts for 
size-dependent differences in the mobility of grains, a sorting function that accounts for 
changes in the mean grain size with increased shear stress and transport, and a function 
that calculates the transport stage in terms of the Shields stress (for details, see Parker 
[1990]).  Like other sediment-transport formulas, this formula relates the shear stress 
generated by a given discharge to the critical stress needed to mobilize sediment grains of 
a given size. The dimensionless transport parameter Wi
*
 is a ratio that determines the 
proportion of each grain size class that is mobilized, based on the relation of available 
stress to critical stress, and therefore determines the overall transport rate by summing 
across the size classes. 
The second surface-based gravel-bed sediment transport formula discussed here is 
that of Wilcock and Crowe [2003]: 
(4) Wi
*= {0.002φ7.5               }                                                                              φ<1.35      
         {14(1-0.894/φ0.5)4.5}                                                                              φ>1.35                                                                         
Similar to the Parker [1990] formula, the Wilcock and Crowe [2003] formula includes 
functions for hiding effects and the Shields stress, but it also includes a function that 
accounts for the effect of sand on gravel transport.  
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These sediment-transport formulas calculate the amount of sediment that is 
transported as bedload through a river reach, given the discharge regime, channel 
geometry, slope, and surface sediment grain-size distribution. In order to find out whether 
changes in discharge and sediment regime may cause changes in river morphology, 
patterns of erosion and deposition within the reach must be spatially explicit. There are a 
number of modeling approaches to accomplish this, but the focus here is on the Cellular 
Automaton Evolutionary Slope and River (CAESAR) model. CAESAR uses inputs of 
river discharge and a surface grain-size distribution to erode and transport sediment using 
the Wilcock and Crowe [2003] formula on a cell-by-cell basis for a digital elevation 
model (DEM) of the river reach [Coulthard et al., 2002]. Through this spatially explicit 
geomorphic modeling, changes in discharge and sediment regime can be related to 
potential patterns of change in channel geometry, such as widening, narrowing, 
deepening, or filling; and to changes in river planform, such as sinuosity, meander 
amplitude, or avulsions.  
Here, I develop and apply a hierarchical modeling approach to investigate 
potential climate change impacts on the geomorphology of three snowmelt-dominated 
rivers in the interior Pacific Northwest. First, I created downscaled climate change 
scenarios for my study rivers using an approach based on local topographic lapse rates 
[Praskievicz and Bartlein, 2014]. Then, I used a basin-scale hydrologic model, driven by 
the downscaled climate-change scenarios, to simulate changes in river discharge and 
suspended-sediment loads [Praskievicz, 2014a]. These simulated changes in discharge 
and suspended-sediment transport are used in a hierarchy of three reach-scale 
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geomorphic models to investigate their impacts on the capacity to do geomorphic work, 
the rate of bedload transport, and channel morphology.  
4.2. Methods 
4.2.1. Study Area 
I selected three study rivers to develop and apply the hierarchical modeling 
framework: the Tucannon River in southeastern Washington and the South Fork Coeur 
d’Alene and Red rivers in Idaho (Figure 3.1). All three are snowmelt-dominated rivers 
located in the mountains of the interior Pacific Northwest. I chose these rivers because 
they all have gaging station records of discharge and suspended-sediment load, and all 
three are undammed and gravel-bedded alluvial rivers with active bars, which means they 
have the potential to respond geomorphically to climate-driven changes in the 
hydrological regime on decadal timescales.  
On each river, I selected one study reach (length 300-500 m) located in the 
immediate vicinity of the gaging station, because proximity to the gaging station ensures 
that inputs of water and sediment to the reach are consistent between the hydrologic and 
geomorphic models, and also because such a reach is likely to be fairly representative of 
the river system. The Tucannon River reach, located just above the river’s mouth on the 
Snake River, is multiple-threaded, with numerous gravel bars and secondary channels. 
The single-thread South Fork Coeur d’Alene reach, located higher up in its watershed, is 
the highest-energy of the three reaches, with the steepest slope and coarsest substrate.  
Finally, the Red River reach is a single-threaded meandering channel with fine-grained 
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cohesive banks, located on a broad floodplain in a mountain meadow. Images and 
characteristics of the study reaches can be seen in Figure 4.1 and Table 4.1. 
 
Figure 4.1. Photos of (a) Tucannon River reach; (b) South Fork Coeur d’Alene River 
reach; (c) Red River reach; aerial images of (d) Tucannon River reach; (e) South Fork 
Coeur d’Alene River reach; (f) Red River reach. Photo credits for d-f: 
http://www.arcgis.com/features/ 
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4.2.2. Field Data Collection 
I conducted fieldwork on all three river reaches to obtain basic topographic and 
sediment data for use in geomorphic modeling. I used a Topcon Real-Time Kinematic 
Global Positioning System (RTK-GPS) to survey elevations on a series of river cross-
sections and banktops, with a maximum point spacing of 2 m both along and between the 
cross-sections. On the Tucannon and South Fork Coeur d’Alene rivers, the survey was 
restricted to the bankfull width. On the Red River, which has a more extensive 
floodplain, the cross-sections were expanded to approximately 100 m out from each 
bank. Surveying the outer floodplain was not feasible for the Tucannon and South Fork 
Coeur d’Alene rivers, because of dense vegetation that impeded GPS signals in the 
former and a steep bedrock outcrop along the right bank of the latter. I later used the 
survey points to create triangular irregular networks (TINs) of each reach, which I then 
manually edited for quality control and converted to 2-meter digital elevation models 
(DEMs) using natural-neighbor interpolation (Figure 4.2). In the field, I also did a 
Wolman [1954] pebble count, measuring the b-axis diameter of at least 300 bed and bar 
grain samples from each reach using a gravelometer. I used these samples to generate a 
sediment grain-size distribution for each reach (Figure 4.2). 
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Figure 4.2. Tucannon River (a) DEM; (b) count-based sediment grain-size distribution; 
South Fork Coeur d’Alene River (c) DEM; (d) count-based sediment grain-size 
distribution; Red River (e) DEM; (f) count-based sediment grain-size distribution. 
 
4.2.3. Climate and Hydrological Change Scenarios 
The experimental design for this project uses a hierarchical series of linked 
models across a broad range of spatial scales to simulate impacts of climate change on 
basin hydrology and reach-scale river morphology. At the broadest scale, the project is 
driven by downscaled climate-model output for a 30-year baseline period and a 30-year 
82 
future climate change period. I used a watershed hydrology model to simulate river 
discharge and suspended-sediment transport at the basin scale for the two climate 
periods. I then used three reach-scale geomorphic models to simulate bedload transport 
and river morphology using discharge and suspended-sediment load simulated by the 
hydrologic model for the two climate periods. Each geomorphic model was run for 
baseline conditions and then again for future conditions, with the difference in output 
illustrating the impact of climate change on sediment transport and channel geometry. 
To simulate the potential geomorphic response of the study rivers to climate 
change, I needed to develop climate change scenarios with high spatial and temporal 
resolution for the study area and to use these scenarios to generate hydrological 
timeseries for the study reaches. For the baseline period of 1968-1998 and the future 
period of 2038-2068 under the Intergovermental Panel on Climate Change (IPCC) A2 
emission scenario, I used output from ten realizations of regional-climate-model (RCM) 
output from the North American Regional Climate Change Assessment Program 
(NARCCAP) [Mearns et al., 2007], elevationally adjusted using local topographic lapse 
rates, to generate high-resolution (800-m) daily climate change scenarios for the 
northwestern United States. Details on the climate-change-scenario downscaling 
procedure can be found in Praskievicz and Bartlein [2014]. I also used the statistics of the 
ten downscaled baseline and future datasets to create an ensemble-average daily 
timeseries using a stochastic weather generator, which was necessary because daily 
outputs from different climate models cannot be averaged without smoothing out 
variability. I then used three of these climate change scenarios (the “cool” scenario with 
the least average annual temperature increase, ECP2-GFDL; the “hot” scenario with the 
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greatest average annual temperature increase, CRCM-CGCM for the Tucannon River and 
CRCM-CCSM for the other two rivers; and the “dry” scenario with the greatest decrease 
in annual precipitation, HRM-GFDL), plus the ensemble average, to simulate basin-scale 
discharge and suspended-sediment load in the baseline and future climate change periods 
for the three rivers with a watershed hydrology model [Praskievicz, 2014]. The result was 
eight 30-year daily timeseries of discharge and suspended-sediment load for each river, 
four each for the baseline and future periods, consisting of output from three individual 
climate-model simulations and from the weather-generator-produced ensemble average.  
Although the original climatic and hydrologic change scenarios were for the 
entire 30-year NARCCAP future period, for geomorphic modeling I sampled a subset of 
5 years of simulated daily discharge and suspended-sediment load from both the baseline 
and future periods for each of the three NARCCAP model-output sets and the ensemble-
average simulations for each river. The samplers were designed so that the peak flow of 
each truncated 5-year timeseries was the 10-year flood. This was done in order to reduce 
the runtime of the geomorphic modeling, especially when running the computationally 
intensive CAESAR model. The original 30-year timeseries were fit to a Weibull 
distribution so that flood recurrence intervals could be calculated. Climate-change 
impacts on river morphology were assessed by comparing pairs (baseline versus future) 
of geomorphic-model simulations.  
Figure 4.3 shows the characteristics of the climate and hydrologic change 
scenarios used in this study. The climate change scenarios included increases in both 
maximum and minimum temperature, with average annual temperature increases ranging 
from 1.5°C in the coolest scenario to 4.1°C in the warmest, and seasonally variable 
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changes in precipitation, with annual precipitation decreasing from 18.1% to 19.0% 
across the scenarios. The hydrologic changes, averaged over the entire 30-year 
timeseries, are characterized by an amplified annual cycle of discharge, with increases in 
winter discharge for the ensemble scenario ranging from 4.1% to 34.4% for the three 
rivers, and decreases in summer discharge ranging from 5.2% to 47.2%.  
 
Figure 4.3. Changes in total precipitation over five-year simulation period for three 
NARCCAP GCM-RCM future climate change scenarios relative to baseline (snow 
estimated as precipitation occurring on days when temperature is below freezing; 
ensemble average not shown because it is based on monthly values) for (a) Tucannon 
River Basin; (b) South Fork Coeur d’Alene River Basin; (c) Red River Basin; changes in 
SWAT-simulated discharge of varying recurrence intervals over-five-year simulation 
period for three NARCCAP GCM-RCM climate change scenarios and ensemble average 




For the Tucannon River, the five-year subset timeseries used for geomorphic 
modeling include generally increased discharge for small to moderate floods (recurrence 
interval of 2-20 years, ensemble baseline magnitude of 0.5 m
3
/s to 10.1 m
3
/s, ensemble 
future magnitude of 0.8 m
3
/s to 12.1 m
3
/s) and consistent decreases for larger floods (50-
100 year, ensemble baseline magnitude of 14.2 m
3
/s to 26.1 m
3
/s, ensemble future 
magnitude of 16.2 m
3
/s to 23.9 m
3
/s) across the climate change scenarios. For the South 
Fork Coeur d’Alene River, nearly all climate change scenarios produce decreased flows 
of all recurrence intervals (ensemble baseline magnitude ranging from 4.9 m
3
/s to 37.7 
m
3
/s, future ensemble magnitude ranging from 5.7 m
3
/s to 35.9 m
3
/s). For the Red River, 
the ensemble-average and “hot” CRCM-CCSM scenarios produce increased discharge 
for all recurrence intervals (ensemble baseline magnitude ranging from 0.7 m
3
/s to 9.6 
m
3
/s, ensemble future magnitude ranging from 0.8 m
3
/s to 10.6 m
3/s), while the “cool” 
ECP2-GFDL and “dry” HRM-GFDL scenarios produce decreased discharge for all 
recurrence intervals. The ensemble-average results are not necessarily intermediary 
among the other three scenarios, because the ensemble was created from a total of ten 
climate models. The three rivers respond differently to the same climate change 
scenarios. The most consistent change is a decrease in floods of most recurrence intervals 
for the “dry” HRM-GFDL scenario on all three rivers.  
4.2.4. Geomorphic Modeling 
My general approach to simulating the geomorphic response of the study rivers to 
the climate-driven hydrological changes was to apply a hierarchy of geomorphic models 
(Figure 4.4). First, I simulated changes in reach-averaged stream power and shear 
resulting from changes in discharge, using the United States Army Corps of Engineers 
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Hydrologic Engineering Center River Analysis System (HEC-RAS). Second, changes in 
the force applied to the bed by discharge, in combination with the known sediment grain-
size distribution of the bed, would cause changes in reach-averaged bedload transport, 
which I estimated using the Parker [1990] and Wilcock and Crowe [2003] sediment 
transport formulas from BAGS. Finally, I used the CAESAR model to explore potential 
spatial patterns of erosion and deposition that could lead to changes in channel geometry 
and planform. Because observed data on bedload transport were unavailable for my study 
rivers, I also compared the bedload transport rates simulated by BAGS and CAESAR in 
order to independently test the models. 
 
Figure 4.4. Conceptual diagram of hierarchical geomorphic modeling process. 
 
4.2.4.1. HEC-RAS Stream Power and Shear 
HEC-RAS is a one-dimensional hydraulic model that simulates a river reach as a 
series of cross-sections [USACE, 2010]. I imported my field-measured cross-sections 
into HEC-RAS and used the steady flow analysis to input flows of varying recurrence 
intervals (2-year, 10-year, 20-year, 50-year, and 100-year), derived from a Weibull 
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distribution fit to the SWAT-simulated baseline and future ensemble-average timeseries 
on each river. Because changes in stream power and shear are directly dependent on 
changes in discharge, I did the HEC-RAS analysis for the ensemble-average timeseries 
only. The steady flow analysis yields estimates of stream power and shear for each cross-
section under each flow level. I averaged the cross-sectional estimates for each reach and 
examined changes in these energy variables in the future relative to baseline climate 
periods. 
4.2.4.2. BAGS Bedload Transport 
BAGS is a program that automates the calculation of several bedload transport 
formulas for gravel-bedded streams using data on reach bankfull width, slope, sediment 
grain-size distribution, and a discharge record [Pitlick et al., 2009]. The two formulas I 
used are the Parker [1990] and Wilcock and Crowe [2003] formulas, because they are 
based on surface-sediment grain-size distributions, which is what I measured in the field. 
I calculated the average bankfull width and slope from my survey points and input the 
field-measured sediment grain-size distributions and the SWAT-simulated 5-year daily 
discharge records (sampled from the longer 30-year timeseries) for the baseline and 
future periods for the three climate models and the ensemble average. I then compared 
the resulting reach-averaged bedload transport calculated for the baseline and future 
periods using the Parker [1990] and Wilcock and Crowe [2003] formulas. 
4.2.4.3. CAESAR Erosion and Deposition 
CAESAR is a cellular-automaton landscape-evolution model that routes discharge 
and sediment of different size classes through a high-resolution DEM of a study reach 
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and calculates sediment transport among cells [Coulthard et al., 2002; Van De Wiel et al., 
2007]. I used as input to CAESAR the DEMs and sediment grain-size distributions 
created from field measurements and the SWAT-simulated 5-year daily ensemble 
baseline and future discharge and suspended sediment data.  In order to speed up model 
computations, I subset the timeseries by removing days with flows at the 10% flow 
exceedance level or below, assuming that little geomorphic work would be accomplished 
at these low flows [Nash, 1994]. I modified the timeseries further for use in CAESAR by 
matching the recurrence interval of highest flows in each year in the baseline and future 
time periods. That is, if the highest flow in the baseline period occurred in the first year 
and had a recurrence interval of 10 years, I would input the 10-year flood of the future 
period in the first year of the future period. This modification ensured that the 5-year 
periods sampled were representative of the complete 30-year timeseries and that the 
baseline and future periods were comparable to one another in terms of the relative 
magnitude and timing of peak events. After modification, the highest flow of the baseline 
and future timeseries for all three rivers had a recurrence interval of 10 years, and it 
occurred in the second year of the timeseries.  
Finally, because observed bedload transport data were unavailable, I initialized 
the model by first running it through the entire timeseries using only the discharge and 
suspended-sediment fraction simulated by SWAT. I then took the resulting bedload 
transport in each grain-size class for each timestep and used it as input for the next run of 
CAESAR. This step was to ensure that the bedload transport simulated by CAESAR was 
consistent with both the discharge and existing sediment grain-size distribution. I 
analyzed changes in reach-averaged sediment transport for the future relative to baseline 
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period from this final pair of model runs and compared it to the transport simulated by 
BAGS. I also created DEMs of difference (DODs) by subtracting the end-of-run DEM 
from the baseline period from that of the future period, in order to examine the spatial 
patterns of simulated erosion and deposition within the reach and therefore to 
qualitatively assess whether the climate-driven hydrological changes would be likely to 
lead to changes in channel geometry and planform. 
4.3. Results 
4.3.1. HEC-RAS Stream Power and Shear 
Reach-averaged stream power and shear simulated by HEC-RAS for the future 
ensemble-average climate relative to the baseline climate are directly proportional to 
differences in discharge. This result is expected for these energy variables, because they 
are scaled with discharge in the case of stream power and depth in the case of shear. I 
calculated changes only for the ensemble-average baseline and future climates (Table 
4.2). On the Tucannon River, stream power and shear increase for small and medium 
floods in the future scenario, with maximum increases in shear of 75.2% for the 2-year 
recurrence interval flood and an increase in stream power of 79.2% for the 10-year flood. 
For the 100-year flood, there is a decrease of 8.5% in shear and 12.9% in stream power. 
On the South Fork Coeur d’Alene River, simulated stream power and shear increase for 
only the smaller floods, with an increase in shear of 11.3% and in stream power of 18.5% 
for the 2-year flood. For larger floods, the stream power and shear decrease, for example 
by 7.3% for shear and 11.0% for stream power for the 50-year flood. Finally, on the Red 
River, there is an increase in simulated stream power and shear for floods of all 
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recurrence intervals in the future ensemble period, with the largest increases (3.1% for 
shear and 3.6% for stream power) occurring during the 20-year flood. The overall pattern 
for the three rivers is an increase in the capacity to do geomorphic work in the ensemble 
future scenario, except for the larger floods on the Tucannon and South Fork Coeur 
d’Alene rivers, which decrease in magnitude under the ensemble future scenario because 
of reduced precipitation and snowmelt and therefore lower stream power and shear. The 
smaller floods on all three rivers increase because of higher temperatures causing more 
winter precipitation to occur as rain rather than snow, therefore immediately generating 
runoff rather than being stored in the snowpack. 




Change in shear 
stress (%) 







2 75.2 76.0 
10 73.9 79.2 
20 21.9 35.2 
50 15.6 25.0 
100 -8.5 -12.9 






2 11.3 18.5 
10 1.4 1.9 
20 -3.6 -5.4 
50 -7.3 -11.0 






2 3.0 3.4 
10 1.2 0.8 
20 3.1 3.6 
50 1.1 1.2 
100 1.4 1.7 
 
The climate changes explain the differences among rivers (Figure 4.3). The 
Tucannon, the river with the greatest increases in discharge and consequently in stream 
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power and shear for small-to-moderate recurrence intervals, experiences the smallest 
decrease in average annual precipitation (-2.8%), accompanied by a decrease in the 
proportion of precipitation that falls as snow rather than rain (-34.1%). This translates to 
large increases in the discharge of 2- and 10-year events, modest increases for 20- and 
50-year events, and small decreases for 100-year events. The South Fork Coeur d’Alene 
River, which experiences the greatest decreases in discharge, has the greatest decrease in 
average annual precipitation (-6.9%), as well as the greatest decrease in the snow-to-rain 
ratio (-40.2%). This translates to small increases in the discharge of 2- and 10-year 
events, and small decreases in the discharge of larger events. On the Red River, which 
experiences moderate increases in discharge, there is a large precipitation decrease (-
6.5%), but a smaller decrease in the snow-to-rain ratio (-4.9%). The simulated changes in 
discharge appear to follow an elevational gradient, in which the lower-elevation 
Tucannon River experiences modest increases in discharge, because there is less 
precipitation than for the other two basins (for both the baseline and future conditions) 
but more of it arrives as rain; the higher-elevation South Fork Coeur d’Alene experiences 
decreased discharge, because there is a more substantial reduction of precipitation 
(between baseline and future conditions); while the highest-elevation Red River 
experiences the least amount of change, because the current snowpack hydrology is 
mostly maintained. In general, discharge increases more for the Tucannon than for the 
other two rivers, because although precipitation decreases for all three rivers, winter 
precipitation actually increases, which on the lower-elevation Tucannon River means 
more winter rainfall.  
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4.3.2. BAGS Bedload Transport 
Sediment-transport formulas estimate fluxes of sediment by comparing the shear 
stress generated by discharge to the critical shear stress needed for transport of grains of a 
given size. A similar value to the critical shear stress is the reference shear stress, the 
amount of shear stress needed to achieve a small but measurable amount of sediment 
transport; in BAGS, this is defined as a dimensionless transport parameter of 0.002 
[Wilcock et al., 2009]. BAGS uses this reference shear stress, which is slightly larger 
than the critical shear stress, because in practice it is difficult to determine whether or not 
transport is actually occurring, since bedload movement is a stochastic process. The 
critical discharge needed to attain this reference shear stress can be compared to a 
discharge timeseries in order to determine how often significant bedload transport occurs 
on a particular river. In other words, the number of days on which discharge exceeds the 
critical threshold can be considered the duration of bedload mobilization. Figure 4.5a-c 
shows the changes in the number of days the critical discharge needed to mobilize the 
D50 and D90 grains is met or exceeded, as simulated by the Parker [1990] sediment 
transport formula in BAGS, for the future climate change scenarios and the ensemble 
average, relative to baseline.  
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Figure 4.5. Changes in the duration of simulated D50 and D90 critical discharge for three 
NARCCAP future climate change scenarios and ensemble average relative to baseline, 
for (a) Tucannon River; (b) South Fork Coeur d’Alene River; (c) Red River; relative 
changes in bedload transport simulated by the Parker [1990] and Wilcock and Crowe 
[2003] formulas for three NARCCAP future climate change scenarios and ensemble 
average relative to baseline, for (d) Tucannon River; (e) South Fork Coeur d’Alene River; 
(f) Red River. 
 
On the Tucannon River, in the ensemble baseline scenario, the critical discharge 
needed to mobilize the D50 grains (1.6 m
3
/s), as calculated from the Parker [1990] 
sediment transport formula, has a recurrence interval of 3.3 years and the D90 critical 
discharge (1.9 m
3
/s) has a recurrence interval of 4.0 years (Figure 4.5a). These recurrence 
intervals are comparable to thresholds of bedload transport initiation on other gravel-bed 
rivers [Emmett and Wolman 2001]. In the ensemble future scenario, the recurrence 
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interval of this critical discharge decreases to 2.5 years for D50 and 2.9 years for D90. In 
other words, in the ensemble future scenario, the bed sediments of the Tucannon River 
are expected to be mobilized more often than in the baseline scenario. Bed mobilization 
is also expected to increase in the “hot” CRCM-CGCM future scenario. In the “cool” 
ECP2-GFDL future scenario, simulated bed mobility decreases, because of the projected 
decrease in larger floods on the Tucannon River (Figure 4.3). In the “dry” HRM-GFDL 
scenario, simulated bed mobility also decreases because of decreased discharge for most 
recurrence intervals. 
On the South Fork Coeur d’Alene River, the critical discharge needed to mobilize 
the D50 grains (1.9 m
3
/s) has a recurrence interval of 1.1 years and the D90 critical 
discharge (2.8 m
3
/s) has a recurrence interval of 1.3 years. The duration of these critical 
flows is projected to decrease under all future climate change scenarios, so the bed 
mobility of the South Fork Coeur d’Alene River is expected to decrease (Figure 4.5b). 
This result can be explained by the projected discharge decrease for most recurrence 
intervals in all the climate change scenarios (Figure 4.3). 
On the Red River, in the ensemble baseline scenario, the critical discharge for 
D50 grains (1.9 m
3
/s) has a recurrence interval of 5.0 years and the critical discharge for 
D90 grains (2.6 m
3
/s) has a recurrence interval of 6.7 years. In the future ensemble 
scenario, the duration of critical discharge is projected to decrease for D50 and increase 
for D90 grains (Figure 4.5c). The discharge magnitude-frequency curves for this scenario 
indicates increased discharge for most recurrence intervals (Figure 4.3). In contrast, the 
remaining scenarios show decreases in D50 and D90 critical discharge duration, with 
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decreased bed mobility. This result is also consistent with the projected hydrological 
changes, with these scenarios including decreases in effective discharge. 
After the changes in critical flows needed to mobilize bed sediment are 
calculated, the sediment transport formulas in BAGS can be used to estimate changes in 
reach-averaged total bedload transport resulting from climate change. Figure 4.5d-f 
shows the simulated future changes in total transport relative to baseline for the three 
climate change scenarios and ensemble average, calculated using the Parker [1990] and 
Wilcock and Crowe [2003] sediment transport formulas in BAGS. For the Tucannon 
River, sediment transport increases for the ensemble average and “hot” CRCM-CGCM 
scenario. This change is consistent with the climate change scenarios, in which total 
precipitation over the study period decreases most substantially for the HRM-GFDL 
scenario, but temperatures increase most for the CRCM-CGCM scenario, which provides 
more winter precipitation as rainfall. Similarly, on the South Fork Coeur d’Alene and 
Red rivers, all scenarios produce decreased sediment transport because precipitation 
decreases in the future period for all scenarios. The simulated changes in sediment 
transport are also consistent with the results of the critical discharge analysis (Figure 
4.5a-c). On the Tucannon River, simulated bedload transport increases for the ensemble 
average and “hot” CRCM-CGCM scenarios, the scenarios in which the duration of 
critical discharge increases, but decreases for the remaining scenarios in which critical 
discharge duration decreases. Similarly, on the South Fork Coeur d’Alene River, 
simulated future bedload transport decreases under all scenarios, consistent with 
decreased duration of critical discharge and decreased bed mobility for all scenarios. This 
consistency indicates that, as expected, changes in the duration of the critical discharge 
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needed to mobilize bed sediments are the primary drivers of changes in reach-averaged 
sediment transport. 
4.3.3. CAESAR Erosion and Deposition 
I simulated the spatial patterns of erosion and deposition using CAESAR. First, 
since no bedload transport data were available for model calibration and validation, I 
compared the average bedload transport for each grain-size class simulated by CAESAR 
to that simulated by BAGS for the 5-year baseline ensemble average using the Wilcock 
and Crowe [2003] formula (Figure 4.6). Because sediment transport formulas are highly 
sensitive to slope, I used slope values derived from the DEM in CAESAR modeling to 
calculate the bedload transport in BAGS, so that the bedload transport would be 
consistent between the two models. Because CAESAR’s sediment transport data are 
output as volumes and BAGS as load (mass per time), I converted the volumetric 
transport from CAESAR to mass using an estimated sediment bulk density of 2.1 metric 
tons per cubic meter [Wallick et al., 2012]. Given the uncertainty introduced by these 
parameters and the differences in how the two models represent channel geometry 
(BAGS with average reach width and slope, CAESAR with a DEM), the agreement 
between the different bedload rating curves is acceptable. 
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Figure 4.6. Observed sediment grain-size distribution and simulated average bedload 
transport by grain-size class from CAESAR and BAGS, using the Wilcock and Crowe 
[2003] sediment transport formula, for the 5-year baseline ensemble average, for the (a) 
Tucannon River; (b) South Fork Coeur d’Alene River; (c) Red River. 
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The spatial patterns of erosion and deposition after a five-year run of the 
ensemble-average baseline and future scenarios can be seen in Figure 4.7. The overall 
pattern for the Tucannon River is a shift in its main channel, with increased infilling of 
the thalweg in the future scenario. For the South Fork Coeur d’Alene River, the most 
striking change scouring of an existing pool at the upstream end of the reach. Finally, the 
simulated changes on the Red River are relatively small in magnitude and lack a coherent 
spatial pattern. Although this exploratory model run is too short to produce definitive 
conclusions about future spatial patterns of erosion and deposition within these river 
reaches, the results suggest that the morphology of the Tucannon and Red rivers is 
sensitive to changes in discharge and sediment transport and that there is potential for 
channel change associated with climate change. Another possibility is that the reaches are 
in a transient state and are still adjusting to past changes. In order to definitively link 
these simulated geomorphic changes to climate change, it would be necessary to examine 
their current trajectories under current climatic conditions for a longer time period.  
These preliminary results indicate that changes could include net deposition on 
the Tucannon River, with the growth of an existing mid-channel bar resulting from 
increased input of sediment from upstream, and net erosion on the South Fork Coeur 
d’Alene River, which manifests as pool scour, because of increased bankfull flows under 
the ensemble-average climate change scenario. While these two higher-energy rivers 
show substantial changes in their morphology under the climate change scenario, the 
changes on the Red River are fairly minimal, probably because of its relatively low slope 
and steep, cohesive banks that limit lateral movement. This difference suggests that the 
geomorphic response of river systems to climate change may depend not only on the  
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Figure 4.7. Results from 5-year ensemble-average CAESAR simulation, for (a) 
Tucannon River baseline period; (b) Tucannon River future period; (c) Tucannon River 
DOD for future relative to baseline period; (d) South Fork Coeur d’Alene River baseline 
period; (e) South Fork Coeur d’Alene River future period; (f) South Fork Coeur d’Alene 
DOD for future relative to baseline period; (g) Red River baseline period; (h) Red River 
future period; (i) Red River DOD for future relative to baseline period. 
 
driving climatic and hydrological changes, but also on how reach characteristics affect a 






4.4.1. Climate Change and Sediment Transport 
Here, I found that the response of bedload transport to climate change is highly 
nonlinear and threshold-dominated. Much of the previous research on climate change 
impacts on sediment transport has focused on suspended sediment, most likely because it 
is easier to model at the basin scale and to directly associate with climate than is bedload 
transport. Several studies have simulated climate-driven changes in suspended sediment 
transport at the basin scale and found that, as might be expected, they closely follow 
patterns of changes in discharge, with suspended-sediment transport increasing in 
locations or seasons in which discharge is expected to increase as a result of climate 
change and decreasing when discharge is projected to decrease [Thodsen et al., 2008; 
Zhu et al., 2008; Ward et al., 2009; Praskievicz and Chang, 2011; Shrestha et al., 2013; 
Praskievicz, 2014]. Other research has focused on retrospectively linking changes in past 
sediment transport to changes in climatic regime [Inman and Jenkins, 1999; Dornblaser 
and Striegl, 2009]. Although these studies indicate that climate is an important driving 
factor in sediment transport, other research has found that direct human modification of 
the landscape, such as land-use change, have exerted a stronger control on observed 
changes in suspended sediment transport [Wang et al., 2007; Gao et al., 2013; Ma et al., 
2013].  
There is less research on the impacts of climate change on bedload transport. This 
study suggests that the process of bedload transport may be linked to climate change 
impacts, but there are some caveats.  The first is that, unlike suspended sediment which 
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can be transported even at relatively low discharge, significant mobilization of bed 
sediments occurs only during relatively infrequent large flow events. These events have a 
stochastic distribution for which climate and hydrologic models are limited in their 
prediction ability. In general, basin-scale suspended-sediment transport can be expected 
to correlate directly with discharge as a power function, but the threshold-initiated nature 
of bedload transport means that its response to climate change is likely to be highly 
nonlinear and dependent on changes in critical flows that may vary significantly 
depending on the local morphology.  
Second, climate may have a more direct role in initiating suspended-sediment 
transport relative to bedload transport. In addition to its total amount, characteristics of 
precipitation, such as its intensity, the time between events, and its form (rain or snow) all 
directly impact sediment grains on the land surface through rainsplash erosion and 
overland flow. In contrast, sediment grains on the bed of a river are not directly 
mobilized by precipitation, but by discharge, which is precipitation mediated by 
hydrologic processes such as subsurface flow, hyporheic exchange, and snowmelt. These 
processes mean that there is greater temporal and spatial distance between the occurrence 
of precipitation and the initiation of movement of sediment grains. Moreover, 
temperature may affect the availability of sediment on the land surface more directly than 
sediment on the river bed, because the presence of snow or frozen ground can inhibit the 
mobilization of suspended sediment from the land surface. Basin-scale erosion and 
sediment delivery are important components of sediment transport, in addition to what is 
occurring within the river channels. Sediment supply was not explicitly incorporated into 
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the modeling process here, but the impact of climate change on sediment delivery to 
rivers is worthy of future research. 
In addition to these possible reasons for non-straightforward relationships 
between climate and bedload transport in nature, there are some technical limitations of 
this modeling approach that make it difficult to directly link these processes. For 
example, many of the projected impacts of climate change on basin-scale discharge and 
suspended sediment transport are best described by seasonal changes. Because of the 
irregular frequency of bedload transport, however, it is more difficult to aggregate any 
changes into seasonal patterns. Bedload transport is a function of duration of critical 
discharge, whether that discharge occurs from a winter rainfall event or from spring 
snowmelt. The expected changes in seasonal hydrological variability resulting from 
climate change in snowmelt-dominated river systems do not, therefore, translate directly 
into impacts on bedload transport. These climate-driven hydrological changes would be 
expected to change the duration of critical discharge and thereby affect bedload transport 
and river morphology. Because this study used the total duration rather than seasonality 
of critical discharge, however, further research is needed to investigate how the seasonal 
timing of critical discharge events affects the river’s geomorphic response. It is likely that 
climate-driven changes in the annual hydrograph, such as more frequent rain-on-snow 
floods and reduced spring snowmelt peak flows, would influence the magnitude and 
duration of critical discharge and therefore affect bedload transport and river 
morphology.  
While climate change may not directly affect bedload transport as strongly as 
basin-scale suspended-sediment transport, land-use change is also likely to be less of a 
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driving factor in determining changes in bedload transport, except for activities that take 
place directly adjacent to rivers. A number of other direct human modifications of rivers 
can significantly affect bedload transport rates. An obvious example is the construction of 
dams, which can reduce rates of bedload transport by orders of magnitude. Less directly, 
human activities can increase the risk of mass-wasting events that may contribute large 
pulses of sediment to rivers. Climate change may also contribute to sediment delivery to 
rivers through mass wasting by increasing the frequency of rain-on-snow and other 
intense precipitation events [Miller and Benda, 2000]. 
Although the focus here has been primarily on the energy available to initiate 
bedload transport through climate-driven changes in discharge, bedload transport rates 
are affected by sediment supply as well. Climate change could potentially affect 
processes that affect sediment supply. For example, if climate change results in more 
wildfires because of drier conditions, sediment delivery to the channel would increase 
because of reduced slope stability [Reneau et al., 2007]. Fluvial wood is an important 
control on sediment transport and channel morphology in many river systems [Brooks 
and Brierly, 2002]. Post-fire, there could be an influx of downed wood to a river system, 
followed by a period of reduced wood supply during the revegetation process, both of 
which could affect bedload transport. Further research is needed to determine how 
climate change might affect processes that control sediment supply to a river. 
4.4.2. Climate Change and River Morphology 
Here, simulated river morphology was found to be sensitive to climate change for 
higher-energy rivers with unstable banks, which are able to adjust their channels to 
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altered inputs of discharge and sediment. Changes in precipitation amount resulting from 
climate change were found to be a major control on simulated changes in sediment 
transport and river morphology This dominance of precipitation changes was also found 
by Coulthard et al. [2012], who used CAESAR to simulate impacts of changing 
precipitation under climate change on discharge and sediment yield of a river in the 
United Kingdom and found that projected increased winter rainfall results in an increase 
in basin-average sediment yield, as simulated by running the model in catchment mode. 
Such increases in sediment yield could cause significant changes in the patterns of 
erosion and deposition within the channel and lead to morphological changes. When 
temperature changes are also taken into account, particularly in snowmelt-dominated 
river systems, the seasonality of changes in discharge affects changes in sediment 
transport and river morphology. Boyer et al. [2010] used the HSAMI hydrological model 
to simulate impacts of climate change on the hydrology and fluvial geomorphology of 
tributaries to the St. Lawrence River in Quebec and found that winter sediment transport 
may increase because of higher winter discharge and longer ice-free conditions, spring 
sediment transport may decrease because of lower spring snowmelt discharge, and the 
magnitude of rare large events that cause erosion and channel change may increase 
because of rain-on-snow and other large flood events. The net effect of these seasonal 
changes on river morphology may depend on whether the increase in winter discharge or 
decrease in spring discharge is more substantial, which may in turn be the result of 
absolute changes in precipitation rather than relative changes in its seasonal occurrence as 
rain or snow. 
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Whether net erosion or aggradation occurs in a river reach as a result of climate 
change, such geomorphic changes can potentially affect management of the river system 
for human and ecological uses. Where net erosion occurs, for example, incision can cause 
the river to become disconnected from its floodplain and widening can lead to bank 
instability and failure. Net aggradation, in turn, can have impacts on flooding. Lane et al. 
[2007] used a two-dimensional model to simulate impacts of climate change on sediment 
delivery and flood risk on the UK’s River Wharfe and found that in-channel aggradation 
increases projected flood inundation extent. Similarly, Gomez et al. [2009], using the 
HydroTrend hydrologic model and the TUGS sediment transport model to simulate 
impacts of climate change on discharge and sediment transport on New Zealand’s 
Waipaoa River, found that climate change may result in aggradation that could have 
significant negative consequences for flood control. Another example of potential 
negative consequences of the reduced channel capacity resulting from river aggradation 
was found by Bogen et al. [2012], who analyzed the effects of river aggradation resulting 
from influxes of sediment from receding glaciers on hydropower production in Norway 
and found that reservoir infilling could reduce the hydraulic head and subsequently the 
efficiency of hydropower generation facilities. In general, climate change that forces a 
river system out of equilibrium will cause adjustments that may be out of the range of 
historic conditions to which human and ecological systems have adapted. 
Finally, a major limitation of the hierarchical modeling approach used in this 
study is that uncertainty from one model is propagated to the next. Uncertainty is 
introduced at each stage, from the driving greenhouse gas emissions scenario, the driving 
GCM and RCM simulations, lapse-rate downscaling, hydrologic modeling, to the 
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geomorphic modeling. While I have reduced this uncertainty to the extent possible by 
using ensemble simulations and by validating each model, some amount of uncertainty is 
irreducible when modeling climate-change impacts. The results presented here should 
therefore not be interpreted as a specific prediction of how these particular rivers will 
change in the future. Nevertheless, the results are useful in generating a range of plausible 
responses to a given change in climate and in identifying variables of interest for future 
study. For example, bedload transport is highly sensitive to changes in the duration of the 
critical discharge needed to mobilize bed sediments. Although this sensitivity makes it 
difficult to generalize the geomorphic response of river systems to climate change, 
because the response is dependent on both the grain-size characteristics of a particular 
river reach and on how climate change affects the probability of occurrence of flows 
needed to initiate movement of those grains, critical discharge can be calculated from 
sediment and channel geometry data and examined under a range of possible future 
hydrologic regimes. Although the results from this exploratory study are not transferable 
to other systems, if the dependence on critical discharge is a general relationship, the 
methods employed here may be implemented to study the geomorphic response of other 
rivers to climate change.  
Understanding the geomorphic response of river systems to climate change is 
critical for water-resource management, because many aspects of river systems are 
potentially affected by climate-driven geomorphic changes. For example, increased 
sediment loads can negatively affect water quality, both through increased turbidity from 
suspended sediment and through nutrients and heavy metals that bind to sediment 
particles in agricultural and mining areas [Murdoch et al., 2000]. Climate change can 
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increase the risk of flooding, mass wasting, bank failures, channel avulsions, and other 
geomorphic hazards that threaten lives and property [Evans and Clague, 1994]. Changes 
in sediment grain-size distribution and bedform morphology can affect sensitive aquatic 
species with specific physical habitat requirements, such as salmonids [Neupane and 
Yager, 2013]. Because climate-change adaptation takes place at the local scale, river 
managers need locally-specific projections of the hydrologic and geomorphic impacts of 
climate change in order to maintain the societal and ecological benefits of river systems. 
4.5. Conclusion 
Here I have used discharge and suspended-sediment load simulated by a basin-
scale hydrologic model driven by downscaled climate change scenarios to examine 
potential impacts of climate change on the sediment transport and morphology of three 
snowmelt-dominated alluvial rivers in the interior Pacific Northwest. Changes in the flow 
regime were dependent on changes in both temperature and discharge, with the largest 
increases in discharge for the lower-elevation Tucannon River and mostly decreases in 
discharge for the two higher-elevation rivers. In general, the ensemble climate change 
scenario produces changes in available stream power and shear that are consistent with 
projected changes in discharge, including increases in energy available to do geomorphic 
work except for the largest floods on the Tucannon and South Fork Coeur d’Alene rivers. 
Simulated changes in reach-averaged bedload transport vary among the different climate 
change scenarios with changes in the duration of critical discharge, with generally 
increasing bedload transport on the Tucannon River and decreasing bedload transport on 
the South Fork Coeur d’Alene and Red rivers. These results suggest that the geomorphic 
response to climate change is nonlinear and threshold-dependent, with bedload transport 
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decreasing in some cases because of a shorter duration of critical discharge. In addition to 
changes in the duration of the critical discharge, any changes in the magnitude of peak 
flows are also likely to alter bedload transport. Understanding the role of sediment 
transport and river morphology is an important, yet under-studied, aspect of climate-
change impacts on river systems that should inform river management and adaptation.  
 In Chapter IV, I used a set of three reach-scale geomorphic models – HEC-RAS, 
BAGS, and CAESAR – to simulate potential impacts of climate-driven hydrological 
changes on stream power and shear, reach-averaged bedload transport, and spatial 
patterns of erosion and deposition. This chapter, corresponding to the geomorphic system 
level in my modeling hierarchy, represents the culmination of the dissertation through its 
linkage of the climatic and hydrologic systems in Chapters II and III to the geomorphic 
response of the study rivers. In the final concluding chapter, I will summarize the main 











This dissertation used a hierarchical modeling approach to simulate the impacts of 
global climate change on basin-scale hydrology and reach-scale river morphology. This 
research makes an original contribution to the climate-change impacts literature by 
linking models and processes that operate at very different spatial scales. The main 
objectives of the dissertation and the key findings from each chapter are summarized 
below. 
1. Develop downscaled climate change scenarios, based on regional climate-model 
output, including changes in daily minimum and maximum temperature and 
precipitation (Chapter II). 
2. Estimate how climate change scenarios affect river discharge and suspended-
sediment load, using a basin-scale hydrologic model (Chapter III). 
3. Examine potential impacts of climate-driven hydrologic changes on stream power 
and shear stress, bedload sediment transport, and river morphology, including 
channel geometry and planform (Chapter IV). 
Chapter II: Hydrologic modeling using elevationally adjusted NARR and NARCCAP 
regional climate-model simulations: Tucannon River, Washington 
 This chapter, corresponding roughly to Objective 1 of the dissertation and to the 
climate system level of the modeling hierarchy, focused on estimating local topographic 
lapse rates for the northwestern United States and using them to elevationally adjust the 
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output from a range of RCMs. I then used the resulting downscaled climate grids to run 
the SWAT hydrologic model for the Tucannon River to evaluate the sensitivity of the 
hydrologic model to the input climate data. I found that the estimated local topographic 
lapse rates correspond well to the real scale of topographic features and observed spatial 
and seasonal climatic patterns. Skill scores indicated that elevationally adjusted regional 
reanalysis output has forecast skill relative to reference climatologies of simple bilinear 
interpolation of the reanalysis data, average climatology, or persistence. Hydrologic 
modeling simulations of the Tucannon River varied among the different input climate 
timeseries, but the amount of variability introduced by the climate timeseries was less 
than that resulting from hydrologic model uncertainty. These results suggest that 
elevational adjustment using local topographic lapse rates is a promising method for 
downscaling RCM output in mountainous basins for use in hydrologic modeling. 
Chapter III: Impacts of projected climate changes on streamflow and sediment transport 
for three snowmelt-dominated rivers in the interior Pacific Northwest 
 In this chapter, which corresponds to Objective 2 of the dissertation and to the 
hydrologic system level of the modeling hierarchy, I used the downscaling method from 
Chapter II to create scenarios of future climate change for all three study basins and 
simulated impacts on basin-scale discharge and suspended-sediment load using the 
SWAT hydrologic model. I found that the projected climate changes were likely to 
increase the seasonality of discharge in the study rivers, with increased winter discharge, 
a decrease in the magnitude of the spring snowmelt peak, and decreased summer 
discharge. Hydrologic simulations also indicated that climate change may cause an 
increase in the magnitude of the largest floods on the study rivers. The simulated changes 
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in suspended-sediment load generally followed changes in discharge linearly, but in 
transitional late-winter and early-spring months, increases in suspended-sediment load 
were amplified by greater extent of snow-free and unfrozen ground. The hydrologic 
modeling results indicate that the study rivers are likely to experience shifts in their 
hydrologic regime, from being mostly dominated by snowmelt to including a larger 
winter rainfall component in their annual hydrographs. This shift is significant given 
these rivers’ already-significant seasonality of discharge. 
Chapter IV: A hierarchical modeling approach to simulating the geomorphic response of 
river systems to climate change 
 This chapter, which corresponds to Objective 3 of the dissertation and the 
geomorphic system level of the modeling hierarchy, focused on using the projections of 
climatic and hydrologic change from Chapters II and III to simulate the geomorphic 
response of river systems using a set of reach-scale geomorphic models. The changes in 
stream power and shear stress simulated by HEC-RAS were, as expected, directly related 
to changes in discharge, with scenarios of increased discharge producing increased 
energy to do geomorphic work and vice versa. The changes in reach-averaged bedload 
transport simulated by the BAGS sediment transport formulas, however, were highly 
dependent on changes in the recurrence interval of critical discharge needed to mobilize 
bed sediments. The CAESAR simulations resulted in spatially-coherent patterns of 
erosion and deposition that could result in changes in the morphology of the different 
rivers, including enlargement of secondary channels, channel widening, and expansion of 
meanders. Because the results indicate that climate-driven changes in bedload transport 
are highly nonlinear and dependent on thresholds, generalizing these results beyond these 
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specific rivers is difficult. My results suggest that the patterns of geomorphic response to 
climate change depend on both the driving hydrologic scenario, namely the recurrence 
interval of critical discharge, as well as characteristics of the individual river reach, in 
particular the typical grain size of bed sediments. Because these factors are specific to 
particular rivers, general statements about climate-change impacts on river morphology 
cannot be made based on this research, but the results are useful in identifying some of 
the factors that potentially control the geomorphic response of rivers to climate change. 
5.1. Limitations 
 This dissertation was motivated by the need to develop projections of the impacts 
of global climate change on local river systems. Few existing studies have attempted to 
examine impacts of global climate change on such localized processes as reach-scale 
bedload transport and river morphology, but the hierarchical modeling approach used 
here was designed to link established models and datasets at different scales to explore 
cross-scale effects. The major limitation of this approach is that uncertainty is introduced 
at each step of the modeling hierarchy (Figure 5.1). The most effective method of 
constraining this uncertainty would be to use a Monte Carlo or other iterative procedure 
to generate a probability distribution of model results, but this step was beyond the scope 
of the dissertation, so I used simpler methods for uncertainty reduction. Uncertainty in 
greenhouse gas emissions, GCMs, and RCMs was already present in my initial 
NARCCAP dataset. My lapse-rate downscaling procedure introduced further uncertainty 
in the future climate change scenarios that were used in hydrologic modeling. 
Uncertainty in the hydrologic model, as well as the propagated uncertainty in future 
climate change, was carried forward into the geomorphic modeling. The geomorphic 
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modeling results are especially sensitive to uncertainty in the climatic and hydrologic 
scenarios upon which they are based, because bedload transport is a nonlinear process 
that is sensitive to thresholds. Although I attempted to reduce these cascading 
uncertainties by using a range of driving climate models and an ensemble average, and by 
validating the models by comparing to observed data before proceeding to the next level 
of the modeling hierarchy, some amount of uncertainty is inevitable in any modeling 
study of future climate-change impacts. 
 




 Because of the uncertainty inherent in the process, the results of this research 
cannot be used to make specific predictions about how my particular study rivers will 
change in the future. For such a prediction to be made, there would need to be reliable 
information on how the atmospheric concentration of greenhouse gases will change in the 
future (emissions scenario uncertainty), how the global climate will respond to those 
concentrations (GCM uncertainty), how those global changes will affect the regional and 
local climate of the study watersheds (RCM and lapse-rate downscaling uncertainty), 
how the hydrologic system will respond to those climate changes (hydrologic model 
uncertainty), and how the geomorphic system will respond to those hydrological changes 
(geomorphic model uncertainty). Because the uncertainty arising from the emission 
scenario, GCMs, and RCMs are inherent in the NARCCAP datasets on which this 
research is based, these uncertainties are irreducible within this dissertation. The 
additional uncertainties that arose from my methods include uncertainties arising from 
the lapse-rate downscaling, hydrologic modeling, and geomorphic modeling.  
 Given an RCM output, my lapse-rate downscaling procedure projects how the 
climate simulated by the RCM manifests at local scales through observed relationships 
between elevation and climate. As with all statistical downscaling methods, this approach 
relies on the assumption that observed relationships between the predictor and response 
variables will remain constant in the future as climate changes. Although this assumption 
cannot be verified, the level of uncertainty originating from this step of the modeling 
process is likely to be fairly minimal, since the lapse-rate adjusted RCM outputs for the 
study area are very similar to observed station data and there is no indication that model 
bias changes over the course of the study period. 
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 The next step of the modeling process, the hydrologic modeling, introduces 
additional uncertainty. The results of Chapter II suggest that hydrologic modeling 
uncertainty is greater than the uncertainty introduced by the different input climate 
timeseries. For these particular study rivers, hydrologic modeling is particularly sensitive 
to parameterizations of snowpack accumulation and melt. A great deal of the overall 
uncertainty of this project, therefore, can be attributed to uncertainty in how a given 
change in temperature and precipitation affects basin-scale hydrology. Nevertheless, the 
calibration and validation statistics indicate that the model performs relatively well, and 
the range of changes simulated by the different climate change scenarios can be 
considered a reasonable range of plausible future hydrologic responses. 
 Finally, probably the greatest source of uncertainty in this project comes from the 
geomorphic modeling. This uncertainty is unsurprising because, at highly local scales, 
processes are more noisy and sensitive to factors that may not be adequately sampled in 
the field or represented in models. This high level of uncertainty is probably responsible 
for the lack of existing research on how global climate change may affect reach-scale 
bedload transport and river morphology. The geomorphic modeling results are highly 
sensitive to the choice of input hydrologic change scenario, so the uncertainty from the 
hydrologic modeling results is amplified in the final stage of the project, and definitive 
statements about the specific geomorphic response of these river systems to climate 
change cannot be made. To quantify the uncertainty associated with climate and 
hydrologic change and with geomorphic characteristics, it would be necessary to simulate 
the impacts of a wider range of climate change scenarios on a single river, or to simulate 
the impacts of a single climate change scenario on many more rivers with differing 
116 
hydrologic and geomorphic characteristics. Nevertheless, these results are useful in that 
they demonstrate that the most important factor influencing changes in bedload transport 
is how the duration of the critical discharge needed to mobilize bed sediments changes. 
This critical discharge can be calculated as a function of the sediment grain-size 
distribution and channel geometry of a particular river reach, and changes in this critical 
discharge resulting from a range of climate-change scenarios can be simulated. Although 
the results of this research cannot be generalized to other systems, if this sensitivity to 
critical discharge is a general relationship, the methods used in this dissertation can be 
applied to simulate impacts of climate change on the geomorphic response of other rivers. 
5.2. Implications 
 This research has broader implications that go beyond the particular projections of 
climate change impacts for my study rivers. First, I have developed and applied a novel 
method of downscaling RCM output based on local topographic lapse rates. Although the 
method needs more extensive validation before it is used in other applications, it is a 
promising technique in areas where topography exerts a strong control on climate. 
Because the lapse rates have a physical basis and appear to be stationary over time, this 
approach could potentially be used to elevationally adjust the output from RCMs in other 
regions in which high-resolution gridded climate data are available. 
 Beyond the methods developed in this dissertation, the results are significant in 
terms of management of river systems. Rivers in the mountains of the western United 
States are highly seasonal and dependent on snowmelt. My simulation results indicate 
that these snowmelt-dominated rivers are likely to experience increased winter discharge 
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and an increase in the magnitude of the largest floods. This increased winter discharge 
could lead to greater risk of flooding caused by heavy precipitation and rain-on-snow 
events. The decreased snowpack, in turn, causes a reduction in the magnitude of the 
spring snowmelt peak and summer discharge. Such decreased discharge during the 
growing season, when demand for water is highest in both human and ecological 
systems, could exacerbate water scarcity in a region in which there is already conflict 
among different water users. These changes in hydrologic regime may be a challenge for 
management of water infrastructure, such as dams and reservoirs, which were designed 
for a stationary hydrologic system. 
 Finally, any changes in bedload transport and reach-scale river morphology could 
have significant impacts on river systems. Aggradation of some river reaches could lead 
to decreased channel capacity and increased flood risk, while incision of other reaches 
could disconnect rivers from their floodplains (Lane et al., 2007; Gomez et al., 2009; 
Coulthard et al., 2012). Channel widening, bank erosion, and avulsions may endanger 
structures adjacent to rivers. Erosion and deposition within channels could lead to 
changes in the distribution of pools, riffles, side channels, and other features necessary 
for maintaining complex habitat for salmonids and other aquatic species. Changes in the 
frequency of critical discharge could over time change the sediment grain-size 
distribution of reaches and therefore their suitability for spawning and rearing habitat. 
Although there is irreducible uncertainty in projecting the impacts of global climate 
change on these highly local geomorphic processes, the hierarchical modeling approach 
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