Scalable centralized and distributed spectral clustering by Bhatti, Shahzad Fazal
c© 2018 Shahzad Fazal Bhatti




Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Industrial Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2018
Urbana, Illinois
Doctoral Committee:
Associate Professor Carolyn L. Beck, Chair
Professor R. Srikant
Professor Srinivasa M. Salapaka
Assistant Professor Lavanya Marla
ABSTRACT
Spectral clustering approaches have led to well-accepted algorithms for finding accurate clus-
ters in a given dataset. However, their application to large-scale datasets has been hindered
by the computational complexity of eigenvalue decompositions. Several algorithms have been
proposed in the recent past to accelerate spectral clustering, however, they compromise on
the accuracy of the spectral clustering to achieve faster speed. In this paper, we propose a
novel spectral clustering algorithm based on a mixing process on a graph. Unlike the exist-
ing spectral clustering algorithms, our algorithm does not require computing eigenvectors.
Specifically, it finds the equivalent of a linear combination of eigenvectors of the normalized
similarity matrix weighted with corresponding eigenvalues. This linear combination is then
used to partition the dataset into meaningful clusters. Simulations on real datasets show
that partitioning datasets based on such linear combinations of eigenvectors achieve better
accuracy than standard spectral clustering methods as the number of clusters increase. Our
algorithm can easily be implemented for parallel processing.
In the past few years, the size of a typical dataset has grown exponentially making it
impossible to the store the data in a single system. Thus distributed systems are employed
to store the data. Most of the clustering algorithms are tailored towards data stored in a
centralized system which makes them inappropriate for the distributed system. Moreover,
the large scale of the data prohibits us from moving it to a central location to use a cen-
tralized algorithm. Our approach to distributed spectral clustering works in two phases. In
phase 1, individual machines generate a set of representative points of the local data and
communicate it to a central machine. In phase 2, the central machine performs spectral
clustering on the data and communicates the cluster assignment of the representative points
to the corresponding nodes. We have explored various algorithms to generate the represen-
ii
tative points and compare their trade-offs and accuracy. Our algorithm can easily be cast
in the MapReduce framework.
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We are living in an age of big data; voluminous amounts of structured, semistructured
and unstructured data which can be exploited to find meaningful information. One of the
fundamental approaches used to understand such large amounts of data is to organize the
data meaningful groups, clusters or classes. This grouping of data is done based on some
similarity or dissimilarity among the features extracted from the data points. A data point
or an example, in this case, represents an object or a measured phenomenon.
The classification system (or learning approach) is either supervised or unsupervised. In
supervised learning, the mapping from the input space, i.e. examples or data points, to
discrete class labels is modeled as a mathematical function. This function is determined by
supplying a set of examples along with their labels to a training algorithm. This function
can then be used to determine the labels of new unseen examples. On the other hand, in
unsupervised learning or clustering, labeled data is not available. The goal of a cluster-
ing algorithm is to group the unlabeled data into natural clusters which reveal the hidden
structure in the data. Thus, supervised learning approach needs labeled data to produce an
inferred function which maps the examples to the labels. A good inferred function would, in
turn, allow us to learn the labels of unseen examples in a reasonable way. The unsupervised
approach takes the whole dataset and tries to group the data into groups base on some
similarity measure so that similar objects are clustered into the same group.
Data clustering is a fundamental problem in pattern recognition, data mining, computer
vision, machine learning, marketing, bioinformatics and several other related disciplines. In
biology, cluster analysis is used to group similar genes especially when under the influence
of an outside agent, for example, a drug. Genetic data is also used to find structures in















































































Figure 1.1: A good clustering algorithm should be able to cluster the data on the left to
clusters on the right.
of different types of tissues) in medical images. Cluster analysis is also used in marketing
research to group the population similar consumers. This helps in targeting various consumer
groups differently. It is also used in designing of grocery stores to place items near to each
other that are frequently purchased together. In social networks, one can detect various
communities by clustering similar members in the network. In recommender systems, a
user’s preference can be predicted based on the behavior of other users in the same group.
There is no agreed-upon definition of clustering or cluster analysis, however, different
authors have described the task in somewhat similar ways. Gan et. al. [1] define clustering
as a method of creating groups of objects, or clusters, in such a way that objects in the
same cluster are very similar and objects in different clusters are quite distinct. In [2], it
is defined as the organization of a collection of patterns into clusters based on similarity.
Aggarwal and Reddy [3] define the task of clustering as; given a set of data points, partition
them into a set of groups which are as similar as possible. Although described in different
ways these definitions essentially convey the same meaning that given a set of objects the
aim of a clustering algorithm is to group these objects into different groups (clusters) such
that objects in the same group are similar to each other while objects in different groups are
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dissimilar to each other under some notion of similarity. It is quite obvious that we would
first need to represent these objects in some way for the learning algorithm to understand.
Typically each object is represented by a vector and each element in the vector describes
a characteristic of the object. This vector is called a feature vector in literature. Feature
selection is an important task in the process of clustering. Poor choice of features can lead
to poor clustering results. There are various algorithms for the selection of features, see
for example [3, 4] and references therein. Besides feature selection, the choice of similarity
measure plays an important role in the quality of clustering. A similarity measure is chosen
such that it captures the underlying structure in the data. We will discuss some of these
measures in the following chapter. An example of data clustering is shown in Figure 1.1.
The input to a clustering algorithm is shown in the figure on the left while on the right we
have the seven clusters labeled appropriately. A good clustering algorithm should be able
to detect the clusters as shown in the figure on the right.
1.1 Notation
Throughout this thesis, we use boldface to distinguish between vectors and scalars. For
example, vi is in boldface to identify a vector, while xi, a scalar, is not boldface. We use 1
to denote the vector of ones. We denote matrices by capital letters, such as A, and use aij
to represent the entries of A. To represent the ith row of the matrix A, we use Ai· and we
use A·j to represent the jth column of the matrix A. Calligraphic font is used to denote sets
with the single exception that G is reserved to denote graphs. The notation ‖ · ‖ denotes a
2-norm for vectors and for matrices it denotes the spectral norm.
1.2 Organization of the Thesis
The rest of thesis is organized as follows. In Chapter 2, we provide a brief overview of the
existing approaches to clustering and where our work fits into the existing literature. In
Chapter 3, we discuss the centralized clustering problem in detail and provide a motivation
and analysis for our algorithm. Empirical results on a variety of synthetic and real datasets
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are discussed in Chapter 4. In Chapter 5, we discuss the problem in distributed settings and
discuss our approach to distributed clustering. Finally, we give the concluding remarks and
extensions of our work in Chapter 6.
4
CHAPTER 2
BACKGROUND AND LITERATURE REVIEW
Research in various fields has led to numerous approaches and solutions to the general
clustering problem. The goal of any clustering algorithm is to group objects in such a way
that objects in the same cluster are similar to each other while the objects in different clusters
are dissimilar to each other under some predefined notion of similarity.
Given a set of data points (objects) V = {v1, v2, . . . , vn} where each vi ∈ Rd, a standard
clustering algorithm partitions this dataset into k clusters C = {C1, C2, . . . , Ck} such that
a. ∪ki=1Ci = V ,
b. Ci ∩ Cj = φ for all i, j = 1, 2, . . . , k and i 6= j,
c. Ci 6= φ, for all i = 1, 2, . . . , k.
Here each point belongs to exactly one cluster. However, there is another type of clustering
called fuzzy clustering or soft clustering where a point can belong to multiple clusters. Fuzzy
clustering is useful in some fields where some objects inherently belong to multiple clusters.
For example, in gene expression data, a gene may encode a protein which performs multiple
functions. In marketing data, some customers may belong to multiple clusters based on
their behavior or other characteristics. Our focus in this thesis is the traditional concept
of clustering where an object belongs to exactly one cluster. This type of clustering is
sometimes called hard clustering.
In the following, we describe some of the classic approaches to clustering. We also give




k-means is one of the most widely used clustering algorithms due to its simplicity and
easy implementation. The term k-means was first coined by MacQueen [5], however, the
algorithm commonly referred to as the k-means algorithm was first proposed by Lloyd [6].
As such this algorithm is also called Lloyd’s algorithm.
k-means algorithm aims to partition a set of n points (nodes) V = {v1,v2, . . . ,vn} into k
disjoint sets C = {C1, C2, . . . , Ck} such that ∪iCi = V . The objective of the algorithm is to
find the k centroids µ1,µ2, . . . ,µk of the clusters that minimize distance of the data points







‖vj − µi‖2 (2.1)
The k-means problem in Equation (2.1) is NP-Hard [7] even for k = 2. Therefore, the
solution to this problem is approximated. For a given dataset and the desired number of
clusters, a typical k-means algorithm is shown in Algorithm 1 [2].












Figure 2.1: k-means algorithm on spherical clusters of different size
The k-means algorithm has a key limitation due to its cluster model. It inherently assumes
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Algorithm 1 k-means
1: Input: Set of data points V , number of clusters k.
2: Initialize the k centroids µ1,µ2, . . . ,µk (usually k data points are picked randomly).
3: repeat
4: Calculate k clusters as
Ci = {vp : ‖vp − µi‖ ≤ ‖vp − µj‖, ∀µj 6= µi and ∀vp for p = 1, 2, . . . n}
Each point vp is assigned to only one centroid.







6: until centroids do not change.
7: Output: Cluster assignments.
that clusters have a convex shape and are separable in a way that the centroid converges
towards the center of a sphere of data points. It also expects the clusters to be of similar
size so that the nearest centroid is, in fact, the centroid of the true cluster. For these
reasons, k-means fails to recover the true clusters when the clusters have different sizes,
unusual shapes and/or are not linearly separable, see for example Figure 2.1. For some
applications, the k-means algorithm can be used to cluster data when the clusters have non-
convex shapes by changing the distortion measure, but clusters having different sizes cannot
be adequately accommodated. The final solution of k-means clustering depends strongly
on the initial centroids used to start the algorithm and different initializations can lead to
different solutions. Several algorithms have been proposed to choose the initial centroids,
see [8] for a comparative study. In general k-means++ [9] gives good initial centroids. For
a comprehensive survey of k-means and its variants, please refer to [3, 10].
2.2 Hierarchical Methods
Hierarchical clustering, as the name suggests, builds clusters in a hierarchical fashion. These
methods develop a binary tree-like structure called the dendrogram (see Figure 2.2). The
advantage of dendrograms is that one can create different numbers of clusters by cutting the
dendrogram at various levels. Therefore, unlike k-means type approaches, the same solution
7
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Figure 2.2: A dendrogram of 20 objects.
can be used to get various numbers of clusters. Hierarchical methods are of two types; a top-
down approach called divisive clustering, and a bottom-up approach called agglomerative
clustering. Divisive methods start with all the data in one cluster and then in a recursive
fashion split the cluster into two clusters at each recursive step, building the dendrogram in
a top-down approach. Agglomerative clustering, on the other hand, starts with each object
in a different cluster and then combines the two closest (under some distance metric) objects
into one cluster and so on, making the dendrogram in a bottom-up approach.
Determining the assignment of points to different clusters can be done using a binary tree
analogy to the dendrogram. At level 0 of the tree lies the root which represents all the data
points in the dataset. If the tree (dendrogram) is cut at level j with k clusters, then we will
have k different trees (dendrograms) each representing a cluster. To get the points in any
cluster, one can traverse the tree downwards starting at the cluster node at level j. All the
leaves reached in this traversal belong to the cluster.
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2.2.1 Agglomerative Methods
In agglomerative clustering, we start by putting each point in a different cluster and create a
similarity matrix of clusters. At this point, each data point is represented by a point at the
bottom of the dendrogram. The nearest clusters based on similarity are then merged into
single clusters. A new similarity matrix is constructed based on the new clusters and the
nearest clusters are merged together. The process is continued until all the data is merged
into one cluster.
The major difference in various agglomerative algorithms is the similarity measure used to
create the matrix. Two of the simplest and popular similarity measures are single link and
complete link. In single link clustering [11, 12], the similarity between two clusters is equal
to the similarity between their most similar members. This method is considered as local,
because it only looks at most similar members (or nearest members) and neglects the overall
properties of the clusters, for example, the distant objects are not taken into account. On
the other hand, in complete link clustering [13], the similarity between two clusters is equal
to the similarity between their least similar members. This similarity criterion is non-local as
the merge decision can depend on the whole structure of the data. Complete link clustering
typically leads to compact clusters, however, the resulting clustering can be very sensitive
to outliers.
Both single link and complete link clustering use narrow similarity measures in that the
vast majority of the points in the clusters have no contribution in the measure. Group
average agglomerative clustering [14] tries to overcome this drawback by using the similarity
measures of all the data points in both clusters. It takes the average similarity of all pair
of objects in the two clusters. However, this measure is expensive to compute for a large
dataset. Centroid-based agglomerative clustering on the other hand only uses the centroids of
the two clusters to measure the similarity between two clusters. It requires the computation
of centroid every time two clusters are merged together.
Ward’s method [15, 16] uses the k-means squared error to merge clusters. It starts with
all the points in singleton clusters and merges two clusters which lead to minimum increase
in the total sum of squared errors. Continuing in this way, it keeps merging clusters until
9
we get one cluster which contains all the data points.
2.2.2 Divisive Methods
Divisive algorithms follow a top-down approach starting with one cluster containing all the
points and recursively dividing one of the clusters into two clusters creating a dendrogram.
The main advantage of divisive methods over agglomerative methods is that complete den-
drogram is rarely needed and the algorithm can stop when the desired number of clusters
are created. Divisive approaches have not been studied as extensively as the agglomerative
approaches [17]. The first divisive algorithm was proposed by Macnaughton et. al. [18]
which begins by placing all the data in a single cluster. It then places one point in a second
cluster that has the least average similarity with the rest of the data. It iteratively adds
more points one at a time to the second cluster such that the average similarity between
the point and the second cluster minus the average similarity between the point and the
first cluster is smallest. This iterative process is stopped when the difference between the
average similarities is negative. That is when there are no more points in the first cluster
which are on average more similar to the points in the second cluster. This constitutes one
level of the dendrogram and the data is divided into two clusters. Each successive level of
the dendrogram is obtained by splitting one of the clusters on the level above. One way to
choose the cluster to be split is to consider the cluster with the smallest average similarity
among its members. In [19], it is suggested to choose the cluster with the largest diameter,
where the diameter of a cluster is defined as the largest dissimilarity among its members. For
more approaches to divisive clustering, please refer to [3, 19,20] and the references within.
Agglomerative and divisive approaches generally do not perform well on datasets with non-
convex clusters. A number of other hierarchical approaches have been proposed which work
better on datasets with non-convex clusters. These include clustering using representatives
[21], Chameleon [22], Cobweb [23] and self-organizing maps [24].
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2.3 Spectral Clustering
The algorithms such as k-means and hierarchical clustering generally work well on datasets
with convex clusters having a similar scale. Spectral clustering, on the other hand, per-
forms well on a variety of datasets including data with non-convex clusters. Several spectral
clustering algorithms have been proposed [25–28]; these algorithms have enjoyed great suc-
cess and have been widely used to cluster a variety of datasets, including data with linear
or nonlinear underlying structure. We note that in the case of data with nonlinear struc-
tures, kernel methods [29,30] may be used to project the data to a higher dimensional space
such that linear partitioning in this higher space corresponds to a nonlinear partitioning
in the original space. It has been shown that various weighted kernel k-means objective
functions are mathematically equivalent to objective functions of some spectral clustering
algorithms [30]. In general, spectral clustering algorithms seek a low-dimensional embed-
ding of the dataset by computing the eigenvectors of a Laplacian or similarity matrix. Given
a dataset with n instances, a spectral clustering algorithm involves constructing an n × n
similarity matrix and then computing its eigenvectors. The first few of these eigenvectors
provide a low-dimensional embedding of the dataset.
Consider a set of n data points V = {v1, v2, . . . , vn} in a d-dimensional space. We will
often use a short-hand notation i to denote the vector vi. The goal is to find clusters in the
dataset such that points in the same cluster are similar to each other, while points in differing
clusters are dissimilar under some predefined notion of similarity. A rigorous definition of
clusters requires an explicit notion of similarity. In particular, suppose pairwise similarity
between points is given by some similarity function s(vi,vj) often abbreviated by s(i, j),
where usually it is assumed that the function s is symmetric; further, s is non-negative if
i 6= j and is equal to zero if i = j. A similarity matrix is an n×n symmetric matrix W such
that the entry wij is equal to the value of the similarity function s(vi,vj) between points vi
and vj.
The data points together with the similarity function form a weighted undirected similarity
graph G = (V , E ,W ); V is the set of nodes (vertices) of the graph, E is the set of edges and





Figure 2.3: An example of a graph
(which correspond to vertices), with some pairs of vertices connected to each other by a line
(which corresponds to an edge). In Figure 2.3, we have a graph with the a set of vertices
V = {1, 2, 3, 4, 5} and the edge set E = {(1, 2), (1, 3), (1, 4), (2, 4), (2, 5), (4, 5)}. Moreover,
the edges can also have weights and a direction. A graph with directed edges is called a
directed graph. In this work, we will only consider undirected graphs.
We note that the problem of finding clusters in a dataset can be converted into a graph
partitioning problem. We will make this more precise in the sequel. In particular, in our
case each data point vi represents a vertex/node in the graph. Two vertices i and j are
connected by an edge if their similarity s(i, j) is positive and the edge weight is given
by s(i, j). Different similarity measures lead to different similarity graphs. The objective
of constructing a similarity graph is to model the local neighborhood relationships which
capture the geometric structure of the dataset using the similarity function. Some commonly
used similarity graphs for spectral clustering are noted below.
a) Gaussian similarity graphs: Gaussian similarity graphs are based on the distance
between points. Typically every pair of vertices is connected by an edge and the edge
weight is determined by the Gaussian function (radial basis function) s(i, j) = exp(−‖vi−
vj‖2/2σ2), where parameter σ controls how quickly the similarity fades away as the
distance between the points increases. It is often helpful to remove the edges with edge
weights below a certain threshold (for example, based on some constant value δ) to
12





2σ2 if ‖vi − vj‖ ≤ δ,
0 otherwise.
b) p-nearest neighbor graphs: As the name suggests each vertex vi is connected to its
p nearest neighbors, where the nearness between i and j is measured by the distance
‖vi − vj‖. This similarity measure results in a graph which is not necessarily symmetric
in its similarity function, since the nearness relationship is not symmetric. In particular,
if vj is among the p nearest neighbors of vi then it is not necessary for vi to be among
the p nearest neighbors of vj. We make the similarity measure symmetric by placing an
edge between two vertices vi and vj if either vi is among the p nearest neighbors of vj
or vj is among the p nearest neighbors of vi, that is
s(i, j) =

1 if either i or j is one of the p nearest
neighbors of the other,
0 otherwise.
c) ε-neighborhood graphs: In an ε-neighborhood graph, we connect two vertices vi and
vj if the distance ‖vi − vj‖ is less than ε giving us the following similarity function.
s(i, j) =
 1 if ‖vi − vj‖ ≤ ε,0 otherwise.
Thus finding clusters in a dataset is equivalent to finding partitions in the similarity graph
such that the sum of edge weights between partitions is small and the partitions themselves
are dense subgraphs. The degree of each vertex i of the graph is given by di =
∑n
j=1wij. A
degree matrix D is a diagonal matrix with its diagonal elements given by di for i = 1, . . . , n.
We assume that the degree of each vertex is positive.
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2.3.1 Matrix Representations of a Graph
Given a graph G, we can represent it with a matrix which contains all the information about
the structure of the graph. Some of the most commonly studied matrices representing a
graph are adjacency matrix, Lapalcian matrix, and normalized Laplacian matrix.
The adjacency matrix of a graph G is a binary matrix, denoted by W whose rows and
columns are indexed by the vertices of G, and is defined as
wij =
 1 if there is an edge from i to j0 otherwise.
In case the edges of the graph have weights, the adjacency matrix is called weighted adjacency
matrix or simply weight matrix. The entries of the weighted adjacency matrix consist of
weights on the edges of the graph. The entry wij of the weight matrix represent the weight
of the edge (i, j). Note that the adjacency matrix for an undirected graph is symmetric. As
an illustration, the adjacency matrix of the graph in Figure 2.3 is given by:
W =

0 1 1 1 0
1 0 0 1 1
1 0 0 1 0
1 1 1 0 1
0 1 0 1 0

The Laplacian matrix of a graph is defined as the difference of the degree matrix D and
the adjacency matrix W , that is
L = D −W.
The graph Laplacian L has many properties. We list some of the properties below while
more can be found in [31–33].
Proposition 1. The graph Laplacian satisfies the following properties:
14







2. L is symmetric and positive semi-definite.
3. The smallest eigenvalue of L is 0 and corresponds to the eigenvector 1.
4. All the eigenvalues of L are non-negative.
Proof. See [33].
Proposition 2. Let G be an undirected graph with non-negative weights. Then the multiplic-
ity of the eigenvalue 0 of the Laplacian L is equal to the number of the connected components
of the graph.
Proof. See [34].
There are two versions of normalized Laplacian of a graph in the literature.
Lsym := D
−1/2LD−1/2 = I −D−1/2WD−1/2
Lrw := D
−1L = I −D−1W
It easily follows that Lrw = D
1/2LsymD
−1/2. Here Lsym denotes the symmetric normalized
Laplacian, whereas Lrw is closely related to the random walk matrix D
−1W .
Proposition 3. The normalized Laplacians satisfy the following properties:














2. (λ,u) is an eigenpair of Lrw if and only if (λ,D
1/2u) is an eigenpair of Lsym.
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3. (λ,u) is an eigenpair of Lrw if and only if λ and u solve the generalized eigenproblem
Lu = λDu.
4. 0 is an eigenvalue of Lrw with eigenvector 1.
5. 0 is an eigenvalue of Lsym with eigenvector D
1/2
1.
6. Both normalized Laplacians Lrw and Lsym are positive semi-definite and have non-
negative real-valued eigenvalues.
Proof. See [34].
There have been several spectral clustering algorithms with each using a different form of
Laplacian. We review the algorithm by Shi and Malik [25] below in detail as it is closely
related to our work.
Given a graph G = (V , E ,W ), we can partition it into two disjoint sets V1 and V2 such
that V1 ∪ V2 = V and V1 ∩ V2 = φ, by removing the edges between the two partitions. The
combined weight of the edges between these partitions is called a cut of the graph. Thus





A naive way to cluster the dataset into two clusters would be to minimize this cut. However,
this criteria leads to small clusters of sets of outlying points as those points would have fewer
edges with small weights with the rest of the dataset. So, just minimizing the cut creates
a bias towards creating one cluster out of outlying points. To overcome this bias, Shi and










vi∈V1, vj∈V wij is the sum of all edge weights with one end in the set
V1. This criteria for partitioning the graph does not favor small sets of isolated points. The
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authors show that minimizing the Ncut for two partitions is equivalent to solving
min
y
yT (D −W )y
yTDy
with the condition that elements of vector y belong to {1,−b} and yTD1 = 0, where b is
a real number. If y is allowed to take on real values, the above expression is equivalent
to solving the following generalized eigenproblem for the eigenvector corresponding to the
second smallest eigenvalue:
(D −W )u = λDu.
Note that the solutions to above generalized eigenproblem are also the eigenpair of the
normalized Laplacian Lrw. The two-way Ncut can be generalized to k-way Ncut leading to
Algorithm 2 [35].
Algorithm 2 Spectral clustering according to Shi and Malik [25]
1: Input: Set of data points V , number of clusters k.
2: Construct a similarity graph with the similarity matrix W .
3: Compute the un-normalized Laplacian L.
4: Compute the first k eigenvectors {u1, . . . ,uk} of the eigenproblem Lu = λDu.
5: Construct a matrix U with eigenvectors {u1, . . . ,uk} as its columns.
6: Find k clusters from rows of U using k-means algorithm.
7: Output: Clustering obtained using k-means.
However, spectral clustering does not scale well to large-scale datasets due to its consider-
able computational cost. In general, eigen decomposition has time complexity of O(n3) [36].
For a survey of spectral clustering methods, see [34] and references therein.
A related direction of clustering relies on a Markov process on a graph to discover clusters.
In [37], Pons and Latapy provide a new similarity measure for vertices of a graph, based on
random walks, to capture information about clustering structure. They use this measure
in a hierarchical agglomerative algorithm to find clusters. Starting from a normalized simi-
larity matrix, Van Dongen [38] clusters the vertices of a graph by calculating a sequence of
stochastic matrices until convergence to a near-idempotent matrix. This sequence is gener-
ated by alternating between so-called expansion and inflation steps. Coifman and Lafon [39]
define diffusion maps which map data points to a lower dimensional space called the dif-
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fusion space. The k-means algorithm can be used in the diffusion space for dimensionality
reduction and graph partitioning [40] as the partitions/clusters become linearly separable in
the diffusion space. To the best of our knowledge, these methods have not been empirically
compared with traditional spectral clustering algorithms. Additional graph-based clustering
approaches are discussed in the comprehensive review by Schaeffer [41].
In the past few years, efforts have been focused towards addressing scalability of spectral
clustering. One natural way to achieve scalability is to perform spectral clustering on a sam-
ple of the given dataset and then generalize the result to the remaining data. For example,
Fowlkes et al. [42] find an approximate solution by first performing spectral clustering on a
small random sample from the dataset and then using the Nystrom method; they extrapolate
the solution to the full dataset. In [43], Sakai and Imiya also find an approximate spectral
clustering by clustering a random sample of the dataset. They also reduce the dimension of
the dataset using random projections. Another approach proposed by Yan et al. [44] works
by first determining a smaller set of representative points using k-means (each centroid is a
representative point) and then performing spectral clustering on the representative points.
Finally, the original dataset is clustered by assigning each point to the cluster of its repre-
sentative. In [45], Chen et al. deal with large-scale data by parallelizing both computation
and memory use on distributed computers. Lin and Cohen [46] and Boutsidis et al. [47] have
tried to overcome the complexity of eigenvector computation by resorting to an approxima-
tion of the dominant eigenvector via the power method. The k-means algorithm is then used
on the vector obtained by the power method to find the clusters.
These methods sacrifice the accuracy of spectral clustering to achieve fast implementation.
We propose an algorithm which has all the advantages of spectral clustering but does not
require eigenvector computation. It rather computes what is essentially an equivalent to a
linear combination of the right-eigenvectors of a normalized similarity matrix. Moreover,
unlike many traditional algorithms, our algorithm does not require a predefined number of
clusters, k, as input. Our algorithm can automatically detect and adapt to any number
of clusters, based on a preselected tolerance that also serves as a scaling parameter. We
demonstrate that our algorithm can handle large datasets where traditional spectral algo-
rithms result in memory errors. We compare the accuracy and speed of our algorithm to
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the normalized cut algorithm [25] on real datasets and show that our approach achieves
similar accuracy. To further test the scalability of our algorithm, we use large size stochastic
block models, which allow us to generate arbitrarily large datasets with planted clusters and
known cluster assignments. We also show that our algorithm is more accurate than the
Nystrom method for spectral clustering [42], the fast approximate spectral clustering [44]
and the basic power methods [46,47].
2.4 Modularity Based Methods
Newman and Girvan [48] propose a new measure to indicate the quality of clustering, called
modularity, which measures the fraction of edges within a cluster minus the expected fraction
if edges were distributed randomly. The goal is to find a clustering corresponding to the
maximum value of modularity on a given graph. Newman [49] takes a greedy approach to
maximize the modularity by an agglomerative method. The smaller clusters are successively
combined together to form larger clusters if the modularity value increases after combining
the smaller clusters. This algorithm is initiated with n clusters in which every vertex is a
cluster. Newman [50] shows that modularity can be represented in terms of eigenvectors of a
matrix called Modularity matrix. This results in a spectral method for community detection
based on modularity of the graph. For more on community detection in graphs and other
graph-based methods including modularity based methods please refer to [51] and references
therein.
The relationship between spectral clustering and modularity-based methods have been
studied somewhat extensively, see for example [52–56]. In [55] in particular, the authors
show that spectral clustering and modularity based methods have similar accuracy. Both
Yu and Ding [52] and Bolla [53] further show that maximizing the normalized modularity
is equivalent to minimizing the normalized cut. This result was extended by Newman [54]
to show that maximizing the un-normalized version of modularity is also equivalent to min-
imizing the normalized cut with certain choices of free parameters in these algorithms.
The concept of modularity has been extended and a number of algorithms have been pro-
posed to optimize the modularity of a graph; see [57] and the references therein. However,
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the framework of Markov stability [58,59] indicates that to find the community structures at
all resolutions the modularity should be parameterized by a parameter called Markov time.
The stability framework is a dynamic approach to community detection which does not
over-partition the network and can find communities with large diameters. This parameter-
ization is analogous to the Markov sweeping map equation [60, 61] which parameterizes the
Map equation [62]. The Map equation neglects the structure of the communities imposing
a limit on the communities it can detect. Markov sweeping map equation provides a nat-
ural dynamical parameterization of the Map equation [62] which can reveal non-clique-like
community structures at different scales.




CLUSTERING USING RECURSIVE AGENT-BASED
MIXING PROCESS
3.1 Mixing Processes
As a visualization of our clustering approach, consider a mixing process in which one imagines
that every vertex in the graph moves towards (mixes with) other vertices in discrete time
steps. At each time step, vertex i moves towards (mixes with) vertex j by a distance
proportional to the similarity s(i, j). Thus the larger the similarity s(i, j), the larger the
distance vertices i and j move towards each other. Moreover, a point vi will move away from
the points which have weak similarity with it. Thus, similar points will move towards each
other making dense clusters and dissimilar points will move away from each other increasing
the separability between clusters. Clusters in this transformed distribution of points can
easily be identified by the k-means algorithm.
To describe the above idea more precisely, consider the following model, where each point

































Assuming each point vi as a row vector, we express the above equation in matrix form.
V t+1 = (1− α)V t + αWV t
= ((1− α)I + αW )V t
= MV t (3.2)
The parameter α ∈ [0, 1] is the step size, which controls the speed of movement (or mixing
rate) in each time interval. Observe that, if the underlying graph has a bipartite component
and α = 1, then in each time step all points in one half-square of this component would
move to the other half-square and vice versa. Therefore, points in this component would
not actually mix even after a large number of iterations (for details see [33]). Specifically, a
random walk on a bipartite graph does not converge unless the walk is lazy [63]. For such
graphs, we must have α bounded away from 1. We can use α = 1 for graphs without a
bipartite component. Assuming each point vi is a row vector, we express equation (3.1) in
a matrix form:
V t+1 = ((1− α)I + αW )V t
= MV t. (3.3)
The matrix V t is an n × d matrix with vti in row i, I is an n × n identity matrix, and we
define M = (1−α)I +αW . Note that the matrix M is essentially the transition matrix of a
lazy random walk with probability of staying in place given by 1−α. Since M also captures
the similarity of the data points, one would expect that, for t large enough, the process in
equation (3.3) would reveal the data clusters, since M will mix the data points according
to their similarities. Using this intuition, one can expect that a heuristic algorithm based
on equation (3.3) can be constructed to determine the clusters, as given in the following
algorithm. Note that this algorithm bears some resemblance to WalkTrap [37] in that both
use a few steps of a random walk to reach a point where the clusters can be determined
easily.
Algorithm 3 has two limitations: a) it does not scale well with the dimension d of the data
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Algorithm 3 Point-Based Mixing (PM)
1: Input: Set of data points V , number of clusters k
2: Represent the data points in the matrix V with point vi being the ith row.
3: Compute M = (1− α)I + αW .
4: Loop over t
5: V t+1 ←MV t
6: until Stopping criteria is met.
7: Find k clusters from rows of V t+1 using k-means algorithm.
8: Output: Clustering obtained in the final iteration.
points, because the number of computations in each iteration is O(n2d), and b) it fails to
identify clusters contained within other clusters. For example, in the case of two concentric
circular clusters, points in both clusters will move towards the center and become one cluster,
losing the geometric structure inherent in the data. Hence it becomes impossible to discern
these clusters using the k-means algorithm in Step 7. To overcome these limitations, we
associate an agent i to each point vi and let each agent choose a random point in [0, b]
1 We
then allow agents to interact by exchanging their values xi every time as follows:
xt+1 = ((1− α)I + αW )xt
= Mxt. (3.4)
Here xt+1 is a vector2 with xi at index i. We refer to this iterative equation as the Mixing
Process. The important aspect of the mixing process is that the agents are interacting based
on the matrix M , which contains the information about the similarity of the data points.
In the following section, we analyze this process using the properties of the random walk
matrix M .
1Note, b is a scaling parameter and does not change the resulting clustering.
2For the sake of simplicity, we normalized this vector for the analysis in the subsequent section.
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3.2 Analysis of the Mixing Process
The matrix M captures the similarity structure of the data, and the idea behind using the
iterative process (3.4) is that, after some sufficient number of iterations, the entries of the
vector xt+1 will reveal clusters on a real line, which will be representative of the clusters in
the data. The fact is that the processes (3.3) and (3.4) both mix with the same speed, which
is governed by the random walk M . Thus, the hope is that, through the process in (3.4), we
determine the strongly coupled components in the matrix M , which can lead us to the data
clusters of the points v1, . . . ,vn.
The Mixing Process shares a resemblance to the power iteration method. However, unlike
in a power iteration, the mixing process in our algorithm is used to discover strongly coupled
components of M , which translate to data clusters.
3.3 Properties of the Matrix M
We first note that unlike W , the matrix M is not symmetric, however, the matrix M and
its powers are similar to symmetric matrices. To see this, note by the definition of M , we
have
M = (1− α)I + αW
= I − α(I −W )
= I − α(I −D−1W )
= I − αD−1/2(I −D−1/2WD−1/2)D1/2
= I − αD−1/2LsymD1/2 (3.5)
where Lsym = I −D−1/2WD−1/2 is the normalized Laplacian of the graph G and D is the
diagonal degree matrix. From here onward, we will represent the normalized Laplacian Lsym
as simply L. Let φi be a right eigenvector of L with eigenvalue λi, then D
−1/2φi is a right
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eigenvector of M with eigenvalue µi = 1− αλi, that is
MD−1/2φi = (I − αD−1/2LD1/2)D−1/2φi
= D−1/2φi − αD−1/2Lφi
= D−1/2φi − αλiD−1/2φi
= (1− αλi)D−1/2φi (3.6)
This gives us a useful relationship between the spectra of the random walk matrix M and
the normalized Laplacian L. It is well known that the eigenvalues of a normalized Laplacian
lie in the interval [0, 2], see for example [33]. Thus, if 0 = λ1 ≤ λ2 ≤ . . . ≤ λn ≤ 2 are the
eigenvalues of L, then the corresponding eigenvalues of M are 1 = µ1 ≥ µ2 ≥ . . . ≥ µn ≥
1− 2α. It is worth noting that we are considering the right eigenvector of the random walk
matrix M . One should not confuse this with the left eigenvector.
Although the matrix M is not symmetric, L is a symmetric positive semi-definite matrix.




























This shows that M and its powers are similar to symmetric matrices. We will exploit this
relationship in our proofs later.
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3.4 The Ideal Case
For the sake of analysis, it is worthwhile to consider the ideal case, in which all points form
tight clusters that are well-separated. By well-separated, we mean that if points vi and vj
lie in different clusters, then their similarity wij = 0. Suppose that the data consists of k
clusters V1, V2, . . . , Vk with n1, n2, . . . , nk points, respectively, such that ∪ki=1Vi = V and
n =
∑k
i=1 ni. For ease of exposition, we also assume that the vi’s are numbered in such a
way that points v1,v2, . . . ,vn1 are in cluster V1, the points vn1+1,vn1+2, . . . ,vn1+n2 are in
cluster V2 and so on.
The underlying graph in the ideal case consists of k connected components G1, G2, . . . , Gk,
where each component Gj consists of vertices in the corresponding cluster Vj. We represent
this ideal graph by G∗, its normalized Laplacian by L∗ and its similarity matrix by W ∗. The
n-dimensional characteristic vector χj of the jth component Gj is defined as
χj(i) =
 1 if vi ∈ Gj,0 otherwise. (3.9)
The ideal similarity matrix W ∗ and, consequently the ideal normalized Laplacian L∗ of a
graph with k connected components, are both block-diagonal with the jth block representing
the component Gj, i.e.,
W ∗ =

W1 0 . . . 0
0 W2 . . . 0
0 0
. . . 0




L1 0 . . . 0
0 L2 . . . 0
0 0
. . . 0
0 . . . 0 Lk
 .
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Since L∗ is block-diagonal, its spectrum is the union of spectra of L1, L2, . . . , Lk. The eigen-
value λ1 = 0 of L
∗ has multiplicity k with k linearly independent normalized eigenvectors
φ∗1, φ
∗
2, . . . , φ
∗




we assume that the second eigenvalue of each Li is bounded away from 0 in order to have
strong algebraic connectivity of each component. In other words, each connected component
can be not be partitioned into subcomponents. In the following theorem, we prove that if
we have an ideal graph then the iterate sequence {xt} generated by the Mixing Process (3.4)
converges to a linear combination of characteristic vectors χj’s of the k components of the
graph. The χj’s are also eigenvectors of M
∗, where M∗ = (1−α)I−D−1W ∗, corresponding
to the first k eigenvalues µ1 = µ2 = ... = µk = 1.
Theorem 1. Suppose that we have an ideal dataset which consists of k clusters as defined
previously and let x0 be any vector such that each x0i > 0 and (x


















and dj is the degree of the j
th node.









































































































where the term ‖D1/2χi‖2 is equal to the sum of the degrees of vertices in component Gi
















. Now using the properties of the norm, we can
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, since ‖x0‖ ≤ 1.
Note that we can always choose α ∈ [0, 1] such that λk+1 = arg maxi>k |1 − αλi|. Thus the









































Here t represents the number of iterations needed to achieve a bound of ξ. We use this ideal
case as a motivation for our discussion of the general case in the following section.
3.5 The General Case
In practice, the graph under consideration may not have k connected components, but rather
k nearly connected components i.e., k dense subgraphs sparsely connected by bridges (set of
edges). We can obtain k connected components from such a graph by removing only a small
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fraction of edges. This means that matrices W and L have non-zero off-diagonal blocks, but
both matrices have dominant blocks on the diagonal. The general case is thus a perturbed
version of the ideal case.
Let W = W ∗ + E be the similarity matrix for a dataset V , where W ∗ is the similarity
matrix corresponding to the true clusters (an ideal similarity matrix), which is block-diagonal
and symmetric. We obtain W ∗ by replacing the off-diagonal block elements of W with zeros
and adding the sum of the off-diagonal block weights in each row to the diagonal elements.
This results in the matrices W and W ∗ having the same degree matrix D. The matrix E
is then a symmetric matrix with row and column sums equal to zero with the ith diagonal
entry given by eii = −
∑n
j=1 eij. The off-diagonal entries of E are the same as the entries in
the off-diagonal blocks of W . For example, for
W =

0 20 50 1 2 1
20 0 30 0 1 1
50 30 0 1 0 1
1 0 1 0 25 40
2 1 0 25 0 30
1 1 1 40 30 0

,
the matrices W ∗ and E satisfying the above constraints are given by
W ∗ =

4 20 50 0 0 0
20 2 30 0 0 0
50 30 2 0 0 0
0 0 0 2 25 40
0 0 0 25 3 30






−4 0 0 1 2 1
0 −2 0 0 1 1
0 0 −2 1 0 1
1 0 1 −2 0 0
2 1 0 0 −3 0
1 1 1 0 0 −3

.
Using the definition of L, one can then show that the following result holds.
Lemma 1. If W = W ∗ + E is a similarity matrix for a dataset V, then the normalized
Laplacian of the corresponding graph is L = L∗ −D−1/2ED−1/2, where L∗ is the normalized
Laplacian of the ideal graph corresponding to the true clusters.
We express the eigenvalues λi, of L as λi = λ
∗
i + λ̃i, where λ
∗
i is the eigenvalue of the ideal
normalized Laplacian L∗, and λ̃i depend continuously on the entries of Ē , D−1/2ED−1/2.
Similarly the eigenvectors φi’s of L can be expressed as φi = φ
∗
i + φ̃i, where φ
∗
i is the
eigenvector of the ideal normalized Laplacian L∗ and φ̃i depends on the entries of Ē. Note
that the pair (λ̃i, φ̃i) is not necessarily an eigenvalue/eigenvector pair of Ē. We assume that
‖E‖ and consequently ‖Ē‖ are small enough so that |λ̃i| and ‖φ̃i‖ are also small, although
the latter is not guaranteed.
Theorem 2. Suppose that we have a dataset which consists of k clusters and let x0 be any
vector such that each x0i > 0 and (x


























and dj is the degree of the j
th node.























Substituting φi = φ
∗
i + φ̃i and λi = λ
∗
i + λ̃i in the above equation and using the fact that















































































































(1− αλi)tφiφTi ‖ ‖D1/2‖ ‖x0‖. (3.12)








































































Observe that λi = λ̃i for i = 1, . . . , k. Thus, assuming that the perturbation is small, the
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first k eigenvalues of the Laplacian are close to zero. If the eigengap (λk+1 − λk) is large
enough, then for some t > 0, we will have both (1− αλk) = (1 − αλ̃k)t ≥ 1− δ for a small
δ > 0, and (1 − αλk+1)t ≤ ε for a small ε > 0. This results in the effective vanishing of
the term (1−αλk+1)t in the above expression after a sufficient number of iterations and ci’s
being bounded away from zero. According to Theorem 2, we will then have an approximate
linear combination of the k characteristic vectors of the graph i.e., ‖M tx0 −
∑k
i=1 ciχi‖ will
be small. This small perturbation assumption also leads to ‖φ̃i‖ being relatively small. Note
that this eigengap condition is equivalent to Assumption A1 in [27].
It is worth noting that, as the number of clusters k grows, it becomes increasingly diffi-
cult to distinguish the clusters from the vector M tx0 using the classical k-means algorithm
because the perturbation φ̃i will accompany the k eigenvectors in M
tx0. Thus, we devise a
recursive bipartitioning mechanism to find the clusters.
3.6 Clustering Algorithm
Our analysis in the previous section suggests that points in the same cluster mix quickly
whereas points in different clusters mix slowly. We note that Simon and Ando’s [64] theory of
nearly completely decomposable systems also demonstrates that states in the same subsys-
tem achieve local equilibria long before the system as a whole attains a global equilibrium3.
Therefore, an efficient clustering algorithm should stop when a local equilibrium is achieved.
We can then distinguish the clusters based on mixing of the points. The two clusters, in this
case, correspond to aggregation of elements of xt. Thus a simple search for the largest gap
in the sorted xt can reveal the clusters. This cluster separating gap is directly proportional
to b, since we initialize x0 by choosing n points uniformly at random from an interval [0, b].
Furthermore, it is inversely proportional to the size n of the dataset. Thus we define the gap
between two consecutive elements of sorted xt as:
3To our knowledge, Simon and Ando were the first to identify and analyze mixing time properties of
dynamic processes over stochastic matrices.
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Algorithm 4 Recursive Agent-Based Mixing (RAM) - Theoretical
1: Input: M = (1− α)I + αD−1W and a tolerance ε
2: procedure C =RAM(M, ε)
3: n← rowsize(M)
4: Initialize x0 by choosing n points uniformly at random from [0, b].
5: repeat
6: xt+1 ←Mxt
7: until (1− αλk+1)t ≤ ε
8: Sort(xt+1); find the largest gap using Equation (3.14).
9: if gap is not found then
10: return
11: end if
12: bipartition the indexing set of xt+1 based on largest gap into i1 and i2.
13: C ← RAM(M(i1, i1), ε), C ← RAM(M(i2, i2), ε)
14: end procedure
15: Output: Clustering C.
gap(i) =
 xti+1 − xti if xti+1 − xti ≥ b2n ,0 otherwise. (3.14)
In each recursive call, the algorithm terminates upon finding the largest gap and bipartitions
the data based on this gap. If the algorithm fails to find a nonzero gap in a recursive call,
then the indexing set of x in this call corresponds to a cluster. This leads us to Algorithm
4 (RAM - Theoretical).
In practice, we do not know the eigenvalues of M . Thus, in our implementation, we
start the procedure with an initial tolerance ε0 for mixing of x
t. When the tolerance is
achieved, we search for a nonzero gap in the vector sort(xt+1). If a gap is found the dataset
is bipartitioned based on the largest gap. In a recursive fashion, the bipartitioning procedure
is then applied to both resulting partitions. On the other hand, if a gap is not found we
decrease the tolerance and look for a gap after the new tolerance is attained. A cluster is
formed if the procedure cannot find a gap using either a maximum number of iterations tmax
or a minimum tolerance εmin. This algorithm is Algorithm 5 (RAM - Implemented).
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Algorithm 5 Recursive Agent-Based Mixing (RAM) - Implemented
1: Input: M = (1− α)I + αD−1W and initial tolerance ε0
2: procedure C =RAM(M, ε0)
3: n← rowsize(M)
4: Initialize x0 by choosing n points uniformly at random from [0, b].
5: Initialize ε← ε0
6: repeat
7: repeat
8: xt+1 ←Mxt, yt+1 ← ‖xt+1 − xt‖
9: until |yt+1 − yt| ≤ ε
10: Sort(xt+1); find the largest gap using Equation (3.14).




15: until A nonzero gap is found
16: bipartition the indexing set of xt+1 based on largest gap into i1 and i2.
17: C ← RAM(M(i1, i1), ε0), C ← RAM(M(i2, i2), ε0)
18: end procedure
19: Output: Clustering C.
3.7 Initialization of Agents
In this section, we analyze how the choice of x affects the mixing process. We first show
that if the graph is connected, then the mixing process converges to the weighted mean of
x weighted with the degree of the corresponding node.









where di is the degree of the vertex i and tr(D) is the trace of D.
Proof. Using (3.8) and separating the first term, we get




x0i di‖ = ‖D−1/2
n∑
i=1

























x0i di‖ ∵ λ1 = 0 (3.15)
Note that for a connected graph λ1 = 0 and λi > 0 for i 6= 1. From Equation (3.6), we know
that if φi is an eigenvector of the normalized Laplacian L then D
−1/2φi is the corresponding
eigenvector of the normalized similarity matrix W . In particular, the first eigenvector of W
is the c1, where c is a constant and 1 is the all ones vector. This means that φ1 = cD
1/2
1.






Ignore the negative value of c we have φ1 =
D1/21
‖D1/21‖ . Substituting this in equation (3.15), we
obtain






















































































Observe that 0 ≤ λi < 2 for a connected non-bipartite graph and we choose 0 < α ≤ 1,
therefore, |1− αλi| < 1. Thus applying limit as t→∞, we have
lim
t→∞




x0i di‖ = 0
This lemma shows that in the long run the mixing process (3.4) converges to the degree-
weighted mean of x0. Now if the underlying graph has k connected components, then
each of those components act as independent graphs and the mixing process for each of
the component converges to the degree-weighted mean of corresponding entries of x0. To
describe this more formally, we refer back to the ideal case in Section 3.4. We assume
that the number of points in component 1 are n1, in component 2 are n2 and so on in
component k are nk and that n =
∑k
j=1 nj. For an intuitive analysis, we assume that the
points are numbered in such a way that the points v1, v2, . . . , vn1 are in the component 1,
the points vn1+1, vn1+2, . . . , vn1+n2 are in component 2 and so on. This corresponds to an
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ideal similarity matrix, an ideal normalized Laplacian, and an ideal degree matrix, i.e.,
W ∗ =

W1 0 . . . 0
0 W2 . . . 0
0 0
. . . 0




L1 0 . . . 0
0 L2 . . . 0
0 0
. . . 0




D1 0 . . . 0
0 D2 . . . 0
0 0
. . . 0
0 . . . 0 Dk
 .
Recall that spectrum of an ideal normalized Laplacian L is the union of spectra of L1, L
2, . . . , Lk.
The eigenvalue λ1 = 0 of L has multiplicity k with k linearly independent normalized eigen-
vectors φ1, φ2, . . . , φk.
Proposition 5. Suppose that the underlying graph has k connected components, i.e., the



























where di is the degree of the vertex i, tr(D) is the trace of D and for notational purposes we
assume that n0 = 0.
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x0i di‖ ∵ λ1 = λ2 = . . . = λk = 0 (3.16)
Note that for a graph with k connected components λj = 0 for 1 ≤ j ≤ k and λj > 0 for
j > k. From Equation (3.6), we know that if φi is an eigenvector of the ideal normalized
Laplacian L then D−1/2φi is the corresponding eigenvector of the corresponding normalized
similarity matrix W . In particular, the first k eigenvectors of W are c1χ1, c2χ2, . . . , ckχk,
where ci’s are some constants and χi is the characteristic vector of the ith component of the
graph. This means that φi = cD
1/2χi for 1 ≤ i ≤ k. Since ‖φi‖ = 1, then for any φi for







Note that we can ignore the negative values of ci because we choose the values of x
0
i from







































































































































Observe that 0 ≤ λj < 2 for a connected non-bipartite graph and we choose 0 < α ≤ 1,










x0i di‖ = 0
If the vector x is initialized in such a way that the degree-weighted mean of two or more
components is close to each other, then entries of x for these components would converge
to a similar value. In such a case, these components or clusters cannot be distinguished
from each other. Any other initialization of x would lead to different values of entries of x
corresponding to different components/clusters.
In general, however, the graph may not have k connected components, but rather k dense
subgraphs connected by only a fraction of the total edges. In this case, for a subgraph/cluster,
the mixing process (3.4) aggregates to a point between the degree-weighted mean of the
subgraph and the degree-weighted mean of the whole graph in the short-run and in the
long-run it converges to the degree-weighted mean of the whole graph since the graph is
connected. If the entries of the vector x are initialized in such a way that the degree-
weighted means of two subgraphs are same, then it becomes impossible to separate these
cluster. To avoid such a scenario, we initialize entries of the vector x by choosing points from
the interval [0, b] uniformly at random. It is possible that the mixing process takes a different
number of iterations for each subgraph to aggregate to a point between its degree-weighted
mean and the degree-weighted mean of the whole graph. In view of this, we proposed a
recursive bi-partitioning algorithm in the previous section to find the clusters in the dataset.
We describe this phenomenon in the observation below.
Observation 1. Suppose that the underlying graph is connected and the dataset has k clus-
ters. Consequently, the underlying graph has k dense subgraphs connected by a fraction of
the total edges. Then, the mixing process for each subgraph aggregates to a point between
the degree-weighted mean of the subgraph/cluster and the degree-weight mean of the whole
graph/dataset in the short run and in the long run the process converges to the degree-weighted
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mean of the whole graph provided that the graph is connected as proved in Proposition 4.
3.8 Connection to Other Algorithms
In this section, we explore the relationship between our algorithm and normalized cut [25]
and also discuss the similarities with the theory of nearly completely decomposable Markov
Chains [64].
3.8.1 Normalized Cuts
Shi and Malik proposed a graph partitioning criteria known as normalized cut (NCut) [25].
A k-way NCut is defined as








i∈A,j∈B wij and a(A) =
∑
i∈A,j∈V wij. They showed that minimizing




yT (D −W )y
yTDy
,
where D is the (diagonal) degree matrix. The vector y of length n satisfies yTD1 = 0 and
yi ∈ {1,−b} with b some constant in (0, 1). This problem is NP-Hard [3] and is approximated
by relaxing y to take on real values. This approximation leads to solving the following
generalized eigenvalue problem for the second smallest eigenvalue also known as the Fiedler
value.
(D −W )y = λDy
SinceD is invertible the generalized eigenvalue problem is equivalent to solving (I−D−1W )y =
λy.
Thus, minimizing a 2-way NCut is approximated by finding the second smallest eigenvector
of I − D−1W . The solution for 2-way NCut is generalized to k-way NCut by finding the
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k eigenvectors corresponding to the k smallest eigenvalues of (D − W )y = λDy. The
eigenvectors are then discretized to obtain the characteristic vector χj for each cluster j as
defined in (3.9).
In our method, we are working with what is essentially a linear combination of the eigen-
vectors of D−1W whereas Shi and Malik [25] work with the eigenvectors of I − D−1W .
Observe that the eigenvectors of both these systems are the same, however, the eigenvalues
are translated by 1. Shi and Malik [25] use the first k eigenvectors corresponding to the k
smallest eigenvalues to find k clusters in a dataset. On the other hand, our method works
recursively, it divides the dataset into just two partitions at a time needing only the first two
eigenvectors. After sufficient iterations of the mixing process (3.4), the higher terms in the
linear combination effectively vanish and we are left with the first two terms corresponding
to the first two eigenvectors as shown in the preceding theorems which is used to bipartition
the dataset.
In the Simulation section, we provide direct comparisons of the performance of our Algo-
rithm 3 to Shi and Malik’s NCut algorithm. For these comparative studies, we use the code
available at Shi’s website4.
3.8.2 Theory of Nearly Completely Decomposable Markov Chains
Simon and Ando [64] presented the classical theory of aggregation of states in a nearly
completely decomposable Markov chain (system). The showed that such systems can be
viewed as composite systems comprising several smaller subsystems, so much so that each
subsystem can be studied independent of other subsystems. Their main contribution was
providing a mathematical basis for the argument that states within subsystems attain a local
equilibrium long before the system as a whole reaches a global equilibrium. In particular,
they showed that if P is the transition matrix of a finite aperiodic Markov chain with the
4Please see https://www.cis.upenn.edu/~jshi/. We note that this code has been developed by Shi
and colleagues. The latest version 9 was released in Jan 2010. In order to compute eigenvectors, they modify
MATLAB’s eigs function for sparse matrices. This function is based on [65] and [66].
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elements in the off-diagonal blocks approaching to zero,
P =

P11 P12 . . . P1k





Pk1 Pk2 . . . Pkk

then within each subclass (subsystem) represented by the diagonal blocks, states tend to a
local equilibrium much earlier than converging to a global equilibrium. They argued that
behavior of such systems can be categorized into two phases, a short-run phase, and a long-
run phase. In the short-run phase, the subclasses (subsystems) behave almost independently
of each other and attain their local equilibrium as if the chain is completely reducible. In this
short-run dynamics, the diagonal blocks dictate the evolution of the Markov chain. After the
relative stabilization of each subclass, the chain evolves towards a global equilibrium keep
the local equilibrium stable within each subsystem. In this long-run phase, the dynamics of
the Markov chain are dominated by the off-diagonal blocks.
In our schemes in this paper, the data points converge towards the centers of their re-
spective clusters in the short-run attaining a local equilibrium. Then over a relatively long
period, they converge to a single point if the underlying graph is connected (i.e Markov chain
is aperiodic), otherwise points (vertices) in each component of the graph collapse to a single
point. The aim of the stopping criteria in our algorithms to stop the iteration at the end of
the short-run dynamics.
3.9 Time Complexity
Algorithm 5 is a recursive algorithm; for the sake of intuitive analysis, we assume that n = 2j
for j ≥ 1 and that all clusters are of equal size i.e., each cluster has n/k points. We further
assume that k = 2` for ` ≥ 1. In each recursive call, the algorithm performs a maximum of
tmax sparse matrix-vector multiplications which require O(n̄tmax) operations, where n̄ is the







Figure 3.1: A depiction of the worst case.
n numbers except for the base case. Thus each non-base call takes O(n̄tmax) + O(n log n)
operations, where O(n log n) is the complexity of sorting n numbers. Let T (n, k, tmax) be
the time required to find k clusters in a dataset of size n by Algorithm 5, then we have








































































= O(n̄tmax) +O(n̄tmax) +O(n log n)−O(n)
= O(n̄tmax) +O(n log n),
where c is a constant and we have used the fact that
∑`
s=0 1/2




Similarly, if we assume a different split of the data in each recursive call, such as 1/3 and
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2/3, or 1/4 and 3/4 etc., it easily follows from the above analysis that the running time
of the Algorithm 5 remains O(n̄tmax) + O(n log n). The worst case arises when the dataset
comprises a big cluster Vk of size (say) n/2 and rest of the dataset constitutes the other k−1
clusters V1,V2, . . .Vk−1. In such a scenario, if at each recursive call one of the smaller clusters
is discovered except the last (kth) call when the cluster Vk is also discovered as shown in
Figure 3.1, then we have made k recursive calls on a dataset of size at least n/2. This results
in the running time of the algorithm O(n̄ktmax) + O(nk log n). However, if Vk splits from
the dataset early in the recursion, the running time remains O(n̄tmax) + O(n log n). Thus,
unless the dataset contains a big cluster encompassing a dominant fraction of the dataset,
the running time of Algorithm 5 is O(n̄tmax) + O(n log n). We use p nearest neighbors to
compute the similarities between points, which results in O(pn) nonzero entries in W . Since
p is a constant typically between 4 and 10, we conclude that the number of nonzero entries in
W is O(n). Thus for the p-nearest neighbor similarity function, the complexity of Algorithm




We begin with a toy example to illustrate the mechanics of Algorithm 5. Suppose that
we have the following normalized similarity matrix for a dataset with three clusters. The
intra-cluster similarities of the three clusters are represented by red, green and blue colors.

0 .5 .45 .025 .025 0 0 0 0 0
.4 0 .55 0 0 0 .05 0 0 0
.3 .7 0 0 0 0 0 0 0 0
0 .01 0 0 .3 .4 .28 0 .01 0
0 0 0 .4 0 .3 .3 0 0 0
0 0 .1 .25 .25 0 .4 0 0 0
.01 0 0 .4 .3 .27 0 .02 0 0
0 .01 0 0 0 0 0 0 0.5 0.49
0 0 0 .02 0 0 0 0.49 00 0.49
0 0 0 0 0 0 0 0.7 0.3 00

The first call to the RAM procedure in Algorithm 5 starts by picking 10 points uniformly
at random from [0, 100]. The stopping criterion is met after 27 iterations giving us the vector
(4.1). A bipartition of the dataset based on the gap criteria separates the blue cluster from















Algorithm 5 then makes two recursive calls to the RAM procedure on the re-normalized
sub-matrices corresponding to the two partitions. The recursive call on the first partition
containing red and green clusters results in a bipartition of the data into two clusters giving
us the vector (4.2), whereas the recursive call on the second partition containing the blue
cluster does not find any gap satisfying the stopping criteria, so the algorithm identifies it














The recursive call on the red and green clusters, then makes two further calls to the RAM
procedure, one on the red and one on the green cluster. These two calls do not find a
bipartition in the data and exit from the recursion identifying red and green clusters.
In the following sections, we demonstrate the efficiency of the proposed algorithm on a
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variety of synthetic and real datasets. In particular, we show that Algorithm 5 can identify
clusters of complex shapes and varying sizes in Section 4.2 and compare its accuracy with
the Shi-Malik algorithm [25]. We have used the p-neighbor similarity measure to construct
the similarity graphs for all the experiments. In Section 4.3, we illustrate the scalability and
speed of Algorithm 5 by applying it to large-scale stochastic block models. We show in Sec-
tion 4.4 that the accuracy of the power iteration method (PIM) [46] degrades as the number
of clusters increases in a dataset. In Section 4.5, we run Algorithm 5 on two real datasets
and compare its accuracy and speed with the Shi-Malik algorithm, fast approximate spectral
clustering (FASC) [44], Nystrom method [42] and the power iteration method [46]. Finally,
we test our algorithm on datasets with heterogeneous degrees in Section 4.6. All algorithms
are implemented in MATLAB 8.4.0 and experiments are conducted on a machine with Intel
Core i7-6700K 4.00GHz CPU and 32GB memory. In comparing to other algorithms, we
have used the source code from authors’ websites for the Shi-Malik and PIM algorithms.
We coded FASC and Nystrom method ourselves since the code for these algorithms is not
available on authors’ websites. Our implementation of Nystrom method is similar to that
in [45].
4.1 Performance Evaluation
We use mutual information as a measure of algorithm performance. Mutual information is
a symmetric measure used to quantify the information shared between two distributions. It
is widely used as a measure to evaluate the shared information between two clusterings. Let
V denote the cluster labels and V′ be the clustering obtained by an algorithm. Their mutual











where Pr(Vi) and Pr(V ′j) are viewed as the probabilities that an arbitrary point belongs to








Pr(Vi,V ′j) is viewed as the joint probability that an arbitrary point lies in both clusters Vi
and V ′j in clusterings V and V′ respectively, i.e.,
Pr(Vi,V ′j) =
|Vi ∩ V ′j|
n
.










It is easy to verify that 0 ≤ NMI(V,V′) ≤ 1. NMI is 1 when the two clusterings are identical
and 0 when the clusterings are independent. We present NMI as a percentage later in our
simulations since we use it to capture the accuracy of a clustering.
4.2 Synthetic Datasets
Four two-dimensional synthetic datasets have been used to compare Algorithm 5 to demon-
strate the accuracy of our algorithm. The details of the datasets are given in below.
• Mixture of Gaussians: We consider a mixture of five Gaussians random variables
X1, X2, X3, X4 and X5 with different densities. The five mean vectors and covariance
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(a) Mixture of Gaussians
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Table 4.1: Results of 50 runs of Algorithm 5 on synthetic datasets. Parameter settings
α = 1 and ε0 = 10
−2, 10−3, 10−3, 10−4 top to bottom. NCut shows the average normalized
cut defined in Equation (3.17) over 50 simulations with standard error. NMI is the mean
normalized mutual information in 50 runs with standard error. Runtime shows the average
computation time of a simulation.
Datasets NCut NMI Runtime
Mixture of Gaussians 0.0052± 0.0000 97.12± 0.03 0.687
Clustering aggregation 0.0323± 0.0000 99.58± 0.03 0.106
Two crescents 0.0052± 0 100± 0 0.092
Half ellipses 0± 0 100± 0 0.969
A sample of 2000 points is taken from these distributions with 100, 1000, 300, 200 and
400 samples from X1, X2, X3, X4 and X5 respectively.
• Clustering aggregation: This dataset set is taken from Clustering aggregation paper
[67]. The authors show that single link, complete link, average link, Ward’s method
and k-means fail to recover the correct clusters in this data set. It has 7 clusters and
788 total points.
• Two crescents: This dataset has two clusters with a total of 384 points.
• Half ellipses: This dataset contains a total of 2000 points with 1000 points in each
cluster.
Table 4.1 shows the results of applying the RAM algorithm. These results depict that our
recursive implementation is very accurate in identifying clusters of complex shapes and dif-
ferent sizes. Small standard errors emphasize that the RAM algorithm has little dependence
on the initial vector x0. Figure 4.1 portrays the clusterings obtained by Algorithm 5 for
various dataset structures.
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Table 4.2: Computation time (in seconds) of Algorithm 5 on SBMs with p = 0.5 and
q = 0.01. The time shown is averaged over 50 simulations on different SBMs. All partitions
are exactly recovered.
n k RAM Shi-Malik algorithm
5 2.31 49.72
15,000 10 1.54 55.13
15 1.24 57.69
5 8.76 747.84
30,000 10 6.19 2541.84
15 5.19 3265.73
5 68.53 Out
60,000 10 30.33 of
15 20.10 Memory
4.3 Scalability
We apply Algorithm 5 to stochastic block model (SBM) graphs to test scalability on large
datasets with many clusters. We are not aiming explicitly to address the problem of recover-
ing planted partitions in an SBM, but instead, use this model to construct arbitrarily large
graphs with known partitions/clusters. The runtime of our algorithm on various SBMs is
compared against the Shi-Malik algorithm [25]. In the basic form, an SBM with same size
blocks (clusters) is defined by four parameters; n, the number of vertices; k, the number
of blocks (clusters); p, the probability of an edge between two points in the same cluster
and q, the probability of an edge between two points in different clusters. Running time of
the RAM and Shi-Malik algorithms on various size SBMs is shown in Table 4.2. Runtimes
shown are average times for 50 different SBMs with the same parameters.
Our RAM algorithm is significantly faster and consumes less memory as compared to the
Shi-Malik algorithm. Observe that for the same sized datasets when the number of clusters
is increased RAM performs faster while Shi-Malik algorithm slows down. This performance
difference results because in a small cluster each point mixes with fewer points, as compared
to in a large cluster, resulting in fast mixing. On the contrary, the Shi-Malik algorithm
needs to calculate more eigenvectors as the number of clusters increases, resulting in a rise
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(a) p = 0.15
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(b) p = 0.2
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(c) p = 0.25
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(d) p = 0.3
Figure 4.2: Average NMI over 50 runs vs. q (probability of an edge between two points in
different clusters) with n = 15000.
in the runtime. For each model, both algorithms recover all the clusters exactly in each run.
We used p = 0.5 and q = 0.01 for all the models. Each node shares roughly pn/k edges
within the cluster and q(n−n/k) edges across the cluster. For example with n = 30, 000 and
k = 10, a node shares edges with approximately 1500 nodes in its cluster and 270 nodes in
other clusters. Total edges in this graph are roughly 0.5(1770×30, 000) = 26.55 million. We
also show the ability of the algorithm to recover the clusters as we vary the number of edges
within and across clusters. Figure 4.2 shows the average NMI achieved by our algorithm in
50 different SBMs while varying the probabilities p and q. The accuracy of cluster recovery
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(e) p = 0.35
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(f) p = 0.4
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(g) p = 0.45
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(h) p = 0.5
Figure 4.2 (cont.): Average NMI over 50 runs vs. q (probability of an edge between two
points in different clusters) with n = 15000.
increases with an increase in the value of p and decreases with an increase in the value of
q. An increase in the value of p increases the density of each cluster. By density, we mean
the proportion of edges with both endpoints lying in the same cluster. On the other hand,
an increase in the value of q decreases the density of each cluster. If for any arbitrary node,
the number of edges within the cluster is roughly less than or equal to the number of edges
across the cluster, then the notion of a cluster does not remain well defined. In such a case
our algorithm cannot recover the clusters. For example, for k = 15, p = 0.35 and q = 0.03,
a node approximately shares 350 edges within the cluster and 420 edges across the cluster.
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Thus, our algorithm cannot recover the clusters in such an SBM as shown in Figure 4.2e.
k















RAM, q = 0.025
RAM, q = 0.05
PIM, q = 0.025
PIM, q = 0.05
Figure 4.3: Accuracy − PIM vs RAM. Parameters n = 15000 and p = 0.5.
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RAM, q = 0.025
RAM, q = 0.05
PIM, q = 0.025
PIM, q = 0.05
Figure 4.4: Computation time − PIM vs RAM. Parameters n = 15000 and p = 0.5.
4.4 Comparison with Power Iteration Method
In this section, we demonstrate that our algorithm outperforms the power iteration method
(PIM) [46] in accuracy. PIM’s accuracy degrades as the number of clusters is increased in
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Figure 4.5: A sample of USPS dataset
a dataset. Note that in [46] datasets with only a few clusters (at most 4) are used. We
compare our algorithm with PIM on stochastic block models with 15000 nodes and p = 0.5.
By varying the number of clusters k, in Figure 4.3 we show that PIM’s accuracy degrades
as we increase the number of clusters. On the other hand, our RAM algorithm consistently
recovers the correct clusters. The results in Figure 4.3 with NMI averaged over 10 runs. We
note that for the same datasets PIM has smaller runtime than RAM as shown in Figure
4.4. This is in line with our observation that these algorithms achieve smaller runtime at
the expense of accuracy.
4.5 Real Datasets
We empirically compare the accuracy and speed of our RAM algorithm with the Shi-Malik
algorithm [25], fast approximate spectral clustering [44], Nystrom method [42] and power
iteration method (PIM) [46] on two real datasets which are described below.
• USPS [68]: This dataset contains 7291 grayscale images of digits 0 − 9 scanned from
envelopes by United States Postal Service. Each feature vector consists of normalized
grayscale values of 16× 16 = 256 pixels.
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Figure 4.6: A sample of COIL20 dataset
• COIL20 [69]: This dataset consists of 32× 32 grayscale images of 20 different objects.
72 different images of each object are taken from 72 different angles as the objects
are rotated on a table, i.e., after every 5 degree rotation an image is taken. A feature
vector consists of 1024 normalized grayscale values i.e., one value for each pixel.
We use a p-nearest neighbor graph to construct the similarity matrix. For both datasets
we use p = 4. ε0 is set to 10
−4 and 10−2 for USPS and COIL20 datasets respectively. We
compare normalized mutual information and computation time of the RAM algorithm with
other algorithms. Our results are documented in Table 4.3 and 4.4 for USPS and COIL
datasets respectively. As demonstrated earlier the RAM algorithm has the same accuracy
as the Shi-Malik algorithm [25]. Our algorithm does not sacrifice accuracy as opposed
to FASC, Nystrom method and PIM which also claim to improve the speed of spectral
clustering. We note that the Shi-Malik algorithm performs faster than all other algorithms
on smaller datasets. However, its runtime degrades with the size of the dataset as discussed
in Section 4.3. For large datasets, RAM is faster than both FASC and Nystrom and does
not compromise on the accuracy.
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Table 4.3: Comparison of Average NMI with standard error, and runtime in seconds (in
parenthesis) over 50 simulations on the USPS dataset [68]. The number of clusters is
denoted by k. For each k, 50 runs are conducted on randomly chosen clusters except for
k = 10. Shi-Malik represents the Shi-Malik algorithm [25]. FASC is the KASP algorithm
as defined in [44]. FASC 1 and 2 are implemented with 10% and 5% representative points
respectively. Nystrom 1 and 2 are approximations of Shi-Malik algorithm as defined in [42]
with the random samples of 50% and 20% respectively. PIM is the power iteration method
defined in [46].
(a) USPS
Algorithms\k 4 6 8 10
Shi-Malik
88.96± 1.15 86.48± 0.58 83.84± 0.41 81.39± 0.02
(0.04) (0.06) (0.10) (0.15)
FASC 1
83.47± 1.33 79.59± 0.86 78.15± 0.59 76.28± 0.45
(0.36) (0.81) (1.37) (2.20)
FASC 2
82.19± 1.39 80.06± 0.83 76.78± 0.69 75.24± 0.43
(0.30) (0.59) (0.98) (1.71)
Nystrom 1
73.33± 1.53 72.26± 0.89 69.62± 0.57 66.86± 0.07
(1.21) (1.39) (3.08) (4.75)
Nystrom 2
69.65± 1.57 66.98± 0.99 64.51± 0.58 65.37± 0.14
(0.23) (0.61) (1.07) (1.16)
PIM
61.15± 1.98 56.51± 1.26 52.25± 1.07 50.75± 0.89
(0.06) (0.12) (0.33) (0.40)
RAM
88.12± 0.96 85.76± 0.88 84.20± 1.76 82.35± 0.39
(0.13) (0.22) (0.33) (0.51)
4.6 Heterogeneous Datasets
In this section, we use datasets generated by benchmark graphs [70] to test the performance
of our RAM algorithm on datasets with heterogeneous degree and cluster size. The degree of
the nodes and the cluster size in these graphs follow power law distributions with exponent
values of 2 and 1 respectively. The number of nodes in each graph is set to 15,000. Each node
shares a fraction 1 − η edges within the cluster and a fraction η edges with nodes in other
clusters. We generate graphs corresponding to three values of average degree, d̄ = 40, 70, 100.
A node can have a maximum degree of 150 whereas the sizes of clusters vary from 200 to
1000. In Figure 4.7, we plot the performance of our algorithm as a function of η, the fraction
of neighbors of a node in other clusters. We can conclude from the figure that our algorithm
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Table 4.4: Comparison of Average NMI with standard error, and runtime in seconds (in
parenthesis) over 50 simulations on COIL20 datasets [69]. The number of clusters is
denoted by k. For each k, 50 runs are conducted on randomly chosen clusters except for
k = 20. Shi-Malik represents the Shi-Malik algorithm [25]. FASC is the KASP algorithm
as defined in [44]. FASC 1 and 2 are implemented with 10% and 5% representative points
respectively. Nystrom 1 and 2 are approximations of Shi-Malik algorithm as defined in [42]
with the random samples of 50% and 20% respectively. PIM is the power iteration method
defined in [46].
Algorithms\k 4 8 12 16 20
Shi-Malik
98.71± 0.68 95.56± 0.65 94.20± 0.47 92.26± 0.34 92.07± 0.10
(0.01) (0.01) (0.02) (0.03) (0.03)
FASC 1
79.47± 2.17 75.98± 1.20 75.19± 0.80 74.98± 0.63 74.90± 0.43
(0.02) (0.04) (0.08) (0.14) (0.20)
FASC 2
73.40± 1.84 71.98± 0.97 70.80± 0.78 70.59± 0.60 71.19± 0.25
(0.02) (0.04) (0.07) (0.11) (0.15)
Nystrom 1
86.43± 1.80 85.19± 1.10 82.04± 0.82 78.97± 0.57 77.27± 0.26
(0.05) (0.21) (0.52) (1.13) (1.83)
Nystrom 2
78.61± 1.68 74.42± 1.30 70.03± 0.76 69.43± 0.55 68.52± 0.27
(0.01) (0.04) (0.08) (0.15) (0.23)
PIM
61.04± 2.37 59.23± 1.41 52.29± 0.98 52.49± 0.76 51.43± 0.53
(0.02) (0.04) (0.07) (0.12) (0.14)
RAM
98.39± 0.62 94.51± 0.81 93.74± 0.57 92.77± 0.40 93.06± 0.17
(0.06) (0.13) (0.19) (0.25) (0.32)
gives good results on heterogeneous data in general. However, there are other methods which
can perform better on heterogeneous data; see [71] and the references therein.
4.7 Image Segmentation
We also test our RAM algorithm against the Shi-Malik algorithm [25] on image segmentation
datasets for some standard images. Image segmentation is the process of partitioning a
digital image into multiple segments. The helps in simplifying the representation of an
image into something that is more meaningful and easier to analyze. We show that our
algorithm performs significantly better than the Shi-Malik algorithm when the number of
segments is large. We follow the feature selection of Shi and Malik [25]. In particular, the
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Figure 4.7: Average NMI for datasets with heterogeneous degree and cluster size. Each
point corresponds to the average over 20 graph instances. Parameter ε0 = 1.
Shi-Malik algorithm fails to detect big segments and thus divides them into smaller sub-
segments. On the other hand, RAM can detect segments of varying sizes correctly. The
resulting segmentations are shown in Figure 4.8.
4.8 Parameter Selection
The algorithm proposed in this paper requires only one parameter ε0. To tune this param-
eter, we start with some initial value of ε0 typically 10 and monitor the number of clusters
produced by the RAM algorithm. We then decrease ε0 by a constant factor (generally 10)
and observe the number of clusters detected by the RAM algorithm. We stop when two
consecutive iterations (with decreasing ε0) result in the same number of clusters and choose
ε0 corresponding to earlier of these iterations. Figure 4.9 exhibits this procedure for syn-
thetic datasets. If we already know the number of clusters k in the dataset, then the value
ε0 is chosen to correspond to the value of k. Often it is very difficult to specify the number
of clusters in a dataset. Because the dataset appears to have a different number of clusters
when we change the granularity of the view. So, one can also think of ε0 as a zooming
parameter. When ε0 is large, we have many clusters in the dataset and as we decrease the
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(a) Shi-Malik with 30 segments (b) RAM with 30 segments
(c) Shi-Malik with 30 segments (d) RAM with 30 segments
Figure 4.8: Comparison of Shi-Malik algorithm and RAM on image segmentation.
value of ε0, the number of clusters detected in the dataset also decreases.
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A vast majority of the existing clustering algorithms are meant for the centralized case where
all the data is stored and processed on a single machine. The emergence of big data has
made it difficult to store the data on a single machine much less process it efficiently. In
some situations, the data is inherently distributed as it is collected at different sites, for
example, in surveillance systems [72] and sensor networks [73,74]. In many other situations,
just the sheer size of data prohibits us from storing it on a single machine. Thus, there is
a need to develop efficient algorithms to process datasets stored in multiple machines in a
distributed system.
In distributed data clustering, the data is stored on multiple machines, which one can
think of as nodes of a graph with communication restricted to occur only between those
nodes connected by the edges of this graph. The edges represent direct links between the
machines. The objective is to cluster the dataset such that the clustering outcome is close
to the results obtained when all the data is stored on a single machine.
One approach to this problem is to seek a few representative points from each machine,
collect these representatives on a central machine and apply a clustering on these represen-
tative points. The cluster assignments of these representatives are then communicated to
their respective machines. Each individual machine then assigns cluster labels to its local
points based on the cluster assignment of the representative points; see for example [75–77].
In these approaches, the authors determine a set of representative points using coresets [78].
In centralized clustering, it has been shown that one can attain a (1 + ε)-approximation
of k-means clustering by only applying the algorithm on a weighted subset of the data of
size O(kε−d log n) called a coreset, where k is the number of clusters, d is the dimension










Figure 5.1: An example of a communication graph for data distributed over various
machines.
portion of the coreset is constructed at each machine using only local data, which is then
communicated to the centralized coordinator that performs k-means clustering on the core-
set. The communication cost depends on the size of the coreset. In general, the nodes in a
distributed system do not have exclusive communication channels between each other and
have to share the channels. This results in communication being the main bottleneck in a
distributed system. Thus it is also important to consider the communication cost [79] when
designing distributed clustering algorithms.
5.1 Problem Statement
Consider a set of n data points V = {v1, . . . ,vn} in a d-dimensional space. The dataset V is
divided into m subsets V1,V2, . . . ,Vm with the jth subset stored on machine j. We have m
machines each storing a portion of the data. Thus the dataset is distributed over m machines
as shown in Figure 5.1 where m = 8. We can think of each machine as a node of a graph.
The links or edges of the graph represent communication channels between the machines.
Two machines can directly communicate with each other if there is an edge between their
respective nodes. We will often interchange the term machine and node to mean the same
thing. The goal is to partition the whole dataset into k meaningful clusters such that
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the clustering obtained by a distributed algorithm is close to the clustering obtained by a
centralized algorithm. It is also important to keep the transfer of data (communication cost)
between machines at a minimum.
5.2 Existing Approaches
Previous approaches to distributed clustering have almost exclusively focused on k-means
type approaches while utilizing coresets [78] to choose the representative points. We discuss
the notion of coreset below.
5.2.1 Coreset
We first recall the k-means clustering problem; given a dataset V = {v1,v2, . . . ,vn}, find







‖vj − µi‖2. (5.1)
A coreset is a weighted subset of the data such that the quality of clustering on the coreset
alone closely approximates the quality of clustering on the whole dataset. In particular, for
k-means clustering an ε-corset of the dataset V with respect to a cost objective function is
a set of points D and a set of weights w : D → R such that for any set of centroids µ,
(1− ε)cost(µ, C) ≤
∑
v∈D
w(v)cost(µ,v) ≤ (1 + ε)cost(µ, C).
Several algorithms have been proposed to construct the coresets in the centralized setting.
One such algorithm [80] works by first computing a constant approximation solution for
the entire dataset typically using k-means algorithm. It then samples the points from the
dataset with probability proportional to their contribution to the cost function. The points
near the centroids can be represented by the centroids but the points farther away from the
centroid cannot be well represented by the centroid. Therefore, the algorithm puts more
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weight on the points away from the centroid. Specifically, suppose that we have obtained
k centroids along with their clusters using k-means algorithm. Let µi be the centroid of











Using this algorithm for distributed settings requires the computation of a solution for the
entire dataset which is impractical for large datasets. Balcan et. al. [75] overcome this by
first computing a constant approximation solution for each of the local datasets and then
communicating the cost with all other nodes. The points are then sampled proportionally to
their contribution to the local cost. However, the number of points sampled from a certain
machine are proportional to the cost on that machine. All of the sampled points and the
centroids form the coreset (for details, see Algorithm 1 in [75]). A distributed k-means
algorithm using such a coreset construction is shown in Algorithm 6.
Algorithm 6 Distributed k-means
1: Input: Set of data points V distributed over m machines, number of clusters k.
2: Compute a coreset for each local dataset.
3: Combine the local coresets to get a global coreset.
4: Run k-means on this global coreset.
5: Communicate the k centroids to all the machines.
6: Each local machine assigns every point to the nearest centroid.
7: Output: Cluster assignment of all the point.
5.3 Our Approach
Almost all of the distributed clustering approaches to date have been tailored towards k-
means clustering. However, k-means algorithms have various limitations as discussed in
Chapter 1; notably these algorithms cannot detect non-convex clusters. Our aim is to
develop scalable spectral clustering algorithms for data stored in a distributed system. To our
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knowledge, only Chen et. al. [79] have attempted to design a spectral clustering algorithm for
the distributed setting. However, they assume that they already know the similarity graph
for the distributed data, which is not known in most practical applications. Once we know the
underlying graph albeit distributed among different machines, the problem becomes much
simpler. Our goal is to design a general purpose distributed spectral clustering algorithm
where the data to be clustered is stored on multiple machines and the scale of the data
prevents us from moving all the data to a central machine.
We consider that the data of size n is distributed over m machines. We assume that the
data is distributed uniformly at random over these machines i.e., the probability that a data
point is stored in machine j is equal to the probability that it is stored in any other machine.
We describe below a sketch of our approach which is also illustrated in Figure 5.2.
a. At each machine j, identify a set of representative points {y1,y2, . . . ,ys}. For each
machine, we have s representative points.
b. For each representative point y` in a machine, construct a set of points R` that it
represents.
c. Every data point is represented by exactly one representative. Thus Vj = ∪`R` and
∩`R` = φ; for all Vj, j = 1, . . . ,m.
d. Collect the representative points from all the machines on a coordinator machine.
e. Run ShiMalik algorithm on these representative points.
f. Communicate the cluster assignments of the representative points to their respective
machines.
g. At each machine j, assign all points in R` to the cluster assigned to y`.




Compute sets of representative points
Collect representatives on a central machine and perform clustering
Assign points to clusters of their representatives
Figure 5.2: A workflow of our approach to distributed clustering.
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5.3.1 k-means
In this approach, we directly use k-means to construct the set of representative points. The
minimum number of representatives per machine is kept to the desired number of clusters
k as we want to have at least one representative from each cluster in each machine. The k-
means algorithm is run on each machine with k equal to the desired number of representatives
per machine (RPM). The centroid corresponding to each cluster is a representative and the
cluster itself is the set of points R(x) it represents. We will refer to this approach as k-means
in our results later on.
5.3.2 ShiMalik
The algorithm by Shi and Malik [25] is used to construct the set of representatives. As in the
case of k-means we cannot have fewer RPM than the desired number of clusters k as some
of the clusters would not have any representative. We cluster the points on each machine
using the ShiMalik algorithm with the number of clusters k equal to the desired number of
RPM. We take the mean of each cluster to the get the representative point where the set of
points it represents, R(x), is the cluster itself.
5.3.3 ShiMalik with Graph Center
This method of constructing the set of representatives is the same as the ShiMalik method
except that the representatives are calculated using the concept of a graph center. To define
the graph center, we first need to define the distance between two nodes of a graph. We
use the random walk M to define the distance between two nodes. Note that the distance
should be small between two nodes in close proximity to each other and large if they are
far away from each other on the graph, i.e, more nodes need to be traversed to go from one
node to another. We consider a random walk M of a given length t. The ñ probabilities
M tij for 1 ≤ j ≤ ñ contain all the information about a node i contained in matrix W t, where
ñ is the number of points in the cluster. These probabilities form the ith row of the t-step







Figure 5.3: Center of a graph. The graph center is at node 5 considering that all the edge
weights are 1.





(M ti` −M tj`)2 =
∥∥M ti· −M tj·∥∥ , (5.2)
where ‖ · ‖ is the Euclidean norm of Rn.
This distance can be considered as the distance between two probability distributions Mi·
and Mj·. Note that as defined, the distance d(i, j) also depends on the value of t, however,
in our experiments we use t = 1. We will explicitly mention t only if we use a value of t other
than 1. Now we define the graph center. The center of a graph is the node with minimum
eccentricity, that is a node that has smallest maximum distance to all other nodes. If there
are multiple such points, we choose one of them randomly. This definition of the graph
center is reminiscent of the Jordan center of a graph [81], however, our definition of distance
is different. Consider for example the graph in the Figure 5.3, one can calculate the graph
center to be node 5. We will refer to this approach as ShiMalik with centers or ShiMalik
with graph centers in the next section.
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5.4 Results
We compare our approaches defined in the preceding section with the distributed coresets
algorithm [75] on a variety of synthetic and real datasets. We refer to the algorithm in [75]
as distributed coresets in our comparisons. We show that in general, our approaches based
on spectral clustering have a better accuracy than the distributed coresets approach which is
based on k-means. Our main focus in these results is on the accuracy of the clustering. We
use normalized mutual information (see Section 4.1) to measure the accuracy of a clustering.
For each of these datasets, we assume that the data is distributed over m machines. We
distribute the data over these machines in a uniformly at random fashion. Each point is
equally likely to be stored in any one of the m machines. Thus, the number of points stored
at each machine is roughly the same. All algorithms are implemented in MATLAB 8.4.0 and
experiments are conducted on a machine with Intel Core i7-6700K 4.00GHz CPU and 32GB
memory. For distributed coresets algorithm, we have used the code available at author’s
website 1.
5.4.1 Mixture of Gaussians
We consider a mixture of Gaussians with random variables X1, X2, . . . , X5 with means and
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A sample of 4,000 points is taken from these distributions with 200, 2000, 600, 400 and 800
samples from X1, X2, X3, X4 and X5 respectively.
1http://pages.cs.wisc.edu/~yliang/ (retrieved May 25, 2018)
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Figure 5.4: Average NMI achieved by different algorithms on Mixture of Gaussians. Each
point corresponds to average NMI over 25 different runs.
This is a very simple and easy dataset for a clustering problem. We measure the average
accuracy of the clustering obtained by various methods over 25 simulations. The results are
shown in Figure 5.4. As we can see, none of the algorithms matches the accuracy of the
centralized solution, i.e., when all the data is stored on a single machine and then clustered
using ShiMalik algorithm [25]. However, ShiMalik with graph centers achieves almost 95%
accuracy with only 10 RPM. So, the set of representatives contains only 3.75% of the whole
dataset whereas ShiMalik needs twice the number of representatives to achieve a similar
accuracy. The accuracy of k-means approach increases as we increase the number of repre-
sentatives per node. On the other hand, the accuracy of both ShiMalik based approaches
initially increases and then starts to decrease reaching the lowest point when RPM is equal
to half of the dataset. Afterwards the accuracy keeps on increasing as the number of rep-
resentatives per machine increases. This is an interesting phenomenon. One would expect
that increasing the number of representatives per machine should cause the accuracy to at
least remain the same if not increase.
This phenomenon occurs because a dataset has only a limited number of inherent clusters.
74
representatives/node (log scale)

























Figure 5.5: Average NMI achieved by different algorithms on the Aggregation dataset.
Each point corresponds to average NMI over 25 different runs.
Once this limit is reached, the ShiMalik algorithm starts to assign the points to different
clusters somewhat randomly, because only the first few eigenvectors of the normalized Lapla-
cian contain meaningful information to cluster the data. Eigenvectors corresponding to the
higher eigenvalues do not make a significant contribution to the clustering process. This
happens until the number of clusters is equal to half of the dataset. Afterwards, when the
number of clusters is greater than the half of the dataset, some of the clusters have only a
single element which diminishes the effect of random assignment. If we keep on increasing
the number of clusters, at a certain point we have only singleton clusters, i.e., when the
number of clusters is equal to the size of the dataset. We observe this phenomenon for all
the datasets discussed in the following sections.
5.4.2 Clustering aggregation v2
This dataset is a larger version of the dataset in the clustering aggregation paper [67]. It
has 7 clusters with a total of 15,760 points. We compare the accuracy of our approaches to
the distributed coresets on this dataset in Figure 5.5. In the centralized settings, ShiMa-
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lik algorithm can recover the clusters with 99% accuracy. The only other approach which
achieves such an accuracy is ShiMalik with graph centers and it requires a set of represen-
tative with size equal to only 2% of the whole dataset. With the same RPM, the approach
using ShiMalik to construct the set of representatives achieves 97% accuracy. Even on this
simple dataset, the accuracy of distributed coresets algorithm remains below 90% regardless
of the number of representatives per node.
representatives/node (log scale)
























Figure 5.6: Average NMI achieved by different algorithms on MNIST I datasets. Each
point corresponds to average NMI over 10 different runs.
5.4.3 MNIST I
This dataset is a collection of handwritten numbers from 0 to 9 with the total number of
data points equal to 30,000 [82]. The dimension of each image is 28× 28. The numbers are
positioned in the image in such a way that the center of mass of the pixels is the center of
the image. Each pixel contains a gray-scale value between 0 and 255, which is normalized to
lie between 0 and 1. Each of these normalized gray-scale values forms a feature. Thus, the
feature vector has 28×28 = 784 entries. Our simulation results for this dataset are shown in
the Figure 5.6. The accuracy of ShiMalik algorithm in the centralized settings is 74% for this
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dataset. Both of the approaches using ShiMalik to construct the set of representative achieve
almost 70% accuracy. On the other hand, the accuracy of the distributed coreset algorithm
does not exceed 50%. We can see that the accuracy of both ShiMalik based approaches
drops to the lowest value when the number of representatives is half of the whole dataset
and then starts to increase again as discussed in Section 5.4.1.
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Figure 5.7: Average NMI achieved by different algorithms on MNIST II datasets. Each
point corresponds to average NMI over 20 different runs.
5.4.4 MNIST II
This dataset is a larger version of MNIST I dataset with the total of 60,000 points. We
compare our various approaches to generate the representative points with distributed core-
sets approach [75]. Our results are shown in Figure 5.7. On this dataset ShiMalik algorithm
runs out of memory in the centralized settings. As with the previous dataset, both Shi-
Malik based approaches perform much better than both k-means based approach and the
distributed coresets algorithm. Even their lowest accuracy is better than the accuracy of
distributed coresets algorithm regardless of the number of representatives per machine. Both
ShiMalik based approaches achieve an accuracy of more than 70% with the set of represen-
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Figure 5.8: Average NMI achieved by different algorithms on EMNIST I datasets. Each
point corresponds to average NMI over 10 different runs.
tative having a size equal to 5% of the whole dataset, whereas, the k-means approach needs
almost half of the dataset as representatives to achieve the same accuracy.
5.4.5 EMNIST I
This dataset has a total of 26 clusters. It consists of handwritten letters [83]. The total
number of points in this dataset is 124,800. Each feature vector has 784 entries, where each
entry corresponds to the gray-scale value of a pixel. The size of each image is 28× 28. Note
that handwritten letters include both uppercase and lowercase letters. Furthermore, for a
specific letter, both uppercase and lowercase version belong to the same cluster. Simulation
results on this dataset are shown in Figure 5.8. As we can see both approaches based on
ShiMalik to construct the representative set perform better than other approaches. The
accuracy of distributed coresets algorithm remains below 40 percent. ShiMalik with graph
center approach achieves maximum accuracy at 200 RPM, which is 2.4% of the whole dataset,
whereas shiMalik approach achieves maximum accuracy at 300RPM, which makes up 3.6%
of the whole dataset.
78
representatives/node (log scale)


















Figure 5.9: Average NMI achieved by different algorithms on EMNIST II datasets. Each
point corresponds to average NMI over 10 different runs.
5.4.6 EMNIST II
This dataset is an extended version of EMNIST I and has a total of 62 clusters. It consists
of handwritten letters and numbers comprising of 10 digits, 26 lowercase and 26 uppercase
letters [83]. The total number of points in this dataset is 697,932. On this dataset, the
distributed coresets algorithm was not able to cluster the data for 100 RPM after 3 hours.
On the other hand, our algorithms take only 2 minutes for 100 RPM. Both ShiMalik based
algorithms require the size of the set of representatives to be only 2 percent of the dataset
to achieve optimal accuracy. This is in line with our earlier results that these approaches
need a very small subset of data to get optimal accuracy.
5.4.7 Runtime Comparison
We compare the runtime of ShiMalik, ShiMalik with graph center, k-means and distributed
coresets on the datasets discussed in preceding sections in Figure 5.10. It is quite evident
from the figure that both ShiMalik based methods have much smaller runtime compared to
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k-means and distributed coresets methods. Although for higher number of representatives
per machine, k-means approach has smaller runtime than both ShiMalik based approaches,
but one would seldom use RPM greater than 10 percent of the whole data. Moreover, for
larger datasets the difference between runtimes of ShiMalik based approaches, and both
distributed coresets and k-means become much more significant.
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(a) Mixture of Gaussians, n = 4, 000.
representatives/node (log scale)





















(b) Aggregation v2, n = 15, 760.
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(c) MNIST I, n = 30, 000.
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(d) MNIST II, n = 60, 000.
representatives/node (log scale)




















(e) EMNIST I, n = 124, 800.
representatives/node (log scale)




















(f) EMNIST II, n = 697, 932.
Figure 5.10: Runtime of various algorithms on datasets discussed in previous sections.




We have proposed a fast clustering algorithm based on a mixing process in Chapter 3, which
does not explicitly compute the eigenvectors of a similarity matrix but maintains many of
the advantages of spectral clustering. Our algorithm alternatively finds what is essentially an
eigenvalue weighted linear combination of eigenvectors of the normalized similarity matrix.
Our algorithm is simple to implement and computationally efficient. We have demonstrated
the scalability and accuracy of the RAM algorithm by implementing it on large stochastic
block models with tens of thousands of nodes and hundreds of millions of edges in Chapter
4. This work was published in [84,85].
We have also proposed various approaches to clustering the data distributed over multiple
machines. The focus of existing approaches to clustering problem in distributed settings has
been on the k-means algorithm. We show that our work based on spectral clustering achieves
much better accuracy than these k-means based approaches. We show that representatives
generated using spectral clustering need at most 5% of the dataset to get maximum accu-
racy. We use ShiMalik algorithm to cluster the data in the coordinator machine. However,
more work needs to be done to find or at least provide a bound on the optimal number of
representatives per machine. Moreover, the runtime of our approaches is much smaller as
compared to distributed coresets algorithm. On the largest dataset, it could not cluster the
data even after 3 hours whereas our algorithms took just 2 minutes to get a solution.
We list below some of the direction in which this work can be extended.
• Establish bounds on the number of representatives per node for spectral clustering for
optimal accuracy.
• Extend the idea of coresets for spectral clustering.
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• Investigate other approaches to select representative points.
• Analyze the communication cost for distributed clustering.
• Model our algorithms for MapReduce framework.
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[4] L. C. Molina, L. Belanche, and À. Nebot, “Feature selection algorithms: A survey and
experimental evaluation,” in Data Mining, 2002. ICDM 2003. Proceedings. 2002 IEEE
International Conference on. IEEE, 2002, pp. 306–313.
[5] J. MacQueen et al., “Some methods for classification and analysis of multivariate ob-
servations,” in Proceedings of the 5th Berkeley Symposium on Mathematical Statistics
and Probability, vol. 1, no. 14. Oakland, CA, USA, 1967, pp. 281–297.
[6] S. Lloyd, “Least squares quantization in pcm,” IEEE Transactions on Information
Theory, vol. 28, no. 2, pp. 129–137, 1982.
[7] P. Drineas, A. Frieze, R. Kannan, S. Vempala, and V. Vinay, “Clustering large graphs
via the singular value decomposition,” Machine Learning, vol. 56, no. 1-3, pp. 9–33,
2004.
[8] M. E. Celebi, H. A. Kingravi, and P. A. Vela, “A comparative study of efficient initializa-
tion methods for the k-means clustering algorithm,” Expert Systems with Applications,
vol. 40, no. 1, pp. 200–210, 2013.
[9] D. Arthur and S. Vassilvitskii, “k-means++: The advantages of careful seeding,” in Pro-
ceedings of the 18th Annual ACM-SIAM Symposium on Discrete Algorithms. Society
for Industrial and Applied Mathematics, 2007, pp. 1027–1035.
[10] A. K. Jain, “Data clustering: 50 years beyond k-means,” Pattern Recognition Letters,
vol. 31, no. 8, pp. 651–666, 2010.
[11] L. L. McQuitty, “Elementary linkage analysis for isolating orthogonal and oblique types
and typal relevancies,” Educational and Psychological Measurement, vol. 17, no. 2, pp.
207–229, 1957.
84
[12] P. H. Sneath and R. R. Sokal, “Numerical taxonomy,” Nature, vol. 193, no. 4818, pp.
855–860, 1962.
[13] B. King, “Step-wise clustering procedures,” Journal of the American Statistical Asso-
ciation, vol. 62, no. 317, pp. 86–101, 1967.
[14] R. R. Sokal, “A statistical method for evaluating systematic relationship,” University
of Kansas Science Bulletin, vol. 28, pp. 1409–1438, 1958.
[15] J. H. Ward Jr, “Hierarchical grouping to optimize an objective function,” Journal of
the American Statistical Association, vol. 58, no. 301, pp. 236–244, 1963.
[16] D. Wishart, “An algorithm for hierarchical classifications,” Biometrics, pp. 165–170,
1969.
[17] T. Hastie, R. Tibshirani, and J. Friedman, “Unsupervised learning,” in The Elements
of Statistical Learning. Springer, 2009, pp. 485–585.
[18] P. Macnaughton-Smith, W. Williams, M. Dale, and L. Mockett, “Dissimilarity analysis:
A new technique of hierarchical sub-division,” Nature, vol. 202, no. 4936, p. 1034, 1964.
[19] L. Kaufman and P. J. Rousseeuw, Finding Groups in Data: An Introduction to Cluster
Analysis. John Wiley & Sons, 2009, vol. 344.
[20] B. Everitt, S. Landau, M. Leese, and D. Stahl, Cluster Analysis. Arnold, London,
2001.
[21] S. Guha, R. Rastogi, and K. Shim, “Cure: An efficient clustering algorithm for large
databases,” in ACM Sigmod Record, vol. 27, no. 2. ACM, 1998, pp. 73–84.
[22] G. Karypis, E.-H. Han, and V. Kumar, “Chameleon: Hierarchical clustering using
dynamic modeling,” Computer, vol. 32, no. 8, pp. 68–75, 1999.
[23] D. H. Fisher, “Knowledge acquisition via incremental conceptual clustering,” Machine
Learning, vol. 2, no. 2, pp. 139–172, 1987.
[24] T. Kohonen, “The self-organizing map,” Proceedings of the IEEE, vol. 78, no. 9, pp.
1464–1480, 1990.
[25] J. Shi and J. Malik, “Normalized cuts and image segmentation,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol. 22, no. 8, pp. 888–905, 2000.
[26] C. H. Ding, X. He, H. Zha, M. Gu, and H. D. Simon, “A min-max cut algorithm
for graph partitioning and data clustering,” in Proceedings of the IEEE International
Conference on Data Mining, 2001, pp. 107–114.
[27] A. Y. Ng, M. I. Jordan, and Y. Weiss, “On spectral clustering: Analysis and an algo-
rithm,” in Advances in Neural Information Processing Systems 14, 2002, pp. 849–856.
85
[28] F. R. Bach and M. I. Jordan, “Learning spectral clustering,” in Advances in Neural
Information Processing Systems 16, 2004, pp. 305–312.
[29] I. S. Dhillon, Y. Guan, and B. Kulis, “Kernel k-means: spectral clustering and nor-
malized cuts,” in Proceedings of the 10th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining. ACM, 2004, pp. 551–556.
[30] ——, “Weighted graph cuts without eigenvectors a multilevel approach,” IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, vol. 29, no. 11, pp. 1944–1957,
2007.
[31] B. Mohar, Y. Alavi, G. Chartrand, O. Oellermann, and A. Schwenk, “The laplacian
spectrum of graphs,” vol. 2, p. 5364, 01 1991.
[32] B. Mohar, “Some applications of laplace eigenvalues of graphs,” in Graph symmetry.
Springer, 1997, pp. 225–275.
[33] F. R. Chung, Spectral Graph Theory. American Mathematical Soc., 1997, vol. 92.
[34] U. Von Luxburg, “A tutorial on spectral clustering,” Statistics and Computing, vol. 17,
no. 4, pp. 395–416, 2007.
[35] M. Meila and J. Shi, “A random walks view of spectral segmentation,” 02 2001.
[36] P. Arbenz and D. Kressner, “Lecture notes on solving large scale eigenvalue problems,”
D-MATH, EHT Zurich, 2012.
[37] P. Pons and M. Latapy, “Computing communities in large networks using random
walks,” in International Symposium on Computer and Information Sciences. Springer,
2005, pp. 284–293.
[38] S. Van Dongen, “Graph clustering via a discrete uncoupling process,” SIAM Journal
on Matrix Analysis and Applications, vol. 30, no. 1, pp. 121–141, 2008.
[39] R. R. Coifman and S. Lafon, “Diffusion maps,” Applied and Computational Harmonic
Analysis, vol. 21, no. 1, pp. 5–30, 2006.
[40] S. Lafon and A. B. Lee, “Diffusion maps and coarse-graining: A unified framework
for dimensionality reduction, graph partitioning, and data set parameterization,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 28, no. 9, pp. 1393–
1403, 2006.
[41] S. E. Schaeffer, “Graph clustering,” Computer Science Review, vol. 1, no. 1, pp. 27–64,
2007.
[42] C. Fowlkes, S. Belongie, F. Chung, and J. Malik, “Spectral grouping using the Nystrom
method,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 26,
no. 2, pp. 214–225, 2004.
86
[43] T. Sakai and A. Imiya, “Fast spectral clustering with random projection and sampling,”
in Machine Learning and Data Mining in Pattern Recognition, ser. Lecture Notes in
Computer Science, 2009, vol. 5632, pp. 372–384.
[44] D. Yan, L. Huang, and M. I. Jordan, “Fast approximate spectral clustering,” in Pro-
ceedings of the 15th ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, 2009, pp. 907–916.
[45] W.-Y. Chen, Y. Song, H. Bai, C.-J. Lin, and E. Y. Chang, “Parallel spectral clustering in
distributed systems,” IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 33, no. 3, pp. 568–586, 2011.
[46] F. Lin and W. W. Cohen, “Power iteration clustering,” in Proceedings of the 27th
International Conference on Machine Learning (ICML-2010), 2010, pp. 655–662.
[47] C. Boutsidis, A. Gittens, and P. Kambadur, “Spectral clustering via the power method-
provably,” in Proceedings of the 27th International Conference on Machine Learning
(ICML-2015), 2015, pp. 40–48.
[48] M. E. Newman and M. Girvan, “Finding and evaluating community structure in net-
works,” Physical Review E, vol. 69, no. 2, p. 026113, 2004.
[49] M. E. Newman, “Fast algorithm for detecting community structure in networks,” Phys-
ical Review E, vol. 69, no. 6, p. 066133, 2004.
[50] ——, “Modularity and community structure in networks,” Proceedings of the National
Academy of Sciences, vol. 103, no. 23, pp. 8577–8582, 2006.
[51] S. Fortunato, “Community detection in graphs,” Physics Reports, vol. 486, no. 3, pp.
75–174, 2010.
[52] L. Yu and C. Ding, “Network community discovery: Solving modularity clustering via
normalized cut,” in Proceedings of the 8th Workshop on Mining and Learning with
Graphs. ACM, 2010, pp. 34–36.
[53] M. Bolla, “Penalized versions of the newman-girvan modularity and their relation to
normalized cuts and k-means clustering,” Physical Review E, vol. 84, no. 1, p. 016108,
2011.
[54] M. E. Newman, “Spectral methods for community detection and graph partitioning,”
Physical Review E, vol. 88, no. 4, p. 042822, 2013.
[55] H. Jiang and C. Meyer, “Relations between adjacency and modularity graph partition-
ing,” arXiv preprint arXiv:1505.03481, 2015.
[56] D. Fasino and F. Tudisco, “A modularity based spectral method for simultaneous com-
munity and anti-community detection,” Linear Algebra and its Applications, 2017.
87
[57] S. Fortunato and C. Castellano, “Community structure in graphs,” in Computational
Complexity. Springer, 2012, pp. 490–512.
[58] J.-C. Delvenne, S. N. Yaliraki, and M. Barahona, “Stability of graph communities
across time scales,” Proceedings of the National Academy of Sciences, vol. 107, no. 29,
pp. 12 755–12 760, 2010.
[59] J.-C. Delvenne, M. T. Schaub, S. N. Yaliraki, and M. Barahona, “The stability of a
graph partition: A dynamics-based framework for community detection,” in Dynamics
on and of Complex Networks, Volume 2. Springer, 2013, pp. 221–242.
[60] M. T. Schaub, R. Lambiotte, and M. Barahona, “Encoding dynamics for multiscale
community detection: Markov time sweeping for the map equation,” Physical Review
E, vol. 86, no. 2, p. 026112, 2012.
[61] M. T. Schaub, J.-C. Delvenne, S. N. Yaliraki, and M. Barahona, “Markov dynamics as
a zooming lens for multiscale community detection: Non clique-like communities and
the field-of-view limit,” PloS one, vol. 7, no. 2, p. e32210, 2012.
[62] M. Rosvall and C. T. Bergstrom, “Maps of random walks on complex networks reveal
community structure,” Proceedings of the National Academy of Sciences, vol. 105, no. 4,
pp. 1118–1123, 2008.
[63] F. Chung, “Random walks and local cuts in graphs,” Linear Algebra and its Applica-
tions, vol. 423, no. 1, pp. 22–32, 2007.
[64] H. A. Simon and A. Ando, “Aggregation of variables in dynamic systems,” Economet-
rica: Journal of the Econometric Society, pp. 111–138, 1961.
[65] D. C. Sorensen, “Implicit application of polynomial filters in ak-step arnoldi method,”
SIAM Journal on Matrix Analysis and Applications, vol. 13, no. 1, pp. 357–385, 1992.
[66] R. B. Lehoucq and D. C. Sorensen, “Deflation techniques for an implicitly restarted
arnoldi iteration,” SIAM Journal on Matrix Analysis and Applications, vol. 17, no. 4,
pp. 789–821, 1996.
[67] A. Gionis, H. Mannila, and P. Tsaparas, “Clustering aggregation,” ACM Transactions
on Knowledge Discovery from Data, vol. 1, no. 1, p. 4, 2007.
[68] Y. Le Cun, B. E. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. E. Hubbard,
and L. D. Jackel, “Handwritten digit recognition with a back-propagation network,” in
Advances in Neural Information Processing Systems 2, 1990, pp. 396–404.
[69] S. A. Nene, S. K. Nayar, and H. Murase, “Columbia object image library (coil-20),”
CUCS-005-96, Tech. Rep., 1996.
[70] A. Lancichinetti, S. Fortunato, and F. Radicchi, “Benchmark graphs for testing com-
munity detection algorithms,” Physical Review E, vol. 78, no. 4, p. 046110, 2008.
88
[71] A. Lancichinetti and S. Fortunato, “Community detection algorithms: A comparative
analysis,” Physical Review E, vol. 80, no. 5, p. 056117, 2009.
[72] S. Greenhill and S. Venkatesh, “Distributed query processing for mobile surveillance,”
in Proceedings of the 15th ACM International Conference on Multimedia. ACM, 2007,
pp. 413–422.
[73] J. Considine, F. Li, G. Kollios, and J. Byers, “Approximate aggregation techniques for
sensor databases,” in Proceedings of 20th International Conference on Data Engineering.
IEEE, 2004, pp. 449–460.
[74] M. B. Greenwald and S. Khanna, “Power-conserving computation of order-statistics
over sensor networks,” in Proceedings of the 23rd ACM SIGMOD-SIGACT-SIGART
Symposium on Principles of Database Systems. ACM, 2004, pp. 275–285.
[75] M.-F. F. Balcan, S. Ehrlich, and Y. Liang, “Distributed k-means and k-median clus-
tering on general topologies,” in Advances in Neural Information Processing Systems,
2013, pp. 1995–2003.
[76] M. Bateni, A. Bhaskara, S. Lattanzi, and V. Mirrokni, “Distributed balanced clustering
via mapping coresets,” in Advances in Neural Information Processing Systems, 2014,
pp. 2591–2599.
[77] G. Malkomes, M. J. Kusner, W. Chen, K. Q. Weinberger, and B. Moseley, “Fast dis-
tributed k-center clustering with outliers on massive data,” in Advances in Neural In-
formation Processing Systems, 2015, pp. 1063–1071.
[78] S. Har-Peled and S. Mazumdar, “On coresets for k-means and k-median clustering,”
in Proceedings of the 36th Annual ACM Symposium on Theory of Computing. ACM,
2004, pp. 291–300.
[79] J. Chen, H. Sun, D. Woodruff, and Q. Zhang, “Communication-optimal distributed
clustering,” in Advances in Neural Information Processing Systems, 2016, pp. 3727–
3735.
[80] D. Feldman and M. Langberg, “A unified framework for approximating and clustering
data,” in Proceedings of the 43rd Annual ACM Symposium on Theory of Computing.
ACM, 2011, pp. 569–578.
[81] C. Jordan, “Sur les assemblages de lignes,” J. Reine Angew. Math, no. 70, pp. 185–190,
1869.
[82] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning applied to
document recognition,” Proceedings of the IEEE, vol. 86, no. 11, pp. 2278–2324, 1998.
[83] G. Cohen, S. Afshar, J. Tapson, and A. van Schaik, “Emnist: An extension of mnist to
handwritten letters,” arXiv preprint arXiv:1702.05373, 2017.
89
[84] S. Bhatti, C. Beck, and A. Nedić, “Large scale data clustering and graph partitioning
via simulated mixing,” in Decision and Control (CDC), 2016 IEEE 55th Conference
on. IEEE, 2016, pp. 147–152.
[85] S. Bhatti, C. Beck, and A. Nedich, “Data clustering and graph partitioning via simulated
mixing,” IEEE Transactions on Network Science and Engineering, 2018.
90
