In this paper, we provide a characterization as to when a locally connected generalized continuum (a locally compact connected separable metric space) has a countable compacti cation of a certain order type. We then prove that for any two locally connected generalized continua with 
The remarkable and celebrated Hahn-Mazurkiewicz Theorem says that a Hausdor space is a continuous image of 0; 1] if and only if it is a compact, connected, locally connected metric space (from W], Theorem 31.5).
Clearly there is a surjective continuous mapping from a (non-singleton) connected compact metric space onto 0; 1]. So we really get a result about the existence of a surjection between any two compact, connected, locally connected metric spaces (just compose the two maps).
A generalized continuum is a locally compact, connected, separable metric space.
What of spaces which are not compact, such as a locally connected generalized continuum? One result in this direction is Theorem 5.4 in CChF] . This theorem guarantees the existence of a perfect surjection between any two locally connected generalized continua with the n-complementation property (de nition 2). One way to interpret this theorem is that for a locally connected metric continuum (also called a Peano space) we can specify the images of a nite set of points, provided that when we take the points away from the space what remains is still connected. So this is one way that it is a generalized Hahn-Mazurkiewicz type theorem. Another way to view this theorem is that you extend the Hahn-Mazurkiewicz Theorem to non-compact spaces but you need to have the same \number of in nities" to match them up in order to get a perfect map.
The main result in this paper is Theorem 6 which extends Theorem 5.4 in CChF] to countably many points. When you have countably many points, you need to worry about how these points cluster. Unlike the nite case, there can be a non-trivial topology on countably many points. This is where the classi cation of countable compact Hausdor spaces (by Mazurkiewicz and Sierpinski in MS]) comes in. Roughly, we prove that as long as the types (of these countably many points) match, you can construct a mapping from one space to the other { see Theorem 6 for a precise statement of this.
In Section 1, we de ne the ( ; n) complementation property and use it to characterize when a locally connected generalized continuum has a countable compacti cation of type ( ; n) (Theorem 5). In section 2, we state the mapping theorem (Theorem 6) as a generalized Hahn-Mazurkiewicz type theorem. Sec-tions 3 -6 present the major steps in the proof of Theorem 6. Finally, section 7 presents a simple corollary to Theorem 6 and some open questions.
Countable Compacti cations
If H is a countable compact Hausdor space, then there is a countable ordinal and an integer n > 0 so that H is homeomorphic to the disjoint union of n copies of ! (where ! is the smallest countable ordinal and we give ! the order topology) MS]. In this case, we say that H is of type ( ; n). What we get is that H ( ) = fx 1 ; x 2 ; : : :; x n g, where H ( ) is the derived set of H of order : Let X be a compacti cation of X. We say that X is a countable compacti cation if X nX is countable. We say that X is a countable compacti cation of type ( ; n) if X n X is of type ( ; n).
If we have two positive integers n and m and two countable ordinals and , then we say that ( ; n) ( ; m) if either < or = and n m.
For a countable ordinal and a positive integer n, we de ne the ( ; n) complementation property, which is a generalization of the n complementation property in C1].
We rst recall the de nition of the complementation degree of a locally compact Hausdor space C2]. The complementation degree of X is denoted by (X).
De nition 1 We de ne (X) inductively. If X is compact, then (X) = ?1. If X is not compact, (X) 0. Let be an ordinal and suppose we have de ned (X) for every < . Then we say that (X) if for every < and for every integer n there exist pairwise disjoint open sets G 1 ; G 2 ; : : :; G n such that each has a compact boundary and (cl(G i )) for all i = 1 : : :n. If (X) and it is not true that (X) +1 then we say that (X) = .
Notice that it is possible for (X) for every . For example, (IN) for every . The following is an example of a locally connected generalized continuum X with (X) for every .
Example Let E 0 = f(0; 0)g IR
2
. Let E n+1 = f(x 2 ?n+1 ; y+2 ?n+1 ) j (x; y) 2 E n g. Now let X be S n E n and all the line segments joining a point in E n with it's two successors in E n+1 (the successors of the point (x; y) 2 E n are the two points (x+2 ?n+1 ; y +2 ?n+1 ) and (x?2 ?n+1 ; y +2 ?n+1 )). Then (X) for every . This is because for any n 2 IN, there are n disjoint subspaces X i X so that each X i is homeomorphic to X. This is the crucial property which makes (X) for all . We see cl(X) IR 2 is a dendrite with endpoints homeomorphic to the Cantor set.
The following result from C2] gives a good indication of the meaning of (X) .
Proposition 1 (Theorem 8, C2] Proposition 3 If (X) < and is a limit ordinal, then there is some < so that (X) < :
We now give the de nition of the ( ; n) complementation property.
De nition 2 Let be a countable ordinal and n be a positive integer. We say that X has the ( ; n) complementation property if given any closed set A X with bd(A) compact and (A) < , there is a closed set F A with bd(F) compact and (F) < such that X n F = n 1 G i , where the G i 's are pairwise disjoint open connected sets with each (cl(G i )) .
Notice that the (0; n) complementation property is the n complementation property from CChF].
We Proof: Suppose that X has the ( ; n) complementation property.
First we show the existence of a compacti cation of type ( ; n). Let A = fxg for some x 2 X, and let F and G i be as in the de nition of the ( ; n) complementation property. Since (cl(G i ))
, by Proposition 1, there is a compacti cation (cl(G i )) of type ( ; 1). Let (F) be the one-point compacti cation of F. Then there is a countable compacti cation X so that X n X = fpg S n i=1 (cl(G i )) n cl(G i ), and this X is of type ( ; n). Now we show that there can be no compacti cation X of type ( ; m) > ( ; n). Suppose that there were such a compacti cation. Without loss of generality, we suppose that = and m = n + 1. We can do this since if X has a compacti cation of type ( ; n) then it has one of type ( ; m) for every ( ; m) ( ; n). Let fx 1 ; x 2 ; : : :; x n+1 g = ( X n X) ( ) . Choose open neighborhoods H i of x i so that bd(H i ) is compact and H i \ H j = ; for i 6 = j. Let A = X n S n+1 i=1 H i . Then A is a closed set with compact boundary and (A) < (we know that (A) < since x i = 2 A for each i). We claim that there is no closed set F A with compact boundary and (F) < so that XnF = S n i=1 G i where G i`s are pairwise disjoint open connected set with compact boundary and (G i ) .
Suppose there were such a set F A. Then X n F X n A so S n
Since the G i 's are connected, there is some H i so that H i \ G j = ;
for all j. Let this be H 1 . This however implies that cl(H 1 ) F. Since H 1 has a compacti cation of type ( ; 1), then (H 1 ) . But Proposition 2 implies that (F) , which is a contradiction. Thus, no such F can exist. This contradicts the fact that X has the ( ; n) complementation property. Thus, no such compacti cation X can exist.
Conversely, suppose that X has a maximalcountable compacti cation X of type ( ; n). Let fx 1 ; x 2 ; : : :; x n g = ( X n X) (here we are thinking of the closure of G i as a subset of X). Therefore, X has the ( ; n) complementation property. The ( ; n) complementation property measures the \clustering" of the \com-ponents of 1".
Mappings of Locally Connected Generalized Continua
In this section we state the mapping theorem and the general strategy of the proof. The constructions necessary for the proof are in the following sections. Throughout this the rest of this paper X and Y are locally connected gen-eralized continua with the ( ; n) complementation property. Thus both X and Y have a maximal countable compacti cation of type ( ; n). Let X and Y denote these compacti cations. Since X n X is countable, it is not perfect. An alternative statement does not use the ( ; n) complementation property, but uses Theorem 5 as the bridge.
Theorem 7 Let be a countable ordinal and n > 0 be an integer. Then if X and Y are any two spaces whose maximal countable compacti cations are of type ( ; n), then there is a perfect surjection F : X ! Y .
Using Theorem 7, we get two perfect surjections F : X ! Y and G : Y ! X.
However, we prove something a bit stronger. We will prove that the maps F and This leads us to think of Theorem 6 in the following way. Suppose that X and Y are Peano continua and K X and C Y are countable and compact with X n K and Y n C connected and locally connected. Then we can nd surjections F : X ! Y and G : Y ! X so that F ?1 (C) = K and G ?1 (K) = C.
The Hahn-Mazurkiewicz Theorem only gives us a surjection from X onto Y . Theorem 6 allows us to specify the image of a countable compact set as long as its complement is connected and locally connected. If X n K is disconnected, then clearly there is a space Y with Y n C connected so that Y n C cannot be mapped onto X n K. Thus X n K being connected is necessary. Furthermore, since every quotient of a locally connected space is locally connected (and Fj XnK is a quotient map), we know that local connectivity of X n K is also necessary. Theorem 6 states that the conditions that X n K be connected and locally connected are also su cient. We prove Theorem 6 in several stages. First, we construct a space T(X) (which we prove to have the ( ; n) complementation property) and show how we can map X onto T(X) perfectly. Next we construct a perfect surjection T 1 n=1 O n = X n X Proof: Consider a countable neighborhood basis for each point of X n X. Denote by fO(x; n)g the neighborhood basis at x. Since X n X is compact, for each n there is a nite sub-collection of fO(x; n)jx 2 X n Xg which covers XnX. Let O n be the union of this nite sub-collection and let fO n;i g mn i=1 be the components of O n (which are open since X is locally connected). We know that there are only nitely many components since X is compact. Furthermore, we can assume that cl(O n+1 ) O n since X is normal. This collection satis es the properties above.
Notice that cl(X n O n ) is compact in X for all n since X n X O n .
The following simple structure results are crucial to what follows. We leave out the simple proofs.
Proposition 9 Suppose that X n X is of type ( ; 1). For any < there is an m 2 IN so that
where each of T; S 1 ; R j are in separate components of O m and are closed in X n X with T = ! and S 1 ! and R i < ! .
Corollary 10 Suppose that X n X is of type ( ; 1). 
where each of T; S i ; R j are in separate components of O m and are closed in X n X. Furthermore, T = ! and S i ! and R j < ! .
Proposition 11 Suppose that X n X is of type ( ; n). Then there is some m 2 IN so that
where each of S i and R j are in separate components of O m and are closed in X n X. Furthermore, S i = ! for each i = 1; : : :; n and R j < ! for each j = 1; : : :; l.
One can easily show that the points of X n X are in one-to-one correspondence with the collection of all nested sequences fO n g from the O n 's.
We now proceed with the construction of T(X) by induction. We will construct T(X) as a subset of IR 2 . First, we need to establish some notation. T n (l) is just a spray of n lines with root at the origin and each of length l and symmetric about the y axis with a maximum spread of =2 radians. T n (l; v) is just T n (l) rotated so that it is symmetric about the direction de ned by v.
And now just a little bit more notation.
Notation 4 I n = f0; 1; : : :; m n g For n and i non-negative integers with 0 < i < m n : a(n; i) 2 I n?1 so that O n;i O n?1;a(n;i) . s(n; i) I n+1 so that j 2 s(n; i) implies O n+1;j O n;i . c(n) = maxfjs(n; i)j j i 2 I n g
Recall that m n is the number of components of O n .
We say that a(n; i) is the ancestor function and s(n; i) is the successor function.
We will also use the T n (l; v) as the basic building-blocks in the construction of T(X).
Inductive Construction of T(X) n = 1: T 1 (X) = T c(0) (1; (0; 1))
Step n + 1: T n+1 (X) = T n (X) ( i2In T n+1;i (X) where for all i 2 I n , T n+1;i (X) = v n;i + T js(n;i)j (l n+1 ;v n;i ) v n;i is the end-point of T n (X) corresponding to O n;i . l n+1 = l n 1 3 8c(n)
, with l 0 = 1 v n;i = vn;i?v n?1;a(n;i) jvn;i?v n?1;a(n;i) j
End of Induction
De ne
Notice that T(X) depends both on X and on the collection fO n g. If you start with a di erent collection of open sets, you will get a di erent T(X). We de ne x y if y separates x from the root. We also de ne x x to make re exive. It is easy to prove that is a partial order on T(X).
Notation 5 R(X) = cl(T(X)) n T(X). T(v; X) = fx 2 T(X)jv xg Notice that if v 2 T(X) is a vertex, then T(v; X) is a space which has properties similar to those of T(X) (This is clear from the inductive construction).
We remark that it is possible to prove that cl(T(X)) is a dendrite.
Construction of a perfect map f : X ! T (X )
Now we will construct a perfect surjection f : X ! T(X). We use the notation from the preceding section.
The construction of f will also be by induction. Let y 0 2 X n cl(O 1 ). Induction n = 1:
De ne f 1 : X n O 1 ! T 1 so that f 1 (y 0 ) = (0; 0) and f ?1 1 (v 1;i ) = bd(O 1;i ). Such an f 1 exists since X is a normal space. Furthermore, f 1 so chosen will be surjective.
Step n + 1:
For each i 2 I n de ne: f n+1;i : cl(O n;i ) n O n+1 ! T n+1;i so that: f n+1;i (bd(O n;i )) = v n;i and f ?1 n+1;i (v n+1;i ) = bd(O n+1;j ) for all j 2 s(n; i) I n+1 . All of these maps exist because of the normality of X. Furthermore, all of these maps are surjective.
End of Induction
Now we de ne f : X ! T(X) by: fj domain(fn;i) = f n;i : fj XnO1 = f 1 : With this de nition, f is continuous since each of the f n;i 's are and they agree on the intersections of their domains (which are closed sets). Furthermore, f is surjective since each of the f n;i 's are. Now we show that f is perfect.
Proposition 12 f de ned above is a perfect surjection.
Proof: Clearly f is surjective. Let K T(X) be compact. Then K T n (X) for some large enough n 2 IN. So f ?1 (K) f ?1 (T n (X)) = X n O n is compact in X. Now let C X be closed. Then f(C) \ T n (X) = f(K \ (X n O n )) and C \ (X n O n ) is compact. Therefore, f(C) \ T n (X) is compact hence closed.
Thus we have our perfect surjection f : X ! T(X).
It is possible to to use the map f to prove that T(X) has the ( ; n) complementation property and to prove that cl(U n;i ) has the ( ; m) complementation property if cl(O n;i ) has the ( ; m) complementation property.
Construction of the map g : T (X ) ! T (Y )
We will need some further properties of T(X) in order to construct the map g : T(X) ! T(Y ). Recall our assumption that X and Y have the ( ; n) complementation property.
The next two lemmas give us a decomposition of T(X) corresponding to the decomposition of X n X given by Corollary 10 and Proposition 11
Lemma 13 Let n = 1 and < and k 2 IN. Then there is some m 2 IN so that
with (T) = and (S i ) and (R i ) < .
Lemma 14 If n > 1, then there is some m 2 IN so that
where (S i ) = and (R i ) < .
These two lemmas will be used in the inductive construction of g. Now, we discuss what we call the \trash procedure".
Trash Procedure
The fact that we are not trying to get an injective map makes things much easier. At each stage of our inductive construction, we only need a surjective map. So, if we have already de ned a perfect surjective map g : A T(X) ! T(Y ), we have some freedom in de ning g on T(X)nA. What we will always do is choose this so as to guarantee that the map is continuous and perfect. Clearly we can map any T(X) onto 0; 1) in a perfect way (just map T n (X) onto 0; 1 ? 1 n )).
Thus, if have a map g : A ! T(X) (as above) we take the left-over branches and choose any single ray in T(X) to map T(X)nA onto. This will be a perfect map.
Now we proceed with the construction of the map g : T(X) ! T(Y ).
The following gure will help in understanding the constructions. Thus, suppose that it is true for all ( ; m) < ( ; n). There are two cases in the induction step.
Case 1: Going from ( ; 1) to ( ; n) By lemma 14 there is some m 2 IN so that
where the cl(T i )'s are pairwise disjoint and cl(T i ) is a dendrite with (cl(T i )) = and the cl(Q i )'s are pairwise disjoint (and disjoint from all the T i 's) with cl(Q i ) < . Notice that T i has the ( ; 1) complementation property. Let the endpoint of T m (Y ) corresponding to T i be y i . Now, again by lemma 14, there is some p 2 IN so that
with the corresponding properties. Let x i be the endpoint of T p (X) corresponding to S i .
For i = 1; : : :; n ? 1 we map the arc from r x to x i onto the arc from r y to y i .
Then we use the induction hypothesis to map S i perfectly onto T i . We map the arc from r x to x n to r y . By the induction hypothesis, we can map S n perfectly onto T(Y ) n ( S n?1 i=1 T i arc from r y to y i ). Then use the \trash procedure" on the R i 's.
Case 2: Going from ( ; m) for all < and m 2 IN to ( ; 1). This includes the case where is a successor ordinal.
We do this by inducing on the \levels" in T(Y ): We know that
With no loss of generality, we assume that (T(y 1;1 ; Y )) = and (T(y 1;i ; Y )) < for i = 2; 3; : : :; jI 1 j. By Proposition 3, there is some < so that (T(y 1;i ; Y )) < for i = 2; 3; : : :; jI 1 j. Thus by Lemma 13 there is some p 2 IN so that
so that (T (X)) = and (S i ) . We map T p (X) onto r y and by the induction hypothesis we can map S i perfectly onto T(y 1;i ; Y ) for i = 2; 3; : : :; jI 1 j.
Finally, we use the \trash procedure" on R i . Now, we just repeat the above procedure usingT(X) T(X) instead of T(X) and T(y 1;1 ; Y ) instead of T(Y ).
Thus we have proved:
Theorem 15 There is a perfect surjective map g : T(X) ! T(Y ). Comments
The best way to understand the construction for Case 2 is to consider the case of the (1; 1) complementation property. Suppose that T(X) is as \simple" as possible (i.e. that each branching point in T(X) has only two branches, one of which has type (0; 1) and the other of which has type (1; 1)). Then if T(Y ) is more complicated, you need to \climb up" T(X) su ciently far in order to get enough branches to \cover" the initial segments of T(Y ).
Here is an illustration of the above situation. To do this, map the rst 1/2 of the rst branch of T 1 (Y ) onto Z and then use the second 1/2 to get an arc from h(1=2 first branch of T 1 (Y )) to x 1;1 Then we do the same for all of the other branches. Notice that this map is certainly not going to be injective, but it will be surjective onto Y n O 1 .
where for all i 2 I n , Again, cl(O n;i )nO n+1 is a compact subset of O n?1;a(n;i) which is a connected open set. Thus by Lemma 17 there is a Peano space Z with cl(O n;i ) n O n+1 Z O n?1;a(n;i) . Furthermore, there is an M(n; i) 2 IN so that if k M(n; i) then O k \ Z = ;. Now choose x n+1;j 2 bd(O n+1;j ) for all j 2 s(n; i). We map T n+1;i (Y ) onto Z in such a way as to map the root of T n+1;i (Y ) to x n?1;i and the vertex v n+1;j to x n+1;j .
To do this, map the rst 1/2 of the rst branch of T n+1;i (Y ) onto Z and then use the second 1/2 of the branch to get an arc from h(1=2 first branch of T n+1;i (Y )) to the point x n+1;j . We do the same for all of the other branches of T n+1;i (Y ).
The important thing is that we map T n+1;i (Y ) onto Z which contains cl(O n;i )n O n+1 and we map T n+1;i (Y ) into O n?1;a(n;i) n O M(n;i) , thus keeping the image a positive distance away from Y n Y (this is what makes the map perfect).
End Induction
With this de nition, h is continuous since each of the component maps are and they agree on their common domains (the vertices). Furthermore, h is surjective since each of the component maps is.
The only thing left to prove is that h is a perfect map. We do this now.
Proposition 18 The map h constructed above is a perfect map. However, this does not mean that the lattice of compacti cation of X (K(X)) is isomorphic to K(Y ). The ( ; n) complementation property measures the component structure of X n X. This is not enough to determine K(X), something more is needed. Here is an easy example to illustrate this.
Example Let X = 0; 1) and Y = IR 2 . Clearly both X and Y are locally connected generalized continua. Also clearly both X and Y have the (0; 1) complementation property. Thus, the set of remainders of X is the same as the set of remainders of Y . However, X n X is an indecomposable continuum whereas Y n Y is a decomposable continuum C1]. By a theorem of Magill MG2] , we know that K(X) is isomorphic to K(Y ) if and only if X n X is homeomorphic to Y n Y .
The classi cation of countable compact Hausdor spaces by Mazurkiewicz and Sierpinski MS] is possible since these spaces are completely characterized by their component structure. There is no similar classi cation of uncountable totally disconnected compact Hausdor spaces, which makes an extension of Theorem 6 to this case impossible. A further problem is that X may be locally connected but X non-locally connected if X n X is uncountable.
