A key advantage of BDI-based agent programming is that agents can deliberate about which course of action to adopt to achieve a goal or respond to an event. However, while state-of-the-art BDI-based agent programming languages provide flexible support for expressing plans, they are typically limited to a single, hard-coded, deliberation strategy (perhaps with some parameterisation) for all task environments. In this paper, we present an alternative approach. We show how both agent programs and the agent's deliberation strategy can be encoded in the agent programming language meta-APL. Key steps in the execution cycle of meta-APL are reflected in the state of the agent and can be queried and updated by meta-APL rules, allowing BDI deliberation strategies to be programmed with ease. To illustrate the flexibility of meta-APL, we show how three typical BDI deliberation strategies can be programmed using meta-APL rules. We then show how meta-APL can used to program a novel adaptive deliberation strategy that avoids interference between intentions.
Introduction
The BDI approach to agent programming has been very successful, and is perhaps now the dominant paradigm in agent language design [8] . In the BDI approach, agents select plans in response to changes in their environment, or to achieve goals. In most BDI-based agent programming languages, plan selection follows four steps. First the set of relevant plans is determined. A plan is relevant if its triggering condition matches a goal to be achieved or a change in the agent's beliefs the agent should respond to. Second, the set of applicable plans are determined. A plan is applicable if its belief context evaluates to true, given the agent's current beliefs. Third, the agent commits to (intends) one or more of its relevant, applicable plans. Finally, from this updated set of intentions, the agent then selects one or more intentions, and executes one (or more) steps of the plan for that intention. This deliberation process then repeats at the next cycle of agent execution.
Current APLs provide considerable syntactic support for steps one and two (determining relevant applicable plans). However, with the exception of some flags, the third and fourth steps can not be programmed in the APL itself. No single deliberation strategy is clearly 'best' for all agent task environments. It is therefore important that the agent developer has the freedom to adopt the strategy which is most appropriate to a particular problem.
Some languages allow the programmer to over-ride the default deliberation cycle behaviour by redefining 'selection functions' in the host language (the language in which the APL is itself implemented), e.g., [2] , or by specifying the deliberation strategy in a different language, e.g., [10] . Clearly, this is less than ideal. If often requires considerable knowledge of how the deliberation cycle is implemented in the host language, for example. Moreover, without reading additional code (usually written in a different language), an agent developer cannot tell how a program will be executed.
An alternative approach is to use procedural reflection. A reflective programming language [11] incorporates a model of (aspects of) the language's implementation and state of program execution in the language itself, and provides facilities to manipulate this representation. Critically, changes in the underlying implementation are reflected in the model, and manipulation of the representation by a program results in changes in the underlying implementation and execution of the program. Perhaps the best known reflective programming language is 3-Lisp [12] . However, many agent programming languages also provide some degree of support for procedural reflection. For example, the Procedural Reasoning System (PRS) [9] incorporated a meta-level, including reflection of some aspects of the state of the execution of the agent such as the set of applicable plans, allowing a developer to program deliberation about the choice of plans in the language itself. Similarly, languages such as Jason [2] provide facilities to manipulate the set of intentions. However the support for procedural reflection in current state-of-the-art agent programming languages is often partial, in the sense that it is difficult to express the deliberation strategy of the agent directly in the agent programming language.
In this paper, we show how procedural reflection in the agent programming language meta-APL [7] can be used to allow a straightforward implementation of steps three and four in the deliberation cycle of a BDI agent, by allowing both agent programs and the agent's deliberation strategy to be encoded in the same programming language. By exploiting procedural reflection an agent programmer can customise the deliberation cycle to control which relevant applicable plan(s) to intend, and which intention(s) to execute. To illustrate the flexibility of meta-APL, we show how three typical BDI deliberation strategies can be programmed using meta-APL rules. We then show how meta-APL can used to program a novel adaptive deliberation strategy that avoids interference between intentions.
Specifying Deliberation Strategies
Many deliberation strategies are possible and it is impossible to consider them all in detail. Instead we focus on three deliberation strategies that are representative of deliberation strategies found in the literature and in current implementations of BDI-based agent programming languages. The strategies are based on those presented in [1] , however the terminology has been changed to be more consistent
