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ABSTRACT
A robust peak-power reduction technique called active constellation extension
(ACE) reduces the peak-to-average power ratio (PAPR) of single-input
single-output (SISO) orthogonal frequency-division modulated (OFDM) signals by
extending the outer constellation points in a way that minimizes the PAPR of an
OFDM transmit signal, without reducing the bandwidth or increasing bit error rate
(BER).
Recent work includes extensions of the concept of ACE using a modified smart
gradient-project algorithm for MIMO-OFDM systems. We extend the efficient ACE
smart gradient-project (SGP) method to space-time block coded (STBC),
space-frequency block coded (SFBC) and V-BLAST OFDM systems. The proposed
peak-power reduction method can be applied to any space-time-frequency (STF)
block code, and its performance is bounded by the code structure. Simulations show
PAPR reduction gains of 4.19 and 3.57 dB under QPSK for Alamouti STBC and
SFBC, respectively.
In addition, we extend the efficient ACE-SGP method to rotated
constellations for SISO-OFDM systems, an alternative method recently invented for
providing diversity. Simulation results show approximately 3.46 dB and 2.08 dB of
PAPR reduction for QPSK and 16-QAM original constellations, respectively, for
256 subcarriers. Results also show that 4.29 dB and 3.41 dB of PAR reduction are
obtained for QPSK and 16-QAM original constellations, respectively, for 1024
subcarriers.
Furthermore, we show how the PAPR reduction method known as tone
injection can be a very practical transmission scheme for coded-OFDM systems,
ii
with a slight compromise of the BER performance. This is accomplished by
developing efficient, near-optimal, convolutional and LDPC decoders for the
extended non-bijective constellations introduced by tone injection. Simulation
results for convolutional and LDPC coded-OFDM systems show BER performance
comparable to conventional coded OFDM with greatly reduced PAPR.
Furthermore, results show that the PAPR performance obtained is very close to the
64-QAM single-carrier peak-power performance. So, the peak-power problem is
solved for large constellations.
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CHAPTER 1
INTRODUCTION
The modulation known as orthogonal frequency-division multiplexing (OFDM) or
discrete multi-tone modulation (DMT) has been widely popular among various
wireline and wireless applications. The main advantage of OFDM systems over
single-carrier modulation is that they enable high data-rate transmission and
combat multipath fading by cross-channel forward error-correction (FEC) coding
and a simple equalization scheme at the receiver. However, the approximately
Gaussian-distributed output samples lead to a high peak-to-average power ratio
(PAPR) of the transmit signal, which has become the major drawback of OFDM
systems [1]. The high dynamic range of the OFDM signal requires an expensive
high-power amplifier (HPA) with substantial back-off to avoid the nonlinear
distortion caused by clipping, which results in low power efficiency.
Space-time-frequency (STF) block coding schemes take advantage of diversity
at a transmitting station often without requiring any channel-state information
(CSI); at the same time, when using orthogonal block codes, they allow simple
decoding at the receiver station. However, they still have the high peak-to-average
power ratio (PAPR) of OFDM, which requires high power-amplifier backoff and
results in low efficiency [1]. We extend the efficient ACE smart gradient-project
(SGP) method to space-time block coded (STBC), space-frequency block coded
(SFBC) and V-BLAST OFDM systems. The proposed peak-power reduction
method can be applied to any space-time-frequency (STF) block code, and its
performance is bounded by the code structure. Simulations show PAPR reduction
gains of 4.19 and 3.57 dB under QPSK for Alamouti STBC and SFBC, respectively.
The 2nd-generation terrestrial transmission system developed by the DVB
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Project [2] is one of the most advanced digital video broadcasting systems in the
world and uses OFDM for highly efficient use of terrestrial spectrum to deliver
high-quality video, audio and data services to fixed, mobile and portable devices.
The physical-layer structure of DVB-T2 includes a new technique, called rotated
constellations [3], which provides extra diversity for difficult fading channels. It was
believed that ACE cannot be used for rotated constellations [2], making the
designer choose between diversity and peak-power reduction. Here, we extend ACE
and the efficient smart gradient-project (SGP) method to rotated constellations and
evaluate the performance for different original QAM constellation sizes. The results
show near-optimum performance.
Tone injection is a PAPR reduction technique introduced by Tellado [4] that
uses cyclic extensions of QAM constellations as degrees of freedom that can be
exploited to lower the PAPR. When using this technique for coded-OFDM systems,
the regular decoders are no longer optimal, resulting in a degradation of the BER
performance. We provide a near-optimal way to design such decoders which can be
easily adapted to convolutional, LDPC and turbo coding schemes. Simulation
results for convolutional and LDPC coded-OFDM systems show BER performance
comparable to conventional coded OFDM with greatly reduced PAPR.
2
CHAPTER 2
ORTHOGONAL FREQUENCY-DIVISION
MODULATION
Before introducing the peak-power reduction techniques and the
space-time-frequency block coding techniques that may be used with OFDM, it is
necessary to introduce the motivation, intuition and mechanics behind OFDM.
2.1 Multipath Channels
Wireless channels are almost always characterized by multipath propagation. The
basic wireless communication scenario at the physical layer consists of transmitting
information wirelessly from point A to point B, at a specified reliability and rate.
Challenges arise in a wireless environment due to unreliability factors such as
scattering due to interferers (i.e., stationary or moving objects that affect the
signal’s path) and mobility of the transmitter and/or the receiver.
If every detail were known about the reflectors and absorbers present in the
wireless environment, one could use Maxwell’s equations to determine the exact
propagation of electromagnetic signals. However, this model of a wireless channel is
impractical and approximations can be made, since the transmitter and receiver
antennas are usually separated by many wavelengths and far-field approximations
can be used. Moreover, the model needs to be flexible enough to model more than
one type of environment.
Using rays to model the electromagnetic signal, signals traveling through air
can get attenuated and a propagation delay can be associated with each ray. The
reflection each ray experiences by various objects before reaching the receiver can be
modeled by receiving multiple copies of the transmitted signal at the receiver since
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the signal is received by multiple paths, each of which is characterized by a different
attenuation and delay. This is often called intersymbol interference (ISI). Additive
noise at the receiver may also be incorporated in the model. A continuous-time
fading channel model can be written as follows:
y(t) =
∑
i
ai(t)x(t− τi(t)) + w(t) (2.1)
where ai(t) and τi(t) denote the magnitude and delay associated with the ith path.
Additive noise can be assumed to be white and complex Gaussian.
Doppler spread and multipath delay spread are quantities associated with a
receiver at a given location, velocity and time. A statistical model of the channel is
required to figure out how many taps are needed, how quickly they change and how
much they vary. Each tap contains an aggregate of paths that fall within a sampling
period. Assuming there are many statistically independent reflected and scattered
paths with random amplitudes in the delay window corresponding to a single tap,
we can model the channel taps as circularly symmetric complex Gaussian random
variables (i.e., by the central limit theorem). Then, it can be shown that the
magnitude of the channel coefficients follows a Rayleigh distribution. A
discrete-time baseband model for the wireless channel can be written as an FIR
filter [5]:
y[n] =
∑
l
hl[n]x[n− l] + w[n] (2.2)
where hl[n] =
∑
i ai(nT )e
−j2pifcτi(nT )sinc(l − τi(nT )
T
) denotes the discrete-time
channel’s impulse response (hl[n] is the lth complex channel filter tap at time n)
and fc is the carrier frequency. Assuming the system clocks out information at
discrete-time intervals T (i.e., where T is the symbol period), the delay τmax of the
longest path with respect to the earliest path is of critical importance since a
received symbol tends to be affected by the previous τmax/T symbols.
In this context, hl[n] is a circularly symmetric complex Gaussian random
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variable (hl[n] ∼ CN(0, σ2l )). By this assumption, it can be shown [5] that the
magnitude of the lth tap is Rayleigh distributed with density
x
σl2
e
−x2
2σl
2 , x ≥ 0
This Rayleigh fading model is usually used for modeling scattering environments
characterized by many small reflectors. However, if there is a direct line-of-sight
(LOS) path with dominant energy and a large number of independent reflected and
scattered paths, we can model the channel taps as
hl[n] =
√
κ
κ+ 1
σle
jθ +
√
1
κ+ 1
CN(0, σl
2)
where κ (K-factor) is the ratio of energy in the LOS path to the energy in the
scattered paths, the first term is due to the LOS path arriving with uniform phase
θ, and the second term is due to the large number of independent paths. The
magnitude of the channel taps then follows a Rician distribution.
2.2 Single-Carrier Systems
In a single-carrier system, bits are first converted to symbols and these symbols are
pulse-shaped by a transmitter filter. Then, the signal is upconverted to a carrier
frequency fc and gets passed through the multipath channel. At the receiver, the
signal first gets downconverted to baseband and a matched filter may be employed
to maximize the signal-to-noise ratio (SNR) and help timing synchronization. The
ISI induced by the channel is very difficult to cope with since the receiver has to
pull all the weight to equalize the data by tracking the channel appropriately (i.e.,
with an adaptive LMS-like equalizer [5]). A single-carrier system’s functional
diagram is shown in Fig. 2.1.
As an example, if a wireless channel is characterized by a maximum channel
delay of τmax = 150 µs, and we clock out symbols at a symbol rate of
Rs = 10 Msymbols/s, then the receiver has to deal with an ISI of
τmax
T
= 1500
5
Figure 2.1: Basic diagram of a single-carrier system.
symbols!
2.3 Multicarrier Systems
Multicarrier systems are very different from single-carrier systems, in that they
significantly reduce the ISI induced by the multipath channel. The original data
stream of rate R is divided into N parallel lower-rate streams, each of rate R/N .
Then, each data stream is modulated with a different frequency and the resulting
signals are simultaneously transmitted. This is illustrated in Fig. 2.2.
Figure 2.2: Basic diagram of a multicarrier system.
Using the same transmission scenario as in the single-carrier system, we can
compute the ISI induced at the receiver for a multicarrier system of N = 4092:
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τmax
NT
≈ 0.366
Further increasing N lowers the ISI. Due to the little ISI, an equalizer is
greatly simplified. In the light of multicarrier modulation, a practical multicarrier
technique, known as OFDM, has arisen.
2.4 OFDM: A Balanced Approach
OFDM is a multicarrier transmission scheme that splits the available bandwidth
into many subcarriers, each one modulated by a lower-rate stream. The carriers are
closely spaced together and overlap one another in such a way that there is no
interference between them. In other words, they are mutually orthogonal. One can
think of these subcarriers as narrowband channels. Their mutual orthogonality
stems from the fact that each carrier has an integer number of cycles over a symbol
period, so each carrier has a null at the center frequency of each of the other
carriers, resulting in no intercarrier interference. Each carrier in an OFDM system
has a very narrow bandwidth (i.e., low symbol rate). Thus, the OFDM signal is
robust against large delay spreads, since the channel’s delay spread must be very
long to cause significant ISI (i.e., τmax > 500 µs).
2.4.1 OFDM transmission
Essentially, OFDM converts the frequency-selective intersymbol interference (ISI)
channel into a set of parallel additive white Gaussian noise (AWGN) channels. In
other words, OFDM provides frequency diversity by modulating many low-rate
streams simultaneously (and error correction capacity-achieving codes spread the
individual bits) across a large bandwidth. The advantage is that if some particular
range of frequencies is deeply faded, the overall signal can still be demodulated in a
robust way.
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Each subchannel is available a fraction 1/N of frequency and has a different
SNR. The total power budget can be split across the subcarriers to maximize the
rate of reliable communication when a subchannel operates at high SNR. The
allocation strategy is as follows: the better the quality of a subchannel, the more
power is allocated to it and the larger the corresponding data rate of reliable
communication. This strategy is known as waterfilling [5]. At low SNR, the optimal
allocation strategy tends to be uniform across all subcarriers. In situations in which
the channel is unknown or may differ for different users (e.g., broadcast television),
equal power allocation and FEC across frequencies is used to ensure reliable
communication to all receivers.
To effectively combat multipath, OFDM also uses a cyclic prefix, which is also
referred to as a guard interval (GI). The GI is inserted to mitigate ISI caused by the
multipath channel. It is simply a copy of the last part of the OFDM symbol and is
placed as a preamble to the original OFDM symbol. This makes the transmitted
OFDM signal look periodic to the channel, thus allowing time for the multipath
signals from the previous symbols to die away before the information from the
current symbol is gathered. The GI plays two important roles: it provides
protection against multipath, and allows for symbol time synchronization at the
receiver. A disadvantage associated with it is the extra overhead it carries, which
can be reduced by choosing larger OFDM block sizes. However, one cannot increase
the OFDM block size indefinitely because it is upper-bounded by the coherence
block length of the channel. Moreover, it is lower-bounded by the multipath delay
spread. Windowing is applied after inserting the GI to reduce out-of-band radiation
when the OFDM symbol exhibits a “discontinuous” start or end.
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Figure 2.3 is a diagram of a typical uncoded OFDM transmitter.
Figure 2.3: Typical OFDM transmitter.
D/A conversion produces the analog baseband signal which is then
upconverted to RF and transmitted. As shown in the figure, OFDM modulation is
performed by taking the inverse discrete Fourier transform (IDFT) of a block of N
QAM data symbols. After the input bit stream gets modulated into blocks of QAM
symbols (N symbols each), the jth complex-valued symbol vector
Xj = [X0,j, X1,j, ..., XN−1,j]T gets transmitted in parallel such that each QAM
symbol modulates a different subcarrier from a total set of N subcarriers. These
subcarriers are orthogonal, and the resulting discrete-time signal
xj[n] = [x0,j, x1,j, ..., xN−1,j]T can be expressed as
xj[n] =
w[n]√
N
N−1∑
k=0
Xk,je
j2pikn/N (2.3)
where w[n] is a discrete-time rectangular window with unity amplitude over the
interval [0, N − 1]. A cyclic prefix is then prepended to mitigate interblock
interference and to aid the frequency-domain equalizer at the receiver. The signal
can then be oversampled by a factor of L, and undergo some digital filtering.
Digital-to-analog (D/A) conversion and analog filtering follow, and finally the signal
is upconverted to a carrier frequency and fed into a high-power amplifier (HPA)
which drives the antenna load. Due to the nature of OFDM modulation (taking a
weighted sum of frequency-domain QAM symbols), the time-domain samples have a
Gaussian-like distribution for large N (by the central limit theorem) and the HPA
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needs to have a large dynamic range to support these large peaks at the tails of the
distribution.
2.4.2 OFDM reception
The processing at the receiver is basically done by reversing the steps in the
transmitter chain. Care should be taken to recover the timing after A/D conversion.
A diagram of a typical uncoded OFDM receiver is shown in Fig. 2.4.
Figure 2.4: Typical OFDM receiver.
The symbol timing and carrier frequency offset between the transmitter and
receiver must be estimated well enough such that the received signal constellation is
not distorted too much (i.e., achieves a certain overall probability of error). The
propagation channel, due to multipath fading and AWGN, causes a phase rotation
of the individual subcarriers due to the complex channel gains. Carrier-frequency
errors can reduce the amplitude of the desired signal and intercarrier interference
(ICI) can arise.
An algorithm can be employed at the receiver which uses the cyclic prefixes
emerging from the A/D converter and makes ML estimates to synchronize the
channel. The start of OFDM frames needs to be correctly estimated for correct
demodulation of the data (i.e., via a cross-correlation method with a pseudorandom
sequence) using pilot sequences in the subcarriers. A frame oscillator can be used to
correct the sampling frequency, and the GI can then be removed. Data
demodulation follows.
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CHAPTER 3
THE PEAK-POWER PROBLEM AND
SOLUTIONS
A serious disadvantage of OFDM is its high peak-to-average power ratio (PAPR).
This is due to the fact that many sinusoidal waves can add coherently (and
destructively) to construct an OFDM signal. For example, when N identical signals
are added with the same phase, the resulting signal has a peak power N times the
average power. These large peaks saturate the power amplifier, which distorts the
signal and also introduces out-of-band energy.
3.1 A Simple Approximation
The PAPR of an OFDM symbol block can be computed as
PAPR(x) =
max0≤k≤N−1 |x|2
E[|x|22]/N
(3.1)
This is called digital PAPR. The equivalent analog formula is
PAPR(x(t)) =
max0≤t≤NT |x(t)|2
E[|x(t)|2] =
max0≤t≤NT |x(t)|2
1
NT
∫ NT
0
|x(t)|2dt
(3.2)
where T is the symbol period and x(t) is the baseband OFDM signal constructed
from a certain block of N QAM symbols Xk given by
x(t) =
N−1∑
k=0
Xke
j2pifnt, 0 ≤ t ≤ NT, fn = n
NT
(3.3)
Oversampling the discrete-time signal x[n] to a factor of L = 4 is sufficient for
capturing the continuous-time peaks, as discussed in [1], and to prevent large analog
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‘peak regrowth’ at the D/A converter. To statistically evaluate the PAPR
performance, the complementary cumulative distribution function (CCDF) of the
PAPR of the OFDM time signals is used to describe the probability of exceeding a
given threshold γ, i.e.,
CCDF (PAPR(x)) = Pr[PAPR(x) > γ] (3.4)
We can invoke the central limit theorem for a large number of subcarriers, in
order to easily approximate the probability that the PAPR is larger than a specific
level. Given a set of N constellation points X[k], k = 0, 1, ..., N − 1, we can
construct an OFDM signal to be transmitted using the orthonormal IDFT:
x[n] =
1√
N
N−1∑
k=0
X[k]ej2pikn/N
Assuming that <(x[n]) and =(x[n]) are pairwise-independent Gaussian i.i.d.
(independent and identically distributed) random variables (with zero mean and
variance 1/2), then the vector R = |x| consists of N i.i.d. random variables with
Rayleigh probability density function fR(r) = 2re
−r2I{r≥0}. 1 Thus,
Pr[ max
n=0,1,...,N−1
R[n] < α] = (Pr[R < α])N = (1− e−α2)N
Using a random-variable transformation, it can be shown that
K[n] = R[n]2 ∼ exp(1) (i.e., fK(k) = e−kI{k≥0}). Thus,
Pr[PAPR(x) > γ] ≈ 1− (1− e−γ)N
This approximation is not exactly valid, mainly because when we choose
symbols from a PSK or QAM constellation C, the pairwise independence
assumption breaks down. Moreover, the maximum over the Nyquist samples of the
signal can be significantly different from the continuous maximum. More
1Here, and throughout this thesis, I{·} denotes the indicator function I{A} = 1 if A is true and
0 otherwise.
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sophisticated expressions can be computed by assuming that <{x[n]} and ={x[n]}
are independent stationary bandlimited Gaussian processes with zero mean and
variance N0/2, and further assuming that the peaks are statistically mutually
uncorrelated [6].
3.2 Some Proposed Solutions
Some proposed solutions to the PAPR problem include clipping, tone-reservation,
partial transmit sequences, selected mapping, active constellation extension (ACE)
and tone injection.
Probably the simplest technique to reduce the PAPR of a transmit OFDM
signal is to clip the time-domain signal at some desired maximum level. Very large
peaks tend not to occur very often, so the nonlinear effect of clipping the signal may
not affect the bit error rate performance too much. Disadvantages of clipping
include in-band distortion, which reduces the bit error rate performance, and
out-of-band distortion, which violates regulatory constraints [7]. Filtering after
clipping may also cause peak regrowth.
Tone-reservation schemes use some subcarriers as degrees of freedom to reduce
the PAPR [8]. The subcarriers (tones) reserved for PAPR reduction do not carry
data. A disadvantage of this scheme is the reduction of data bandwidth associated
with its nature. Gradient-type algorithms can be used to quickly optimize the
loading [9].
In partial transmit sequence (PTS) schemes, scrambling rotations are applied
to groups of subcarriers in order to reduce the PAPR. The time signal with the
lowest PAPR is selected. Major disadvantages of this technique include the extra
side information required to be transmitted with the information signal in order to
reverse the scrambling at the receiver, thus lowering the information data rate, and
the increased computational complexity at the transmitter to arrive at a low-PAPR
signal. Trying out all combinations at the transmitter is impractical, so various
schemes tend to find smarter ways to do this (see [10]).
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The selected mapping approach (SLM) consists of partitioning the subcarriers
of an OFDM symbol into U blocks. Then, each block is multiplied by a rotation
vector, all the rotated U data blocks are transformed into the time-domain by
IFFT, and the vector with the lowest PAPR is selected for transmission [11]. The
advantage of this method is that the CCDF of the PAPR signal gets raised to the
power of M , where there are M candidate transmission signals. This advantage
comes at the expense of an increase in computational complexity at the transmitter
and extra side information associated with the best rotation transform for each of
the U blocks that needs to be communicated to the receiver to reverse the rotation.
3.3 Active Constellation Extension
An elegant and robust PAPR reduction technique that has gained attention by the
DVB-T2 and Wi-Max standards is active constellation extension (ACE). This
technique does not sacrifice bandwidth or bit error rate performance. It is an
iterative scheme that works by extending the outer QAM constellation points
outwards to reduce peak levels. Moreover, a fast technique based on a gradient
method exists which reduces the PAPR significantly in only a couple of iterations.
Disadvantages of this technique include slightly increased transmit power and the
fact that it becomes less effective for larger constellation sizes since the fraction of
interior points to outer points increases. More details can be found in [1] and [12].
3.4 Tone Injection
Tone injection is another PAPR reduction technique introduced by Tellado [4] that
extends the constellation space appropriately to reduce the peak power at a cost of
slightly increasing the average power. Essentially, new degrees of freedom are
created by cyclically extending the QAM constellation to allow for alternative
encoding with lower PAPR. The name of the method is justified since the
replacement of an original constellation point with one of the equivalent points in
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the larger constellation corresponds to injecting a tone with proper frequency and
phase in the OFDM symbol. Tuna’s work [13] showed that single-carrier
peak-power performance can be nearly achieved using a fast algorithm through an
aggressive clipping approach. This thesis extends the practicality of this idea for
coded OFDM systems.
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CHAPTER 4
REVIEW OF DIVERSITY CODING
4.1 Diversity
The deleterious effects of intersymbol interference (ISI) and multipath fading can be
effectively mitigated by exploiting diversity in wireless broadband communication
systems, if certain mild conditions are satisfied. Diversity comes in three ways:
time, frequency and space. The source of diversity comes from the random time-
and/or frequency-varying nature of the wireless channels, essentially by correctly
exploiting approximately independent paths the signal takes in a point-to-point
setting. The idea is that if some signal paths are deeply faded, the signal may still
have a high chance of survival by using other independent paths characterized by
high SNR, thus greatly increasing the link’s performance.
Temporal diversity can be achieved by repetition coding; for example,
repeating the same symbol n times during different time instants, such that the
receiver sees n different, independently faded copies of the same symbol. The way
to do this is to transmit every coherence-time interval, so that each copy of the
symbol sent “sees” a different channel. The disadvantage associated with this naive
diversity technique is that the data rate gets reduced by a factor of n. Nevertheless,
the WiMAX standard picks up time diversity by an FEC decoder (i.e., outer
Reed-Solomon block code concatenated with an inner convolutional code) and
appropriate interleaving.
Frequency diversity can also be achieved by repetition coding, but in a FDM
fashion. By transmitting the same signal on different carrier frequencies (assuming
their separation in frequency is at least as wide as the coherence bandwidth), each
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copy sees a different channel and the receiver sees multiple independent copies of the
same signal. OFDM is an excellent scheme to use for obtaining frequency diversity
this way, especially when forward error-correction (FEC) coding is employed.
Spatial diversity is achieved by using multiple antennas at the transmitter and
the receiver (i.e., MIMO). If these antennas are spread apart by a distance of
several wavelengths (coherence distance), then the channel between each
transmitter-receiver pair fades independently, enabling diversity. Receive antennas
provide a diversity gain, but also a power gain. It is known that in an MT ×MR
MIMO system (MT transmit and MR receiver antennas), the maximum diversity
gain is MTMR, assuming that the complex channel-fading coefficients between
individual antenna pairs are i.i.d. Rayleigh-fading random variables [5].
4.2 Orthogonal Space-Time Block Codes
Space-time block codes (STBC) assume a flat fading environment. The assumption
that the channel is approximately constant during the transmission of one block is
also necessary. OFDM provides such an environment because it converts a
frequency-selective channel into many flat-fading subchannels through the use of the
IFFT and a cyclic-prefix insertion at each antenna. However, there is a catch; since
the symbol duration of an OFDM symbol is significantly larger than that of a
single-carrier system with the same bandwidth, the assumption that the channel is
approximately constant during the transmission of one block should be carefully
monitored. This is one of the reasons why the two-transmit-antenna Alamouti
scheme [14] is so popular: it does not sacrifice bandwidth or decoder complexity,
and achieves a full transmit diversity gain without the need for channel-state
information, and the above-mentioned assumption is easily satisfied for most
channels.
The assumption that the channel is approximately constant during the
transmission of a space-time block is challenged in wireless environments
characterized by high Doppler shifts and high vehicular speeds. OFDM provides
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high spectral efficiency and degrees of freedom in spreading the time dimension of
STBCs over subcarriers.
The code rate associated with each STBC design is directly associated with
delay and will be defined in the next section. The closer the code rate is to unity
(which is known to be achieved only by the Alamouti scheme [14] for complex
orthogonal designs [15]), the less the delay. If the code rate is exactly one, then
there is no propagation delay induced by the diversity-coding scheme.
4.2.1 Theory of amicable orthogonal designs
Linear STBCs are characterized by the following structure:
X =
k∑
n=1
<(sn)An + j=(sn)Bn (4.1)
where {sn} is a set of k symbols chosen from a constellation C to be used in the
code matrix X, and An,Bn are chosen complex code matrices of size MT × p.
Because k complex symbols are transmitted over p transmission periods, the code
rate is given by
R =
k
p
(4.2)
Orthogonal STBCs are an important class of linear STBCs. They guarantee
that coherent maximum-likelihood (ML) detection of different symbols is decoupled
and achieves a diversity of the order MTMR. Orthogonal STBCs further obey the
following unitary property:
XXH = c
k∑
n=1
|sn|2I (4.3)
where c is an arbitrary scaling factor. The link joining (4.1) and (4.3) is a set of
conditions on matrices An,Bn and are outlined in Theorem 4.2.1 below.
Theorem 4.2.1 (Relation between orthogonal STBCs and amicable orthogonal
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designs [16]) Let X be a matrix as defined in (4.1). Then, (4.3) is satisfied for all
complex {sn} iff An,Bn is an amicable orthogonal design; i.e.:
AnAn
H = I
BnBn
H = I
AnAm
H = −AmAnH , n 6= m (4.4)
BnBm
H = −BmBnH , n 6= m
AnBm
H = BmAn
H
for n = 1, ..., k, and m = 1, ..., k.
Proof The proof of this theorem is included in [17].
As a simple illustration, one can derive the famous Alamouti STBC [14]
X =
 s1 −s∗2
s2 s
∗
1

via the following code matrices and using (4.1)
A1 =
 1 0
0 1

A2 =
 0 −1
1 0

B1 =
 1 0
0 −1

B2 =
 0 1
1 0

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The rate of this code is unity (full rate). Another example is the 3/4 rate
sporadic code [15] for four transmit antennas
X =

s1 −s∗2 s
∗
3√
2
s∗3√
2
s2 s
∗
1
s∗3√
2
− s∗3√
2
s3√
2
s3√
2
(−s1−s∗1+s2−s∗2)
2
(s2+s∗2+s1−s∗1)
2
s3√
2
− s3√
2
(−s2−s∗2+s1−s∗1)
2
− (s1+s∗1+s2−s∗2)
2

which can be constructed via the following unitary code matrices and using (4.1)
A1 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

A2 =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

A3 =
1√
2

0 0 1 1
0 0 1 −1
1 1 0 0
1 −1 0 0

B1 =

1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

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B2 =

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 −1

B3 =
1√
2

0 0 −1 −1
0 0 −1 1
1 1 0 0
1 −1 0 0

According to the Alamouti scheme [14], the encoder takes a block of two QAM
symbols s1 and s2 and assigns it to the two transmit antennas according to the
following code matrix
XA =
 s1 −s∗2
s2 s
∗
1

where the ith column represents the ith transmission period and the jth row
corresponds to the jth antenna’s symbols. In this thesis, simulation results are
shown for the Alamouti code and the following well-known orthogonal codes
designed for four transmit antennas [15], with code rates 1/2 and 3/4, respectively:
XB =

s1 −s2 −s3 −s4 s∗1 −s∗2 −s∗3 −s∗4
s2 s1 s4 −s3 s∗2 s∗1 s∗4 −s∗3
s3 −s4 s1 s2 s∗3 −s∗4 s∗1 s∗2
s4 s3 −s2 s1 s∗4 s∗3 −s∗2 s∗1

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XC =

s1 0 s2 −s3
0 s1 s
∗
3 s
∗
2
−s∗2 −s3 s∗1 0
s∗3 −s2 0 s∗1

4.2.2 Maximum-likelihood detection
An important property of orthogonal STBCs is the fact that maximum-likelihood
(ML) detection can be achieved at the receiver separately for each symbol. If the
channel is not constant during the transmission of a block, then the orthogonality is
distorted and intersymbol interference occurs.
Assuming a quasi-static channel, the received signal at the jth receive antenna
can be expressed as
rj(t) =
MT∑
i=1
hijxi(t) + nj(t), j = 1, ...,MR (4.5)
where hij is the complex channel gain from the ith transmit antenna to the jth
receive antenna, xi(t) are the signals transmitted simultaneously from the transmit
antennas at each time slot t, and nj(t) denotes the zero-mean independent complex
Gaussian noise samples with variance MT/(2 SNR) per complex dimension. This is
true assuming that the average symbol energy is normalized to unity, and thus the
average power of the received signal at each receive antenna is MT and the
signal-to-noise ratio is SNR.
Assuming coherent processing at the receiver, the following metric is
minimized over all transmit signals xi(t):
p∑
t=1
MR∑
j=1
|rj(t)−
MT∑
i=1
hijxi(t)|2 (4.6)
where p is the number of transmission periods.
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As a simple concrete example, let us consider the decoding of symbols s1 and
s2 for the Alamouti scheme (p = 2) under flat-fading channel conditions. At the
first transmission period, the encoder selects and transmits two complex symbols s1
and s2 from a constellation C, and at the second transmission period, it transmits
−s∗2 and s∗1, from the first and second transmit antennas respectively.
To perform ML detection, the following decision metric is minimized over all
possible symbols s1 and s2:
MR∑
j=1
|rj(1)− (h1js1 + h2js2)|2 + |rj(2)− (h1j(−s∗2) + h2js∗1)|2 (4.7)
Expanding, simplifying and getting rid of terms that do not depend on s1 and
s2, the following metric is minimized over all possible s1 and s2:
MR∑
j=1
[
− rj(1)h∗1js∗1 − rj(1)h∗2js∗2 − rj(1)∗h1js1 − rj(1)∗h2js2
+ rj(2)h
∗
1js2 − rj(2)h∗2js1 + rj(2)∗h1js∗2 − rj(2)∗h2js∗1
]
+ |s1|2
MR∑
j=1
2∑
i=1
|hij|2 + |s2|2
MR∑
j=1
2∑
i=1
|hij|2 (4.8)
The above metric can be decomposed into two parts. The first only involves s1
MR∑
j=1
−rj(1)h∗1js∗1 − rj(1)∗h1js1 − rj(2)h∗2js1 − rj(2)∗h2js∗1 + |s1|2
MR∑
j=1
2∑
i=1
|hij|2 (4.9)
and the second involves only s2
MR∑
j=1
−rj(1)h∗2js∗2 − rj(1)∗h2js2 + rj(2)h∗1js2 + rj(2)∗h1js∗2 + |s2|2
MR∑
j=1
2∑
i=1
|hij|2 (4.10)
Thus, minimizing (4.7) is equivalent to separately minimizing (4.9) and (4.10).
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It turns out that (4.9) and (4.10) can be further simplified:
∣∣∣∣∣
[
MR∑
j=1
rj(1)h
∗
1j + rj(2)
∗h2j
]
− s1
∣∣∣∣∣
2
+
(
MR∑
j=1
2∑
i=1
|hij|2 − 1
)
|s1|2 (4.11)
∣∣∣∣∣
[
MR∑
j=1
rj(1)h
∗
2j − rj(2)∗h1j
]
− s2
∣∣∣∣∣
2
+
(
MR∑
j=1
2∑
i=1
|hij|2 − 1
)
|s2|2 (4.12)
To summarize, the simple linear ML decoding strategy amounts to minimizing
(4.11) for decoding s1 and (4.12) for s2. For equal-energy symbols (e.g., PSK), it
suffices to compute
ŝ1 = arg min
s1∈C
∣∣∣∣∣
[
MR∑
j=1
rj(1)h
∗
1j + rj(2)
∗h2j
]
− s1
∣∣∣∣∣
2
(4.13)
ŝ2 = arg min
s2∈C
∣∣∣∣∣
[
MR∑
j=1
rj(1)h
∗
2j − rj(2)∗h1j
]
− s2
∣∣∣∣∣
2
(4.14)
It is evident that the detection of s1 and s2 is equivalent to applying a
matched filter. Thus, we observe that the Alamouti scheme provides full overall
diversity of order 2MR when using MR receive antennas [14], [15]. This ML
detection technique can be generalized for other orthogonal STBCs [18].
4.3 Orthogonal Space-Frequency Block Codes
The use of space-time block codes is questioned in fast-fading environments, and it
is necessary to think of a different diversity strategy. Space-frequency block codes
(SFBC) are a simple and viable solution to this type of fading environment.
4.3.1 A simple extension
The coding in space-time block codes takes place by coding across the time and
antenna dimensions. SFBCs achieve diversity by coding across neighboring
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frequency bins and antennas, rather than on the same subcarrier of subsequent
OFDM symbols (i.e., as in STBC), thus reducing the transmission delay. SFBCs
tend to suffer under severe frequency-selective conditions because the channel tap
gains might vary across neighboring subcarriers.
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CHAPTER 5
PEAK-POWER REDUCTION FOR
STBC/SFBC/V-BLAST MIMO-OFDM VIA ACE
One can exploit time, frequency and spatial diversity by jointly designing a
space-time-frequency block code which codes across multiple OFDM symbols,
subcarriers and antennas. In an OFDM system, one can use a convolutional code
and a random interleaver to obtain time and frequency diversity and an STBC to
obtain spatial diversity. This section will show how the active constellation
extension (ACE) method for peak-power reduction can be extended to such codes.
5.1 ACE-SGP STBC MIMO-OFDM Algorithm
5.1.1 STBC MIMO-OFDM
The simplest 2× 2 STBC with full diversity was first introduced by Alamouti in
[14]. The encoder takes a block of two QAM symbols X1 and X2 and assigns it to
the two transmit antennas according to the following code matrix:
XA =
 X1 X2
−X∗2 X∗1

where the ith row represents the ith transmission period and the jth column
corresponds to the jth antenna’s symbols.
We also show simulation results for the following well-known orthogonal codes
designed for four transmit antennas, with code rates 1/2 and 3/4, respectively:
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XB =

X1 −X2 −X3 −X4 X∗1 −X∗2 −X∗3 −X∗4
X2 X1 X4 −X3 X∗2 X∗1 X∗4 −X∗3
X3 −X4 X1 X2 X∗3 −X∗4 X∗1 X∗2
X4 X3 −X2 X1 X∗4 X∗3 −X∗2 X∗1

T
XC =

X1 0 X2 −X3
0 X1 X
∗
3 X
∗
2
−X∗2 −X3 X∗1 0
X∗3 −X2 0 X∗1

T
5.1.2 STBC MIMO-OFDM gradient-project algorithm
The solution to the peak-to-average power (PAPR) reduction problem can be
obtained with a fast gradient-project method, where only a couple of iterations are
needed to considerably reduce the PAPR. A detailed discussion of the ACE-SGP
algorithm can be found in [12].
Each symbol block appears alone on each antenna in each time period, so the
peak power is the maximum of the individual blocks ±Xi, ±X∗i , which can be
minimized independently using the SISO ACE algorithm. Due to the structure of
orthogonal space-time block codes, the SISO ACE-SGP algorithm need only be
applied for the first transmission period, since it can be proven that complex
sequences X[k] and ±X∗[k] exhibit the same PAPR properties. This proof is trivial
and follows below.
Theorem 5.1.1 Complex sequences {X[k] : 1 ≤ k ≤ N} and
{±X∗[k] : 1 ≤ k ≤ N} exhibit the same PAPR properties.
Proof From the discrete Fourier transform (DFT) properties, if x[(n)]
F↔ X[k],
then it also holds that x∗[(−n)modN ] F↔ X∗[k] (where ∗ denotes complex-conjugate).
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Let us denote the first discrete-time sequence as x1[n] = x[n] and the second as
x2[n] = x
∗[(−n)modN ]. Recalling the digital PAPR definition (3.1), it suffices to
show that maxn |x1[n]|2 = maxn |x2[n]|2 and E[|x1|22] = E[|x2|22] in order for the
complex sequences X[k] and ±X∗[k] to have the same PAPR. First, note that
maxn |x1[n]|2 = maxn |x[n]|2, where |x[n]|2 = x[n]x∗[n]. Then, we also have
maxn |x2[n]|2 = maxn | ± x∗[(−n)modN ]|2 = maxn |x[(−n)modN ]|2. Evidently,
maxn |x1[n]|2 = maxn |x2[n]|2 because x[(−n)modN ] is just a circularly flipped version
of x[n], and the first part is proved. Second, note that
E[|x|22] =
∑N−1
n=0 |x[n]|2 = 1N
∑N−1
k=0 |X[k]|2, where the second equality follows from
Parseval’s theorem. Then, since |X[k]|2 = | ±X∗[k]|2, we have |X1[k]|2 = |X2[k]|2
and by Parseval’s theorem, we conclude that E[|x1|22] = E[|x2|22]. A similar version
of this proof can be written for analog PAPR.
Therefore, we only need to perform ACE-SGP processing on each SISO block
independently, obtaining the minimum PAPR time-domain signal ready to transmit
after adding the cyclic prefix for the first transmission period. To obtain the
time-domain signals for the rest of the transmission periods, the scaling and
conjugate DFT properties can be used to avoid the unnecessary IFFT operations
for the remaining transmission periods across all transmit antennas:
x∗[(−n)modN ] F↔ X∗[k]
This property is especially useful for lower-rate codes, such as XC .
5.2 ACE-SGP SFBC MIMO-OFDM Algorithm
5.2.1 SFBC MIMO-OFDM
Space-frequency block coding is another way to obtain diversity in order to improve
the performance when employing multiple antennas at the transmitter and the
receiver, particularly when there is frequency-selective fading. Coding occurs across
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adjacent subcarriers of the same OFDM symbol rather than on the same subcarrier
of subsequent OFDM symbols (STBC), thus reducing the transmission delay.
5.2.2 SFBC MIMO-OFDM gradient-project algorithm
The main idea of the ACE-SGP algorithm is to look at the residual clipped-off
signal and project it onto the space of allowable extension vectors. The result is a
peak-reduction signal scaled by an optimal step size subtracted from the
time-domain signal. For space-time-frequency (STF) block codes, to correctly
decode the signal, we project the residual clipped-off signal into the space of
allowable space-time-frequency block code extensions, which depends on the code
being used.
In general, the set of possible ACE vectors will be convex. The three convex
sets are:
1. The set SA consisting of all vectors y ∈ RN such that ||y||∞ ≤ A for some
positive constant A.
2. The set SC , an N -dimensional subspace of RN , consisting of all vectors y with
FFT Y that satisfy the data-dependent ACE restrictions.
3. The set SB, a K-dimensional (K = MTp, where p is the number of
transmission periods and MT is the number of transmit antennas) subspace of
RN , consisting of all vectors x that yield the largest allowable ACE extension
while maintaining the STF block code linear decoding properties.
Below is a basic pseudocode for an STF block code OFDM algorithm based on
the gradient-project method.
1. Starting with the input bit stream, break it up into blocks of size N for
parallel transmission, where there are N subchannels total. Consider
transmission of p OFDM blocks per antenna. Perform M-QAM modulation to
obtain the frequency-domain symbols, Xk.
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2. Add transmit diversity by performing space-time-frequency block coding and
determine the allowable extensions for each subchannel.
3. Take the IFFT for each antenna’s signal to construct the time signal, x0[n, l]t,
for each antenna l (n is the subchannel index, l is the antenna index, and t is
the transmission period index). Set i = 0.
4. Clip any |xi[n, l]t| ≥ A in magnitude for some clip level A (i.e., project onto
SA) to obtain
x¯[n, l]t =
 xi[n, l]t |xi[n, l]t| ≤ AAejθ[n,l]t |xi[n, l]t| > A (5.1)
where
xi[n]t = |xi[n, l]t|ejθ[n,l]t (5.2)
5. Compute the clipped signal portion (nonzero only at clipped samples)
cclip[n, l]t = x¯[n, l]t − xi[n, l]t (5.3)
6. Apply an FFT to each antenna’s clipped signal to obtain Cclip[k, l]t.
7. Keep only the components of Cclip[k, l]t which are acceptable extension
directions for the given subchannel constellations and set all remaining
elements to zero (i.e., project onto SC).
8. Apply the STF block code constraint (i.e., project onto SB) by taking the
maximum ACE extension and enforcing it on each block according to the code
matrix.
9. Apply an IFFT to obtain c[n, l]t.
10. Determine a step size µ according to the smart gradient criterion (i.e., for
quick convergence, see [12])
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xi+1[n, l]t = x
i[n, l]t + µ[l]tc[n, l]t (5.4)
11. If an acceptable PAPR or a maximum iteration count has not been reached,
update i = i+ 1 and return to Step 4. Otherwise, stop PAPR reduction.
This algorithm’s complexity is O(MTNL logNL) (for each iteration) due to
the oversampled IFFT/FFT operations. The algorithm converges sufficiently after 3
to 4 iterations. The algorithm described here can be applied to a general STF block
code and it greatly simplifies for orthogonal STBC/SFBCs (i.e., as in Section 5.1.2).
5.3 ACE-SGP V-BLAST MIMO-OFDM Algorithm
Unlike STBCs, V-BLAST has a multiplexing gain but lacks a diversity gain [19].
Because independent data streams are sent on the different transmit antennas, the
ACE-SGP algorithm can be applied on each antenna’s time signal independently,
like in the SISO case described in great detail in [12].
While space-time-frequency block codes aim to achieve reliable communication
of one symbol per channel use and maximize the diversity gain, a scheme called the
Vertical Bell Labs Space Time Architecture (V-BLAST) aims to increase the rate of
the system by communicating MT symbols per channel use (where there are MT
transmit antennas), achieving a multiplexing gain. Thus, there is a tradeoff between
multiplexing and diversity gains which limits the overall theoretical performance of
a MIMO system.
5.3.1 Diversity
The source of the data rate increase in the V-BLAST system comes from the spatial
dimension. Since information is carried through spatial channels, diversity is
achieved through space assuming the signal paths between transmit-receiver
antenna pairs fade independently.
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5.3.2 Detection algorithm
In a V-BLAST system, there needs to be a rich scattering environment to fully
exploit the multipath. For this reason, there are typically more receive than
transmit antennas. Denoting the MR ×MT channel matrix as H (assuming the
channel is time-invariant), the (i, j)th element of the matrix contains the complex
tap gain from the jth transmit antenna to the ith receive antenna. Let us suppose
that we want to transmit a vector x of MT symbols chosen from a constellation C
at a certain time slot: x = [x1, x2, ..., xMT ]
T (i.e., transmitting one symbol per
antenna simultaneously). The received MR × 1 vector can be written as
r(1) = Hx+ n (5.5)
where n denotes i.i.d. wide-sense stationary noise with variance σ2. Our goal is to
correctly decode the symbols contained in vector x. To detect x, linear
combinatorial nulling can be used in combination with successive cancellation; the
idea is to try to decode one substream, while treating the rest of the substreams as
interference, then subtract the decoded substream from the received vector and
repeat the process until all substreams have been decoded. This successive
interference cancellation procedure provides superior performance compared to
simple linear nulling because the subtraction of interference of the already decoded
symbols changes the received vector into a modified vector with less interference.
Because successive interference cancellation is a nonlinear technique, the order in
which the components of x are detected is important for the system’s performance.
The general detection procedure can be found in [19].
The ACE method offers increased margins, guaranteeing lower error rates
under AWGN conditions [12]. We claim that there is virtually no performance loss
when using ACE for V-BLAST OFDM systems. This is because the V-BLAST
detection algorithm is essentially a bank of linear minimum mean-square error
(MMSE) receivers with successive cancellation (SIC) [5]. Due to the nature of the
ACE extensions, error propagation in the SIC tends to be slightly more severe when
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it occurs. This problem may be mitigated if the constellation points can be mapped
back to their original locations prior to V-BLAST detection (i.e., via slicing and
clustering in the constellation domain). However, slicing and clustering this way
quantizes the performance of the V-BLAST detector and further degrades BER
significantly. Since the BER increase is fairly small, one can increase the link’s SNR
by boosting the transmit power slightly, obtaining the target probability of error
and a net PAPR gain slightly smaller than the simulations show.
5.4 Simulation results
Results of the ACE-SGP algorithm for STBC and SFBC MIMO-OFDM are shown
in Fig. 5.1. The algorithm was tested for a complex-baseband STBC OFDM
two-antenna system with N = 256 subchannels employing QPSK using 105
randomly generated OFDM symbol blocks. A level A of 4.0 dB above the average
power was used to obtain the clipped signal to project onto the space of allowable
extension vectors, and an upsampling factor of L = 4 was used to approximate
analog PAPR reduction. Failure to process oversampled digital signals leads to large
‘peak regrowth’ at the D/A converter. Oversampling was performed by
frequency-domain zero-padding and using oversampled IFFT operations.
As shown in Fig. 5.1, for Alamouti STBC, looking at a 10−3 symbol clip
probability level, the third iteration achieves a PAPR reduction of approximately
4.19 dB. Further iterations provide negligible performance increases. Similarly, for
Alamouti SFBC, a PAPR reduction of 3.57 dB is achieved in the third iteration.
Tables 5.1 and 5.2 2 summarize the PAPR reduction gains obtained using a
256-subcarrier MIMO-OFDM system when looking at a 10−3 symbol clip
probability. An upsampling factor L = 4 and the clipping levels, A, used were 4.0,
5.0, and 5.0 dB above the average power, for codes XA, XB, and XC , respectively.
2In Tables 5.1, 5.2 and 5.3, ∆P4 denotes the reduction in PAPR for 4-QAM, ∆P16 denotes the
reduction in PAPR for 16-QAM, ∆P64 denotes the reduction in PAPR for 64-QAM and P 0 denotes
the initial PAPR.
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Figure 5.1: CCDF results with 2-Tx antenna STBC/SFBC using 256 subcarriers
employing QPSK.
In each simulation run, 100,000 OFDM blocks were used.
Table 5.3 summarizes the PAPR reduction gains obtained for V-BLAST,
which are all obtained for a 256 subcarrier MIMO-OFDM system when looking at a
10−3 symbol clip probability. Clipping levels A of 4.0 and 6.0 dB above the average
power were used for two and four transmit antennas, respectively (with L = 8).
Larger PAPR reduction gains were obtained for the V-BLAST MIMO-OFDM
systems than the STBC/SFBC cases because there is no constraint across the
signals being sent out from the antennas (i.e., independent streams).
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Table 5.1: PAPR Reduction Results for Different Space-Time Block Codes and
Modulation Types
STBC ∆P 4 (dB) ∆P 16 (dB) ∆P 64 (dB) P
0 (dB)
XA 4.19 2.61 1.46 11.55
XB 3.96 2.30 1.08 11.74
XC 2.32 0.78 0.20 12.85
Table 5.2: PAPR Reduction Results for Different Space-Frequency Block Codes and
Modulation Types
SFBC ∆P 4 (dB) ∆P 16 (dB) ∆P 64 (dB) P
0 (dB)
XA 3.57 2.52 1.65 11.46
XB 2.27 1.60 1.28 11.80
XC 2.28 0.88 0.52 11.57
Table 5.3: PAPR Reduction Results for V-BLAST under Different Numbers of
Antennas and Modulation Types
MT (antennas) ∆P 4 (dB) ∆P 16 (dB) ∆P 64 (dB) P
0 (dB)
2 4.04 2.50 1.27 11.52
4 4.44 3.04 1.88 11.69
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CHAPTER 6
PEAK-POWER REDUCTION FOR ROTATED
CONSTELLATIONS VIA ACE
The efficient smart gradient-project (SGP) method of ACE can be extended to
rotated constellations for broadcast SISO-OFDM systems.
6.1 Rotated Constellations
The 2nd-generation terrestrial transmission system developed by the DVB Project
[2] is one of the most advanced digital video broadcasting systems in the world and
uses OFDM for highly efficient use of terrestrial spectrum to deliver high-quality
video, audio and data services to fixed, mobile and portable devices. The
physical-layer structure of DVB-T2 includes a new technique, called rotated
constellations [3], which provides extra diversity for difficult fading channels.
Rotated constellations is a method of obtaining frequency diversity in OFDM
transmissions to combat frequency-selective fading. The motivation behind this idea
is to combat fading channels more efficiently and exploit higher code rates. With
rotated constellations, two pulse-amplitude modulated (PAM) axes of rotated QAM
are sent simultaneously in different OFDM channels (via cyclic delay), which in
turn occupy different positions in time and frequency [2], [3]. This technique
effectively reduces the probability that any symbol is entirely lost.
The forward mapping of the regular QAM constellation into a rotated
constellation is implemented in the DVB-T2 standard as follows. Let the jth
complex-valued symbol vector Xj = [X0,j, X1,j, ..., XN−1,j]T be the jth
N -channel-long FEC block outputted from the FEC LDPC encoder. This block’s
real and imaginary parts are rotated by a constant rotation angle depending on the
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constellation size, and the imaginary part is cyclically delayed by one channel
within every FEC block.
The output channels are given by
G0,j = <{Rφ◦X0,j}+ j={Rφ◦XN−1,j} (6.1)
Gk,j = <{Rφ◦Xk,j}+ j={Rφ◦Xk−1,j}, for k = 1, 2, ..., N − 1 (6.2)
where the rotation phase is Rφ◦ = e
j2piφ◦
360 . The rotation angles chosen for different
constellation sizes can be found in [2] and are also shown in Table 6.1. These angles
are based on compromises between degrees of selectivity in various fading channels.
All constellation sizes have non-uniform PAM projections, except for the 256-QAM
case. The only extra price is the slight receiver complexity for the metric calculation.
Bit decisions can be made directly by computing the bitwise log-likelihood ratios.
Table 6.1: Rotation Angles for Different Modulation Types
Constellation 4-QAM 16-QAM 64-QAM 256-QAM
Rotation Angle 29◦ 16.8◦ 8.6◦ Tan−1( 1
16
)
It was believed that ACE cannot be used for rotated constellations [2], making
the designer choose between diversity and peak-power reduction.
6.2 Extension of ACE to Rotated Constellations
After the forward mapping takes place, a square-like constellation is formed with
non-uniformly-spaced constellation points. If QPSK signalling is originally used
(i.e., as in Fig. 6.1), after rotating the constellation in the manner described above,
a 16-QAM-like constellation is constructed as in Fig. 6.2. Similarly, if 16-QAM is
used as the original constellation (i.e., as in Fig. 6.4), a 256-QAM-like constellation
results as in Fig. 6.5. Therefore, one can perform SISO ACE, just as described in
[12], by extending the outer constellation points of the expanded constellation in
such a way that the peak power is reduced, just as shown in Figures 6.3 and 6.6.
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Figure 6.1: Original QPSK constellation.
Figure 6.2: Extended QPSK rotated constellation with a rotation angle of 29◦.
Figure 6.3: Extended QPSK rotated constellation with a rotation angle of 29◦ and
ACE applied.
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Figure 6.4: Original 16-QAM constellation.
Figure 6.5: Extended 16-QAM rotated constellation with a rotation angle of 16.8◦.
Figure 6.6: Extended 16-QAM rotated constellation with a rotation angle of 16.8◦
and ACE applied.
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To do that, one needs to know the coordinates of the outer constellation
points in order to appropriately perform the ACE projections (slice the outer
regions non-uniformly to obtain the ACE projection regions) onto the set of
allowable ACE vectors. Due to the symmetry of rotation (see Figures 6.1, 6.2, 6.4,
6.5), it suffices to compute only the real coordinates of half of the first quadrant
rotated-and-cyclically-shifted outer constellation points, as highlighted in Fig. 6.3
and Fig. 6.6.
This can easily be done using the following formula. Let Xk = ak + jbk denote
the symbol loaded into the kth OFDM channel, and the I-Q pair (ak, bk) to be
chosen from a QAM constellation C. Then, we have
<{Gk} = ak cos
(
2piφ◦
360
)
− bk sin
(
2piφ◦
360
)
(6.3)
The coordinates of the rest of the outer constellation points can be easily found by
symmetry.
At the receiver, in high signal-to-noise (SNR) scenarios, two steps may be
taken to avoid bit-error-rate (BER) increase due to the induced ACE extensions.
First, the extended constellation points are projected back to their
rotated-and-cyclically-shifted constellation points and inverse mapping takes place
to recover Xk. Second, inverse mapping can take place first to arrive at the original
QPSK or 16-QAM constellation, then project the points back to the nearest original
QPSK or 16-QAM point, and finally decode. On the other hand, in low SNR
scenarios and severe fading (i.e., fading channels characterized by long
delay-spreads), clustering will help, if only a little. Thus, it is important to consider
different alternatives. A third alternative is to modify the log-likelihood ratios that
are usually used to make hard or soft decisions on the coded bits. Inner and outer
decoding follow to recover the information bits. A last alternative is to modify the
demodulator and decoder unit and use a soft-input soft-output (SISO) unit [20] and
then jointly demodulate and decode, in a manner similar to that described for tone
injection for coded-OFDM systems in Chapter 7. The SISO unit may be initialized
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with prior probabilities for each symbol in the rotated constellation, and some
nonzero probability needs to also be assigned to the points lying on the ACE
extended regions (i.e., through averaging statistics over a large number of OFDM
blocks). The demodulator will need to be modified appropriately to handle the
probability mapping from rotated constellation points to the regular QAM
constellation points. Then, the regular sum-product (or min-sum) [21] inner LDPC
decoder [2] may be initialized properly using the corresponding demodulator’s
output. We believe this last alternative is the most convenient and promising choice
for the DVB-T2 standard, since OFDM is almost always used in conjunction with
coding and this decoding scheme is compatible with the iterative
demodulation-decoding flavor that turbo-coded systems usually exhibit [21].
Future work may involve examining the above-described decoding alternatives,
in light of arriving at a net gain result on the achievable PAPR reduction, while
keeping the possible BER increase below a certain level.
6.3 Simulation Results
Figures 6.3 and 6.6 show example runs of the extended constellations for the QPSK
and 16-QAM original constellations, respectively. As shown, only the outer
constellation points are moved, and since the clipping threshold, A, is not set too
low, the outer rotated constellation points tend to remain clustered at their original
locations. It is worthwhile to note that setting the clipping threshold unrealistically
low leads to convergence problems, since outer constellation points tend to shoot
outwards too far and subsequent iterations have difficulty lowering the PAPR. On
the other hand, setting the clipping threshold too high may not unlock the full
potential of ACE. Figures 6.3 and 6.6 show that the average transmit energy is
slightly increased by 0.84 dB and 0.58 dB under QPSK and 16-QAM modulation
respectively (for 256 subchannels), to lower the peak level of the transmit analog
signal.
An example of the ACE-SGP algorithm results for SISO OFDM on rotated
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Figure 6.7: CCDF results using QPSK as the original constellation with 256 and
1024 subcarriers.
constellations is shown in Figure 6.7. The algorithm was tested for a
complex-baseband OFDM signal with N = 1024 subchannels employing
rotated-and-cyclically-shifted QPSK using 105 randomly generated OFDM symbol
blocks. A level A of 7.5 dB above the average power was used to obtain the clipped
signal to project onto the space of allowable extension vectors and an upsampling
factor of L = 8 was used to approximate analog PAR reduction. Failure to process
oversampled digital signals leads to large ‘peak regrowth’ at the A/D converter.
Oversampling was performed by zero-padding in the frequency domain and using
oversampled IFFT operations [12]. Figure 6.8 shows similar results for a
complex-baseband OFDM signal with N = 1024 subchannels employing
rotated-and-cyclically-shifted 16-QAM using 105 randomly generated OFDM symbol
blocks. A level A of 8.0 dB above the average power was used to obtain the clipped
signal to project onto the space of allowable extension vectors, and an upsampling
factor of L = 8 was used to approximate analog PAPR reduction. The rotation
angles were obtained according to [2] and four ACE-SGP iterations were used.
When QPSK is originally used, the reduction in PAPR obtained was 3.46 dB
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Figure 6.8: CCDF results using 16-QAM as the original constellation with 256 and
1024 subcarriers.
under 256 subcarriers and 4.29 dB under 1024 subcarriers when looking slightly
above a 10−4 symbol clip probability level. Similarly, when 16-QAM is originally
used, the reduction in PAPR obtained was 2.08 dB under 256 subcarriers and 3.41
dB under 1024 subcarriers. Just as described in [12], ACE PAPR reduction
performance increases as the number of subcarriers increases. This further
motivates the use of ACE as a peak-power reduction technique for the DVB-T2
standard since the FFT block size ranges from 1024 to 32768 subcarriers, depending
on the reception conditions and operating area. ACE peak-power reduction can also
be applied in the MISO mode that the DVB-T2 standard describes as an option for
obtaining transmit diversity, where a variant of space-frequency block-coded
Alamouti is used [2].
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CHAPTER 7
PEAK-POWER REDUCTION FOR CODED
OFDM SYSTEMS VIA TONE INJECTION
7.1 Tone Injection
Tuna’s tone injection via agressive clipping projection algorithm (TI-ACP) [13] was
tested for a complex-baseband OFDM signal using 106 randomly generated OFDM
symbols. To approximate the analog PAPR, the transmit signal is oversampled by
L = 4 prior to TI-ACP. Figure 7.1 (from [13]) shows the analog-approximated
PAPR results of up to nine TI-ACP iterations for an N = 128 16-QAM OFDM
system. An approximated-analog PAPR reduction of 4.9 dB is achieved at a 10−5
clip probability after the ninth iteration, where the average power increase was 0.37
dB. This could be lowered if a higher target PAPR level was chosen. Tuna’s tone
injection thus provides unprecedented PAPR reduction that approaches the
single-carrier PAPR of large (e.g., 64-QAM) constellations.
7.2 Coding for Tone Injection
OFDM provides frequency diversity by modulating many low-rate streams
simultaneously and using error-correction capacity-achieving codes to spread the
individual bits across a large bandwidth. The advantage is that if some particular
range of frequencies are deeply faded, the overall signal can still be demodulated in
a robust way. Thus, coding is critical in order to exploit OFDM as much as
possible. However, most literature on PAPR has not looked at finding practical
PAPR reduction algorithms for coded-OFDM systems. In other words, coding is
treated as a separate entity and to avoid changing the state-of-the-art decoders,
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Figure 7.1: PAPR results of the TI-ACP method applied at L = 4 to an N = 128
16-QAM OFDM system (from Tuna). The broken lines denote the CCDF obtained
after each tone injection.
many PAPR reduction methods tend to sacrifice useful resources of wireless systems
such as bandwidth, data rate, etc. (see Section 3.2). However, this raises the
following question: Assuming a coded-OFDM system and alternative encoding at
the transmitter (i.e., tone injection, rotated constellations, etc.) to lower the PAPR
of the transmit signal, how do we optimally (or suboptimally) design the
corresponding decoder to achieve the same bit-error rate (BER) performance of the
link? In other words, with virtually no BER sacrifice, can we achieve the PAPR
benefits that tone injection gives? The answer is yes.
When using tone injection, one of the worst-case scenarios is that we have a
point slightly outside the main constellation. Let us assume for the moment that we
have performed forward error-correction (FEC) using a convolutional encoder. If we
perform the modulo-operation [4] (in Fig. 7.2, this corresponds to the mapping
from symbol X to symbol Xmod) and then run the Viterbi decoder [22], decoding
errors are very likely to occur because the distance measure has changed and has
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not been accounted for.
Figure 7.2: Simple example of tone injection for 16-QAM coded-OFDM. It is
ambiguous how to optimally design a decoder that simultaneously demodulates and
decodes data properly. In this case, let us assume that the symbol in black is
associated with the bit sequence 0000.
From Fig. 7.2, it is clear that if no tone injection was used, the Euclidean
distance metrics used for the Viterbi decoder would regard the probability of the
red symbol (labeled as X) being the black one (inside the main constellation) as
very small. When tone injection is used, we need to account for the cyclically
extended constellation points as well. An intuitive way to extend the Viterbi
algorithm to this example is to consider distances d1, d2 and d3 simultaneously
when computing the branch metrics on the decoder trellis. This way of changing
the Euclidean distance metrics, which are used for finding the minimum path
through the trellis by the Viterbi algorithm, showed an improvement over
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performing the modulo operation [4] and decoding with the regular Viterbi decoder,
but not as much of a BER improvement as using the soft-input soft-output
demodulator and decoder approach described below. Moreover, we want to make
the decoding technique as flexible as possible, allowing other types of codes (i.e.,
LDPC, turbo) to be used with tone-injection as well.
Thus, to obtain excellent decoding performance, we decide to account for all
the constellation points using soft-input soft-output (SISO) demodulators and
decoders. By using probability-based demodulators and decoders, we maintain the
ability to perform iterative suboptimal demodulation and decoding (although the
individual steps are optimally performed) jointly.
7.3 SISO Demodulator
The soft-input soft-output (SISO) demodulator computes the a posteriori
probabilities of the coded bits given their a priori probabilities [20]. The k-bit
information sequence is first encoded by a FEC encoder, constructing the n-bit
codeword c. Then, QAM modulation is performed; every set of q bits in codeword c
gets mapped to one constellation point χ, which belongs to the main constellation C
of size M = 2q (i.e., by the mapping β), constructing the transmitted discrete-time
signal x. Let the labeling function γ(χi, j) = b define the label for symbol χi having
the jth bit equal to b. The received signal during the kth symbol period is
yk = hkxk + nk (7.1)
where nk denotes the zero-mean complex Gaussian noise random variable with
variance σ2 per dimension, yk is the kth received symbol, and hk is the complex
channel gain representing the fading channel. For AWGN channels, hk = 1.
The a posteriori coded bit probabilities can be calculated as
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Pr(cjk = b|yk) =
∑
xk∈Cjb
Pr(xk|yk)
∝
∑
xk∈Cjb
Pr(yk|xk)Pr(xk) (7.2)
where b ∈ {0, 1}, Cjb = {χ ∈ C : γ(χ, i) = b} and cjk denotes the jth bit of the kth
symbol, xk. For the tone-injection algorithm proposed here, the a priori symbol
probabilities Pr(xk) were initialized based on Monte Carlo simulation results
averaged over 100 OFDM blocks, for the first decoding iteration. After the first
iteration, the a priori symbol probabilities need to be updated. Assuming a good
bit interleaver was used, due to independence between the coded bits,
Pr(xk) =
q∏
i=1
Pr(cik = γ(xk, i); I) (7.3)
where Pr(r; I) denotes the intrinsic information of the random variable r. We
compute the extrinsic information (see [20]) for the second iteration as
Pr(cjk = b;O) =
Pr(cjk = b|yk)
Pr(cjk = b; I)
∝
∑
xk∈Cjb Pr(yk|xk)Pr(xk)
Pr(cjk = b; I)
(7.4)
=
∑
xk∈Cjb
[
Pr(yk|xk)
∏
i 6=j
Pr(cik = γ(xk, i); I)
]
(7.5)
where Pr(yk|xk) depends on the channel model and noise statistics. After each
iteration, the extrinsic bit probabilities are weighted such that
Pr(cjk = 0;O) + Pr(c
j
k = 1;O) = 1 for all {k, j}. The decoding algorithms that
follow require proper initialization of the a posteriori probabilities for the coded bits.
Note that due to Equations (7.2) and (7.4), to compute the a posteriori
probability of the jth coded bit of the kth symbol, we need to sum over all symbols
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in the extended constellation. This key step incorporates all the distances in the
constellation domain in one metric, Pr(cjk = b;O), which is then used by the
decoders. Thus, the decoders only need the soft information for the coded bits
provided by the demodulator.
7.4 SISO Convolutional Coding
Convolutional codes are popular error-correcting codes with encoders described by a
finite-state machine (FSM). Encoding can be done via an encoding circuit
constructed from generator polynomials. For a k/n-rate convolutional code, k
information bits get mapped into n bits in a way that depends on the present k
information bits and on previous information bits as well. The Viterbi algorithm
has become the standard for decoding convolutional codes. More information on
convolutional codes can be found in [22].
Convolutional decoding can also be performed via the forward-backward
algorithm. In the literature, this also goes under the name of the BCJR (or MAP)
algorithm [23] which was designed to compute the posterior probability of symbols
generated from Markov sources sent through discrete memoryless channels. Using
first principles from probability, the BCJR algorithm estimates the posterior
probabilities for the message bits given the received data. Using the joint
demodulation and high-radix decoding approach discussed in [24] would be far too
expensive as the number of tone-injected points grows. A variant of the
forward-backward algorithm operating on trellis edges was described in [20] and is
used here as a soft-input soft-output convolutional decoder. The advantages of
using this algorithm are that the trellis does not expand to account for the
tone-injected constellation points, the a posteriori information for the coded bits
provided by the demodulator can be easily incorporated into the convolutional
decoder, and the algorithm is able to cope with a trellis with parallel edges.
The k/n-rate convolutional encoder maps a sequence of T input symbols
{Uk}Tk=1 (each chosen from alphabet U := {u1, . . . , uNI}), each characterized by k
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bits into a sequence of output (code) symbols {Ck}Tk=1 (each chosen from alphabet
C := {c1, . . . , cNO}), each consisting of n bits. The a priori probability densities
associated with each input and output symbol are given by
Pr(Ut; I) =
∏k
j=1 Pr(u
j
t ; I) and Pr(Ct; I) =
∏n
j=1 Pr(c
j
t ; I), respectively. These
forms of probability distributions are justified since bit interleavers are used. Note
that Pr(cjt ; I) are provided by the demodulator.
The idea is that the dynamics of the time-invariant convolutional code are
completely specified by one trellis section which describes the transitions (i.e.,
edges) between trellis states from time k to time k + 1. One trellis section consists
of a set of N states S = {s1, . . . , sN} and a set of N ·NI edges obtained by the
Cartesian product E = S × U = {e1, ..., eN ·NI} which represent all possible
transitions between states.
The starting state sS(e), ending state sE(e), input symbol u(e) and output
symbol c(e) are the four parameters associated with each edge e ∈ E. The starting
state and input symbol uniquely identify the ending state because, given the initial
trellis state, there is a bijective mapping between the input sequence and the state
sequence.
The a posteriori probability distributions for the jth coded and information
bit within are computed as follows for a k/n-rate time-invariant convolutional code:
Pr(cjt = b;O) ∝
∑
e:Cjt (e)=b
[
αt−1(sS(e))Pr(Ut; I)Pr(Ct; I)βt(sE(e))
]
(7.6)
Pr(ujt = b;O) ∝
∑
e:Ujt (e)=b
[
αt−1(sS(e))Pr(Ut; I)Pr(Ct; I)βt(sE(e))
]
(7.7)
where b ∈ {0, 1} and the proportionality constants are chosen such that
Pr(cjt = 0;O) + Pr(c
j
t = 1;O) = 1 and Pr(u
j
t = 0;O) + Pr(u
j
t = 1;O) = 1,
∀t, j ∈ {1, . . . , q}.
The αt(·) and βt(·) probabilities present in (7.6) and (7.7) are obtained
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through the forward and backward recursions:
αt(s) =
∑
e:sE(e)=s
[
αt−1(sS(e))Pr(Ut(e); I)Pr(Ct(e); I)
]
(7.8)
βt(s) =
∑
e:sS(e)=s
[
βt+1(s
E(e))Pr(Ut+1(e); I)Pr(Ct+1(e); I)
]
(7.9)
with initial values α0(s) = 1 if s = S0 and α0(s) = 0 otherwise; βT (s) = 1 if s = ST
and βT (s) = 0 otherwise.
3 Intuitively, the probabilities αt(s) and βt(s) correspond
to Pr(C1, . . . , Ct, St = s) and Pr(Ct+1, . . . , CT |St = s), respectively. So, to compute
αt(s), note that the transition to state s could have come from any state s
′
for
which there is an edge joining state s
′
with s. Thus, it is required to sum up the
probability of each edge (i.e., Pr(Ut(e); I)Pr(Ct(e); I)) times the previous αt−1(s),
over all edges that end up at state s. A similar intuitive interpretation can be
provided for the recursive computation of βt(s).
As shown in (7.6), to compute Pr(cjt = b;O), it is required to sum up the
product of the probability of observing the output symbol sequence {C1, . . . , Ct−1}
and reaching state sS(e), the probability of going through edge e at time t
(triggering edge e ∈ E through the input symbol Ut(e) and observing Ct(e)) and the
probability of observing {Ct+1, . . . , CT} given that sE(e) is the ending state, over all
edges that are associated with the jth bit of the tth output symbol being equal to b.
The implementation of this algorithm presented in the simulation results is a
slightly modified version of this (based on the turbo principle), just as described in
[20]. In short, the soft-input soft-output (SISO) APP unit [20], used here for
convolutional decoding, can be thought of as a “device” that accepts the input
distribution of the information bits and the input distribution of coded bits, and
outputs the output distributions of the information and coded bits. The input
distribution of the coded bits is provided by the demodulator (see (7.5)) and the
3Note that for tail-biting convolutional codes, S0=ST .
51
input distribution of the information bits is initialized to be uniform. The output
distribution of the coded bits can be stored to be used in the next decoding
iteration (optional) or discarded, and the output distribution of the information bits
can be thresholded to make hard decisions on the information bit sequence.
7.5 SISO LDPC Coding
LDPC codes are sparse linear block codes characterized by a parity-check matrix,
H. For an (N, k) linear block code, k information bits get mapped into N coded
bits (where N ≥ k), so the code rate is k/N . In this setup, H is of size M ×N ,
where M = N − k is the number of parity checks and N is the block length. The
matrix H defines the parity-check equations and can be represented as a bipartite
graph. In short, c is a codeword if Hc = 0. More detailed information about LDPC
codes can be found in [25] and [22].
The code considered here is an irregular Gallager code of rate 1/2. To
construct the parity-check matrix (i.e., of size 256× 512), H, with column-weight of
3, four steps were taken (see [26]). First, the required number of 1’s were placed in
each of the 512 columns randomly and the row-weight was kept as uniform as
possible. Second, {1}’s were added to H to empty rows or rows that have only one
1 in them, randomly. Third, if the matrix constructed in the first step had an even
number of 1’s per column, we add up to two 1’s at random positions. Finally, the
number of length-4 cycles was reduced.
It is well known that LDPC codes can be efficiently decoded using
message-passing on a Tanner graph, leading to the sum-product algorithm [27]. The
a posteriori coded bit information provided by the demodulator was used as a
priori information to initialize the sum-product decoder.
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7.6 Simulation Results
Simulation results are shown in Figures 7.3 and 7.4 for tone-injection
convolutionally-coded and LDPC-coded OFDM transmission and reception under
the classic AWGN channel. The PAPR reduction obtained was 4.75 dB when
looking at a 10−4 clip level and the average power increase is 0.19 dB. As shown in
Figures 7.3 and 7.4, the performance gap is slightly less than 0.5 dB for both cases
when looking at a BER of 10−3.
To investigate the tone injection decoding performance in a more realistic
wireless setting, we consider the case of a Rayleigh fading environment. Assuming a
bandwidth of 20 MHz, an RMS delay spread of 50 ns and perfect channel state
information (CSI) available at the receiver, we obtain the BER results shown in
Figures 7.5 and 7.6. Testing the tone injection-decoding performance under Rician
fading with a K-factor of 2, an RMS delay spread of 50 ns and perfect CSI available
at the receiver, we obtain the BER results shown in Figures 7.7 and 7.8.
We maintain the benefit of PAPR reduction, while maintaining resistance to
frequency-selective fading at a minimal BER increase and small average power
increase. When testing under fading channels with a high degree of multipath, the
BER difference is almost negligible. To sum up, we showed a practical way to
obtain more than 4.5 dB overall PAPR reduction for the same BER, data rate and
probability of clipping.
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Figure 7.3: Tone-injection with 1/2 rate convolutional code under AWGN channel.
Figure 7.4: Tone-injection with 1/2 rate LDPC code under AWGN channel.
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Figure 7.5: Tone-injection with 1/2 rate convolutional code under Rayleigh channel
with RMS delay spread of 50 ns.
Figure 7.6: Tone-injection with 1/2 rate LDPC code under Rayleigh channel with
RMS delay spread of 50 ns.
55
Figure 7.7: Tone-injection with 1/2 rate convolutional code under Rician channel
with RMS delay spread of 50 ns and K-factor of 2.
Figure 7.8: Tone-injection with 1/2 rate LDPC code under Rician channel with
RMS delay spread of 50 ns and K-factor of 2.
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CHAPTER 8
CONCLUSIONS
An extended method of ACE reduces the PAPR for space-time-frequency block
coded MIMO-OFDM systems without compromising BER performance.
Simulations showed that PAPR reduction gains of 4.19 and 3.57 dB can be obtained
under QPSK for Alamouti STBC and SFBC, respectively. Gains above 4 dB were
obtained for two and four antennas under QPSK for V-BLAST. Results show that
as the number of antennas increases, the block code constraint reduces the ACE
PAPR reduction gain for space-time/frequency-coded MIMO-OFDM systems, due
to the reduced number of degrees of freedom caused by structured redundancy. On
the other hand, the ACE PAPR reduction gain increases with the number of
antennas for uncoded MIMO-OFDM systems (i.e., V-BLAST). The PAPR
reduction gains obtained are larger than those observed for the SISO case [2].
The active constellation extension (ACE) method for PAPR reduction was
extended to OFDM-based systems using rotated constellations. Simulation results
show approximately 3.46 dB and 2.08 dB of PAPR reduction for QPSK and
16-QAM original constellations, respectively, under 256 subcarriers. Using the same
clipping threshold, it was also shown that PAPR reductions of 4.29 dB and 3.41 dB
are obtained under 1024 subcarriers for QPSK and 16-QAM, respectively.
The tone injection (TI-ACP) technique for PAPR reduction shows very
promising results. Using the aggressive clipping approach [13], simulation results
show approximately 4.9 dB of PAPR reduction at 10−3 symbol clip rate for
16-QAM constellations, with 128 subcarriers. To the best of our knowledge, tone
injection was never considered as a practical peak-power reduction method, because
all practical OFDM systems must use coding, and unless the appropriate decoders
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are used, the BER performance will be severely degraded. We show how to design
flexible decoders for coded-OFDM systems employing tone injection, making tone
injection practical for the first time. Results showed that combining the fast
TI-ACP method with coding yields excellent results both for convolutional and
LDPC coded-OFDM systems. The technique can be extended to other codes as well
(i.e., turbo, hybrid codes, etc.). Tuna’s work [13] has shown that for 64-QAM
constellations, the TI-ACP algorithm can closely approach the 64-QAM
single-carrier PAPR performance. Putting this together with the coding techniques
developed in this thesis, the PAPR problem is essentially solved for large
constellations.
In light of obtaining larger PAPR gains, further work may include
combinations of ACE and tone injection for SISO and MIMO-OFDM systems, as
well as extensions to multiuser scenarios.
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