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Abst raet - -A  procedure has been developed for the interpolation of functions defined in two 
dimensions using the values of the function and its normal derivatives at the boundary. The inter- 
polating functions used are combinations of two classes of radial basis functions. This permits an 
interpolation scheme with osculatory features, i.e., the interpolant has a specified slope at the bound- 
ary interpolation points. The improved accuracy of the method is demonstrated over interpolation 
schemes using the traditional radial basis functions (with no osculation), especially for the calcula- 
tion of the derivatives of the function at various internal points. A brief discussion on the utility 
of the new interpolation technique in solving nonlinear Poisson problems using the dual reciprocity 
boundary element method is provided. © 1998 Elsevier Science Ltd. All rights reserved. 
Keyword$- - Interpo lat ion,  Osculation, Radial basis functions, Dual reciprocity method, Bound- 
ary element method. 
1.  INTRODUCTION 
Radia l  basis functions belong to a class of functions where the distance from a fixed point  (node) 
to a variable field point  is used as the independent variable. For this purpose, the Eucl idean 
distance function rk is defined in 2D as 
rk = rk(x,y;xk,yk) ---- X/(x --Xk) 2 -b (y --yk) 2, (1) 
where x and y are the posit ional  coordinates of a variable field point, and xk and Yk correspond 
to the coordinates of the k th interpolat ion point. Similar definit ions hold for higher dimensions. 
Funct ions using rk as the independent variable are then referred to as the Radia l  Basis Funct ions 
(RBF) .  Several researchers (for example,  [1-4]) have used them in the context of mult ivar iate 
interpolat ion.  Thus, the interpolat ion of a function b is represented as 
N+L 
b(P) = E Ck(P)ak ,  (2) 
k=l 
where Ck belongs to a class of RBFs.  In the above equation, P represents the locat ion of 
any variable field point. The number of interpolat ion points are denoted by N + L, where 
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N usually represents the number of points on the boundary of the domain and L the number 
internal interpolation points. The interpolating coefficients ~k are computed by satisfying the 
interpolation condition at N ÷ L points, 
N~L 
b(Pi) -- b~ - Z ¢ikC~k, i = 1 to N + L, (3) 
k----1 
where ¢~k represents he value of Ck at the node i and bi is the function value at this node. 
The interpolation using RBF involves a single independent variable rk as opposed to the use 
of multiple spatial variables, regardless of the dimension of the problem. Hence, it is clear that 
the RBF interpolation is most useful when the domain of the function cannot be expressed as 
simple product domains of lower dimensions. The RBF interpolation was first introduced by 
Hardy [5], and Harder and Desmarais [6]. Subsequently, a wide variety of RBF have been used 
for the interpolation and some of the common types of RBF are as follows. 
1. Linear function: Ck = 1 + rk. 
2. Duchon radial cubics: Ck = r 3. 
3. Radial quadratic plus cubic: Ck = 1 + r~ + r 3. 
4. Thin plate splines: Ck = rE In rk. 
5. Hardy multiquadrics: Ck = (rE + C2) n/2 with C being a user specified constant and n 
being a positive integer. 
6. Inverse multiquadrics: ¢~ = 1/(V/~ + C2). 
7. Ganssian: exp(-r~/e~). 
The radial basis functions are now being increasingly used in many areas, for example, in neural 
networks (see [7]), kinetic modeling (see [8]), scattered ata interpolation (see [9]), solution of 
differential equations (see [10]), solution of integral equations [11], etc. A bibliography of many 
applications of RBF in various fields of engineering and physics has been recently published by 
Golberg and Chen [12]. 
Our interest in RBF interpolation is in the context of its application in the dual reciprocity 
boundary element method for the solution of the equations of the type: 
V2u = b(x, u, ux), (4) 
where x represents the spatial coordinates and u the dependent variable. The direct boundary 
element is difficult for the problem due to the presence of the nonhomogeneous term (b) in the 
RHS of equation (4), and involves the evaluation of a domain integral corresponding to the RHS 
of the above equation. One way to circumvent the problem is to find an approximate particular 
solution to the nonhomogeneous term. For this purpose, the nonhomogeneous term b can be 
expanded in terms of a set of basis functions Ck as in equation (2). If additional auxiliary 
functions fk are defined such that 
v fk = Ck, (5) 
then it is possible to transfer the domain integrals to the boundary (see Section 4 of this paper). 
The procedure leads to the Dual Reciprocity Method (DRM) for the solution of Poisson-type 
equations and was first suggested by Nardini and Brebbia [13]. The dual reciprocity method 
has subsequently been used by a number of investigators in various field of engineering (see, for 
example, [14-18]). Various types of RBF can be used for this purpose and further discussion on 
the topic is available in the paper by Karur and Ramachandran [19], Golberg and Chen [20], and 
Partridge [21]. 
The objective of the present work is to suggest an interpolation scheme using the radial basis 
functions where the information on the gradient of the function at selected boundary points is 
also used along with the function values. Traditional RBF interpolation (equation (2)) uses only 
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the function values at the interpolation points and does not incorporate the prescribed (or known) 
slope of the function at the boundaries. We propose here a scheme by which this deficiency is 
removed. The main purpose of this new interpolation scheme is to improve the efficiency of the 
approximation of b in the dual reciprocity method, although we believe that the procedure may 
find applications in other areas such as neural network modeling, etc. In the context of DRM,  
we note that the information on both the solution and its normal gradient at the boundary 
is obtained with equal accuracy. In fact, this is one of the advantages of the boundary element 
method in contrast to finite-element method since both the function and its normal derivatives are 
primary variables in the computational algorithm. The additional information on the gradients 
should therefore be used in constructing a more accurate interpolation to the nonhomogeneous 
term (the 'b' function). The paper provides the necessary numerical algorithm to do this and 
illustrates the accuracy of the procedure on some test examples. The last section of the paper 
provides information on how the procedure can be incorporated into the DRM solution. 
2. OSCULATORY INTERPOLAT ION 
Repeated interpolation at a point is called osculatory interpolation since it produces higher 
than first-order contact between the function and its interpolant (see [22]). In the interpolation 
procedure developed below, the value of the function and its normal derivatives at the nodal points 
are utilized for approximating the function, hence, the name osculating interpolation. In order 
to provide the required slope conditions at N points in the boundary, we require N additional 
degrees of freedom. Hence the interpolating equation for the b function is now modified as 
N+L N 
b= + (6) 
k=l  k----1 
It may be noted that an additional set of interpolation functions ~k are now introduced. These 
functions are chosen to be different from the set of functions Ck. This is needed in order that Cks 
should not be linearly dependent on Ck. This can be done by choosing the functions Ck and Ck, 
from two different classes of RBFs. Thus, we choose Ck to be the quadratic + cubic functions, 
while Ck are chosen as the thin plate spline functions 
Ck = 1 + + (7) 
Ck = r~ In rk. (8) 
It may be noted here that other combinations of radial basis functions can also be chosen to 
define Ck and Ck. One additional (and perhaps important) requirement is that the normal 
derivatives of the basis functions hould be well defined in the limit rk  tending to zero. In 
the subsequent discussion, it will be shown that the basis functions chosen above fulfill this 
requirement. 
The interpolation scheme defined by equation (6) will be referred to as ORBF (Osculatory 
Radial Basis Function) interpolation. The interpolating constants are now ~k and ~k. The 
following conditions are used in order to evaluate these coefficients. 
1. At all the interpolating nodes, i.e., at (N + L) points, we set b equal to b~, the nodal value 
N+L N 
bi = E ¢,kak + E ¢,k~k, for 0 < i < N + L. (9) 
k=l  k----1 
2. At the additional N boundary points, the osculation condition is imposed 
db , 
= = ¢~k k ~)ik~k, for 0 < i < N. (10) 
i k=l  k=l  
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Here the prime ' indicates the normal derivatives, which are calculated as follows for the radial 
basis functions 
¢~ = (2 + 3rk)[( x -- xk)nx + (y -- yk)nV) ] , i l l )  
¢~ = (2 In rk + 1)[( x -- xk)nx + (y -- yk)ny)],  (12) 
where nx and n~ are the direction cosines of the normal. It can be shown that both the normal 
derivatives are zero in the limit rk ---* 0, and hence, are well defined. This will not be the case if, 
for example, the linear function Ck = rk is used as one of the basis functions. 
Equations (9) and (10) provide the required formulae to calculate the set of interpolation 
coefficients ak and ~k- The interpolation conditions can be written in terms of a global matrix 
which takes the following form: 
bl ¢1,1 (~l,g (~I,N-I-L ~31,1 ~bl,N O~1 
b1~ ~)N,1 ~)N,N ~)N,N-t-L CN,1 ~)N,N 011~ 
• " (13)  
b ~4 L (~N-t-L,1 CN+L,N CN+L,N+L ~)N+L,1 CN-t-L,N O~N4 L 
bl ¢1,1 ' ' ' ' ~)I,N ~)I,N+L ¢1,1 ~)I,N ~I 
b~4 CN,1 N,1 ! ¢~V,N ! ~ b! t CN,N+L 
Using the vector-matrix notation, this can be represented as 
./~ = @T, (14) 
where/3 is the augmented vector containing the b values at N + L total points and the normal 
gradient of b at N boundary points. The matrix ~ is the coefficient matrix in equation (13), 
while the T is the vector of the interpolation coefficients, i.e., 
~Y = (c~,/~) . (15) 
The calculation of ~ involves a matrix inversion operation which can be expressed as 
.,7 ~-~ (~--I /~. (16) 
Once "~ is found, the functional values at any other point in the domain can be interpolated 
using these coefficients using equation (2)• The derivatives of the function can also be readily 
calculated. This completes the development of the ORBF interpolation procedure. We now 
demonstrate he method using two test examples• 
3. TEST  EXAMPLES 
We used a square domain of unit size and tested the various test functions to demonstrate he 
interpolation accuracy of the method. The boundary was discretized by five equal sized elements 
on each side and the interpolation odes were placed at the mid-points of each element. The 
internal points were placed on an inner square lattice whose corners are located at (x = 0.1, 
y = 0•1); (0•9, 0.1); (0•1, 0.9); (0.9, 0.9). This inner square was discretized by placing five equidis- 
tant points on each side, thus leading to 25 internal points. Thus, N = 20 and L = 25 were 
used as the base case and is referred to as the coarse mesh• Finer meshes were also studied by 
changing the number of internal nodes as well as by doubling the number of boundary nodes. In 
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order to assess the accuracy of the solution, a set of 121 evaluation points (placed equidistantly 
on a square lattice) were used. The error in the solution and its derivatives at these evaluation 
points were compared with the exact values of the function. An RMS error defined as 
RMS error = (bApp -- bzx) 2 (17) 
~=I 
was used as the evaluation criterion. In the above equation, NE  is the number  of evaluation 
points (= 121) and bApp is the value of b obtained by using the interpolation, while bEx is the 
value calculated exactly from the test function. The  RMS error is now presented for two test 
functions for various meshes. 
The  first example was the following function: (i) cos(27rx) + sin(2~ry). Table 1 compares the 
accuracy of the osculation interpolation with regular RBF  interpolations. The  results are shown 
at few selected points, for the sake of brevity. It is seen that osculation interpolation is closer 
to the analytical value. It may  be noted, however, that the comparison is not entirely fair since 
the osculation has an extra 20 degrees of freedom. The  main purpose of Table 1 is to show the 
accuracy of the osculating interpolation method. 
Table 1. Comparison of the interpolation of cos(21rz) Jr sin(21ry) by various methods; 
N=20;L=25.  
z y 1 Jr r 2 Jr r 3 TPS Osculation Analytical 
0.0 0.0 1.0433 1.0428 1.02942 1.0000 
0.2 0.2 1.2559 1.2358 1.2532 1.2600 
0.4 0.4 -0.2206 -0.2180 -0.2220 -0.2212 
0.6 0.5 -0.8103 -0.7987 -0.8071 -0.8091 
0.0 1.0 1.0262 1.0421 0.9996 1.0000 
The usefulness of ORBF in calculating the y-derivative of the above function is shown in 
Table 2. The RMS error is considerably lower for the ORBF interpolation compared to regular 
RBF interpolation. The improved accuracy in the derivative calculation is likely to be prove useful 
in dual reciprocity solution of convection-diffusion problems. In these problems, the b function 
depends also on the derivatives of the variable u. Hence, the improvements in the calculation 
of the derivatives by the method proposed in this paper would be useful in the DRM solution 
of such problems. Another application is in the DRM solution of problems with steep boundary 
layers where the derivative information will be useful to obtain a more accurate interpolation to 
the function. 
Table 2. Comparison of the y-derivative calculation of cos(2~rx)+sin(2~ry) by various 
methods: N = 20; L = 25. 
x y 1 Jr r 2 Jr r 3 TPS Osculation Analytical 
0.0 0.0 6.433 6.402 6.004 6.2831 
0.2 0.2 1.9280 1.9216 1.8537 1.9416 
0.4 0.4 - -5 .0896 -5.0642 -5.0842 --5.0832 
0.6 0.6 -5.1064 -5.0661 -5.0908 -5.0832 
0.8 0.8 1.9464 1.9127 1.9598 1,9416 
0.0 1.0 6.801 6.6725 6.0518 6,2831 
RMS error 0.2509 0.2687 0.1307 -- 
The  second test function considered is exp(5x)+ sinh[5(l -x)]/sinh(5) which is representative 
of solutions to convection-diffusion problems with a boundary layer near x = 1. In Table 3, we 
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Table 3. Interpolation of exp(5x) -{-sinh[5(1 - x)]/sinh(5); RMS error as a function 
of number of nodes. 
N L RMS Error in 
Function Derivative 
20 25 0.01370 0.1717 
20 36 0.01204 0.1589 
20 49 0.01105 0.1350 
20 64 0.01051 0.1249 
40 25 0.0431 0.3305 
40 36 0.0316 0.2135 
40 49 0.0034 0.0671 
40 64 0.0027 0.065 
40 81 0.0022 0.067 
examine the convergence of ORBF by studying the effect of number of boundary and internal 
nodes. 
For the case of 20 boundary nodes (N = 20), the RMS error decreases only slowly with the 
increase in the number of internal nodes. For the case of 40 boundary nodes, the RMS error is 
larger than that for 20 boundary nodes if the number of internal nodes is small, say, 25 or 36. 
This is an interesting observation and indicates that the number of internal nodes must also be 
correspondingly increased if the number of boundary nodes are increased. Hence, it appears that 
there is an "aspect" ratio effect similar to that observed in finite*element solutions. For larger 
number of internal nodes (for a fixed N = 40), the RMS error falls off rapidly. Thus, the RMS 
error drops by a factor of 10 if the number of internal nodes are increased from 36 to 49. These 
numerical experiments provide some guidelines on the choice of the level of discretization. The 
observations are, however, qualitative and further research is required on the error analysis and 
convergence properties of ORBF interpolation using functional analysis concepts. 
Table 4. Condition number of the interpolation matrix for various levels of dlscretiza~ 
tion. 
N L Condition 
Number 
20 25 3.79E + 05 
20 36 1.54E + 05 
20 49 3.57E + 05 
20 64 4.29E + 05 
40 25 431E + 05 
40 36 1248E +05 
40 49 2100E +05 
40 64 96E % 05 
40 81 155E + 05 
In order to provide some additional light on the RMS error, we examined the condition num- 
ber of the interpolation matrix ¢ for various levels of discretization. These results are shown 
in Table 4. The condition numbers were evaluated by performing a Singular Value Decom- 
position (SVD) of the interpolation matrix. The computer program provided in the book by 
Press et al. [23] was used for this purpose. The condition number was calculated as the ratio of 
the largest to the smallest singular value. It is seen that the condition numbers are fairly large 
especially for N = 40. Also for this case, the condition number becomes a minimum for L = 64. 
Thus, the maximum accuracy in the interpolation would be expected in this range of values of N 
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and L (i.e., those corresponding to relatively lower condition number), which is confirmed also 
by the results in Table 3. 
The comparison of the function values for the second test function with the exact function 
is shown in Table 5 at selected points. The function has a boundary layer near x = 1, but is 
otherwise fiat. Hence, this function represents an interesting test for the radial basis function 
interpolation. The accuracy of the method even for a coarse mesh is worth noting. 
Table 5. Interpolat ion of exp(Sz) +sinh[5(1 -x ) ] / s inh(5) ;  comparison of the function 
values with the exact solution at selected points; coarse discretization: N = 20 and 
L=25.  
x y Numerical  Analyt ical  
0.0 0.4 0.9997 1.0000 
0.1 0.4 0.9996 0.9999 
0.2 0.4 0.9990 0.9997 
0.3 0.4 0.9988 0.9991 
0.4 0.4 0.9982 0.9975 
0.5 0.4 0.9927 0.9933 
0.6 0.4 0.9781 0.9817 
0.7 0.4 0.9492 0.9502 
0.8 0.4 0.8697 0.8647 
0.9 0.4 0.6334 0.6321 
1.0 0.4 -0.02362 0.0000 
A similar comparison of the values of the x derivatives i  shown in Table 6. The derivatives 
change steeply here as x varies from 0 to 1 and the ORBF even with the coarse mesh captures 
this feature. A close prediction of the derivatives i an important feature of the ORBF method. 
Table 6. Interpolat ion of exp(5x) + sinh[5(1 - x) ] /s inh(5) ;  comparison of the x- 
derivat ives with the exact solution at selected points; coarse discretization: N -- 20 
and L = 25. 
x y Numerical  Analyt ical  
0.0 0.4 -0 .1018E - 02 -0 .4540E - 03 
0.1 0.4 -0 .3362E - 02 -0 .1234E - 02 
0.2 0.4 -0 .5737E - 02 -0 .3354E - 02 
0.3 0.4 0.7822E - 03 -0 .9119E - 02 
0.4 0.4 -0 .2089E - 01 -0 .2478E - 01 
0.5 0.4 -0 .9864E - 01 -0 .6738E - 01 
0.6 0.4 -0 .1945 -0.1832 
0.7 0.4 -0.4392 -0.4978 
0.8 0.4 -1 .3137 -1.3532 
0.9 0.4 -3 .833 -3 .678 
1.0 0.4 --10.006 -10.000 
4. IMPLEMENTATION IN  DRM 
We now discuss briefly how the ORBF interpolation is useful in solving Poisson equations of 
the type given by equation (4). If one uses the boundary integral representation to equation (4), 
then a domain integral of the following form results: 
RHS = In G~bdl2, (18) 
where Gi is the fundamental solution to the Laplace equation with the source point located 
at point i. The domain of integration is ~. The term RHS represents the domain integral, 
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i.e., the right-hand side term that need to be added to the collocation representation of the 
integral equation corresponding to equation (4) (at point i). The basic idea behind the dual 
reciprocity method is to express this domain integral into an equivalent boundary integral. The 
procedure for doing this, using the traditional RBF  interpolation, is described in the books by 
Partridge et al. [14] and Ramachandran [24]. The final equation can be represented as 
N-{- L
RHS = E M~mbm, (19) 
where Mira are a set of coefficients (see [24, equation (9.66)] for details) and bm are the function 
values at the interpolation odes. Here we describe briefly the necessary modification to the 
procedure if the osculatory functions are used to approximate the b function instead of the 
standard RBF. The goal of this section is to derive an equation analogous to (19) for the case of 
ORBF. 
Using the ORBF approximation for the b function, we can write equation (18) as 
fn /N+L N ) 
RHS -- G, ( E CkOLk -}- E ~k~k d•. (20) 
\ k=l k=l 
Now two auxiliary functions are defined as 
V2h  = Ck (21) 
and 
V2gk = ~k. (22) 
With this substitutions, equation (20) can be expressed as 
[N+L 2 N ) 
RHS= G~ {E V fkC~k + EV2gk/~k d~. (23) 
\k=l k=l 
The domain integral can now be reduced to a boundary integral by applying Green-Gauss Theo- 
rem. Using the boundary integral terminology (see [24] for the details of the notation), we arrive 
at ) RHS = Lijf~} - [-I~jfjk -- dJik ~k 
k=l j----1 
(24) 
+ L,;g3 ' - - 
k=l \j=l j=l 
Representing the two terms within the parenthesis of the above equation as ~lik alld ~2ik, we get  
N+L N+L 
RHS = E SlikOlk -{- E S21k~k" (25) 
k=l k=l 
Now, c~k and ~k are obtained from the interpolation procedure and are related to the (vector 
of) values of b and bq For numerical implementation purposes, it is preferable to express the 
relation explicitly in terms b and bq For this purpose, we split the inverse of the interpolation 
matrix ~-1 into four parts, as shown below, 
~--1=(/~1/~3 -R4/~2) . (26) 
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The interpolation coefficient vector ~ can therefore be expressed as 
which follows from equation (16). Therefore, c~k and/~ are given by 
N+L N 
OL k E Rlkmbm * ~-~ b' = R2km m, (2S) 
rn=l m----1 
N+L N 
~k = E R3kmbm + ~ R4kmb~. (29) 
rn= l rn= l
With this substitution for ak and f~k in equation (25), we get 
RI-IS = s ,k + 
k=l \m----1 m=l 
(30) 
k=l \m=l  m----1 
Equation (30) can be expressed in terms of a set of coefficient matrices M as follows: 
N+L N+L N+L N+L 
RHS = E Mlirnbm + E M. ' 2'mbrn + Z M3imbm + E M4imbm" (31) 
m=l m=l m=l m--1 
This can be combined into two summations as 
N+L N-t-L 
RHS = E Ms,mb,n + Z M°'mUm" (32) 
m=l m----1 
The above equation is the required relation for the RHS term for the case of ORBF interpolation. 
This equation provides an approximate representation f the domain integral in terms of a set of 
coefficients. These coefficients involve only boundary integrals. In the standard DRM, the term 
corresponding to M6~,n is absent. Here we have this extra term which multplies the gradient 
of the b function. This additional information can be used to improve the DRM approximation 
in the boundary element method. The method is particularly useful if b is a function of u, i.e., 
for nonlinear Poisson problems. The most general way of representing the nonlinear function 
for iterative solution is by quasilinearization, which is nothing but a Newton-Raphson type of 
technique and has quadratic onvergence for nonlinear problems 
b ~ kl + k2u, (33) 
where kl and k2 are the linearization constants given by 
\du]  ' (34) 
k2 = \ du ] " (35) 
The * values indicate value at the current level of iteration. Now with this definition, the b' terms 
can be defined as 
b' db =k~(du)  
= d--~ ~nn " (36) 
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The boundary element solution provides us directly an estimate of the term, du (~-j) (the gradient 
of solution variable) at each stage of iteration which can then be used to calculate b'. The novel 
approach of osculatory interpolation is that this information can be used in constructing a better 
approximation for the next iteration for nonlinear problems. Since the gradient information is also 
utilized, this method is expected to provide superior solution. Computational implementation 
of the procedure is being investigated. Further details on the numerical implementation of the 
procedure is not presented here since the primary purpose of the paper is to introduce the concept 
of osculatory radial basis functions. 
5. SUMMARY AND CLOSURE 
The paper introduces new concepts on how the radial basis functions may be modified to include 
the osculation at the boundaries. For this purpose, a modified interpolation using combination of 
two classes of radial basis functions is proposed. This provides the additional degrees of freedom 
so that the slope condition at the boundary could also be fitted. The proposed scheme, referred 
to as ORBF, was tested on two test examples and shown to provide a better approximation to 
the derivative of the function at various points. The method is likely to be useful in improving 
the dual reciprocity method, especially for convection problem, and the paper discusses how the 
interpolation can be incorporated into standard DRM programs. The interpolation is also likely 
to be useful in the context of subdomain DRM. 
On the negative side, the interpolation matrix appears to have a high condition number and 
the theoretical studies on the error estimates have not been proposed. The condition number 
could perhaps be improved by choosing other classes of functions, for example, the compactly 
supported RBFs [7]. The a priori error estimates could be attempted following the work of 
Madych [25] for the standard multiquadrics. The extension to three-dimensional problems can 
also be done along the lines proposed in our paper. Further research in this area should address 
these issues and such studies are useful in view of the application of radial basis functions in 
many areas besides the integral equation solution. 
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