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i
“Science is a human activity, and the best way to understand it is to understand the
individual human beings who practise it. Science is an art form and not a philosophical
method. The great advances in science usually result from new tools rather than from
new doctrines. ... Every time we introduce a new tool, it always leads to new and
unexpected discoveries, because Nature’s imagination is richer than ours.”
Freeman J. Dyson
Abstract
Radio interference affects the performance of low-power wireless networks (LPWN),
leading to packet loss and reduced energy-efficiency, among other problems. Reliability
of communications is key to expand application domains for LPWN. Since most LPWN
operate in the license-free Industrial Scientific and Medical (ISM) bands and hence share
the spectrum with other wireless technologies, addressing interference is an important
challenge.
In this context, we present JamLab: a low-cost infrastructure to augment existing LPWN
testbeds with accurate interference generation in LPWN testbeds, useful to experimen-
tally investigate the impact of interference on LPWN protocols.
We investigate how interference in a shared wireless medium can be mitigated by per-
forming wireless channel energy sensing in low-cost and low-power hardware. For this
pupose, we introduce a novel channel quality metric—dubbed CQ—based on availability
of the channel over time, which meaningfully quantifies interference. Using data collected
from a number of Wi-Fi networks operating in a library building, we show that our met-
ric has strong correlation with the Packet Reception Rate (PRR). We then explore
dynamic radio resource adaptation techniques—namely packet size and error correction
code overhead optimisations—based on instantaneous spectrum usage as quantified by
our CQ metric.
To conclude, we study emerging fast fading in the composite channel under construc-
tive baseband interference, which has been recently introduced in low-power wireless
networks as a promising technique. We show the resulting composite signal becomes
vulnerable in the presence of noise, leading to significant deterioration of the link, when-
ever the carriers have similar amplitudes.
Overall, our results suggest that the proposed tools and techniques have the potential
to improve performance in LPWN operating in the unlicensed spectrum, improving
coexistence while maintaining energy-efficiency. Future work includes implementation
in next generation platforms, which provides superior computational capacity and more
flexible radio chip designs.
Resumo
A interfereˆncia de ra´dio afeta o desempenho das redes de comunicac¸a˜o sem fio de
baixo consumo—low-power wireless networks (LPWN), o que provoca perdas de pa-
cotes, diminuic¸a˜o da eficieˆncia energe´tica, entre outros problemas. A confiabilidade das
comunicac¸o˜es e´ importante para a expansa˜o e adoc¸a˜o das LPWN nos diversos domı´nios
de potencial aplicac¸a˜o. Visto que a grande maioria das LPWN partilham o espectro
radioele´ctrico com outras redes sem fio, a interfereˆncia torna-se um desafio importante.
Neste contexto, apresentamos o JamLab: uma infraestrutura de baixo custo para esten-
der a funcionalidade dos ambientes laboratoriais para o estudo experimental do desem-
penho das LPWN sob interfereˆncia. Resultando, assim, numa ferramenta essencial para
a adequada verificac¸a˜o dos protocolos de comunicac¸o˜es das LPWN.
Para ale´m disso, a Tese introduz uma nova te´cnica para avaliar o ambiente radioele´trico e
demostra a sua utilizac¸a˜o para gerir recursos dispon´ıveis no transceptor ra´dio, o que per-
mite melhorar a fiabilidade das comunicac¸o˜es, nomeadamente nas plataformas de baixo
consumo, garantindo eficieˆncia energe´tica. Assim, apresentamos uma nova me´trica—
denominada CQ—concebida especificamente para quantificar a qualidade do canal ra´dio,
com base na sua disponibilidade temporal. Mediante dados adquiridos em va´rias redes
sem fio Wi-Fi, instaladas no edif´ıcio de uma biblioteca universita´ria, demonstra-se que
esta me´trica tem um o´timo desempenho, evidenciando uma elevada correlac¸a˜o com a
taxa de recepc¸a˜o de pacotes. Investiga-se ainda a potencialidade da nossa me´trica CQ
para gerir dinamicamente recursos de radio como tamanho de pacote e taxa de correc¸a˜o
de erros dos co´digos—baseado em medic¸o˜es instantaˆneas da qualidade do canal de ra´dio.
Posteriormente, estuda-se um modelo de canal composto, sob interfereˆncia construtiva
de banda-base. A interfereˆncia construtiva de banda-base tem sido introduzida recen-
temente nas LPWN, evidenciando ser uma te´cnica prometedora no que diz respeito a`
baixa lateˆncia e a` confiabilidade das comunicac¸o˜es. Na Tese investiga-se o caso cr´ıtico
em que o sinal composto se torna vulnera´vel na presenc¸a de ru´ıdo, o que acaba por de-
teriorar a qualidade da ligac¸a˜o, no caso em que as amplitudes das distintas portadoras
presentes no receptor sejam similares.
Finalmente, os resultados obtidos sugerem que as ferramentas e as te´cnicas propostas
teˆm potencial para melhorar o desempenho das LPWN, num cena´rio de partilha do es-
pectro radioele´ctrico com outras redes, melhorando a coexisteˆncia e mantendo eficieˆncia
energe´tica. Preveˆ-se como trabalho futuro a implementac¸a˜o das te´cnicas propostas em
plataformas de pro´xima gerac¸a˜o, com maior flexibilidade e poder computacional para o
processamento dos sinais ra´dio.
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Chapter 1
Introduction
During the last decades, communication systems have radically changed the way we live.
Cellular networks are a good example, with great impact in connecting people globally.
And more recently, also in connecting us to the Internet by providing data services.
Making content available on the web at the users’ fingertip, anywhere and any time, has
changed the way we consume information and interact with each other. As the network
grows with every new user, so does the value it represents for all.
The Internet has grown and evolved rapidly, yet most authors agree we are seeing its in-
fancy. Current forecasts about the Internet next wave of grows suggest that connecting
the physical world will lead to unforeseeable opportunities. The granularity at which
monitoring and control is feasible within the evolving Internet is expected to drive the
next computing revolution, with target domains such as critical infrastructure monitor-
ing and control, transportation, agriculture, and healthcare among others [2]. This is
already happening for some applications like integrating demand side management into
the power grid, with substantial efficiency improvements in electricity consumption, dis-
tribution and generation [3].
Advances in wearable technology have also made things more intimate. As technology
becomes more personal it is propitiating remote healthcare and fitness solutions with
the potential to impact the scalability and the nature of care itself. The proposers of
these solutions emphasise the health benefits of around the clock monitoring for our
bodies with wearable computing technology, allowing to quantify our day-to-day habits
and potentially helping us to improve our lifestyle.
Wearable devices are also driving the next wave of computing research. Using a smart-
phone today, for example, requires lots of attention and cognitive processing, since we
are consuming information from a small screen and interacting through one or two
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fingertips. This intensive information compression and decompression into intelligible
knowledge takes lots of attention, yet this is our primarily interaction with digital devices
today, besides some auditory and vocal engagement.
We need new ways to access and understand information, beyond current interfaces,
so that we do not need to compress and decompress all the time in these inefficient
ways. Augmenting our senses is an opportunity to naturally interact with sensor data
such that wearable computers could become sensory prostheses. Nevertheless, for this
enormous amount of data to be meaningful to our brains, wearable technology requires
to understand context and user focus. Only then such an approach to delivering digital
information could mark the beginning of a fluid connection between our sensory systems
and networked sensor data.
How sensor data and ubiquitous computing will change our world is impossible to predict,
as the field is still in its infancy. Sensors and computers could make it possible to virtually
travel to distant environments and “be” there in real time, which would have profound
implications for our concepts of privacy and physical presence [4].
As networked and/or distributed computation, sensing and actuation evolve we see more
feasible applications and services that rely on cyber-physical data flows. The “intelli-
gent” systems that support these applications are increasingly dynamic and have the
potential to outperform and assist humans in many rutinary tasks, while contributing to
safety and comfort. Consequently, their distributed nature makes them very demand-
ing in terms of communication performance, if humans are to depend on them (e.g.
driverless cars). However, the underlying wireless techniques are intrinsically unreliable
due to the use of low-power radio technology. These current techniques are intrinsically
vulnerable as they rely on a shared medium for communication and are not designed
from the ground up to be robust against interference or malicious attacks, like jamming.
1.1 Research Context
Research activity in low-power wireless networks has evolved during the last decade
with numerous deployments of wireless sensor networks (WSN) [5], mostly comprising
tracking and monitoring applications. Wireless communication in low-power networks
has converged toward usage of the IEEE 802.15.4 Standard specification for the Physi-
cal layer (PHY) and Medium Access Control (MAC) sublayers of the wireless protocol
stack [6]. The IEEE 802.15.4 specification envisions low-power and low data rate net-
works. Hardware platforms used in low-power wireless network research are based on
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IEEE 802.15.4 compliant radio chips. Most of these chips perform all PHY layer func-
tionalty internally using dedicated hardware modules. Therefore, most research efforts
have concentrated on the network and application layer for sensor networks, although
there has been also extensive experimentation at the MAC sublayer, see [7–9].
1.1.1 Energy Efficiency
The main design goal that defines low-power networks is energy conservation. Since
most applications require the devices to operate out of limited energy sources, e.g. bat-
teries, the system must be optimised for energy efficiency. In recent times, the energy
cost of computation has dropped and continues to drop, making Micro Controller Units
(MCU) increasingly energy-efficient. However, the same is not true for radio commu-
nications. The required complexity for mixed signal integrated circuits and the digital
signal processing required inside the radio chip makes the energy cost of communications
considerably higher than computation cost for the majority of sensor network applica-
tions [8, 10].
There are numerous techniques devised to save energy in low-power networks [10, 11].
The main policy to conserve energy consists in low-duty-cycling the wireless node’s MCU
and radio, introduced by Ye et al. [12]. Thus, nodes stay in a lower-power state (or sleep
mode) for relatively long periods of inactivity. This duty-cycling regime implies that
radios need some rendezvous mechanism to exchange packets, waking up opportunely.
There are two common practices to achieve this. One common approach is to use an
asynchronous Medium Access Control (MAC) protocol, which will keep nodes periodi-
cally either checking the channel for traffic or sending probes which other nodes, seeking
to communicate, can detect and trigger the data exchange [13–15].
The other alternative is to use a synchronous MAC protocol, which requires to maintain
time synchronisation among the network nodes. To achieve and maintain time synchro-
nisation, nodes either use an external signal that provides a common clock [16], which
is not always realisable, or use the radio to exchange packets that allow them to adjust
their local clocks to maintain synchronisation. In this way, communication tasks can be
performed with high energy-efficiency, turning on the radios for a minimum amount of
time and yet guaranteeing that relevant nodes are turning on their radio unanimously
to communicate and go back to sleep when the data exchange is concluded [17–19].
When time synchronisation is sufficiently accurate, even more sophisticated communi-
cation techniques can be used, as discussed in Chapter 5. Time synchronisation brings
other benefits besides communication tasks, for example by enabling synchronous sens-
ing which is mandatory for some applications. However, since having a common clock
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among nodes involves communication, which raises the baseline energy consumption, its
usage has to be justified and is not the most common regime in current practices.
Some specific scenarios rely on softened energy restrictions, in an asymmetric regime
where selected nodes are not energy constrained at all and therefore can maintain the
radio always on, which simplifies communication protocol solutions. Typically this allows
to create a beacon-enabled network where coordinator nodes are not energy constrained
but low power nodes are limited to communicate through resource rich nodes, regardless
of the network topology used. These beacon-enabled (also referred to as TDMA-based)
networks are highly prone to failure, as clock drift leads to disastrous behaviour [20].
Also, beacons are transmitted without contention [6] which makes them vulnerable to
collisions due to interference, both with other (coordinator) nodes and/or external inter-
ference sources. These scenarios are also limited to some applications and are therefore
not explicitly considered in this work.
1.1.2 Unlicensed Operation
Contrary to traditional mobile networks, low-power wireless networks most often operate
in the (unlicensed) industrial, scientific and medical (ISM) radio bands [21]. These
bands, originally conceived for operation of non-intentional radiators, have served for
intense experimentation and innovation in wireless communication technologies [22, 23].
This unlicensed operation of wireless networks incorporate new challenges, specifically
due to interference [24]. Regulation on radio frequency emission under unlicensed oper-
ation mostly consists in mandatory use of modulation/coding techniques, such as spread
spectrum, and/or mandatory limits on power spectral density and duration of emissions.
Therefore, tranmitting devices require certification from regulatory boards. The most
significant consequence of this scheme is that any radio interference must be accepted or
corrected by the communication system that receives it, which typically can compromise
its performance [25].
This mode of operation in a shared segment of the frequency spectrum brings about a
problem referred to as the tragedy of the common. In general terms, the tragedy of the
common consists in the lack of cooperation among contender users of a limited resource,
leading to its depletion or suboptimal exploitation.
The diversity of existing solutions complicates the design for efficient usage of the wireless
medium, e.g. turning simple carrier sense multiple access (CSMA) based techniques in-
effective for cross-technology cooperation. The result is suboptimal performance, when-
ever wireless networks operating in the unlicensed spectrum are deployed and operate
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in radio range proximity of each other [26–29]. Although some mitigation techniques
exist, sharing an uncontrolled wireless medium constitutes an important challenge for
providing QoS in low-power wireless networks.
The techniques to improve coexistence in the unlicensed spectrum would benefit by signal
processing in the PHY layer, to adapt to the channel condition. However, PHY signal
processing requires at least some freedom to modify the radio transceiver’s baseband
processing modules. Available sensor network platforms are based on commercial-off-
the-shelf (COTS) highly-integrated radio transceivers, which lack this flexibility and have
prevented experimentation and innovation in the PHY layer for low-power wireless net-
works. Instead, existing platforms have limited the options to investigate MAC protocols
and upper layers of the protocol stack. Additionally, signal processing in the PHY layer
requires more powerful processors which need to operate at higher frequencies and offer
increased performance, while maintaining energy efficiency. Only recently, sensor net-
work platforms with relatively more powerful 32-bit MCUs, like ARM Cortex-M3 based
solutions, have been developed [30, 31]. Possibly, next generation System-on-Chip (SoC)
platforms will provide certain flexibility for PHY signal processing, for example see [32].
Some other very recent efforts in this direction include a novel software-defined-radio
(SDR) sensor network platform [33], which leverages high power processing capacity in
a field-programmable gate array (FPGA) with low-power design techniques.
1.1.3 Quality of Service
Realising the vision of augmenting our senses to naturally interact with sensor data re-
quires significant work in defining infrastructure and network abstractions that facilitate
the end user application to interact with the data in a unified and consistent way. These
abstractions are needed primarily to isolate the complexity of the underlying system
from the end-user application [34]. These abstractions are often referred to as service
oriented middleware (SOM) and should provide standard methods to access the data of
the abstracted technologies, while removing tailoring and redundant efforts.
An important application class of sensor networks is found in the industrial domains.
Sensor networks can reduce the need for human presence in industrial settings, including
dangerous areas, and provide added value sensory information and actuation control. In
addition to all other requirements of sensor networks for less demanding application
domains, industrial sensor networks are characterised by critical operation and require
predictable behaviour, link reliability, low-delay communication, and interoperability
with legacy systems. The reader is referred to [35] for a description of requirements
and challenges in industrial sensor networks. The main challenges arrive from control
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loop applications, without human intervention, with hard real-time requirements for
typically millisecond response times. The most significant difficulty here consist in rec-
onciling these performance requirements with the probabilistic nature of the wireless
channel. Existing wireless technologies (e.g. WirelessHART) are designed to satisfy
these requirements, to certain degree and with several limitations [36, 37]. Yet the field
is changing quickly. For an overview of various classes of industrial sensor networks and
protocol stack component alternatives, please refer to [38].
An integrated approach to Quality of Service (QoS) support in sensor networks is rare.
There are some QoS based routing protocols and (mostly) simulation based evaluations
available [39, 40]. Simulation evaluations are important because they allow to find
general behaviour information about the algorithms and about its suitability. However,
deployments and real-world experimentation, whenever possible, permit much better
assessments than simulations since performance results may vary significantly between
them.
If QoS support were available, the infrastructure abstraction should classify the ap-
plication required data and demand better quality for the time critical data from the
abstracted sensor networks to ensure the fastest and the most reliable data delivery.
Moreover, QoS in the infrastructure abstraction is an open question. The infrastructure
may need to receive and process significant amount of data, and still react to alarming
conditions swiftly. This problem can be seen as implementation or server infrastructure
problem, but novel distributed solutions for in-network data processing and communica-
tion optimisations approaches of the infrastructure are needed [34]. Distributed solutions
avoid single point of failure (SPOF), enhance security and make the network scalable.
QoS is often treated as a network level problem. In order for the network to provide
QoS support, it first needs to address the unpredictable nature of the wireless chan-
nel. As previously discussed, low-power wireless networks rely in an uncontrolled shared
medium. Once the network can compensate for the communication uncertainty, tra-
ditional traffic classifications can be used, similar to QoS provisions in other (wired)
networks.
Proving QoS is in general a simplified form to refer to a large set of features that
the infrastructure should support to one extent or another. The specific feature set
characterises the entire communication stack, from application to the physical medium
used for communications, as described in figure 1.1 and introduced by Chen et al. [39].
The corresponding parameters can be roughly separated in user-specified and low-level,
but they are tightly interrelated. For example, user-specified parameters like periodicity,
deadlines and reliability are only viable if network-level parameters like packet error rate
(PER), throughput, latency and maximun delay are satisfactory. Likewise, network-level
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Figure 1.1: A comprehensive QoS parameter classification.
parameters depend on PHY and MAC performance. To guarantee that these low-level
parameters are maintained in an adequate range is a challenge in any wireless network,
even more so in low-power wireless networks.
There are also some sparse efforts to introduce guaranteed performances and QoS met-
rics in MAC protocols as well, see a survey in [39], including a comparison chart and
discussion. These efforts are mostly focused on how to organise the inter-node communi-
cation in the network as to differentiate from best-effort traffic to real-time requirements.
Although this is a necessary distinction, note that it is not sufficient. Under unlicensed
operation, the wireless link reliability is a very fragile parameter, as the wireless signal
integrity cannot be preserved under any given circumstances due to external interfer-
ence. Instead, most existing work in low-power wireless networks make compromising
assumptions about the nature of the wireless channel and rely on simple mechanism like
multiple retransmissions to compensate for errors.
The ultimate approach to QoS provisions require to involve PHY mechanisms in a cross-
layer scheme that more accurately reflect the vulnerability of the wireless channel as well
as provide adequate mechanisms to mitigate interference and compensate for the prob-
abilistic nature of the wireless channel at the lowest possible level. This is important
because the PHY layer provides critical information and options about effective miti-
gation techniques. For example, it permits informed radio resource management and
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adaptation as we will discuss in Chapter 4.
Chen et al. identify the need for more QoS research [39]. In particular, the trade-off
between QoS and energy efficiency in resource limited platforms, scalability, cross-layer
arquitectures and QoS protocol integration. In this context, PHY is absent due to
the limitations of low-power network platforms. We investigate these problems and
try to break them down to the most fundamental concepts, which require to consider
engineering low-power wireless network protocols from first principles.
1.2 Problem Statement and Hypothesis
We depart from the observation that in an asymmetric scenario where low-power wireless
nodes operate, namely a wireless shared medium, where other contenders do not have
energy constrains nor cost/performance limitations, low-power wireless nodes require
agility and plasticity in its ability to use the wireless medium to avoid and/or mitigate
interference, specially from cross-technology interference.
Existing low-power protocols are not in general designed to operate under interference,
instead very strong assumptions are often made with regard to the wireless link. The
fundamental metric used to measure link reliability is the packet reception rate (PRR).
The PRR is a cumulative value that requires many iterations before it can provide
any meaningful information. However, the wireless channel condition—accounting for
interference—changes in a much shorter time scale.
Sensor network protocols are not systematically verified under interference conditions
and yet this is a critical aspect that distinguish low-power networks operating in un-
licensed spectrum from other wireless networks. Systematic performance verification
could be done with sophisticated infrastructures but this is not typically aligned with
sensor network deployments. Low-cost components used in sensor node platforms also
affect the behaviour of the network, specially under varying climatic conditions and
specific deployment characteristics that affect radio propagation. We have contributed
toward performance verification in low power networks with a new tool, discussed in
Chapter 2.
Moreover, the complexity of the link behaviour is exacerbated by the usage of low-power
radio technology. The power of the carrier wave that reaches the receiver antenna can
diminish with an accentuated non-linear dependency with the distance from the trans-
mitter, depending on the environment characteristics. Because there is higher power
attenuation (pathloss-per-distance-unit) closer to the transmitter antenna, wireless links
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in short range communications—using low transmission power—exhibit stronger depen-
dency of the error rate with distance than a longer range link with the same link budget.
The observation above, coupled with small scale fading [1, 41], explains the transitional
region of low-power wireless links [42]. We briefly revisit diversity techniques used to
mitigate this effect toward the end of the thesis, in Chapter 5.
The same non-linear propagation argument above makes a more powerful interference
source (e.g. Wi-Fi access point) have a potentially broader spatial impact. As the
pathloss-per-unit-distance will decrease away from the source, the interferer will have a
larger contribution in raising the noise floor at an unintended receiver, like a low-power
wireless node. The effect of multiple interferers is cumulative and we treat such cumula-
tive interference as noise in Chapter 3, where we propose how to quantify interference.
Spectrum sensing techniques used in other systems are not suitable for resource con-
strained low-power nodes. But spectrum sensing is vital for dynamic mitigation strate-
gies. At this point we pose the following questions which pave the way for the hypothesis
of our work.
Given the probabilistic nature of the wireless channel, interference presence and lim-
ited node-level radio resources, is it possible to augment low-power wireless protocols
with dynamic radio resource management and adaptation mechanisms that mitigate
interference and improve network performance while maintaining energy efficiency?
Which spectrum sensing techniques and algorithms are viable in these resource con-
strained systems that permit an informed reaction to the channel condition?
Provided that instantaneous channel information exists, which radio resource allocations
are possible in low-cost and resource constrained wireless nodes?
To which extent are diversity techniques effective in low-power wireless networks and
how cold they be improved to compensate for the complexity of the wireless channel?
We assume that it is possible to augment low-power radio chips with power efficient
channel energy sensing. The lack of this feature is not due to techical limitations but
rather because the first cycles of silicon design for low-power radio technology COTS
solutions did not accounted the rapid proliferation of this technology and its require-
ments. We also assume that next generation of low-power devices will provide increased
flexibility for signal processing and larger computation capabilities.
Hypothesis: Radio resource management techniques based on adequate spectrum
sensing—that captures interference in ISM bands—can improve low-power wireless net-
work performance, namely reliability and throughput.
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1.3 Research Strategy and Objectives
We follow an experimental oriented research method, using real-word data whenever
possible. We employ a blend of simulation and experimentation that permits to obtain
the best of both methods, simplifying implementation and experimental setup while
avoiding drastic assumptions, enhancing the quality of the results and improving their
validity. Moreover, we avoid designing by analogies with existing solutions and instead
explore opportunities of designing from first principles, to an extent that is resonable
and feasible, while dissecting implications and validity of our experimental results.
In the context described above, this dissertation addresses interference in low-power
wireless networks and investigates what spectrum sensing and radio resource alloca-
tion techniques can be employed to increase network performance while operating in a
shared and therefore uncontrolled wireless medium. Thus, we develop tools and propose
solutions to mitigate CTI in low-power wireless networks.
Objectives:
• Provide a framework for interference generation that is repeatable, realistic and
inexpensive
• Sense the wireless channel condition effectively and in an energy-efficient manner
• Adapt radio resources to boost link performance while maintaining energy effi-
ciency
• Consider network level radio resource adaptation schemes and diversity techniques,
suitable for low-power design
1.4 Research Contributions and Structure
The solutions proposed in this thesis embrace the paradigm of low-power design without
limiting the options to the features offered in existing integrated radio chips but main-
taining conservative expectations regarding processing capacity in low-cost radio silicon
designs.
We investigate how interference in a shared wireless medium can be mitigated by per-
forming energy-efficient channel energy sensing in low-cost and low-power hardware.
Based on the information extracted from the channel, we explore radio resource al-
location techniques that improve the wireless link performance. Given the constrains
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imposed by existing platforms, feasible sensing techniques are limited to light signal
processing and are based on estimating the channel energy over time. Moreover, the
radio resources are also conditioned, so we investigate packet size and error correcting
codes adaptation, which has been missing or scarce in low-power wireless literature.
Firstly, we document the design of a novel sensor network testbed infrastructure aug-
mented to generate interference in a repeatable and controlled way. This is essential
for experimental validation of low-power wireless networks (LPWN) protocols under
realistic and repeatable interference conditions [43]. This tool is specifically useful for
studying the behaviour of LPWN under external interference [44] and to some extent
the effects of simple jamming attacks, i.e., intentional interference that is devised to
disrupt the network functioning.
The following contributions focus on techniques to mitigate CTI that could be imple-
mented in future generation sensor network platforms. Specifically, a novel Channel
Quality metric is designed to meaningfully quantify the channel [45].
Based on the Channel Quality metric, we investigate the feasibility of two important
radio resource allocation mechanisms, packet size and erasure codes adaptation [46].
Such techniques are mostly implemented in the form of oﬄine experiments in a com-
puter, rather than using radio hardware. The experiments are designed to verify the
wireless link performance for low-power networks in general settings which are agnostic
to implementations in hardware.
Finally, this thesis includes a scalability study [47] of another form of intentionally gen-
erated interference in low-power networks. Namely, constructive baseband interference
(CBI) used to increase the reliability of wireless links [48].
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Chapter 2
Experimenting with Interference
Radio interference drastically affects the performance of low-power wireless networks
(LPWN), leading to packet loss and reduced energy-efficiency, among other problems.
The number of wireless devices operating in ISM frequency bands continues to increase
and there is a strong need for understanding and debugging the performance of ex-
isting LPWN protocols under interference. Low-power wireless links have a propen-
sity to erratic behaviour, besides the vulnerability to interference in ISM bands. De-
signing protocols that are resilient to interference requires a low-cost flexible testbed
infrastructure—that allows the repeatable generation of a wide range of interference
patterns—for experimentation and performance verification tests. We introduce the
fundamentals of low-power wireless links and address the lack of such an infrastructure
by repurposing off-the-shelf hardware platforms to record and playback interference pat-
terns as well as to generate customizable and repeatable interference in real-time. We
present JamLab: a low-cost infrastructure to augment existing LPWN testbeds with
accurate interference generation while limiting the overhead to a simple upload of the
appropriate software. We discuss how to sidestep several hardware limitations to get
an accurate measurement and regeneration of interference. We also ilustrate how to
use JamLab to characterize the impact of interference on LPWN MAC protocols. The
design of JamLab is documented in [43].
2.1 Introduction
LPWN are usually comprised of a collection of autonomous nodes running distributed
system software. This software enable the nodes to coordinate their activities and share
data, typically using low-power radio technology to create wireless links among network
nodes. In this way, the network of nodes behave as a whole, a single entity. Although not
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all sensor network applications are necessarilly distributed in nature, the fundamental
communication aspects are. Thus, the system as a whole displays some robustness with
regard to the nodes malfunctioning or communication links interruptions. However,
in most circumstances, poor link reliability can represent a problem. Even if the link
anomaly is temporary the network latency increases, packets are lost and deadlines are
missed. At the network layer, a faulty link can be sidestepped by re-routing the traffic
through a different path. Nevertheless, the time and network overhead necessary for
detecting a faulty link and updating the routing tables can be a problem for many
aplications. Firstly, the link is typically assessed via an averaged PRR metric and
secondly, the distributed algorithm that establishes the new route adds even more delay
in the process.
In this chapter we provide an introduction to the ways in which interference that affects
low-power wireless links can be experimented with and we make the case for the need to
make protocols robust against interference. We also address some of the experimental
challenges that this represents.
2.2 Complexity in the Wireless Channel
Wireless communications rely on electromagnetic waves to transport information. Radio
wave propagation is ultimately described by fundamental laws of classical electrodynam-
ics, and Maxwell’s equations in particular. The interaction between a propagating wave
and the environment, i.e. fields and matter, other than open space, can be very complex
to be effectively described by solving the corresponding equations. Instead, statistical
models are used to describe the propagation of radio waves [41, Chapter 4-5]. At the
cost of sacrifying accuracy, these models are tractable and lend themselves well for most
radio engineering purposes.
There are peculiarities of the electromagnetic interaction of radio waves with materials
present in our environment. For example, radio waves often do not require a line-of-sight
between the transmitter and receiver, as they transverse non-metallic obstacles. This
versatility is the reason of the ubiquitous usage of modern radio communication systems.
In contrast with dedicated mediums like transmission lines, e.g. wires or optical fibres,
radio waves propagating in the wireless medium experiment high level of distortion and
mix with unwanted interference, both natural and human-made, which produces errors
in the information conveyed. As a consequence, radio communication protocols need to
eliminate such errors from the information contained in the radio signal that reaches the
receiver.
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Low-power networks feature short-range wireless links and rely on multihop communi-
cation. This has some operational implications: (i) low transmission power makes links
less reliable, (ii) multiple hops increase the end-to-end latency and reduce throughput,
and (iii) distributed information processing in the nodes enables fast all-to-all interac-
tions, like network-wide agreement and data aggregation. Thus, low-power networks
are used in relatively low-data-rate applications and the wireless links are much more
prone to introduce errors in the information received. Moreover, the low-cost hardware
used in low-power wireless networks restrains the computational capacity available to
combat the error-prone nature of the wireless channel. Thus, most protocols have relied
in rather simple techniques, e.g. retransmissions, compared to analogous sophisticated
solutions (e.g. channel coding) in mobile (cellular) networks. Such simplicity hinders
the predictability and reliability of the wireless links.
Additionally, the desired simplicity of low-power wireless network protocols and the
low-cost hardware involved invites to design protocols that coordinate the access to the
wireless medium in a distributed way. This is often handled using a probabilistic MAC
scheme in which nodes verify the absence of other ongoing transmissions in the medium
prior to access the channel; this is known as carrier sense multiple access (CSMA). As
a consequence, low-power network suffer from inter-node interference. That is, several
wireless links operating simultaneously mutually interfere with each other. In such a
CSMA scheme, inter-node interference results in nondeterministic delays in the wireless
links, specially in high traffic scenarios or near a sensor network (data) sink. Although
CSMA is widely used in asynchronous MAC protocols, there are other ways to coordinate
medium access, for example through time multiplexing which has also been explored in
synchronous MAC protocols [17–19]. Additionally, many protocols use multiple 802.15.4
channels at different nodes to increase robustness and bandwidth. In these cases, in-
terference can be handled through design choices. In the next section, we will discuss
interference that originates outside the low-power wireless network and therefore cannot
be suppressed by design, but instead has to be avoided or mitigated in the low-power
nodes.
2.3 Interference in ISM Bands
Low-power wireless networks, as well as mobile networks, only operate effectively in a
certain range of the radio frequency spectrum. Low frequency carrier waves tend to
propagate better since they suffer less absortion from the environment but they also
have larger wavelength, which increases the size of electrically efficient antennas. On
the contrary, high frequency waves suffer from comparatively more attenuation, reflected
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in the channel pathloss, but requires smaller antenas while maintaing the same antenna
aperture. Moreover, simple receiver designs impose a large ratio beween the carrier
frequency and the bandwidth of the baseband signal, which contains useful information
to convey to the other end. Thus, the usage of higher carrier frequencies increase the
wireless link information capacity while using simple receivers. As a consequence there is
a range of frequencies between 300 MHz and 3 GHz which is like a sweet spot for mobile
wireless communications; the reader is refered to [41] for an introduction to radio wave
propagation.
The case of low-power wireless networks is further complicated by their inherent low-
power wireless links. Since sensor networks are characterised by small data volumes,
low-power wireless links are optimised for low data rate operation and thus use rela-
tively narrowband PHY modulation schemes. This relatively low bandwidth and power
usage make cross technology contention strategies based on carrier detection not very
effective, since radio transceivers from other networks are often unlikely to detect ongo-
ing transmissions from low-power wireless nodes [52]. Moreover, commodity hardware
for Wireless Fidelity (Wi-Fi) networks based on IEEE 802.11 [53] can also be vulnerable
to interference from low-power wireless nodes [54], leading to a mutually deteriorating
performance and complex behaviours. This bandwidth and power asymmetry leave low-
power wireless links higly vulnerable to interference from other coexisting technologies.
Such interference from coexisting networks in ISM Bands is typically referred as Cross
Technology Interference (CTI). Furthermore, there are popular communication systems,
operating in ISM bands, which worsen interference by transmitting a permanent carrier
during operation, like video and audio senders [55].
Moreover, the success of solutions sprun by innovation in the unlicensed sprectrum has
created a situation in which unlicensed radio bands, contained within that sweet chunk
of spectrum, are increasingly crowded [56]. This has triggered research efforts into
interference mitigation and coexistence enhancement techniques. A survey of literature
on experimentation, measurement, modeling and mitigation of internference in low-
power networks can be found in [44].
Existing communication protocols for low-power wireless networks suffer from CTI and
the results are: (i) decreased sleep time due to missing or false beacon detections on node
rendezvous, (ii) corrupted packets due to packet collisions, most likely due to CTI, and
thus, excessive retransmissions which affect an otherwise energy efficient behaviour [43,
57], and (iii) deadline misses in real-time schemes. Thus, in applications with stringent
quality-of-service requirements, robustness against interference is crucial.
The fact that the environment has a profound impact on radio propagation has led to a
remarkable preference for experimental research in testbeds by the LPWN community,
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since simplified simulation models of radio propagation do not capture the complexity of
the real world. The same holds true for interference: testbed infrastructures need to be
augmented with means to generate realistic interference patterns in a repeatable manner
to develop, test, and evaluate LPWN protocols and applications under interference.
2.3.1 Generating Repeatable Interference
As an increasing number of standard communication technologies operate in ISM bands,
the congestion in the radio spectrum increases while the quality of communications
decreases. In QoS sensitive sensor network applications, such as industrial automation
and health care, radio interference represents a major challenge.
This challenge is especially serious in the 2.4 GHz ISM band, as LPWN compete with the
ongoing communications of WLAN, Bluetooth, and many other technologies. Commu-
nications in these frequencies can also be affected by several domestic appliances that are
source of electromagnetic noise, such as microwave ovens, video-capture devices or baby
monitors. This high number of different wireless devices sharing the same frequencies
and space, raises the need for coexistence and interference mitigation techniques [58, 59].
In particular, there is a strong need for understanding the performance of existing LPWN
protocols under interference, as well as designing novel protocols that can deliver high
and stable performance despite changing interference patterns. This, however, requires
a proper testbed infrastructure where realistic interference patterns can be easily created
in a precise and repeatable way.
Wireless network testbeds with heterogeneous devices, such as diverse interference sources,
are costly and inflexible. We therefore propose to augment existing LPWN testbeds with
JamLab, a low-cost infrastructure for the creation of realistic and repeatable interference
patterns. JamLab supports the recording and playback of interference traces in LPWN
testbeds, as well as the customizable generation of typical interference patterns resulting
from Wi-Fi, Bluetooth, microwave ovens, or any other device operating in the frequency
of interest. To ensure a low-cost and hence widely applicable solution, we propose to use
off-the-shelf motes. In this way, a fraction of the already deployed testbed nodes could
be used for interference generation with the overhead limited to the simple uploading of
the appropriate software.
However, building such a low-cost solution is challenging due to the limitations of the
available hardware. In order to obtain an accurate playback, the interference-pattern
levels need to be measured precisely at a high sampling rate, so that also short interfer-
ence patterns (e.g., resulting from Wi-Fi traffic) can be reproduced. We discuss in the
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next section how to obtain accurate readings of the RSSI noise floor while achieving an
adequate sampling frequency of around 60 kHz on a sensor platform.
2.3.2 Experimental Challenges
While operating the radio chip of sensor platforms to record interference signals, the
radio is exposed to strong signals which are not dealt with or quantified in a sensor
network normal operation. However, these signals can make the node to malfunction,
since they originate from more powerful interference sources that can adversely operate
in the vicinity of the sensor nodes. We show that under these circumstances, many
erroneous RF channel energy readings occur, and we correct such wrong readings by
properly configuring the internal automatic gain control of the CC2420 radio [60]. This
radio chip is (maybe the most) widely used in sensor network research platforms in the
community.
Moreover, (re)generating interference requires the patterns to be reproduced accurately
in both frequency and time domains. This turns out to be hard to obtain, given the
coarse output power levels available from the radio transceiver and the limited memory
available on the motes. We show that to achieve an accurate regeneration, voluminous
records of interference patterns need to be stored in the mote in real-time and later played
back accordingly. Moreover, we provide precise and lightweight models of common
interference sources in the 2.4 GHz ISM band to generate (emulate) realistic patterns.
Finally, the placement of the nodes inside the testbed is also critical and needs to
be optimised, after understanding the spatial domain implications of measuring and
generating interference.
2.3.3 JamLab Overview
JamLab is a low-cost approach to augment existing testbeds with a way to generate
realistic and repeatable interference patterns. The key idea behind JamLab is to use off-
the-shelf motes to record and playback interference patterns instead of bringing Wi-Fi
access points, microwave ovens, or other equipment to the testbed. The latter approach
is not only costly and hard to reproduce exactly by other researchers, but it is even
difficult to exactly reproduce a given interference pattern with the same appliance. For
example, the sequence and timing of the Wi-Fi frames generated by a file download
may differ between repeated trials due to TCP adaptation mechanisms (e.g., timeouts,
window sizes).
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Furthermore, every device used to generate interference in the testbed needs to be pro-
grammed remotely. Programming several heterogeneous devices such as Wi-Fi access
points or microwave ovens would create a significant overhead, whereas using JamLab
the installation overhead is minimal.
Indeed, with JamLab, either a fraction of the existing nodes in a testbed are used to
record and playback interference patterns, or a few additional motes are placed in the
testbed area. In JamLab those motes used for interference generation are called Handy-
Motes. The HandyMotes support two modes of operation: emulation, where a simplified
model is used to generate interference patterns that resemble those generated by a spe-
cific appliance (such as a Wi-Fi device or a microwave oven); and regeneration, where
each HandyMote autonomously samples the actual interference, compresses and stores it
locally, and regenerates the recorded patterns later. The latter mode is especially useful
to record realistic interference patterns, such as in a crowded shopping center or on a
lively street, by placing a few HandyMotes to record interference, and bringing them to
the testbed to playback the recorded traces there.
Since the maximum RF output power of motes (0 dBm) is typically much smaller than
the RF output of other typical interference sources (25 and 60 dBm for Wi-Fi and
microwave ovens, respectively), a Wi-Fi transmitter or a microwave oven may disturb
sensor network communications over much larger distances than a HandyMote can. In
JamLab, the testbed area is subdivided into cells as depicted in Figure 2.1, such that a
HandyMote placed at the center of the cell can interfere with all testbed motes contained
in the cell, but the interference with motes outside of the cell is minimized. This requires
a careful placement or selection of HandyMotes and control of their RF output power.
To capture short interference patterns such as those generated by Wi-Fi beacons, Jam-
Lab uses high sampling rates and data compression, due to the limited amount of avail-
able memory, see [43, Section 4.1]. For the playback of recorded interference traces,
a special test mode of 802.15.4 radios to generate modulated or unmodulated carrier
signals is used, as detailed in [43, Section 4.2].
Another challenge is that many interference sources emit wideband signals, i.e., they
interfere with many 802.15.4 communication channels at the same time. In contrast, a
mote can only transmit on a single channel at a time. Although many existing LPWN
protocols use a single channel only, in JamLab multiple HandyMotes are placed in each
cell, each one interfering in one 802.15.4 channel [43, Section 4.3]. The use of soft-
ware defined radio (SDR) techniques using USRP devices would provide more accurate
jamming signals on a wider bandwidth, but at a much higher cost which represents a
considerable limitation.
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Figure 2.1: Testbed augmented with JamLab. Nodes 6, 9, and 23 are selected as
HandyMotes, and take care of interference (re)generation in their respective cell, cor-
responding to the circled areas.
JamLab has been designed specifically for the Texas Instruments CC2420 radio [60], and
tested on several sensor motes such as Maxfor MTM-CM5000MSP, Crossbow TelosB,
and Sentilla JCreate, but the framework can be applied to any LPWN platform. Based
on the analysis of the datasheets, the HandyMotes should be easily ported to similar
radios such as the Ember EM2420 transceiver, and to newer radios such as the CC2520.
We develop the HandyMotes based on Contiki, a lightweight and flexible operating
system for tiny networked sensors [61].
2.4 Measuring Interference
Measuring interference accurately on a mote is a key functionality, for recording and
later playback of interference, as well as for acquiring a deep understanding of common
interference sources such as Wi-Fi or Bluetooth. We describe in this section the tech-
niques we used in order to let a common sensor mote measure the interference accurately
at a sufficiently high sampling rate.
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2.4.1 Measuring at High Sampling Rates
Link quality indicators such as RSSI and LQI provide a quantitaive indication of the
signal strength and quality, upon the reception of a packet. The only feasible way to
assess the interference status is hence the continuous measurement of the RSSI noise
floor, i.e., the RSSI in absence of packet transmissions.
In order to retrieve the spectro-temporal characteristics of different interference sources,
we improve existing Contiki tools [62] and develop two applications that scan the 2.4 GHz
frequency spectrum by reading the RSSI noise floor from the CC2420 radio transceiver:
• The time scanner scans a single predefined IEEE 802.15.4 channel at its middle
frequency with a very high sampling rate, and returns the RSSI noise floor readings
over time;
• The frequency scanner scans sequentially the whole 2.4 GHz spectrum by switching
between all 802.15.4 channels.
A first requirement of both scanners is to achieve a high sampling rate, given that we need
to detect short transmissions periods. After boosting the CPU speed, optimizing the
SPI operations, as well as buffering and compressing the RSSI noise floor readings using
Run-Length Encoding (RLE), we reached a maximum sampling rate of approximately
60.5 kHz when sampling a single channel with the time scanner. The highest sampling
frequency reachable by the frequency scanner is instead 3.4 kHz, since it is constrained
by the settling time of the radio when switching channels. Hence, the limitations of
low-power radios do not permit to achieve a sampling rate sufficiently high to capture
all Wi-Fi transmissions.
The minimum size of a Wi-Fi packet is 38 bytes (ACK and CTS frames), which would
make a resolution of 60 kHz sufficient to detect all 802.11b frames, but not all 802.11g/n
frames. As most Wi-Fi frames are data frames and typically contain higher layer headers,
one can sample at 60 kHz frames with TCP/IP headers having a payload size higher
than 27 and 227 bytes for 802.11g/n, respectively. Despite the use of large PDUs to
reduce preamble overhead [63], this resolution does not guarantee to capture all the
VoIP traffic over 802.11g/n [64].
Another requirement for the scanners is to accurately measure the strength of the on-
going interference in the radio spectrum by means of precise RSSI noise floor readings.
The CC2420 radio specifies an accuracy of ±6 dBm, and a linearity of ±3 dB in the
dynamic range [−100, 0] dBm. Such accuracy and linearity has so far been acknowledged
by the research community as enough to carry out operations such as Clear Channel As-
sessment (CCA) and low-power channel sampling for activity recognition [65]. However,
Chapter 2. Interference Generation 22
our experiments show that the RSSI noise floor readings captured at high sampling rate
suffer from a systematic problem in three specific scenarios, namely: (i) when a narrow
unmodulated carrier is transmitted, (ii) when microwave ovens are switched on, and (iii)
in the presence of Bluetooth transmissions. In these scenarios, the CC2420 radio often
returns RSSI values that are significantly below the supported range and the sensitivity
threshold, e.g., -110 or -115 dBm. Figure 2.2 reports examples of such wrong readings,
which represent an important problem, since they also impact the correct functioning
of CCA in the presence of narrow-band signals, as shown in Figure 2.2c.
Our investigation also shows that the same problem applies to other sensornet platforms
employing similar versions of the chip, such as the Ember EM2420 transceiver. We
experimentally identified that the problem is due to the saturation of the Intermediate
Frequency (IF) amplifier chain: we have observed that maximum gain is used in the
Variable Gain Amplifier (VGA) when the incorrect RSSI readings occur.
2.4.2 Avoiding Saturation in RSSI Readings
The origin of this saturation problem can be found in the radio demodulation chain. The
CC2420 chip implements part of the IF filtering in analog domain and further filtering
is later performed in the digital domain. It employs an Automatic Gain Control (AGC)
loop to maintain the signal amplitude close to a certain target value that guarantees
the correct operation of the Analog-to-Digital Converter (ADC). More specifically, the
signal is maintained within the ADC dynamic range, despite large variations in the
input signal from the antenna. For this purpose, the AGC loop uses a digital sample
of the final IF signal amplitude and adjusts the gain of the VGA stage accordingly (see
Figure 2.3). If a narrowband signal is present near the cut-off frequency of the combined
IF chain, the resulting sampled signal amplitude may be remarkably lower than the
partially unfiltered one at the ADC, as a consequence of the digital filtering. Since the
AGC uses the final value to set the gain of the amplifier chain, there is no guarantee
that the ADC is not saturating. Upon ADC saturation, the receiver is no longer linear
and the RSSI values are incorrect.
To linearize the radio response for an arbitrary noise signal and hence avoid wrong
RSSI readings, we activate the peak detectors in-between the amplifier stages, so that
their output is used by the AGC algorithm to compute the required gain. The latter
is attained with VGA stages and the system switches in and out fixed gain stages as
needed. In the CC2420, the peak detectors are controlled by the AGCTST1 register,
and can be configured as follows:
unsigned temp;
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Figure 2.2: Examples of wrong RSSI readings: several values are significantly below
the sensitivity threshold of -100 dBm due to receiver saturation. This error is caused
by an incorrect operation of the AGC loop in presence of narrow-band signals.
CC2420_READ_REG(CC2420_AGCTST1, temp);
CC2420_WRITE_REG(CC2420_AGCTST1,
(temp + (1 << 8) + (1 << 13)));
The register also includes flag bits to activate peak detectors among fixed gain stages in
the IF chain and at the ADC itself [60].
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Figure 2.3: Simplified diagram of the CC2420 AGC loop.
2.4.3 Validation of the Experimental Setup
We validate our RSSI noise floor measurements both in time and frequency with the
help of a professional Anritsu MS2711D spectrum analyzer [66]. In these experiments,
we connect the RF ports of the transceivers or the analyzer directly via a 50 Ohms
matched impedance RF pigtail. This isolates the signals of interest from external noise
sources and eliminates the medium pathloss, so that the amplitude of the tone and the
spectral footprint can be compared.
Firstly, we verify the correctness of the frequency scanner readings, using the unmodu-
lated test signal available in the CC2420 radio. In order to do this, we program another
mote to transmit an unmodulated tone at 2445 MHz, the center of IEEE-802.15.4 chan-
nel 19, at maximum power. Figure 2.4a shows the correct operation of the receiver
and the linearized IF amplifier chain while scanning the RSSI values across the band
using the peak detectors. The same test signal can be seen in the spectrum analyzer
(Figure 2.4b). This worst case scenario shows that we have linearized the receiver, thus
avoiding wrong RSSI noise floor readings.
Secondly, we measure the evolution of the RSSI readings over time to an RF tone step
signal, in order to evaluate the accuracy with which we can effectively measure RSSI
values. We use our time scanner with two different power levels (-25 and 0 dBm), and
obtain the results shown in Figure 2.5. The frequency of the scanner is sufficiently high
to show how the CC2420 internally averages the RSSI over the last 8 received symbols,
or 128 µs, as defined by the IEEE 802.15.4 standard. Such settling time is shown to be
independent of the height of the step signal.
Impact on Clear Channel Assessment (CCA). Activating the peak detectors in-
between the amplifier stages also improves the reliability of the CCA operation com-
monly used in MAC protocols [65]. Due to wrong RSSI readings, the CCA returns a
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Figure 2.4: Single tone excitation obtained running the frequency scanner operating
across the band (a), and in the Anritsu Spectrum Analyzer, with a frequency span of 2
MHz (b). Notice the correct readings despite the very narrow pulse used, as compared
to Figure 2.2c.
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Figure 2.5: Evolution of RSSI readings over time for two different RF tone step
signals. The accuracy of our RSSI scanner is high enough to show the moving average
used by the CC2420 to compute the RSSI over the last 8 received symbols.
clear channel when a narrow unmodulated signal is transmitted. As a result of this, the
application would generate a transmission that is very likely to fail, thus wasting some
of the limited energy budget.
A typical example of this would happen when transmitting packets in the presence of
an active Bluetooth device or a microwave oven in the neighborhood. Our approach
significantly improves the CCA accuracy, leading to a higher Packet Reception Rate
(PRR).
Figure 2.6 shows the amount of ”channel busy” outcomes of CCA before and after acti-
vating the peak detectors. The absolute gain in terms of PRR depends on the microwave
oven model, on the channel of interest, and on the data rate. We experimentally collect
data at the receiver side of a couple of sensor nodes communicating periodically at a rate
of 128 packet-per-second (packet/s) in presence of an active Lunik 200 microwave oven
in the neighborhood. The nodes are placed 1 meter apart and use a transmission power
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Figure 2.6: Avoiding wrong RSSI readings—through peak detection—improves the
CCA accuracy and packet reception rate under interference.
of -25 dBm. As shown in Figure 2.6, the PRR increases by up to 12% when activating
the peak detectors and avoiding wrong RSSI readings.
2.5 (Re)Generating Interference
With the techniques to accurately measure interference introduced in the previous sec-
tion, HandyMotes record and replay interference patterns. We describe first how to
compress and store traces in COTS motes and then how to playback those recordings.
2.5.1 Recording Interference Traces
When used in regeneration mode, HandyMote records interference traces that are later
played back accordingly. Those traces can be either stored on the mote in RAM or
Flash memory, or—if the HandyMote is connected to a testbed during recording—can
be streamed over a wired backchannel to a base station. In any case, the data rate of
480 kbps generated by sampling RSSI with a resolution of 8 bits to hold values between
0 and -100 dBm at 60 kHz is too high to store it directly in memory or to stream it
over the backchannel. The very efficient Coffee Flash file system supports a peak write
bandwidth of only 376 kbps [67], the MSP430 UART supports a maximum data rate of
460 kbps for writing to the USB backchannel, and the limited 4 kB RAM of the MSP430
could just record a trace of less than 70 milliseconds duration.
While we need a high compression ratio, the compression method has to be efficient
enough to allow sampling of RSSI at 60 kHz. Therefore, we use a simple Run-Length
Encoding strategy and a quantisation of the samples to a few bits per sample. We store a
stream of pairs (v, o), where v is a sample and o is the number of consecutive occurrences
of this sample. This method is very effective, as RSSI values typically change slowly
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Figure 2.7: Encoding techniques to save memory resources.
over time. The quantisation is justified by the fact that the CC2420 only supports 11
distinct output power levels in the range [-55,0] dBm by setting the PA POWER register
to the values we derived and listed in Table 2.1. To obtain the highest possible output
resolution, four bits per sample with an appropriate non-linear quantisation are hence
sufficient. For example, for a two-bit resolution one can use thresholds -55, -70, and -80
dBm (or register values 31, 7, and 3) with a spacing of 15 and 10 dBm, respectively, for
quantizing the RSSI range into four regions.
Figure 2.7b shows how original RSSI readings (top) are mapped into 2 bits (bottom):
the two-bit quantisation of a 35 ms interference recording reduces the amount of data
from 2076 bytes to 84 bytes—a compression ratio of 1/25. A single bit per sample is
enough to support binary interference regeneration. This corresponds to the outcome of
a continuous CCA operation, in which the outcome busy/idle channel is mapped to a
binary number [68]. Figure 2.7a shows the outcome of a one-bit quantisation of 35 ms of
interference. The amount of data is reduced from 2076 bytes to 20 bytes – a compression
ratio of less than 1/100. This reduces the raw data rate of 480 kbps to less than 5 kbps
(depending of course on the values of the raw samples), a data rate that can be handled
by Flash and USB, and allowing us to store several seconds of recording in RAM. In our
current implementation, we store traces in RAM.
PA POW. dBm PA POW. dBm PA POW. dBm
31 0 15 -7 2 -45
27 -1 11 -10 1 -50
23 -3 7 -15 0 -55
19 -5 3 -25 - -
Table 2.1: Discrete output power levels of the CC2420 radio.
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Recording interference traces is energy demanding, as both CPU and radio need to
be constantly active while scanning the radio medium. Using software-based on-line
energy estimation [69], we obtain an average power consumption of 65.4 mW for Tmote
Sky motes, which allows for a lifetime up to 4 days when powered using primary AA
batteries.
2.5.2 Generating Interference Patterns
Boano et al. have shown how the CC2420 test modes can be used to generate controllable
and repeatable interference [70, 71] by transmitting a modulated or unmodulated carrier
signal that is stable over time. This approach is superior to common jamming techniques
based on packet transmissions, as the emitted carrier signal is independent from packet
sizes and inter-packet times.
In order to generate an interference pattern, the interferer has to be enabled and dis-
abled and its output power has to be set according to the compressed recorded trace
in regeneration mode or according to the output of models in emulation mode, as de-
scribed in [43, Section 5]. When enabling the transmitter using the STXON command,
the radio oscillator first has to stabilize before a transmission is possible, resulting in a
latency of 192µs or a maximum playback frequency of only 5 kHz. Therefore, we leave
the transmitter on and just change the output power level to 0 (or -55 dBm) instead of
disabling the transmitter. At level 0 the RF output power is so small that even a receiver
at a distance of only few centimeters can hardly notice the signal. The advantage of
this approach is that the latency for changing the output power is dominated by the
SPI access time. We optimized the SPI driver in Contiki, resulting in a latency of only
few microseconds – allowing us to to playback at the same frequency of 60 kHz that was
also used during recording.
Besides the sampling and playback rate, also the jitter during playback of the individual
samples needs to be minimized in order to ensure an accurate reconstruction. At 60 kHz,
the playback time between two consecutive samples is just 17µs, hence the duration of
the execution of a sequence of microcontroller instructions is no longer negligible. In par-
ticular, different execution paths in the program to uncompress samples in regeneration
mode lead to different execution times and jitter. Therefore, we add NOP instructions
to make all execution paths equally long.
Since each node can only transmit in one of the IEEE 802.15.4 radio channels, multiple
channel interference generation requires time synchronisation among HandyMotes oper-
ating in different channels. The reader is referred to [43, Section 4.3] for a discussion of
how multiple channel interference generation is achieved in JamLab.
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In addition to recording and replaying interference, JamLAb also emulates interference
patters based on simple models of the most common interference sources, as described
in [43, Section 5].
2.6 Evaluation
In this section, we first evaluate the accuracy with which a HandyMote can regenerate a
previously recorded interference trace in the time domain. We then augment an existing
sensornet testbed infrastructure with JamLab, and evaluate the accuracy with which the
augmented testbed can regenerate a previously recorded interference trace in the spatial
domain. Finally, we use JamLab to characterize the performance of MAC protocols
under interference.
2.6.1 Temporal Accuracy
We evaluate the accuracy with which a HandyMote can regenerate a previously recorded
interference in the time domain. We run a HandyMote in regeneration mode in proximity
of an active Lunik 200 microwave oven warming a bowl of tea. The HandyMote is
placed at 1 meter distance from the oven, and records a trace of channel 24 at a 60
kHz sampling rate. Figure 2.8a (top) shows the interference generated by the microwave
as measured by the HandyMote. Next, the trace is quantized to single-bit resolution
(middle). Finally, once the microwave oven stopped operating, the HandyMote plays
back the recorded binary interference (bottom) using transmission power 0 dBm. As we
can notice from the figure, the regeneration is quite accurate in the time domain.
We quantify the accuracy of the regenerated signal with respect to the originally recorded
signal using the the cross-correlation coefficient (c). We represent original and regener-
ated signals by the series x(i) and y(i), respectively, where i = 1, . . . , N . These series
are binary, and take 0 (clear channel) or 1 (busy channel) values. Considering this
representation, c is given by:
c =
∞∑
i=−∞
x(i)y(k − i)
rms(x)rms(y)
(2.1)
where rms() denotes the root mean square value of a signal. We tested eight pairs of
original and regenerated samples and the maximum value of c was selected for each pair:
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Figure 2.8: Regenerated interference of a microwave oven.
cxy = max
k∈[−(N−1),(N−1)]
{c} (2.2)
The average correlation cxy is 0.93 with a standard deviation of 0.065. Hence, our
implementation does a commendable job with respect to the cancellation of the jitter
between sampled and regenerated interference and hence regenerates interference with
a fairly high accuracy.
We carry out the same experiment using 2-bit quantisation with thresholds -55, -70,
and -80 dBm, and we then regenerate the interference using transmission power register
levels 31, 7, and 3 (i.e., 0, -10, -25 dBm), respectively. The results match the previous
ones with binary interference. Figure 2.8b shows the regeneration process when using a
two-bit quantisation.
2.6.2 Impact on Packet Reception Rate
In this section we experimentally study the impact of interference on Packet Reception
Rate (PRR), comparing the PRR for original, emulated, and regenerated interference
signals. We use the same Lunik 200 microwave oven as in the previous experiment, and
collect data at the receiver side of a pair of sensor nodes at about 1 meter distance, with
the sender transmitting packets at a rate of 128 packet/s. The sensor just transmits the
packet without any clear channel assessments or duty cycling. We place a HandyMote
between the two nodes and we run it both in emulation and regeneration mode, once
the microwave oven stopped being active.
We carry out different experiments with different payload sizes, and we run the Handy-
Mote using transmission power 0 dBm in both emulation and regeneration mode, such
that the generated interference signal blocks communication between the sensor nodes.
Figure 2.9(a) shows the results.
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Figure 2.9: Impact of real, emulated, and regenerated interference on packet reception
rate.
The PRR collected when the microwave oven is active decreases when the payload size
increases as the probability of periodic microwave interference hitting a packet increases
with increasing payload size. The PRR obtained for regenerated interference differs
by 5.6% from the original one, hence showing a reasonable accuracy. For emulated
interference, the PRR differs from the original one by 12.83%, the reason for that being
the quantisation error of a fixed power microwave emulation compared to the noisy
amplitude of the original interference signal, whis is occasionally too weak to block the
transmission. In contrast, the emulated interference signal is binary and always blocks
communication. Accuracy is improved in this case by using a random transmission
power of the HandyMote [43, figure 9].
We repeat the experiments in presence of Bluetooth interference. We first measure PRR
during a Bluetooth file transfer between a laptop and a mobile phone. We place the
HandyMote between the two communicating motes and we measure the PRR obtained
with original, emulated, and regenerated interference. We run the HandyMote in emu-
lation mode using the models derived in [43, Section 5.2]. Figure 2.9(b) shows that the
packet reception rate obtained under regenerated interference differs by 5.02% from the
the original one, while in emulation mode it differs by only 1.31%.
Finally, we repeat the experiment with Wi-Fi interference. Using the same setup as
above, we run the HandyMote in emulation mode using the models derived in [43,
Section 5.1] while generating Wi-Fi traffic from a laptop for various traffic scenarios.
Figure 2.9(c) shows the results. Also in this case the HandyMote generates interference
quite accurately, and the difference between the PRR obtained under real interference
and the one obtained under emulation varies between 0.25% and 8.56%. The reason for
this difference is that emulation repeats the same pattern over and over, while actual Wi-
Fi interference might change in time, due, for example, to TCP adaptation mechanisms.
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Figure 2.10: Testbed augmented with JamLab. In the first configuration, nodes 6,
10, and 22 are selected as HandyMotes. In the second configuration, nodes 6, 9, and
23 are selected instead.
2.6.3 Spatial Accuracy
Next we want to study the accuracy of the spatial distribution of interference generated
by a testbed that has been augmented with JamLab, and therefore configured as de-
scribed in [43, Section 6.3]. Figure 2.1 shows the topology of the testbed used, which
features 25 Tmote Sky nodes deployed in an office environment.
There is a tradeoff between the accuracy of regeneration and the cell size, as larger cell
size leads to larger cross-talk regions, where motes may be interfered by multiple Handy-
Motes in neighboring cells, as discussed in [43, Section 6.2]. We therefore investigate
a worst-case scenario with respect to accuracy, where only a few large cells with large
cross-talk regions are used.
Figure 2.10a shows that, with this configuration, node 14 would not be covered as RSSI
is smaller than -77 dBm due to the remote location of the node. We therefore change
the selection of the HandyMotes (instead of adding more cells) to nodes 6, 9, and 23
as shown in Figure 2.1). With this configuration node 14 is covered, but node 10 is
not covered by HandyMote 9 (Figure 2.10b), while in the original configuration node 10
covered node 9 (Figure 2.10a). This is an example of an asymmetric link – something
the simple model in [43, Section 6.2] does not capture.
Using this testbed configuration obtained in the previous section, we now study how
accurately we can regenerate the spatial distribution of interference. For this, we place
a Whirlpool M440 microwave oven in the position marked as M in Figure 2.1, within the
cell controlled by HandyMote 6. This case represents a worst-case scenario, as the oven
can interfere over long distances due to its high (60 dBm) and highly varying output
power.
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Figure 2.11: Comparison between the interference generated by an active microwave
oven and the one regenerated by JamLab in regeneration mode throughout the whole
testbed.
Our goal is to record the spatial distribution of the interference patterns generated by the
microwave oven in one of the most affected channels (23) all over the testbed. We then
let the HandyMotes regenerate the recorded traces while the remaining nodes record the
regenerated interference and compare it with the original interference recorded while the
microwave oven was active.
As we have already investigated the temporal accuracy of regeneration in Section 2.6.1,
we now focus on the distribution of the intensity of interference. Instead of recording
raw traces, every mote computes the interference ratio as the fraction of time in which
interference is present (i.e., the fraction of RSSI noise floor readings higher than Pmax).
Figures 2.11a and 2.11b show the comparison of the interference ratio during the activity
of the microwave oven, and during the regeneration using JamLab (HandyMotes 6, 9,
and 23). Due to their different distances from the microwave oven, node 7 recorded
the highest interference ratio when the oven was active, followed by nodes 6, 21, 20,
and 5, respectively (Figure 2.11a). The regeneration within this cell is based on the
trace recorded by HandyMote 6, therefore nodes 21, 20, and 5 will perceive a higher
interference ratio, node 7 a lower one (Figure 2.11b). A similar reasoning can be applied
to all other nodes in the testbed: node 14, for example, perceives a higher interference
ratio, as recorded by HandyMote 9, which is closer to the oven. If a better spatial
accuracy is required, a higher number of (smaller) cells needs to be configured [43,
Section 6].
It is important to remark that the environmental noise may play an important role
in the quality of the interference (re)generation, as it will add-up to the interference
(re)generated by the HandyMotes. Observing Figures 2.11a and 2.11b, we can see how
the interference received by node 8 is higher than the one recorded by HandyMote 9
due to a high environmental noise. In order to reduce the non-determinism caused by
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Figure 2.12: Comparison of the PRR obtained generating interference using a mi-
crowave oven and using JamLab.
differences in ambient interference between recording and regeneration, the experiments
should be run when the background noise is low, for example in the evening or during
the night.
We finally investigate the accuracy of the regeneration with respect to PRR. We repeat
the above experiment while nodes pairs (2,3), (5,21), and (18,19) transmit and receive
packets with a payload of 5 bytes at a rate of 64 packet/s on channel 23. Figure 2.12
shows that PRR values are similar between original and regenerated interference for the
first two pairs of nodes, while there is a larger error (31.6%) for pair (18,19). This is
due to nodes 18 and 19 being much closer to the microwave oven than HandyMote 9,
following the discussion made for Figure 2.11.
2.6.4 Characterization of Protocol Performance
In this section we demonstrate the usability of JamLab by characterising the impact of
interference on low-power MAC protocols. We show that using JamLab we can get im-
portant insights regarding protocol behaviour under emulated but realistic interference.
We perform our experiments in the testbed shown in Figure 2.1. Our setup consists
of a sender (node 7), a receiver (node 5) and one (node 6) or two (nodes 6 and 21)
HandyMotes, whose position and transmission power is carefully chosen to jam the
communications between sender and receiver. The sender transmits 400 packets to the
receiver at a rate of 1 packet/s. We use 3 different MAC layers: NULLMAC, a simple
layer that just forwards packets between the radio driver and the network layer, X-
MAC [72], and X-MACQ [73], an enhanced X-MAC with a queue and the ability to
rapidly drain the queue in absence of interference.
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A first HandyMote generates interference using the implementation of Garetto’s 802.11
model [43, Section 6]. We use the model with the RTS/CTS access mechanism and set
the minimum and maximum contention window size to 32 and 1032, respectively, as
these seem to be the most widely used parameter settings. We emulate saturated traffic
from 20 stations (this amount was chosen to have an interference time similar to the
one of an active microwave oven), where each station sends packets with a size of 1000
bytes. A second HandyMote emulates a microwave oven as in [43, Section 6].
Table 2.2 shows our results. We depict the average results of three runs. With NULL-
MAC and microwave oven interference, the PRR is slightly lower than 50%, which
confirms the results in Figure 2.9(a). The table also shows that under microwave oven
interference, X-MAC performs better than NULLMAC with smaller payloads. As ex-
plained in [74], the reason for this is X-MAC sending strobes for a longer time than its
off-time and hence the receiver has on average more than one chance to complete the
handshake.
While it is known that the PRR decreases with increasing packet size, X-MAC’s PRR
decreases significantly, namely from almost 60% to less than 40%, as the packet size
increases from 30 to 100 bytes. Also, in presence of Wi-Fi interference X-MAC performs
much worse for large packet sizes. The experimental results in Figure 2.9(a) are taken
using NULLMAC. Combining the results in this figure with the ones in Table 2.2, we
see a very modest decrease of NULLMAC’s PRR with increasing packet size.
The difference between NULLMAC and X-MAC is that in order to receive a data packet,
a receiver that employs NULLMAC needs to successfully receive 1 packet only, whereas
X-MAC requires the completion of the handshake, i.e., the receiver needs to receive the
sender’s strobe and acknowledge it, before the sender can send the data packet to the
receiver. In our experiments, this data exchange must happen within one time period
without interference. This means that until the data packet itself is transmitted, a
substantial fraction of a time period without interference has already been used for the
handshake. Note that this time period without interference is short due to the bursty
interference patterns created by both microwaves and Garetto’s Wi-Fi model as the latter
emulates saturated traffic. This explains why the packet size is more important for X-
MAC than for NULLMAC. The table also shows that X-MACQ is more robust than
X-MAC against interference, hence confirming the results in [74] using more realistic
interference patterns generated using JamLab.
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Payload Oven Oven Wi-Fi Both Both
(bytes) NULL X-MAC X-MAC X-MAC X-MACQ
30 45.3% 59.2% 41.6% 20.9% 39.7%
100 43.6% 39.5% 23.8% 9.2% 15.6%
Table 2.2: Performance of different MAC protocols under emulated but realistic in-
terference (average PRR in %)
2.7 Summary and Future Work
Interference has a strong impact on LPWN performance. Hence, protocols and applica-
tions need to be tested under realistic and controlled interference. We present JamLab, a
tool to augment existing LPWN testbeds with a low-cost infrastructure for the creation
of realistic and repeatable interference patterns. JamLab provides simple models to em-
ulate the interference patterns generated by several devices, and a playback capability
to regenerate recorded interference patterns. We demonstrate the utility of JamLab by
showing its accuracy in both temporal and spatial domains.
Future work includes a further automation of the testbed configuration procedure, and
an accurate study and modeling of new interference sources in the frequency bands used
by LPWN.
My contributions
I am a co-author of the JamLab paper [43]. I have devised the experiments to identify
the cause of the erroneous RSSI readings in the CC2420 radio chip. These experiments
allowed us to verify the saturation of the amplifiers in the receiver RF chain and I pro-
posed a (re)configuration of the automatic gain control (AGC) of the chip. I conducted
experiments to verify the correct operation of the new configurations using a profes-
sional Anritsu MS2711D spectrum analyzer. During this experimentation and further
familiarisation with sophisticated functionality and diagnostic/testing features of the
chip, we were able to tweak them for our purposes. I was involved in the design process
of JamLab. I have assisted in carrying out the experiments, and contributed to the
manuscript.
I have also contributed to a bibliographic review on existing interference mitigation
techniques and link quality estimation documented in [44].
Chapter 3
Channel Quality Metric
Reliability of communications is key to expand application domains for sensor networks.
Since most LPWN operate in the license-free Industrial Scientific and Medical (ISM)
bands and hence share the spectrum with other wireless technologies, addressing inter-
ference is an important challenge. In order to minimize its effect, nodes can dynamically
adapt radio resources provided information about current spectrum usage is available.
We present a new channel quality metric—dubbed CQ—based on availability of the
channel over time, which meaningfully quantifies interference. We discuss the optimum
scanning time for capturing the channel condition while maintaining energy-efficiency.
Using data collected from a number of Wi-Fi networks operating in a library building,
we show that our metric has strong correlation with the Packet Reception Rate (PRR).
This suggests that quantifying interference in the channel can help in adapting resources
for better reliability. In this line, we present a discussion of the usage of our metric for
various resource allocation and adaptation strategies, preconizing our contributions in
Chapter 4. The work included in this chapter was partially documented in [45].
“Like sin itself, the deliberate un-licensing of spectrum began with an Apple.”
Henry Goldberg
3.1 Introduction
Wireless technologies have grown exponentially during the last decade and are pro-
gressively cast around for more applications. Many standardized technologies operate
in crowded license-free Industrial Scientific and Medical (ISM) frequency bands. The
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deployment of co-located wireless networks operating in the same band is increasingly
unavoidable. Wireless networks become more and more ubiquitous in residential and
office buildings as they offer great flexibility and cost benefits. These networks usually
serve different purposes, use different technologies and are most often not designed to
communicate with each other. However, despite the extensive research, the issue of re-
liability of wireless networks remains a challenge: since they operate in the same band,
they suffer from performance degradation due to interference.
Medium access techniques such as TDMA and FDMA cannot be readily applied in the
context of ISM bands [75], as they are not designed to tolerate inter-network interference.
Instead, distributed multiple access schemes based on carrier sense—such as CSMA—
are widely employed along with spread spectrum modulation techniques, which provide
some robustness as well as generate lower levels of interference.
Low-power wireless networks have lead to a flurry of research and standardization pro-
cesses in the last decade, with reliability and energy efficiency as the primary concerns.
On the other hand, the proliferation of the IEEE 802.11 based Wi-Fi networks has been
significant. This trend will further continue with the deployment of the fourth genera-
tion mobile cellular networks (LTE/4G). In order to satisfy the increasing data traffic
demands, it is not uncommon for network operators to divert load to the unlicensed
spectrum, avoiding spectrum licensing costs as well.
Although this bottom-up approach to unlicensed spectrum usage exacerbates the chal-
lenges to achieve reliability and predictability in low-cost wireless solutions, there are
many gains for end users [76] and extensive opportunities for innovation [77]. It has also
incubated new research directions, such as dynamic spectrum allocation for future wire-
less systems [78]. Inspired by this paradigm, we investigate mechanisms for interference
avoidance within ISM bands for low-power radios.
Some wireless networks, like sensor networks, require low-power operation. In such
LPWN, the Physical (PHY) and Medium Access Control (MAC) layers are typically
based on the IEEE 802.15.4 standard, a standard developed for wireless low-power per-
sonal area networks (WPANs). Although sensor network protocols are designed for
energy-efficiency, most of them, however, do not explicitly account for interference. Es-
pecially in the case of high sustained interference, the overall energy consumption in
communications increases due to factors such as excessive retransmissions and decreased
sleep times [73].
Wireless Sensor Networks (WSN) are seen as a viable alternative for monitoring, control
and automation applications, provided they are made appropriately reliable and delays
are bounded. To this end, interference and coexistence pose a major challenge. In this
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chapter, we present the channel quality (CQ) metric that provides a quick and accurate
estimate of interference by capturing a channel’s availability over time at a very high
resolution. This metric is useful towards achieving better reliability and lower latency
through dynamic radio resources allocation.
Interference in low-power wireless networks has two distinct origins. First, there is the
interference that may be experienced by the cumulative effect of concurrent transmissions
of nodes, which is well captured by the Signal to Interference plus Noise Ratio (SINR)
model. Second, the interference produced by other networks like those based on the
IEEE 802.11, operating on overlapping channels have large RF power and spectrum
footprint. Even though CTI represents a well known problem [79–82] it has not been
adequately addressed in LPWN. This problem is hard to resolve for two reasons: (i)
efficient cooperative schemes for spectrum access are not possible with currently deployed
technologies and (ii) there are large RF power and spectrum footprint asymmetries.
CTI could be avoided by sophisticated communication protocols that are sensitive to
instantaneous spectrum occupation. However, low-cost hardware and limited energy-
budget of the nodes make the typical spectrum sensing techniques as proposed for non
resource constrained systems [83] unsuitable for LPWN.
Mitigation of interference through dynamic spectrum access and opportunistic channel
selection is not new in the LPWN literature. These approaches improve communication
performance and energy efficiency [84–86].
Several works have investigated lightweight mechanisms for quantifying interference
based on the features of existing IEEE-802.15.4 radios, such as energy detection. Musa-
loiou et al. [87] presented interference estimators that can be implemented using off-the-
shelf radios and outlined distributed algorithms to dynamically switch frequency.
Several multichannel protocols have been proposed to maximize protocol performance
in the last years [88–91]. Sharing the idea of exploiting opportunistic channel selection,
we design our channel quality metric for resource-constrained wireless devices that can
help systematise channel selection in such multichannel protocols.
Ansari and Ma¨ho¨nen [92] described the design challenges for the dynamic selection of an
interference-free channel in wireless sensor networks, and described a lightweight channel
selection strategy. Differently from their work, we exploit energy detection to quantify
the channel quality by measuring the availability of the channel over time.
This chapter embeds the following contributions:
• A novel channel quality metric that is based on channel availability and is agnostic
to the interference source.
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• An analysis of the parameter space and validation of the metric’s performance
with real-world interference traces.
This chapter is organized as follows. Section 3.2 provides further motivation for this work
and in Section 3.3 we derive the expression for our CQ metric. Section 3.4 describes how
we use the energy detection (ED) feature in IEEE-802.15.4 compliant radios to measure
the evolution of signal (interference) strength in 802.15.4 channels, our experimental
setup and our data collection experiments. We then discuss results of our evaluations
and conclude the chapter in Section 5.4.
3.2 Motivation
Any given network configuration at deployment phase, like radio channel selection, is
typically not enough as the network may experience communication interruptions or
simply fails at some point. We need LPWN that seamlessly adapt resources and self-
organize to maintain their integrity in a changing environment. Several recent studies
have addressed burstiness and interference in wireless links. Srinivasan et al. proposed
a metric to quantify link burstiness and show impact on protocol performance and
achievable improvements in transmission cost [93]. Also, Munir et al. investigated
scheduling algorithms to improve reliability and provide latency bounds [94]. However,
these solutions can not react to instantaneous changes in the channel condition. They
rather select routes and channels using long-term observations.
There are aggressive techniques to deal with interference in wireless systems. Succes-
sive Interference Cancellation (SIC) has been partially demonstrated for 802.15.4 in
Software Defined Radios [95]. Nevertheless, there are practical limitations to further
advance with it. For example, it is known that SIC requires highly linear amplifiers
in the receiver (large dynamic range) and also excellent adjacent channel suppression,
because residual energy put in the front-end causes it to underperform and desensitizes
the radio. Both of these requirements lead to expensive solutions. Furthermore, it
is questionable whether SIC’s demand for signal processing could outweigh its benefits
compared to other approaches, in view of available technology, inexpensive hardware and
energy budget constrains. Finally, these ideas are not trivially applied to CTI because a
large heterogeneous set of possible signals to disentangle further complicate SIC-based
solutions.
Alternatively, we advocate that modest improvements in low-power receiver architecture
can enable energy efficient spectrum sensing, which is necessary for nodes to form smart
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reactive networks that eliminate the need for highly complex radios. Spectrum occupa-
tion can change rapidly in time and space, yet under unfavourable channel conditions
nodes adapt resources or find better channels to maintain communications. Dynamic
resource adaptation can lower latency bounds and boost reliability, but in order to en-
compass this information into protocols one needs accurate spectrum sensing. We show
that sufficiently accurate spectrum sensing is feasible with sensor nodes.
Currently, the radio transceivers in WSN nodes are mostly based on the IEEE-802.15.4
standard that is intended for low-power operation. On reception, off-the-shelf radios
require around 50 mW and consume 200 – 2000 µJ per packet received. This power
is drawn by the PLL synthesizer, digital demodulator, symbol decoder and RF analog
blocks for signal filtering, amplification and down-conversion among other functions,
typically in this order. Recent incursions in 0.18 µm CMOS process of PLL realizations
[96–99], targeted for these systems, report fairly appealing figures: power consumptions
below 3 mW and lock-in times smaller than 30 µs. Since the PLL synthesizer is known
to be by far the most power-hungry block in the receiver, these results suggest that the
next generations of LPWN radios will require, at least, one order of magnitude less chip
energy per bit received.
Now, in order to support energy detection (ED) spectrum sensing, only the PLL synthe-
sizer, analog RF blocks and AGC are necessary, while the demodulator can be turned
off. Interestingly, among other optimizations, this further reduces energy consumption
while the receiver is used exclusively to detect the RF energy in the channel, but we
have not yet found any 802.15.4 radio chip providing this flexibility. Moreoever, ED
tolerates higher phase noise from the PLL than narrow band demodulation does, which
also relax the design constrains and the PLL power consumption.
3.3 Channel Quality Metric
The sources of interference in wireless networks are typically very diverse. Interference
causes a decrease in the Signal-to-Noise plus Interference Ratio (SNIR) which can result
in packet losses. Any device that produces RF signals with spectral components within or
near the receiver passband is a potential interferer. Average energy in a channel has been
used as an indicator of channel usage in the literature [86, 87, 92, 100]. Unfortunately,
this metric is unable to distinguish between a channel where the traffic is bursty with
large inactive periods and a channel that has very high frequency periodic traffic with
the same energy profile. Clearly, the first scenario is preferable. It may well be the case
that the traffic in the second case consists entirely of short-duration peaks resulting in
much lower average energy but unusable channel. Motivated by this observation, we
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propose a metric that is based on the fine-grained availability of the channel over time
and ranks in a more favourable way channels with larger inactive periods or vacancies.
Let P be channel energy sampling period and let RTHR be the energy threshold below
which we define the channel to be idle. In our experiments, we chose RTHR to be
the energy level required for correct decoding of packets specified by the SINR model.
Therefore, the channel can be considered idle when RSSI < RTHR. For example, Figure
3.1 shows RSSI samples over time along with idle intervals, which we refer to as channel
vacancies (CV). Let mj denote the number of j consecutive samples where the channel
was idle, which represents the duration of CV. For example, in a sample “100001001001”
where 0 indicates idle channel state and 1 indicates measured energy to be larger than
the threshold, m2 = 2,m3 = 0, and m4 = 1. Thus, if n denotes the total number of
samples, then m1 +m2 + . . .+mn = m is the total number of observed CV. Notice that
j consecutive clear channel samples imply that the channel was idle for at least (j−1)P
time units. We define the average Channel Availability (CA) as:
CA(τ) =
1
n− 1
∑
j|(j−1)P>τ
jmj (3.1)
where τ > 2P is the time window of interest, which could be the duration of packets.
As we argued earlier, a channel where m2j = k is more desirable than a channel where
mj = 2k, although jmj is the same for both cases. Therefore, we want to rank a
channel with larger vacancies higher even though the sum of the idle durations might
be the same. Hence, we define the Channel Quality metric as:
CQ(τ) =
1
(n− 1)
∑
j|(j−1)P>τ
j(1+β)mj (3.2)
where β > 0 is the bias.
CQ in equation (3.2) take values between 0 and nβ, where the larger values indicate
better channels. Observe that this expression is agnostic to the interference source.
Figure 3.1 shows the amount of channel vacancies in two scenarios with a similar channel
availability (CAa = 0.88 and CAb = 0.83) computed with a RTHR = −44 dBm. Due
to collisions, the probability of correct reception is higher in the scenario shown in
Figure 3.1a than in the one depicted in Figure 3.1b.
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Figure 3.1: Channel vacancies: two scenarios with the similar channel availability
(CA).
3.4 Evaluation
In this section, we first describe our experimental set-up used for data collection followed
by an analysis of our metric when applied to the data. We devise off-line experiments
and implement them in Python [101] scripts to be run over the traces. This has the
advantage of producing a naturally controlled environment, e.g. isolating channel effects
that are present in an online experiment. We show that our metric CQ is highly correlated
with Packet Reception Rate (PRR).
3.4.1 Experimental Setup
In order to experimentally investigate our proposal we need traces of interference signals
that help understand channel degradation in real-world settings. More specifically, we
want to find out how our metric can help identifying a usable channel and eventually
establish which alternative techniques can be applied to employ it effectively. Therefore,
we have designed an experimental setup to study interference in the 2.4 GHz ISM band.
This band is available globally; there are thousands of certified devices on the market
that operate in it and coexistence problems are well known [79, 80], which ultimately
facilitates the task of collecting interference traces. Our setup has no limitations to
study any kind of interference, but given that Wi-Fi has been identified as the most
critical interference source to affect LPWN [80] and it is also widely available, we report
experiments with traces where interference stems solely from Wi-Fi networks.
In our setup, we employ a set of 17 TelosB sensor nodes to scan all sixteen IEEE-
802.15.4 channels simultaneously. Having one node per channel enables us to increase
the pace at which data is collected and makes the logging operation easier. In order to do
simultaneous channel readings, we use one of the motes to transmit a scanning beacon
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(a) (b)
Figure 3.2: The experimental setup used to collect energy level traces on IEEE-
802.15.4 channels deployed at the Library of the Faculty of Engineering at the University
of Porto (a) and detail of TelosB motes arranged in a USB hub (b)
on channel 26, which instructs all other nodes to switch to their respectively assigned
channels and begin scanning. The motes are connected via USB hubs to a laptop as
shown in Figure 3.2. We sample the RSSI from the CC2420 transceiver at 40 kS/s [43],
and store the data in a memory buffer. After completing 5600 samples in approximately
130 ms, i.e., the largest possible amount of samples that can be stored in the limited
memory of TelosB nodes, all nodes return to listen on channel 26 and wait for the next
scanning beacon. Scanning beacons are sent every 8 seconds, which guarantees enough
time to dump all the RSSI readings to a file.
A large density of Wi-Fi Access Points capable of producing notorious spectrum occu-
pation is mainstream in many metropolitan areas today and particularly in university
campus. However, it is the density of users and the overall volume of data been trans-
ferred that actually produces congestion and interference. Thus, we used our ensemble
to collect measurements in our laboratory, which has moderate traffic on a few 802.15.4
channels. Then we conducted a measurement campaign at the Library of the Faculty of
Engineering of the University of Porto, where we found very heavy traffic from 802.11
Wi-Fi networks. In our experiments, signals are well above the noise floor (10 - 70
dB), but more relevant is the time distribution of burst patterns that varies from a few
microseconds to tens of milliseconds. To examine our metric proposal we then perform
off-line experiments, upon a set of traces from a four hour capture.
3.4.2 Sampling Time
One of the questions we seek to answer is how long should we sample a channel in order
to have a meaningful CQ value. Sampling too shortly leads to uncertainty about the near
future state of the channel. Notice that the clear channel assessment (CCA) used in the
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Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) mechanism would
not help here given the asymmetric scenario in transmission power and spectral foot-
print [82]. Basically, such asymmetries in the PHY layer among different radios, make
the distributed coordination approach fail. LPWN nodes employ orders of magnitude
less RF power than other channel contenders, which makes them more vulnerable to
packet corruption since it is improbable that other nodes detect an ongoing transmis-
sion and thus defer theirs. For this reason, it is necessary to sample for longer periods,
definitely larger than a CCA accounting for 8 symbol periods or 128 µs, in order to cap-
ture a sequence of events large enough to estimate the probability of successful packet
reception.
On the other extreme, sampling too long introduces a cumulative effect that misses the
dynamics of the channel availability and leads to poor prediction of the next state of the
channel. The more distant in time the events are the more likely is that their probabilities
are independent and therefore does not help to estimate the channel condition either.
Furthermore, during the sampling period the radio is turned on, which consumes energy.
In practice, this means that we need to find a compromise for the sampling time that is
intrinsically dependent on the system observed. In order to understand this compromise,
we progressively compute the CQ, from 128 µs up to 120 ms, over all traces. Figure 3.3
illustrates the results. The RTHR threshold value is primarily chosen based on the RSSI
levels of packets from other nodes we are interested in receiving.
Actually there is an SNIR margin—specific for each radio and related to the Co-Channel
Rejection Ratio (CoCRR)—which needs to be considered here. In the CC2420 radio,
this value corresponds to 3 dB for a target PER = 10−3, and must be accounted to
fine-tune RTHR.
Since we are not interested here in any specific packet duration, we choose τ = 0.2 ms,
small enough so that most CV contributions count in equation 3.2. Notice that the sum
is computed over CV larger than τ only. For practical reasons, we perform data binning
on all CV observations, i.e., all values which fall in a small interval, tbin = 0.5 ms, are
represented by the same value. This quantization affects the absolute values obtained
in equation 3.2. Suppose an empty channel with one single vacancy of length j = n− 1.
As mentioned in Section 3.4.1, we are sampling at approximately 40 kS/s, i.e., we take
one RSSI sample every 25 µs. Therefore, we divide j by a factor k = 20 and thus,
CQ < (j/k)β. This curve is the upper bound for absolute values shown in all graphs in
Figure 3.3. Similarly, the values represented in the abscissas are divided by 40 to obtain
the corresponding scanning time in milliseconds.
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Figure 3.3: CQ computed over all traces for different sampling times. Curves represent
the median, boxes represent the interquartile range (IQR), and bars stand for the rest
of the values.
One common trend in all graphs is that CQ stabilizes after some time, provided there is
sufficient interference. This indicates that equation 3.2 converges toward a value that is
proportional to an average number of vacancies during the sampling period and, clearly,
also depends on β and the values of j.
Figure 3.3 shows that for lower RTHR values, which corresponds to heavier interference,
the median of CQ stabilizes faster. On the contrary, if the channel is mostly idle, CQ
grows with very high probability (e.g., if RTHR = −55 dBm as in 3.3a, CQ grows as
(2 ·Ts)0.2 and the IQR shrinks over the maximum). An intermediate case, as when CQ is
computed for -65 dBm, see 3.3b-3.3d, demonstrates that the metric typically grows to
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a certain value until it finally stabilizes. Hence, these sampling times are much smaller
than the timescale of the interference pattern present in the channel. Based on this
behaviour, an optimum sampling time would be as long as it is necessary to have the
median of CQ stabilized.
In a system where this metric is computed online the sampling time, represented by n in
equation 3.2, could be dynamically maintained at this turning point where the median
of CQ stabilizes, or below a certain maximum value. We defer the development of a
control algorithm for this purpose to future work. For the rest of our experiments, we
use a hand-picked scanning time of 40 ms.
3.4.3 Correlation with PRR
Packet Reception Rate (PRR) is a well known reliability metric. When PRR is high,
the wireless channel and the link are good. However, PRR reflects all forms of signal
distortion in the wireless channel combined, including interference. Thus, a medium or
low PRR does not provide enough information to identify which factors are responsible
for poor performance. Yet intermediate quality links, that display a medium PRR, may
account for up to 50% of all links observed in LPWN testbeds [93]. Moreover, PRR
and other useful metrics, such as packet’s RSSI and LQI, require packet transmissions.
Instead, our CQ metric specifically accounts for interference and has no side effect on the
channel, as it relies exclusively on the receiver channel energy detection, and therefore
scales with node density and channel usage.
We now investigate how the channel availability as described by our CQ metric is related
to the probability of successful packet receptions. For this experiment we use a third of
each RSSI trace, lasting 130 ms, to compute the metric and the remaining to check for
the presence of interference that may lead to packet corruption. If the energy levels in
the channel remain 3 dB below the RSSI of packets (CoCRR mentioned in 3.4.2), during
the duration of each packet, then the packet is considered successfully received.
Multiple packets are transmitted over each trace and the average is computed to derive
the PRR. Packets are transmitted periodically and transmissions are separated by an
inter-packet interval time (IPI) of 2 ms. In this way, we conduct an experiment with
more than 240.000 off-line packet verifications on traces obtained from the deployment
at the library.
As shown in the previous section, equation 3.2 provides a range for CQ values that
depends on n and β. However, in order to compare among CQ values computed with
different parameter values we rewrite CQ as:
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Figure 3.4: Dependecy of the Packet Reception Rate (PRR) and the Channel Quality
(CQ) computed according to equation 3.3. This graph is obtained from over 240000
trials, using 12 packets of 5 ms in each RSSI trace. The widest range of useful CQ values
is obtained for β = 0.3.
CQ(τ) =
1
(n− 1)(1+β)
∑
j|(j−1)P>τ
j(1+β)mj , (3.3)
CQ in equation (3.3) now take values between 0 and 1, regardless of n and β values.
For example, if we compute equation 3.3 with β = 0.3 for an IEEE-802.15.4 ACK
frame lasting 352 µs, in the scenarios shown in Figure 3.1, we obtain CQa = 0.65 and
CQb = 0.50. The difference between CQa and CQb is three times higher than the
difference between CAa and CAb (obtained using equation 3.1 in Section 3.3), and it
therefore highlights the difference in quality between the two channels.
Figure 3.4 shows the correlation between CQ and PRR. The curves correspond to the CQ
median and the error bars represent the interquartile range computed over the entire set
of traces, at RTHR = −65 dBm. We compute CQ for bias (β) values 0, 0.3, and 0.7 to
highlight that β = 0.3 linearises the curves and better expand useful range of CQ values.
Higher values of β increase the weight of larger CV in the definition of the CQ. Therefore,
having β = 0.7 will promote the selection of channels with larger CV. On the other hand,
observe how for β = 0, which is equivalent to compute the average channel availability
as described by equation 3.1, CQ values increase up to 0.4 but almost no packets are
received, since vacancies are not large enough. In this case, CQ values grow faster than
PRR which indicates that average channel availability does not capture well-enough the
complexity of the channel, as we discussed in Section 3.3. Being able to tune β, as
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shown in the graph in Figure 3.4, helps us in maximizing the correlation among PRR
and CQ. This makes our metric an accurate indicator of the channel condition, which
is an interesting result. In our experiments, we find the β value that maximises the
correlation among CQ and PRR to be approximately β = 0.3. Similar to the scanning
time, finding the optimum β value, for an arbitrary interference scenario, is outside the
scope of this work.
3.5 Summary
We introduced a new channel quality metric that is based on the availability of the
channel over time. The metric is useful for interference aware protocols in LPWN. We
described our experimental setup for collecting real-world interference traces in the 2.4
GHz ISM band. Using this data, we showed that our metric has strong correlation
with PRR. Thus, our metric’s characterization of a channel is reliable and applicable
in practice. We also discussed dynamic resource allocation techniques for interference-
aware protocols in WSN for which our metric can prove to be useful.

Chapter 4
Radio Resource Adaptation
In wireless networks that operate in those bands where spectrum sharing occurs across
a variety of wireless technologies, such as the license-free Industrial Scientific and Med-
ical (ISM) bands, mitigating interference becomes challenging. Addressing interference
is an important aspect for the design and development of solutions intended to satisfy
the demands of applications requiring QoS guarantees. In this chapter, we investigate
dynamic radio resource adaptation techniques based on instantaneous spectrum usage.
Using the CQ metric proposed in this thesis to quantify the spectrum usage, we ad-
dress packet size and error correction code overhead optimisations. We also discuss
interference-dependent dynamic adjustment of the correction capacity of erasure codes.
The work included in this chapter was partially documented in the following conference
publication [46].
4.1 Introduction
Radio resource managment and adaptation techniques are neither new in the LPWN
literature. Such techniques considered in LPWN include channel frequency, trasmission
power, packet size and code-rate for error correcting schemes. In this section we revisit
the state of the art in resource adaptation techniques and discuss how they could be
dynamically applied to leverage our CQ metric for interference-aware communication
protocols.
Chowdhury and Akyildiz [102] presented algorithms that classify interferers and adapt
transmission channels, packet scheduling times, and sleep-awake cycles accordingly.
Penna et al. [100], investigated the interference detection capabilities of an IEEE 802.15.4
device in presence of Bluetooth and IEEE 802.11b/g interference and proposed a spec-
trum sensing strategy able to detect and discriminate different traffic conditions.
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Hermans et al. [103] classify the interference source based on corrupted packets in order
to use appropriate mitigating strategies. Boers et al. [104] study signal strength traces
for high-level classification of interference patterns exploying decision tree classifiers, dip
statistics and Lomb periodogram, adapted for constrained devices.
We share the idea of using dynamic spectrum access and opportunistic channel selection
to mitigate interference, but our work is distinctly different in two aspects: (i) our CQ
metric ranks the channel based on consecutive vacancies and is inherently agnostic to
the interference source, and (ii) we go beyond the simpler goal of choosing channels and
consider the alternative of actually using channels in the presence of interference.
Vuran and Akyildiz present a cross-layer solution for packet size optimization considering
multi-hop routing and error control techniques [105]. They conclude that the increase in
payload length decreases the MAC failure rate. In contrast, we study a point-to-point
link scenario considering the overhead of packet headers and collisions due to external
interference using real-world measurement data.
Huang et al. study self-similarity of Wi-Fi white spaces, propose a Pareto model char-
acterize them and a control mechanism to fragment IEEE 802.15.4 frames [106]. We
share the goal of adapting to the channel condition but computing CQ solely relies on
channel energy detection by the receiver and does not require any packet transmissions.
Therefore, it scales with node density and channel usage. Also, when the overhead of
6LoWPAN headers is considered, fragmented packets below 127 bytes are not energy-
efficient as we demostrate in this chapter.
Hong et al. present mote-in-the-loop, an approach to optimize communication strategies
such as packet size and retransmission schemes [107]. They superimpose replayed inter-
ference traces on normal communication to study the effect of interference and optimize
communication strategies accordingly. Their off-line approach is orthogonal to our on-
line approach. However, they can be combined by using mote-in-the-loop to determine
the initial configuration and our CQ-based method to fine-tune the parameters online.
Sankarasubramaniam et al. [108] addressed the problem of finding the optimal packet
size for data communication in a single-hop scenario with error control techniques. They
use a channel model that uses the log-distance path loss model and Rayleigh fading but
do not consider interference. We share their goal, but we explore the effect of packet
size optimizations based on the knowledge of the channel quality as computed by our
CQ metric.
Lin et al. demonstrated a novel pairwise transmission power control for LPWN that
performs significantly better than node-level or network-level power control methods
[109]. They improve PRR and energy consumption by dynamically adapting the RF
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transmission power to maintain the minimum level required to guarantee a good link.
This approach compensate for pathloss variability but does not account for two impor-
tant aspects: (i) the irreducible error floor [1, Section 6.3] produced by fading can not
be removed by increasing transmission power, and (ii) it does not address external inter-
ference. A solution to both these problems is to employ additional resource adaptations,
simultaneously.
FEC techniques pose a trade-off between data recovery capacity and its inherent payload
and computation overhead. Liang et al. demonstrate that Reed-Solomon (RS) correcting
codes performs well while recovering packets affected by 802.11 interfering signals [82].
Since interference levels may vary extensively it is interesting to see if this solution can
benefit from simple CQ-based optimizations.
In this chapter, we explore how low-power communication protocols can benefit by
dynamically adapting radio resources, based on the channel condition as quantified by
a Channel Quality (CQ) metric, which we introduced in Section 3.3. Our experiments
show that the packet size and erasure code optimizations provide greater energy efficiency
and reliability than fragmentation and reassembly of 6LoWPAN packets. Erasure codes
provide significant SINR gain margin which allows a receiver to effectively decode packets
transmitted at lower power levels, well under the threshold imposed by interfering signals
from the IEEE 802.11 networks (when no erasure code is used). This “equivalent SINR
gain” favours spatial re-usability of the frequency and/or time slots within the low-power
wireless network and increases the practical margin for adjustments of the transmission
power.
Recent LPWN platforms with greater computation capacity provide powerful comput-
ing capabilities while maintaining low energy consumption akin to older (low-end) plat-
forms [110, 111]. These resource-rich platforms have increased processing capabilities
which make erasure code handling viable and efficient [111]. Moreover, improved radio
designs [32] facilitate better spectrum sensing as well as provide hardware support for
fast packet framing and assembly.
This chapter presents the following contributions:
• We provide experimental evidence that enlarging the payload of the IEEE 802.15.4
packets up to 500 bytes leads to higher energy-efficiency and higher throughput
under moderate or low CTI. This finding is significant for communications among
heterogeneous networks, for example, sending IPv6 packets over IEEE 802.15.4
PANs that are currently addressed in the 6LoWPAN standard.
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• We provide experimental evidence that erasure codes capable of correcting 10% of
the packet payload can provide an equivalent SINR gain of 25 dB with probability
greater than 0.6 under heavy CTI conditions. The same erasure code increases
the optimal payload sizes and boosts throughput up-to five times for a wide range
of channel conditions. Furthermore, using erasure codes reduces the uncertainty
in the energy cost of packet transmissions, which simplifies dynamic packet size
adaptations.
• We propose a systematic approach for implementing dynamic radio resource adap-
tation based on wireless channel quality.
The rest of this chapter is organized as follows. Section 4.2 describes the metrics and
the experimental data used. Section 4.3 presents experimental results and discusses
interference dependent packet size optimizations. Section 4.4 deals with erasure code
usage and code-rate optimizations. We conclude with Section 4.5.
4.2 Preliminaries
In the absence of interference, the Bit Error Rate (BER) at the Physical (PHY) layer
is primarily determined by the Signal to Noise Ratio (SNR), the channel condition and
the modulation scheme employed. If the bit errors are i.i.d., the Packet Error Rate
(PER) can be expressed as a function of the BER and the size of the packet, namely
PER = 1− (1−BER)l, where l represents the number of bits in the packet. Yet, this
PER value can be reduced with spread spectrum techniques [112].
We compute the SNR required to maintain PER = 10−2, under Additive White Gaussian
Noise (AWGN) and Rayleigh fading channel models, for three packet sizes. Table 4.1
shows the results. The largest packets (1260 B) require additional gains of 0.9 and 2.0
dB respectively, over the short ones (127 B). Note that such link margins are attained
by increasing the transmission power but without changing the total chip power signifi-
cantly. We chose PER = 10−2 because this value is sufficiently small to neglect packet
losses due to noise and fading. In the following, we present a simple model based on
Payload Size 127 B 512 B 1260 B
SNR (dB) AWGN 1.1 1.7 2.0
SNR (dB) Rayleigh 5.9 7.1 7.9
Table 4.1: Longer packets require larger SNR to maintain PER = 10−2. Theoretical
SNR values are computed for AWGN and Rayleigh fading channel models, using the
IEEE 802.15.4 PHY parameters. We use packets larger than the maximum packet size
defined by the standard to find the link budget necessary to compensate for PER.
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Figure 4.1: Correlation of channel quality indicated by CQ with PRR. Vertical bars
represent the inter-quartile range (IQR).
Packet Reception Rate (PRR, defined as 1 - PER) statistics to estimate energy-per-
useful-bit and link throughput. Our model accounts for packet losses due to collisions
in a point-to-point link, where transmitters do not use any contention resolution.
4.2.1 Channel Quality (CQ) Metric
We quantify the wireless channel quality with the CQ metric [113], defined as in equa-
tion 3.3. Where β > 0 is a bias parameter that gives (polynomially) larger weights to
longer channel vacancies and τ > 2P is the time-scale of interest, which can be the
duration of packet transmission. CQ takes values in the range [0, 1], where larger values
indicate better channel quality. Moreover, as discussed in Chapter 3, this metric exhibits
strong correlation with PRR. Nevertheless, CQ differs from PRR in that it only accounts
for interference and does not consider packet transmissions. Because CQ relies on the
receiver channel energy detection, it scales well with node density and channel usage.
On channel energy traces collected by a sensor network deployed in a library build-
ing [114], CQ exhibits a strong correlation with PRR shown in Figure 4.1. In this figure,
for the same channel quality, the PRR is higher for the shorter ACK frames than for
100-byte data frames. Observe that lower energy thresholds, ETHR, tend to produce
lower CQ values and vice versa. Further details can be found in [113].
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4.2.2 Utility Metrics
The energy-per-useful-bit [115] is a key metric for low-power radios and our objective
is to minimize it. Although sensor networks typically operate at relatively low data
rates, throughput is often an issue. This issue arises, for example, in order to provide
QoS to bursty traffic. Even with very low data rates, the throughput requirement for
convergecasts in the neighborhood of a sink node tends to remain high. Interference
affects throughput adversely, and its impact on end-to-end performance metrics usually
increases with increasing hop-count.
We now define total energy-per-useful-bit and throughput, adapted from the literature.
Let Ep denote the minimum total energy required to transfer a packet over the channel,
PL denote the size of the packet’s payload and Lp denote the latency of packets, which
accounts for packet transmission time plus the inter-packet interval (IPI).
Definition 1. Energy-per-useful-bit:
Ebit =
Ep
PL · PRR. (4.1)
Definition 2. Packet throughput:
Uput =
PL · PRR
Lp
. (4.2)
Our total energy-per-useful-bit differs from that in [115] in that we refer to useful bits
as those in the data payload, excluding the ones in protocol headers, in order to capture
the protocol overhead as well. We estimated Ep based on 80 mW target power, which
includes chip power for both receiver and transmitter modules [60].
4.2.3 Measurement Data
In this study, we base our analysis on channel energy measurements collected by a
LPWN deployed in a library building [114]. The network passively monitored all sixteen
IEEE 802.15.4 channels, with a sampling period of 23 µs. These traces contain contin-
uous sampling segments of 130 ms, spaced by intervals of around 8 s. The major (and
perhaps the only) users of the channels were several IEEE 802.11 based Wi-Fi networks
under normal operation. Over 500 MAC addresses were registered in two measuring
campaigns which were carried out in two different days, with a duration of 3 and 4
hours, respectively. Detailed description of the traces as well as code for experiments in
this chapter are available online [114].
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The duration of packets in IEEE 802.15.4 based sensor networks is 512 − 4256 µs and
they can accommodate a maximum payload of 127 octets [6]; the corresponding dura-
tion in the IEEE 802.11 based networks is 202 − 1, 906 µs and 194 − 542 µs for the
versions IEEE 802.11b and IEEE 802.11g, respectively [116]. The transmission power
employed by the IEEE 802.11 nodes is typically two orders of magnitude larger than
the IEEE 802.15.4 node platforms. It is known that such high power signals affect
sensornode receivers by producing erasures scattered across a frame, significant enough
to corrupt the frames received [117]. Erasure codes allow recovery of corrupted frames
while keeping the required transmission power in sensornodes low. The commodity
IEEE 802.11 equipment is also affected by certain patterns of weak and narrow-band
interference produced by low-power node transmissions [118]. Therefore, usage of era-
sure codes in LPWN nodes, which allows to keep the transmission power low, improves
coexistence, also benefiting the IEEE 802.11-based networks.
4.3 Packet Size Optimisation
Various studies have shown that packet size has a significant influence on the packet re-
ception rate [105, 108, 119]. Shorter packets are less likely to experience collisions (conse-
quently reducing retransmissions); however, shorter packets also imply higher overheads,
e.g., due to packet headers.
4.3.1 Short vs. Large Packets
The PRR comparison of ACK and data frames obtained from over 1.20×105 packet
transmissions, shown in Figure 4.1, illustrates a clearly increasing gap among the curves,
as CQ diminishes. This gap stems from the ACK and data frame duration, i.e., 352 µs
and 4.256 ms, respectively. It confirms that on average, larger data frames undergo
more frequent collisions. Observe the ordinates represent the median of PRR values
corresponding to a CQ interval. This CQ quantisation is responsible for the 10% packet
losses observed for CQ = 0.95, centred in the interval ]0.9, 1.0]. We choose CQ sampling
time of 50 ms corresponding to n = 2170 samples, β = 0.3, τ = 5 ms and RTHR = −65
dBm. This value of RTHR produces a balanced distribution of CQ values across our trace
set. We maintain these parameter values for all experiments, with the exception of τ .
Due to the trade-offs mentioned earlier, it is expected that for a given interference level,
a certain packet size maximizes the throughput and minimizes the total energy-per-
useful-bit. To investigate this, we conducted off-line experiments to compute the utility
metrics introduced in Section 4.2.2.
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4.3.2 Payload Size Optimisation Experiment
The IEEE 802.15.4 data frame contains a 6-byte PHY header and a 23-byte MAC header
that includes an address field, followed by a payload of up to 102 bytes, and a 2-byte
frame control sequence in the trailer [6]. Together, these headers account for around
25% of the maximum specified packet size. At a data rate of 250 kbps and 4 bits per
symbol, as is commonly used in the IEEE 802.15.4-compliant radios operating in the 2.4
GHz band, each byte takes 32 µs in the air. Thus, the PHY layer header lasts 192 µs
and a MAC header lasts from 224 to 736 µs, depending on the address format. After the
payload, the trailer lasts 64 µs. In this experiment, we used a header duration of 1024
µs, in order to analyse implications for 6LowPANs. This extended header accounts for
22 bytes of 802.15.4 PHY-MAC, including 64-byte addresses, and 10 bytes of compressed
6LowPAN header.
In this study, we explore our objective functions for packets with payloads in the range 1
to 1500 bytes, with varying channel quality quantified by CQ. Table 4.2 lists the payload
sizes and the corresponding number of packets used per trace. In order to avoid frag-
mentation of packets whose size is larger than 127 bytes, the IEEE 802.15.4 standard
requires increasing the 7-bit PHY frame length field by another 4 bits.
When actual data is transmitted over the channel, often an error control technique such
as Automatic Repeat reQuest (ARQ) manages retransmissions of corrupted packets.
In these off-line experiments, PRR accounts for the cost of retransmissions of packets
with any single symbol altered due to interference. We refer to them as ARQ only to
distinguish from those in which error correction is combined with ARQ.
4.3.3 Experiment Results
Using the measurement data described in the previous section, we computed the PRR by
checking whether collisions can occur due to the interference level exceeding the SINR
threshold during a packet transmission. The outcome for same packet size, over traces
whose CQ values fall within the same bin (bin-width = 0.1), are aggregated to compute
the corresponding PRR value. This PRR value is then used in Equations 4.1 and 4.2.
Packet Payload NoP
≤ 300 bytes 7
500 bytes 5
1000 bytes 3
1500 bytes 2
Table 4.2: Payload sizes and number of packets (NoP) used per trace
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Figure 4.2: Effects of packet size on energy-per-useful-bit Ebit, defined in Eq. 4.1.
Outside the isogram the energy grows abruptly, specially on the upper side due to the
higher number of collisions. The contour lines converge for large packet sizes and good
channel qualities, i.e., in the upper right corner. As the channel quality gets close to 1
(i.e. perfectly idle channel), the optimal packet size diverges.
Packets are scheduled with a fixed inter-packet interval, IPI = 7 ms. We compute CQ
over a trace segment of 50 ms and then run a PRR check over the entire trace.
Figure 4.2 shows that very small payloads lead to high Ebit. For highly interfered
channels (0.3 < CQ < 0.6), we find that there is a range of payload lengths from 20
to 100 bytes that provide low energy costs, 1 µJ/bit or less. The figure also shows
that for congested channels, the energy required per useful bit (Ebit) for large packets
is prohibitively high. We also find that the throughput is inversely correlated with the
energy cost.
Payload sizes for the minimisation of Ebit are shown in Figure 4.3. A payload of around
100 bytes leads to good performance for all CQ values, which implies that a payload
of this size is a good choice when no packet size adaptation is performed. This plot
illustrates the energy improvements achievable by tuning the packet size for CQ ≥
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Figure 4.3: Energy-per-useful-bit collected from over 2.40×105 packets (ARQ only).
Large packets provide more energy efficiency up to certain critical sizes, depending on
CQ, above which the collision probability grows drastically and leads to very high Ebit.
0.6. However, the large inter-quartile ranges (IQR) for CQ ≤ 0.6 indicate large energy
cost uncertainties, thereby limiting the effectiveness of packet size tuning. Thus, delay
performance and effectiveness of retransmission schemes, when packet size adaptation
is used, should be evaluated online.
When the channel quality is high (CQ ≥ 0.85), larger packets imply higher energy-
efficiency and higher throughput. We encounter up to 20% increase in energy-efficiency
and 240% gain in throughput for payload sizes up to 500 bytes compared to 100-byte
payloads.
Vuran and Akyildiz proposed a packet size optimization framework for a multi-hop
scenario, with an ARQ scheme, and found energy optimal packet sizes up-to 2×104
bytes, under SNR of 15 dB [105]. However, our experiment shows that in a low data-
rate low-power PHY layer, under CTI, up-to 500-byte payloads can be accommodated
with cost benefits, provided adecuate SNR exist—see table 4.1. These larger packets
greatly increase throughput and by dynamically adjusting the packet size to the channel
condition, energy-efficiency is maintained.
4.3.4 Implications for 6LoWPAN
These results are particularly relevant for 6LoWPAN networks. IPv6 requires the max-
imum transmission unit (MTU) to be at least 1280 bytes. In contrast, maximum packet
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size in the IEEE 802.15.4 standard is 127 octets. In the worst case, the maximum size
available for transmitting IP packets over an IEEE 802.15.4 frame is 81 octets. The
IPv6 header is 40 octets long (without optional headers), which leaves only 41 octets for
the upper-layer protocols.
In order to cope with this constraint, RFC 4944 [120] proposes LoWPAN encapsulated
IPv6 datagrams and header compression, which requires fragmentation and reassembly.
However, increasing the IEEE 802.15.4 maximum packet size reduces header overhead,
enhances link performance and boosts energy-efficiency. We have seen that it is beneficial
in low interference scenarios. In the next section, we will discuss the use of erasure
codes to enable large payload transmissions also in high interference scenarios. For an
introduction to the design challenges related to 6LowPAN and 802.15.4, the reader is
referred to RFC 4919 [121] and RFC 4964 [120].
4.4 Error Correction Optimisation
Erasure codes are commonly used in storage and communication systems as an alterna-
tive and also as a complement to data redundancy and packet retransmissions. Proper
use of erasure codes provides greater efficiency and fine-tunable levels of error protection,
but at the cost of greater complexity.
In communication systems, error correcting codes are used as a Forward Error Correction
(FEC) technique. Provided the receiver demodulator maintains synchronization, erasure
codes can help recover packets despite collisions. In the presence of short duration
interfering signals, as we show next, a small level of erasure code redundancy can lead
to sizeable gains in terms of energy efficiency and performance.
We explore generic erasure codes and do not account for the computation cost of any
particular realization of the coding and decoding modules. Instead, our energy estima-
tions are centred on radio chip power consumption and account for the consumption in
both sender and receiver nodes. This is a reasonable approximation for next generation
LPWN platforms [32, 110, 111].
4.4.1 Equivalent SINR Gain
In order to understand the impact that FEC can have in the design of LPWN protocols,
we investigate the equivalent SINR gain on the measurement data set discussed in Sec-
tion 4.2.3. We compute the equivalent SINR gains as follows. With respect to a sliding
window whose size corresponds to a fixed packet transmission duration, we compute:
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Figure 4.4: Effective SINR gain due to erasure codes. An erasure code, capable of
recovering 10% of the packet payload, provides an effective SINR gain up to 25 dB
with more than 0.6 probability for a heavily interfered channel, like channels 12 and
21. There is also considerable gain, near 15 dB, for channels 11 and 15 which are much
less interfered.
(a) the maximum level that the interference signal reaches inside the window and (b)
the minimum possible signal level (according to the SINR) at which the total length
of erasures do not exceed the maximum correcting capacity of the erasure code being
considered. The difference between these two signal values gives the equivalent SINR
gain.
For each channel, the number of data points obtained by the sliding window samples is
over 9.70×106, shown in Figure 4.4. The figure displays the Complementary Cumulative
Distribution Function (CCDF) curves for four IEEE 802.15.4 channels, computed for a
code capable of correcting 10% of the frame length. The values on the Y -axis represent
the probability that the signal remains above a given power level, represented on the
X-axis. As the figure shows, an erasure code capable of recovering 10% of the packet
payload provides an equivalent SINR gain of 25 dB with probability greater than 0.6 for
a heavily interfered channel, like channels 12 and 21. There is also a significant gain of
over 15 dB at the same probability for channels 11 and 15 which are much less interfered.
Observe the curves in Figure 4.4 corresponding to the IEEE 802.15.4 channels 11 and 21
have a prominently distant downswing point in the x-axis (10 and 40 dB, respectively),
indicating that nodes in these channels are exposed to significantly different levels of
interference from the IEEE 802.11 networks. Highly frequent spiky interfering signals
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shift the curves further to the right, corresponding to a larger power gain due to the
erasure code. At small gain values, all curves exhibit similar slopes. In the absence of
interfering signals, the code provides gains owing to the presence of noise. Therefore, all
CCDF curves are similar for low gain values.
The CCDF curves are also very robust with respect to the size of the sliding window.
Our experiments consistently reveal no difference between curves computed for intervals
between 3 and 60 ms, when at least 10% payload is recoverable.
4.4.2 Erasure Codes
Consider an optimal erasure code (n, k, t), where n represents the length of the code-
words, k the information bits to be mapped into the codewords, and t the code correcting
capacity. This code permits to recover the original message out of any k of the n code-
word symbols. The worst case recoverable erasure of the optimal code is determined by
the Reiger bound [122] and is given by t = 0.5(n− k). Moreover, the code-rate r = k/n
indicates the level of communication overhead the code introduces. We will further refer
to this optimal erasure code as EC[r]. For a formal introduction to Erasure Codes (also
called Burst-Error-Correcting Codes) please refer to [123, Ch. 20].
In the following study we use an erasure code EC[r] to partially encode frames and
conduct a similar study to the one described in Section 5.3.3. In this case, the interference
level may exceed the signal level leading to the SINR fall below the threshold during
a frame reception. We mark the symbols erased whenever the SINR falls below the
threshold. If the amount of erased symbols remains below the level that the code can
correct, the frame counts as successfully received.
PHY and MAC headers are typically added by dedicated hardware in the radio, after
the transmission buffer is filled up with the rest of the frame. The checksum is computed
prior to the inclusion of these headers, which leaves this part of the frame without error
correction protection. First we consider this common scenario where PHY and MAC
headers are not protected by a checksum and later on we consider the case for protecting
the entire packet when the level of interference is extremely high.
Figure 4.5 shows the behaviour of utility metrics using a code EC[r = 0.8]. Similarly
to the previous section, packet sizes below 10 bytes lead to high energy cost and low
throughput, regardless of the channel condition. However, a new result is that packet
sizes up-to 1500 bytes lead to higher energy-efficiency. Energy values are below 0.7
µJ/bit and the surface is now flat for a wide range of packet sizes and channel conditions
(CQ ≥ 0.4 and payloads ≥ 30 bytes) as shown in Figure 4.5a. The throughput surface
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Figure 4.5: Utility metrics with error correction (r = 0.8)
in Figure 4.5b also shows significant improvements, as large packets provide nearly the
maximum attainable throughput for low to moderate interference scenarios.
The impact of erasure codes is even more visible by comparing Figures 4.3 and 4.6.
Despite that heavy interference still doubles the energy cost, the overall energy-per-
useful-bit remains nearly flat even for low channel qualities. In the experiments discussed
earlier in Section 5.3.3, packets contain vulnerable frames with headers lasting 1024 µs
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Figure 4.6: Energy optimization with error correction EC[r = 0.8]: Payload size vs.
energy-per-useful-bit.
followed by the payload. The header contains 22 bytes of 802.15.4 PHY-MAC (64-byte
addresses) and 10 bytes of compressed 6LoWPAN header. In contrast, in these FEC
experiments, the vulnerable frame section lasts 480 µs and the rest is protected by the
code. As a consequence, there is lower probability of frame errors due to collisions.
Comparing the origin of the curves (negligible payload size) in Figures 4.3 and 4.6,
shorter vulnerable headers cut the energy-per-useful-bit by nearly 50%.
Furthermore, the large IQR bars for CQ ≤ 0.6 observed in Figure 4.3 are shrunk by
the erasure code. The erasure code introduces tolerance for changes in the interference
situation between the instant CQ is computed and when the frame arrives. In other
words, in the experiments in Section 5.3.3, small changes in interfering energy spikes
may create collisions that change the PRR values for the same CQ values. With the
erasure code, it requires a much larger change in the interference scenario to make an
equivalent difference in the PRR.
In Figure 4.7, we present a comparison of optimal payload sizes and the maximum
throughput obtained using erasure codes and those obtained using ARQ (as in Sec-
tion 5.3.3). The payload size and the throughput increase by almost 5 times in high
interference scenarios using erasure codes. The improvements continue to hold for the
wide range of CQ, except for very high quality channels. For perfectly idle channels, the
code introduces an unnecessary overhead.
Chapter 4. Radio Resource Management and Adaptation 66
 1
 10
 100
 1000
 0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9
 10
 100
 1000
O
pt
im
al
 P
ay
lo
ad
 S
ize
 (B
yte
s)
U p
ut
 
(kb
ps
)
Channel Quality
Size (FEC)
Uput (FEC)
Size (ARQ)
Uput (ARQ)
Figure 4.7: Optimal payload size and the corresponding throughput for ARQ and
EC[r = 0.8]. Error correction increases the optimal payload and throughput nearly 5
times under heavy interference.
We explore the effects of various code-rates on the utility metrics. We found that for
r ≤ 0.6 there is no significant improvement. The added correction capacity provided by
EC[r = 0.6] is useless without also adding protection to all headers. We discuss this in
more detail in the next section.
This experiment shows that erasure codes further extend optimal packet sizes up-to
1500-byte payloads. These large packets boost performance and energy-efficiency under
heavy interference from Wi-Fi networks. These results agree with previous findings
by Vuran and Akyildiz [105] and point toward sizeable cost benefits in extending the
maximum packet size in the low-power low-datarate PHY. Furthermore, large packet
sizes may not be a limitation for future LPWN platforms [32].
4.4.3 CQ-based FEC Optimisation
We now discuss the use of the wireless channel quality metric (CQ) to dynamically adapt
the payload size and FEC overheads.
We compare the performance gains of erasure codes EC[r = 0.6] and EC[r = 0.8] for low
channel qualities, and find little or no difference. Moreover, the number of unrecoverable
packets is independent of their sizes. This is due to the fact that the errors are located
in the unprotected headers. Thus, to investigate the effectiveness of EC[r = 0.6], we
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leave only the PHY header vulnerable, which is 6-byte long and hence lasts 192 µs. In
this case, we find performance improvements for CQ ≤ 0.3.
We study these two codes, EC[r = 0.6] and EC[r = 0.8], and ARQ on frames containing
100-byte payloads. The result is shown in Figure 4.8. In the figure, we can identify three
regions based on the behaviour of the code. Each region corresponds to a range of CQ
values, which we simply refer to as low, medium and high channel qualities. In each of
these regions there is one code-rate that provides the optimum results for both utility
metrics, energy as well as throughput. These new results indicate that there are between
20 to 60% improvements in both energy-per-bit and throughput, over the entire CQ range.
Moreover, we find that both utility metrics favour larger payloads.
From these evaluations, we make the following observations: (a) optimal payload sizes
increase with CQ, for all code-rates, (b) lower code-rates lead to larger optimal payload
sizes, (c) for each channel quality range (low, medium and high), there is a code-rate
that improves the utility metrics regardless of the payload sizes, and for a given CQ larger
payloads perform better on the utility metrics. This can be seen in Figures 4.7 and 4.8.
Based on these experimental results, we propose the following algorithm, RR-ADAPT,
to dynamically adapt radio resources in a receiver initiated MAC protocol, e.g., A-
MAC [124]. RR-ADAPT determines the optimal settings for data transfer on channels
affected with interference including CTI. This algorithm takes as inputs the energy level
of the frame’s signal reaching the receiver (RTHR) and the data volume to be transferred
from the sender. It then provides the optimal payload sizes and code-rate as follows: it
computes CQ based on ETHR and finds the optimal code-rate from off-line results, such
as the one in Figure 4.8. It then finds the optimal payload based on CQ and r, from the
curves in Figure 4.7. The receiver computes the CQ, and then inserts the CQ value in
the MAC probe, sent periodically at the end of each sleep cycle. The sender prepares
packets accordingly before transmitting.
To the best of our knowledge, there are no IEEE 802.15.4 transceivers that can be
adapted to handle very large (∼ 1000 bytes) packets. Therefore, we leave validating
these ideas in online experiments as a future work.
4.5 Summary
We addressed the issue of co-existence of low-power wireless networks in the presence
of cross-technology interference from uncontrollable sources, which may operate at high
power levels. Using the CQ metric (introduced in Chapter 3), we studied dynamic packet
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size adaptation and the application of erasure codes for optimizing reliability, energy
consumption and throughput.
Based on measurement data collected from a building containing several Wi-Fi networks,
we found that payload size in the neighbourhood of 100 bytes leads to near-optimal
performance in general in the IEEE 802.15.4 networks. We find that for moderate and
low interference levels, increasing the packet size to a few hundred bytes, i.e. beyond
the limit specified in the IEEE 802.15.4 standard, can lead to significant improvements
in network performance.
Our data also shows that for very high interference scenarios, erasure codes capable of
correcting 10% of the packet payload can provide an equivalent signal to interference plus
noise ratio (SINR) gain of 25 dB with probability greater than 0.6. This is significant
for interference management and for increasing spatial re-use by employing lower trans-
mission power and suggests that erasure codes drastically improve energy-efficiency and
throughput of low-power wireless links. We show that the payload size and the through-
put increase by almost fivefold in high interference scenarios using erasure codes. In this
heavy interference regime, even though interference doubles the energy-per-usable-bit
cost, erasure codes remain cost-effective for very large payload sizes, up-to 1500 bytes.
Chapter 5
On the Scalability of Constructive
Baseband Interference
Constructive baseband interference has been recently introduced in low-power wireless
networks as a promising technique enabling low-latency network flooding and sub-µs
time synchronisation among network nodes. The scalability of this technique has been
questioned in regards to the maximum temporal misalignment among baseband signals,
due to the variety of path delays in the network. By contrast, we find that the scalabil-
ity is compromised, in the first place, by emerging fast fading in the composite channel,
which originates in the carrier frequency disparity of the participating repeaters nodes.
We investigate the multisource wave problem and show the resulting signal becomes vul-
nerable in the presence of noise, leading to significant deterioration of the link whenever
the carriers have similar amplitudes. The work included in this chapter was partially
documented in a short-paper publication [47].
5.1 Introduction
Radio wave propagation, other than in open space, is characterised by producing an
interference pattern within wavelength distance granularity that leads to irregular radio
coverage. Thus, given a uniform antenna radiation pattern, there is a remarkable irreg-
ularity in spatial power distribution of the wave. This interference among the original
signal and its reflected components in the surrounding environment are to some extent
captured by indoor wireless channel models and it is known as multipath small scale
fading.
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The power of the radio signal relative to the power of the electromagnetic noise in the
wireless channel determines the signal to noise ratio (SNR). When the radio wave is used
as a carrier, its parameters are altered by the modulation process in the transmitter and
then used to convey information to a radio receiver. The level of errors in the information
decoded by the receiver is a function of the SNR in the receiver. Therefore, the location
of the radios becomes critical, since in general a strong SNR is needed to maintain
low-error levels.
The most obvious way to increase SNR is by increasing the power of the transmitter.
However, large transmission power values reduce the spatial capacity of the network,
generate disruptive interference to collocated systems and it is not energy-efficient. An
alternative way is to use some form of redundancy, for example, antenna diversity in
the receiver is a practical technique, as far as the antennas can be feasibly separated
for at least a quarter of the wavelength. Another approach is to use sender diversity
to simultaneously radiate multiple waves from different locations. The resulting radio
coverage is the superposition of all participating waves, effectively weaving a tapestry of
signal coverage much more homogeneous and regular that what can be achieved with a
single emitter. Such a system is known as a single frequency network and is widely used
in modern wireless communication networks. The basic technique for single frequency
networks is constructive baseband interference (CBI), which is used to transmit identical
baseband information from several senders simultaneously. We will discuss CBI in detail
in this chapter and will examine the scalability of this technique in low-power wireless
networks.
CBI exploits the spatial, temporal and spectral diversity exhibited by the wireless chan-
nel to introduce link redundancy and increase reliability [125, 126]. This diversity of
the wireless channel manifests itself as a given symbol stream traverse different wireless
channels simultaneously and each symbol is unlikely to suffer the same level of distortion,
small-scale multipath fading and attenuation in all channels at the same time. There-
fore, concurrent transmission of identical packets from several senders can increase the
quality of the wireless link towards a receiver.
CBI has been recently introduced in wireless networks by Rahul et al. [125]. Dutta et
al. employed CBI to alleviate the acknowledgement implosion problem, using simulta-
neous transmissions of short acknowledgement packets, in a receiver-initiated low-power
Medium Access Control (MAC) protocol [127]. Ferrari et al. devised a communication
primitive for low-latency network flooding and sub-µs time synchronization for low-power
wireless nodes [126]. In subsequent works, they also proposed an infrastructure (anal-
ogous to a shared bus), which supports mobile nodes in a multihop low-power wireless
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network [128]. Doddavenkatappa et al. further optimise network flooding, enabling a
multichannel packet pipeline across the network [129, 130].
However, some limitations in the efficacy and scalability of CBI have been studied by
Wang et al. [131]. They investigate the worst case scenario in a multihop network
showing that cumulative non-deterministic delays in the network cause the temporal
displacement between concurrent transmissions to exceed the symbol boundaries, leading
to poor packet reception rate. We take a different perspective on this matter by analysing
the superposition of carrier waves. Our main contribution is that we demonstrate that
the scalability of CBI is not only limited by the variety of temporal delays as investigated
by Wang et al. but, firstly, by specific properties of the composite signal.
We present the multisource wave problem (Section 5.2) and investigate the error rate and
the envelope of the composite signal, which results from the superposition of all repeater
signals. Our experiments (described in Section 5.3) show an acute signal vulnerability
in the presence of noise and the consequent deterioration of the link quality for a power
imbalance among two or more repeater signals smaller than 5 dB (Section 5.3.4). We
discuss the results and draw some conclusions in Section 5.4.
5.2 Constructive Baseband Interference: a Snapshot
CBI occurs when multiple-source carriers, modulated with identical information and
adequate time synchronisation, add up in the receiver antenna. Figure 5.1 shows a sim-
ple model that abstracts CBI. The signal generated in each of the senders are carriers
modulated with the exact same information and time synchronised. The time syn-
chronisation error plus the wave propagation delay difference among these signals must
remain within symbol boundaries, to avoid intersymbol interference [132]. In the case
of the IEEE 802.15.4 PHY, operating at 250 kbps, half the symbol time corresponds to
0.5 µs [126? ].
AWGN
Receiver+
Sender 1
Sender n
...
Figure 5.1: Simple model for CBI.
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Since the modulated carrier of each transmitter traverses distinct wireless channels to-
wards the receiver, we refer to them as individual channels as they are, in general,
statistically independent. Furthermore, the composite signal that results from the super-
position of waves can be interpreted as if it traverses a composite channel characterised
by the resulting sum of multisource carriers, in addition to the overall multipath effect
of the individual channels. Equation 5.1 represents the composite signal in the receiver
plus noise, modelled as a Additive White Gaussian Noise (AWGN). We will examine the
properties of the composite channel in Section 5.3.2.
R (t) = h1 S1 (t) + h2 S2 (t) + ...+ hn Sn (t) +NA (t) (5.1)
The channel state information CSI for channel i is represented as hi, which is a complex
number and represents the wireless channel instantaneous transfer function. We are
particularly interested in the case of highly correlated wireless channels, as a worst case
scenario, where hi values are very similar for all channels involved in CBI. This is a
realistic scenario in low-power wireless network applications as a simple example in our
experiments demonstrates (Section 5.3.4).
Most communication models currently used in LPWN fall into two categories: data col-
lection and data dissemination. The latter benefits from CBI when it is used for network
flooding, as the traffic generated in the network is one-to-many. Collection (many-to-
one) and other communication patterns, such as one-to-one, have been implemented
using a network primitive based on CBI and shown to be more energy-efficient and re-
liable than more traditional low-power wireless network stacks, where an asynchronous
MAC protocol is coupled with a routing protocol [128].
5.2.1 Baseband Synchronisation
In order to generate CBI, participating sender nodes must concurrently send the same
information within a time synchronisation accuracy substantially better than half symbol
period. As the wave can propagate along different distances from participating repeater
nodes toward a receiver, the corresponding time shift introduced must also remain low
to avoid intersymbol interference.
In order to obtain such time synchronisation, the network needs a bootstrapping phase in
which nodes acquire a common clock. Then, repeater nodes can retransmit frames while
introducing the minimum possible non-deterministic delays in the process. Nodes can
only repeat correctly received frames and the start of frame delimiter (SFD) symbols are
decoded by the radio chip and attended by an interrupt service in the microcontroller.
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During reception, this SFD signalling event serves as a common time reference for all
nodes in the radio range of a repeater. Moreover, information about the number of
retransmission the frame has undergone serves as a reference time relative to the ini-
tiator (which transmitted the original frame). By processing and updating these values
periodically it is possible compensate the MCU’s clock drift, to maintain a time error
among clocks up to several order of magnitude below the IEEE 802.15.4 symbols time,
depending on the implementation and the hardware used.
Provided the nodes have a common clock, the radio transceivers can initiate a syn-
chronous transmission with the same information. We will discuss the modulation and
the characteristics of the baseband signal in the next section.
5.2.2 Modulation
Let us first analyse the baseband signal and carrier modulation. We focus on Offset-
Quadrature-Phase-Shift-Keying with half-sine-shaping (OQPSK-HSS), which is used by
IEEE 802.15.4 compliant radios operating at 2.4 GHz. Figure 5.2 depicts an example
of the baseband signal, a stream of bits split in two branches of odd and even bits, as
described by equations 5.2 and 5.3 respectively. Each one is used to alter the phase of a
sine wave, according to the corresponding information bit value. The resulting baseband
components are represented by equations 5.4 and 5.5. It is worth mentioning that in the
IEEE 802.15.4 PHY these bit streams are not the frame payload but instead the result
of an intermediate coding for spread spectrum modulation, known as Direct Sequence
Spread Spectrum (DSSS) [6].
Under CBI, provided that each repeater node receives and correctly decodes the frame
content, a new frame payload is fed to the radio chip transmitter FIFO buffers with as
tight synchronisation as possible. This may require to resolve intricate timing issues,
depending on the hardware platform used. For example, when the radio and the MCU
1 0 1 0
1 1 0 1
I-phase
Q-phase
1 0 0 1
1 0 0 1
0 0 0
1 1 0 0
1 0 1 1
0 0 1 0
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T
2T
Figure 5.2: Offset-Quadrature-Phase-Shift-Keying with half-sine-shaping (OQPSK-
HSS). The in-phase and out-of-phase components are shifted by pi/2 in order limit valid
symbol transitions. Under CBI, the half symbol period (represented by T in the graph)
corresponds to the maximum possible misalignment before intersymbol interference
occurs.
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are packaged separately and the chips are connected through a serial bus, the solution
calls for careful low-level programming [126].
aI (t) =
∞∑
k=−∞
αIkΠ
(
t− 2kT
2T
)
(5.2)
aQ (t) =
∞∑
k=−∞
αQk Π
(
t− (2k + 1)T
2T
)
(5.3)
I-phase (t) = aI(t) cos
(
pit
2T
)
(5.4)
Q-phase (t) = aQ (t) sin
(
pit
2T
)
(5.5)
These two baseband signal components are used in the transmitter section of the chip to
modulate linearly independent components of the carrier, as described by equation 5.6.
This modulation process is carried out concurrently in each repeater node; the result
are equal symbols transmitted from each node at any given time.
The direct conversion radio transceiver uses a frequency synthesiser to generate the
carrier frequency from a time-base typically provided by an external quartz crystal.
The frequency accuracy of the quartz crystal is specified in IEEE 802.15.4 to remain
below ±40 ppm [6]. Given this accuracy, the relative error of the carrier is preserved
and produces an absolute frequency error smaller than ±100 kHz in the 2.4 GHz carrier,
which is a small frequency offset to tolerate in the receiver, provided that the spectral
footprint of the DSSS modulated carrier is approximately 2 MHz wide. Note the carrier
frequency is represented in equation 5.6 by ωc.
S (t) = aI (t) cos
(
pit
2T
)
A cos (ωct) + aQ (t) sin
(
pit
2T
)
A sin (ωct) (5.6)
Figure 5.3 shows the internal block diagram of the TI CC2420 radio chip. Within
the transmitter signal path (lower side), the RF mixers produce a carrier-suppressed
amplitude modulation. Note that this 2.4 GHz carrier, modulated with the baseband
signal discussed previously, carries information only through its phase variations. The
resulting signal to reach the sender’s antenna is expressed in equation 5.6. We will
analyse the implication of this frequency offset for CBI in the next sections.
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Figure 5.3: Block diagram of the internal design of a generic radio
transceiver chip, with the antenna port on the left side. Note the fre-
quency synthesizer block of the transceiver, in the center. Above it,
the receiver RF chain and below it, the transmitter RF chain. Both
path use a symmetrical architecture for the respective in-phase and
out-of-phase components. The image is taken from the TI CC2420
datasheet.
5.2.3 Carrier Waves
The signal from multiple repeaters reaches the receiver nodes within radio range as a
composite signal, which is the superposition of the participating repeater signals. We can
also describe the composite signal based on the in-phase and out-of-phase components
of the individual carriers that add up in the wireless channel as expressed as follows:
R (t) = RI (t) +RQ (t) +NA (t) (5.7)
Moreover, each of the respective components in equation 5.7 can be further expressed
in terms of the individual carriers. Note that if we consider accurate enough time
synchronisation, then the baseband signal remains identical and can be extracted as a
common factor, as expressed by equations 5.8 and 5.9. We also assume for simplicity that
the channel state information (CSI) for the respective wireless channels are identical,
which is reasonable approximation for highly correlated channels. Hence, we represent
the carrier amplitude simply by Ai.
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RI (t) = aI (t) cos
(
pit
2T
) n∑
i=1
Ai cos (ωcit+ θci) +NA (t) (5.8)
RQ (t) = aQ (t) sin
(
pit
2T
) n∑
i=1
Ai sin (ωcit+ ϕci) +NA (t) (5.9)
Each of the above components is separated from the composite carrier signal in the
quadrature RF mixer stage in the receiver, by multiplying by another signal whose fre-
quency is very close to the original carriers. This effectively transports back the signal to
near baseband frequencies, while preserving the corresponding absolute frequency dis-
parity existing among participating repeaters. Note that this frequency disparity is the
absolute frequency value resulting from the multiplication of the quartz crystals reso-
nance frequencies (±100 kHz), with the indicated error tolerance of ±40 ppm. Figure 5.3
shows the involved modules in the upper side of the block diagram of the TI CC2420
radio chip.
Let us now look into the wave properties to understand CBI from that perspective. Let
the composite unmodulated signal Ac from n sources be expressed as:
Ac =
n∑
i=1
Ai sin(wit+ φi) (5.10)
Also let Ai, wi and φi represent the amplitude, angular frequency and phase of the
individual sources respectively. Note that the multisource problem in equation (5.10) is
similar to the multipath problem, where all frequencies are equal since they originate at a
single source. On the other hand, multiple sources implies small disparities in the carrier
frequencies, as there is always a limit in the frequency accuracy of the quartz-crystal
based oscillators used to synthesize the carrier. Section 5.3.1 elaborates on this.
The properties of the probability density function (pdf ) of the resultant amplitude or
envelope of equation (5.10) are important for the performance evaluation of wireless
systems. The modelling of fading and shadowing in the multipath problem (all wi are
equal) has been widely studied and an expression for the pdf can be found in [133].
To the best of our knowledge, an exact expression for the pdf of the envelope in equa-
tion (5.10) remains an open mathematical problem. Thus, for the sake of simplicity, let
us consider the case of two sources (n = 2). Let the envelope Ec of equation (5.10) be:
Ec =
[
A21 +A
2
2 + 2A1A2 cos ((ω1 − ω2) t+ ϕ)
]1/2
(5.11)
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Equation (5.11) reveals a harmonic function with angular frequency wc = w1−w2 which
leads to periodic depressions in the amplitude of the composite signal. This is known as
the beating effect. It is important to note that these depressions can be quite numerous
during the packet duration, depending on wc. As the amplitude decreases, the signal
which is blurred by noise in the wireless channel gets closer to the decision boundary,
making it increasingly vulnerable. With more sources, the peak to average ratio of
the composite signal envelope increases and the problem gets worse, as we will see in
Section 5.3.4.
5.3 Scalability of CBI: an Experimental Study
The scalability of CBI is relevant because the disposition of wireless sensor nodes in a de-
ployment should follow application needs. Consider the plausible scenario where a large
number of fixed sensor nodes may be required in a given location, while sparse nodes
suffice in other areas. Also mobile sensors attached to humans, animals or robots impose
a dynamic spatial density. In such scenarios, bulk data transfer with high-throughput,
low-latency and low-power may be important system features. For example, the time
window to transfer data might be limited in railway-bridge monitoring, as data is up-
loaded to passing trains [134]. CBI enhances link performance, radio coverage and
enables node mobility, while maintaining good link quality. Nevertheless, in our experi-
ments we observe a critical lack of link quality scalability as the number of concurrent
repeaters grow, as we explore in the remaining of this chapter.
In this section, we discuss specific aspects of low-power networks based on the IEEE 802.15.4
PHY that are relevant to the scalability of CBI.
5.3.1 Hardware-related features of the IEEE 802.15.4 PHY
As mentioned previously, the oscillator’s frequency accuracy of IEEE 802.15.4 compliant
radios is mandated below ±40 ppm [6]. This accuracy ensures tight bounds on the
transmitter carrier frequency and allows the receiver to use a narrow channel filter to
attenuate out-of-band noise power. However, a frequency discrepancy of up to 200 kHz
is possible between two radios operating in the same channel of the 2.4 GHz band.
We examine the carrier frequency dispersion for TelosB sensor nodes [135] employing a
Software Defined Radio (SDR) from Ettus Research [136] for spectrum analysis, and an
Agilent 8648C Signal Generator as a reference (10 Hz accuracy and time-base stability
below ±0.1 ppm typical). We verify such a frequency offset among nodes and observe no
perceptible time variation in the frequencies, provided a constant room temperature is
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Figure 5.4: FFT of the CC2420 unmodulated carriers from nodes N3, N2 and N4,
together with the Agilent 8648C Signal Generator tuned to the center frequency of
Channel 26. The B210 here actually tunes to 2479.99643 MHz.
maintained. The corresponding carrier frequencies for several TelosB nodes are shown in
the frequency domain in figure 5.4 and the precise frequency values are listed in table 5.1,
as a curiosity.
The IEEE 802.15.4 standard also specifies that the receiver sensitivity must be measured
at a packet error rate (PER) of 1% for 52-symbol packets [6]. Thus, the required symbol
error rate (SER) results near 10−4, which we use as the reference threshold for minimal
link performance. Note that a corresponding chip error rate (CER) value, assuming
chip errors are i.i.d., is not applicable since errors are more probable during envelope
depressions. Hence, we design our experiments to measure both CER and SER. We will
discuss in Section 5.3.3 the necessary experimental setup for these measurements.
Node ID Frequency (MHz)
N1 2480.00682
N2 2479.97831
N3 2479.96013
N4 2480.05641
Table 5.1: Unmodulated carrier frequencies for a few TelosB nodes measured with a
spectrum analyser and the Agilent 8648C Signal Generator.
5.3.2 Composite Channel
The signals traversing the wireless channel reach the receiver with amplitudes that de-
pend on the path loss of the individual channels. Since the baseband signals are time
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Figure 5.5: Time domain representation of the (complex) baseband signal voltage
in arbitrary units. The graph to the left represents the original signal received from
a single repeater (the initiator) while the one to the right shows the beating among
carriers of two repeaters. The fading effect in the composite signal is clearly visible in
the graph to the right.
synchronised, the receiver always locks1 with the preamble of the strongest signal (to de-
code the symbols). Therefore, when the amplitude imbalance is sufficiently large there is
always capture [137]. However, when the magnitudes of the carriers are similar, intrinsic
properties of the composite channel emerge.
1If the two signals were not time synchronised, the receiver will detect the first preamble and lock to
that chip stream. Once the second signal arrives, depending on their relative intensity there might be
capture (stronger arrives first) or a collision (stronger arrives later) resulting in the lost of both packets.
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The indoor multipath wireless channel is a time-invariant channel whose Channel Im-
pulse Response (CIR) is considered quasistationary with a typical rms delay spread
στ < 100 ns (see Saleh and Valenzuela [138]). Thus, the time dispersive nature of the
channel is minimal and the coherence bandwidth is larger than the IEEE 802.15.4 Di-
rect Sequence Spread Spectrum (DSSS) signal bandwidth. Also the individual channel
is very slow time varying [138], with a coherence time much larger than the symbol
duration, Tci  Ts. This regime is known as flat and slow fading [1, 41].
On the other hand, according to equation 5.11, the worst-case coherence time of the
composite channel can be expressed as Tcc = pi/2wc and results in 1 ms ≥ Tcc ≥ 1 µs with
high probability, which is orders of magnitude shorter than what would be observed due
to the Doppler spread. Thus, the composite channel one observes under CBI displays fast
fading, which originates in the carrier frequency disparity of the participating repeater
nodes. Figure 5.5 illustrates the deterioration of the signal for a two-repeater experiment,
with a (50 %) Tcc ≈ 5 µs. Thus, we see the corresponding frequency disparity among the
two repeater 2.4 GHz carriers is close to 40 kHz in the referred experiment. Note that
depressions do not incur in a signal null value, since there was a certain power imbalance
among the nodes.
5.3.3 Experimental Setup
We design our experiments to analyse IEEE 802.15.4 PHY signals. This analysis benefits
from an SDR platform as one can tap into the digital signal processing chain with ease.
Our setup is designed around the Ettus USRP B210 board [136] and an SDR transceiver
implementation in GNU Radio by Bloessl et al., which interoperates with IEEE 802.15.4
radios [139].
We employ a set of TelosB sensor nodes running Glossy [126] in a one-hop network
composed of the initiator and up to eight repeaters. We then record low-noise complex
baseband signals, at least 40 dB over the noise floor. We use an example application
(rx sample to file) from the USRP Hardware Driver (UHD) package running in an
overdimensioned Linux workstation to avoid buffer overflows when recording the signal
at 4 Msps. The initiator sends 15 packets per second, which are retransmitted 16 and 8
times for the wired and wireless experiments, respectively. Our 480-second-long base-
band traces contain at least 1.6× 105 symbols for our error-rate study. Note that failure
to detect the PHY header invalidates the packet, thus we use payloads smaller than 16
byte to maintain robust statistics under high noise levels.
We use two configurations: a wired one and a wireless one. The former is intended to
replace the wireless channel with an isolated and controlled signal path provided by an
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Figure 5.6: Photo of the hardware component arrangement used in our wired exper-
imental setup (left) and the power combiner we built (right). The power combiner is
built from a resistive T-Network, it provides fixed power attenuation of 40 dB regard-
less of the number of ports in use. The resistive loads are calculated to minimise power
reflection through accurate impedance matching for the 50 Ohms ports.
RF power combiner. This power combiner introduces constant signal attenuation instead
of the wireless pathloss, with virtually no signal distortion or delays. Thus, allowing us
to experiment with similar power levels in an accurate and controlled way. It also
allows us to limit the level of noise at the SDR input. On the other hand, the wireless
configuration, uses a real wireless channel to explore CBI in a more realistic scenario.
However, we use a disposition of the nodes where there is line-of-sight between all the
repeaters and the SDR, providing highly correlated wireless channels which emphasize
a worst-case scenario for the scalability of CBI.
Our first (wired) configuration requires all antenna ports (nodes and SDR) be wired
through a 5-port 40 dB T-Network resistive power attenuator and combiner which
emulates an ideal wireless channel without multipath distortions nor external inter-
ference. One node behaves as the flooding initiator, transmitting at an RF power of
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Figure 5.7: Block diagram of the functional component setup used in our wired
experiments.
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PRF = −15 dBm. Its signal runs through an additional 30-dB attenuator, thus reach-
ing the SDR at −85 dBm. The repeater operates up to PRF = −5 dBm, hence it reaches
the SDR at −45 dBm. This power allocation choice is intended to guarantee that the
repeaters get the initiator packets with high probability but also forces its signal below
the noise floor at the SDR. The hardware components setup is ilustrated in figure 5.6,
incluiding a closeup image of the power combiner, on the right side. Moreover, the block
diagram in figure 5.7 represents the functional components, including both hardware
and software, we use for the wired configuration experiments.
Our second (wireless) configuration involves a setup of sensor nodes fastened to an exter-
nal glass wall, and the B210 SDR board with a 12-dBi YAGI antenna (ANT2400Y12WRU)
fixed to a mast on the other end of the office, approximately 7 meters apart. The block
diagram in figure 5.8 illustrates all the components involved in our wireless experiments.
In this case, the initiator antenna is replaced with a dummy load to attenuate its signal.
This is a practical way to preclude the initiator signal from appearing in the SDR traces
and affecting the statistic error study where only repeater’s signal is desired.
The rest of our experiments are conducted off-line, in the computer, employing the rich
component tool set in GNU Radio [140]. Using predefined payloads in Glossy, which are
not altered by repeaters, we compute CER and SER by comparing the received frame
content from the traces with the expected payload.
In order to compute CER, we need frames whose content is the chip sequences corre-
sponding to the payload’s symbols. Thus, we extend the SDR transceiver by Bloessl et
al. to also export frames containing received chips, prior to decoding DSSS symbols.
We generate two separate packet capture (pcap) files with frames containing chips and
symbols, respectively. In order to study link performance, we develop a channel module
suitable to add controlled noise quantities to match a desired SNR value. This module
requires specifying the energy-per-bit (Eb) to spectral noise density (N0) ratio Eb/No (in
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Figure 5.8: Block diagram of the functional component setup used in our wireless
experiments.
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Figure 5.9: GNU Radio flow graph used to measure SER and CER in the composite
channel by adding synthetic noise in an AWGN channel.
dB) and simulates an Additive White Gaussian Noise (AWGN) channel. The variance
values σ2 are internally computed based on the signal’s peak amplitude, the bandwidth
of the IEEE 802.15.4 channel and the specified Eb/No. A step-by-step derivation of σ
can be found in Appendix A. By adding synthetic noise we can study a wide range of
SNR ratios in a controlled and repeatable experiment. The GNU Radio flow graph used
for the error-rate study is shown in figure 5.9. The flow graph consists of a file source,
containing the complex baseband signal, our channel module to add Gaussian noise, and
the extended transceiver. Frames containing decoded chips and symbols are stored in
their respective pcap files for further processing.
5.3.4 Results and discussion
The IEEE 802.15.4 PHY coding scheme for the 2.4 GHz band uses pseudo-orthogonal
codes where k = 4 bits are encoded together into an n = 32 chip sequence. As discussed
in Section 5.2.2, the raw signalling is carried out using Offset-Quadrature-Phase-Shift-
Keying with half-sine-shaping (OQPSK-HSS) at a rate of 2Mchip/s. The code rate r =
k/n = 1/8 then results in a throughput of 250 kbps. Thus, the DSSS processing gain is
PG = 10 log(
1
r ) ≈ 9 dB.
Since symbols are encoded in phase, magnitude variations of the signal do not directly
impact detection reliability. However, as intersymbol distances in the constellation
diagram diminish with the carrier amplitude, the envelope depressions lead to errors
(Section 5.2.3). A brief summary of the most significant experimental results we have
accumulated follows, illustrating the limits of the link performance under CBI.
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Wired Configuration
We use a combination of up to three nodes directly wired to the SDR. This guarantees
controlled and repeatable settings, as well as channel-independent power levels from
repeaters that reach the receiver. In our setup there are two receivers: the initiator and
the SDR. Only if the initiator decodes the repeaters packet correctly can the Glossy
cycle be completed, until the defined number of retransmissions [126]. Additionally, the
power combiner introduces a constant power loss across the signal bandwidth and its
proper impedance matching avoids reflections.
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Figure 5.10: CER curves for single and two-node repeater combinations. The CER
for pairs of nodes decreases for a 5-dB RF power imbalance. Each point in the graph
is computed from 9.4× 104 frames, 16 byte each. A 40-dB power attenuator fixes path
loss to resemble a non-delay and non-multipath channel. Some curves were removed
for clarity.
Figure 5.10 shows CER curves for single- and two-repeater combinations. All three-
node combinations produce error rates well above 10−1 and are not shown. For pairs
of nodes, we obtain a family of curves with varied and generally poor link performance.
We observe a correlation between error rate and power (PRF ) imbalance. We show two
power configurations: (i) all repeaters use PRF = −5 dBm and (ii) decrease one repeater
to PRF = −10 dBm. As we raise the power imbalance by 5 dB, the link performance
increases. Note that 5 dBm is the minimum power step the nodes allow.
The figure also shows that power imbalance moves the curves towards the minimum
theoretically attainable error rate and near the single-repeater curve. We can relate this
result with the ameliorated beating effect brought about by a larger power imbalance.
Note that having different amplitudes in equation (5.11) is better than having similar
ones, as the depth of the undulations in the composite signal corresponds to such ampli-
tude imbalance. The smaller the amplitude imbalance the deeper the signal’s envelope
depression.
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Wireless Configuration
We assess to what extent channel diversity could help reduce error rates. Figure 5.11
shows CER and SER for up to eight repeaters. For the two-node curve an Eb/N0 of
16 dB is needed to maintain a minimum SER of 10−4, a 12 dB difference relative to
one repeater. For the cases of four and eight repeaters, both error rates remain above
10−1. This experimental result indicates the channel diversity gain is limited for highly
correlated indoor wireless channels. Unfortunately, these are very common settings for
wireless sensor network deployments.
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Figure 5.11: CBI among up to eight repeater nodes after symbols traverse a highly
correlated indoor wireless channel. Each point in the graph is computed from 4.8× 104
frames, 8 byte each. The theoretical curve, as derived in [1, Section 6.1.2], is shown for
CER only.
Furthermore, we estimate the pdf of the baseband signal’s envelope. The results are
shown in figure 5.12. As the number of repeaters increases, the envelope’s histogram
spreads, showing a large range of amplitude observations. Besides making the signal
vulnerable to noise as previously discussed, the composite signal demands a high dynamic
range on the receiver. As there is not an automatic gain control (AGC) on the B210
board, signal clipping may occur as more repeaters are added. We make sure the SDR
operates in linear mode, hence the large error rates in figure 5.11 are exclusively due to
the depressions in the composite signal. Note that the two-repeater curve in figure 5.12
recreates the behaviour described by equation (5.11). The rate of change of the cosine
function that describes the envelope’s undulations is lower on the extreme values, which
explains the two peaks in the histogram.
5.4 Summary
CBI is a useful technique to boost link reliability in low-power networks and constitutes
a key technique toward enabling deterministic low-power network operation. However,
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Figure 5.12: Amplitude observations in the magnitude of the signal spread as the
number of repeaters increases. Although the magnitude contains no information, the
lower-end observations become vulnerable to noise, compromising link quality.
we have shown that link quality under CBI does not scale with the number of repeaters
due to lack of coherence among multisource carriers. Specifically, the link layer reliability
is affected by emerging fast fading in the composite channel, wherever capture effect is
absent. Thus, we find a fundamental limitation that potentially impacts all concurrent
transmissions and puts a high demand for dynamic range in the receivers. Commer-
cial transceiver chip implementations feature greater receiver sensitivity than the SDR
board used in these experiments, and use an AGC that reacts to (not very fast) enve-
lope depressions by increasing the gain in the receiver’s signal chain. Combined, these
attributes can improve the link quality, e.g. as reported by Ferrari et al. in [126, figure
12]. However, we suspect this is effective for a low-noise channel only, since amplification
cannot improve SNR. Further experimentation is needed to understand the interaction
between the composite signal and the AGC response in existing radio transeivers. Even
in the absence of noise, a relatively large AGC’s response time may prevent correct
reception for a small enough coherence times in the composite channel.
Doddavenkatappa et al. orchestrate multichannel transmissions to sustain a packet
pipeline while flooding the network [129, 130]. Multichannel operation expands the
degrees of freedom and time diversity increases probability of reception, but open ques-
tions remain in regard to suitable repeater selection for effective network flooding, i.e.,
guaranteeing power imbalance in all receivers, for enhanced performance. A power allo-
cation optimization framework to enhance the RF power imbalance in all nodes across
the network is an interesting approach whose feasibility is yet to be investigated. It
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may also be relevant to look into the security benefits of a power allocation that include
jamming nodes inside the network to make eavesdropping difficult or impossible far from
the intended spatial destination.
An alternative solution to the composite signal depressions is to introduce channel di-
versity gain in the PHY layer, using space-time codes [141], which would be suitable for
low-power design. However, its usage requires access to the PHY layer for precoding the
baseband signal, what is not possible if the radio transceiver’s baseband processing mod-
ules are implemented in hardware, as in most COTS radio transceivers chips existing in
the market. The space-time code implementation requires either an SDR platform or
low-power radio chips with flexible baseband processing in software. Unfortunately, the
chips were introduced only recently by companies like Nordic Semiconductors (e.g. the
SoftDevices for nRF51XXX series SoC) and Silicon Labs (the promising EFR32 series
SoC, which at the time of writing have not been yet released to the market) [32].

Chapter 6
Conclusions
This dissertation focuses on radio interference in low-power wireless networks, it presents
four interrelated topics and details several aspects of our contributions in each.
Firstly, repeatable interference generation is addressed in order to experiment with low-
power wireless networks (LPWN) protocols, measure its impact on protocols perfor-
mance, benchmark protocols under realistic and controlled interference as well as assist
in the design of new ones. Thus, we present JamLab, a low-cost solution to augment
testbeds with interference generation capabilities.
Secondly, we propose a novel quality metric for the wireless channel—dubbed CQ—which
meaningfully quantifies the channel condition under interference to assist in mitigation
strategies. Our metric has a strong correlation with packet reception rate (PRR) but ac-
counts for interference only, its based on channel availability over time and is agnostic to
the interference source. Moreover, there is no need for packet transmissions as our metric
relies exclusively on energy detection in the channel. Therefore, measuring/computing
CQ has no side effect on the channel and scales well with node density.
Thirdly, we use our CQ metric to study dynamic packet size adaptation and the appli-
cation of erasure codes for optimizing reliability, energy consumption and throughput.
Based on measurement data collected from a building containing several Wi-Fi networks,
we showed that for moderate and low interference levels, increasing the packet size to a
few hundred bytes, i.e. beyond the limit specified in the IEEE 802.15.4 standard, can
lead to significant improvements in network performance. We also show that erasure
codes drastically improve energy-efficiency and throughput of low-power wireless links,
remaining cost-effective for large payload sizes, e.g., 1000–1500 bytes.
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Fourthly, we investigate constructive baseband interference CBI—a useful technique to
boost link reliability in low-power networks—a key technique recently introduced to pro-
vide deterministic low-power network operation. We show that link quality under CBI
does not scale with the number of repeaters due to lack of coherence among multisource
carriers. Thus, we find a fundamental limitation that potentially impacts concurrent
transmissions under CBI, which requires further experimentation to understand the ex-
tent at which the composite signal remains readable in existing radio transceivers and
possible solutions for the worst-case scenarios. Even more critical, interference from
other networks may prevent correct reception due to the vulnerability of the composite
signal and small coherence times in the composite channel. It may also be relevant to
look into the security benefits of a power allocation that include jamming nodes inside
the network to make eavesdropping difficult or impossible far from the intended spatial
destination.
Contrary to other wireless networks, LPWN put emphasis in energy efficiency and nodes
use low-cost hardware. These constrains posse additional challenges to maintain reliabil-
ity and predictability in the network performance. While sophisticated signal processing
is often used in other networks, it requires richer computation resources than what is
typical in LPWN nodes. Thus, there is a need for innovation in new techniques that
provides necessary performance metrics to extend the application of LPWN into critical
infrastructure monitoring and control within the evolving Internet. Permitting the next
wave of grows of the Internet to connect the physical world and reach domains such as
sustainable transportation, agriculture, healthcare among others. New research direc-
tions consider energy harvesting techniques and novel radio interfaces which suits some
of these scenarions.
Future work include: (i) online evaluation of our channel quality metric (CQ) metric for
resource allocation techniques and performance trade-off in next generation low-power
radio designs and (ii) effect of external interference on the composite signal under CBI.
Both constitute revant use cases for JamLab and can contribute to better understand
the requirements for future low-end spectrum sensing and radio adaptation techniques
for interference-aware protocols operating in unlicensed spectrum.
Appendix A
Noise Generation
The study of noise and its effects on communication systems is based on the mathemat-
ical theory of random processes. What we observe physically is a noise waveform X(t),
which can be model as collection of random variables, one for each time instant t . This
collection of random variables is called a random process.
Noise in the wireless channel is often modelled as an additive white Gaussian noise
(AWGN). Although white noise implies an infinite bandwidth—i.e. including all fre-
quency components in the spectrum—, in any practical scenario the channel is band-
width limited. Moreover, the amplitude in the time domain has a normal distribution.
Therefore, noise does not have a maximum amplitude. Instead, the noise amplitude is
probabilistic in nature and can take any arbitrary value, with the corresponding proba-
bilities.
In this appendix, we derive an expression for the noise variance σ2 of the associated
normal distribution required to obtain a range of normalised (Eb/No) signal-to-noise
ratios (SNR) desired for our experiments. The resulting σ2 is then used in a GNU
Radio [140] channel module developed for this purpose, which is described in Chapter 5.
Thus, we need to express noise variance σ2 as a function of the given signal’s peak
amplitude, the bandwidth of the IEEE 802.15.4 channel and the desired Eb/No.
Let the normalised SNR be expressed as a function of the energy corresponding to one
data bit (Eb) and the noise spectral density No:
SNR = Eb/No (A.1)
This energy-per-bit Eb can be expressed for the OQFSK-HSS (or MSK) signal in terms
of its peak amplitude (A) and its frequency (fc) as follows:
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Eb = A
2/4fc (A.2)
Let noise be modelled as a zero-mean Wide-Sense Stationary (WSS) random processes
X(t), assumed to exist in the input of a linear time-invariant system (impulse response
h(t) and transfer function H(f)), with power spectral density proportional to |H(f)|2
and constant of proportionality No/2—the two-sided power spectral density of the white
noise—, which is the value of the power spectral density of the white noise process for
all frequencies, −∞ < f <∞. Then, it can be shown the following relation holds:
σ2X(t) =
No
2
∫ ∞
−∞
|h(t)|2dt = No
2
∫ ∞
−∞
|H(t)|2df (A.3)
The reader is invited to see a formal treatment of WSS random processes by Pramod
Viswanath in [142, Appendix A].
In the case of white noise in a flat frequency response systems, with finite bandwidth
B, the transfer function is |H(t)| = 1 and, thus, the integral in equation A.3 results in:
σ =
√
NoB/2 (A.4)
Now, substituting equation A.2 into equation A.1, replacing the resulting No into equa-
tion A.4, we obtain the following expression, where SNR is expressed in dB:
σ =
√
A2B/8fc10(SNRdB/10) (A.5)
The baseband carrier frequency for IEEE 802.15.4 [6] corresponds to fc = 500 kHz
or equivalently the chip duration is Tc = 10
−6 s. While we are sampling the baseband
signal at a sampling rate of 4 Msps, we limit the noise bandwidth to the 802.15.4 system.
The spectral footprint of the OQFSK-HSS signal falls off about (0.75fcTc), resulting in
B = 1.5 ∗ 500 kHz = 750 kHz. The power spectra for OQFSK-HSS (or MSK) signal can
be found in [143, figure 6.9].
Thus, the required value of σ for our channel module can be obtained as follows:
σ = A/
√
(16/3)10−(SNRdB/10) (A.6)
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Our module emulates an AWGN wireless channel adding the necessary level of noise
power to satisfy the input parameter SNR, based on the signal’s magnitude peak values
which is dynamically measured internally.
A radio receiver’s AGC adjusts gain to avoid non-linearities and maintain high resolution
sampling across the amplifier chain, prior to the ADC stage. We consider that the AGC
treat signals and noise equally, if they are changing faster than the AGC’s response time.
A phase modulated signal has average-to-peak magnitude ratio near one. However,
signals whose magnitude average-to-peak ratios are lower—e.g. due to carrier beating—
will lend themselves to more errors, regardless of their (average or peak) magnitudes.
Therefore, using the signal’s magnitude peak values as the reference to sinthetise noise
is conducive to a fair comparison among different signals in our experiments.
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