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The nearly analytic integration discrete (NAID) method for solving the two-dimensional acoustic wave
equation has been fully mathematically revised, analyzed and tested. The NAID method is an alternative
numerical modeling method for generating synthetic seismograms. The acoustic wave equation is ﬁrst
transformed into a system of ﬁrst-order ordinary differential equations (ODEs) with respect to time var-
iable t, and then directly integrated at a small time interval of [tn, tn+1] to obtain semi-discrete ordinary
differential equations. The integral kernel is expanded into a truncated Taylor series, to which the inte-
gration operator is explicitly applied. The high-order temporal derivatives involved in the integral kernel
are replaced by high-order spatial derivatives, which then are approximately calculated as a weighted
linear combination of the displacement, the particle-velocity, and their spatial gradients. In this article,
we investigate the theoretical properties of the revised NAID method, including the discrete error and
the stability criteria. Numerical results for constant and layered velocity models show that, comparing
to the Lax–Wendroff correction (LWC) scheme and the staggered-grid ﬁnite difference method, the NAID
method can effectively suppress the numerical dispersion and source-noises caused by the discretization
of the acoustic wave equation with too-coarse spatial grids or when models have strong velocity con-
trasts between adjacent layers. The proposed NAID method has been applied in computing the acoustic
waveﬁelds for two heterogeneous models – the corner edge model and the Marmousi model. Promising
numerical results illustrate that the NAID method provides an encouraging tool for large-scale and com-
plex wave simulation and inversion problems based on the acoustic equation.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
Different numerical techniques are available for the wave-ﬁeld
simulations. The most general numerical methods for solving the
acoustic wave equation include ﬁnite-difference (FD) methods (e.g.,
Kelly et al., 1976; Virieux, 1986), ﬁnite-element methods (FEM)
(e.g., Yang et al., 2008), pseudo-spectral (PS) methods (e.g., Kolsloff
and Baysal, 1982; Fornberg, 1987), spectral element methods (SEM)
(e.g., Seriani et al., 1992; Cohen et al., 1993; Priolo et al., 1994), and
so on. These methods have been widely used to model the acoustic
wave propagating in single-phase and multi-phase media. However,
each method has its advantages and disadvantages.
Among these numerical approaches, the FD methods for model-
ing wave propagation seem to be the most popularly used ones due
to their computation efﬁciency and less storage requirements. Onll rights reserved.
.
Yang).the basis of FD approximating directly the spatial and temporal
derivatives including the acoustic-wave equation, different numer-
ical methods such as the second-order center scheme (Kelly et al.,
1976; Igel et al., 1995; Zhang et al., 1999) or the high-order FD
scheme (e.g., Shubin and Bell, 1987; Fornberg, 1990; Igel and We-
ber, 1995), high-order compact schemes (Lele, 1992; Gustafsson
and Wahlund, 2005) or the Lax–Wendroff correction (LWC)
scheme (Dablain, 1986), and the so-called optimally accurate
schemes (Geller and Takeuchi, 1998; Takeuchi and Geller, 2000)
have been developed in the past two decades. These methods serve
as powerful tools in exploration seismology. However, some FD
methods such as the conventional ﬁnite-difference methods with
second- and fourth-order accuracies often suffer from the numer-
ical dispersion when too few samples per wavelength are used or
when models have large velocity contrasts or artifacts caused by
sources at grid points (Fei and Larner, 1995; Yang et al., 2002).
Numerical dispersion, which is an un-physical phenomenon
caused by discretizing the wave equation (Sei and Symes, 1994;
Yang et al., 2002), is an important issue in numerical seismic
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is performing the calculation on a ﬁner grid. But in most situations,
it can cause dramatic increase in the computer storage and the
computational cost.
To reduce the numerical dispersion, a promising approach that
inherits the efﬁciency of the FD methods has been proposed for
solving acoustic and elastic wave equations (Yang et al., 2003a,
2006). This approach uses a truncated Taylor expansion with re-
spect to time to analytically approximate the wave displacement
and its gradients at grid points, while the high-order space deriva-
tives involved in these truncated Taylor formulae are determined
through using some interpolation relations based on the functions
of the truncated Taylor expansion with respect to spatial incre-
ments. Based on the same idea, several versions have been devel-
oped, including the nearly analytic discrete method (NADM), the
optimal nearly analytic discrete method (ONADM) (Yang et al.,
2006), Runge–Kutta method using high-order interpolation
approximation (Yang et al., 2007a) for solving 2D acoustic and elas-
tic wave equations, and the improved nearly analytical discrete
method (INADM) for 2D porous elastic wave equations (Yang
et al., 2007b). Numerical results of these schemes illustrate that
the NADM-based approaches can effectively suppress numerical
dispersions caused by the discretization of the wave equations
when too-coarse grids are used.
Following Yang’s previous work, this article mathematically
fully revises the derivation of the computational formulae for the
nearly analytic integration discrete method for the acoustic wave
equation in homogeneous media, which is called the NAID method
in brief. We ﬁrst transform the original acoustic wave equation into
a system of ﬁrst-order ordinary differential equations with respect
to time and then use a linear combination of the displacement, par-
ticle-velocity, and their gradients to approximate the high-order
spatial derivatives involved in the ODEs. The time advancing is
based on the integration of the truncated Taylor expansion of the
integral kernel. Besides, a heterogeneous formulation of the NAID
is also presented. Finally we investigate the theoretical properties
including the discrete error and stability of the NAID method and
compare the NAID method with the high-order LWC and the stag-
gered-grid (SG) methods through the numerical errors, amplitude
waveforms, and wave-ﬁeld snapshots. Waveforms, wave ﬁeld
snapshots, and synthetic seismograms illustrate that the NAID
method can effectively suppress the numerical dispersion and
source-noises caused by the discretization of the acoustic-wave
equation when coarse spatial increments are used. Promising
numerical results computed for corner edge and Marmousi models
also demonstrate the efﬁciency of the NAID method in suppressing
the numerical dispersion when the NAID method is applied to
complex heterogeneous models.
2. Formulation of the NAID method
2.1. Homogeneous case
Consider the scalar wave equation in a two-dimensional homo-
geneous medium,
@2u
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where u is the wave displacement and c is the acoustic velocity. The
external force does not take part in the formulation of the problem
and is neglected. For the formulation of the NAID method, we deﬁne
w = @u/@t, U = (u,@u/@x,@u/@z)T and W = (w,@w/@x,@w/@z)T. Through
a series of mathematical manipulations (see Appendix A), we obtain
the semi-discrete schemes for the numerical solutions of U andW at
the grid point (j,k) as follows:Unþ1j;k  Unj;k
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where @pxqz = @p+q/@xp@zq, cj,k = c is the constant acoustic velocity for
the homogeneous case, and Dt is the time step. To implement the
schemes (2) and (3), we should evaluate the high-order spatial
derivatives at the grid point (j,k). The basic idea for the evaluation
of the high-order spatial derivatives @pxqzU
n
j;k is to ﬁnd a 3  3 differ-
ence-operator matrix Cpq that satisﬁes @pxqzU
n
j;k ¼ CpqUnj;k. The de-
tailed process to ﬁnd the matrix Cpq is presented in Appendix B.
The same operator matrix Cpq is also applied to the evaluation of
the high-order derivatives @pxqzW
n
j;k.2.2. Heterogeneous case
The acoustic wave equation in a two-dimensional heteroge-
neous medium can be written by
q
@2u
@t2
¼ @ðl@u=@xÞ
@x
þ @ðl@u=@zÞ
@z
; ð4Þ
where q(x,z) is the density and l(x,z) is the elastic parameter. By
assuming that the media are locally homogeneous in the immediate
vicinity of each grid point, the NAID method (2) and (3) can be di-
rectly applied to heterogeneous model with few and large zones of
homogeneous media. Since the NAID method involves only three
points in one spatial direction and uses simultaneously the dis-
placement, particle-velocity, and their gradients to approximate
the high-order spatial derivatives, this approach can efﬁciently cap-
ture the acoustic velocity variation in heterogeneous media. How-
ever, in the case of strong interfaces and heterogeneities, the
medium model need to be smoothed out by averaging the proper-
ties at each node taking into account the values at the closest nodes
or heterogeneous formulation must be used. Graves (1996) took
into account the heterogeneity by using efﬁcient media parameters.
Moczo et al. (2002) constructed an explicit heterogeneous 3D
fourth-order displacement–stress ﬁnite-difference scheme on a
staggered grid with volume harmonic and arithmetic averaging of
elastic modulus and densities. His approach appropriately satisﬁes
the displacement and traction continuity across interfaces. In our
present study, for the heterogeneous medium case we use a similar
formulation as that of Moczo et al. (2002). In other words, the den-
sity and elastic parameter at a speciﬁc node are approximated by
arithmetic and harmonic averaging, respectively. In detail, the
averaging density and the averaging elastic parameter for the
two-dimensional acoustic wave equation at the grid point (j,k) are
computed as follows:
qj;k ¼
qj1;k1 þ qjþ1;k1 þ qj1;kþ1 þ qjþ1;kþ1
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The NAID method for heterogeneous media has the same form as
that for the homogeneous case, presented in Eqs. (2) and (3). Only
difference is to replace cj,k presented in Eqs. (2) and (3) by
cj;k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lj;k=qj;k
p
for the heterogeneous medium with strong
interfaces.
Two important points should be emphasized regarding to the
approximations of the high-order spatial derivatives @pxqzU
n
j;k and
@pxqzW
n
j;k. First, different from the LWC or compact schemes or
high-order optimal FD schemes, the NAID method simultaneously
uses the displacement, the particle-velocity, and their gradients to
approximate the high-order spatial derivatives. Since the gradients
of the displacement and the particle-velocity contain signiﬁcant
wave-ﬁeld information, the NAID method can produce great
improvement in improving numerical accuracy and suppressing
the numerical dispersion, which has been conﬁrmed in our numer-
ical investigations. Second, the revised formulae of approximating
the high-order derivatives in this article have much better symme-
try compared with those presented in Yang’s work (Yang et al.,
2003a) and can be directly extended to the 3D case.
3. Error analysis, stability criteria, and numerical dispersion
3.1. Theoretical and numerical errors
In this section we ﬁrst analyze the theoretical error for the 2D
acoustic wave problem in a homogeneous medium with a constant
velocity c and a uniform spatial increment hx = hz = h. For the case
of our consideration, from Eq. (C.11) we conclude that the NAID
method is fourth-order accurate with respect to both time and
space, and the detail derivation can been found in Appendix C.
To further illustrate the numerical accuracy of the NAID meth-
od, we consider the following 2D initial-value problem:
@2u
@x2
þ @
2u
@z2
¼ 1
c2
@2u
@t2
; ð7aÞ
uð0; x; zÞ ¼ cos 2pf0
c
x cos h0  2pf0c z sin h0
 
; ð7bÞ
@uð0; x; zÞ
@t
¼ 2pf0 sin 2pf0c x cos h0 
2pf0
c
z sin h0
 
; ð7cÞ
where c is the velocity of the plane wave, h0 the incident angle at
time t = 0, and f0 the peak frequency. For comparison, we also use
the fourth-order LWC and fourth-order SG (Moczo et al., 2000)
methods to solve the initial-value problem (7).
In the numerical experiment, the number of the gird points is
201  201 and the spatial increments and the time step are
hx = hz = 25 m and Dt = 0.001 s, respectively. The peak frequency
is f0 = 15 Hz, and the wave velocity is c = 4.0 km/s. The reference
time is between t = 0 and t = 2.0 s. The relative error (Er) is the ratio
of the root-mean square (rms) of the residual unj;k  uðtn; xj; zkÞ to
the rms of the exact solution u(tn,xj,zk). It has an explicit form as
follows:
Erð%Þ ¼ 1PN
i¼1
PN
j¼1½uðtn; xi; zjÞ2
XN
i¼1
XN
j¼1
½uni;j  uðtn; xi; zjÞ2
( )1
2
 100: ð8Þ
Fig. 1a shows the comparison of the relative error Er at different
time between the fourth-order LWC and the NAID method, while
Fig. 1b shows the comparison of relative numerical errors com-puted by the fourth-order SG method and the NAID method,
respectively. We can ﬁnd that the NAID method has the smallest
relative error Er among the three methods. Hence, the NAID meth-
od has a better performance on numerical accuracy than the
fourth-order LWC scheme and the fourth-order SG method.
3.2. Stability criteria
For the 2D homogeneous case, the Courant number relating
temporal and spatial increments to the wave velocity c is deﬁned
by a = Dtc/h. Following the Richtmyer and Morton’s stability anal-
yses (Richtmyer and Morton, 1967), through a series of mathemat-
ical operations, we obtain the following stability condition under
the case of h = hx = hz for the 2D homogeneous media (see Appen-
dix C),
a ¼ Dtc=h 6 0:606; ð9Þ
or
Dt 6 0:606h=c; ð10Þ
where 0.606 is the maximum Courant number.
The stability condition for a heterogeneous medium cannot be
directly determined but could be approximated by using a local
homogeneous method. Our conjecture is that Eq. (10) is approxi-
mately correct for a heterogeneous medium if the maximal value
of the wave velocity c is used.
3.3. Numerical dispersion
A well-known and major artifact is the numerical dispersion or
grid dispersion limiting the applications of point-wise discretiza-
tion schemes for the acoustic-wave equation. This numerical arti-
fact causes the phase speed to become a function of spatial and
time increments. The relative computational merit of most discret-
ization schemes hinges upon their ability to minimize this effect. In
this section, following the analysis methods presented in the cited
references (Vichnevetsky, 1979; Dablain, 1986; Yang et al., 2006),
we investigate the dispersion relation between grid dispersion
and spatial steps with NAID method. For comparison, we also pres-
ent the dispersion relations from fourth-order SG method.
Substituting Dx = Dz = h, b = 2pSpcosn, and h = 2pSpsinn into M
shown in Eq. (C.13), the dispersion equation can be expressed as
DetðeicE66 MÞ ¼ 0; ð11Þ
where c ¼ xnumDt; i ¼
ﬃﬃﬃﬃﬃﬃﬃ
1
p
; h is the spatial increment, Sp = h/k is
the spatial sampling rate deﬁned by Moczo et al. (2000), k is the
wavelength, and h is the wave propagation angle. Using the disper-
sion relation (11), we obtain the ratio of the numerical wave veloc-
ity (cnum) to the phase velocity (c0) as follows:
R ¼ cnum
c0
¼ c
2paSp
; ð12Þ
where c =xnumDt is a nonlinear function of both the Courant num-
ber a and the spatial sampling rate Sp which satisﬁes the dispersion
equation (11).
In order to examine the effect of wave propagation direction h
on the numerical dispersion, we choose wave propagation angles
h = 0, 9, 18, 27, 36, 45. For h in the range of [45,90], its dis-
persion curve is the same as that of 90  h. For h in the range of
[k  90, (k + 1)  90], its dispersion curve is the same as that of
(k + 1)  90  h, where k = 1,2,3. This property reveals that NAID
method has good symmetry about wave propagation angles. Thus,
these chosen directions are sufﬁcient to show the scattering of the
dispersion curves for different possible directions of propagation in
space.
Fig. 1. The relative errors of (a) the fourth-order LWC and the NAID method, (b) the fourth-order SG and the NAID method measured by Er are shown for the 2D initial
problem (5). The spatial and temporal increments are 40 m and 0.002 s, respectively.
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pling rate Sp. The curves from bottom to top correspond to different
propagation directions h = 0, 9, 18, 27, 36, 45. The results plot-
ted in Fig. 2a–c are computed by the dispersion relation (11) with
Courant numbers of 0.1, 0.3, and 0.5, respectively. Fig. 2a–c shows
that the maximum phase velocity error of the NAID method does
not exceed 9.5%, even if there are only 2 grid points per minimum
wavelength (Sp = 0.5). For a sampling rate of Sp = 0.16 presented in
Fig. 2a–c, corresponding to 6 grid points per minimal wave length,
the numerical velocity is very close to the actual phase velocity and
the numerical dispersion error does not exceed 0.1%. Fig. 2a–c also
shows that the dispersion curves differ for different propagation
directions: the numerical dispersion is the worst as the wave prop-
agates along a coordinate axis (h = 0), but the smallest in diagonal
direction (h = 45). From Fig. 2a–c we observe that the numerical
velocity for the NAID method is usually smaller than the exact
velocity. With the increase of the Courant number, the numerical
velocity gradually approaches the exact wave velocity in all direc-
tions. This shows that the dispersion in the NAID method follows
the real signal and we can minimize the numerical dispersion by
using a greater Courant number within the stability limit.
Fig. 2d–f shows the numerical dispersion curves computed by
2D fourth-order SG method (Moczo et al., 2000) under the same
condition. In contrast with the curves in Fig. 2a–c computed by
the NAID method, the numerical dispersion for the fourth-order
SG method changes greatly for different propagation directions.
The numerical dispersion is now the strongest one for an acous-
tic-wave propagating along a coordinate axis and the weakest
one in diagonal direction. The numerical dispersion computed by
fourth-order SG method is more serious compared with that of
the NAID method. For example, the maximum dispersion error cal-
culated with the NAID method is less than 9.5% (Fig. 2a–c),
whereas the dispersion error calculated by the fourth-order SG
method is greater than 20% (see Fig. 2d–f). From Fig. 2f we observe
that the dispersion of the fourth-order SG method is irregular.
Sometimes it leads the exact signal and other times it follows the
signal. This phenomenon indicates that it is not suitable to choose
a bigger Courant number for fourth-order SG method. Further-
more, Fig. 2d–f also shows quite great differences of the dispersion
errors in different directions for the fourth-order SG. It suggests
that the fourth-order SG method has greater numerical dispersion
anisotropy as compared with the NAID method. Furthermore, torestrict the dispersion error within 0.1%, Fig. 2d–f shows that the
minimal sampling rate of the fourth-order SG is about Sp = 0.05,
corresponding to 20 grid points per minimal wave length, whereas
the NAID needs only 6 grid points per minimal wave length for the
same dispersion error of 0.1% shown in Fig. 2a–c.
Through the comparison of Fig. 2a–c computed by the NAID
method with Fig. 2d–f computed by the fourth-order SG, we con-
clude that the NAID method offers smaller numerical dispersion
than the fourth-order SG method for the same spatial sampling.
This conclusion has been veriﬁed via new experiments in following
sections.4. Numerical examples
In this section, we ﬁrstly investigate the numerical dispersion
and computational efﬁciency of the NAID method through model-
ing waveforms in a homogeneous medium. For comparison, some
results, generated by the LWC and the staggered-grid schemes,
are also shown. Secondly, we test the performance of the NAID
method for two-layer homogeneous model with a strong velocity
contrast across the interface. Thirdly, we show the numerical
examples of the NAID method for heterogeneous isotropic case
through choosing the corner edge model and Marmousi model.
The numerical experiments presented in this paper are performed
on a personal computer equipped with Inter Core 2 Duo CPU and
996 MB RAM.4.1. Homogeneous medium model
To investigate the validity of suppressing the numerical disper-
sion and the computational efﬁciency of the NAID method, we
choose the homogeneous medium model with the acoustic veloc-
ity of c = 3.0 km/s. The computational domain with a uniform grid
spacing (hx = hz = h) is 0 6 x 6 10 km and 0 6 z 6 10 km. The source
with a peak frequency of f0 = 24 Hz is located at the center of the
computational domain. The time variation of the source function is
f ðtÞ ¼ 5:76f 20 ½1 16ð0:6f 0t  1Þ2 exp½8ð0:6f 0t  1Þ2: ð13Þ
Meanwhile, in the numerical experiment we choose the sampling of
2.5 points per wavelength, resulting that the spatial increment is
Fig. 2. Grid-dispersion curves showing the dependence on the sampling rate Sp deﬁned by Sp = h/k (Moczo et al., 2000) being h the grid spacing and k the wavelength. The
curves correspond to 2D acoustic wave propagation in 6 azimuths from h = 0 to h = 45 at constant interval of 9. (a–c) The curves obtained by the NAID method and (d–f)
dispersion curves computed by the fourth-order staggered-grid method.
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bility condition (8), the time step is chosen as Dt = 0.008 s.
Fig. 3 shows the waveforms recorded at the position of
(6 km,6 km) on the coarse grid (Dx =Dz = 50 m), where the solid
line denotes the analytical solution (De Hoop, 1960) and the
dashed line represents the numerical solutions computed by the
NAID method (Fig. 3a), the fourth-order LWC (Fig. 3b), and the
fourth-order SG method (Fig. 3c), respectively. Fig. 3a shows that
the waveform generated by the NAID method is basically identicalwith the analytical solution for the sampling of 2.5 points per
wavelength, whereas the fourth-order LWC and the fourth-order
SG methods suffer from the serious numerical dispersion (see
Fig. 3b and c). It illustrates that the NAID method provides the
same numerical result as the analytical solution and can effectively
suppress the numerical dispersion caused by the discretization of
the acoustic-wave equation for the coarse grid case. It implies that
the NAID method can increase computational efﬁciency and save
storage if the coarse grid is used in seismic numerical simulations.
Fig. 3. Waveforms generated by (a) the NAID method, (b) the fourth-order LWC, and (c) the fourth-order SG on the coarse grid (hx = hz = 50 m) in the homogeneous model.
The dashed line notes the numerical solutions, while the solid line notes the analytical solution.
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through wave-ﬁeld calculations for the same model.
Fig. 4 shows the wave-ﬁeld snapshots on the coarse grid
(Dx =Dz = 50 m) at t = 1.2 s, generated respectively by the NAID
method (Fig. 4a), the fourth-order LWC (Fig. 4b), and the fourth-or-
der SG (Fig. 4c). We can see that the wavefronts of acoustic waves
shown in Fig. 4 are basically identical. However, the wave-ﬁeld
snapshot (Fig. 4a), generated by the NAID method, shows that
the NAID method has no visible numerical dispersion even if the
sampling of 2.5 points per wavelength without any additional
treatments, whereas the fourth-order LWC and the fourth-order
SG methods suffer from serious numerical dispersions (see
Fig. 4b and c).
To demonstrate the computational efﬁciency of the NAID meth-
od in details, in the following we present the wave-ﬁeld snapshots
computed by the fourth-order LWC and the fourth-order SG meth-
ods on the ﬁne grid.
For the LWC or ﬁnite difference methods, an efﬁcient way to re-
duce the numerical dispersion is to increase the sampling points
per wavelength. Many numerical experiments show that for the
chosen explosive source, the fourth-order LWC and fourth-order
SG methods have a minimum sampling of 10 points per wave-length. To satisfy the minimum sampling rate, we must choose
the grid spacing of h = 12.5 m for the fourth-order LWC and the
fourth-order SG to control the numerical dispersion. It implies that,
for the 2D case in the same computational domain of
0 6 x 6 10 km and 0 6 z 6 10 km presented previously, the num-
ber of grid points is 801  801 for the fourth-order LWC and SG
methods, while the number of grid points for the NAID method
is only 201  201. As a result, the memory requirement of the
NAID method is roughly 12.6% of that of the fourth-order LWC
and about 6.3% of that of the fourth-order SG (the NAID method
has computed six wave ﬁelds – the displacement, the particle-
velocity and their spatial derivatives, while the LWC and the SG
methods compute only the displacement wave ﬁeld).
Fig. 5 shows the wave-ﬁeld snapshots on the ﬁner grids
(h = Dx = Dz=12.5 m), generated by the fourth-order LWC and
fourth-order SG methods under the same Courant number as that
in the coarser grid increment of 50 m. Comparison between Figs. 4a
and 5 demonstrates that the NAID method on a coarse grid
(h = 50 m) can provide the same accuracy as those of the fourth-or-
der LWC and fourth-order SG methods on ﬁne grids (h = 12.5 m).
But the computational cost of the NAID method is quite different
from those of the LWC and the SG methods. For example, it took
Fig. 4. Snapshots of acoustic-wave ﬁelds at time 1.5 s on the coarse grid (hx = hz = 50 m), generated by (a) the NAID method, (b) the fourth-order LWC, and (c) the fourth-order
SG, respectively.
Fig. 5. Snapshots of acoustic-wave ﬁelds at time 1.5 s on the ﬁne grid (hx = hz = 12.5 m), generated by (a) the fourth-order LWC and (b) the fourth-order SG method.
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fourth-order LWC took about 176 s and the fourth-order SG took
about 97 s to generate Fig. 5a and b, respectively. This suggests that
the computational speed of the NAID method is roughly 12 times
faster than that of the fourth-order LWC and about 7 times faster
than that of the fourth-order SG method on a ﬁne grid to achieve
the same accuracy of the NAID method on a coarse grid.
To further analysis and compare the computational cost, we
take a uniform rectilinear 2D mesh with Nx and Nz nodes along
the x-axis and z-axis, respectively (Marfurt, 1984). Assuming that
CPU time depends only upon multiplications (Marfurt, 1984), thenumber of numerical ﬂoating point operations of the NAID method
is about 90  Nx  Nz per iteration. For the fourth-order LWC
scheme and the fourth-order staggered-grid method, the number
of operations is 30  Nx  Nz and 16  Nx  Nz, respectively. In this
example (Figs. 4 and 5), the wavelength of the Ricker wavelet is
125 m. The propagation distance is 3.6 km. So, the propagation dis-
tance contains 28.8 wavelengths. As shown in Fig. 7.1-1 (Fornberg,
1998), for a conventional fourth-order FD method whose simulat-
ing distance is covered by 28.8 wavelengths, about 10 points per
wavelength is needed to obtain an accurate result. Therefore, for
accurate simulations the number of numerical ﬂoating operations
P. Tong et al. / International Journal of Solids and Structures 48 (2011) 56–70 63of the fourth-order LWC and the fourth-order staggered-grid meth-
od runs up to 16  30  Nx  Nz and 16  16  Nx  Nz, respec-
tively. However, the number of numerical ﬂoating point
operations of the NAID method is still 90  Nx  Nz per iteration.
This again veriﬁes that the NAID method has the least numerical
ﬂoating operations per iteration. The less requirements of both
the storage space and the CPU time lead to the great efﬁciency of
the NAID method.
Another substantial advantage of the NAID method over the
LWC and the staggered-grid scheme is its artiﬁcial boundary treat-
ment. In each computation, the NAID method involves only three
grids in one spatial direction, while the fourth-order LWC and
fourth-order SG requires more than 3 grid points. The demand of
more grids in one direction prevents the algorithms from efﬁcient
parallel implementation and artiﬁcial boundary treatments.4.2. Two-layer model
In the second experiment, we choose the computational domain
of 0 6 x 6 20 km and 0 6 z 6 20 km. The velocities for the two-
layer model with a constant density are 2.4 km/s and 4.8 km/s in
the upper layer and lower layer media, respectively. The interface
is located at depth of 8 km. The acoustic velocity at the interface is
approximated by 3.036 km/s through using Eq. (6) and the relation
c ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃl=qp . The source wavelet used is a symmetric Ricker wavelet
with 15 Hz peak frequency. The source and the receiver are located
at (10 km,7 km) and (10 km,6 km) above the interface, respec-
tively. The spatial and time steps are chosen as Dx =Dz = 40 m
and Dt = 0.002 s, resulting in 4 sampling points per minimal wave-
length. In this example, we also present the analytical solution
using the Cagniard–de Hoop method (Aki and Richards, 1980; Berg
et al., 1993).
Fig. 6 shows the waveform comparison of the analytical solu-
tions computed by the Cagniard–de Hoop method (Aki and Rich-
ards, 1980) and numerical solutions computed by the NAID
method (Fig. 6a) and the fourth-order SG (Fig. 6b). The solid and
dashed lines represent the analytical solution and the numerical
solutions, respectively. The waveforms (Fig. 6a), generated by the
NAID method and the Cagniard–de Hoop method, respectively,
show good overall agreement between the two methods for differ-
ent phases. The numerical result computed by the NAID method is
almost identical with those calculated by the Cagniard–de HoopFig. 6. Comparison of waveforms on the medium spatial grid (Dx = Dz = 40m), generat
analytical solution (solid line) for the two-layer medium with strong velocity contrastsmethod except for slight phase difference behind the wave peak
(see Fig. 6a) for the chosen medium grid. However, the waveform
(Fig. 6b) generated by the fourth-order SG (dashed line) is not iden-
tical with that (solid line) computed by the Cagniard–de Hoop
method and shows serious numerical dispersion. This demon-
strates that the NAID method can provide the same computational
results as the analytical solution for the multi-layer models with
large velocity contrasts.
4.3. Corner edge model
To further demonstrate validity of the NAID method in simulat-
ing the wave propagating in the complex geological medium, we
choose the corner edge model with a constant density (Fig. 7),
which is consisted of three domains (I, II, III). The acoustic velocity
is 2.0 km/s, 3.0 km/s and 4.0 km/s in the domains I, II and III,
respectively. The acoustic velocities at the interfaces are approxi-
mated by using Eq. (6). The model size is 0 6 x 6 12 km and
0 6 z 6 12 km. In this experiment, we choose an explosive source
function as described in Eq. (13). The source with a peak frequency
of f0 = 20 Hz is located at the center of the computational domain.
The time step of Dt = 0.006 s and the spatial interval of
Dx = Dz = 40 m are chosen in our present experiment, resulting in
the sampling of 2.5 grid points per minimum wavelength.
Fig. 8 shows the wave-ﬁeld snapshots generated by the NAID
method at time t = 0.5 s, 0.8 s, 1.2 s, and 1.5 s, respectively. The
snapshot at time t = 0.5 s (Fig. 8a) shows there is no reﬂection wave
as the acoustic wave propagates in the domain III (an isotropic
homogeneous medium). When t = 0.8 s, we can see the reﬂected
and transmitted waves from the horizontal inner interface and
the vertical inner interface. The snapshots at time t = 1.2 s and
1.5 s show more complex waves compared with the two previous
snapshots. More complex reﬂected and the transmitted waves
come from different inner interfaces. In a word, the four snapshots
in Fig. 8 clearly show the wave propagation phenomena including
reﬂection and transmission at horizontal and vertical interfaces in
the corner edge model without visible numerical dispersion.
4.4. Marmousi model
In the last example, we choose the more complex heteroge-
neous Marmousi model (Versteeg and Grau, 1991) shown ined by (a) the NAID method, (b) the fourth-order staggered-order method, and the
between adjacent layers.
Fig. 7. Geometry of the corner edge model.
Fig. 9. The Marmousi model.
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always served as a performance measure of various methods. In
this experiment, we choose that the number of grid points is
384  122, the time step of Dt = 0.0024 s, and the spatial incre-
ment of Dx = Dz = 24 m. The source with both the time variation
function (13) and a peak frequency of f0 = 15 Hz is located at the
middle on the surface. As shown in Fig. 9, the acoustic-wave veloc-
ity changes from 1.5 km/s to 5.5 km/s. In other words, the minimal
and maximal acoustic velocities are 1.5 km/s and 5.5 km/s in this
heterogeneous model, respectively, resulting in the spatial sam-
pling of 4 grid points in a minimal wavelength.
Fig. 10 shows the wave-ﬁeld snapshots at time t = 0.9 s, 1.2 s,
1.5 s, and 2.0 s, respectively. The 2-times absorbing conditionFig. 8. Snapshots of acoustic-wave ﬁelds at the time (a) 0.5 s, (b) 0.8 s, (c) 1.2 ssuggested by Yang et al. (2002, 2003b) is used in our numerical
experiment. We can see no visible numerical dispersion in the four
wave-ﬁeld snapshots for the complex heterogeneous case. Fig. 11
generated by the NAID method shows the synthetic seismogram
on the surface. The recorded time is 5.0 s. This seismogram is re-
corded by 122 receivers spanned from x = 0 km to x = 9.2 km with
space interval 24 m apart on the surface. These numerical results
for Marmousi model indicate that the NAID method can effectively
simulate acoustic wave propagating in extremely complex media.5. Discussions and conclusions
We suggest a new nearly analytic integrate discrete (NAID)
method to solve the 2D acoustic wave equations. Firstly, we trans-
form the wave equation into a system of ﬁrst-order ordinary differ-
ential equations (ODEs) (Eq. (A.1)). Then we integrate (A.2) at the
interval of [tn, tn+1] and expand P(t,x,z) on the right hand side of
Eq. (A.5) into a truncated Taylor series at the time tn. Thirdly, we
transform the high-order temporal derivatives into spatial deriva-, and (d) 1.5 s for the corner edge model, generated by the NAID method.
Fig. 10. Snapshots of the acoustic-wave ﬁelds at the time (a) 0.9 s, (b) 1.2 s, (c) 1.5 s,
and (d) 2.0 s for the Marmousi model, generated by the NAID method.
Fig. 11. The synthetic seismogram on the surface, generated by the NAID method
for the Marmousi model.
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semi-discrete Eq. (A.7), while the high-order spatial derivatives
involved in Eq. (A.7) are determined through Eqs. (B.18)–(B.22)
presented in Appendix B. Finally, the detailed schemes for the
NAID method are presented by combining Eqs. (2) and (3) with Eqs.
(B.18)–(B.22). A heterogeneous formulation of the NAID is also pre-
sented by using harmonic and arithmetic average of the density
and elastic parameters. The formulation and implementation of
the NAID method are presented in the 2D case but it can be ex-
tended straightforwardly to the 3D case and even the elastic wave
equations.
The error analysis shows that the NAID method has fourth-or-
der accuracy in time and fourth-order accuracy in space, and the
numerical error is less than those of the fourth-order LWC and
the fourth-order SG methods under the same condition. We also
obtain the stability condition (9) and the maximal Courant number
of 0.606 for solving 2-D scalar wave equations. In addition, for the
chosen explosive source in the homogeneous case, the NAID meth-
od has a minimal sampling rate of 2.5 grid points per wavelength,
which is smaller than those of the high-order LWC and the SG
schemes.
Although the CPU time of the NAID method per iteration is
more expensive than that of the fourth-order and the fourth-order
SG methods, the NAID method can still be very computationally
efﬁcient. Since the NAID method yields much less numerical dis-
persion than those of the high-order LWC methods, we can reduce
both the computational cost and the memory requirement through
using a larger time step and a coarser spatial grid increment to
achieve the same accuracy as those of the high-order LWC and
SG methods on a smaller time step and a ﬁner grid increment. As
conﬁrmed in the numerical tests for the homogeneous case, the
computational speed of the NAID is roughly 12 times faster than
that of the fourth-order LWC and about 7 times faster than that
of the fourth-order SG method on a ﬁne grid to achieve the same
accuracy of the NAID method, and the space storage of the NAID
method requires only roughly 12.6% of the fourth-order LWC
method and almost 6.3% of the fourth-order SG method,
respectively.
In the NAID method, when determining these high-order spatial
derivatives included in Eqs. (2) and (3), the NAID method uses not
only the values of the displacement u and the particle-velocity w at
the mesh point (j,k) and its neighboring grid points (see Eqs.
(B.18)–(B.22)), but also the values of the gradients of the displace-
ment u and velocity w. As a result, the NAID method works well in
suppressing the numerical dispersion. The superiority of the NAID
method has been conﬁrmed through several numerical experi-
ments for homogeneous and heterogeneous models including the
simple homogeneous model, the corner edge model, and the Mar-
mousi model. Numerical results also illustrate that simultaneously
using the wave displacement, the particle-velocity and their gradi-
ents to approximate the high-order derivatives is signiﬁcant inFig. 12. The relation between the spatial grids and directions l and m.
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caused by discretizing the wave equations when too-coarse grids
are used or models have large velocity contrast between adjacent
layers. Meanwhile, the NAID method has higher spatial accuracy
though it only uses a local difference-operator with three grid
points in each spatial direction, as compared with other high-order
FD methods such as fourth-order LWC and fourth-order SG, which
use more grid points in a spatial direction. Besides, the NAID meth-
od can provide more extra seismic information, because it simulta-
neously computes displacement ﬁeld, particle-velocity ﬁeld, and
their spatial gradients. Possible and more complicated applications
of the NAID method include large-scale seismic modeling, reverse
time migration, and inversion based on the wave equations, for
which the computation time and memory requirements are the
bottle-neck for their vast applications.Acknowledgements
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2007CB411700).Appendix A. Wave equation transformation and its discrete
solution
Deﬁne w = @u/@t, U = (u,@u/@x,@u/@z)T, and W = (w,@w/@x,@w/
@z)T, Eq. (1) then is transformed into a system of ordinary differen-
tial equations (ODEs) as follows:
@U
@t
¼ W;
@W
@t
¼ c2 @
2
@x2
þ @
2
@z2
 !
U:
ðA:1Þ
Let P = (U,W)T, Eq. (A.1) can be rewritten as
@P
@t
¼ AP; ðA:2Þ
where
A¼ 0 I
c2ðL2xþ L2zÞI 0
 
; I¼
1 0 0
0 1 0
0 0 1
264
375; L2x ¼ @2
@x2
; L2z ¼ @
2
@z2
:
The solutions of Eq. (A.2) are the same as those of Eq. (1). Thus, we
solve numerically Eq. (A.2) instead of Eq. (1). The following two
equations are obvious, deriving from (A.2):
@2
@t2
Pn ¼ A2Pn; ðA:3Þ
@3
@t3
Pn ¼ A3Pn: ðA:4Þ
Integrating Eq. (A.2) over a small time interval [tn, tn+1], we can
obtain the following equation:
Pnþ1  Pn ¼ A
Z tnþ1
tn
Pðs; x; zÞds; ðA:5Þ
where Pn(x,z) denotes P(tn;x,z).
Using the Taylor series expansion, we have
Pðs; x; zÞ ¼ Pn þ Dt @
@t
Pn þ Dt
2
2
@2
@t2
Pn þ Dt
3
6
@3
@t3
Pn þ OðDt4Þ; ðA:6Þwhere Dt = s  tn. Substituting Eqs. (A.2)–(A.4) into Eq. (A.6), omit-
ting the high-order term O(Dt4) included in Eq. (A.6), again substi-
tuting the obtained result from Eq. (A.6) into Eq. (A.5), we have the
following time advancing solution:Pnþ1  Pn
Dt
¼ APn þ Dt
2
A2Pn þ Dt
2
6
A3Pn þ Dt
3
24
A4Pn; ðA:7Þwhere
A2 ¼
c2ðL2x þ L2zÞI 0
0 c2ðL2x þ L2zÞI
" #
;
A3 ¼
0 c2ðL2x þ L2zÞI
c4ðL4x þ 2L2x2z þ L4zÞI 0
" #
;
A4 ¼
c4ðL4x þ 2L2x2z þ L4zÞI 0
0 c4ðL4x þ 2L2x2z þ L4zÞI
" #
;
L4x ¼ @
4
@x4
; L2x2z ¼ @
4
@x2@z2
; L4z ¼ @
4
@z4
:Eq. (A.7) is valid for general wave ﬁelds and it can be directly ap-
plied to U and W to obtain Eqs. (2) and (3) with respect to the vari-
ables U and W at the grid point (j,k).Appendix B. Estimations of high-order spatial derivatives
B.1. 1D case
To derive the approximate formulae for the computation of the
high-order spatial derivatives included in Eqs. (2) and (3), we ﬁrst
consider the 1D case, in which the vector U degenerates into
U = (u,@xu)T.
We assume both the displacement u(x) and its gradient@xu are
known in our discussion. The basic idea of approximating high-or-
der derivatives @su/@xs (s = 2,3,4,5) at the grid point xj is to ﬁnd the
coefﬁcients ksi and n
s
i ði ¼ 1;0;1Þ, which are functions of the spa-
tial increment h, in the following equation:@suðxjÞ
@xs
¼ ks1uj1 þ ks0uj þ ks1ujþ1 þ ns1@xuj1 þ ns0@xuj þ ns1@xujþ1;
s ¼ 2;3;4;5: ðB:1ÞEq. (B.1) assumes that the high-order spatial derivative @su/@xs at
the grid point xj are only a weighted linear combination of the dis-
placement and its gradient at grid point xj and its two adjacent grid
points xj1 and xj+1. To determine the coefﬁcients k
s
i and
nsi ði ¼ 1;0;1Þ, we apply the Taylor series expansion to uj1, uj+1,
@xuj1, and @xuj+1 on the right side of Eq. (B.1), respectively. After
ignoring the high-order expansion terms, we obtain the following
equation:Qjesþ1 ¼ QjBks; s ¼ 0;1; . . . ;5; ðB:2Þwhere Qj ¼ ðuj; @xuj; @2xuj; @3xuj; @4xuj; @5xujÞT ; ks ¼ ks1; ks0; ks1; ns1;
	
ns0; n
s
1ÞT , and es+1 = (0, . . . ,0,1,0, . . . , 0)T is a unit vector with only
one non-zero element at element (s + 1). Note: to keep the coefﬁ-
cient matrix in Eq. (B.2) to be a square matrix, we have extended
the value range for the index s from s = 2,3,4,5 to s = 0,1,2,3,4,5.
The coefﬁcient matrix B has the following form:
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1 1 1 0 0 0
h 0 h 1 1 1
h2
2 0
h2
2 h 0 h
 h36 0 h
3
6
h2
2 0
h2
2
h4
24 0
h4
24  h
3
6 0
h3
6
 h5120 0 h
5
120
h4
24 0
h4
24
266666666664
377777777775
:
Eq. (B.2) are valid for any Qj, this implies the following equa-
tions have to be satisﬁed:
Bks ¼ esþ1; s ¼ 0;1; . . . ;5: ðB:3Þ
Substituting the solutions of Eq. (B.3) into Eq. (B.1), we have the
explicit approximate expressions for the high-order spatial deriva-
tives as follows:
@2uj
@x2
¼ 2
h2
ðujþ1  2uj þ uj1Þ  12h ð@xujþ1  @xuj1Þ; ðB:4Þ
@3uj
@x3
¼ 15
2h3
ðujþ1  uj1Þ  3
2h2
ð@xujþ1 þ 8@xuj þ @xuj1Þ; ðB:5Þ
@4uj
@x4
¼ 12
h4
ðujþ1  2uj þ uj1Þ þ 6
h3
ð@xujþ1  @xuj1Þ; ðB:6Þ
@5uj
@x5
¼ 90
h5
ðujþ1  uj1Þ þ 30
h4
ð@xujþ1 þ 4@xuj þ @xuj1Þ: ðB:7Þ
The above 1D approximate formulae of the high-order spatial deriv-
atives are exactly the same as those given by Yang et al. (2006).B.2. 2D case
For the 2D case, we assume that the spatial increments along
the x-axis and z-axis are hx and hz, respectively. We respectively ro-
tate the x-axis and z-axis to the positions of vectors l and m which
are the diagonal directions in the x–z plane, as shown in Fig. 12.
The spatial increment along the directions l and m is
h ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2x þ h2z
q
. Meanwhile, we have the following mathematical
relations between the derivatives of u(x,z) along the direction l
or m and the derivatives of u(x,z) along the directions x and z:
@nuj;k
@ln
¼ 1
hn
Xn
i¼0
Cinh
ni
x h
i
z
@nuj;k
@xni @zi
; ðB:8Þ
@nuj;k
@mn
¼ 1
hn
Xn
i¼0
ð1ÞniCinhnix hiz
@nuj;k
@xni @zi
; ðB:9Þ
where n = 1,2,3,4,5 and Cin ¼ n!=½i!ðn iÞ!. Using the obtained rela-
tions (B.4)–(B.7) for the 1D case, we can approximate @nuj, k/@xn,
@nuj, k/@zn, @nuj, k/@ln and @nuj,k/@mn (n = 2,3,4,5) without further cal-
culation as the directions l, m, x and z can be treated as the 1D case.
For example, according to Eq. (B.4), we have
@2uj;k
@l2
¼ 2
h2
ðujþ1;kþ1  2uj;k þ uj1;k1Þ  12h ð@ lujþ1;kþ1  @luj1;k1Þ;
ðB:10Þ
@2uj;k
@m2
¼ 2
h2
ðuj1;kþ1  2uj;k þ ujþ1;k1Þ  12h ð@muj1;kþ1  @mujþ1;k1Þ:
ðB:11Þ
Further, by assuming n = 1, Eqs. (B.8) and (B.9) can be written as
@uj;k
@l
¼ 1
h
ðhxuj;k þ hzuj;kÞ; ðB:12Þ
@uj;k
@m
¼ 1
h
ðhxuj;k þ hzuj;kÞ: ðB:13ÞSubstituting Eqs. (B.12) and (B.13) into Eqs. (B.10) and (B.11)
produces
@2uj;k
@l2
¼ 2
h2
ðujþ1;kþ1  2uj;k þ uj1;k1Þ  1
2h2
ðhx@xujþ1;kþ1
þ hz@zujþ1;kþ1  hx@xuj1;k1  hz@zuj1;k1Þ; ðB:14Þ
@2uj;k
@m2
¼ 2
h2
ðuj1;kþ1  2uj;k þ ujþ1;k1Þ  1
2h2
ðhx@xuj1;kþ1
þ hz@zuj1;kþ1  hx@xujþ1;k1  hz@zujþ1;k1Þ: ðB:15Þ
Using the obtained results of @nuj,k/@xn, @nuj,k/@zn, @nuj,k/@ln, and
@nuj,k/@mn (n = 2,3,4,5), we can obtain the approximations of the
crossed spatial derivatives @p+qu(x,z)/@xp@zq. For n = 2, Eqs. (B.8)
and (B.9) can be written as follows:
@2uj;k
@l2
¼ 1
h2
h2x
@2uj;k
@x2
þ 2hxhz @
2uj;k
@x@z
þ h2z
@2uj;k
@z2
" #
; ðB:16Þ
@2uj;k
@m2
¼ 1
h2
h2x
@2uj;k
@x2
 2hxhz @
2uj;k
@x@z
þ h2z
@2uj;k
@z2
" #
: ðB:17Þ
From Eqs. (B.16) and (B.17), we have
@2uj;k
@x@z
¼ h
2
4hxhz
@2uj;k
@l2
 @
2uj;k
@m2
" #
;
where @2uj,k/@l2 and @2uj,k/@m2 can be replaced by the terms on the
right hand sides of Eqs. (B.14) and (B.15), resulting that the second
crossed derivative @2uj,k/ox@z is expressed by the displacement u
and its gradients.
Similarly, we can obtain other high-order crossed derivatives
@p+quj,k/@xp@zq (p + qP 3). In the following we list all approximate
computational formulae as
@2xUj;k ¼ C20Uj;k; ðB:18Þ
@2zUj;k ¼ C02Uj;k; ðB:19Þ
@4xUj;k ¼ C40Uj;k; ðB:20Þ
@4zUj;k ¼ C04Uj;k; ðB:21Þ
@2x2zUj;k ¼ C22Uj;k; ðB:22Þ
where
C20 ¼
2
h2x
ðRx  2I þ LxÞ  12hx ðRx  LxÞ 0
15
2h3x
ðRx  LxÞ  32h2x ðRx þ 8I þ LxÞ 0
5b1
4h2x hz
 b24hxhz 
b3
4h2x
26664
37775;
C02 ¼
2
h2z
ðRz  2I þ LzÞ 0 12hz ðRz  LzÞ
5b4
4hxh
2
z
 b5
4h2z
 b24hxhz
15
2h3z
ðRz  LzÞ 0  32h2z ðRz þ 8I þ LzÞ
26664
37775;
C40 ¼
 12
h4x
ðRx  2I þ LxÞ 6h3x ðRx  LxÞ 0
 90
h5x
ðRx  LxÞ 30h4x ðRx þ 4I þ LxÞ 0
 6b1
h4x hz
3b2
h3x hz
0
26664
37775;
C04 ¼
 12
h4z
ðRz  2I þ LzÞ 0 6h3z ðRz  LzÞ
 6b4
hxh
4
z
0 3b2
hxh
3
z
 90
h5z
ðRz  LzÞ 0 30h4z ðRz þ 4I þ LzÞ
26664
37775;
C22 ¼
3b6
h2x h
2
z
 b4
2hxh
2
z
 b1
2h2x hz
 3b4
2h3x h
2
z
3b5
2h2x h
2
z
0
 3b1
2h2x h
3
z
0 3b3
2h2x h
2
z
266664
377775;
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b2 ¼ RxRz þ LxLz  LxRz  RxLz;
b3 ¼ RxRz þ LxLz þ LxRz þ RxLz  2Rz  2Lz;
b4 ¼ RxRz  LxLz þ RxLz  LxRz þ 2Lx  2Rx;
b5 ¼ RxRz þ LxLz þ RxLz þ LxRz  2Rx  2Lx;
b6 ¼ 4I þ RxRz þ LxLz þ LxRz þ RxLz  2Lx  2Lz  2Rx  2Rz;
where Rx, Lx, Rz, and Lz are the displacement operators deﬁned by
Rxuj,k = uj+1,k, Lxuj,k = uj1,k, Rzuj,k = uj,k+1, Lzuj,k = uj,k1, and Iuj,k = uj,k,
respectively.
The high-order derivatives ofW can be evaluated by replacing U
in Eqs. (B.18)–(B.22) with W.
Appendix C. Derivation of theoretical errors and stability
condition
C.1. Theoretical errors
We consider the theoretical error of the NAID method for the
homogeneous mediumwith a constant acoustic velocity c. For con-
venience, we rewrite Eqs. (2) and (3) into the following equations:
LUðUnj;kÞ ¼
Unþ1j;k  Unj;k
Dt
 Wnj;k þ
Dt
2
c2ð@2xUnj;k þ @2zUnj;kÞ

þ Dt
2
6
c2 @2xW
n
j;k þ @2zWnj;k
 
þ Dt
3
24
c4 @4xU
n
j;k þ 2@2x2zUnj;k þ @4zUnj;k
 
¼ 0; ðC:1Þ
LW ðWnj;kÞ ¼
Wnþ1j;k Wnj;k
Dt
 c2ð@2xUnj;k þ @2zUnj;kÞ
h
þ Dt
2
c2 @2xW
n
j;k þ @2zWnj;k
 
þ Dt
2
6
c4 @4xU
n
j;k þ 2@2x2zUnj;k þ @4zUnj;k
 
þ Dt
3
24
c4 @4xW
n
j;k þ 2@2x2zWnj;k þ @4zWnj;k
 
¼ 0: ðC:2Þ
For the case of our consideration, we deﬁne the theoretical error of
the NAID method at the grid point (tn,xj,zk) as follows:
E ¼ @P
@t
 AP
 
ðtn ;xj ;zkÞ

LU U
n
j;k
 
LW W
n
j;k
 
0B@
1CA; ðC:3Þ
where P and A have been introduced in Eq. (A.2). Using the Taylor
series expansion, we can obtain the theoretical error of the NAID
method as
E ¼ @P
@t
 AP
 
ðtn ;xj ;zkÞ

LU U
n
j;k
 
LW W
n
j;k
 
0B@
1CA ¼ ðe1; e2; e3; e4; e5; e6ÞT ;
ðC:4Þ
where
e1¼Dt
4
120
@5uj;k
@t5
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4h2xDt
3
360
c
2h4xDt
720
 !
@6uj;k
@x6
þc
4h2xDt
3
72
@6uj;k
@x4@z2
þc
4h2zDt
3
72
@6uj;k
@x2@z4
þ c
4h2zDt
3
360
c
2h4zDt
720
 !
@6uj;k
@z6
þOðDt6þh7xþh7z Þ;e2 ¼  Dt
4
120
@5ð@uj;k=@xÞ
@t5
þ c
4h2xDt
3
504
 c
2h4xDt
1680
 !
@7uj;k
@x7
þ c
4h2xDt
3
120
 c
2h4xDt
240
 !
@7uj;k
@x5 @z2
þ c
4ðh2x þ h2z ÞDt3
144
 c
2h2xh
2
zDt
144
" #
@7uj;k
@x3 @z4
þ c
4h2zDt
3
360
 c
2h4zDt
720
 !
@7uj;k
@x@z6
þ OðDt6 þ h7x þ h7z Þ;
e3 ¼  Dt
4
120
@5ð@uj;k=@zÞ
@t5
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360
 c
2h4xDt
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4h2zDt
3
504
 c
2h4zDt
1680
 !
@7uj;k
@z7
þ OðDt6 þ h7x þ h7z Þ;
e4 ¼  Dt
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þ c
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2
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 c
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360
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þ c
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þ c
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90
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360
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@z6
þOðDt5þh6x þh6z Þ;
e5 ¼  Dt
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e6 ¼  Dt
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90
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@7uj;k
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þ c
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30
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2
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 c
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 !
@7uj;k
@z7
þ OðDt5 þ h6x þ h6z Þ:We consider the case of hx = hz = h and deﬁne the Courant number
a = cDt/h. The ﬁrst component e1 and the fourth component e4 of
the theoretical error E can be rewritten ase1 ¼  Dt
4
120
@5uj;k
@t5
þ h5 a
2c
360
 c
720
 
@6uj;k
@x6
þ @
6uj;k
@z6
 !"
þ a
2c
72
@6uj;k
@x4@z2
þ @
6uj;k
@x2@z4
 !#
þ OðDt6 þ h7Þ; ðC:5Þ
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4
120
@6uj;k
@t6
þ h4 a
2c2
90
 c
2
360
 
@6uj;k
@x6
þ @
6uj;k
@z6
 !"
þ a
2c2
18
@6uj;k
@x4@z2
þ @
6uj;k
@x2@z4
 !#
þ OðDt5 þ h6Þ; ðC:6Þ
Similarly, the other components of E can be rewritten as
e2 ¼ OðDt4 þ h5Þ; ðC:7Þ
e3 ¼ OðDt4 þ h5Þ; ðC:8Þ
e5 ¼ OðDt4 þ h4Þ; ðC:9Þ
e6 ¼ OðDt4 þ h4Þ: ðC:10Þ
Thus, the theoretical error of the NAID method in Eq. (C.4) can be
further simpliﬁed as
E ¼ @P
@t
 AP
 
ðtn ;xj ;zkÞ

LUðUnj;kÞ
LWðWnj;kÞ
 !
¼ OðDt4 þ h4ÞQ ; ðC:11Þ
where Q = (1,1,1,1,1,1)T.
C.2. Stability criterion
To obtain the stability condition of the NAID method, we con-
sider the harmonic solutions of Eq. (A.2). Substituting the solution
Pnj;k ¼
u
@xu
@zu
w
@xw
@zw
0BBBBBBBB@
1CCCCCCCCA
n
exp½iðkxjhx þ kzkhzÞ; ðC:12Þ
into Eqs. (2) and (3) with relations (B.18)–(B.22), we have the fol-
lowing equation:
ðunþ1; @xunþ1; @zunþ1;wnþ1; @xwnþ1; @zwnþ1ÞT
¼ Mðun; @xun; @zun;wn; @xwn; @zwnÞT ; ðC:13Þ
where kx and kz are the wave number in the x- and z-directions, and
the matrix M is deﬁned by
M¼ M11 DtIþ
c2Dt3
6 ðeC20þ eC02Þ
c2DtðeC20þ eC02Þþc4Dt36 ðeC40þ2eC22þ eC04Þ M22
" #
;
where
M11 ¼ M22 ¼ I þ c
2Dt2
2
ðeC20 þ eC02Þ þ c4Dt424 ðeC40 þ 2eC22 þ eC04Þ;
I ¼
1 0 0
0 1 0
0 0 1
2664
3775;
eC20þ eC02¼
4i
h2x
½sinb1þ 4i
h2z
½sinh1  ihx sinb  ihz sinh
15i
h3x
sinbþ 5e4
4hxh
2
z
 3
h2x
½cosbþ4 e5
4h2z
 e24hxhz
5e1
4h2x hz
þ15i
h3z
sinh  e24hxhz 
e3
4h2x
 3
h2z
½coshþ4
26664
37775;
eC40þ2eC22þ eC04¼
24
h4x
½cosb124
h4z
½cosh1þ 6e6
h2x h
2
z
12i
h3x
sinb e4
hxh
2
z
12i
h3z
sinh e1
h2x hz
180i
h5x
sinb 6e4
hxh
4
z
 3e4
h3x h
2
z
60
h4x
½cosbþ2þ 3e5
h2x h
2
z
3e2
hxh
3
z
 6e1
h4x hz
180i
h5z
sinh 3e1
h2x h
3
z
3e2
h3x hz
60
h4z
½coshþ2þ 3e3
h2x h
2
z
26664
37775;b ¼ kxhx; h ¼ kzhz;
e1 ¼ 4iðcosb 1Þ sin h; e2 ¼ 4 sin b sin h;
e3 ¼ 4ðcosb 1Þ cos h; e4 ¼ 4iðcos h 1Þ sinb;
e5 ¼ 4ðcos h 1Þ cos b; e6 ¼ 2 cosb cos h 2 sinb sin h:
Considering the case of hx = hz = h, from the matrixMwe can ob-
tain numerically the following stability condition via solving the
eigenvalues of satisfying jk(M)j 6 1 of the matrix M:
a 6 amax  0:606;
or
Dt 6 amax
h
c
 0:606h
c
;
where amax denotes the maximum Courant number that keeps the
numerical calculation stable.References
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