Background: Currently, healthcare services, such as institutional care facilities, are burdened with an increasing number of elderly people and individuals with chronic illnesses and a decreasing number of competent caregivers.
Introduction
There are many challenges involved in caring for the increasing number of elderly individuals and those with chronic illness in independent living facilities ("residents") [1] . One of these challenges is a shortage of skilled caregivers to provide help for residents [2] and a wide range of caregivers, some being formal (such as home nurses) and others being informal (such as neighbors).
As new technologies become available, they are also used to facilitate aging in place [3] . Several reviews have already proven and indicated the rising importance of the use of information technology (IT) in healthcare [4, 5] . The past years, there has been an uptake in the use of personal, smart devices [6, 7] .
Other IT devices are used in our daily lives; for example, sensors [8, 9] . These devices and technologies generate large amounts of data. Within the pervasive or ubiquitous computing domain, data can be used to extract new knowledge.
This knowledge makes it possible to make context-aware or situation-aware decisions [10] . Together with the uptake of pervasive computing, this approach has been used in specific domains, such as healthcare [11] .
Next to pervasive healthcare [12] , Ambient Assisted Living (AAL) solutions [13] have been introducted. AAL solutions offer IT products, services and systems, with their focus being on the improvement of the Quality of Life (QoL) of the individual. This technology can target specific parts of the QoL experience [14] .
In recent years, AAL solutions have seen an increased uptake and have risen to the foreground. Based on reviews in the domain of AAL [13, 15, 16] , it becomes clear that current AAL solutions often lack a strong base using a requirement analysis and a mapping of the needs of elderly and people with chronic diseases [15, 13] . Moreover, only a limited number of these solutions takes the whole AAL ecosystem into account [15] . Ontologies facilitate communication, collaboration and integration. Context-aware applications can benefit from incorporating ontologies as these models enable knowledge sharing, reasoning and increase interoperability [17] . Currently, semantic knowledge components in AAL systems [18, 19, 20, 21, 22, 23] are always deployed as a central entity within the framework. Such an approach negatively impacts the scalability and performance of the entire system. Other issues arise when ontologies are used at different endpoints, as discussed in [24, 25] , which entails that both ontologies should be kept in sync.
Unlike other solutions described in the literature, our solution was created within the interdisciplinary OCareCloudS (OCCS) project [26] . In this project, all stakeholders of the AAL ecosystem were brought together to get insights into their needs and incorporate these features into the system. The core of this OCCS system is the OCarePlatform, an intelligent, semantic, modular back-end system. The OCarePlatform is designed in a scalable and extensible manner in order to address the shortcomings in existing AAL solutions. This makes it possible to easily add new functionality, based on the needs of the stakeholders.
Moreover, the OCarePlatform is be able to process the data in a timely manner and respond within acceptable time ranges.
Previous publications focussed on the use cases where the OCareCloudS system and OCarePlatform can be used, namely in meeting the daily needs of residents and caregivers in home care [26] and handling falls using multiple sensors and context [27] .
Data flows and manipulation
To achieve a modular, scalable system, a generic, structured format was created to communicate data in the OCareCloudS system and OCarePlatform. This format is called a MetaCareFragment (MCF) and has several properties, such 
The OCareCloudS system, OCarePlatform components and their interactions
The OCarePlatform is an intelligent, semantic, modular back-end, which adopts a data-driven approach. This means that all data from the resident, devices, sensors and caregivers are gathered and directly sent to the platform. The platform will then forward the data to services, which have indicated their interest in specific types of data.
Data, such as sensor data, gathered from within the resident's home, are sent to the Controllers by the Local Gateway. This Local Gateway is responsible for translating CD into MCD by adding identification data. This Local Gateway forwards all data to the Controllers. The Controllers are able to add MCC to the fragment and transform it into MCI. Moreover, the Controllers directly receive data from the smartphones from the resident or caregivers. The Controllers are also able to contact the caregiver, based on the information received by the OCarePlatform. After the processing step in the Controllers, the data are sent to the OCarePlatform.
The OCarePlatform can be split up in 4 different parts (2), the main features of each being described in the following subsections.
Preprocessing the data
The collected data enter the OCarePlatform through the Gateway. • RFID Adapter: This receives and enriches input whenever caregivers register their presence in the home of the resident by using an RFID card.
• TV Adapter: The home of the resident is also equipped with a smart TV.
This TV is used as a sensor. This means that the TV sends logs of performed actions to the OCarePlatform, which can then be used as context information. The OCarePlatform can also control the TV, for example by sending notifications to the device or by controlling the ambilight. Data sent from the TV are processed by the TV Adapter.
• Visit Adapter: Care organizations use planning tools to plan, update or delete visits of the formal caregivers to the patients/clients. This information can easily be inserted in the OCarePlatform using the Visit Adapter.
For example, data from Google Calendar can be gathered by the Controllers, where it is also transformed into MCI. This MCI can then be fed to the OCarePlatform, through the Visit Adapter.
• Trend Adapter: When caregivers visit, they can request some trends, using for example the TV (as this screen is big enough to see the graphs).
Examples of trends that can be shown are the walking or sleeping behavior of the resident, based on the input of the sensors. The requests to collect specific trends are handled by the Trend Adapter.
• Task Adapter: This handles various tasks. If an event concerning a task enters the OCarePlatform, such as the acceptance or refusal of a specific task, the Task Adapter will handle it.
• Person Adapter: Residents needing care at home are often helped by several informal and formal caregivers. They sometimes have better relationships with specific caregivers. Therefore, the OCareCloudS system makes it possible to define trust relationships with a specific degree between resident and caregivers. New caregivers for a resident thus need to create a trust relationship. These relationships can be taken into account in case of non emergency calls for example. The Person Adapter is responsible for the creation, deletion and editing of trust relationships.
Semantic Communication Bus: Intelligently and semantically filtering the data
As the OCarePlatform is a data-driven platform, it has to be able to process a huge amount of data within a limited time period. To this end, the Seman- The SCB is designed based on the publish/subscribe design pattern [30] , enabling high performance and modifiability. The SCB uses ontologies to semantically filter the individuals published by the Context Adapters and MCI Services. More information on the specific MCI Services can be found in Section 3.4. Subscribers, in this case MCI Services, pass filter rules to the SCB defined as OWL classes. These OWL classes are added to the internal ontology of the Bus. When publishing new individuals, the SCB will reason and derive which MCI Service have indicated an interest to receive the data and will act upon this request.
As the size of the internal ontology of the SCB and the number of filter rules can have a large impact on the reasoning process and hence, on the performance of the Bus, a cache was added.
MCI Services: Reasoning on the data
The actual processing of the data in the OCarePlatform is executed in the MCI Services. MCI Services are atomic services with specific functionality. To this end, each MCI Service has its own internal ontology and reasoner. The ontology is kept small to make the service as efficient as possible. MCI Services publish filter rules to the SCB, receive individuals from the SCB and process them.
After processing, they will again publish their findings to the Bus, enabling other services to further process it.
Currently, there are seven MCI Services defined in the OCarePlatform. New services can easily be added. This only requires the implementation of the specific service functionality and registering the filter rules on the SCB. From the moment they have registered these rules on the Bus, they will immediately receive relevant information.
• Help Selection MCI Service: This service is responsible for determining which caregiver is best suited to execute a task. To do this, context information, fed to the OCarePlatform, is taken into account. Examples of such information is location, availability, travel time of the caregiver and their trust relationship with the resident.
• Pressure Monitoring MCI Service: The MCI Service analyzes the pressure sensors, which are being used in the home. Individual rules per resident can be defined to detect abnormal situations.
• RFID Monitoring MCI Service: Whenever a caregiver registers him/herself to the registration system in the home of the resident using his/her RFID card, the RFID Monitoring MCI Service receives this information.
Information generated by this service can be of interest to other MCI Services, such as the Task MCI Service, which will then generate a task list.
• Task • Trend Manager MCI Service: When trends are requested by the caregiver, the Trend Manager MCI Service will gather the requested information.
• Medication Reminder MCI Service: This service can be connected to external data sources, which contain for example the medication scheme of the resident.
• Notification MCI Service: This service is the only service able to communicate with the outside world. This means that every MCI Service wanting to notify or communicate with caregivers or the resident has to push a message on the Bus, which then will be picked up by this MCI Service.
It will pass this information through to the Controllers. The Controllers will then process the information.
Ontologies
The OCarePlatform makes use of the Ambient-aware Continuous Care Ontology [31] . As shown in Figure 3 , it consists of 2 parts. The core ontologies model general knowledge that is applicable across all continuous care settings, e.g., hospitals, independent living facilities and nursing homes. Seven core ontologies are provided, each with its own focus:
• Upper ontology: Model generic classes and relations, such as IDs, events and temporal information.
• Sensor ontology: It is an extension of the W3C Semantic Sensor Network Ontology (SSN) [32] , which models sensors, devices and actuators used within the continuous care domain together with the observations they make and the actions they can take.
• Context ontology: This model captures the contextual environment information, such as the layout of the care setting, the purpose of the various rooms and the available furniture. Most importantly, it also models localization information of people and objects.
• Role & Competence ontology: This ontology models the various roles and competences that the various (in)formal caregivers can have and how they map on each other and the tasks they can execute.
• Profile ontology: This model contains the profile information about the (in)formal caregivers and the care receivers. It captures the biological, sociological, psychological profile as well as the behavioral and medical risk profile.
• Task ontology: This ontology models continuous care process workflows.
A workflow represents a sequence of related continuous care tasks, which are conducted in a particular order. For this, the OWL-S Process ontology [33] was imported.
• Medical ontology: This model contains all the medical knowledge pertaining to a particular resident.
This modular approach of the core ontology allows that MCI Services or applications can easily select the parts of the ontology they require instead of the whole model. It also facilitates the creation of domain-specific extensions of a particular module, as a smaller, focused ontology is easier to interpret and extend with new concepts, relations and definitions. As can be seen in Figure 3 , various domain-specific extensions were made, e.g., modelling particular roles and competences within a certain care setting and how they map on each other. The Cure ontologies model domain-specific extensions for hospital settings, while the care ontologies focus on the independent living and residential care settings. More information about the ontologies can be found in Ongenae et al. [31] .
Implementation
The following sections present the different frameworks and technologies used to implement the OCarePlatform system.
OSGi
In order to realize a truly modular and modifiable back-end, the OSGi framework [34, 35] was selected. OSGi makes it possible to design a modular, serviceoriented platform using the Java Programming language [36, 37] . The OSGi service platform is built of bundles, which can be compared to Java Archive (JAR) files [38] . These bundles can be dynamically installed, started, stopped, updated and uninstalled without requiring a restart of the Java Virtual Machine (JVM). This concept is known as the life cycle management of the software components and is the most important feature of OSGi. Large and complicated applications can be divided into smaller pieces, called services. These services can be re-used and exchanged between applications, leading to collaborations.
Bundles can register their functionality as services, providing an interface which can be used by other services [37] .
As the OSGi framework facilitates the design of Service-Oriented Architectures, it is ideally suited to implement the OCarePlatform. Moreover, the OCarePlatform will not have to be taken offline to add, update or delete services and different versions of the same service can be deployed.
Web Ontology Language Application Programming Interface (OWL API)
OWL 2 [39] is the current version of the Web Ontology Language (OWL). OWL is the most populare language currently used to describe an ontology. The OWL 2 language is designed in order to ease the development and sharing of ontologies.
The OWL API [40] supports the creation and manipulation of OWL ontologies.
The API is implemented in Java and is open source. The OWL API does not work at the level of triples, but at the level of axioms, which is a higher level of abstraction.
Reasoners
Ontologies can be processed by a reasoner [41] . The two reasoners used within the OCarePlatform are discussed in the following sub-sub-sections.
Hermit
The SCB and the MCI Services use a Hermit reasoner to derive knowledge from the ontologies and the data within the model. The Hermit reasoner [42] is the first reasoner using hypertableau calculcus, resulting in a more efficient reasoning process than other reasoners.
Pellet and SPARQL Protocol and RDF Query Language (SPARQL)
The Pellet reasoner [43] was used in the Jena ARQ query engine to process the SPARQL queries used in the MCI Services. The SPARQL Protocol and RDF Query Language [44] (SPARQL) is the query language for Resource Description Framework (RDF) content. SPARQL consists of similar operations as the SQL language.
Example application
Within the OCareCloudS project [26] , an interdisciplinary design methodology was used, namely the Innovation Binder approach [45] . During this iterative approach, personas and scenarios were designed to get insights into the envisioned system [46] . One of these scenarios was used to technically evaluate the OCarePlatform. A more elaborate version of the scenario and the accompanying personas can be found in [26] . This scenario, together with the more technical details, is discussed in the following paragraphs.
Scenario
Yousuf, 80 years old, lives with his daughter Fatima and is experiencing in- 2. However, Ann has forgotten that she agreed to help out that morning.
3. At 10 o'clock, the system detects that Yousuf is still in bed. 4 . A message is sent to Yousuf to ask whether he needs assistance to get out of bed or if he is willing to wait until Lydia arrives, later that day.
5. Yousuf indicates that he needs help to get out of bed, using his tablet.
6. The system acts upon this information and searches the most appropriate caregiver to assist Yousuf.
7. The system sends Lydia a message to help Yousuf out of bed.
8. Lydia receives the message on her smartphone and accepts the request. 9 . Lydia arrives at the home and registers her presence using the registration system and her RFID card. This way the system knows that somebody is taking care of Yousuf's needs.
Technical realization of the scenario
The technical scenario can be realized using the OCarePlatform. The scenario is split up into 3 large parts. In the first step, it is past 10 o'clock and the OCarePlatform detects that Yousuf is still lying in bed. In step 2, Yousuf indicates he wants assistance to get out of bed. Finally, in step 3, Lydia is notified of this incident and indicates she will offer assistance. Data from sensors are collected by the Local Gateway, which is installed in the home of the resident.
The Controllers are operating in the cloud, as well as the OCarePlatform. The following subsections go into detail on how decisions and actions are made/taken in the OCarePlatform. 
Step 3: Lydia accepting task
Lydia receives this notification on her smartphone. As she is nearby, she accepts the task, using her smartphone. The message, informing the OCarePlatform that she accepts the task, is sent as MCD to the Controllers. The Controllers add the necessary ontology concepts as tags and forwards this information to the OCarePlatform and, thus, the Gateway. The Gateway receives the MCI and redirects it to the Matching Service. As this is an acceptance of a task, the Matching Service forwards the information to the Task Adapter. The Task Adapter transforms it into OWL individuals using the type taskEvent and publishes it on the Bus. The Bus, as in the previous step, will forward the task information to the Help Selection MCI Service and the Task MCI Service, which enables these services to use this information, and new reasoning processes are started. In the end, Yousuf is notified by the Notification MCI Service and the Controllers that help is on its way.
Experimental evaluation

Evaluation set-up & approach
To get more insights into the scalability and performance of the OCarePlatform, several tests were conducted. All tests were performed using the same server with 4 x Dual-Core AMD Opteron™ Processor 2212 CPU with 12 GB RAM and running Debian 3.2.65-1+deb7u1 x86_64 GNU-Linux.
Each data fragment entering and leaving a component in the OCarePlatform is timed. This way, the execution time of each component can be calculated. Each test was executed 35 times, the first three and last two runs were omitted to eliminate any influence of the warm-up and cool-down phases. The mean and standard deviation were calculated over the remaining 30 iterations.
Evaluation results
The running example was evaluated in terms of execution times. The evaluations, following this analysis of the running example, focus on getting a better understanding of the scalability of the platform, the ontology was scaled up to resemble a realistic working environment.
Evaluation of the example application
In a first test, the standard scenario as described in Section 6 was evaluated.
In the first step of the scenario, the OCarePlatform detects that Yousuf is still lying in bed. Table 1 In the second phase of the scenario, Yousuf confirms he needs help. The results of the evaluation can be found in Table 2 . Again, the Help Selection MCI Service (57.70%) and Task MCI Service (23.36%) consume the most processing time, followed by the Notification MCI Service, which uses 15.33% or 19.53 ms. This is as expected because of the reasoning processes within these services. The SCB and the Matching Service utilize in total 0.94% or 1.20 ms. Again, the Gateway is negligible. The last step of the scenario is similar to the second step, as the same components are called. The results are shown in Table 3 . Again, the MCI Services consume most of the total execution time in step 3 (96.41% or 130.73 ms). To obtain an overview of the performance for this scenario, the execution times for each component were added (Table 4) . In Figure 4 , a pie-in-pie chart is shown to visualize these results. The smallest pie resembles the four least consuming components in the scenario. The MCI Services and Context Adapters, responsible for the reasoning in the platform and for the transformation of the data into individuals consume the most time. However, the execution times of the Context Adapters are negligible compared to those of the MCI Services. In a realistic working environment, formal caregivers handle requests for help between 10 to 12 residents per day. This is based on Gellatly et al [47] where nurse aide ratios in nursing homes are set to 8 to 12 patients and based on the rules used in home care worker schedules [48] as travelling should also be taken into account. As the scenario discussed in Section 6 contains 2 formal caregivers, the number of residents in this evaluation is steadily increased to 23
residents. This way, a prediction can be made on how the number of residents in the ontology influences the behavior of the OCarePlatform. The results of the evaluation are shown in Figure 5 . As can be seen in Figure 5 , the execution time increases with the growing number of patients in the ontology. The first iteration with 1 patient and 2 formal caregivers takes about 600 ms. The total Registration in the home and task assignment. Within this evaluation, a caregiver enters the home of the resident and registers him/herself using an RFID card. Based on the person entering the house, the personal task list is generated and sent to this person. This way, the caregivers knows which tasks, together with the associated priority, can and should be executed and the associated priority. As can be seen in Figure 7 , the execution time for an ontology with 10 formal caregivers, which have each been assigned zero to four tasks, based on a normal distribution, and 120 residents, climbs up to 450 ms.
Influence of memory allocation on the execution times
A final evaluation focuses on the influence of the amount of memory, allocated to the server, on the execution times of the OCarePlatform. In order to compare this, the technical scenario was executed on a server with 4 GB RAM and 12 GB RAM. The results are shown in Figure 8 . As can be seen from this graph, the execution times increase more rapidly when only 4 GB RAM is used.
Discussion
In the coming years, healthcare services will be increasingly burdened with an increasing number of elderly people and people with chronic diseases. Moreover, the number of available caregivers is decreasing steadily. A solution for this problem is home care, where people can receive care in the comfort of their own home, supported by technology. State of the art research indicated that AAL solutions often lack a thorough requirements analysis and do not meet the needs of all the involved stakeholders, such as residents and caregivers [15, 13] .
Ontologies can be used in these solutions to enable context-awareness, reasoning and interoperability. However, as ontologies often are centralized [18, 19, 20, 21, 22, 23] , the system may be robbed of its scalability and performance. In this paper, we presented the OCarePlatform, a semantic modular back-end system.
The OCarePlatform is designed as a SOA, in which various semantic services are able to process heterogeneous data, originating from both resident and caregiver.
These services form dynamic workflows, tailored to the needs and to support all involved stakeholders of the AAL ecosystem in a scalable and efficient manner.
The OCarePlatform is designed in a scalable and extensible manner, making it possible to easily add new functionality. The core of the OCarePlatform uses the Semantic Communication Bus (SCB), which is responsible for redirecting the plethora of data. While the SCB has an overall picture of the system using the core ontologies, the services only use a domain-specific extension of (a subset of) the core ontologies. By designing multiple services responsible for very specific functionality, dynamic workflows are created that are loosely coupled.
These advantages all contribute to a more scalable and extensible platform. One shortcoming of this system is that during the realization of the first only limited focus was given to privacy and security.
Unlike other solutions, this system was developed using an interdisciplinary methodology, bringing together all involved stakeholders and focussing on their needs. By using a communication bus with core ontologies, responsible for forwarding the data to specific services, the SCB performs efficient and is no bottleneck for the system, unlike the systems discussed in [18, 19, 20, 21, 22, 23] .
Other solutions like [24, 25] propose an approach in which a system is deployed on two endpoints. Both endpoints use an ontology to process the data, which entails that both ontologies should be kept in sync. By using a cloud-based solution, the OCarePlatform does not have to keep all ontologies of the services in sync. Only the core ontologies in the SCB should be stable.These design decisions guarantee a more efficient and scalable use of ontologies, resulting in a timely delivery of notifications to caregivers and residents. By using the OCarePlatform, caregivers are at ease as they know they will be informed whenever something happens. In summary, the OCarePlatform facilitates aging in place and living independently at home for as long as possible.
The most important limitation of the OCarePlatform is ensuring the privacy of the data of the resident and the caregivers. As the OCarePlatform is used to communicate health and care information, it is important that security and privacy are guaranteed. Currently, this is done by using trust circles. When a caregiver is added to the trust circle of the resident, the caregiver is added to the platform and will also receive notifications from the platform. In the future, integration with external data sources, such as Vitalink and the eHealth platform, would make this process easier, as this platform takes trust relationships into account. One drawback of using OWL API is its in-memory representation, limiting the size of the processed ontologies [40] . It can be concluded that allocating enough memory is of crucial importance when deploying the OCarePlatform in order to deliver messages in a timely manner. By deploying the OCarePlatform in the cloud, the memory allocation is not an issue. Moreover, if memory does become problematic, MCI Services could be deployed on different servers in order to provide sufficient memory to maintain a good performance. Finally, the core ontologies within the SCB should be stable. If core ontologies are updated this will influence backward compatibility and already deployed MCI services.
By using intermediate concepts to make changes to the ontology, this issue can be avoided.
Conclusions
In the present contribution, we describe the design and implementation of a semantic, data-driven platform, referred to as the OCarePlatform. This system facilitates independent living by offering information and knowledge-based services to the resident and his/her (in)formal caregivers. This is realized by gathering data collected from various and heterogeneous sources within the home of the resident. Moreover, context information of the resident and the caregivers is also collected. The OCarePlatform processes this data semantically by making use of ontologies. The Semantic Communication Bus (SCB) filters and forwards data to services, which have indicated an interest in that specific type of such data. Several MCI Services are plugged onto this Bus, providing specific functionality.
The evaluation of the OCarePlatform shows that the OCarePlatform is able to deal with an increasing number of residents and caregivers within a realistic working environment. Further analysis showed that the performance of the platform is highly dependent on the allocated memory. Future work will focus on deploying the OCarePlatform on devices that have limited resources.
