Abstract. We show that recent multivariate generalizations of the Araki-Lieb-Thirring inequality and the Golden-Thompson inequality [Sutter, Berta, and Tomamichel, Comm. Math. Phys. (2017)] for Schatten norms hold more generally for all unitarily invariant norms and certain variations thereof. The main technical contribution is a generalization of the concept of log-majorization which allows us to treat majorization with regards to logarithmic integral averages of vectors of singular values.
Introduction
Majorization and log-majorization are powerful and versatile tools for proving trace and norm inequalities (see, e.g., [1, 15, 10] for overviews on the topic). A fundamental property of unitarily invariant norms (including Schatten p-norms and the trace norm) can roughly be stated as follows (see [5, 
A natural approach to prove norm inequalities for general unitarily invariant norms then proceeds as follows: First, the desired inequality is shown for the operator norm where such inequalities often boil down to operator inequalities and are easier to prove. Next, it is shown using antisymmetric tensor power calculus that the operator norm inequality implies log-majorization and thus weak majorization of the eigenvalues. Consequently, the desired inequalities follow directly from (⋆). Let us illustrate this approach with an example (the reader unfamiliar with the notation is referred to Section 2). For two positive definite operators A 1 , A 2 and any θ ∈ (0, 1), consider the following special case of the ArakiLieb-Thirring inequality [14, 4] :
However, known results for majorization or log-majorization in the spirit of (⋆) do not apply to (5) due to the integral average of vectors on the right-hand side. In Sections 3 we extend (⋆) to the case of weak majorization relations where the right-hand side contains an integral average of vectors. Our first main result, Theorem 7 in Section 4, deals with weak log-majorization relations of the form (5) . It establishes that the weak log-majorization relation is equivalent to two other conditions involving unitarily invariant norms, and in particular implies that (4) holds for all unitarily invariant norms and certain variations thereof. Our second main result, split into Theorems 10 and 14 in Section 5, proves a similar characterization directly for the log-majorization relation in (5) and implies even stronger inequalities for unitarily invariant norms. For the special case where no average is present, Propositions 8 and 13 imply new characterizations of weak log-majorization and log-majorization, respectively. The implications for multivariate trace inequalities are discussed in Section 6. There we present multivariate generalizations of the Araki-Lieb-Thirring inequality, the Golden-Thompson inequality [8, 17] and Lieb's triple matrix inequality [13] -beyond the generalizations recently established in [16] . We also provide a simplified proof of (4) for arbitrarily many matrices and the operator norm in Appendix A.
Preliminaries
Majorization. Let H be a Hilbert space of dimension d := dim H < ∞, L(H) the set of linear operators on H, P(H) be the set of all positive semidefinite operators in L(H), and P + (H) the set of all invertible (positive definite) operators in P(H). For self-adjoint A, B ∈ L(H), we write A ≥ B to indicate that A − B ∈ P(H).
We use bold font a = (a 1 , . . . ,
where we used
and log-majorization, a ≺ log b, additionally requires equality for k = d. For any function f on R + we write f (a) = (f (a 1 ), . . . , f (a d )) with conventions log 0 := −∞ and e −∞ = 0. Moreover, weak majorization ≺ w makes sense even for vectors having entries −∞. With these conventions, it is evident that a ≺ w log b if and only if log a ≺ w log b. The following relation takes a prominent role (see [5, Thm. II.3.3] and [9, Prop. 4.1.4]):
As a direct consequence when applied to the exponential function, weak log-majorization implies weak majorization.
Unitarily invariant norms. Let us denote the eigenvalues of a self-adjoint operator A ∈ L(H) in decreasing order counting multiplicities by the vector λ(A) = (λ 1 (A), . . . , λ d (A)). Moreover, let ||| · ||| Φ be a unitarily invariant norm on P(H) and Φ : R d + → R + the corresponding gauge function so that
(We refer the reader to [5, Sec. IV] for an introduction to unitarily invariant norms. The bijective correspondence between symmetric gauge functions on R d + and unitarily invariant norms on P(H) is due to von Neumann [18] .)
Of particular interest here are Ky Fan norms.
In particular, · (1) is the operator norm · . Another important and familiar one is the Schatten p-norm L p := (tr |L| p ) 1/p for p ≥ 1. In particular, · 1 is the trace norm. The definition of · p makes sense even for 0 < p < 1 as a quasi-norm.
The following lemma is a Hölder inequality for the gauge function Φ and follows from [5, Thm. IV.1.6].
where
Proof. The lemma for m = 2 is [5, Thm. IV.1.6]. The case m = 3 is shown as
The general case can be shown similarly by induction.
Antisymmetric tensor product.
, let H ⊗k be the kth tensor power of H and let H ∧k denote the antisymmetric subspace of H ⊗k . The kth antisymmetric tensor power, 
In particular, we note that if L ∈ L(H) is positive semi-definite, so is its antisymmetric tensor power ∧ k L ∈ L(H ∧k ).
(Weak) majorization with integral average
Let Ξ be a σ-compact metric space and ν a probability measure on the Borel σ-field of Ξ. Let A ∈ L(H) and ξ ∈ Ξ → B ξ ∈ L(H) be a continuous function such that A and B ξ for all ξ ∈ Ξ are self-adjoint and sup B ξ : ξ ∈ Ξ < ∞. We use the convention
The following two theorems are characterizations of weak majorization and majorization in the setting with integral average. They will be used in Sections 4 and 5. 
Proof. Assume (a) and let f be as in (b). We have
thanks to [9, Prop. 4.1.4(2)]. Since
we have λ(f (A)) ≺ w Ξ λ(f (B ξ )) dν(ξ). Since both sides of this relation are non-negative vectors, applying the gauge function Φ to them yields (see [9, Lemma 4 
Hence (b) holds.
To prove the converse, assume (b). Since B ξ is uniformly bounded, there is an α > 0 such that A + αI ≥ 0 and B ξ + αI ≥ 0 for all ξ ∈ Ξ. We evaluate inequality (15) for f (x) := max{x + α, 0} and the Ky Fan norm
Therefore,
, which implies (a). Remark 1. In the case where A, B ξ ∈ P(H) for all ξ ∈ Ξ, conditions (a) and (b) are also equivalent to the statement (c) for every unitarily invariant norm ||| · |||,
Indeed, (b) =⇒ (c) is obvious by letting f (x) := max{x, 0} in (b), and (c) =⇒ (a) is seen by evaluating (c) for the Ky Fan norm ||| · ||| = · (k) . The assumption B ξ ∈ P(H) is essential for the latter implication. Statements (a) and (c) constitute a generalization of (⋆) when applied to |A| and |B ξ | for A, B ξ ∈ L(H).
Theorem 5. With Ξ, ν, and self-adjoint A, B ξ ∈ L(H) given as above, the following statements are equivalent: (15) holds for every convex function f : R → [0, ∞) and for every unitarily invariant norm ||| · |||.
Proof. Assume (d) and let f be as in (e). It is obvious that
, where for a, b ∈ R d , a ≈ b means that the entries of a coincide with those of b up to a permutation. Since Lemma 1 gives
we have
Hence (e) holds.
Conversely, if (e) is satisfied, then by Theorem 4 we have
Choose an α > 0 such that A ≤ αI and B ξ ≤ αI for all ξ ∈ Ξ. For f (x) := max{α − x, 0} and the trace norm ||| · ||| = · 1 , condition (e) implies that
giving the desired inequality.
Weak log-majorization with integral average
In the following, we assume that A, B ξ ∈ P(H) for all ξ ∈ Ξ. The above equivalent conditions (a), (b) of Theorem 4 and (c) of Remark 1 correspond to weak majorization, and (d), (e) of Theorem 5 correspond to majorization. We now consider stronger conditions than those, corresponding to (weak) log-majorization. We have the following chain of implications, where the last condition (4) is (b) of Theorem 4 and we use as in (14) the convention
Proposition 6. With Ξ, ν, A and B ξ given as above, consider the following statements:
Proof. The implication (1) =⇒ (2) is trivial. Implication (2) =⇒ (3) follows by Jensen's inequality, and (3) =⇒ (4) follows by Lemma 1.
The following theorem constitutes part of our main results and characterizes the second condition in this chain. We will give a similar characterization of the first condition in Theorems 10 and 14 below.
Theorem 7. With Ξ, ν, A and B ξ given as above, the following statements are equivalent:
is convex on R, and for every unitarily invariant norm ||| · |||,
(iii) for every continuous non-decreasing function
When Ξ is a one-point set, Theorem 7 reduces to [9, Prop. 4.4.13] , except condition (ii). The proof of (ii) =⇒ (i) given below implies the next proposition, which appears to be a new characterization of weak log-majorization.
Before presenting the proof of Theorem 7, we discuss the convexity conditions appearing in (ii) and (iii). We will use the following properties in the proof of Theorem 7 and again in Section 5.
In particular, (2) implies that a non-decreasing continuous function f : (0, ∞) → [0, ∞) with the property that x → log f (e x ) is convex on R extends to a continuous function f : [0, ∞) → [0, ∞). This corresponds to (ii) of Theorem 7. Analogously, if g : (0, ∞) → [0, ∞) is continuous and nondecreasing, and x → g(e x ) is convex on R, then g extends to a continuous function g : [0, ∞) → [0, ∞). Such functions appear in (iii) of Theorem 7. In Section 5, we will drop the assumption that f, g are non-decreasing and instead consider majorization instead of weak majorization.
For instance, for any α ≥ 0 and any
Proof. (1) Let h(x) := log f (e x ), x ∈ R. If the conclusion is not true, then there is an α > 0 such that f (α) = 0 and f (x) > 0 for x ∈ (α − δ, α) or x ∈ (α, α + δ) for some δ > 0. Since lim x→log α h(x) = log f (α) = −∞, h cannot be convex around log α.
(2) From the convexity of h on R it follows that h(−∞) :
Unless h is non-decreasing on R, the convexity of h implies that h(−∞) = ∞ and so
The proof of the statements for g is similar and omitted here.
Proof of Theorem 7. In comparing conditions (ii) and (iii), the convexity of log f (e x ) in (ii) is stronger than the convexity of f (e x ) in (iii). Correspondingly, the conclusion of (ii) is stronger than that of (iii). Hence it is not clear how to pass directly between (ii) and (iii). The proof is thus split into four parts, corresponding to the implications (i) =⇒ (ii), (ii) =⇒ (i), (i) =⇒ (iii), and (iii) =⇒ (i).
Proof of (i) =⇒ (ii). First, assume that A, B ξ ∈ P + (H) and B ξ ≥ εI for all ξ ∈ Ξ with some ε > 0. Because f is non-increasing on [0, ∞), we have log λ(f (A)) = log f (e log λ(A) ) .
Since log f (e x ) is convex on R, Lemma 1 yields
from condition (i). Therefore, we have with (30)
so that
By Lemma 9 (1) we may assume that f (x) > 0 for any x > 0, so the func- 
Since Lemma 2 implies that
Combining (34) and (42) gives inequality (27). Next, consider the general case where A, B ξ ∈ P(H). For any ε > 0, since
one can choose a δ ε ∈ (0, ε) such that
i.e., we have the weak log-majorization λ(A + δ ε I) ≺ w log exp Ξ log λ(B ξ + εI) dν(ξ). By applying the first case to A + δ ε I and B ξ + εI, we have
Since log |||f (B ξ + εI)||| Φ ց log |||f (B ξ )||| Φ for every ξ ∈ Ξ as ε ց 0, the monotone convergence theorem gives
Hence letting ε ց 0 in (46) gives the desired inequality.
Proof of (ii) =⇒ (i). First, assume that B ξ ∈ P + (H) for all ξ ∈ Ξ. Assume (ii), and for every k ∈ [d] we prove that
Since (48) is obvious if λ k (A) = 0, we may assume that λ k (A) > 0. Applying inequality (27) in (ii) to ||| · ||| = · (k) , and f (x) = x p for each p > 0 (which obviously satisfies the condition in (ii)), we have
i.e.,
Since, for a i > 0, the function p > 0 → log
is convex, we find that, as p ց 0,
for every ξ ∈ Ξ. This relies on the fact that x → f (x)/x is non-decreasing if f is convex and f (0) = 0. Hence the monotone convergence theorem yields
Therefore, by letting p ց 0 in (51) we have
implying (48).
Next, consider the general case where B ξ ∈ P(H) for all ξ ∈ Ξ. Since the inequality (27) in (ii) holds with B ξ + εI instead of B ξ for any ε > 0, the above case implies that
Letting ε ց 0 gives (48) so that (i) follows.
Proof of (i) =⇒ (iii). Assume first that A, B ξ ∈ P + (H) and B ξ ≥ εI for all ξ ∈ Ξ with some ε > 0. Since (i) means that
one can apply (a) =⇒ (b) of Theorem 4 to log A, log B ξ and f (x) := g(e x ), where g is as in (iii). Inequality (28) then immediately follows. For the general case where A, B ξ ∈ P(H), for any ε > 0 choose a δ ε ∈ (0, ε) satisfying (45). Since the above case gives |||g(A + δ ε I)||| ≤ Ξ |||g(B ξ + εI)||| dν(ξ), we have (28) by letting ε ց 0.
Proof of (iii) =⇒ (i). For
and g(x) := log(1+ε −1 x) where ε > 0; then g satisfies the condition in (iii). Since
inequality (28) implies that
Letting ε ց 0 gives
and hence (i) follows.
Log-majorization with integral average
Consider the strongest condition (1) in the chain of implications in Proposition 6. Our first main result concerning this condition is the following.
Theorem 10. With Ξ, ν, A and B ξ given as above, the following statements are equivalent:
In this statement, we extend f to [0, ∞) by continuity and for any unitarily invariant norm ||| · ||| use the convention |||f (A)||| = ∞ when f (0 + ) = ∞ and A ∈ P(H) is not invertible.
The proof requires a few auxiliary results. We first show that the righthand side of (62) is well-defined. Before proving the theorem we give another lemma. 
Proof. Assume that a ≺ log b. The proof is divided into two cases. First, assume that a d > 0 (hence b d > 0 as well). For each m ∈ N, since log a, log b ∈ R d and log a ≺ log b ≤ log b (m) so that log a ≺ w log b (m) , it follows from [9, Proposition 4.
Now define a (m) := exp c (m) ; then a ≤ a (m) ≺ log b (m) . It remains to prove that a (m) → a. For this, note that
as m → ∞. Therefore, we have c
Secondly, assume that a d = 0 (hence b d = 0 as well). Assume that 
Since
we find that a (m) is in decreasing order. We furthermore have a (m) → a and
so that a ≤ a (m) ≺ log b (m) follows.
Proof of (I) =⇒ (II). First, assume that A, B ξ ∈ P + (H) and B ξ ≥ εI for all ξ ∈ Ξ with some ε > 0. Since λ(f (A)) ≈ f (λ(A)), the corresponding part of the proof of Theorem 7 can be adopted with the slight modification that
instead of (30) because the assumption that f is non-decreasing has been dropped. Next, consider the general case where A, B ξ ∈ P(H). With 0 < ε m ց 0, we have
Since Ξ log(λ(B ξ ) + ε m ) dν(ξ) ց Ξ log λ(B ξ ) dν(ξ) as m → ∞ by the monotone convergence theorem, by Lemma 12 one can choose a (m) , m ≥ m 0 , such that a
Choosing A (m) ∈ P + (H) with λ(A (m) ) = a (m) and applying the first case to A (m) and B ξ + ε m I, we have
When f (0 + ) < ∞ and hence f is non-decreasing on (0, ∞) by Lemma 9 (2), note that
and similarly |||f (B ξ +ε m I)||| Φ → |||f (B ξ )||| Φ for every ξ ∈ Ξ as m → ∞. Since ξ → |||f (B ξ + ε m I)||| Φ is uniformly bounded above (so − log |||f (B ξ + ε m I)||| Φ is uniformly bounded below), Fatou's lemma yields lim sup
and therefore, letting m → ∞ in (74) gives inequality (62). Finally, when f (0 + ) = ∞, we may assume that Ξ log |||f (B ξ )||| Φ dν(ξ) < ∞. In this case, f is decreasing on (0, δ) for some δ > 0. We will argue below that there are constants α, β > 0 such that
for all ξ ∈ Ξ and m ≥ m 0 . Since Ξ log(|||f (B ξ )||| Φ + β) dν(ξ) < ∞, the Lebesgue convergence theorem can be used to get (62) by taking the limit of (74). It remains to show (77). By the uniform boundedness of the operators B ξ , there is a constant γ > 0 such that
Because f is decreasing on (0, δ) and f (x) > 0 for all x > 0 (see Lemma 9 (1)), this implies that ξ → |||f (B ξ + ε m I)||| Φ is uniformly bounded from below, as claimed in (77). Observe that the upper bound in (77) is trivial for B ξ ∈ P(H)\P + (H) since |||f (B ξ )||| Φ = ∞ when B ξ is not invertible. Hence assume that B ξ ∈ P + (H). Using the spectral decomposition B ξ = λ∈spec(B ξ ) λP λ , where spec(B ξ ) is the set of eigenvalues of B ξ , we then have
The claim then follows by the triangle inequality for ||| · ||| Φ and the fact that f (λ + ε m ) ≤ sup δ≤x≤γ f (x) < ∞ for all λ ∈ spec(B ξ ) with λ + ε m ≥ δ and for all ξ ∈ Ξ. The last fact is immediately seen from (78) and the continuity of f .
Proof of (II) =⇒ (I). The weak majorization relation
is obvious from (ii) =⇒ (i) in Theorem 7 since condition (II) is stronger than (ii). It remains to prove that equality holds in (82) when k = d. It suffices to prove that
For this, we may assume that Ξ log det B ξ dν(ξ) > −∞ and so B ξ ∈ P + (H) for ν-a.e. ξ ∈ Ξ. So we may assume that B ξ ∈ P + (H) for all ξ ∈ Ξ. Moreover, replacing A, B ξ with αA, αB ξ for some α > 0, we may assume that B ξ ≤ I and so λ i (B ξ ) ≤ 1 for all ξ ∈ Ξ and i ∈ [d]. For every p > 0, since
we find that
Applying inequality (62) to ||| · ||| = · 1 and f (x) = x −p for any p > 0 we get
This means that
Similarly to (52) and (53) we find that, as p ց 0,
for every ξ ∈ Ξ. Thanks to (85) the Lebesgue convergence theorem yields
Therefore, letting p ց 0 in (87) gives (83), as desired.
When Ξ is a one-point set, Proposition 8 and Theorem 10 with the above proof of the implication (II) =⇒ (I) yield a new characterization of logmajorization.
Proposition 13. For A, B ∈ P(H), λ(A) ≺ log λ(B) if and only if
It is natural to wonder whether the generalized log-majorization condition (1) of Proposition 6 is equivalent to a third condition analogous to (ii) of Theorem 7. The following theorem shows that this is the case under one additional technical assumption. In the statement, we use the same convention for |||g(A)||| as introduced in Theorem 10. 
Then (I) =⇒ (III), and
Remark 2. The integrability assumption is essential in the proof of the implication (III) =⇒ (I) with use of test functions x −p for p > 0. Indeed, it is easy to provide an example of Ξ, ν and B ξ such that
Since there is no good test function other than x −p , it seems difficult to remove or relax the integrability assumption.
Proof of (I) =⇒ (III). Assume first that A, B ξ ∈ P + (H) and B ξ ≥ εI for all ξ ∈ Ξ with some ε > 0. Since (I) means that λ(log A) ≺ Ξ λ(log B ξ ) dν(ξ), one can apply 
When g(0 + ) < ∞, letting m → ∞ in (93) gives inequality (92) immediately. When g(0 + ) = ∞, the proof is similar to the last part of the proof (I) =⇒ (II) by noting that there is a constant β > 0 such that |||g(B ξ + ε m I)||| Φ ≤ |||g(B ξ )||| Φ + β for all ξ ∈ Ξ and m ≥ m 0 .
Proof of (III) =⇒ (I) under the integrability assumption. The weak majorization relation
is obvious from (iii) =⇒ (i) in Theorem 7 since condition (III) is stronger than (iii). It remains to prove that equality holds in (94) when k = d. Here, we use the assumption that Ξ B −p 0 ξ 1 dν(ξ) < ∞ for some p 0 > 0. Inequality (92) in (III) is applied to ||| · ||| = · 1 and g(x) = x −p for any p > 0, so that we have A −p 1 ≤ Ξ B −p ξ 1 dν(ξ). Therefore,
is integrable with respect to ν. Hence the Lebesgue convergence theorem yields d dp 
where d dp (·) p=0 + means the right derivative at p = 0. Now we obtain the desired equality since
as easily seen from (99).
Application to multivariate norm inequalities
We recall the inequality [16, Thm. 
where dβ θ (t) := sin(πθ) 2θ cos(πt) + cos(πθ) dt ,
and the functional calculus A z ℓ for any z ∈ C is defined with the convention that 0 z = 0. A concise proof of this special case is given in Appendix A. Using the rules of antisymmetric tensor power calculus presented in Lemma 3, we find These inequalities generalize [16, Cor. 3.3] , where the result was shown for the norms · p with p ≥ 1 and f and g equal to the identity function. Using this inequality with n = 4 and p = 2, the authors of [16] obtained the best currently known lower bound on the remainder term in the strong subadditivity inequality involving the universal rotated Petz recovery map introduced in [12] . (The first such remainder terms involving recovery maps were recently presented in [7] .) It remains an open problem whether this application to quantum information can be extended using the strengthened inequalities obtained here.
