Abstract-This paper shows that extraction and analysis of various acoustic features from speech using mobile devices can allow the detection of patterns that could be indicative of neurological trauma. This may pave the way for new types of biomarkers and diagnostic tools. Toward this end, we created a mobile application designed to diagnose mild traumatic brain injuries (mTBI) such as concussions. Using this application, data were collected from youth athletes from 47 high schools and colleges in the Midwestern United States. In this paper, we focus on the design of a methodology to collect speech data, the extraction of various temporal and frequency metrics from that data, and the statistical analysis of these metrics to find patterns that are indicative of a concussion. Our results suggest a strong correlation between certain temporal and frequency features and the likelihood of a concussion.
speech is captured on a portable device, transmitted to a speech processing service that extracts and analyzes various acoustic features, and sends the results back to the device for the practitioner to interpret. However, in many settings, this approach is not feasible, e.g., whenever assessment must occur in real-time in nonclinical environments. Examples include sideline speech assessment of athletes (e.g., due to a suspected concussion) in areas with no or poor wireless connectivity, as well as the assessment of military personnel deployed in remote areas. With the arrival of mobile devices (such as smartphones and tablets) with relatively large processing, energy, and storage resources, it is becoming increasingly realistic to develop health tools on such devices that not only capture the human voice, but also perform processing, filtering, analysis, and diagnostics in near real-time [1] - [3] . The technical and computational challenges for the deployment of lightweight speech recognition applications on mobile devices are daunting, e.g., while mobile devices are increasingly powerful, they still have much stricter resource limitations than other computing systems [4] . It can also be challenging to build such systems due to the proprietary nature of (desktop or server-based) speech recognition software toolkits, which are often provided without access to source code. However, with recent advances on both the software side (e.g., more efficient algorithms) and the hardware side (e.g., resource-richer devices), mobile speech recognition applications have become available [5] , [6] , thereby making speech-based diagnostics on mobile devices possible.
In this paper, we first present a speech analysis application using open source tools and software focusing on the extraction and analysis of temporal features of speech. We then expand on these results by adding an analysis of features from the frequency domain. In consultation with speech language pathologists a set of reading tests have been designed to measure a variety of speech features such as speaking rate, word duration, or pitch and intensity fluctuation. Stimuli are selected to test maximum movement, strength, accuracy, and range of the different oral motor structures (i.e., tongue, soft palate, lips). We present our approach to data collection and analysis with an emphasis on data collected from over 2500 athletes from 47 high schools and colleges in the Midwestern United States using this application.
II. RELATED WORK
Several studies [7] - [9] have explored acoustic measures to help distinguish various types of dysarthria (i.e., motor speech disorders) due to neurotrauma (e.g., TBI) or neurodegenerative 2168-2194 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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diseases (e.g., Parkinson's Disease, Amyotrophic Lateral Sclerosis, Huntington's Disease, etc.). Exploring rhythm abnormalities [7] , [8] and vowel metrics [9] , the authors found that for individuals with Parkinson's Disease, significant changes in the articulation rate (a measure of rate of speaking excluding pauses) and pause times (periods of absence of speech) can be detected. And while acoustic differences in vowel changes due to different types of dysarthria can be detected, listeners' perceptions of these changes were variable. The later suggests acoustic measures may be more accurate in detecting early signs of neurodegenerative disease processes. While there are many studies [10] , [11] examining speech changes in individuals with moderate to severe TBI, there is limited literature on speech changes due to mild TBI or concussions. Currently, the diagnosis of concussion and its ramifications to neurological diseases and disorders remains illusive, which is why it is so important to have an instrument that can detect changes in speech that will serve as a biomarker for neurological wellness. Falcone et al. [11] and Poellabauer et al. [12] , investigated the possible impact of concussions on speech. They focused on data collected from collegiate boxers, where the acoustic features of pitch, formant frequencies, jitter (cycle-to-cycle variations of the fundamental frequency), and shimmer (variability of peak-to-peak amplitude) were explored. While preliminary in focus, there was substantial evidence that even mild traumatic brain injuries (mTBI) leave their fingerprints in human voice.
Pitch and formant changes have been used to detect early signs of autism in infants' cry melodies and other oral productions of young children [13] , [14] . Sheinkopf et al. [13] , found that children with a high risk of being on the autism spectrum had pain cries with a higher fundamental formant frequency than children with a lower risk. Brisson et al. [14] , found that children later diagnosed to be on the autism spectrum had more monotonous voices than children without autism, with their pitch contours being less complex.
Recent research using speech analysis for early Alzheimer's disease detection [15] emphasized the noninvasive nature of using speech analysis for health diagnostics and monitoring. Using emotional temperature, a metric of their own design to measure emotional response, and the analysis of automatic spontaneous speech, they were able to differentiate with some success between patients with Alzheimer's disease and a control group. This method could assist in making an earlier diagnosis than what is offered by current diagnostic methods that rely on extensive cognitive and medical assessment when the disease is already advanced enough for its strongest effects to become noticeable.
III. METHODS

A. Speech Recognition
An overview of the architecture of the third-party speech recognition and analysis system used in this project (described in more detail in Section 4.2) is shown in Fig. 1 . Users are asked to go through a series of tests, where words, sentences, and sounds are produced and captured by a low-impedance, unidirectional dynamic microphone attached to the mobile device. The external microphone minimizes the effects of background noise and cross-talk, making the captured signal as clear as possible. This cannot be achieved by the built-in microphone on the device as it is not sensitive enough to filter these discrepancies, which are a product of the recording environment. The integrity of the recording is maintained by detecting its noise content using the methods highlighted in [16] . If the voiced or unvoiced signal-tonoise ratio (SNR) is below a threshold, the user is prompted to retake the test. If not, the speech recording is saved into a speech repository, either locally on the mobile device, or remotely in cloud storage. Each recording is sent to a feature extraction tool, where feature frames are extracted and then passed on to a speech recognition software. This software includes a decoder, which in turn consists of a linguistic component that receives information from a knowledge base comprised of the following. A stochastic approach is employed where word transitions are defined in terms of transition probabilities, e.g., in the sentence "Shut the door," a noun is expected after "the," hence the language model can constrain the search space to only nouns in the dictionary, reducing computational overhead. 3) Acoustic Model: This is a collection of trained statistical models, each representing a phonetic unit of speech. They are trained by analyzing large corpora of speech. Acoustic models are not necessarily constrained by the speaker, in that they can be generated for a group of speakers or an individual. In our case, we use a group-based acoustic model. The decoder forms the backbone of the speech recognizer. It selects the next set of likely states, assigns a score for incoming features based on these states, and eliminates the low scoring states to generate results. State selection by the decoder is driven by the knowledge base, where the grammar selects the next set of possible words. The dictionary is used to collect pronunciations for the words. An acoustic model is used to collect Hidden Markov Models (HMMs) for each pronunciation, from which transition probabilities are used to select the next set of states. This parameter measures the degree of rate variation in the period (%). If the C-V vocalization is repeated with little variation in rate, then this number is very small. However, as a speaker varies the rate of DDK during the seven-second-analysis window, this number increases. This parameter is assessing the participants ability to maintain a constant rate of C-V combinations
The linguist component of the decoder obtains word pronunciations, probabilities, transitions, and state information from the knowledge base as shown in Fig. 1 . These are used to generate nodes in HMMs that represent the speech samples. HMMs are commonly used in speech recognition software to calculate the likelihood of each state [17] , [18] . The HMMs used in the third party speech recognition software used in this project are specialized versions that emit observations from an observation sequence O from left-to-right with probabilities defined in a Probability Distribution Function (PDF). Backward transitions are not allowed. Each of the states in the HMM is represented by a Gaussian mixture of density functions. In other words, the linguist translates the rules provided by the user into a grammar that the search manager can use. Based on this grammar, the function of the search manager is then to build a tree of possibilities for what the signal might be, and then search the tree to find the best hypothesis. To do the latter, the search manager uses the acoustic scorer. Its role is to compute, for a given input vector, the state output probability. It provides these to the search module on demand. Using them, the search module can then prune the tree of possibilities until a best hypothesis is found [19] . This best hypothesis is then output by the decoder together with its timing boundaries. The computation complexity for these tasks can be significant and in the past, mobile devices lacked a fast virtual memory subsystem and a complete processing library (most notably in C/C++) to handle the computational complexity of automatic speech recognition (ASR) tasks.
B. Temporal and Frequency Speech Features
In this work, we consider both temporal and frequency features in speech to detect signs of a potential mTBI. The temporal features that are extracted together with their descriptions are listed in Table I . Average duration has been chosen as a feature since it has been extensively studied and has been found to provide useful information regarding speaking rate, dialect, phonetic context, stress, and specific characteristics (i.e., gender, age, neurological status) of the speaker [20] - [22] . The same applies to the metric relating to stress. When the participants have to put stress on a particular word, they have to adjust their respiratory system to reflect that increase in stress, the coordination of which is anticipated to be more difficult for an individual suffering from a diffuse head injury such as a concussion. In the same way, a participant reading a continuous passage of speech, will tax the motor speech system to make sure all words are coordinated and stress is timed appropriately.
Further, we also measure the diadochokinetic (DDK) rate. The DDK rate measures the speed, strength, steadiness, and accuracy of rapid, repetitive motor speech movements. In our test, these sounds are Pa, Ta, and Pa-Ta-Ka [23] . This part of the data collection is designed to emphasize various oral motor skills such as articulation, respiration, tone control, and phonation. The DDK rate test determines if there are problems in the speech mechanisms that control motor skills or speech planning functions. In the case of a participant having suffered an mTBI, we anticipate, based on the work in [24] , [25] , different temporal metrics to change, e.g., the speed/rate, expected to be either fast or slow, the frequency of iterations, or steadiness, expected to fluctuate, and the strength of the repetition to become either hyper-or hypokinetic.
In the frequency domain, several metrics are being considered as shown in Table II . At this point, all metrics are extracted off device (i.e., on a remote server), but their extraction does not necessarily require any special software and thus could easily be performed on-device (although the performance degradation due to hardware constraints is to be determined). The first metrics that we compute are the average pitch for the entire sound file and the standard deviation of this pitch. This is an easy metric to compute, as there are many tools available to compute the pitch for every window of a given time interval over a given sound file. In this paper, we used the popular Praat 1 software tool to perform these measurements. We also compute the average power and its standard deviation as they are also easy to extract and popular in speech assessment. However, analysis of these features has to be performed carefully since small variations in the data capture (e.g., changes in the placement of the microphone) can lead to drastic changes in the recorded intensity of the voice samples.
When listening to the recorded speech of concussed participants, several frequency domain features appear to show consistent differences (compared to nonconcussed participants). Common patterns include increased monotonicity of the voice, increased tone fluctuations, and increased stress. To translate these perceptive assessments into quantifiable metrics, we first measured the pitch (or power) of the sound file for every window of 10 ms of voiced time in the sound files. From these measurements, we computed the average pitch for the sound file and then used that average to analyze the speech signal's pitch values to identify when they crossed that average. We first considered measuring the amount of pitch variation by counting the number of times the pitch values went past the value of the average pitch. However that made very steady recordings with numerous fluctuations just around the average seem more fluctuating than recordings with fewer fluctuation but of great intensity. Instead we computed a weight for each of these crossings (seen in Fig. 2 ). That way, very steady recordings with numerous fluctuations just around the average have a lot of weights that will be small and add up to a small value, while recordings with fewer fluctuation, but of greater intensity will have a small number of these weights, which will be large and add up to a large value. After having computed all of the crossing points' weights, we added them together to obtain a value for the entire file, providing a measure for the variance of the pitch. To see if that variance was constant throughout the file, we then computed the average and standard deviation of that variance. In addition to the variance of the amplitude of the pitch, we also wanted to get a sense of the frequency of the variance of the pitch. To do so, we computed a new value for each of the points at which the pitch crosses the threshold of the average pitch; averaging the time before and after each crossing. This process can be seen in Fig. 3 . Again, we wanted to be able to see if the frequency of the variance was steady or not, and thus we computed the average and the standard deviation of this frequency. This methodology that we followed to extract metrics related to the pitch was similarly applied to extract metrics related to the intensity of the sound signal. The details of the frequency domain features extracted in our work are presented in Table II .
IV. IMPLEMENTATION
A. Data Collection
Concussion testing typically involves recording a preseason baseline for a subject representing their "healthy" state. Subsequent postbaseline recordings are classified and tagged as either being normal or from a subject who has a suspected concussive injury. Postbaseline recordings are compared to the initial baseline. Intuitively, subjects with a concussive injury should By requesting individuals to emphasize the highlighted word in the sentence, stress, rhythm, amplitude, and frequency can be measured. 3
The sentence used was controlled for syllable length (including 1-, and 3-syllable words containing front, middle, and back vowels and consonants measuring accuracy of articulatory production and movement, and syllable duration. 4 Tests 4 and 5 are used to measure the DDK rate (or the ability to rapidly, accurately, and steadily produce the neutral vowel with a front and back consonant sound); a measure of the accuracy of alternating motor movements. 5 See explanation for test 4. 6 This test assesses sequential DDK motion rate by measuring the accuracy, rate, and duration of each syllable produced.
display a pattern that is atypical of a healthy control group. Speech was recorded on an iOS mobile device (iPad mini) fitted with a low-impedance Shure SM10A microphone 2 designed for close-talk headworn applications such as remote-site sport broadcasting sampled at 44.1 kHz, 16 bit, mono. A custom mobile application was designed for a multisyllabic word reading test, which asks users to read out a sequence of words as they appear on a mobile device screen at given time intervals. The words were carefully handpicked after consultation with speech language pathologists. The details of the tests used are shown in Table III ; the words and sounds are selected in a way that will require the users to use different parts of the speech production system (front and back of the mouth, soft palate in the back of the throat). Each of the tests was designed and selected for specific reasons, as described in Table IV. The setup for the test is shown in Fig. 4 . The noise management techniques and SNR threshold proposed in [16] were used. This approach rejects a test when the voiced or unvoiced SNRs drop below a threshold. Feedback is provided based on these values to convey whether the environment is noisy, the microphone is not placed optimally, or the user is not speaking loud enough (speech intensity is also measured). A test retake is 2 http://www.shure.com/americas/products/microphones/sm/sm10a-headworn-microphone The recorded speech to be analyzed was then transferred to a local application repository (disk storage) after being downsampled to 16 KHz, both on the server as well as the mobile devices. The downsampling was necessary due to the selection of the speech processing library, Sphinx, 3 
B. Speech Recognition 1) Decoder:
The Sphinx speech recognition software toolkit [26] , [27] was selected as the speech decoder due to its open-source nature. In particular, the lightweight Pocketsphinx implementation was selected since it can easily be ported to mobile devices. The software is written in C/C++, making it ideal for the iOS mobile platform, which has a C/C++ virtual memory subsystem. Pocketsphinx has been optimized for speed on mobile device processors, e.g., the feature extraction has been changed to fixed point, which has resulted in a significant improvement in speed [4] .
2) Knowledge Base: 1) Lexicon/Dictionary: The Carnegie Mellon University pronouncing dictionary for general American English 4 that comes packaged with PocketSphinx was used (39 phones). The phonetic decomposition of the words used in test 1 (multisyllabic words) from this corpus is shown in Table V with all possible pronunciations. 2) Language Model: A JSGF (Java Speech Grammar Format) 5 grammar file is defined for the multisyllabic word test. A fixed text corpus is, since our grammar is restricted and subjects speak a known set of words.
3) Acoustic Model: The generic hub4 Wall Street Journal (WSJ) [28] , [29] acoustic model that comes prepackaged with Sphinx was used. It is a comprehensive model that has been trained on over 140 h of speech. 
V. RESULTS
A. Noise Management
The method, described in [16] , was used to determine a threshold value for the voiced and unvoiced SNR below which a speech signal is considered noisy. The code to compute the SNR values from the sound files is a modified version of a code written by Antoine Fillinger and Vincent Stanford (which was adapted with their help). The description of the code presented in this paper is extracted from a description of an earlier version of the code by Jon Fiscus. 6 The program estimates the SNR values of a file using a logarithmic function and the speech power of the sound file. In order to estimate speech noise levels a signal energy histogram is created. With the assumption that the recording is not too noisy, we expect to see two different peaks in this distribution: one for the noise level on the left and one for the speech level on the right. The noise distribution is estimated by fitting a raised cosine function to the left peak of the RMS histogram. The raised cosine function first issues an estimate for the location, amplitude, and width of the left most peak. Then, a space search algorithm called "direct search" [30] is applied to maximize the fit. With the best fit found, the midpoint of the raised cosine function is labeled as the mean noise power level, as seen in Fig. 6 .
The cosine function, which was used to estimate noise power distribution, is subtracted from the RMS power histogram in order to estimate the speech power distribution. The speech level is defined to be the bin midpoint where the 95th percentile occurs in the speech power histogram, as shown in Fig. 7 . The noise level is then subtracted from the speech level to obtain the SNR.
This method relies on the fact that the analyzed sound file is a mix of two distinct power distributions, one emanating from the signal, and one emanating from the noise. It is important to note that if the noise and speech distributions are close to one another (i.e., a very noisy recording), then this technique will produce unreliable results.
We then had to compute the threshold value for the SNR below which to reject the recordings. 110 speech recordings were taken from our speech repository and a noise signal was added to them at varying intensities. The accuracy of the ASR using Sphinx in identifying the original timing with the added noise was evaluated for the given files. At first, the noise signal was added to the speech signal at full power, then the noise signal's power was reduced by varying amounts before being added to the speech signal decreasing its effect on the SNR and accuracy. This reduction in signal intensity is what is described in Fig. 8 as "power drop in dB." This figure shows the averaged voiced and unvoiced SNR values impacted by induced noise, and the corresponding accuracy for temporal breakdown of words using Sphinx. For accurate ASR operation, the average voiced SNR value of the speech recording should be above 28 dB, and the average unvoiced SNR reading should be above 16 dB. These were the criteria used for selecting the signal and identifying it for processing.
We finally modified the SNR measuring code to make it faster. Specifically, we changed the number of passes made by the "direct search" algorithm to maximize the fit of the raised cosine function. By default, the code was making a large number of passes to try find a most accurate fit between the raised cosine function and the noise peak. Using the same speech recordings used to determine good SNR values, we try lowering that number by iteration, each time measuring the difference between the raised cosine function produced with the lower number of passes, and the one produced with the number of passes by default. We wanted to keep that difference low, and noted that we could actually reduced number passes from more than a hundred down to 10 and accomplish that goal. At 10 passes, all the sound files were getting SNR values that varied from the original results by less than 10%.
B. Correctness
The accuracy in decoding the speech was analyzed by superimposing the extracted syllable timing boundaries obtained using the Sphinx decoder, as shown in Table VI , with the actual waveform. The <sil> in the sphinx output denotes silence regions in the speech. Fig. 9 shows how Sphinx decomposes the waveforms of a recording.
As can be seen, it performed well provided the recording was "clean" and taken in a relatively controlled noise-free environment. Only recordings collected from subjects who met these criteria were used in the analysis. The output from running Pocketsphinx on the mobile devices was identical to the output generated on a server. This was validated for multiple files, and implies the correctness of the Sphinx decoder irrespective of the operating platform. As for the frequency domain features, their extraction has not been tested on a mobile device, but since this extraction was done using only basic mathematical functions, there should be no drastic changes required to port them to a mobile device.
C. Performance
Our concern was to highlight the performance of the temporal decomposition run completely on a mobile device making it ideal in cases where network connectivity was unavailable and where a server-side cloud solution would have been impractical. We measured the average CPU processing time per file obtained when running temporal analysis over 10 files. The iPad 2 and iPad mini performed temporal decomposition and gave feedback in the 1.5 s range. The iPhone 4 gave the highest response time in the 2.5 s region. As expected, the MacBook Air laptop performed exceptionally well (<.1 s). This indicated a much faster virtual memory subsystem on the laptop, and also faster I/O handling. The mobile application achieving the same had a basic single view graphical user interface, however graphical tasks contributed a maximum of only 3.2% of CPU activity across the mobile devices.
As for the frequency domain features, their extraction having only been done off device, it is difficult to assess just how long it would take to extract them from a mobile device. That being said, it took about 30 s to extract these features on a MacBook Air for 580 sound files. According to geekbench, a Cross-Platform Processor Benchmark used to measure a computer's processor and memory performance, our iPad devices are about ten times slower than a MacBook Air. Thus, the processing would take 300 s on the iPad for these 580 sound files, or about 0.5 s per speech sample, making the extraction theoretically compatible with the iPad. 
D. Statistical Significance Tests of Temporal Features
Temporal speech test data from 486 controls (i.e., they had no prior concussions and had a postbaseline recording) and 95 concussed subjects were collected and analyzed temporally using a logistical regression approach. An established rule-of-thumb for logistic regression modeling is that, in order to obtain stable results, the data must contain at least 10 events (i.e., concussions) for every predictor variable included in the model [31] , [32] . Since we had 95 concussions, this meant we could include at most 9 predictors in our model. We chose the timing acoustic metric predictors for all 6 tests for the modeling. For a large number of recordings, no useful speech features could be extracted, because of interferences such as background noise or other sounds (e.g., laughter, mis-pronounced words, etc.). Simply discarding these observations from our relatively small data set was not possible, so the technique of multiple imputation was used to statistically "fill in" the missing data [33] , [34] . The results below are adjusted to take into account the fact that data was imputed. The statistically significant timing predictors are showed in Table VII. To assess the predictive power of the model we used the method of receiver operating characteristic (ROC) curves. A model that classified subjects no better than a coin flip would yield a straight line from (0,0), to (1,1), i.e., the black line in Fig. 10 ; hence the area under this curve (AUC) would be 0.50. Any increase in AUC from 0.50 indicates better predictive power, with 0.80 considered to be excellent [35] . The red curve shows the ROC curve yielded by the model fitted with the features included in Table VII . At its highest point, the curve would appear to be noticeably higher than the black diagonal. The AUC was computed to be 0.70; thus, the discrimination between concussions and nonconcussions yielded by the model was directly on the lower bound for acceptable. This shown that our system could classify the temporal acoustic features that could be useful biomarkers in concussion detection.
E. Statistical Significance Tests of Spectral Features
The spectral features were extracted in a two step process. First, a Praat script was used to extract the pitch and the power for every 10 ms increment from each sound file. When the power was too low, the pitch and/or the power could be marked by Praat as unknown, every other interval would get a value. This Praat script goes through each of the sound files, test by test, and creates a text file of the same name than the sound file with the data on power and pitch, with one line for every 10 ms. Once all the text files have been created, a second script, this time written in Python produces the values described in Table II . The results for these features are then added to the results of the temporal features in an Excel file. This Excel file is used as an input for an R script that goes through them all to determine the statistical significance (see Tables VII and VIII for results) , and then compute the AUC and draw the ROC curve for the chosen metrics. One ROC curve shows only the spectral metrics with a p-value <.05, listed in Table VIII . This curve, shown in Fig. 11 , has an AUC of 0.80. For best results though, a second ROC curve was drawn using the statistically relevant features from both the temporal and spectral domain. This ROC curve can be seen in Fig. 12 . When using both types of features, the AUC from the ROC curve then increases to 0.86. It is important to note though that 23 features are used for this ROC curve. Since we tested these features against 98 concussed participants, only 4.26 concussed participants were available to support each feature, whereas 5 to 10 are typically recommended to avoid over-fitting of the model. With future data collection (and therefore more concussed participants recorded), we intend to revisit and revise these results as part of our future work.
VI. CONCLUSION
This paper described a reading test to capture speech recording from potentially concussed subjects, noise management techniques for such data collections, and feature extraction techniques in both the time and frequency domains. Various combinations of these features show great potential as speech biomarker for mTBI. In our future work, we intend to increase our speech corpus and study additional acoustic features beyond the ones described in this work.
