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We show through simulation that quantum interference in nonsequential double ionization can be used to
control the recollision excitation with subsequent ionization (RESI) mechanism. This includes the shape,
localization, and symmetry of RESI electron-momentum distributions, which may be shifted from a
correlated to an anticorrelated distribution or vice versa, far below the direct ionization threshold intensity.
As a testing ground, we reproduce recent experimental results by employing specific coherent super-
positions of excitation channels. We examine two types of interference, from electron indistinguishability
and intracycle events, and from different excitation channels. These effects survive focal averaging and
transverse-momentum integration.
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Correlation and anticorrelation have been extensively
studied in strong-field, laser-induced nonsequential double
ionization (NSDI). Particularly with the Cold Target Recoil
Ion Momentum Spectroscopy technique, information about
the electronmomenta has become experimentally accessible
since the early 2000s. Several features in these distributions
provide information about the type of interaction by which
NSDI occurs, and the physical mechanisms behind it. It is
commonly accepted that NSDI results from the laser-
induced inelastic recollision of an electron with its parent
ion [1]. If the driving-field intensity is high enough, upon
recollision the first active electron releases a second electron
by electron-impact (EI) ionization. In contrast, for the so-
called below-threshold intensities, the kinetic energy trans-
ferred from the first electron to the core is not sufficient to free
the second electron. Instead, the recolliding electron imparts
only enough energy that the second electron is excited and
then ionized with a time delay. This mechanism is known as
recollision excitation with subsequent ionization (RESI).
Over the years, the prevalent view has been that, in EI, the
two electrons will exhibit correlated momenta as a conse-
quence of their being released simultaneously. In contrast,
for RESI, back-to-back emission will occur due to the time
delay between recollision of the first electron and ionization
of the second electron. This view has been backed using
classical models, which have reproduced many of the key
features encountered in experiments (for reviews, see
Ref. [2]). Such models also exhibit excellent agreement
with the outcome of other methods, such as the full solution
of the time-dependent Schrödinger equation [3] and the
strong-field approximation (SFA) [4–6]. The above-
mentioned studies, performed for EI, suggested that quan-
tummechanical features such as interferencewill not survive
integration over momentum components perpendicular to
the laser-field polarization and focal averaging, which is the
typical scenario in NSDI experiments. These conclusions
were then extrapolated to RESI without much evidence.
Classical models have also successfully reproduced the
anticorrelated behavior observed in early RESI experiments
[7–10]. However, recent RESI experiments have found that
electron-momentum distributionsmay occ+ur in a variety of
shapes, from cross-shaped distributions localized along the
axis [11] to probability densities spread between all four
quadrants of the plane spanned by the parallel electron-
momentum components [12,13]. These findings contradict
the simple explanation that a time delay will lead to
anticorrelated electron momenta. A wealth of shapes have
also been observed in many theoretical studies, ones as
diverse as the SFA and similar methods [14–16] to classical-
trajectory computations [17–19]. If quantum interference is
absent, the SFA retains fourfold symmetry for RESI dis-
tributions, in agreement with rigorous momentum con-
straints [15]. Recently, however, SFA computations have
shown that this symmetry can be broken if the interference
stemming from different excitation channels is incorporated
[20]. Therein, it has been argued that interchannel interfer-
ence is paramount for obtaining anticorrelated RESI dis-
tributions.However, no attentionhas beenpaid to symmetry-
related interference, and no explicit conditions have been
provided for either. Another open question is whether, given
a RESI distribution of a particular shape, the intermediate
state of the second electron can be reconstructed.
In this Letter, we show that one may obtain correlated,
anticorrelated, cross-, or ring-shaped RESI distributions in a
SFA computation by choosing appropriate coherent super-
positions of excitation channels. We reproduce recent
experimental results in which dramatic variations in the
shapes of RESI distributions have been observed [12]. The
features encountered are related to the interplay between two
types of interference, involving (a) events which are dis-
placed by half a cycle and those present due to the symmetry
of indistinguishable electrons, and (b) different channels of
excitation for the second electron. These effects survive
transverse-momentum integration and focal averaging,
individually break the fourfold symmetry of the RESI
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distributions, and may be used to manipulate electron-
electron correlation.
In the SFA and in atomic units, the RESI transition
amplitude related to the cth excitation channel reads
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describes the process in which an electron, initially at a
bound state of energy −E1g, leaves at t00, returns to the core
at t0 with the intermediate momentum k, and excites a
second electron from a state with energy −E2g to a state
with energy −EðcÞ2e . The first electron is released at t0 with
momentum p1, while the second electron is freed at a
subsequent time t with a final momentum p2. The pre-
factors VðcÞkg , V
ðcÞ
p1e;kg
, and VðcÞp2e are related to the ionization of
the first electron, the recollision-excitation process and the
tunnel ionization of the second electron, respectively. They
contain all information about the interactions, which are
chosen as long range, and about the electronic bound states
[14,15]. We compute the transition amplitude (1) using the
steepest descent method, as described in Ref. [21]. We use
the notation pn∥ and pn⊥, n ¼ 1, 2, for the momentum
components parallel and perpendicular to the laser-field
polarization, respectively. We employ a monochromatic
field, which is a good approximation for longer pulses [22]
and is reasonable for short pulses if the carrier-envelope
phase (CEP) is averaged out. For a resolved CEP, more care
must be taken (see our previous work [5,22–24] for details).
However, this is not the scenario addressed in this Letter.
Because of momentum the constraints attributed to the
rescattering of the first electron and the ionization of the
second electron occurring, most probably, near field cross-
ings and crests, respectively, the distributions will be
located around ðp1∥; p2∥Þ ¼ ð2
ﬃﬃﬃﬃﬃﬃ
Up
p
; 0Þ. Considering
the symmetry of displacement by half a cycle and the
particle exchange of the system leads to four “events"
located around ð−2 ﬃﬃﬃﬃﬃﬃUpp ; 0Þ, ð2 ﬃﬃﬃﬃﬃﬃUpp ; 0Þ, ð0; 2 ﬃﬃﬃﬃﬃﬃUpp Þ, and
ð0;−2 ﬃﬃﬃﬃﬃﬃUpp Þ. We label these event amplitudes as MðcÞl ,
MðcÞu ,M
ðcÞ
r , andM
ðcÞ
d , given that they occupy the left, upper,
right, and lower regions of the parallel momentum plane,
respectively. Quantum interference of events occurs mainly
in the overlap of the above regions, which is located around
the diagonals p1∥ ¼ p2∥. For a single channel, the
coherent sum of such amplitudes, integrated over the
transverse-momentum components, reads
ΩðcÞðp1∥; p2∥Þ ¼
Z Z
d2p1⊥d2p2⊥jMðcÞj2; ð3Þ
with MðcÞ ¼PνMðcÞν , and ν ¼ l, r, u, d. If the events are
summed incoherently, the amplitudes are replaced by
probabilities; i.e.,
P
νjMðcÞν j2 is employed instead. The
corresponding expression for more than one channel is
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Equation (4) assumes that each excitation represents a
path, which the second electron can take. Hence, the
amplitudes corresponding to each path must be summed.
One may include different amplitudes or phases for each
channel, which would model channel selection or account
for phase effects. This yields a more general sumR
d2p1⊥d2p2⊥j
P
cNce
iϕcMðcÞj2. In Fig. 1, we provide a
schematic representation of the event and interchannel
interference for the excitation channels in Table I.
Experimental results from Ref. [12] of RESI in argon
show that increasing pulse lengths from few to many cycle
pulses causes a transition from cross-shaped to slightly
anticorrelated, correlated or ring-shaped distributions. Our
results, displayed in Fig. 2, exhibit many of these features.
Specifically, we can model the transition from a cross-
shaped to an anticorrelated distribution, as shown in the
first three rows of Fig. 2. In Figs. 2(e)–2(l), we present
focal-averaged RESI distributions for the same parameters
as in the upper panels of Fig. 2, and similar focusing
conditions as in Refs. [12,25]. In the latter case, the
coherent sums of events and channels are very similar to
those obtained for a fixed peak intensity, with some
enhancement along the antidiagonal for specific parameters
[see Figs. 2(f) and 2(g)]. Moreover, we can see in Figs. 2(m)
and 2(n) that the distributions go from anticorrelated to
correlated for an increasing laser-field intensity.
These effects are achieved by using coherent superposi-
tions of the excitation channels given in Table I, using the
(a) (b)
FIG. 1. Schematic representation of the event and interchannel
interference for RESI [(a) and (b), respectively]. The shaded
regions in (a) represent regions where MðcÞl , M
ðcÞ
r , M
ðcÞ
u , and M
ðcÞ
d
are substantial, and the arrows in (b) indicate the different excitation
pathways for the second electron, according to Table I.
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relativeweights and phases inTable II. The phases have been
chosen only once, andwe sought to achieve an anticorrelated
pattern in Fig. 2(c). This panel could be easilymatched to the
experimental counterpart inRef. [12] for a pulse longenough
so that amonochromatic fieldwasagoodapproximation.For
a more detailed discussion of pulse-length effects, see the
Supplemental Material [27], Secs. II and III.
If a pattern is optimized to be anticorrelated at one driving-
field strength, changing this will cause it to flip to be
correlated. Hence, in Figs. 2(n)–2(p) we obtain correlated
patterns, in agreement with Refs. [12,25]. One should note
that, despite thismyriadof shapes, all intensities employed in
this experiment are well within the below-threshold regime,
as the maximal kinetic energy of the returning electron,
3.17Up, is significantly lower than the second ionization
potential E2g [28]. Hence, RESI is the prevalent NSDI
mechanism. Similar superpositions may be used to repro-
duce the results in Refs. [7,9,10]. In Sec. IV of the
Supplemental Material [29], for comparison, we provide
examples of RESI distributions employing Eq. (4) without
extra phases or amplitude biases.
The features observed in Figs. 2(a)–2(d) mark a change
from a regime in which excitation to s states is prevalent to a
scenario in which a coherent superposition of p and d states
dominates. This statement can be inferred fromFig. 3, which
shows very different shapes for different channels of exci-
tation.These differences stem from theprefactorVp2e related
to the ionization of the second electron. For p and d states,
Vp2e has angular nodes, which prevent the distributions from
being located along the axes. In contrast, for s states, only
radial nodes are present, so that the electron-momentum
distributions will be cross shaped [14,30]. None of the
coherent distributions in Figs. 2 and 3 exhibit the fourfold
symmetry obtained if incoherent sums are used. This
symmetry breaking occurs already for a single channel,
with fringes along and parallel to the two diagonals. These
fringes may be understood if one considers a single-channel
coherent sum equation (3) and its incoherent counterpart,
neglecting the prefactors (see Fig. 4). They come from the
interference of the amplitudes associated with electron
indistinguishability. The diagonal maxima and minima
satisfy the condition p1∥ ¼ p2∥  jδj, with jδj≃ ωnπ=
ð2 ﬃﬃﬃﬃﬃﬃUpp Þ, where n is even or odd, respectively. The anti-
diagonal fringes are four times narrower. The interevent
fringes are obtained analytically, and they have been derived
elsewhere [30]. Remarkably, all interference effects also
survive focal averaging. This is shown in Figs. 2(e)–2(h),
TABLE I. Excitation channels for Arþ employed in this Letter.
From left to right, the columns give the number associated with
the channel, the electronic configurations for the sublevels
involved in the excitation, and the absolute value E2e of the
excited-state energy, respectively. The excitation pathway for the
second electron is given in parentheses.
Channel Transition E2e (a.u.)
1 3s3p6 (3s → 3p) 0.52
2 3p53d (3p → 3d) 0.41
3 3p54s (3p → 4s) 0.4
4 3p54p (3p → 4p) 0.31
5 3p54d (3p → 4d) 0.18
6 3p55s (3p → 5s) 0.19
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
FIG. 2. RESI distributions for argon (E1g ¼ 0.58,
E2g ¼ 1.02 a:u:), computed using different coherent superposi-
tions of the excitation channels in Table I. The phases and weights
employed in these superpositions are provided in Table II, and
they have been chosen in such a way as to reproduce the
experimental data from Ref. [12]. In the first row, (a)–(d), the
peak intensity is 1.0 × 1014 W=cm2, with ω ¼ 0.057 a:u: and a
ponderomotive energy of Up ¼ 0.22 a:u: The second row is the
same as the first except that the focal averaging has been used.
The third row is an incoherent sum of events and uses focal
averaging. To incorporate focal averaging we integrate
the expression from 0 to the peak intensity as in Eq. (7) in the
Supplemental Material [25]. The peak intensities in the
fourth row are as follows: (m) I ¼ 0.8 × 1014 W=cm2 with
Up ¼ 0.18 a:u:, (n) and (o) I ¼ 1.2 × 1014 W=cm2 with
Up ¼ 0.26 a:u:, and (p) I ¼ 1.4 × 1014 W=cm2 with Up ¼
0.30 a:u: and where no focal averaging has been used. The
dashed lines in the figure indicate the diagonals p1∥ ¼ p2∥. The
numbers on the top left corner of the panels indicate the pulse
length in Ref. [12] that we are aiming to reproduce.
TABLE II. Coherent superpositions employed in Fig. 2. The
letters in the first column indicate the panels in Fig. 2 for which a
specific superposition has been employed. From the second to the
seventh column, the numbers in the first row indicate the
excitation channel in Table I, and the excited state of the second
electron is given in parentheses. The numbers Nceiϕc give the
weight and the relative phase for each channel.
Panel (Fig. 2) 1 ð3pÞ 2 ð3dÞ 3 ð4sÞ 4 ð4pÞ 5 ð4dÞ 6 ð5sÞ
(a) 1eiπ=4 1e0 4ei7π=8 1ei7π=8 0.5eiπ=2 4eiπ=2
(b), (e), (f) 1eiπ=4 1e0 2ei7π=8 1ei7π=8 0.6eiπ=2 2eiπ=2
(c), (g), (h) 1eiπ=4 1e0 1ei7π=8 1ei7π=8 0.7eiπ=2 1eiπ=2
(d) 1eiπ=4 1e0 0.5ei7π=8 2ei7π=8 0.8eiπ=2 0.5eiπ=2
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where both types of interference are visible. For incoherent
event superpositions, the hyperbolic interchannel fringes
become quite evident [Figs. 2(j)–2(l)].
In summary, we have shown that two types of
quantum interference, which survive transverse-momentum
integration and focal averaging, play an important role in
reproducing results similar to those in experiments. Event
interference will break the fourfold symmetry previously
seen in the SFA, even when only considering a single
channel of excitation. Interchannel interference can be used
to maximize anticorrelation and correlation and alter the
shape of the electron-momentum distributions, and to thus
create all distributions found experimentally [7,9,10,12].
This brings additional insight into many experimental
studies [7,9,12], in which correlated distributions found
for increasing driving-field intensity have been attributed to
direct ionization, despite still being below the threshold
intensity [10]. Our results suggest that this could in fact be
RESI, provided an appropriate coherent superposition of
channels is chosen. Furthermore, recent experiments have
shown by using a two-color field and changing the relative
phase of the colors, the momentum distributions for NSDI
below the electron-impact threshold can be manipulated
from being anticorrelated to correlated [31]. The phases of
each channel and event depend strongly on the field, as they
derive from the action. Hence, it would not be unreasonable
to assume that this effect came from quantum interference.
The present work, however, invites two main questions:
(i) What justifies the use of additional phases and
amplitudes? (ii) Why do very short pulses favor excitation
to s states, while longer pulses favor p or d channels? The
phases and amplitudes in Table II make up for several
features which are absent in the present model. First, the
residual Coulomb potential modifies the action, leading to
phase corrections, and also the amplitudes associated with
ionization from specific bound states [32]. This issue has
been investigated for a single channel in above-threshold
ionization, using Coulomb-corrected forms of the SFA.
There is evidence that it significantly changes interference
patterns and the topology of the electron orbits in the
continuum [39–43]. Second, bound-state depletion and
Stark shifts in the bound-state energies enhance ionization
from the weakly bound states and modify the times for
which the electrons reach the continuum. Third, a short
pulse has a certain width in frequency and intensity.
Fourth, there is some experimental uncertainty in the
determination of the peak-field intensity. Fifth, the core
dynamics may be important [48]. All of this will change
the phase differences between channels and events and the
dominant channels. The prevalence of s-state contribu-
tions for short pulses is related to how the relative
contribution of each channel varies with the field fre-
quency and intensity. The s-state contributions dominate
for low intensities and frequencies. For the parameters in
this Letter, this regime can only be reached if there is a
large frequency spread and a variation in the peak
intensity, i.e., for short pulses. This is addressed in more
detail in Sec. III of the Supplemental Material [49].
Finally, given the important role quantum interference
has in RESI, one should consider the implications that this
has for classical models. We have shown that interference
FIG. 3. One-channel RESI electron-momentum distributions computed for argon, with all prefactors included, for the parameters in
Table I. The laser intensity and frequency are I ¼ 4.56 × 1013 W=cm2 and ω ¼ 0.057 a:u:, respectively. Each panel has been labeled
with the corresponding channel number (top left), as stated in Table I, and the excited state of the second electron (top right). The top and
bottom rows display a coherent and an incoherent sum of events, respectively. Angular and radial nodes from Vp2e have been marked on
the bottom row with red lines and green circles, respectively.
(a) (b)
FIG. 4. One-channel coherent and incoherent sums ΩðcÞ of all
events, computed neglecting the prefactors for the same field
parameters as in the previous figure [Figs. 2(a) and 2(b),
respectively], and the RESI channel 1 in Table I. The diagonals
are indicated with the red lines in the figure.
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hugely increases the SFA’s descriptive power and can
reproduce many of the features seen in the experiments.
These features are obtained without the need to resort to
multiple collisions, and they are related to the geometry of
specific intermediate bound-state superpositions [50].
Thus, classical trajectories should be used with caution.
Nonetheless, a large density of states may lead to a
quasicontinuum, which could give rise to quasiclassical
wave packets where interference would play less of a role.
Our implementation of the SFA currently neglects broad-
ening of states caused by the field. However, recent studies
of the RESI phase-space dynamics have revealed a highly
confined region that can be associated with trapping in an
excited state [53]. This would justify using discrete bound
states and would render interference important. This
provides a large scope for RESI to be used as an atto-
second-imaging tool in order to probe and reconstruct the
intermediate state of the second electron.
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