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ABSTRACT
Probing surfaces and interfaces by nonlinear optical
spectroscopy with time, energy, and phase resolution
Cory Nelson
Surfaces and interfaces are a ubiquitous part of nature. They influence the behavior of devices
and are essential components in charge transfer and charge trapping. While surfaces and interfaces
are important studying them is difficult because they consist of only the first few layers of a material.
Therefore, surface-specific techniques are needed to investigate their properties and dynamics.
Perhaps the most common surface electronic surface characterization techniques are electron
spectroscopies which have become the standard for determining surface electronic band structure.
However, these spectroscopies require ultra high vacuum which precludes the study of surfaces
at ambient pressures and buried interfaces. Ambient pressures and interfaces are precisely the
conditions under which most devices operate. Therefore there is a need for a technique which
can reveal information about electronic states and their dynamics of buried interfaces at ambient
conditions.
This thesis describes the implementation of broadband time-resolved second harmonic generation
and the recovery of the time-resolved amplitude and phase by employing spectral interferometry.
The even order nonlinear process allows the measurement to be surface specific which the spectral
amplitude and phase reveal information about surface state transitions and couplings. The first
chapter motivates the study of surface and interfaces while chapters 2 and 3 cover background
information about surfaces and nonlinear optics to help understand the experiments presented in
the following two chapters.
Chapter 4 presents a broadband time resolved spectral SHG technique whose usefulness is
demonstrated on gallium phosphide passivated undoped gallium arsenide. In this case the spec-
tral features are due to the E1 resonance in GaAs and the dynamics are assigned to band gap
renormalization.
Chapter 5 details a method to recover the time resolved amplitude and phase and then demon-
strates the recovery of the amplitude and phase from SH emitted from n- and p-type GaAs. The
spectra reveal a discreet surface state ascribed to defect formation specific to n-type GaAs. The
asymmetric line shape of this state indicates that it is coupled to a continuum; most likely a surface
projected bulk band. We found that this coupling can be controlled by changing the azimuthal
angle. However, p-type GaAs does not show distinct features in the second harmonic spectrum.
Experiments on bilayers consisting of p-type GaAs and copper pthalocyanine (CuPc) are also
presented in chapter 5. No changes in the signal are observed for either the constituents alone.
However, when CuPc is deposited on GaAs a transient state forms at 200 fs delay between the
pump delay which also exhibits an asymmetric line shape. This indicates the formation of a new
state at the heterojunction that was not present before and may be evidence for a charge transfer
state.
Chapter 6 closes the thesis with concluding remarks which suggest improvements in the experi-
mental design and implementation of time-resolved second harmonic spectral interferometry.
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1
Introduction
1.1 The importance of interfaces
Interfaces are a ubiquitous and important part of nature connecting two separate and distinct
materials to each other giving rise to unique electronic, chemical and physical properties not found
in the bulk of either material. Examples include surface tension at the interface between air and
water, the catalytic activity of platinum in a catalytic converter at a gas-solid interface and surface
states at a semiconductor-vacuum interface. Even though these effects occur within a few atomic
layers they can dominate the behavior of the system[1].
This is especially true for the omnipresent electronic devices that pervade our modern world.
As demand for smaller, faster and more efficient devices increases so does the importance of the
material interface. Whether it is a metal making contact to a transistor or an organic donor-acceptor
interface, charges need to move from one material to another across an interface. Interaction between
atoms at a boundary between materials necessarily creates states that do not exist in the volume
of either material (Fig. 1.1). These states may trap charge carriers and therefore, be detrimental
to device performance. Or, they may actually aid charge separation such as charge transfer states
in organic solar materials and, consequently, are integral to a functioning device.
New generations of photovoltaic devices require exquisite surface control to function properly.
A hot electron solar cell (Fig. 1.2a), for example, operates on a principle where electrons are
extracted though selective energy contacts before thermalizing with the lattice minimizing losses
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Figure 1.1: Representation of a simple device involving a two contacts and a donor and acceptor. Charge transfer
and interface states are indicated by gold lines.
due to electron cooling. Capturing this otherwise wasted energy increases solar cell efficiency from 33
% for a single junction cell[2] to 66 %[3]. Creating a solar cell of this type is difficult partly because
the energetic location and bandwidth of the contacts must be precise while simultaneously ensuring
that no other competing pathways exist. Multiple carrier generation in a photovoltaic device can
increase efficiency to 45 %[4]. One type of particular interest is a multiple carrier generation based
on a process known as singlet fission (Fig. 1.2b). In this case an organic molecule absorbs high
energy photons creating a singlet excited state. The singlet undergoes a process known as singlet
fission to become two triplet charge carriers at half the singlet energy. The triplet pair is then
extracted to another absorbing layer with a band gap near the triplet energy. Again, utilizing
higher energy photons to create electrical current. With this process it is critical that the charge
transfer process proceed after single fission which requires a probe sensitive to charge transfer.
Next generation solar cell concepts have been around for many years but no highly efficient
cells have been developed which take advantage of these designs. This is partly because of the
difficulty in engineering these devices but also because of the lack of techniques that can specifically
probe buried interfaces with the time and frequency resolution necessary to measure charge transfer









Figure 1.2: Two types of third-generation solar cells. Figure 1.2a is a depiction of the operating principle of a
hot electron solar cell with band gap Eg and selective energy contacts for electrons and holes. Figure 1.2b is a
depiction of a type of multiexciton generation called singlet fission and extraction of those charges.
process at interfaces. Techniques which can make measurements at buried interfaces on time scales
relevant to charge transfer and singlet fission will give much needed insight to guide the design of
the next generation photovoltaics.
A class of techniques which have been instrumental in increasing our understating of funda-
mental surface science are ultra high vacuum (UHV) techniques. Surface structure is determined
by measuring the spacial distribution of reflected electrons from a surface. Electronic states are
measured with the photoelectric effect and reveal direct information about the energy and momen-
tum of occupied electronic states. When photoelectron spectroscopies are coupled with ultrafast
lasers in a pump-probe geometry, electron dynamics of the surface can be studied on femtosecond
time scales. Since these methods involve measuring the kinetic energy of electrons they are highly
sensitive to scattering and therefore need UHV. Working under these conditions precludes studies
of buried interfaces and measurements at ambient pressures. However, these are precisely the con-
ditions under which most devices operate creating the need for new methods that overcome these
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limitations.
Optical techniques are ideally suited to measure buried interfaces in all conditions and are
limited only by the optical transparency of the medium under investigation. These methods can
be broken down into linear and nonlinear surface methods. The difference between them is the
degree with which the driving field polarizes the material. For field strengths which are large but
still smaller than atomic electric fields (see section 3.1) the polarization can be expanded as a power
series in the applied field as
P (tot) = ε0
(
χ(1) · E + χ(2) · E · E + χ(3) · E · E · E + · · ·
)
. (1.1)
The driving electric field is E and χ(n) is the nth order susceptibility with n = 1 termed linear and
n > 1 referring to nonlinear susceptibilities. The resultant is the total polarization in the material,
P (tot).
Linear optical methods have provided understanding of surface growth and electronic structure
mainly through reflectance anisotropy data. Many of the linear techniques, however, suffer from
absorption or emission from the bulk which masks information from the interface[5]. Nonlinear
spectroscopies based on even orders in the applied field are forbidden in the volume of a material
with inversion symmetry and therefore have unique sensitivity to surfaces and interfaces (see section
3.3.2) where inversion symmetry is necessarily broken. Even if the material does not have inversion
symmetry, bulk contributions can be minimized by carefully choosing the polarization of the driving
electric fields as well as the crystal orientation in order to minimize bulk contributions.
To attain large electric field strengths required for nonlinear spectroscopies pulsed lasers are
often used. Over the past 50 years state of the art pulsed lasers have now become commercially
available providing pulses nearly as short as the optical period of their carrier wave[6]. These
sources provide high temporal resolution for ultrafast events and also sustain bandwidths on the
order of 100 meV or greater. This can be taken advantage of for nonlinear spectroscopies to resolve
spectral changes on ultrafast time scales. While ultrafast nonlinear spectroscopies are useful their
interpretation can be far more difficult. Unlike photoelectron spectroscopies which directly measure
single particle energies, spectroscopies only measure macroscopic polarization induced by an incident
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electric field. This difference may seem subtle but can make data interpretation much more difficult
usually requiring spectroscopic information and a theoretical model of the interaction.
1.2 Aim of this thesis
This thesis will focus on a second-order nonlinear optical technique called second harmonic genera-
tion (SHG) as a surface sensitive probe for measuring electric fields and states at buried interfaces
with applications to charge transfer. The aim of this research is to extend the use of ultrafast
pump-probe SHG as a more general and, ultimately, more informative time-resolved spectroscopy
by simultaneously measuring spectral intensity and phase as a function of pump-probe delay. Previ-
ous time resolved SHG (TR-SHG) experiments have observed charge transfer at interfaces[7–9] and
interpreted an increase in signal as charge transfer, however, multiple contributions can contribute
to changes in the SH intensity and whether the signal increases or decreases is highly dependent on
the amplitude and phase of the components contributing to the overall SH signal. While previous
assumptions have been made on the effect of SH phase on the signal in an organic bilayer[9], no
direct measurement of the phase was made to validate the assumption.
Only when the probe beam is far from one or two photon resonances can it be assumed that
there is no phase shift contributing to the overall signal. However, as mentioned above, new states
emerge at interfaces that may not be apparent in either material alone so one cannot be certain
that the condition of ‘far from a resonance’ is met without information of the interface spectrum.
Furthermore, it must also be assumed that there is no initial inter-facial electric field as a change in
the electric field direction would correspond to a 180 degree phase shift as well. There is also a phase
relationship between the static and pump-induced SHG that can result in an unexpected signal. The
work presented here will measure interface SH spectra and phase shifts from an inorganic surface
and organic-inorganic bilayers and by doing so determine the relationship between pump-induced
and static SHG. This is accomplished by extending an amplitude and phase retrieval technique for
second harmonic spectra pioneered by Wilson et al.[10, 11] to the time domain.
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1.3 Organization of the thesis
Since the content of this thesis is at the interface of nonlinear optics and surface science the following
two chapters will serve as an introduction to solids and nonlinear optics respectively and introduce
concepts that are important for the rest of the thesis. Chapter 2 covers the basics of solids and the
consequences of forming a surface. The basics of nonlinear optical spectroscopy from both a time
domain and frequency domain representation are discussed in chapter 3. This will give the reader
a background in the concepts used in the research, hopefully from a fresh perspective not usually
encountered in the analysis of time-resolved SHG experiments.
Chapter 4 will introduce the phase resolved technique for measuring the time dependent
amplitude and phase of second harmonic emission using Fourier transform spectral interferometry.
In this chapter spectral interferometry will be introduced and the algorithm for the extraction of
the amplitude and phase will be presented, tested and discussed. A preliminary demonstration of
this technique to the oxidized Gallium Arsenide (GaAs) surface and the organic-inorganic interface
between copper phthalocyanine (CuPc) and GaAs will be presented in chapter 5. Future directions
and applications to further the current work will be introduced in chapter 6 inspiring investigation
on the uses of this technique and how it may be useful for surface and interface problems.
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2
Semiconductor Surfaces and Interfaces
God made solids, but surfaces were the
work of the Devil
— Wolfgang Pauli
Two objectives of this thesis are to measure inter-facial states and electric fields. Semicon-
ductors are an excellent model system because they exhibit both localized surface states as well as
inter-facial electric fields in what is known as the space charge region. This chapter will review the
conceptual framework used to understand surfaces and their electronic structure. Bulk and surface
properties are examined with two different but complementary frameworks: the nearly free electron
approach and the tight binding approach. Both will demonstrate the effect of truncating a crystal
and states localized at the surface which are formed as a result. Finally, the effects of charged
surface states on surface electric fields in semiconductors is reviewed. This chapter is only meant to
highlight the difference between bulk and surface structure. Entire books have been written about
solid state and crystal surfaces. More information on bulk properties of crystals can be found in
a variety of textbooks[1–3]. In depth discussion of surfaces and conventional techniques used to
investigate them are provided in Lüth[4].
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2.1 Bulk and surface electronic structure
This section covers two models which approach bulk and surface structure from the two extremes
of nearly free electrons and tightly bound electrons. Both methods give similar results and provide
insights into the physical phenomena that cause crystals to form states at their surface when they
are terminated. These methods also provide insights into why these states often occur within the
band gap of a material. The first two sections are restricted to a one dimensional treatment for
simplicity but the last section extends the 1-D concepts to a more realistic treatment of 3-D crystals
and their surfaces.
2.1.1 The nearly free electron case
Crystals have greater than 1022 atoms per cm3, making a theoretical treatment in real space a
daunting task. This problem is greatly simplified by taking advantage of the crystal structure and
moving the calculations into reciprocal space. Here a monoatomic chain of atoms is used to provide
a simple illustration of the band structure and the effect of a surface within the nearly free electron
approximation. The chain is truncated at z = 0 which represents the crystal vacuum interface. For
z < 0 the crystal has a periodic potential V (z) = V (z+na) where n is an integer and a is the lattice
constant. For z > 0 the potential is the vacuum potential, V (z) = V0. Fig. 2.1a is a representation
of the potential energy landscape for an electron in the crystal. It is assumed that the perturbing
potential, V (z), is weak to allow for the nearly free electron approximation. Our main task is to
solve the Schrödinger equation on either side of the boundary and match the wavefunctions and
their first derivatives at the boundary, z = 0.
Solving for the eigenvalues of the Schrödinger equation as a function of the wave vector for
a region deep inside the crystal, we recover the bulk dispersion. These values are plotted over the
extended Brillouin zone in Fig. 2.1b. The graph is displayed as a function energy, E, vs. reciprocal
distance or wave vector kz. These values provide an index for the electron energy and have the
meaning of available states at a given energy. At small values of kz, the electron energies follow the
free electron energies, h̄
2k2
2m . As kz increases to
π
a , at the Brillouin zone boundary, the energy values
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Figure 2.1: Nearly free electron model of an electron moving in crystal with lattice constant, a, modeled using a
cosine potential (2.1a). Band structure for the simple linear chain for z 0 with band gap Eg. Superimposed on
the band structure is a localized surface state Ess (2.1b). Probability density of a bulk (2.1c) and surface (2.1d)
state. Adapted from [4].
deviate from a perfectly free particle and a band gap opens indicated by Eg on the graph in Fig.
2.1c.
In addition to finding the energy values we can also find the wave functions propagating in the
kz direction. Eventually the wave function will arrive at the surface and will decay exponentially
into the vacuum provided the energy is below V0 (Fig. 2.1b). This wave function represents a bulk
derived state which has similar amplitude at the surface as in the bulk. The presence of a surface
allows for new solutions to the Schrödinger equation not allowed in the bulk. At the surface the
bulk derived wave function decays exponentially into the vacuum. The presence of the surface can
also allow for the existence of new states that are not part of the bulk band structure.
Imaginary values of wavevectors are forbidden within the bulk of a crystal because the wave-
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function would increase to infinity but the wavefunction must be normalizable so these solutions
cannot exist in the bulk. At a surface this restriction is relaxed and imaginary values of k are allowed
while the normalizability restriction still holds. An example of such a state is shown in Fig. 2.1d.
At z < 0 the wavefunction increases exponentially to the surface and then decays exponentially at
z > 0 into the vacuum. At z = 0 both the left and right side of the wavefunction must have the same
value and slope. These conditions restrict the possible wavefunctions and energies at the surface
allowing for only a single surface state within the band gap. The energy of this surface state is
within the forbidden bulk band gap and is known as a Schockley state[5].
This simple treatment demonstrates how the addition of a surface gives rise to additional
states within the band gap. One of the primary goals of this research is to investigate these states.
The treatment presented above is limited to perfectly clean and cleaved surfaces, but completely
neglects the atomic nature of the surface and unsatisfied valencies that arise from broken bonds at
a crystal surface or interface. A more intuitive approach is the tight binding approach introduced
in the following subsection.
2.1.2 Tight-binding picture for crystals and surfaces
The tight binding model provides a qualitative picture that may be more intuitive to the chemist
since the connection between real space and reciprocal space is more apparent. In this model only
the frontier orbitals participate in bonding and only the on site and nearest neighbor interactions
contribute. Tight-binding has been particularly successful for calculating surface energetics and
band structure of semiconductor surfaces[6]. The covalent character of the bonding in semiconduc-
tors makes the tight-binding approach a superb fit for calculating their properties. Because of its
usefulness and physical insight a brief introduction to the tight-binding theory is presented in this
section. More detailed conversations can be found in books and papers by Roald Hoffman [7–9] and
Chadi [10].
The tight-binding model represents the opposite extreme of the nearly free electron model
where instead of electrons being free to move about the lattice they are bound loosely to the
parent atom. Tight-binding is essentially a modified version of linear combination of atomic orbitals





















Figure 2.2: Tight-binding picture of crystal band structure illustrated using a 1-D chain of S-orbitals (2.2a).
Truncation of the chain leaves dangling bonds at the surface whose energies are nearer the atomic orbital energies
creating in-gap surface states (2.2b).
(LCAOs) used to treat many molecular systems. The main difference is that we are looking at a
periodic structure with many atoms, on the order of Avagadro’s number, 1023. In this situation
there are a vast number of energy levels also on the order of Avagadro’s number and instead of
having bonding or antibonding character, as in a molecule, there is a continuum of different energies.
An illustration of this idea using a hypothetical 1-D material comprised of S orbitals is presented
in Fig. ??. For S orbitals at wave vector k = 0 all of the orbitals are in phase corresponding to
a bonding orbital or 0 nodes in the wavefunction. At k = πa , the Brillouin zone boundary, all of
the orbitals are out of phase and this has antibonding characteristics or one node for each atom in
the unit cell. The large number of atoms allows for a different number of nodes between these two
extremes and gives rise to a continuously varying energy with k, also known as the band structure.
An example of the band structure for a one-dimensional infinite chain of S-orbitals is given in Fig.
2.2a.
When the chain is finite we again have the same problem as in the nearly free electron
approach. Within the tight-binding framework, however, it is easier to see where these states arise
from and what their nature will be. In Fig. 2.2b two atomic levels, A and B, combine to comprise
the conduction and valence band of the crystal respectively. At the surface the atoms have fewer
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bonding partners than in the bulk leading to energy levels that are closer to those of the free atom.
This, in turn, leads to in-gap states localized at the surface. The separation of these states from
the bulk valence and conduction bands depends on the perturbation caused by the surface. For sp3
hybridized orbitals found in Si, Ge, GaAs, InAs, GaP, and many more, the surface often represents
a significant deviation from the bulk bands. Surface states derived from state A take on acceptor
character and the states derived from state B have donor character. A simple example is GaAs(100)
whose surface consists of both Ga and As atoms. The conduction band has a primary contribution
for the Ga atoms and the valence band is primarily composed of orbitals from the As atoms. Surface
states on GaAs derived from As have donor character and those derived from Ga states have more
acceptor character.
2.1.3 Bulk states and surface states in 3-D crystals
So far all of the examples have been one dimensional chains of atoms that were eventually truncated
in the z direction. Since we live in a 3-D world and crystals have properties which depend on
crystallographic direction, we need to consider some basics of 3-D crystals. The concentration will
be on 3-D crystals with zinc-blend structures since this is the same structure as GaAs, the material
of focus in this thesis.
Previously within the tight-binding picture we found that, k, is a wavevector and counts
nodes. Additionally, k indicates the symmetry directions for 2 and 3 dimensional materials. The
first Brillouin zone of a zinc-blend crystal is displayed in Fig. 2.3. The labeled lines and points
indicate directions of high symmetry which have cryptic labels that have become convention. Points
and lines inside of the first Brillouin zone are labeled with capital Greek letters while those on the
surface of the Brillouin zone are marked with capital Roman letters. The center point of Brillouin
zone is termed the gamma, Γ, point at k = (0, 0, 0). Energies along high symmetry points are
calculated and displayed in the band structure (2.3b). For example, taking a cut from Γ along
∆ to X corresponds to the real space [100] direction and is plotted in figure 2.3b. Similarly, the
other labels on the x-axis of figure 2.3b represent the energies along different cuts through the high
symmetry points labeled in figure 2.3a This is analogous to the 1-D case but now k also represents












Figure 2.3: First Bruillion zone for a zinc blend crystal (2.3a) along with the bulk band structure for a prototypical
zinc blend material, GaAs, calculated with the tight-binding model (2.3b). The top of the valence band is set to
0 eV. Band structure adapted from Ref. [11]
the symmetry labels along crystal directions. Though the band structure seems complicated, it is
only a combination of many one dimensional cuts through the Brillouin zone at high symmetry
points which correspond to different real space crystal directions.
As we have seen for the 1-D cases above, the surface is different from the bulk. When a
crystal is truncated along the z direction it forms a surface plane which can be described in the
same manner as the bulk using wave vectors to label the continuous states in the surface plane.
Perpendicular to the surface there are states within the band gap similar to those in the 1-D case. In
the surface plane, however, these surface states can be delocalized in the surface plane which gives
rise to a surface band structure that contains both bulk bands projected onto the surface and new
states arising from the termination of the surface. Usually this projected surface band structure,
as it is known, has a different labeling convention than the bulk band structure. An example of a
surface band structure is shown in Fig. 2.1c where k⊥ is the same as kz in our 1-D treatments and
the axis labeled k‖ is the wave vector parallel to the surface. Shaded regions represent the bulk
bands that have been projected onto the surface. Dotted lines indicate states that are unique to
the surface and have some dispersion in the plane of the material. When the dotted lines cross the




Figure 2.4: Hypothetical band structure containing both E(k⊥) and E(k‖). Shaded regions represent the bulk
band structure projected along k⊥ onto the surface. Dashed lines represent the surface states localized in the k‖
plane. Solid lines indicate bulk bands. From Ref. [4]
bulk band structure the surface states are said to be in resonance with a bulk band. This means
that, while there is still probability amplitude of the surface state at the surface, the state also
has probability amplitude extending throughout the bulk of the crystal. These are called surface
resonances.
Surface band structure can be indicated more clearly by taking a definite example of an
unreconstructed GaAs(100)(1x1) surface. Similar to the bulk case we have the center of the zone
labeled Γ and high symmetry directions labeled J, K and J′ (Fig. 2.5), which correspond to real
space directions [011], [010] and [011]. Surface band structure for the unreconstructed surface is
illustrated on the right side of Fig 2.5. The bulk projected bands onto the (100) surface are the
shaded regions while the surface bands are illustrated as solid lines. As we traverse the surface
Bruillion zone we can see that the surface states go in and out of resonance with the bulk band
structure. Dispersive surface state bands arise because energy values are functions of k⊥ and k‖ so
the matching of the wave function at the boundary depicted in Fig. 2.1d needs to be repeated for
every value of k‖ = kx, ky. This leads, in general, to different energies for different values of k‖. In
addition, states derived from the bulk are also present at the surface (Fig. 2.5) so care must be
taken when considering true surface states.













Figure 2.5: Surface Brillouin zone and corresponding calculated band diagram of a 1x1 surface of gallium arsenide.
Band structure from reference [12].
2.2 Space charge region at semiconductor interfaces
As mentioned in the previous, section when a surface is formed there are unsatisfied valencies
described as dangling bonds which can localize charges at the semiconductor surface. These surface
states can carry either a positive or negative charge depending which atom they originated from and
whether they are occupied or unoccupied. The low carrier density in semiconductors means that
this surface charge is screened over very large distances relative to atomic distances which leads to
charge redistribution near the surface forming an area known as the space charge region.
Referring back to Fig. 2.2b we see that atom A comprises the conduction band of the material
and atom B the valence band. Surface states arising from unsatisfied valencies from atom A will
become negatively charged when they are filled whereas states derived from atom B have will be
positively charged when they are unfilled. The charging character of dangling bond states are
summarized in table 2.1.
occupied empty
surface donors 0 +
surface acceptors − 0
Table 2.1: Charging character of surface states.
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The occupancy of these states generally depends on the energetic location of the Fermi level at the
surface. The surface Fermi level can be determined by taking into account the charge neutrality
condition at the surface. This means that charge at the surface resulting from either atom A or B,
Qss, must be balanced by an opposite charge inside the semiconductor. This compensating charge
is termed the space charge, Qsc. Total charge neutrality requires that Qss = −Qsc.
Real surfaces typically have a combination of donor and acceptor states at the surface. How-
ever, for illustrating the basic principles and effects of the space charge region we will consider donor
and acceptor states separately. Application to more complex surfaces are straight forward.
An illustration of band bending at an n-type semiconductor surface with only acceptor states
is given in Fig. 2.6. The reason for band bending can be explained as follows. Inside the bulk
of the material, the Fermi level is determined by the bulk doping density of the material. For an
n-type semiconductor this means the bulk donor level which is depicted in Fig. 2.6. Acceptor states
are formed due to the presence of the surface and unsatisfied valencies of atoms comprising the
conduction band. Their energetic position is related to the inter-atomic potentials and are therefore
fixed. In the limit of a flat band condition all of the acceptor states are filled and a large amount of
charge builds up at the surface which must be compensated for in the bulk. This is an energetically
unfavorable situation for the semiconductor surface and is unstable. Consequently, the conduction
and valence bands in the near surface region deform such that the Fermi level crosses the surface
acceptor states resulting in a decreased surface charge density Qss. Inside the crystal near the
surface region the band bending moves the bulk donor levels above the Fermi level which causes
the donors to become ionized creating a Qsc of opposite sign and equal in magnitude to Qss.
The curvature in the bands induced by the surface charge causes the conduction band electrons
to move away from the surface and holes to move toward the surface. This is termed a depletion
layer. Two other situations may also be present at a semiconductor surface. First, if the surface
state density is sufficiently high then the band bending can become so extreme that the valence band
and surface states cross forming an inversion region. Second, if donor states are sufficiently high in
energy and are ionized they leave the surface positively charged. In order to compensate for this
extra surface charge, electrons are drawn to the surface and create what is called an accumulation














Figure 2.6: Energy of electronic bands versus the surface normal coordinate, z, with the surface set at z=0, for
an n-type semiconductor with a depletion region. Gaussian acceptor states with density Nss, are partially occupied.
The charge induced by the surface states, Qss is compensated for in the bulk by the space charge, Qsc. The Fermi
level is indicated by EF and the total bending of the bands is indicated by eVs with e indicating the value of an
elementary charge.
layer. Unlike the previous two cases the accumulation layer is not balanced by bulk donors but by
conduction band electrons.







Usually a single direction z is sufficient for determining surface band bending. The previous details
concerning an n-type semiconductor can easily be applied to a p-type semiconductor. Only the
signs of the charges need to be reversed. Then instead of an upward bending band there would be
a downward bending band.
This research is concerned with the ultra-fast dynamics of electric fields. Therefore we should
be able to predict how the space charge field changes when the semiconductor absorbs light. Upon
absorption of light electron-hole pairs are formed. In most inorganic semiconductors, exciton binding
energy is less than the thermal energy of the environment. Therefore, the exciton spontaneously
separates into a free electron-hole pair. Electrons move to lower energy positions in the conduction
band away from the surface while holes move towards the surface following the curvature of the
space charge region. At large enough densities these photo excited carriers screen the surface charge
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resulting in an overall decrease in the magnitude of the space charge field on time scales ranging
from femtoseconds to picoseconds[13, 14].
The overall purpose of this thesis is to develop a method for taking time and spectral resolved
data of the amplitude and phase of the second harmonic (SH) signal. These data would be rather
uninformative if there were no spectral features to be observed. Surfaces states may display an
increase in SH signal are ideal for spectroscopic SH measurements. We also wish to track the
ultrafast dynamics of electric fields at interfaces. Since we already know that there is a space
charge field present at the surface of most semiconductors they provide an ideal platform to study
the evolution of electric fields in a controlled manner. The following chapter seeks to lay down a
theoretical framework from which we can interpret our time-resolved second harmonic spectra.
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3
Second-Order Nonlinear Optics
In order to observe surface states and interfacial electric fields present at surfaces and interfaces
we will need to develop a framework we can use to approach data interpretation and analysis.
Since our pump-probe experiment will collect information in both time and frequency domains, we
must first understand how we can represent this experiment mathematically using the framework
of nonlinear optics in both representations. This chapter introduces nonlinear response theory as a
framework for representing nonlinear optical responses and then applies this structure to static and
time-resolved second harmonic generation (SHG) experiments.
First, an introduction to nonlinear optics is presented, followed by a description of the po-
larization response in both the time and frequency domains. Density matrices and the interaction
picture are introduced and used to understand, at a more fundamental level, the nonlinear light-
matter interactions that occur in these experiments. Pictorial representations of the polarization
response in the form of Feynman-like diagrams will also be introduced. Practical applications to
SHG and time-resolved SHG (TR-SHG) are presented to place the overall experiments presented
at the end of the thesis in context. More extensive and thorough treatment of the topics considered
here are found in a variety of texts by Zanni and Hamm[1], Mukamel[2], and Boyd[1] among others.
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3.1 Optical response functions and susceptibilities
To illustrate the ideas behind nonlinear optics we begin with a simple classical picture of the optical
response consisting of classical electrons moving in a potential well. The interaction of light with
the electrons in a dielectric material proceeds in two stages. First, the incident electromagnetic field






in the material. In the simplest picture the polarization can be viewed as a
set of dipoles oscillating at the frequency of the incident radiation. This process is governed by the
wave equation which, in the case of non-magnetic materials free of currents and free charges, is









As mentioned above E(r, t) and P(r, t) are the electric field and polarization, respectively. The
permittivity of free space is ε0 and c is the speed of light. The polarization on the right-hand side
of the Eq. 3.1 is a source term responsible for radiating an electromagnetic wave at the frequency
of the driving electric field; this is termed the linear polarization.
Nonlinearities in the polarization arise if the driving field is of sufficient intensity to drive
electrons outside of their harmonic potential. We can illustrate the effects of a strong electromagnetic
wave using an anharmonic potential, the Morse potential, and a simple harmonic potential as the
lowest order approximation to the Morse potential (Fig. 3.1a). Weak driving fields cause the
electrons to oscillate very near the equilibrium position. Comparing the Morse potential and the
harmonic potential at very low displacements we see that they are nearly equivalent.
As the intensity of the driving electric field increases, electrons are driven outside of the region
where the harmonic approximation is valid. In these regions the electrons no longer oscillate at a
single frequency but now oscillate at many frequencies (Fig. 3.1b). While a majority of electrons
oscillate at the fundamental frequency other electrons will oscillate at two, three, four, etc., times
the driving frequency. Though the magnitude of these oscillations are much smaller than the
fundamental frequency it is still possible to detect light from oscillations of higher frequencies using
suitably strong light sources and sensitive detectors[3].





















Figure 3.1: Comparison of a harmonic potential and a Morse potential (3.1a) and illustration of the resulting
harmonics (3.1b) generated from electrons oscillating in a Morse potential.
In the case where there is a strong driving electric field the material polarization is expanded
as a power series




In expanding the polarization in terms of a power series we have made the tacit assumption that
the driving field is weak compared with inter-atomic fields. That is the electric field between the
electrons and the nucleus. The value of the inter-atomic electric field is on the order of 109 Vcm [4]
which corresponds to peak intensities on the order of 1016 W
cm2
. For all of the experiments presented
in chapters 4 and 5 the peak intensities are on the order of 1010 W
cm2
which is well within the
range where the power series expansion applies. These higher order polarizations represent dipole
oscillations which generate harmonics of the incident polarization as illustrated in Fig. 3.1b.
A polarization of order 1 in Eq. 3.2, P(1)(r, t), is the linear polarization and polarizations of
order 2 or higher are referred to as the nonlinear polarization. For example, P(2)(r, t) would give
rise to the second harmonic of the incident wave. Once the polarization is known it is possible
to solve for the outgoing field by inserting the polarization into equation 3.1. Unfortunately this
only abstracts the problem to finding the polarization which is our main concern in the rest of this
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section.
3.1.1 Time-domain polarization
A time-domain approach for describing the nonlinear polarization is useful when considering the
interaction of short pulses, like those used in this thesis, with a material. This section examines
nonlinear optics in the framework of nonlinear response theory. Using this theory it is possible
to write the material polarization in terms of response functions and interactions with an electric













ij (r, t;R, τ)Ej (R, τ) . (3.3)
Equation 3.3 is the most general form of the linear response function. The response of the
material is a tensor which relates the electric field at time τ and location R to a polarization in
the material at position r and time t. Integration over all of space and time indicates the the
polarization depends on the driving field at all other locations and times in the crystal. Another
way of saying this is that the polarization of the material is “non-local“ in both space and time.
Most materials are also anisotropic which is why the response function is represented by a tensor
relating the applied electric field vector to the polarization vector. The subscripts, ij range over
the Cartesian coordinates (x, y, z), and Einstein summation convention is assumed. Eq. 3.3 is the
most general form of the linear susceptibility.
Fortunately, we can make a variety of assumptions that reduce Eq. 3.3 to a more manageable
form. First, we assume that the the polarization does not depend spatially on the electric field at
every point in the material. This is equivalent to taking the electric dipole approximation which
will be used throughout this thesis. Furthermore, insisting on time invariance and causality the
polarization can be written as[5]
P
(1)





ij (t1)Ej (t− t1) (3.4)
which is a convolution of the electric field with the response function. The quantity t1 indicates an
interval of time and t−t1 indicates a time point. In the limit of an infinitely short laser pulse we can
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recover the exact response function. In the limit that the pulse is shorter than any time dynamics
governed by the response function the pulse can be considered effectively a delta function. This
is the semi-impulsive approximation and is valid for vibrational spectroscopies. Electronic events
such as polarization and transitions usually take place on the same time scales as the pulses. In
this case the laser pulse obscures the dynamics of interest.
The second order polarization is a result of two fields interacting with the material. Following
the linear case the second order polarization is written as
P
(2)






dt1Rijk (t2, t1)Ej (t− t2)Ek (t− t1) . (3.5)
Instead of a single interaction as in the linear case we now have two interactions with an electromag-
netic field at time points τ1 = t−t2−t1 and τ2 = t−t2. This produces the second order polarization,
which is responsible for sum frequency generation (SFG), difference frequency generation (DFG),
and in the special case where Ej = Ek, second harmonic generation (SHG) and optical rectification
(OR).
We can generalize these equations to the nth order nonlinear polarization as
P
(n)










Rijk··· (tn, tn−1, · · · t1)Ej (t− tn)Ek (t− tn − tn−1) · · ·E··· (t− tn − · · · − t1) . (3.6)
A generalized diagram which relates the time intervals to time points is given in Fig 3.2. Since
the pump-probe spectroscopy experiment we perform takes place in both the time and frequency






Figure 3.2: Time ordering indicated for the values of τ and t. Interaction time points are indicated by τn while
time intervals are indicated with tn.
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3.1.2 Frequency-domain polarization
When using continuous wave lasers or pulses that are long compared to the material polarization
time then the frequency domain description is more appropriate. By writing the time domain fields
in terms of their Fourier transforms and performing an additional Fourier transformation of the
polarization we arrive at the frequency domain representation of the linear polarization[5]:
P
(1)
i (ω) = ε0χ
(1)
ij (ω)Ej (ω) , (3.7)
which is the more common equation involving the nonlinear susceptibility. The frequency domain
susceptibility, χ
(1)














i (ω) = ε0χ
(2)
ijk (ω)Ej (ω1)Ek (ω2) . (3.9)
It is important to note that these frequency domain representations contain real and imaginary
parts which correspond to a signal with amplitude and phase and is important in time-resolved
SHG spectroscopy in chapters 4 and 5.
3.2 Quantum mechanics of the nonlinear response
So far we have only discussed the polarization in terms of electromagnetic fields interacting with
a material response function. All of the details of the actual material, however, are hidden in
the linear and nonlinear response functions. This section introduces density matrices to describe
light-matter interactions and reaches a point where we can describe linear and nonlinear responses
as perturbations to the system caused by the electric field and the dipole operator on the density
matrix. Moreover, a pictorial representation using Feynman-like diagrams will better illustrate the
nonlinear interactions taking place in both static and time-resolved SHG.
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3.2.1 The density matrix
We begin where we left off in section 3.1.1 with a description of the polarization in a material which
consists of n-number of electric fields interacting with an nth order response function to produce
the nth order polarization (Eq. 3.6). Macroscopic polarization is related to the microscopic crystal
properties by the expectation value of the time-dependent density matrix, ρ (t), with the dipole
moment for emission, µ, which is written as
P (t) = 〈µρ (t)〉 ≡ Tr (µρ (t)) , (3.10)




pi |ψi (t)〉 〈ψi (t)| . (3.11)
Here |ψi (t)〉 is the time dependent wave function and pi is the probability of the wave function to
be in state i. Since pi is a probability it must sum to one (
∑
i pi = 1) which is the normalization
condition for the density matrix.
The time evolution of a nonlinear system interacting with a classical electric field is governed
by the dipole interaction. We can write the Hamiltonian for this interaction as
H (t) = H0 +HI (t) (3.12)
where H0 is Hamiltonian of the system in the absence of the electric field and HI represents the
field-matter interaction which is HI = µE (t). Now we have the expressions to calculate the time
evolution of the system described by the density matrix.
First, the unperturbed density matrix is
ρ (−∞) = exp (−βH0)
Tr (exp (−βH0))
, (3.13)
which is a statistical representation of the occupancy of the initial states at an equilibrium tem-
perature where β = (kbT )
−1. Then the time evolution of the density matrix is described by the
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Liouville-von Neumann equation as
d
dt
ρ (t) = − i
h̄
[H0 (t) , ρ (t)]−
i
h̄
[HI (t) , ρI (t)] (3.14)
where [HI (t) , ρI (t)] is the commutator between two operators. Since the internal fields of the atom
are much greater than the perturbing electric fields the eigenstates of the system, represented by
the first term on the right-hand side of Eq. 3.14, remain essentially unchanged. Therefore we only
need to expand the density matrix in powers of interactions with the electric fields. Perturbatively
expanding the second term on the right-hand side of Eq. 3.14 to the nth order in the field-matter
interaction results in[1]
ρI (t) ≡ ρ(0) (t) + ρ(1) (t) + ρ(2) (t) + · · · (3.15)












dτn−1 · · ·
∫ τ2
−∞
dτ1E (τn)E (τn−1) · · ·E (τ1)
[µI (τn) , [µI (τn−1) , · · · [µI (τ1) , ρI (−∞)] · · · ]] (3.16)
Switching from time points to time intervals using Fig. 3.2 as a reference and taking the expectation
value of Eq. 3.16 we arrive at an expression for the polarization













E (t− tn)E (t− tn − tn−1) · · ·E (t− tn − · · · − t1)
〈µI (tn + tn−1 + · · ·+ t) [µI (tn−1 + · · ·+ t1) , · · · [µI (0) , ρI (−∞)] · · · ]〉 (3.17)
which includes all of the microscopic properties of the material. Eq. 3.17 describes an equilibrium
density matrix ρI (−∞), defined in Eq. 3.13, interacting with an electric field at time point, τ , and
then evolving for a time interval, t, determined by the commutator of the density matrix with the
dipole operator.
Comparing Eq. 3.17 with Eq. 3.6 we can see the the response function introduced earlier is
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actually the microscopic properties of the material and is,
R(n) (tn, tn−1, · · · t1) ≡ 〈µI (tn + tn−1 + · · ·+ t) [µI (tn−1 + · · ·+ t1) , · · · [µI (0) , ρI (−∞)] · · · ]〉.
(3.18)
In principle it is possible to simulate the response of a material given the density matrix, dipole
matrix and the fields coupling them together. For simple molecules and atoms this can be accom-
plished with a reasonable degree of accuracy. For solid state materials and especially at surfaces
and interfaces this task is very difficult. The purpose of presenting these equations is to illustrate
the interactions occurring with the material which can be difficult to keep track of higher order
polarizations.
In the n-th order response function there are many terms that contribute to the n-th order
polarization. There are 2n terms in the commutator which couple with n fields each which interact
with the sample in any time order. In addition, there are n! (n factorial) ways those fields can be
ordered in time. Moreover, each field has a term corresponding to ω and −ω corresponding to the
electric field and its complex conjugate. In total, there are 2n · n! · 2 terms which can contribute to
the nth order polarization. We need effective ways to analyze these interaction to determine which
ones dominate the polarization response.
The next subsection introduces graphical representations that allow us to visually keep track
of the interactions with the density matrix. The pictorial representation keeps track of all of the
important features in Eq. 3.17 without having to write down all of the terms.
3.2.2 Graphical representations of the polarization
One way to visualise the pathways of the response is to use a Liouville-space diagram. Considering
the simple example of the linear response (Fig. 3.3a) there should be 2n = 2 terms contributing to
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the linear polarization which are,








〈µ(t1)µ(0)ρ(−∞)〉 − 〈ρ(−∞)µ(0)µ(t1)〉. (3.19)
A diagram illustrating these interactions can be drawn with a density matrix starting in the ground
state, ρ(−∞) = |a〉 〈a|, in the upper left-hand corner. Interactions which change the density matrix
from the ground state to another state are indicated by either a vertical or horizontal line. A vertical
line indicates interaction from the right side and a horizontal line indicates an interaction from the
left side of a density matrix. Time intervals are indicated with a thin, dashed line. The final state,
which results from taking the trace, is represented by a thick vertical dashed line (Fig. 3.3). All
of the final states end in population states. This is essentially a way to keep track of all of the
contributions that can result from taking the commutator of the dipole and density matrix. In the
linear case the coupling scheme contains two pathways.
For the second order we expect 22 = 4 contributions to the overall polarization. There is only
one path to end in |c〉 〈c|, one path to end in |a〉 〈a| and two paths to end in paths |b〉 〈b|. Instead of
writing out these four contributions it is far easier and often more informative to draw a diagram
depicting these interactions.
With the Liouville-space couplings scheme we are able to depict all possible interactions. A
complimentary and more detailed picture is captured in a double-sided Feynman diagram. These
diagrams take into account how the field interacts with the density matrix and allows us to visually
eliminate pathways that do not correspond to either the frequency or wave vector our experiment
measures. It also allows us to make approximations based on visually inspecting these diagrams.
Before we go any further we need to describe the nature of the electric field. The electric field
is a real quantity which can be decomposed into two exponential components,
E (t) = 2 cos (ωt− ikr) = e−iωt+ikr + eiωt−ikr. (3.20)
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(a)
|a〉 〈a| |a〉 〈b|




|a〉 〈a| |a〉 〈b|








Figure 3.3: Liouville-space coupling scheme for the linear (3.3a) and second order (3.3b) response. Horizontal
lines indicate interaction from the right side of the density matrix and vertical lines indicate interaction from the
left side of the density matrix. The interaction occurs at time intervals t1 and t2. The final interaction indicates
the macroscopic polarization calculated from the trace operation.
Whether the field carries a positive or negative frequency and a negative or positive wave vector
is important because the signal that we measure must be a sum of all of the frequencies and wave
vectors of the field matter interactions.
Double-sided Feynman diagrams keep track of whether an interaction took place from the bra
or ket side of the density matrix, if the interaction excites or de-excites the system and the total
frequency and wave vector of each interaction. In these diagrams the progression of time is from
bottom to top indicated by the vertical lines (Fig. 3.4). Arrows pointing to the right indicate an
interaction with an electric field of negative frequency and positive wave vector and arrows pointing
to the left, indicate an interaction with an electric field of positive frequency and negative wave
vector. Arrows pointing toward a bra or ket signify absorption and those that are pointing away
signify de-excitation of a state. The final interaction is from the trace and is signified with a dashed
line. As mentioned above the signal is emitted at the sum of all the interaction frequencies and in
a wave vector that is the sum of all of the wave vector interactions.
For the case of the total linear polarization there are four diagrams that represent all possible
interactions (Fig. 3.4). Two of the diagrams show a de-excitation of the ground state which is not
possible. These are eliminated via the rotating wave approximation. Two diagrams are highlighted
with dashed boxes. These are the figures that survive the rotating wave approximation. Above
the figures is an equation which represents that diagram’s contribution to the polarization. The
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〈µ(t1)µ(t0)ρ(−∞)〉E 〈µ(t1)µ(t0)ρ(−∞)〉E∗ 〈ρ(−∞)µ(t0)µ(t1)〉E∗ 〈ρ(−∞)µ(t0)µ(t1)〉E









Figure 3.4: Double sided Feynman diagrams for the linear response. Broken line boxes highlight the diagrams
that survive the rotating wave approximation.
two boxed diagrams are complex conjugates of each other. We therefore arrive at only one unique
diagram. With the concepts of the density matrix and graphical representations of the polarization
we can more closely examine static and time resolved SHG.
3.3 Static second harmonic generation
Since the discovery of second harmonic generation (SHG) in 1961 by Franken and coworkers[3] and
a subsequent phenomenological description by Bloembergan and Pershan [6] SHG and a variety of
related optical nonlinear phenomena have been exploited for practical and scientific use particularly
for studying surfaces. SHG is a coherent frequency conversion tool that takes a frequency ω as an
input and generates double the frequency, 2ω, as output. Typically an energy level diagram is used
to depict this process (Fig.3.5a) where two photons interact with states |1〉 and |2〉 to produce double
the incident frequency. The states involved in the process can be real, that is they are eigenstates of
the Hamiltonian, or virtual. This illustration pervades the literature but the formalism developed
in section 3.2 provides a more complete picture of the SHG process.
In Fig. 3.5b we see explicitly two interactions with electomagnetic fields create a coherence
between the ground and first state and then between the ground and second state. Since all
diagrams must end in a population state the emission is from the second state to the ground state
at a frequency ω + (ω) = 2ω = ωsig and wave vector k + k = 2k = ksig.
A physical picture of the two interactions and the time evolution of the coherence is provided
in Fig. 3.6. The first interaction at time τ1 creates a coherence oscillating at the fundamental
frequency. After a time period t1 a second interaction with the field at τ2 creates a coherence at














Figure 3.5: Two illustrations of the second harmonic process. Fig. 3.5a is the typical energy level diagram
depiction of SHG. Fig. 3.5b displays the Feynman-like diagram for second harmonic generations. The states




Figure 3.6: Illustration of the internal polarization in a material after interaction with a pulses laser two times at
τ1 and τ2 to generate polarization at the second harmonic frequency.
twice the fundamental frequency which decays exponentially. For gallium arsenide, the material
system of interest here, the polarization response at optical frequencies is typically very short lived;
on the order of tens of femtoseconds[7]. Longer lived polarization may occur, however, if the state is
in resonance with the laser pulse frequency. With life times on the order of 30 fs it may be possible
to observe the resonant states in the frequency domain.
3.3.1 SHG in the frequency domain
From subsection 3.1.2 we know that the time domain response can be Fourier transformed into the
frequency domain. Following Boyd’s[4] derivation for the second order susceptibility of a 3-level
system we can arrive at an expression that we would expect if there are resonances within the
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spectral bandwidth of the fundamental pulses. The left side of Fig. 3.5 illustrates the states used
in the equation below, where ω is nearly resonant with the |0〉 → |1〉 transition or the |1〉 → |2〉 or
both. The expression for the nonlinear susceptibility in the frequency domain is
χ
(2)
























[ω20 − 2ω − iγ20][ω21 − ω − iγ21]
]
(3.21)
where µ is the transition dipole between two states and their indicies, ijk, range over the Cartesian
coordinates x, y, z. When considering optical frequencies the energy levels are separated by sufficient
energy so they cannot be thermally populated. Therefore, we can take ρ
(2)
00 to be 1 (for a normalized
density matrix) and then the second term Eq. 3.21 is zero.
There are two conditions for resonance which we can explore using this equation. One in
which there is one photon resonant the |0〉 → |1〉 transition and the other in which the fundamental
is resonant with both the the |0〉 → |1〉 and |1〉 → |2〉 transitions. Since both frequencies are the
same for SHG, they are necessarily in resonance with |2〉 → |0〉. Eq. 3.21 is plotted in Fig. 3.7
with ω20 = 2ω10 and dephasing rates γ10/ω10 = γ20/ω10 = 0.07. Notice how the amplitude shapes
are similar but their phases are very different. The one photon resonance has π phase shift whereas
the double resonance has a 2π phase shift. Therefore, a method which is phase sensitive could
determine whether a resonance is a single or a double resonance.
3.3.2 SHG and symmetry
One of the main goals of this thesis is to measure surface states and electric fields at a surface
or interface. SHG is our method of choice to examine surfaces and interfaces because even order
nonlinear processes are forbidden in centrosymmetric materials. The argument relies purely on
symmetry considerations and is relatively simple. If we have a coordinate system r→ (x, y, z) and
apply an electric field in the +z direction the polarization response is also in the +z direction. When
we invert the coordinate system −r → (−x,−y,−z) then the polarization as well as the electric
field change sign. The crystal, however, is the same since each atomic position, when inverted, is at

















Figure 3.7: Resonance conditions from Eq. 3.21 indicating a resonance with either the fundamental photon or
the second harmonic photon 3.7a and a resonance with both the fundamental and second harmonic frequency
3.7b. The resonance occurs at
2ωf
ωf
where ωf is the fundamental frequency.
exactly the same location. So we are left with an equation
− P (2)i (ω) = ε0χ
(2)
ijk (ω) (−Ej (ω1)) (−Ek (ω2)). (3.22)
The left side of the equation is negative and the right side of the equation is positive. The only way
a negative number can equal a positive number is if χ
(2)
ijk = 0. This argument holds true for all even
orders of the polarization. This simple result is the origin of the surface sensitivity of SHG. Only
when centrosymmetry is broke, at a surface or an interface, is SHG allowed (within the electric
dipole approximation).
For other non-centrosymmetric materials there is a large SH signal from the bulk of the
material. There is, however, still a possibility of measuring the surface selectivity. By judiciously
choosing the azimuthal angle of the crystal and the polarizations of the incident pulses it is possible
to eliminate the bulk contribution to the signal[8]. The total second order polarization with the
surface and the bulk is





These two contributions to the overall polarization can have a different origin and the emitted light
may interfere. The only way to separate these components is if there is a polarization combination
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that can be used to isolate the surface or bulk contributions individually. Additional contributions
arise when we consider an electric field at the surface.
3.3.3 Electric-field induced SH
Electric field present at an interface due to charge transfer or a space charge field can also contribute
significantly to the SH signal. This can be described formally as a third order process where two
fields are from the fundamental field and the third is from the static electric field at the interface.
Incorporating this effect into the expression for the total second order polarization at the second
harmonic frequency is








where we have added EDC to the overall expression for the polarization. Another phenomena that
breaks the symmetry of a crystal, besides the interface, is an electric field at the interface. This
can be described as a four-wave mixing phenomenon with a field of zero frequency. This can be
expressed with Feynman diagrams except now the interaction described by the arrow carries zero
frequency so no actual excitation occurs. This is marked as |2′〉. More importantly the static field
at a surface can be pointing in the +z direction or −z direction which can induce an overall phase
shift of 180 degrees in the signal.
Static SHG has at least three contributions arising from the bulk, surface and a DC electric
field. Each of these contributions may have a phase associated with them which results in a very
complex signal. Furthermore, there may be surface resonances which can add an additional spectral
phase to the overall signal. These signals can all contribute to the time-resolved signal as well. In
the next section we can begin to see how we can unravel all of these contributions.
3.4 Time-resolved SHG
This section is the culmination of all of the information that has come previously. Time-resolved
SHG is a fourth order nonlinear optical experiment. This means that there are 24 terms from the
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response function and 4! terms which represent the ordering of the incoming pulses. This results
in a total of 384 diagrams that can contribute to the fourth order polarization. The number of
diagrams for the fourth order polarization can be reduced considerably by taking into account the
geometry of the setup and the frequency measured in the experiment.
The experiment consists of two non-collinear laser pulses. The pump arrives first and excites
the system. Some time later, the probe arrives to measure the effect of the pump. Only light emitted
at the SH of the fundamental frequency and along the same direction as the probe is measured. All
other sources of light are either blocked or filtered.
The possible double-sided Feynman diagrams are constrained by the frequency and wave
vector measured in the experiment. The emitted signal must have a frequency of ωsig = 2ω and
a wave vector ksig = kprobe. Moreover, we know that the final state of the diagrams must be a
population state. Therefore the diagrams are constrained to only those which satisfy the criteria
above as well as the rotating wave approximation.
Two diagrams which represent the polarization signals measured in a time-resolved SHG
experiment are shown in Fig. 3.8. Using the criteria above we can verify that these two diagrams
are the polarization signals measured by the SHG experiments. The diagram on the left in Fig. 3.8
has a total wave vector of kpump − kpump + kprobe + kprobe = 2kprobe = ksig. Therefore the signal
is in the same direction as probe. The measured frequency is −ωpump + ωpump − ωprobe − ωprobe =
−2ωprobe = 2ωsig. Thus, this diagram also represents the correct frequency. A similar procedure
for the diagram on the right will also show that is a viable pathway to the signal measured in the
TR-SHG experiment.
A comparison can be made between this pump-probe spectroscopy and the much more com-
mon pump-probe spectroscopy, transient absorption (TA). The two diagrams in Fig. 3.8 are similar
to excited state absorption (left diagram) and a signal bleach (right diagram). Conspicuously absent
is an equivalent diagram representing stimulated emission. In TA the probe stimulates emission
back to the ground state. A similar process is not measurable by TR-SHG because the probe would
have to stimulate emission below the ground state, which is not possible.
An example of the data is presented in Figs. 3.9 and 3.10. The two dimensional plot indicates















Figure 3.8: Two of the Feynman-like diagrams for the fourth order response measured in a TR-SHG experiment.
The left diagram corresponds to excited state SHG while the right side is the diagram for ground state SHG and












Figure 3.9: Sample of high-resolution data taken on undoped oxided terminated GaAs. The y-axis indicates the
energy of the emitted SH photon while the x-axis is the pump-probe delay.
the pump-probe delay on the x-axis and the emission photon energy on the y-axis. When integrating
over the wavelength region we can see that there is a vibration at 8.8 THz which corresponds to a
longitudinal optical phonon in bulk GaAs[9]. These oscillations are associated with the diagram on
the right hand side in Fig. 3.8.
Wavelength slices can also be taken from Fig. 3.9. Taking slices along the 3 ps give a pump-
induced SH spectrum as in Fig: 3.10b. These data have noise towards the edges where there is very
little intensity from the probe pulse. In the center however, there is an interesting looking spectrum
which will be analyzed further in chapter 5. This spectrum is associated with transitions occuring























Figure 3.10: Data from Fig. 3.9 with slices along a specific wavelength (3.10a) and at a specific time (3.10b)
at the SH or fundamental frequency. The feynman diagram for these events it the left side diagram
in Fig. 3.8.
Being an even order nonlinear spectroscopy, TR-SHG also retains the benefits of surface sen-
sitivity described in section 3.3.2. However, the interference from different contributions described
in Eq. 3.24 are still present and can increase the difficulty in interpreting TR-SHG results. Chapter
4 takes advantage of the repid spectral acquisition time to measure SH rotational anisotropy spectra
and pump-probe rotational anisotropy spectra. Chapter 5 details a method for extracting the SH
amplitude and phase and uses this technique to investigate the time-dependence of SH on the phase
of the static SH contributions and surface states.
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4
Rotational Anisotropy of GaAs
At the end of chapter 3, it is clear that there exist many competing contributions to the time-
resolved SH signal. There are, in addition to resonances in the frequency domain, a variety of other
SH signals from a surface or interface that can interfere to change the measured intensity of the time-
resolved SH signal. Single wavelength pump-probe experiments provide insufficient information to
determine the dynamic processes generating the SH at the surface of materials. In this chapter we
expand pump-probe SHG to the frequency domain. With the added information we are able to
gain a more complete picture of the time resolved dynamics of material surfaces and interfaces. The
purpose of this chapter is to demonstrate the utility of broadband femtosecond lasers to rapidly
acquire time and angle resolved SH spectra and how this information can elucidate the physical
processes generating the SH signal.
We begin by examining the experimental apparatus used to acquire time-frequency data,
including the light source, beam path and detection. This is followed by a review the expected
rotational anisotropy for gallium arsenide (GaAs), our sample of choice, from SHG measurements.
Our results are compared to the expected anisotropy behavior. Finally, We extend the experiment
to include rotational anisotropy spectra as a function of pump-probe delay which reveals some
unexpected results which will be elaborated on later in chapter 5.
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4.1 Experimental set-up
4.1.1 Femtosecond light source
At the heart of all the experiments in this thesis is a home-built oscillator which provides the ultrafast
broadband pulses. The oscillator is based on a kerr lens mode-lock design from the Kapteyn-
Murnane group[1, 2]. This design enables the laser to operate with large bandwidths. We have
measured some of the most important values for the experiments performed here. These values are
presented in the following paragraphs to give the reader an idea of the laser system specifications.1
The repetition rate is the inverse of the time for one pulse to complete a round trip in the
laser cavity. This oscillator operates at 78 MHz at an average power of 550 mW. Power stability
over 7 hours is 0.6 % RMS which is comparable to oscillators of similar design from KMLabs which
are specified for <1 % RMS deviation.
Ocillator spectral output can be centered from 1.48 to 1.53 eV with a spectral bandwidth
of 100 meV. From this bandwidth a pulse of approximately 15 fs is expected out of the oscillator.
However, when the pulses were measured with frequency resolved optical gating (FROG)[3, 4], the
temporal FWHM of the pulses was approximately 35 fs, indicating significant chirp on the output
pulses. This is not important, however, because the pulse will travel through more transmissive
optics and will need to be compressed before arriving at the sample.
4.1.2 Optical layout
A complete description of the optical layout along with the manufacturer and part number can
be found in appendix A while an abridged optical layout is provided in Fig. 4.1. Two pulses are
generated with a 66:33 (Reflection:Transmission) beam splitter with 66 % of the power going to
the pump pulse and the difference to the probe pulse. The pump is delayed from the probe by
moving a computer controlled optical delay stage. Polarization of both beams is controlled with a
waveplate-polarizer combination which also serves as a variable attenuator. Finally, to ensure that
there is no interfering SH light from the optics reaching the detector, we placed a colored glass filter,
1Appendix A contains the original data used to calculate the specifications for the laser system.














Figure 4.1: Experimental set-up to acquire time-resolved SH spectra with the sample orientation included. The
symbol ϕ is the angle of incidence and θ is the rotation angle about the surface normal.
GG475, in the beam path just before the sample.
The pulses were directed at the sample and focused by concave mirrors with an f-number of
30 at an incident angle of 43◦ for the pump and 45◦ for the probe, each projecting an elliptical
spot on the sample surface. The minor axis of the pump and probe beam ellipses was determined
by the knife-edge technique to be 105 ± 2 µm and 85 ± 1 µm, respectively. Reported spot size
measurements are for the 80/20 definition of the spot size.
SH signal from the sample was collected by a lens and then directed to a monochromator
with two mirrors anti-reflective coated for 400 nm. Residual fundamental was removed with a BG
39 colored glass filter with OD greater than 4 for the fundamental light. The polarization of the
SH was selected with a Glan-Taylor polarizing prism. Finally, the SH spectrum is detected on a LN
cooled CCD detector following square law detection,






Before beginning an experiment the camera was allowed to cool to its operating temperature and
maintain that temperature for at least 60 minutes. After the camera had cooled, it was calibrated
with an HgAr arc lamp with five spectral lines from 404-435 nm[5].
Samples were mounted in a nitrogen vapor cryostat (Janis ST-100) equipped with a computer
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controlled rotation stage for measuring rotational anisotropies. All samples were measured in flowing
N2 gas to minimize effects of photodegredation of the sample surface due to oxidation. To ensure
the minimum pulse duration at the sample, a pair of chirped mirrors was used to compensate for
the approximately 500 fs2 of GDD imparted on the pulse by the optical elements in the beam path.
They also served to compensate for dispersion out of the oscillator, resulting in a final pulse duration
of 20 fs at the sample.
4.2 Gallium arsenide as a model system
The choice of material is important when developing a new technique. Many of the material
properties should already be known. One of the most studied materials in history is gallium arsenide
(GaAs) making it the perfect sample to demonstrate the utility of our new technique. GaAs is a
noncentrosymetric material in point group 43m (Td) which means that SHG is allowed in the bulk
of the crystal. In spite of possible complications caused by bulk SHG, GaAs is an ideal material
to begin to collect time-resolved SH spectra. One reason, is that GaAs is a very well studied
material and nearly every parameter of the bulk crystal has been studied[6] making it ideal for
initial characterization of time-resolved spectra. In addition, since our laser spectrum is essentially
fixed we need to examine a material with optical transitions within our laser pulse spectrum so
that we can excite the sample. Another benefit of using GaAs is that we can begin to assess the
the relative importance of bulk, surface and electric field contributions to the time resolved signal
discussed in chapter 3.
Additionally, there have been extensive studies employing SHG on single crystal GaAs sur-
faces. Many of those studies used narrow bandwidth light sources and either wavelength integrated
data or scanned the wavelength and provided no time-resolved data. Many of these studies focused
on rotational anisotropy data as a proxy for investigating band bending[7] and surface reconstruc-
tions[8] or used scanning wavelength to determine bulk resonances[9, 10]. Typically acquiring
rotational anisotropy and spectra are not collected together because of the difficulties in tuning
the laser for each angle. Generally this is very time consuming and small deviations in the beam
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path may accrue over time. So instead of having to repeat the experiment multiple times for every
wavelength it is better to use a broadband light source where the entire spectrum can be measured
at once. The benefit of the technique used here is the rapid acquisition of spectra without the need
to scan wavelength. We can use the time we saved to capture the rotational anisotropy spectra as
a function of pump-probe delay. This additional information creates a more complete view of the
processes generating SH at the surface and in the bulk of GaAs.
4.2.1 Rotational anisotropy from GaAs
Recall from subsection 3.1.2 that the second order polarization is a third rank tensor. That is, it
has three indicies, χ
(2)
ijk which relates the incident electric field vectors specified by j and k to the
polarization vector i. This tensor can be written as a 3-D matrix with 27 entries (see appendix B.2)
resulting in 27 distinct ways to generate SH. The number of terms in the tensor can be reduced by
taking into account the crystal symmetry; the more symmetric a material the fewer entries in the
third-rank tensor. For a centrosymmetric material all of the entries vanish and the third-rank tensor
is zero. For noncentrosymmetric cubic crystals like GaAs, there is a small number of manageable
entries. A GaAs crystal, with 43m symmetry, has six tensor elements which are equal,
χ
(2)
ijk = xyz = xzy = yzx = yxz = zxy = zyx. (4.2)
The third-rank tensor above is defined in crystal coordinates that differ from our experimental
coordinates. So in order to determine the tensor elements probed given our sample geometry in
figure 4.1 we must derive a relationship between the crystal coordinate system and the laboratory
coordinate system. There are four commonly used polarization combinations for SHG which describe
the polarization of the fundamental beam and the detection polarization. They are Pout-Pin, Pout-
Sin, Sout-Pin and Sout-Sin. All of these polarizations access different tensor elements and can give
rise to different rotational anisotropies. We need to find a way to represent these polarization
combinations in the lab coordinates.
There are two equivalent ways of accomplishing this. One is to project the electric field vector
into the crystal coordinates, have the fields interact with the material and then rotate the output
CHAPTER 4. ROTATIONAL ANISOTROPY OF GAAS 46
back into the lab coordinates. The other method is to rotate the tensor into the laboratory frame.
We will use the second method even though there is a little more effort because we obtain the
anisotropies for all of the polarization combinations at once (see appendix B.2 for details). For
the polarization combinations given above and the constraints of the experimental geometry the
equations that relate the fundamental pulse to the SH electric field as a function of azimuthal angle
are,
Epp(2ω) ∝ cos (2θ)χ(2)E(ω)2 (4.3)
Esp(2ω) ∝ cos (2θ)χ(2)E(ω)2 (4.4)
Eps(2ω) ∝ sin (2θ)χ(2)E(ω)2 (4.5)
Ess(2ω) = 0 (4.6)
As we rotate about the surface normal in the coordinate system defined in Fig. 4.1 we should
see intensity patterns that are proportional to the square of Eqs. 4.4-4.6. Therefore the measured
anisotropy patterns should exhibit four-fold symmetry.
The four-fold symmetry may be reduced because of the presence of a surface where the
crystal symmetry is reduced. A reduction of symmetry leads to additional anisotropic terms which
modulate the intensity of the bulk contributions. Interference between the surface and the bulk can
reduce the overall symmetry from four-fold to two-fold[8].
In addition to the presence of a surface, a static electric field at the interface will also reduce
the symmetry to two-fold. As mentioned in chapter 3 the electric field induced SH (EFISH) is
described by a fourth rank tensor. Since we are only concerned with static fields parallel to the
surface normal we can reduce the fourth rank tensor to a third rank tensor. For crystals of 43m
symmetry there are only 4 independent tensor elements which are iiii, iijj, ijij, ijji (i 6= j) with i
and j ranging over the Cartesian coordinates x, y, and z[7, 11]. Since we know that the electric field




z we are left with four non-unique entries
zzz, xxz = yyz, xzx = yzy and zxx = zyy. A DC electric field contributes a constant value when
rotated about the surface normal which interferes with bulk SH to reduce the overall SH anisotropy
to two-fold [12].






















Figure 4.2: Raw data from a rotational anisotropy scan (4.2a). Wavelength integrated data showing distinct
four-fold symmetry (4.2b).
4.3 Rotational anisotropy spectra of GaAs(100)
To investigate the utility of acquiring broadband SHG spectra and anisotropy with time resolution,
we used a semi-insulating GaAs(100) surface with a resistivity greater than 1 × 108 Ω cm, corre-
sponding to a carrier concentration less than 1× 107 cm−3. The GaAs(100) surface was passivated
by a 5 nm thick epitaxial layer of gallium phosphide (GaP) using metal organic chemical vapor de-
position. GaP is a wide bandgap material with Eg = 2.26 eV while the Eg of GaAs is 1.42 eV. The
energy levels align such that the band gap of GaAs sits completely in the gap of GaP[13]. Moreover,
GaP reduces surface states on GaAs by energetically shifting them out of the band gap[14]. These
features make GaP a perfect material for passivisation of GaAs and it has been widely used for this
purpose[14–16].
Although GaP energetically passivates dangling bonds present at the GaAs interface, the
lattice constant of GaP is smaller (5.4505 Å) than GaAs (5.653 Å). The difference in lattice
parameters can be characterized by (aGaAs − aGaP)/aGaAs. Using the lattice constants above, the
mismatch is characterized as 3.6 %. Since GaAs and GaP are both piezoelectric materials, Such a
large mismatch may create strain and, therefore, an electric field at the interface. This has been
observed in GaAs/AlGaAs nanowires where the lattice mismatch was only 0.05 % [12]. The presence
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of this field may complicate the interpretation of our data.
As our first test of spectral resolved SHG we used GaP capped GaAs(100) described above at
a temperature of 90K with the sample geometry as depicted in Fig. 4.1. The azimuthal rotation,
rotation about the surface normal, is indicated by θ and the angle of incidence is indicated with
ϕ. An azimuthal angle of zero corresponds to the [011] crystallographic direction. All experiments
were performed with an incident angle of 45◦ with respect to the surface normal. Polarization of
the incident light and the detected SH was set parallel to the plane of incidence in the Pin-Pout
configuration.
When the GaAs(100) crystal is rotated through an angle of θ, the SH intensity exhibits a four-
fold symmetry as expected from eq. 4.4 in the Pin-Pout geometry (Fig. 4.2). Both the wavelength
resolved data (Fig. 4.2a) and the wavelength integrated data (Fig. 4.2b) reflect this fact. However,
we must take into consideration that the data are obscured by the pulse envelope. Therefore, in
order to extract meaningful conclusions about the frequency dependence of the anisotropy, we must
normalize the data.
To find a normalization of the data we first realize that the spectral envelope of the pulse is
not changing during the course of an experiment. Then we can assume that the spectral density
is constant. With this assumption we are able to normalize each energy between zero and one,
allowing for direct comparison between different SH photon energies at the same azimuth. Then
any deviation in the intensity from four-fold symmetry is a result of a change in anisotropy due to
an interfacial field, a change in surface structure or a resonance.
Normalized data (Fig. 4.3) show a marked change in anisotropy from 2.99 eV to 3.06 eV.
In this region there is a lowering of the symmetry from four-fold to two-fold. Taking cuts at three
different energies highlights the difference in anisotropy (symbols in Fig. 4.3b) over this region.
This modulation reflects the overall contribution to the SH signal which consists of bulk surface
electric field and electronic structure of the GaAs(100) sample.
A lowering of crystal symmetry has been observed before and was attributed to a surface
reconstruction or a depletion electric field[7]. Both of these effects reduce the symmetry to two-fold
and should be independent of wavelength. These studies, however, were carried out at fixed photon





















Figure 4.3: Rotational anisotropy after normalization of the photon energy (4.3a). Slices near 3.06, 3.02, 2.99
eV shows distinct two fold symmetry and its dependence on photon energy (4.3b).
energy so they were unable to assess the impact of different photon energies on symmetry. With our
broadband technique we are able to determine the photon energy dependence with high resolution.
To further our analysis we will characterize the anisotropy as a function of photon energy
by[8, 9]:
I(θ) = |A+B cos(2θ)|2 (4.7)
where A is an isotropic contribution to the overall SH signal, B is the much stronger bulk contri-
bution arising from the underlying GaAs(100) crystal symmetry and the cosine term reflects the
anisotropy of the crystal point group.
The traces in Fig. 4.3b are fit with Eq. 4.7 yielding information of the isotropic and anisotropic
contributions. We can repeat this process for each energy and extract values of A and B at each
energy and plot the ratio of the two parameters (Fig. 4.4). The A/B ratio is a measure of the
isotropic contribution to the bulk signal. As seen in Fig. 4.4 there is a peak in the ratio at 3.03 eV
for a temperature of 90 K. Warming the sample to 190 K shifts the peak to 3.00 eV.
Peaks in the A/B ratio at 90K and 190K are only 30 meV apart. We can compare this small
change to the expected changes in the band gap for both the single photon resonance at Eg and the













Figure 4.4: A/B anisotropy ratio at temperatures of 190 K and 90 K. Peaks are at locations 3.03 eV for 90 K
and 3.00 eV for 190 K with a difference of 30 meV.
two photon resonance at E1. Changes in band energies caused by temperature can be thought of
in the context of tight-binding in chapter 2. When the crystal is cooled the lattice contracts and
the atoms move closer together increasing the orbital overlap and increasing the splitting of energy
levels which increases the band gap. An opposite effect is expected as the crystal temperature
increases. The change in band gap can be quantified using a phenomenological equation called the
Varshni equation[17] which uses empirically measured parameters to describe band gap shifts. For
GaAs the parameters have already been measured using ellipsometry[18].
With the empirical data and the Varshni equation we can calculate both the expected position
and the expected width of the band edge and E1 resonances and compare them with our measured
values. Tables 4.1a and 4.1b compare the peak positions and widths for the Eg and E1 resonances.
Since we can only observe the second harmonic and not the fundamental frequency the band gap
peak has been multiplied by two in order to represents the position it would have if that resonance
was visible in our experiment.
From these tables we can see that the peak position for our data corresponds more closely to
the E1 resonance. This is further corroborated by the peak width data which show that the width
of Eg is exceedingly narrow and again our data corresponds more closely to the E1 resonance.
While we see qualitative agreement with the E1 resonance the exact nature of this feature
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90 K 190 K
Eg (eV) 3.00 2.94
E1 (eV) 3.02 2.97
Experiment (eV) 3.03 3.00
(a) Peak positions
90 K 190 K
Γg (eV) 0.002 0.010
Γ1 (eV) 0.049 0.058
Experiment (eV) 0.039 0.049
(b) Peak widths
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Figure 4.5: Pump-probe rotational anisotropy image plot showing a slight increase in anisotropy at lower energies
(4.5a). Fits to Eq. 4.7 extracting the increase in anisotropy (4.5b).
has seen considerable debate. The features seen in our experiment have been seen before by others
and have been interpreted as the E1[9, 10], Eg[19] and a surface state resonance [20]. Since the E1
resonance is expected to have a higher density of states as compared to the band gap resonance and
this feature follows the temperature trend for E1 resonance both in peak position and in width we
believe that this feature arises from the E1 resonance.
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4.4 Rotational anisotropy dynamics
In addition to static rotational anisotropy, we can observe rotational anisotropy dynamics using our
pump-probe setup. Fig. 4.5a is a plot of the rotational anisotropy normalized in the same manner
as the static anisotropy spectra (4.3a) at time delays of -1 ps and 3 ps. There is a small change in the
anisotropy after the pump pulse arrives (Fig. 4.5a). We can characterize the change in anisotropy
after the pulse arrives by fitting each photon energy with Eq. 4.7 and extracting the A/B ratio (Fig.
4.5b). After excitation of the GaAs substrate, we observe a shift in the peak position from 3.032
to 3.024 eV and the appearance of a tail extending to lower photon energies. We attribute these
to band renormalization and carrier screening because the pump pulse injects a transient carrier
density of 1018 cm −3. These high carrier densities are known to lead to a transient shifts in the
band[21, 22].
An alternative to the above data analysis is to normalize the spectrum at a particular pump-
probe delay time I(E, θ, t) by the averaged anisotropy spectra before the pump arrived and present
the pump induced change in the spectra as:
I ′(E, θ, t) =
I(E, θ, t)
I0(E, θ, t < 0)
− 1 (4.8)
The function I is the intensity as a function of the photon energy E, azimuthal angle θ and pump-
probe delay time t. When the spectra are normalized to taken spectra before the arrival of the
pump, we obtain the normalized intensity I ′. The result of this normalization is displayed in Fig.
4.6a which shows the result of normalization for pump-probe delay times of -1 ps and 3 ps. Near
what was determined to be the E1 resonance in the previous section we see the greatest pump-
induced change. In Fig. 4.6a at 3.0 eV we see the normalized intensity increase as we rotate from
0 to 45◦ and then suddenly the pump induced change turns from positive to negative at 45◦. Since
we cannot pump the E1 resonance with our laser pulse the origin of the pump induced change must
come from excitation near the band edge.
To highlight this sign change as a function of crystal angle and pump-probe delay we have
taken time resolved slices at 2.99 eV and along the [011] (0◦) and [011] (90◦) and are shown in Fig.


























Figure 4.6: Pump-probe rotational anisotropy at -1 ps and 3 ps highlighting the pump-induced change and its
variation with azimuthal angle (4.6a). Pump-induced change along two of the principle crystallographic directions
in GaAs (4.6b). The auto-correlation of the pump and probe pulse is also shown.
4.6. Exponential fits of both traces give time constants of 400 ± 30 fs which is attributable to the
transport of photo-generated carriers in the space charge field[21, 22]. The similarity of the time
constants suggests that both traces have the same origin. The opposite sign of the pump-induced
change is a consequence of the interference between the [011] and [011] crystal directions and an
isotropic contribution that seems to be related to the bandgap or possibly a surface state.
By using the GaP capped GaAs(100) sample we have attempted to minimize the contribution
of surface states and by using an undoped sample we should also minimize the space charge field.
We have used both to explain the data that we observed in this experiment. Most of the evidence
for passivisation using GaP comes from surface recombination velocity measurements and theory.
Surface recombination velocity, however, does not measure surface state density but only recombi-
nation of carriers and there may be other factors that could change the recombination but not the
surface state density[23]. There has been no direct spectroscopic evidence for the reduction of state
as a result of GaP passivisation. In order to progress further we need to move to oxidized samples
with different doping types. There is much more information about these surfaces in the literature
which can help when trying to assign spectroscopic peaks.
CHAPTER 4. ROTATIONAL ANISOTROPY OF GAAS 54
4.5 Conclusions
This chapter highlighted a technique which uses the broadband nature of femtosecond pulses to
rapidly acquire spectra. This rapid acquisition allowed for a detailed study of the anisotropy of
both static SH for the GaAs surface and the pump-induced SH. In the static SHG we were able
to ascertain that the increase in anisotropy was due to the E1 resonance. In addition, the ability
to take pump-probe SHG data with wavelength and angle resolution has allowed us to study the
time-resolved evolution of the signal as a function of photon energy, azimuthal angle and time. This
revealed complicated dynamics and signal which we can partially attribute to interference between
the bulk and some anisotropic component. In the next chapter we attempt to explain the results
obtained in this chapter by working with a variety of GaAs(100) samples which have oxide, sulfur
passivated surfaces with either p- or n-type doping.
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5
Demonstration of TR-FDISH
This chapter utilizes the broad bandwidth of the femtosecond oscillator described in chapter 4 to
perform spectral interferometry (SI) and extract the amplitude and phase of the second harmonic
(SH) light emitted from a sample as a function of pump-probe delay. In the first section, we review
the importance of the SH phase and cover the basics of amplitude and phase retrieval using a
direct inversion technique called Fourier transform spectral interferometry (FTSI). We then cover
the specific implementation used in this thesis for retrieving the time-resolved SH amplitude and
phase.
Following the description of SI and the procedure for extracting the amplitude and phase from
time-resolved second harmonic generation (TR-SHG), we apply this technique to our model system,
GaAs(100). All GaAs samples in this chapter are either oxygen or sulfur passivated with n- or p-type
doping. Spectral interferometry will help us determine the phase relationship between bulk and the
electric field induced SHG. Then we will concentrate on the pump-induced spectral changes on the
GaAs surface where spectral signatures imply the presence of surface states. Moreover, these states
exhibit asymmetric line shapes which points to coupling of a discrete surface state with a continuum
associated with the bulk. Similar behavior is observed when we investigate charge transfer between
CuPc and sulfur passivated p-doped GaAs(100).
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5.1 Measuring amplitude and phase
Many experiments seek to measure the frequency or spacial distribution of light from a sample.
Methods such as X-ray crystallography and light scattering measure intensity as a Fourier transform
of the spacial distribution of electron density in a sample. Ultrafast optical experiments are similar
except that they measure the Fourier transform of the response of a material when excited at optical
frequencies (see chapter 3). The spectrometer experimentally Fourier transforms this response and
records it onto a CCD which measures only the spectral density S(ω) =
∣∣∣∫∞−∞E(t)eiωtdt∣∣∣2[1]. In
the detection process, important information about the phase of the electric field can be lost, but,
this information is critical to understanding the physical origin of the signal.
For some time it has been known in imaging and crystallography that precise knowledge of the
phase in the spacial-frequency domain can be combined with amplitude information to reproduce
an exact image of the spacial electron density in a crystal. In fact, most of the information which
makes an image appear the way it does is because of its spacial phase; without it, exact reproduction
of the image is nearly impossible. The necessity of phase information to reconstruct an image is
known as phase dominance[2, 3] and has been considered for many years in image processing but
rarely in optical experiments.
In ultrafast optical experiments the idea is similar but a little more abstract since we do
not form a spacial image but instead a temporal image of material response. By measuring the
amplitude and phase of light from linear and nonlinear interactions with our material system we
can gain valuable insight into the processes occurring in the material and possibly reconstruct a
more complete understanding of the dynamic material response. In the case of surface sensitive
techniques, such as SHG, we can gain valuable insight into dynamics at surfaces and interfaces,
particularly charge trapping and transfer. We have a problem, however, because detectors only
measure the spectral density (spectrum) of the pulse; all phase information is lost. So we need a
technique which can help us recover the phase of the optical signal.
There are many ways to recover the phase of a pulse, frequency resolved optical gating
(FROG)[4], multiphoton intrapulse interference phase scan (MIIPS)[5], and spectral interferom-
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etry (SI)[1]. Both FROG and MIIPS are based off of nonlinear measurements of a pulse to retrieve
the amplitude and phase of the fundamental pulse. In our experiment the pulse of interest is the
SH light emitted from the sample. These pulses are usually very weak and unable to provide suffi-
cient intensity for nonlinear characterization techniques like FROG or MIIPS. In contrast, spectral
interferometry (SI) is a linear technique that is capable of retrieving the amplitude and phase of a
pulse. Amazingly, it can measure pulses which, on average, have less than one photon per pulse [6]!
Such a sensitive technique is ideal for measuring the weak pulses from our nonlinear experiment.
5.1.1 Fourier transform spectral interferometry concepts
In SI there are two pulses which are delayed by a time τ . Both pulses propagate co-linearly into
the spectrometer where the grating performs an experimental Fourier transform of the pulse pair
and the resulting interference pattern is measured on a CCD. Mathematically the interference on




[E(t) + Eref (t− τ)] eiωtdt
∣∣∣∣2
=
∣∣∣Ẽ(ω) + Ẽref (ω)eiωτ ∣∣∣2
=
∣∣∣Ẽ(ω)∣∣∣2 + ∣∣∣Ẽref (ω)∣∣∣2 + Ẽ(ω)Ẽ∗ref (ω)e−iωτ + Ẽ∗(ω)Ẽref (ω)eiωτ
= |E(ω)|2 + |Eref (ω)|2 + |E(ω)||Eref (ω)|
[
e−iωτ−iφref (ω)+iφ(ω) + c.c
]
= |E(ω)|2 + |Eref (ω)|2︸ ︷︷ ︸
Non-interfering terms
+ |E(ω)||Eref (ω)| cos [φ(ω)− φref (ω)− ωτ ]︸ ︷︷ ︸
Interference term
. (5.1)
The sample and reference fields are denoted E(t) and Eref (t− τ) and the Fourier transform of the
pulse pair is Ẽ(ω) and Ẽref (ω)e
iωτ . The term eiωτ represents a linear phase shift in the reference
pulse caused by the time delay. Quantities with a tilde over the top mark the complex field am-
plitudes which are separated into amplitude and phase components in the final two expressions.
The intensity on the CCD oscillates as a cosine function with the number of fringes determined
by the central frequency of the pulse and the delay between the two pulses. There are a couple
of conditions that must be satisfied for accurate retrieval of the pulse. First the delay, τ , must be
large enough so that the two pulses do not overlap in the time domain. Second, the spectrum of the




















Figure 5.1: Simulated pulses meant to illustrate detection and the direct inversion algorithm for recovering the
spectral amplitude and phase. First, the two electric fields with a time delay of 0.5 ps are Fourier transformed
yielding the spectrum expected from Eq. 5.1. This is the detection step which is performed experimentally. Then
the interferogram is Fourier transformed into the time domain where the peak at −τ is windowed. This peak
contains the correct sign of the sample phase. The windowed peak is Fourier transformed back into the frequency
domain where we can separate the sample signal into amplitude (red) and phase (blue). The phase has a linear
slope because of the time delay φdelay = ωτ and can be subtracted from the retrieved phase with knowledge of τ .
CHAPTER 5. DEMONSTRATION OF TR-FDISH 61
reference pulse must be equal to, or greater in bandwidth than the pulse we wish to measure. When
both of these conditions are satisfied we can use the direct inversion method for phase retrieval.
Detection and direct inversion to recover the amplitude and phase of the signal pulse are illus-
trated in Fig. 5.1. The detection step, leading to the final expression in Eq. 5.1, is illustrated with
the full real electric field of flat phase Gaussian pulses in the upper left corner of Fig. 5.1. The time
delay between the two pulses is τ = 0.5 ps. These pulses enter the spectrometer and are dispersed
into their spectral components by the grating. This is equivalent to Fourier transforming the pulse
pair. These pulses interfere when they are experimentally Fourier transformed into the frequency
domain by the grating which produces an interferogram on the detector (upper-right corner Fig.
5.1). The full signal contains the non-interfering terms, which contain no phase information, and the
interference term, which contains the information of interest. The amplitude and phase information
of the sample is obscured by the reference pulse so we need to devise a method to extract only the
amplitude and phase of the sample.
There are a couple of methods we can use to extract the amplitude and phase of the unknown
pulses. One is polarization multiplexing[1] and the other is a Fourier transform method referred to
in this thesis as direct inversion [1, 6, 7]. The direct inversion method is our method of choice since
it only requires one measurement and is able to directly retrieve the amplitude and phase. The
process is described in the flow diagram in Fig. 5.1. First, the measured signal (upper-right corner)
is Fourier transformed into the time domain where there are three peaks centered at −τ , 0 and τ
(bottom-right corner in Fig. 5.1). By windowing one of these peaks we can isolate and extract the
interference term in Eq. 5.1. If the reference intensity, phase and the delay between the pules is
known we can easily extract the amplitude and phase of the unknown pulse. There is, however, an
ambiguity associated with this method of phase extraction stemming from the fact that the signal
is a cosine function.
Since the cosine is an even function there is a sign ambiguity in the retrieved phase. For
example, cos[φref (ω) − φ(ω)] = cos[−φref (ω) + φ(ω)] which means that the phase could be either
positive or negative. To resolve this issue we can look at the complex form of the signal which are
the third and fourth terms in Eq. 5.1. The complex exponential part of these equations contain
CHAPTER 5. DEMONSTRATION OF TR-FDISH 62
terms at iωτ and −iωτ which when Fourier transformed into the time domain (see lower-right corner
of Fig. 5.1) yields peaks at −τ and τ as well as a DC background centered at zero. In addition to
the time delay, the correct phase is also included in the exponent. As long as we know which pulse
entered into the spectrometer first, we can window the peak which contains the positive sample
phase and Fourier transform this peak which recovers the sample phase with the correct sign.1
In equation 5.1 we have already assumed that the reference pulse arrives first and the sample
pulse follows. Therefore the peak corresponding to the proper extraction of the phase is the negative
peak. If the sample pulse was first then the signs of the sample and reference pulses are interchanged
and then the correct peak in the time domain to window is the peak as positive τ . Despite the
ease of phase extraction there are may practical issues associated with the implementation of SI,
especially for SH photon energies. These concerns are addressed in the following subsection.
5.1.2 Practical spectral interferometry for SHG
Practical implementation of SI is a challenging task for many reasons. First, it requires precise
overlap of both the reference and the sample laser pulses. Moreover, the beam path must be
stable on the order of λ/2 to retain high fringe contrast and ensure repeatability. At typical SH
wavelengths of 400 nm this is a very difficult task. Mach-Zender and Michelson geometries have
already been considered but it was found that stability was difficult to maintain and the fringe
contrast was poor[8]. In the same study the authors tried a completely collinear geometry which
provided high fringe constant and was less sensitive to air currents and temperature differences
that would normally deteriorate the signal in optical interferometry experiments[8]. Because of the
added benefits of a collinear beam path we will also use this beam geometry in our implementation
of second harmonic SI (SHSI).
An example of the beam path used for SHSI is given in Fig 5.2. The optic in the probe
beam path generates a reference SH pulse that is delayed from the fundamental by the difference
1Extracting the correct sign of the phase during the retrieval process can be complicated by different definitions
of the Fourier transform used in different disciplines. The one used in the text is the modern physics definition but
neglects the prefactor of 1√
2π
. The messy details of the direct inversion algorithm are discussed in more detail in
appendix C.3.2.
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in group velocity of the fundamental and the SH through glass. The fundamental continues to the
sample where the pulse generates a SH signal from the sample. From there, both the reference and
sample SH propagate to the spectrometer where both pulses are dispersed by the grating onto the
spectrometer where we measure our signal as a function of wavelength.
Measuring the signal as a function of wavelength is also problematic. All of the Fourier
transforms in the direct inversion algorithm require the data to be linearly spaced in the frequency
domain; our data, however, are only linearly spaced in wavelength. Actually, the data are only linear
spaced in pixel, strictly speaking. To map the wavelength to the pixel we generate a calibration
function with the use of known spectral lines from a HgAr vapor lamp. A typical calibration function
is simply a polynomial expansion as[7]








3 · · · (5.2)
The effect of the nonlinear data spacing to create an artificial phase factor in the retrieved complex
electric field
Sret(ω) = |Eref(ω)||E(ω)|(e)iω(x)τ+∆φ (5.3)
where ω has been replaced by the calibration function ω(x) which introduces higher order phase
into the retrieved data.
Typically linear or cubic spline interpolation is used to interpolate the nonlinear wavelength
axis into a linear frequency axis[9, 10]. This method, however, can introduce artifacts in the
retrieved phase which is undesirable[7]. Another method is an exact interpolation scheme called the
zero filling method. This method does not introduce any phase artifacts, but it requires a Fourier
transform followed by padding the Fourier transform with 4N the number of points in the data.
Therefore our data, which contains a spectrum of 1340 points would require 5360 points. Since we
want to take time resolved SH data we will have one spectrum at each delay point and about 100
delay points. Then the total data that has to be handled is 536000 points. This number of points
can become unwieldy. Fortunately, there is a simpler way which is to Fourier transform the data
directly using the pixel spacing nonlinear frequency spacing and then subtract out the phase ω(x)τ
to yield the correct, undistorted sample phase.
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One requirement laid out in the previous section is the need for a well characterized reference
pulse. This is typically not available for the SH because the reference is still too weak to be measured
with a nonlinear characterization method such as FROG. Instead we look to internal normalization.
One method used to recover static SH phase is to use a spectrally flat reference such as quartz. The
term spectrally flat means that this material is free from one or two photon resonances. This can
then become a standard sample[9, 10] for all of our measurements.
Taking pump-probe data provides an attractive alternative for normalizing the data. If we
are only concerned with the pump-induced changes, which we typically are, then we are able to
normalize all of the data internally to the unpumped portion of the data. That is, when the probe
arrives before the pump. To see how this can help us recover only the pump induced phase we will
walk through the normalization procedure.
When the reference is generated though SHG there may be many contributions that make up
the phase. The phase and the phase difference are then given by[10]
∆φ(2ω) =























[nglass(2ω)− nglass(ω)] . (5.4)
Here, the total phase difference has been separated into all of its contributing components; φχsamp is
the nonlinear susceptibility phase, φfsamp is the phase acquired from the nonlinear Fresnel factors.
A DC electric field contributes a phase φIsamp. The last two components of the reference phase are
a DC propagation delay, which occurs in non-phased matched thin films, and the phase acquired
as a result of reflection from the sample. The last two terms are the phases acquired due to the
propagation delays through air and glass over distances l and d.
When normalizing the phase we divide the pumped sample by the unpumped sample. In this
case we can write the magnitude and phase as[11]:
|Esamp(2ω, t)|
|Esamp(2ω, t < 0)|
=
|Esamp(2ω, t)||Eref (2ω, t)|
|Esamp(2ω, t < 0)||Eref (2ω, t < 0)|
(5.5)
exp[i∆φ(2ω, t)− i∆φ(2ω, t < 0)] = exp[i(ωτ + ∆φ(2ω, t))]
exp[i(ωτ + ∆φ(2ω, t < 0))]
(5.6)








Figure 5.2: Experimental setup for SH spectral interferometry. A more complete description of the experimental
setup along with a list of all components can be found in appendix A.
Since the neither the reference nor the delay through air or glass should change as a function of
pump-probe delay, the phase normalized to the unpumped sample can be simplified to
∆φ(2ω, t > 0)−∆φ(2ω, t < 0) =
[
φχsamp(t > 0) + φ
f







φRref (t > 0)
]
where the only remaining contribution from the reference is the reflection of the SH reference. Nor-
malizing the data in this way eliminates some sources of error associated with imperfect calibration
of the CCD and small phase changes associated with change from one sample to another to acquire
interferograms on a standard sample.
Alternatively, we can attempt to look at the phase referenced to a spectrally flat, standard
sample. This was the preferred method in many static phase resolved SHG studies where quartz
was the preferred standard sample[10, 12–14]. In this case, the phase due to the reference cancels
when the sample and standard sample (quartz) are divided by each other. This is a method which
we can use to understand static spectra in our material system.
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5.1.3 Implementation of SHSI for phase retrieval
In order to carry out interferometry measurements we need a way to generate a reference SH
pulse. We obtained a reference SH signal by inserting a poled polymer film with large second order
nonlinear susceptibility into the path of the probe beam (see Fig. 5.2). The polymer was formu-
lated by doping 20 wt% of dipolar chromophore, 2-(3-cyano-4-(4-(dibutylamino)styryl)-5- phenyl-5-
(trifluoromethyl)furan-2(5H)yli-dene)malononitrile, into polycarbonate[15]. The polymer was spin-
cast onto a glass slide with a thickness of approximately 780 nm and then poled at a temperature
of 120◦C under an electric field of 100 V µm−1. The poled films showed a Pockels coefficient of 35
pm/V at a wavelength of 830 nm to a large χ(2) of 146 pm V−1. After poling, the top gold electrode
was etched off by a gold etchant, and the poled polymer films were used to generate the reference
pulse for all the SHSI measurements in this chapter.
The reference SH pulse generated from the poled polymer film was delayed from the remaining
fundamental pulse by the group velocity delay of the fused silica windows on the cryostat. The SH
field generated from the fundamental pulse at the sample surface propagates collinearly with the
reflected reference pulse into the spectrometer where the interference spectrum was recorded on a
liquid nitrogen cooled charge coupled device.
All data were collected with a custom built LabView® program which interfaced with a delay
stage, CCD camera and spectrometer. A background spectrum was acquired before data acquisition
to remove unwanted signal from the SH spectra. The CCD camera has a variety of settings which
can be controlled. All of the data acquired in this chapter were as follows. An exposure time of
500 ms with an analog-to-digital conversion of speed of 200 kHz. The analog gain was always set
to high and the read out port to low noise. A custom bin of pixels on the CCD selected only pixels
that were illuminated by the SH signal. This was typically 1340 pixels wide by 20 pixels high. The
temperature was always set to -120◦C. CCD data was always cleared before acquiring a new spectra
at a different delay point. This removed the chance of the CCD acquiring spectra over multiple
delay points.
Time resolved data were collected by scanning the delay stage several times. Each scan was
recorded and saved in a separate folder. The final averaged scan was analyzed and imported into





















Figure 5.3: Example interferometric pump-probe data acquired on an n-type GaAs sample. Raw data is generated
by acquiring a spectral interferogram at each pump-probe delay point (left side). Each interferogram is analyzed
using the direct inversion algorithm explained in the text and normalized to negative pump-probe delay which
reveals a change in the amplitude (top right) and phase (bottom right) as a function of both photon energy and
pump-probe delay.
MATLAB® where interferograms at each delay were analyzed with the direct inversion algorithm
with custom code in MATLAB® (see appendix C.3.2). All data were normalized to data at negative
pump-probe delay as described above. A sample time-resolved interferogram and corresponding
amplitude and phase are given in Fig. 5.3.
When taking a discrete Fourier transform we must window the data in the time domain
effectively reducing the number of points when we Fourier transform back into the frequency domain.
Since the resolution in the frequency domain is equal to the range in the time domain, windowing
reduces the overall resolution of the experiment. We can calculate the reduced resolution from
windowing with the equation δν nnwin . For our data n = 1340 points, nwin = 645 points and
δE = 3.4 µeV. Therefore using Fourier transforms and the direction inversion algorithm reduces
the resolution of the experiment to approximately 1 meV. This is more than enough to determine
spectral features as we can see in Fig. 5.3.
CHAPTER 5. DEMONSTRATION OF TR-FDISH 68
5.1.4 Samples for second harmonic spectral interferometry
All samples used in the following experiments were either n- or p-type GaAs. Doping levels for the
n-type GaAs were 2.5×1018 cm−3 and p-type GaAs was 1×1019 cm−3. Complete data sheets for the
three different types of GaAs used in the experiments performed in this thesis are in appendix E.
Surfaces of the oxide passivated samples were cleaned with isopropanol and acetone and immediately
transferred into the cryostat.
Sulfur passivated samples were prepared by rinsing the samples 3× with isopropanol and
then acetone. The oxide layer was then removed by a 60 sec treatment in NH4OH. The sample was
rinsed with 18 MΩ·cm water and transferred to an (NH4)2S solution where the sample remained for
2 hrs. After 2 hrs the sample was rinsed again with 18 MΩ·cm dried with nitrogen and immediately
transferred to the cryostat. Before any experiments were preformed the cryostat was purged for 2
hours with N2.
Charge transfer studies were carried out only on sulfur passivated p-type GaAs. Sulfur passi-
vated GaAs samples were prepared in exactly the same manner as described above. After passivisa-
tion the GaAs crystal was transferred into an N2 filled glove box and was immediately transferred
into a thermal deposition chamber. Copper phthalocyanine (CuPc) was deposited at a temperature
of 395 ◦C at a rate of 0.11 Å s−1. The rate was determined with a quartz crystal microbalance.
Final film thicknesses were between 10-20 nm. Base pressure during depositions was better than
10−7 mbar. During deposition a portion of the GaAs crystal was shadowed to prevent CuPc from
being deposited on that portion of the substrate. This provided an in-situ control where we could
check spectra and the dynamics of the CuPc/GaAs against a bare sulfur treated substrate on the
same wafer at the same azimuthal angle. After CuPc was deposited on GaAs the organic-inorganic
heterostructure was transferred through the air into the cryostat where it was purged for 2 hrs with
flowing nitrogen before laser illumination. This was an effort to prevent any photo-oxidation of
CuPc or GaAs during the purging process.
After purging the cryostat, the camera was aligned and the pump power was adjusted so that
the pump power was 260 mW and the probe power was 80 mW. Spot sizes were measured with the
knife edge test to be 100 µm for the pump and 65 µm for the probe. These spot sizes are using the
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80/20 definition of the spot size.
5.2 Energy integrated SHG from GaAs(100)
5.2.1 Crystal direction dependence of SHG phase
To test the implementation of this time resolved technique we begin with a well known and well
studied sample. From chapter 4 we already know we can see a variety of changes in the static
as well as time resolved SH spectra of GaAs. Rotational anisotropy allowed us to normalize the
data which revealed the presence of a two photon resonance attributed to the E1 resonance in
GaAs. Time-resolved data focused on amplitude changes as well as spectral features which occur
in both the temporal and spectral domain (see Fig. 4.6). First we will concentrate on the time
resolved amplitude changes from GaAs. Using the interference fringes we will be able to confirm
the assumption made in chapter 4 that the pump induced change and the static SHG from the bulk
can be either in phase or out of phase with each other. The total SH signal depends on both space
charge field direction as well as crystallographic direction of the GaAs(100).
In order to provide evidence for our hypothesis we need to use a material which we know
has an electric field near the surface. In chapter 2, we saw that a defective surface can have many
states that are energetically in the band gap. By doping the material we can fill these traps which
creates an energetically unfavorable situation at the surface of the semiconductor. As a result, the
bands bend to lower the overall energy in the surface region (see Fig. 2.6). This creates a near
surface electric field which is detectable by our experiment. Furthermore, by switching from n-type
to p-type GaAs we can change the direction of this field.
Our experiment to test the relationship between bulk and electric field induced SH begins with
n-type GaAs(100) with a native oxide. First, we will examine the raw spectral interferograms along
the [011] and [011] crystallographic directions. From Fig. 5.4 we can see that the two directions
contain a fringe difference of exactly one fringe. This means that the two crystallographic directions
are exactly 180◦ out of phase with each other which is consistent with previous observations[12].
We can rationalize this phenomenon in two ways; first, by looking at the equation for rotational
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Figure 5.4: Interferograms recorded along the [011] and [011] show a shift of exactly one fringe between the two





















Figure 5.5: Phase relationship as the crystal is rotated about the surface normal. Fig. 5.5a represents the
azimuthal function derived from crystal symmetry with both the electric field and intensity contributions. Fig.
5.5b provides a physical explanation. In a first approximation, there is an electronegativity difference between the
Ga and As atoms. This creates a partial positive charge on Ga atoms and partial negative charge on As atoms.
The over all effect is a dipole which points in different directions for different crystal directions.
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anisotropy in the Pin-Pout configuration, and second, by looking at the physical arrangement of the
atoms along the two crystal directions (see Fig. 5.5). The equation for the azimuthal dependence
of SHG from GaAs(100) is E = cos(2θ) but the measured quantity is actually I = |E|2 = cos2(2θ).
As the crystal is rotated from one crystal direction to the other, the sign changes from 1 to −1
corresponding to a 180◦ phase shift in the signal. If we only measure the intensity we are unable to
resolve this sign change 5.5a. With phase resolution we can recover the sign difference between the
crystallographic directions.
We can also arrive at a physical interpretation of the phase shift by looking at the crystal
structure of GaAs. Bonds in GaAs have an asymmetry in their charge distribution because of
the difference in electronegativity between Ga and As. This means that there is a partial positive
charge, δ+, on Ga atoms and partial negative charge, δ−, on As atoms. As the crystal is rotated
from one crystal direction to the other, the direction of this dipole (Fig. 5.5b) changes the phase
of the SH emitted from the bulk. With the phase resolved implementation of SH we are able to
detect sign changes along the azimuthal angle will help us ascertain the phase relationship between
the GaAs bulk and electric field SH.
5.2.2 Dependence of TR-SHG on crystal angle
Now that we understand the phase difference arising from different crystal directions we can con-
centrate on pump induced changes seen in n-type GaAs (Fig. 5.6a). We can clearly see that the
pump-induced change along the [011] increases while the signal along the [011] decreases. Initially
this is counter intuitive since we would expect a decrease in the electric field due to band gap
excitation of n-type GaAs and, therefore, a decrease in the overall SH signal (Fig. 5.6b). This is
not the case and it can be explained by taking the phase of each contribution of the SH signal into
account.
In order to understand the data in Fig. 5.6a we must break down the total SH into its various
contributions. In chapter 3 we covered a variety of contributions to the SH signal. The two most
important contributions which need to be considered here are the bulk SH, which we can consider
independent of time since the lattice is not changing, and the electric field induced SH which we


















Figure 5.6: Energy integrated pump-probe data on n-type GaAs along the [011] and [011] crystal directions
(5.6a). The corresponding physical picture where the space charge field EDC is reduced after the arrival of the











Figure 5.7: Vector diagram illustrating the contributions and phase relationship along two crystal directions for
the unpumped (t < 0) and pumped (t > 0) n-type GaAs(100) along both crystal directions. The contributions
are separated into bulk (Ebulk), the electric field (EDC), and their sum (ETot).


















Figure 5.8: Energy integrated pump-probe data on p-type GaAs along the [011] and [011] crystal directions
(5.8a). The corresponding physical picture where the space charge field EDC is reduced after arrival of the pump
(5.8b).
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expect to decrease after the GaAs has been pumped. Fig. 5.7 illustrates the vector contributions
of both the electric field EDC and the bulk EBulk SH as well as the total contribution ETot for both
the unpumped (t < 0) and pumped (t > 0) GaAs.
Focusing on the [011], the bulk and the electric field contributions are considered to be 180◦
out of phase. When the two vectors on the left are added we can obtain the total resultant as the
red arrow on the right for both t < 0 and t > 0. If we divide the vector for t > 0 by the vector for
t < 0 then we will recover the signal that is measured in the experiment. Namely, a signal increase
along the [011] crystal direction.
A similar vector expression can be derived for the [011] direction. In this case, however, the
bulk contribution points in the other direction. We know this from the spectral interferometry
fringe shifts above which indicated a 180◦ phase shift from one crystal direction to the other. Now
the two components add constructively so that when the electric field is reduced the SH signal also
decreases.
If the interpretation of the electric field interfering with the bulk GaAs is correct, we should
be able to test this hypothesis by switching the direction of the electric field. This is equivalent to
switching the direction of the electric field vectors in Fig. 5.7. We can accomplish this by switching
from n-type to p-type GaAs. The opposite doping creates a space charge field pointing in the
opposite direction 5.8b. When the experiment above is repeated we see that the signal along the
[011] now decreases and the signal along the [011] increases exactly as expected (Fig. 5.8).
The next section switches from the time domain into the frequency domain. The purpose is
to gain insight as to the origin of spectral features. We know from the previous chapter that there
are resonances near our fundamental and SH photon energies. By investigating the dependence on
crystal angle and doping type we will be able to understand the spectral features in our experiment.
5.3 Recovered SH spectra from GaAs(100)
So far we have only examined wavelength integrated time-resolved SH traces and have neglected
the spectral dependence of the SH from the GaAs(100) surface. As we saw in chapter 4 there can be
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large variation in the SH signal within the bandwidth of the laser. This section highlights the pump
induced spectral changes of GaAs(100) which reveals distinct SH line shapes. These features display
temperature and rotational dependence and exhibit different line profiles for whether depending on
the doping type. In addition the surface passivisation also changes the SH signal from the surface.
Data on samples with oxidized surfaces will be presented first followed by data for sulfur passivated
GaAs(100).
5.3.1 Oxide terminated GaAs
Oxide terminated GaAs has a defective surface which leads to a strong space charge field. The
dynamics of which were studied in the previous section (sec. 5.2). These surface states are typically
broadly distributed in energy, but we may be able to measure electronic transitions from these
states with SHSI described in section 5.1 if their energy distribution is less than the bandwidth of
the laser pulse. This section examines the spectral response of GaAs(100) at a pump-probe delay
time of 25 ps. These data reveal both the power of the SHSI technique in selectively interrogating
surface states.
Data acquired with SHSI on oxide terminated GaAs(100) surface is presented in Fig. 5.9.
The first striking result is that there is a prominent spectral feature for n-type GaAs along the [011]
direction. This spectral feature is noticeably absent along the [011] crystal direction. For p-type
GaAs the situation is reversed; the most prominent spectral feature lies along the [011] direction
while the other crystal direction is devoid of any spectral features.
Crystal directions with spectral features have peaks resembling asymmetric Lorentzians. In
order to test whether this is a real line shape or the result of our interferometric detection or the
direct inversion algorithm we systematically changed the temperature from 250K to 100K (Fig.
5.9). As the sample temperature decreases we see a shift in the spectral peak from lower to higher
energies, which is consistent with what we would expect upon cooling GaAs. This indicates that
the spectral features are not due to artifacts from detection or the direct inversion algorithm.
Having established the reliability of the data we can attempt to understand the origin of the
asymmetric Lorentzian peaks. Asymmetric peaks are the result of quantum mechanical coupling

























































Figure 5.9: Spectral slices taken at 25 ps as a function of sample temperature for n-type GaAs along the [011](Fig.
5.9a) and [011] (5.9b) and for p-type GaAs also along the [011] (Fig. 5.9c) and [011] (Fig. 5.9d). The lines in
Figs. 5.9b and 5.9c are fits to the Fano function which is described in the text.
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between a a ground state and a continuum state. A mathematical description of this phenomena
was first described by Ugo Fano[16] in 1961 and are known as Fano resonances or Fano line shapes.
Fano resonances have been observed in a variety of disciplines including atomic physics[17–20],
molecular spectroscopy[21] and solid state physics[22, 23]. These line shapes have been observed
in linear absorption spectra near the band edge. Although this was only able to be observed at a
temperature of 1.6 K and a magnetic field of 10 T[24–26].2
A graphical representation of the energetic situation which leads to a Fano resonance is dis-
played in Fig. 5.10. The ground state (|0〉) can be coupled into either a discreet state (|1〉) or a
continuum of states (|Ei〉) by an incident light field. The two exited states themselves are coupled
through VEi1. This leads to the formation of new eigenstates in the material whose new optical





The variable µ2Ei1 is the original transition matrix element for the uncoupled continuum energet-
ically distant from the discrete state. The Fano parameter, q, dictates the line shape and can be











Here ρ is the density of states of the continuum. So, the Fano parameter q is proportional to both
the transition dipole elements of the two states as well as the coupling. The width parameter, Γ, is
the inverse of the lifetime, and is:
Γ = 2πV 2Ei1ρ (5.10)
Therefore the peak width is due solely to the coupling between the two excited states. The parameter
2A review of the prevalence of Fano resonances in a variety of fields is given a review in reference[27].





Figure 5.10: Energy level diagram depicting the situation of coupling to a continuum. Ket |0〉 is the ground
state, |1〉 is the excited discreet state and |Ei〉 is the continuum of states. Transition probabilities between the
ground state and one of the excited states are given by µ10 or µEi0. The variable VEi1 is the coupling between
the excited discreet state and the continuum.





where E1 is the position of the discrete state h̄ is the reduced planks constant and Γ is the reciprocal
lifetime described above.
From these equations it is clear that the line shape is sensitive to the coupling strength and
the transition matrix elements. Strong coupling leads to short lifetimes, and therefore, broad peaks
with very distinct line shapes. Very weak coupling yields a more Lorentzian line shape, and in the
limit of no coupling, a perfect Lorentzian is recovered.
With this information we can find ways to test the hypothesis that the asymmetric line shape
is caused by a discreet surface state coupled to a continuum of surface projected bulk states. Since
the surface projected bands and the coupling between the surface state and these bands should be
anisotropic we can rotate the crystal. As the crystal the coupling parameter and the transition
matrix element should change resulting in a change in line shape with crystal rotation.
We rotated both n- and p-type samples with an oxidized surface at a temperature of 100 K
to ascertain if the line shapes changed as a function of rotation. The data are presented in Fig.
5.11. Both doping types have a very different line shapes as the crystal is rotated. First, the n-type
sample spectral shape changes significantly as the sample is rotated about its surface normal. A



























Figure 5.11: Rotational dependence of the pump induced SH spectra at 25 ps for both n- and p-type oxidized
surfaces. The angles are relative to the [011] direction for n-type (Fig. 5.11a). For p-type crystals the zero angle
is relative to the [011] crystal direction (Fig. 5.11b). Dots are data points and lines correspond to fits with the
Fano equation (Eq. 5.8).
Angle [◦] q E0 [eV] Γ [eV]
0 -10.7 3.00 0.032
15 -8.3 2.99 0.017
25 -0.77 2.99 0.016
35 -0.04 2.99 0.187
(a) n-type
Angle [◦] q E0 [eV] Γ [eV]
0 3.2 2.98 0.126
15 9 3.00 0.139
25 11 3.00 0.134
35 65000 2.98 0.061
(b) p-type
Table 5.1: Fano parameters recovered from fitting Eq. 5.8 to the data in Figs. 5.11a and 5.11b
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simple fit with the Fano formula gives values of q and Γ.
For the n-type spectra the most interesting change occurs between 15◦ and 25◦ azimuth. Fit
parameters indicate that the width remains nearly constant, 0.017 eV width for 15◦ and 0.016 eV
for 25◦. The q parameter, however, changes dramatically, from -8.3 to -0.77. This indicates that the
primary influence on the line shape is the change in the ratio of the transition dipole moments for
the discreet and the continuum states. Furthermore, when rotating from 25◦ to 35◦ the q parameter
changes from -0.77 to -0.04 while the width changes from 0.016 eV to 0.187 eV. This large change
is most likely due to increased coupling between a discreet state and a continuum of states.
Trends for the p-tye GaAs are significantly different. Fano’s parameter, q, increases over all
angles until it becomes very large indicating the recovery of a Lorentzian line shape. The width is
essentially constant until 35◦ where it drops to half. This indicates a decrease in coupling between
the discreet and continuum states. now that we have established our ability to manipulate the
spectral line shape by rotating the crystal about its azimuth we can discuss possible origins for the
discreet and continuum states.
The Fano formula above describes a discrete state coupled to a continuum and in GaAs there
are two possible origins of a discrete state. First is the exciton; however, the exciton binding
energy is approximately 0.004 eV corresponding to a temperature of 45 K[30]. Peaks in the linear
absorption spectra, corresponding to excitons, can be observed at temperatures below 200 K[31].
At 250 K the exciton line is sufficiently broadened so that an exciton peak is unresolvable. Data
in Fig. 5.9b, however, show a peak that is visible for all temperatures. Furthermore, an excitonic
peak should be visible for both n- and p-type with the same width and peak energies. While there
are peaks on both samples they are different enough to point to a different origin of the peak for
each surface.
A second possibility is that the discreet state is caused by defects at the oxide-GaAs interface.
There has been a report of a surface state under the oxide surface from a combined SHG and SFG
study on an oxide terminated n-type GaAs(100) surface[32]. These data show signs of a discrete
state at the surface of n-type GaAs. No comparable study has been carried out on p-type GaAs,
however, from the data above it is clear that the states on the n- and p-type GaAs may have very





























Figure 5.12: Temperature dependence of the SH signal from sulfur treated GaAs surfaces. Data for n-type GaAs
(5.12a) was taken along the [011] direction. The p-type data (5.12b) was taken along the [011] direction.
different origins. Modifying the GaAs surface may help determine the origin of the resonance peaks
observed in the data.
5.3.2 Sulfur terminated GaAs
Sulfur termination of GaAs has been known to improve the electrical properties of GaAs devices
[33–35]. These electrical measurements have served a proxy to measure the number of surface
states present at the surface of a semiconductor. Modifying the surface should reduce the number
of surface states and therefore decrease the signal that is seen in the GaAs SH spectrum.
After sulfur treatment the n-type GaAs intensity remains nearly the same as the oxide termi-
nated GaAs. For p-type GaAs the treatment has significantly reduced the amount of surface states
leading to a large decrease in the amplitude of the SH spectrum. After the sample is cooled below
200 K there is no peak. This implies that the peak that was seen on the surface of p-type GaAs
stems primarily from defects at the oxide-GaAs interface. These defects are partly passivated by
sulfur treatment of the GaAs surface. The n-type surface is more intriguing and insightful.
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5.3.3 Surface states n-type GaAs
Due to the technological importance of GaAs and the (100) surface there have been many theoretical
and experimental studies to try to understand the surface reconstruction and electronic configura-
tion[36–38]. Scanning tunneling microscopy (STM) images have revealed a stark difference between
the n-type and p-type surfaces[39–42]. The typical surface reconstruction for GaAs(100) is a 2×4
with an As dimer vacancy in the last row. The As-As dimer bonds are parallel to the [011] direction
while the back bonds of the top As layer to the underlying Ga atoms are along the [011]. In p-type
GaAs the dimer rows are straight along the [011] direction. In n-type GaAs the dimer rows are
tilted at an angle of about 15◦ with respect to the [011] direction. The deviation from the [011] is
the result of a defect formation on highly n-doped (> 1017 cm−3) GaAs(100). Fig. 5.13a shows an
example of an n-typed GaAs surface doped with silicon at 1019 cm−3. The white arrows indicate
the formation of the kink defect and the arrows at the bottom denote [011] crystal direction and
the deviation from that direction caused by the kink state.
STM provides evidence of the local structure but is unable to probe long range order. A
complementary electron diffraction technique, reflection high energy electron diffraction (RHEED),
was used to determine the long range order of n-type GaAs(100) surfaces. RHEED data on n-type
GaAs surface observe long range order of two different lattices; one corresponding to the underlying
structure of the bulk lattice and the other a superstructure rotated approximately 15◦ from the [011]
surface[43]. Combined, the STM and RHEED studies strongly indicate the presence of a surface
state defect unique to n-type GaAs(100); p-type GaAs shows no signs of this kink state 5.13b.
While the samples used in our SHG studies are highly doped (2.5×1018 cm−3) all of the STM
and RHEED studies were carried out under UHV conditions with pristine surface; our studies are
carried out on oxide surface at ambient pressure under nitrogen gas. However, we may still be able to
confirm that the state we are observing is indeed the kink state described in the STM experiments.
First, we carried out rotational anisotropy on the n-type samples and plotted the spectra for slices
at 25 ps for a few select angles (5.11a). Again the data contain the Fano line shapes, however the
ratio of the optical transition matrix elements, q, increases with increasing angle. Most significantly
when rotated to 15◦ we see a significant increase in the ratio of the discrete state to the continuum











Figure 5.13: STM image of n-and p-type GaAs(100) surfaces with a (4x2) reconstruction the doping density is
1019 cm−3. Arrows pointing down indicate kinks(5.13a) while the two white arrows near the bottom indicate the
15◦ offset of the kinks versus the crystal direction. Fig. 5.13a adapted from refs. [40] and [41]
state which yields a much more Lorentizan-like line shape. At this angle we also see a significant
reduction in the line width from 0.032 eV along the [011] direction to 0.016 eV at 15◦ from the
[011]. Continued rotation to 25◦ decreases the ratio of the matrix element of the discrete state
to the continuum resulting in a q-parameter of -0.7. The line width and therefore the coupling is
nearly the same. At 35◦ coupling dramatically increases as indicated by the line width Γ = 0.160
eV. Rotational studies along with the absence of a peak on p-type GaAs provide strong evidence
that the state we observe here is the same one which causes the defects and Fermi level pinning
on n-type GaAs(100). Surprisingly, we are able to see evidence for an ordered defect even with a
native oxide layer under ambient pressures. The suggested origin of this state is the result of a
highly doped bulk crystal which suggests that these states may be insensitive to the surface layer.
We confirmed this by treating the n-type GaAs with sulfur.
Temperature dependent experiments were carried out in the same manner as before. The
pump, probe and detection polarization were all set to excite and measure p-polarized light. The
GaAs azimuthal angle was set so that the polarization was aligned along the [011] direction. Data
from the sulfur passivated surface contain the same feature as the oxidized surface indicating that
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this is indeed a surface defect induced by the bulk doping level. Treatment with sulfur changed the
fit parameters a minimal amount. Now that we have identified the origin of the peak as a surface
state there is still a question about the coupling.
5.3.4 Coupling of the surface states to a continuum
Fano resonances are the result of the coupling of a discrete state to a continuum. We have identi-
fied the discrete state but the continuum could be associated with either the band gap or the E1
resonance. This ambiguity arises because SHG is a two photon process and the coupling which
brings about the Fano resonance may occur with either the first or second photon. However, from
chapter 3 we know that for excited state SHG we only observe two pathways of SHG during our
pump-probe experiments given by the Feynman pathways in Fig. 3.8. One pathway corresponds to
excited state SHG and the other to ground state SHG.
We already know that GaAs has both the band edge and the surface state at the one photon
energy of our laser. From chapter 4 we also saw that there is a two photon resonance which
corresponds to the E1 resonance of GaAs. It is possible that the band gap and the surface state
provide two competing pathways for SHG generation and by populating the surface state we are
able to change the enhancement of the SH generated at the surface. Therefore the two interfering
pathways would be the surface state and the bulk band gap and they can interfere during the process
to generate SHG.
Additionally there may be other states lying higher in the band gap which provide for addi-
tional coupling, however without a theoretical description of the process it is difficult to ascribe any
pathway with certainty. From the rotation measurements we can say that the coupling strength
(given by Γ) and the line shape (given by the ratio of the transition matrix elements of the discrete
and continuum states q) depend on the crystallographic direction. At a rotation of 25◦ the contin-
uum transition matrix element is greater than the discrete state matrix element which changes the
the line shape dramatically.
The rotational dependency may arise from the fact that we are sampling different electronic
structure in the surface Brillouin zone when we rotate the sample. The surface band responsible
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for the surface states in n-type GaAs may come into a resonance with a bulk band along the
[010] direction which is why we see the complete disappearance of this state. However, to prove
this assertion further corroborating evidence is needed from more conventional techniques such as
photoelectron spectroscopy.
5.4 Charge transfer from CuPc to GaAs
Organic-inorganic interfaces are of great interest because of their potential in electronics and solar
materials. To ensure their usefulness we must be able to determine how they charge transfer
and determine where the problems are and suggest ways to improve them either through interfacial
engineering or through molecular design. SHG and other even order nonlinear techniques are ideally
suited to observe ultrafast events at surfaces and interfaces including charge transfer. By employing
broadband spectroscopy we may be able to selectively observe interfacial charge transfer states.
Here we deposit copper phthalocyanine (CuPc) on sulfur passivated p-type GaAs(100) as
a model system to observe hole transfer from the GaAs to the CuPc. Sulfur passivated p-type
GaAs(100) was the superior choice because the surface states are reduced when compared to sulfur
passivated n-type GaAs(100). This gives us a relatively clean interface where we can thermally
deposit CuPc in a repeatable fashion. In addition, CuPc has been found to lie with its plane
parallel to the GaAs surface[44] indicating a strong interaction which would make this organic-
inorganic heterostructure a good candidate for charge transfer. Moreover, previous experiments
with ultraviolet photoelectron spectroscopy established the energy level alignment between CuPc
and GaAs(100) that is favorable for hole transfer from GaAs to the highest occupied molecular
orbital (HOMO) of CuPc[45]. The dynamics of hole transfer was established by single wavelength
time resolved SHG[45]. Their experiments are repeated here taking advantage of the broadband
spectroscopy to gain a more complete picture of the dynamics of hole transfer.














Figure 5.14: Time-resolved interferograms (top) and extracted amplitude (middle) and phase (bottom) of bare
sulfur treated p-type GaAs and the same GaAs with CuPc deposited on top. This difference in amplitude and
phase between bare GaAs and CuPc/GaAs is a signature of charge transfer.
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5.4.1 Sample preparation
Full pump-probe traces are presented in Fig. 5.14. Raw data from the actual interferometric trace is
presented for both CuPc/GaAs and GaAs alone. The sample-reference delay, τ , for all data was 0.6
ps. The interferogram with CuPc shows a dramatic change in interference fringes at approximately
200 fs after the pump arrived. These data indicate a large phase shift as a result of excitation of
the GaAs. The control sample of only sulfur passivated p-type GaAs shows no change in the fringes
with pump-probe delay.
Data from the interferograms can be analyzed further by applying the direct inversion algo-
rithm in section 5.1.1 to extract the time resolved amplitude and phase of the samples. We will
first concentrate on the Amplitude data. The most notable difference between the two samples is
that the sample with CuPc has a significant amplitude decrease near 200 fs at a photon energy of
approximately 2.9 eV. This is in contrast to the control sample which only shows a broad increase
in the SH signal. The phase shows even more dramatic behavior.
Phase resolved plots of the SH reveal a massive phase change in the spectral domain of 2π
for the sample with CuPc. The location of the higher slope of the phase change is again near 2.9
eV indicating it has some relationship to the amplitude change. Along the pump-probe axis there
is a π shift in phase with respect to the unpumped sample. The direction of this shift depends on
whether we look at wavelengths above or below the resonance. The large differences in amplitude
and phase of the CuPc/GaAs sample and the GaAs provide strong evidence for charge transfer.
The band gap of CuPc is about 1.7 eV but this transition may be broadened. To ensure
that we are not exciting both the CuPc and the GaAs we thermally evaporated 20 nm of CuPc
onto Aluminum oxide, a thermally conductive large band gap (8.8 eV) insulator, effectively isolating
CuPc. Pump-probe traces on this sample show no pump-induced change. Therefore we can conclude
that we are only exciting GaAs with our laser.
By taking line slices of the data presented in Fig. 5.14 we can look at cross section of the
data near the amplitude minimum 5.15. The transient ‘state’ seems to be similar to those in the
n-type GaAs at rotation angle of 25◦.
Most of the data presented here provide solid evidence that there is hole transfer between
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Figure 5.15: Slice of sulfur treated p-type GaAs with CuPc (magenta) and without CuPc (orange) take at 210
fs pump-probe delay.
GaAs and CuPc. However, these data are extremely sensitive to air, exposure time to the laser
beam and other variables such as surface passivation. Single wavelength or wavelength integrated
traces do not provide enough detail to be able to assign charge transfer for multiple reasons. First,
there is the phase change which occurs depending on crystal direction. This is a general phenomena
so in order to assign the electric field contribution unambiguously the phase relationship between
the static and electric field contributions must be known. In addition, we have to know whether
there are any resonances near our probe wavelength. This can dramatically change the intensity of
the peak and can carry its own phase. From the data in Fig. 5.14 there is an increase in signal at
high energies but a decrease and an increase at lower photon energies. If the data were wavelength
integrated the time-domain dynamics could be misinterpreted.
However, with this new technique we are able to ascertain time resolved states that are
transiently excited. In the case of the n-type GaAs we have spectroscopically characterized a
transiently populated surface state unique to the n-type GaAs surface. We believe that this state is
associated with the structural defects observed in STM and RHEED data. This state is populated
for over 700 ps indicating that the life time is convergent on life times for trap states in GaAs. We
can also detect transient surface states resulting from a heterojunction which was one of the goals
of this thesis. This transient state is short lived and only apparent if we analyze the full spectra.
The phase shifts also help ascertain a state and its coupling. By analyzing the line shapes with
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a Fano formula we can tell further information about the coupling of the excited state and other
states by the line shape and width of the spectra. This also helps us ascertain the origin of the
Fano resonance.
Wider applicability of the the time resolved second harmonic spectral interferometry technique
detailed here can only take place if we can confidently assign the spectral features and develop a
theoretical frame work to analyze the data. In the final chapter we identify experiments that can
help corroborate spectral features from SHSI. Suggestions for improving the experiment are also
provided.
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6
Conclusions and Future Outlook
Having precise ideas often leads to a man
doing nothing.
— Paul Valéry
The previous chapters have walked though the need for a technique which can selectively
probe surfaces and interfaces. Second harmonic and other even order nonlinear techniques are
ideally suited for this task. However, difficulties arise because of the many contributions in the
SH signal which greatly complicates the assignments of charge transfer from transient data. The
spectral resolved techniques introduced in the final two chapters attempt to address this difficulty,
but interpretation still remains difficult.
In spite of the difficulty of assigning spectral features we were able to make claims concerning
dynamics of the bulk band gap and the rotational dependence in chapter 4. In chapter 5 we were
able to demonstrate that phase is extremely important in interpreting time resolved SH data. In
fact, the signal can rise or fall depending on the phase of the bulk component. GaAs(100) was ideal
to observe this effect because the two crystal directions are 180◦ out of phase with each other. We
can also control the doping to switch the field direction. These studies revealed that an increase in
SH signal only indicates a final signal amplitude increase or decrease that can be effected by the
interference between the static SH and electric field. While the idea of interference is not necessarily
new, the direct measure of the phase in a pump-probe experiment with spectral resolution has only
been accomplished recently[1].
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To add to the complications of interpreting the signal there are spectral features that occur as
either the one photon, two photon or both the one and two photon energy. These can reveal spectral
features which can obscure dynamics of interest. If a quantitative measure of charge transfer is also
desired the magnitude will matter. And if there are any resonances near the fundamental or second
harmonic wavelength the intensity of the SH can vary greatly. While there are further complications
the technique presented here can begin to provide insight into charge transfer mechanisms and
surface states. This chapter concludes the thesis with recommendations for going forward with
these types of experiments. They cover what needs to be done to turn this technique into a full-
blown analytical technique akin to photo electron spectroscopies without the need to for ultra high
vacuum (UHV)
6.1 Proving surface state assignments and momentum resolution
We cannot completely discount UHV and photoelectron spectroscopies right away. First, we need to
draw a one-to-one correlation between the features we see in SH spectroscopy with those observed
in ultraviolet photo emission (UPS) and two photon photo emission (2PPE). UPS should enable
us to assign any static features in our samples but what we are really interested in are the surface
state features observed on n-type GaAs wafers. In order to ascertain the origin of these features
we need to carry out the same experiments presented in this thesis in UHV while at the same time
using 2PPE to provide independent confirmation of these states and their assignment. In addition,
the momentum resolution that photoemission provides will allow us to determine the origin of the
Fano line shapes which have pervaded the data.
Once we are confident in the assignments we need a thorough grounding in theory so that
the spectral features can be simulated using known details about the materials. Some ideas for
how the experiment can be interpreted through the framework of nonlinear optics was presented in
chapter 3. These ideas can be taken one step further to provide a density matrix description of the
experiment which would allow for basic simulations of the data. This provides another check of the
validity of the data and the interpretation.
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6.2 Improving the experiment
All of the data in this thesis were collected with a home built oscillator with its central wavelength
essentially fixed at 1.5 eV. This lack of tunability is a terrible handicap for confirming interpretations
and for investigating novel and relevant systems. These experiments call for two independently
tunable laser beams of ultrabroadband width of at least 100 meV FWHM. Two independently
tunable ultrafast lasers will allow for the tuning of a pump beam at the band edge of a material and
the center wavelength of the probe beam can be tuned across the material generating a complete
excited state SH spectrum of the material of interest. This could include the energetic levels of
interface states in bilayers although some line shape analysis could also reveal coupling of states.
Further improvement and even more information can be obtained by generating two pump
pulses with a pulse shaper. This will be a two dimensional implementation of SH spectroscopy.
A vibrational version of 2D-SFG has been implemented but has yet to make it to the electronic
domain. This is where many of the electronic processes that govern solar cell functionality take
place. Particulate charge trapping and transfer. A 2D electronic spectroscopy that is sensitive to
an interface will yield unprecedented access to interfacial electronic states and could revolutionize
the way we investigate and understand charge transfer at surfaces and interfaces.
6.3 What it all means
This thesis demonstrates a new technique which is able to selectively observe spectra from surface
states. While the main material studied was GaAs the spectral signatures of surface states and the
coupling of those states to a continuum should be observable for a wide variety of systems. As long
as there is an ultrashort pulse which encompasses the desired spectral range it should be simple to
use this experiment for a multitude of studies.
With this new technique it should be possible to better assign surface state transitions at
ambient operating temperatures as well as at buried interfaces. This could allow for unambiguous
determination of surface states and the ability to detect if those states have diminished as a result
of some passivation scheme. This is far better than observing electrical properties which do not
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directly interrogate surface states[2].
Furthurmore, dynamics of surfaces can be studied as we showed with the CuPc/GaAs inter-
face. This gives unprecedented detail as to the time dynamics. Most importantly, this technique
allows for some measure of the coupling strength of the charge transfer event. With coupling in-
formation it will be much easier to study and understand charge transfer rates. This is an exciting
opportunity in surface physics that should not be overlooked.
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A
TR-FDISH setup details
The data for the oscillator parameters is presented in this appendix along with the complete optical
setup including a description of all of the optics used in the beam path and the equipment used to
acquire the data.
The oscillator power stability is shown in Fig. A.1. The stability is 0.6 % RMS over the 7
hour period measured here which is much longer than the duration of any of the experiments. The
repetition rate was also measured giving a round trip time in the oscillator of 12.8 ns corresponding
to a 78 MHz repetition rate. At an output power of 550 mW this corresponds to about 7.5 nJ per
pulse.
Pulse durations were measured using FROG and the intensity and the phase of the pulses were
retrieved only the intensity auto-correlations are displayed here but they are a good representation
of the pulses out of the oscillator and at the sample. The intensity auto-correlation out of the
oscillator was measured by generating SH in a beta-barium borate crystal. At the sample the
intensity auto-correlation was measured at the sample position with a piece of z-cut quartz. The
full width at half maximum (FWHM) on the graphs corresponds to the FWHM of the intensity
auto correlation assuming a Gaussian pulse we can divide the FWHM by
√
(2) to get the pulse
duration. The pulse duration out of the oscillator is then 30 fs while the pulse at the sample is 21
fs in duration. Since the pulse is more sech2 the pulses are actually slightly shorter.















Figure A.1: Power stability and repetition rate of the home built oscillator.
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Figure A.2: Top row: Spectrum of the femtosecond pulse out of the oscillator measured with an ocean optics
USB2000 spectrometer. Pulse duration from an intensity auto-correlation measurement in a Beta-barium borate
crystal at the output of the oscillator. Bottom row: auto-correlation of the laser pulse at the sample with the
GaAs being replaced by z-cut quartz.









































Figure A.3: Full TR-FDISH setup with all of optical elements included. A complete list of optical elements is
given in the table below.
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TR-FDISH setup: Optics 
Diagram Label Optic Details Company Part Number 
Wedge pair CaF2 wedge pair 
1.4 mm thick 
Wedge angle 4°
 Venteon N/A 
M1-M2 Mirror 
1” protected silver 




½” protected silver 
mirror for femtosecond 
applications 
Venteon N/A 




pair >99.9 % reflectivity 
Venteon DCM7 
BS Beam splitter 
67:33 (R:T)  
1 mm thick 
Layer Tec 104041 
Retro reflector Retro reflector 
Broadband Hollow 
Retro reflector, 1.0 in, 2 
arc sec parallelism, 450-
10,000 nm 
Newport UBBR1-2S 
HWP1-HWP2 Half Wave Plate 
Zero order Quartz half 
wave plate (830 nm) 
Thor Labs WPH05M-830 
P1-P2 Polarizer 
Polarcor polarizer (740 
– 860 nm) 
Newport 10P109AR.16 
CM1 – CM2 Concave Mirror 
½”protected silver 
mirrors 250 mm FL 
Newport 05DC500ER.2 
GG475 Colored Glass Filter 
Colored Glass Filter 
LWP Cut on 475 nm 
Newport FSR-GG475 
L1 Lens 50 mm FL 




BG39 Colored Glass Filter 
Blue Band Pass filter 




I1 – I2 Irises 
Lens Tube Mounted 
Irises SM1 internal and 
external threads 
Thor Labs SM1D12 
L1 Lens 
Aspheric Lens Mounted 
(M9 threads) –A (UV) 
coated K59 Glass  
Thor Labs A220TM-A 
reference Glass slide 








reflective mirrors for 
400 nm 
Thorlabs BB-E01 
     
  
Table A.1: Optics list for TR-FDISH experiment
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TR-FDISH setup: Equipment 
 
 
Diagram Label Equipment Details Company Part Number 
Spectrometer Acton sp-2300i 
Equipped with 1200 
lines/mm grating 















Variable delay stage  
150 mm Motorized 
Linear Translation 
Stage, Stepper Motor 





Temp range 1.5 – 325 K 
Custom rotation stage 








Rotation stage for SM1 
optics mounted to 
cryostat with custom 
adapter 
Thor Labs PRM1Z8E 
 
Table A.2: Equipment list for TR-FDISH experiment
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B
Rotational anisotropy
This appendix derives the expressions for rotational anisotropy given in chapter 4. Helpful material
concerning tensors and there properties can be found in [1–3]. Much of the material presented here
was derived with help from these resources. We begin with the rotational anisotropy of the bulk
tensor and then move on the the electric field tensor. The general framework used for the rotations
can be applied to any material system as long as the symmetry of the crystal is known. Boyd [1]
is a very useful resource when determining which tensor elements are 0 or equal, which reduces the
over all problem.
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Figure B.1: Definition of matrix rotations. The directions 1 and 2 correspond to the crystal directions [010] and
[001] while direction 3 is the [100] direction.
B.1 Rotational anisotropy equations for GaAs(100)
The third rank tensor describing the second order nonlinear effects contains 27 tensor elements and




















We can reduce the number of tensor elements by considering the crystal symmetry. For GaAs
which is a crystal with 43m (Td) symmetry which implies that all tensor elements vanish except for
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xyz = xzy = yzx = yxz = zxy = zyx [1] which is reflected in the tensor by removing the proper




















While all the tensors entries are equal by symmetry we will keep the subscripts so that we can define
their location within the tensor. All of the tensor entries are in the crystal coordinate system and
need to be rotated into the lab frame to derive expressions for the rotational anisotropy.
To rotate the tensor we first need to define a rotation matrix that brings the crystal frame
into the lab frame. Instead of Cartesian coordinates x, y and z we will use numerical indices 1,
2 and 3. This will make it easier to keep track of the coordinate system and its transformations.
First we define 3 to be pointing along the surface normal of GaAs. Then 1 and 2 are in the plane
and arrange such that they form a right handed coordinate system.
We can now define two rotation matrices which rotate the coordinate system.1 One which
rotates in plane about 3 and another which rotates about the 2′. The first rotation matrix is a
clockwise rotation about 3 and is
aij = R(θ) =





1We are rotating the coordinate system not the vector therefore the rotation matrices defined here and the ones
which rotate a vector are different.
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The subsequent rotation is about the 2′ axis and is




− sin(ϕ) 0 cos(ϕ)
 (B.4)
We can multiply these two matrices together. We need to remember that these matrices are oper-
ators and multiplication in non-commutative for operators. So the order of the rotations matters.
First we will rotate R1(θ) and then R2(ϕ) which is then




− sin(ϕ) 0 cos(ϕ)







cik = R(ϕ, θ) =

cos(ϕ) cos(θ) − cos(ϕ) sin(θ) sin(ϕ)
sin(θ) cos(θ) 0
− cos(θ) sin(ϕ) sin(θ) sin(ϕ) cos(ϕ)
 (B.6)
Now that we have defined a rotation matrix for the two desired rotation we can operate on the






Here a is the rotation matrix defined in Eq. B.6. It operates three times on the tensor each time
transforming one of the indicies from the crystal coordinates into the lab coordinates. The lab
coordinates are defined as χ
(2)′
ijk and the crystal coordinates χ
(2)
lmn. This is a very tedious calculation
so a mathematics program is the best bet for this rotation. In Mathematica this code looks like
this:
χ′ = Transpose[a.Transpose[(a.Transpose[(a.Transpose[χ, 3, 2, 1]), 2, 1, 3]), 3, 2, 1], 1, 3, 2] .
In our geometry the angle of incidence is ϕ = 45◦ and does not move so with this in mind we can
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Again all of the entries that have a three in the index entry are zero because they correspond to a
nonphysical situation where and electric field vector is pointing along the direction of propagation
these entries are set to zero.
The output is another 3D matrix with many entries however taking into account the physical-
ity of the situation we only need eight entries of this matrix. Since only the electric field vector can
interact with the material and the electric field is orthogonal to the direction of propagation then
any element that contains an index of 3 is automatically zero because we cannot have any electric
field in that direction. The electric field vectors are aligned with either 1 or 2. If aligned with
2 then the electric field is polarized parallel to the surface and is termed s-polarized light. If the
electric field is polarized in the 1 direction then we have p-polarized light. Using these definitions
we can choose the entries in our rotated tensor which correspond to Pin-Pout, Pin-Sout, Sin-Pout,
Sin-Sout. This is for a transmission geometry but this should hold for the reflection geometry. We
have neglected the Fresnel factors which may play a role between differences in the intensity for
reflected and transmitted SH.
We should also note that all of these derivations relate the principle crystal axes, [010] and
[001], and the tensor components related. From the matrix we see that the most signal for Pin-Pout
is along the [011] directions. All of the data in chapter 4 is referenced to these directions. So all we
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need to do is rotate by 45◦ which is then sin(2(θ + 45)) = sin(2θ + 90) = cos(2θ). Which are the
equations given in chapter 4.
B.2 Electric field induced second harmonic
The same analysis can be done for the electric field induced SH. χ
(3)
ijkl for 43m structure has unique
elements iiii, iijj, ijij, ijji when contracted with an electric field in the 3 direction (the surface
normal direction) then we are left with 333, 223 = 113, 131 = 232, 311 = 322. The contracted
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where c denotes a constant with respect the the azimuthal angle θ. There fore there should be no
variation in the electric field contribution with rotation. This component however does interfere
with the bulk contribution. Furthermore, by changing the angle of incidence we can control the
projection for the electric field onto these tensor elements. So by changing the incident angle, ϕ, we
can change the electric field contribution. This may be one way to quantify the near surface electric
field. Especially if we can normalize out the static contributions as in a pump probe experiment.
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C
Direct inversion
C.1 The Fourier transform and data analysis
Windowing the right peak to obtain the correct sign of the phase can be a difficult task which is
made even more difficult by of the prevalence of different Fourier transform definitions in different
fields. Using one over the other can explicitly effect the sign of the recovered phase. The most








where a and b take on different values according to the definition preferred by a specific field. The
values, fields and their coefficients and exponents are given in table C.1. All of the definitions in
a b Discipline Coefficient Exponent





1 -1 Pure mathematics 1 e−iωt
-1 1 Classical physics 12π e
iωt
0 2π Signal Processing 1 e−i2πωt
Table C.1: Fourier transform definitions and the disciplines they are used in.
table C.1 are forward Fourier transforms; reverse transforms just change the sign in the exponent











Figure C.1: Fourier transform of Eq. C.2 using the physics definition C.1a and the signal processing definition
C.1b The phases have the opposite sign.
and also require a change in the coefficient. As can be seen from the table the Fourier transform
definitions have a sign change in the exponent. This is important when we are considering phase of
our signal because different definitions lead to different signs of the phase.
As an example we will consider and exponentially damped oscillator driven by an delta-




where θ(t) is the Heaviside theta function which has values of 0 for t < 0 and 1 for t > 0. This
enforces causality on the system. τ is the decay constant of the exponential and is related to damping
forces in the system and ω is the angular frequency of the oscillator and is equal to ω = 2πν.
Using the definition of modern physics or classical physics the Fourier transform of Eq. C.2
has the form
F (ω) = − A
ω0 + ω + iγ
+
A
ω0 − ω − iγ
. (C.3)
Howeverm when we use the signal processing convention the Fourier transform has the form
F (ω) = − A
ω0 − ω + iγ
+
A
ω0 + ω − iγ
(C.4)
which is just the complex conjugate of Eq. C.3. The amplitude and phase of Eqs. C.3 and C.4 are
plotted in Fig. D.2






















Figure C.2: Sequency used to test the direct inversion algorithm used for recovering the amplitude and phase of
a unknown pulse. Amplitude retrival is very good whereas there are some residual phase artifacts.
It can be seen from the plots that the amplitudes using either method remain unchanged
but the phase is different. The physics definition is preferable since the phase has the physical
significance of the relationship of the motion to the driving force. At low frequencies the oscillator
is in phase with the driving force. Then as the frequency of the driving force is scanned through the
resonance peak the motion of the oscillator is now out of phase with the driving force. The signal
processing method would have an initial out of phase oscillation with respect to the driving force.
While we would like to the definitions in entries 1 or 3 in table C.1 the FFT implementation
in many data analysis software is the signal processing definition. Therefore we need to find a way
to test the spectral retrieval algorithm with a known phase such that we can extract the correct
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phase that has physical significance.
C.2 Testing phase retrival
To begin we construct a signal pulse in the frequency domain E(ω) which has the desired phase
of Eq. C.3 and a flat phase Gaussian reference pulse Eref (ω) = e
− (ω−ω0)
2
σ2 . Using the equation for
spectral interferometry these two pulses are interfered with each other at a time delay of τ = 0.6 ps
producing a interferogram similar to the ones seen in the experiment.
The interferogram is forward Fourier transformed with the function given at the end of this
appendix called ‘fftPulse’ which results in a complex signal in the time domain with frequencies
centered at −τ , 0 and τ . The signal at positive τ is windowed and Fourier transformed back into
the frequency domain. After subtracting out the residual delay we recover the correct sign of the
phase that we started with.
C.3 Direct inversion matlab code
C.3.1 Fourier transforms implemented in matlab
function [ E,V ] = fftPulse( t,PulseT )
%fftPulse takes a time domain pulse and converts it to a
% frequency domain pulse and scales appropriatly.
%
% t - the time domain scaling
% PulseT - the pulse in the time domain
%---Creates the frequency scale in 1/t units so typically 1/fs.
npnts = length(t);
stepT = (t(end)-t(1))/npnts;




%---Does a proper Fourier Transform on the pulse which preserves the phase.
E = fftshift(fft(fftshift(PulseT)))*stepT;
end
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function [ e,t ] = ifftPulse( V,PulseV )
%fftPulse takes a frequency domain pulse and converts it to a
% time domain pulse and scales appropriatly.
% V - frequency domain scaling
% PulseV - frequence domain pulse
%---Creates the time scale in 1/v units so typically in femtoseconds.
npnts = length(V);
stepV = (V(end)-V(1))/npnts; %was (V(end)-V(1))/npnts




%---Does a proper Fourier Transform on the pulse.
e = fftshift(ifft(fftshift(PulseV)))./stepT;
end
C.3.2 FTSI implementation in matlab
This will only work with data acquired from our specific setup.
function [ xcut,amp yw cut,angle yw cut,amp yw,angle yw,v ] = FTSI( x,y,delay )
%FTSI Algorithm for fourier transform spectral interferometry
% x - typically data in the frequency domain or pixel domain




c = 299792458*(1/1000); %speed of light in nm / ps.
%fourier transform into the time or pseudo time domain.
if x(1)<x(end); %wavelength scale given
p = 1:length(x); %create pixel scale
v = c./x; %frequency in THz from x
[Y,P] = fftPulse(p,y);
dv = gradient(v);
alpha = mean([dv(671) dv(670)]);%calculates instantaneous slope
%at the center of the frequency array
Z = P/alpha; %called zeta for zeta space
Yw = windowFT(Z,Y);%window peak the fourier transform must be
%scaled to ps.
[yw] = ifftPulse(Z,Yw); %inverse fourier transforms the windowed
%peak
amp yw = abs(yw).ˆ2;
angle yw = angle(yw);
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%calculates the phase introduced by the delay and nonlinear spacing
%v(x) = v0 + a1*x + 0.5 a2*aˆ2 + 1/6 * a3 aˆ3 +. . .
%if calibration is good v(x) should be well known from the
%wavelength data
wxtau = 2*pi*(v-max(v))*delay; %Makes linear delay to be subtracted
angle yw = -angle yw+wxtau;
xcut = v;
pcut = p;
angle yw cut =angle yw;
amp yw cut = amp yw;
amp ywN = amp yw./(max(amp yw)-min(amp yw));
pcut(amp ywN<=1e-5) = [];
xcut(amp ywN<=1e-5) = [];
angle yw cut(amp ywN<=1e-5) = [];
amp yw cut(amp ywN<=1e-5) = [];
%center the angle at 0 in the center of the array
xM = ceil(xMoment(pcut,angle yw cut)); %finds point near center of array
%angle yw cut = angle yw cut-mean(angle yw cut(xM-20:xM+20));%shifts array to zero
else %if frequency spacing is given
[Y,X] = fftPulse(x,y);
Yw = windowFT(X,Y); %window peak the fourier transform must be scaled to ps.
[yw] = ifftPulse(X,Yw); %inverse fourier transforms the windowed peak
amp yw = abs(yw).ˆ2;
angle yw = unwrap(angle(yw));
wtau = 2*pi*(x-max(x))*delay; %calculates the phase introduced by the delay
angle yw = -angle yw+wtau;
xcut = x;
angle yw cut =angle yw;
amp yw cut = amp yw;
amp ywN = amp yw./(max(amp yw)-min(amp yw));
%trims arrays for data with value less than 1e-5
%essentially phase blanks the data
xcut(amp ywN<=1e-5) = [];
angle yw cut(amp ywN<=1e-5) = [];
amp yw cut(amp ywN<=1e-5) = [];
%center the angle at 0 in the center of the array
angle yw cut = angle yw cut-(max(angle yw cut)+min(angle yw cut))/2;
end
end
function [ windowedFT ] = windowFT( xscale,ftdata)
%windowFT takes the fourier transformed data in zeta space and windows the
%positive or negative peak.
% xscale - the x scaling of the data(in zeta space)should be scaled in ps.
% ftdata - the fourier transform of the raw data.
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% Since the unkonwn pulse enters the spectrometer first we want the
% peak at the positive delay. This removes the sign ambiguity.
% This finds the positive delay since zeta space is the inverse the
% positive delay should be at the lower index.
%AUTHOR: Cory Nelson
%DATE: 09/09/2013
if xscale(1)>0 %check if delay is positive at low index.
npnts = length(xscale);%number of points in the x scale
x = xscale(1:npnts/2-25);% extracts pos x values (time in ps)
after = zeros(1,npnts/2+25);%npnts to be added after the window
posarray = ftdata(1:npnts/2-25); %extracts the positive y data
else
error('dataFormat:wrongformat','Data is not in the'...
'expected format please check and make sure the data'...
'are properly scaled in zeta space')
end
[~,index] = findNearest(x,.6546);% finds the index close to peak.
winpnts = (997-675)*2+1; % calcs num pnts in the window
before = zeros(1,645-winpnts); % calcs num pnts added before window
win = tukeywin(winpnts,0.1).';%creates and transposes Tukey window
wintot = horzcat(before,win,after);
windowedFT = (wintot.').*ftdata;
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D
pseudo-code for data acquisition software
Front panel of data acquisition as implemented in LabView. These are provided to get a sense of
the control over the experimental parameters that the LabView program allowed.
D.1 TR-FDISH Acquisition
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Figure D.1
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Figure D.2: Fourier transform of Eq. C.2 using the physics definition C.1a and the signal processing definition
C.1b The phases have the opposite sign.
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E
Gallium arsenide wafer data sheets
Gallium arsenide was ordered from wafer technologies. All measurements of doping concentration
cut angle and crystal direction were made by wafer technologies. The specifications of the wafers
used in these experiments are summarized in the following pages.



