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Since 1990, the Agroecology Issue Team at Iowa State University has studied the 
hydrogeology of multi-species riparian buffers and their efficiency to reduce nitrate transport 
in the Bear Creek watershed, a 7656 ha (18,918 acre) agricultural watershed in central Iowa. 
Previous research has shown that riparian buffers may reduce nitrate (and other nonpoint 
sources pollutants') movement to surface water and groundwater. Most of the research on 
groundwater has been conducted on three small sections of the creek. In order to assess the 
effectiveness of riparian buffers in regulating nutrient flux at the watershed scale, a regional,_ 
two-dimensional analytic element model (GFLOW 2000), which simulates groundwater and 
surface water conjunctively, was developed to represent the region. The constructed model 
represents approximately 900 mil (2200 km2) of central Iowa (with anear-field of about 250 
mil or 600 km2) and is centered on Bear Creek, a third order stream that is a tributary to the 
South Skunk River. Unconfined conditions were assumed for the model simulations. Initial 
model input parameters included hydraulic conductivity (K = 5 ft/day = 1.7 x 10-5 m/s), 
aquifer thickness (600 ft or 137 m), areal recharge (3.2 in/yr or 81 mxn/yr), porosity (0.1), 
and pumping from municipal wells. Two inhomogeneities, consisting of alluvial and 
outwash deposits, were defined. The South Skwik River inhomogeneity was assigned a K 
value of 200 ft/day (7.1 x 10~ m/s) while the inhomogeneity surrounding Bear Creek was 
designated a K value of 10 ft/day (3.5 x 10 5 m/s). Model calibration utilized up to six years 
of hydraulic head data from 36 piezometers along Bear Creek and stream discharge data from 
a USGS gaging station. An optimized solution was obtained through a parameter estimation 
technique, UCODE, which more closely matched observed heads. Optimal parameter values 
1X 
were determined to be Kmodel = 5 ft/day (1.7 x 10-5 m/s), Ksouth skunk River = 200 ft/day (7.1 x 
10 4 m/s), Keear creek = 9 ft/day (3.2 x 10-5 m/s), and R = 3.2 in/yr (81 mm/yr). The model 
results were then utilized to investigate hydrologic characteristics of the Bear Creek 
watershed, including the direction and path of groundwater flow to Bear Creek, the amount 
of groundwater and potential nitrate flowing through buffers. Assuming an incoming nitrate 
concentration of 15 mg/L, calculated loads entering the buffers were between 150 and 450 
g/day, while the total potential nitrate load entering Bear Creek from the east was 8.2 x 104
g/day. The ground-watershed and potential sources areas of nutrients were determined to 
originate primarily from the east side of Bear Creek and future locations of buffers were 
mapped (based solely upon amount of groundwater discharging to Bear Creek). Data also 
indicate that Bear Creek may be aflow-through stream in many locations. 
1 
INTRODUCTION 
During the last 25 years, the United States has made substantial progress towards 
controlling pollution from industries that have contaminated the aquatic environment. 
However, pollution from nonpoint sources has not been managed effectively and has become 
the nation's largest source of water quality problems. Approximately 45 percent of surveyed 
rivers, lakes, and estuaries throughout the country are unsuitable for basic uses, such as 
fishing and swinming (EPA, 2002a). Nonpoint source (NPS) pollution introduces 
contaminants into surface water and groundwater when activities, such as agriculture, 
forestry, grazing, and recreation, disturb the land or water. The National Water Quality 
Inventory 2000 Report (2002a) identifies agriculture as "the leading source of pollution ie 
assessed rivers and streams." Agriculture contributes to 48 percent of reported water quality 
impairments in rivers and streams and 41 percent (by area) of the lakes surveyed. Sediment, 
nutrients, pesticides, and salts from agricultural activities are the most common NPS 
pollutants that contribute to poor surface water and groundwater quality. The effects of 
increased contaminant loads in water include destroyed habitat, unsafe drinking water, fish 
kills, and many other severe human health and environmental problems (EPA, 2002b). 
However, agricultural impacts on the nation's water bodies can be minimized through proper 
management techniques. 
Considerable progress has been made in addressing NPS pollution throughout the 
past ten years. However, it has become evident that significant reductions ie sediment and 
nutrient loading to surface water and groundwater will unlikely be achieved through 
traditional, in-field management alone (Dienes et a1., 2002). Therefore, public and private 
groups have been active in developing new pollution prevention and reduction techniques 
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aimed at aiding the nation's impaired water. One management technique designed to 
supplement traditional pollution control efforts is the use of re-established riparian buffers as 
off-site sinks for contaminants. 
Riparian buffers are zones of perennial vegetation, located between terrestrial and 
aquatic ecosystems. These zones have been widely proposed as sinks for sediments, 
nutrients, and pesticides, thereby improving water quality (Lowrance et al., 1984; Jacobs and 
Gilliam, 1985; Schultz et al., 1995; Hill, 1996). Riparian buffers aim to restore biological 
and hydrological functions back to previously cultivated or intensively grazed land 
(Simpkins et al., 2002). By moderating runoff, trapping sediment, and allowing infiltration, 
excess nutrients and agricultural chemicals are pulled into biomass, and surface water and 
groundwater quality is improved (Schultz et al., 1995). Three mechanisms are thought to be 
responsible for the removal of sediment and agricultural chemicals in runoff that come into 
contact with riparian buffers: 1) deposition of bedload material and accompanying chemicals 
because of low flow velocities and transport capacity, 2) trapping of the suspended solids in 
organic litter on a soil surface instead of resuspension, and 3) infiltration of suspended 
material and soluble pollutants into the soil matrix where they are filtered and chemically 
degraded or taken up by the vegetation (Lee, 1999). The primary mechanisms of nutrient 
removal in groundwater are through interaction with soil microbes and uptake and utilization 
by the vegetation's root systems. In order for riparian buffers to work effectively, 
groundwater must flow through their root systems and interact with organic matter (i.e., a 
carbon source) under anaerobic conditions. This drives the process of denitrification, thereby 
reducing nutrient concentrations, which results in an increase in groundwater and surface 
water quality. 
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Since 1990, the Agroecology Issue Team of the Leopold Center for Sustainable 
Agriculture and the Department of Natural Resources and Ecology Management (formerly 
the Department of Forestry) at Iowa State University have been active in creating a Riparian 
Management System (RIMS) to aide impaired water bodies. The implementation of the 
system has enabled research teams to successfully re-establish multi- species riparian buffers 
and study their effect on the water resources and landscape of central Iowa, including their 
efficiency in reducing nitrate transport to surface water and groundwater. The RIMS was 
developed and subsequent research has been conducted through a large, interdisciplinary 
study aimed at investigating the effectiveness of multi-species riparian buffers in reducing 
non-point source pollution from row-crop agricultural activities. The project's long-range 
goal is to develop locally-acceptable, economically viable watershed management systems 
that increase the sustainability of agriculture in the Midwestern United States while 
improving surface and groundwater quality and the integrity of the aquatic and terrestrial 
ecosystems (Schultz et al., 1995; Isenhart et al., 1997). The main objectives are: 1) to 
evaluate the ability of re-established multi- species riparian buffers to intercept, retain, and 
process contaminants and nutrients in runoff and groundwater in the Bear Creek watershed in 
central Iowa and 2) to communicate the study's findings to landowners, students, natural 
resources professionals, and policy-makers. Establishment of riparian buffers will stabilize 
the stream bank, restore wildlife habitat, improve the aesthetics of the region, and may 
provide alternative profitable crops, such as fiber, fruits, and nuts. 
The RIMS developed by Iowa State University consists of multiple species of 
vegetation between the bank of a stream and the edge of a row-crop agricultural field: 1) a 
zone of trees nearest the stream to stabilize the bank, sequester chemicals, and improve 
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aquatic habitat; 2) a zone of shrubs to provide woody roots, multiple stems, and biodiversity; 
and 3) tall native prairie grasses to intercept runoff from the adjacent field (Figure 1) (Schultz 
et al., 1995; Simpkins et al., 2002). A riparian buffer composed of multiple species was 
developed to provide more varied levels of root systems to interact with groundwater 
(Schultz et al., 1995). The RIMS has also expanded to include soil bioengineering 
technologies, streambank stabilization techniques, constructed wetlands for intercepting 
agricultural the drainage, rotational grazing strategies, and other management practices. 
Hydrogeological Setting 
Most of the research on re-established multi-species riparian buffers at Iowa State 
University has been conducted on three sections of Bear Creek located approximately 1.5 
miles (2.4 km) north of Roland, Iowa, in Story County (Figure 2). The creek is 
approximately 22 miles (35.4 km) in length with 17 miles (27.4 km) of tributaries. It is a 
third order stream that is a tributary to the South Skunk River and ultimately the Mississippi 
River. The Bear Creek watershed is a 7656 ha (18,918 acre) watershed that includes portions 
of Story, Hamilton, and Hardin Counties. The watershed lies within glacial deposits of the 
Des Moines Lobe of late Wisconsinan age. Narrow alluvial deposits of Holocene age, which 
overlie shallow bedrock, are found adjacent to Bear Creek. In the majority of the watershed, 
up to 98 ft (30 m) of late Wisconsinan till overlies Mississippian age limestone (Simpkins et 
al., 2002). 
Prior to settlement, areas in this region consisted primarily of native prairie and 
wetlands. In the early 1900's agriculture became increasingly important, and land was 
converted from native vegetation to intensive row-crop agriculture. The transition from 
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native vegetation to row-crops involved tilling prairie and clearing original riparian zones to 
maximize the amount of land used for crop production. However, the most dramatic 
alteration may have been the draining of wetlands to make the land more conducive to 
growing crops. The channelization of streams and the addition of the drains and drainage 
ditches have unequivocally altered the Bear Creek Watershed. Sections of Bear Creek, 
which did not exist during settlement, are now present and serve as discharge locations for 
tiles that drain the surrounding agricultural land (Figure 3) (Andersen, 2000). Today over 
87% of land in the watershed is employed in row-crop (corn and soybean) agriculture. 
Purpose and Scope 
Throughout the course of this large interdisciplinary study, much has been learned 
about re-established riparian buffers. Researchers from several different departments at Iowa 
State University have contributed to the current understanding of the natural resources, 
ecology, and hydrogeology of the multi-species riparian buffers. Investigations have 
included geological and hydrogeological studies regarding specific site conditions (Ryan, 
1993; Simpkins and Schultz, 1993; Johnston, 1998; Wineland, 2002), groundwater 
interaction with Bear Creek (Caron, 1994), and sediment and nutrient removal due to re-
established riparian buffers (Lee, 1999; Andress, 1999; Wineland, 2002). Approximately 88 
monitoring wells, 27 minipiezometers, 9 8 tensiometers, and 17 multilevel piezometers are 
installed throughout the Bear Creek watershed and have been used to characterize 
hydrogeology and groundwater quality (Simpkins et al., 2002). 
Drastic improvements in the appearance and habitat along Bear Creek have occurred 
between 1990 and 1994 through the implementation of the RIMS (Figures 4 and 5). 
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However, improvement has not been limited to the appearance of the creek; previous work 
has shown that re-established riparian buffers may reduce sediment and phosphorus in runoff 
and nitrate movement to surface water and groundwater. A 20 ft (6 m) wide grass filter strip 
along Bear Creek was found to remove 78 percent of sediment, 46 percent of total-N, and 42 
percent of NO3-N in surface runoff (Lee, 1999). In addition, 66 ft (20 m) wide multi-species 
buffers removed between 25 and 99 percent of NO3-N in groundwater at several sites along 
Bear Creek (Wineland, 2002). Increased NO3-N removal was linked to fine-grained alluvial 
material, lower groundwater velocities, and longer residence times. The removal potential is 
significantly greater when the aquifer is restricted to shallow areas beneath a buffer, which 
allows greater interaction between groundwater and the buffer's root system. However, 
predicting the effectiveness of a particular buffer to reduce nutrient concentrations is quite 
complicated due to the presence of many variables: the area ratio of agricultural to non-
agricultural land, upland management practices, topography/slope, hydrogeologic setting (i. e. 
soil properties, water level, permeability, amount of dissolved oxygen and organic carbon), 
groundwater residence time, geochemical environment, vegetative composition, and width of 
the buffer (Wineland, 2002). Yet, before these variables can be considered, it must be 
determined that the riparian buffers intercept both surface water and groundwater. In 
addition, the direction and amount of groundwater flow are crucial factors that need to be 
determined. 
In order to determine the direction and amount of groundwater flow _through multi-
species riparian buffers and assess their role in regulating nutrient flux at the watershed scale, 
a regional, groundwater model was developed. The primary objective of this study was to 
develop a calibrated, working model of groundwater flow in the Bear Creek watershed using 
a two-dimensional analytic element groundwater model. This regional model can be used to 
simulate groundwater flow at watershed scale and estimate stream discharge. The model 
output is also useful in estimating the amount of groundwater and nitrate flowing through the 
buffered areas, identifying potential source areas of nutrients to Bear Creek, and locating 
potential areas for new riparian buffers. 
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METHODS 
Analytic Element M ethod 
Groundwater flow models have been used for several decades to investigate 
groundwater-surface water interactions (Winter, 1978). However, the application of the 
analytic element (AE) method is relatively new. The method was introduced by Strack and 
Haitjema in 1981 (Strack and Haitjema, 1981 a, b). Despite their youth, AE models have 
demonstrated their capability to address complex hydrogeologic and natural resources issues 
in a relatively simple manner and have become increasingly popular (Haitjema et al., 1993; 
Hunt and Krohelski, 1996; Hunt et al., 1998; Simpkins, in review). Analytic element models 
have been proven to be as useful and effective as numerical models in simulating 
groundwater flow and groundwater-surface water interactions (Hunt and Krohelski, 1996; 
Hunt et al., 1998). In contrast to numerical techniques [e.g. finite-difference (MODFLOW) 
or finite-element], the AE method does not require a grid structure and assumes infinite 
aquifer extent. The model solution provides a hydraulic head estimate at every point in the 
model domain without nodal interpolation between cells (Hunt and Krohelski, 1996). 
The analytic element model, GFLOW 2000 version 1.3.2 (hereafter referred to as 
GFLOW), was used to simulate the regional groundwater flow system near Bear Creek in 
central Iowa. GFLOW is atwo-dimensional, steady-state simulation that is founded upon the 
Dupuit assumption of horizontal flow (Strack, 1989; Haitjema, 1995). The model is 
governed by the following equation for a confined, homogeneous, isotropic system with 
recharge: 
~a2h` 'ash` 




h =hydraulic head 
R =recharge 
T (transmissivity) = K (hydraulic conductivity) * b (thickness) 
GFLOW uses the superposition of elements, which represent hydrogeologic features 
and surface water boundaries, to model groundwater flow in a region; therefore, the model 
uses natural hydrologic boundaries present in the model domain instead of discrete 
boundaries specified by the model user. The elements may include wells, linesinks (rivers 
and streams), and inhomogeneities (areas with differing hydraulic conductivity, porosity, or 
recharge values). When the mathematical elements or strings of elements are entered into the 
model, an analytical function is assigned to each feature and then simultaneously solved 
when the computer program is run. The model is considered a simplified representation of 
the natural hydrologic system because it assumes two-dimensional, steady-state flow, which 
is represented by an aquifer system with a single value of hydraulic conductivity and a single, 
uniform recharge rate over the entire model domain (Hunt and Krohelski, 1996). GFLOW 
allows for the representation of large domains that include many hydrologic features outside 
the immediate area of interest (Hunt et al., 1998). It also has the ability to simulate 
interaction between surface water and groundwater and is easily modified by adding 
additional hydrologic features. 
Model Construction and Development 
The constructed analytic element model simulates groundwater flow beneath the 
riparian zones at the watershed scale and accurately represents regional, steady-state 
groundwater-surface water interaction in the Bear Creek Watershed. Before creating the 
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elements of the regional model, binary base maps of the selected study area were obtained 
from the United States Environmental Protection Agency's website 
(~~; ~~v ~~; ~epa~  g ~~, ce~~n~~~~~b~  ~;~~vat~~r~~~~h~:~~~~.~~_s.ht~~). Binary base maps of roads and hydrology 
were downloaded and used to create a database in GFLOW. The model domain was defined 
by centering on the Bear Creek Watershed and generating anear-field, or focus area of the 
model, which includes approximately one watershed on every side of the creek. Because 
watersheds surrounding the Bear Creek Watershed were incorporated, natural hydrologic 
boundaries control the groundwater system in the model. The constructed near-field results 
in a 2 S 0 mil (600 km2) area in the center o f the model with an entire domain representing 
approximately 900 mil (2200 km2) in central Iowa (Figure 6). A large domain was 
developed to ensure the inclusion of all significant hydrologic boundaries which may 
influence the dear Creek watershed. Line-sink elements, which represent stream segments in 
the model domain, were drawn over the base maps by entering their starting and ending 
hydraulic heads. These approximate surface water elevations were determined by locating 
where elevation contours cross the streams on United States Geological Survey (USGS) 7.5-
minute topographic maps. The width, depth, and estimated resistance of each stream 
segment were also entered into the model. The width and depth of the segments were 
determined by driving to several locations along each stream in the model near-field and 
estimating the width and depth from atop the bridge. The depth is specified as "the 
approximate distance between the surface water elevation in the stream and the bottom of the 
resistance layer underneath the stream" (from GFLOW 2000 Help). The resistance 
parameter is defined as "the thickness of the low permeable layer underneath the stream 
divided by its vertical hydraulic conductivity" (from GFLOW 2000 Help). In essence, it 
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represents the time it takes water to flow through the streambed due to the presence of a unit 
consisting of tightly packed, fine-grained particles. 
In addition, a base map of the surficial geology of Story, Hamilton, and Hardin 
Counties was obtained from the Iowa Geological Survey Bureau (Figure 7) (Deb Quade, 
written communication, 2002). The map was overlaid in the model to identify possible 
inhomogeneities in the model domain. Subsequently, two inhomogeneities were defined in 
the near-field of the model along Bear Creek and the South Skunk River. These alluvial 
channel deposits were assigned different hydraulic conductivity values: K of the alluvium 
along the South Skunk River = 200 ft/day (7.1 x 10~ m/s), and K of the alluvial and outwash 
deposits along Bear Creek = 10 ft/day (3.5 x 10 5 m/s). Previous studies and fieldwork have 
indicated similar values for hydraulic conductivity. Slug tests in the alluvium along Bear 
Creek have produced hydraulic conductivity values near 5 ft/day, while pumping tests 
yielded hydraulic conductivity values between 100 and 300 ft/day in the South Skunk River 
channel deposits (Johnston, 1998; Simpkins, verbal communication, 2002). The model K 
value was assigned a value of 5 ft/day (1.8 x 10-5 m/s) (Table 1), which is at least an order of 
magnitude higher value than typically seen for till (10-3 to 10"1 ft/day or 10-8 to 10 6 m/s) 
(Fetter, 2001). However, this value was used as result of the scale dependence of hydraulic 
conductivity (K) [i.e. the greater the distance over which the parameter is measured, the 
greater value of the parameter is observed (Figure 8; Bradbury and Muldoon, 1990)] and 
because the model K value should represent the average K of the entire model thickness. 
Thirty-five municipal pumping wells from 11 different cities were also added as elements in 
the model by including information on the radius (ft) and pumping rate (ft3/day) (Table 2). 
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This data was obtained from records provided by Phil Propes of the City of Ames' Water 
Plant and each town's water superintendent. 
Model input parameters include a base elevation of 700 ft (213 m) above sea level 
and an aquifer thickness of 600 ft (183 m). The value of aquifer thickness controls the 
saturated height that groundwater can rise above the base elevation. Consequently, it is 
assigned a large value to allow the saturated thickness to fluctuate and, therefore, ensure that 
unconfined conditions are present for model simulations. Model porosity (0.10), 
inhomogeneity porosity (0.25; characteristic value for sand —Freeze and Cherry, 1979), and 
resistance (0 days) were also specified in the model (Table 1). The porosity estimate was 
obtained by considering the dominant geology in the model domain and inhomogeneities (i.e. 
till or alluvium). Resistance was initially entered into the model as 0.2 days; however, in 
instances of low flow in or out of streams, resistances less than 0.5 days may have little effect 
on model simulations and only result in extending program computation time (Haitjema, 
written communication, 2003). Therefore, resistance was changed to 0 days in all near-field 
stream segments. After initial model simulations, it was evident that observed and modeled 
discharge values were comparable; thus, resistance was not needed to ensure model 
calibration. For initial simulations, areal recharge over the entire model domain was 
specified as 10 percent of the mean annual precipitation in the region (3.2 in/yr or 81 mm/yr) 
(Hunt and Krohelski, 1996; Hunt et al., 2000; Simpkins, in review; climatological data 
available at ~~~ ~~" ~~- ~ . ~~_~~~~.~~. ~~ ~.~~~.,~~ z-~~~ i ~~~-~ ~:~~ ~~~ ~~~~. s~"~;1~ ~8 ~~C ~~:~:: ~8 ~ P~~;P~~~~' . ~}df) . After 
complete model construction, the GFLOW model consisted of approximately 760 equations 
that were solved simultaneously when the program was run. 
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Model development was complicated by the extensive network of drainage tiles that 
exists within the study area. The the drains, which drain surrounding agricultural land, are 
located at depths of 1.5 to 6.5 ft (0.5 to 2 m) below the land surface (Bercovici, 1994). 
Hundreds of these tiles discharge directly into Bear Creek, while thousands are present in the 
entire model domain. Although groundwater is a significant contributor to Bear Creek, it is 
estimated that near the re-established riparian buffers, the flow contributes more to 
streamflow than groundwater (Caron, 1994). Presently, insufficient data are available to 
include the drains into model simulations. Some mapped the drain information is available 
from county drainage districts; however, most of the the drains present in the area are 
privately owned and operated. Therefore, little is known about their locations and 
characteristics. For inclusion in the model, the drain locations and their outlets must be 
known. In addition, either discharges or starting and ending hydraulic head must be 
measured to obtain yearly averages. Because of the lack of data and the extremely extensive 
network, the drains were omitted from model construction; however, their absence should 
have a minimal affect on discharge calibration if baseflow separation is performed on 
observed data before calibration proceeds. 
Baseflow Separation 
Stream discharge data at the South Skunk River USGS gaging station near Ames, 
Iowa, (#05470000) was used for discharge calibration in UCODE. A USGS computer 
program called Baseflow Index (BFI), version 4.12w, was used to estimate the percentage of 
baseflow that contributes to streamflow at the gaging station. The computer program 
provides an automated method of determining the ratio of baseflow to total flow volume for a 
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given years) by using local n~nimums analysis with arecession-slope test (Wahl and Wahl, 
1995). Input data for the program may be obtained from the USGS National Water 
Information System (NWIS) website (h ~p~ ~`~~~ater~~~~ta. ti~ ~`s~  ̀~:.L~.~'~i+rf n.~~~~~1,. The Institute of +:, - ~~ 
Hydrology (Standard Method) baseflow separation method partitions a calendar year into N-
day periods (where 1 < N < 3 65) and calculates the minimum flow within each period. 
Minimums for each period are then weighed against adjacent minimums. A minimum is 
defined as a turning point on the baseflow hydrograph if 90 percent of its value is less than 
both adjacent minimums. A straight line is drawn between the turning points (on 
semilogarithlnic paper) to identify the baseflow hydrograph. The baseflow index is then 
calculated by dividing the area beneath the baseflow line (equal to the estimated volume o f 
baseflow) by the total volume of streamflow. This procedure is run for each value of N 
between 1 and 10, using the default value of the turning point test parameter (f = 0.9). When 
the baseflow index is plotted versus the N value, the point o f slope change in the graph 
indicates the value of N that should be used to evaluate baseflow. Although the method may 
not be as accurate as more sophisticated techniques, previous work has shown that the output 
is consistent and indicative of long-term baseflow trends. (Wahl and Wahl, 1995; 
.. 
The baseflow index value computed by the BFI program was used to calculate the 
stream discharge due to baseflow. The resulting discharge value was then compared to 
model simulations, which include only baseflow (i.e. the streamflow due to groundwater). 
The stream discharge (flux) due to baseflow was entered into the UCODE input files and 
used for model calibration. Stream gaging measurements performed monthly along Bear 
Creek between 1992 and 1997 by Iowa State University students in the Department of 
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Forestry were also compared to model stream discharges for calibration. Approximate 
locations of the stream gaging measurements and accompanying data are shown in Figure 9 
and Table 3. The same baseflow index obtained from analysis of streamflow at the South 
Skunk River gaging station was used to estimate the stream discharge due to baseflow in 
Bear Creek. Although the discharges along the creek were not included in the UCODE input 
files, the observed stream discharges were compared to modeled stream discharges after 
calibration of the model was complete. 
Model Calibration 
Model calibration utilized up to suc years of existing hydraulic head data (1994 - 
2000) from 36 monitoring wells located at four different sites within the model domain. 
Mean observed heads were calculated and inserted as test points (Table 4). Three of the sites 
(North Risdal, South Risdal, and Stnun) are located along the buffered areas of Bear Creek. 
The City of Ames' Southeast Well Field, which is the fourth site where test points are 
located, was turned off for model simulations so that static water levels could be used for 
calibration. After entering the test points, trial-and-error calibration ensued. The residuals 
(difference between modeled and observed heads) were used as indicators of model fit along 
with a calibration curve. Because the mean residual and sum of squared differences was not 
excessively large, calibration continued. 
An optimal set of parameters that best fits observed and modeled data was deternvned 
using the computer program UCODE, a parameter estimation technique (Hill, 1998). The 
use of parameter estimation for calibration of groundwater models is a relatively new 
technique (Hunt et al., 2000). The program UCODE automatically calculates parameter 
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values, such as hydraulic conductivity and recharge, that area "best fit" between user- 
provided observed data (hydraulic head and streamflow) and simulated model output. In 
addition, UCODE output includes statistics that indicate the significance of the model 
calibration, such as parameter sensitivities and correlations. The statistics are used to: 1) 
identify inadequate data and parameters that may be difficult to estimate, 2) evaluate 
estimated parameter values, 3) evaluate the model representation of actual processes, and 4) 
quantify the uncertainty of model simulated values (Poeter and Hill, 1998). 
The UCODE calibration was optimized through the use of calibration targets (36 test 
points and 1 baseflow discharge along the South Skwik River) (Table 5). Targets with higher 
uncertainty (higher standard deviations) were given lower weights for calibration. UCODE 
assigned the weights (1 / 6 2) using the standard deviation that was entered for each 
observation. After weights were assigned, four computer programs (approximately 200 total 
lines of code) were prepared to begin UCODE calibration in addition to the modification of 
two other programs, which were written by GFLOW [Appendix A]. These programs are 
ASCII files which are read using the computer code PERL and thus entered into the UCODE 
computer code. Phase 1 was run to ensure correct program function. Errors in the input code 
were detected during this stage and corrected before moving to the next phase of calibration. 
In Phase 2 (approximate nui time = 10 minutes) any final errors were eliminated and the 
sensitivities of the parameter values were calculated. Next, Phase 22, which runs 
approximately twice as long as Phase 2, calculated parameter sensitivities, variances, and 
correlations. By perturbing a parameter and recording the change in model solution, the 
sensitivity of the model solution to each individual parameter can be calculated: 
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SSij= 1/2 j iii 
where, 
ssl~ is the scaled sensitivity 
y* is the simulated value associated with the ith observation; 





is the sensitivity of the simulated value associated with the ith observation 
with respect to the jth parameter and is evaluated at b; 
b is a vector which contains the parameter values at which the sensitivities are 
evaluated; 
mil is the weight of the ith observation. (Hill, 1998) 
Using the scaled sensitivities (ssl~) for all observations, composite scaled sensitivities are 




ND is the number of observations being used in the regression; 
the quantity in parentheses equals the scaled sensitivities. (Hill, 1998) 
If there is a large change in the model solution due to a small change in a parameter value, 
the parameter is assigned a large composite scaled sensitivity. Dimensionless composite 
parameter sensitivities are used to indicate the total amount of information provided by the 
observations for the estimation of the parameter values (Hill, 1998). 
After inspection o f parameter statistics (most importantly their correlations and 
sensitivities), Phase 3 was initiated. In this phase, non-linear regression is utilised in addition 
to minimizing a weighted least- squares objective function with respect to the parameter 
values (Cooley and Naff, 1990; Poeter and Hill, 1998). The objective function is: 
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i =1 p=1 
where, 
b is a vector containing values of each of the NP parameters being estimated; 
ND is the number of observations; 
NPR is the number of prior information values; 
yl is the ith observation being matched by regression; 
y* (b) is the simulated value which corresponds to the ith observation (function of b); 
Pp is the pth prior estimate included in the regression; 
pP (b) is the pth simulated value; 
~i is the weight for the ith observation; 
~p is the weight for the pth prior estimate. (Hill, 1998) 
This function is calculated by subtracting the simulated values from the observations and 
weighing, squaring, and finally summing the residuals. UCODE adjusts the value of the 
specified input parameters in an iterative procedure to minimize the value of the weighted 
least-squares objective function. The change in parameter values is then compared to 
convergence criteria. If the change is too large and the maximum number of specified 
iterations (two times the number of parameters) has not been reached, the next iteration is 
executed (Poeter and Hill, 1998). If the change is small, the parameter estimation converges 
and the final estimated parameter values are reported (Figure 10) . In addition, calculated 
statistics are printed to an output file. Depending upon the size of the model, Phase 3 can 
take between one to four hours to converge on an optimal solution. 
After calibration was complete and the optimal model parameters were identified 
using UCODE, the GFLOW model was re-run and a new calibration curve was obtained. 
Subsequently, the model was used to investigate hydrologic characteristics of the Bear Creek 
watershed. 
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RESULTS AND DISCUSSION 
Several different GFLOW models with different levels of complexity were initially 
developed to represent the area of interest. Inhomogeneities representing alluvium and 
outwash deposits were originally included around all the streams in the near-field. The 
presence of the inhomogeneities (of the streams surrounding Bear Creek) did not seem to 
have much influence on the simulated hydraulic head at the test points along Bear Creek, but 
did slow the processing of the model considerably. Therefore, the model with 
inhomogeneities that represent the channel deposits surrounding the South Skwik River and 
Bear Creek was chosen because it incorporates a sufficient amount of detail but is not overly 
complex. After model development and selection, prelimuiary simulations using trial and 
error calibration (GFLOW run time ~ 10 minutes) showed deviations of -5.6 to 2.9 ft [mean 
difference = -1.1 ft (0.34 m)] between observed and modeled heads (root mean squared error 
= 2.0 and sum of squared differences = 150.1; Figure 11 and Table 4). To ensure proper 
calibration, fluxes were exainiued in addition to hydraulic heads. Because the sum of 
squared differences of the test points was not excessively large and the simulated fluxes 
seemed to be close to observed values, calibration and further model development continued. 
Baseflow Separation 
In order to more accurately calibrate the GFLOW model, the discharge due to 
baseflow was calculated using the BFI computer program. The Institute of Hydrology 
(Standard Method) tuniing-point test was run for each value of N between 1 and 10, using 
the default value of the turning point test parameter (f = 0.9) (Wahl and Wahl, 1995). After 
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plotting the generated BFI versus the N value, an N value of 3 was chosen because it 
represents the point of slope change in the graph (with 95% confidence) (Figure 12). The 
execution of the program at N = 3 yielded a mean baseflow index of 0.446 for the South 
Skunk River gaging station data [Appendix B]. When multiplied by the mean yearly 
streamflow from August 1920 through September 2002 (176.15 cfs or 4.99 cros), the 
discharge due to baseflow was estimated to be 78.56 cfs (2.22 cros). The low value of 
baseflow suggests that the discharge and overland flow are significant in this region. Stream 
discharge due to baseflow in Bear Creek was calculated by using the same average baseflow 
index (0.446) that was calculated for the South Skunk River gaging station. These observed 
stream discharges were compared to modeled stream discharges after calibration of the 
model was complete. 
Model Calibration 
In order for UCODE to run successfully, four parameters and their starting values, 
reasonable minimums, and reasonable maximums were specified: KMoae1= 0.5 to 50 ft/day 
(1.8 x 10-6 to 1.8 x 10~ m/s), KBear Creek = 5 to 100 ft/day (1.8 x 10"5 to 3.5 x 10~ m/s , Ksour~ 
skin R~~er = SO to 500 ft/day (1.8 x 10~ to 1.8 x 10-3 m/s), and R = 3 x 10~ to 1.5 x 10-3 ft/da y 
(1.1 x 10-9 to 5.3 x 10-9 m/s). Weights assigned to the calibration targets reflected the 
uncertainty in how well the measurements reflect average conditions (due to several 
monitoring wells going dry during different periods throughout the years). The baseflow 
discharge calculated for the South Skunk River gage was given a high weight because it 
reflects the long-term flow record (1920 — 2002) at the gaging station [Appendix C]. 
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Using UCODE, an automated "best fit" match was obtained by varying horizontal 
hydraulic conductivity and recharge. Central differences approximation (i. e. the perturbed 
parameter is both increased and decreased) was utilized, along with a tolerance convergence 
criterion (TOL) equal to 0.005. Consequently, significant parameters were estimated, and 
calibration statistics and sensitivities were calculated for the observed test points. 
Correlation coefficients between input parameters were calculated by UCODE Phase 22 and 
determined to be insignificant (i. e. calibration could continue because the parameters were 
not correlated) (Table 6). Calculated composite scaled sensitivities demonstrate that the 
hydraulic conductivity of the South Skunk River and model recharge are the parameters that 
have the greatest effect on model calibration (Figure 13). Parameter sensitivities also 
indicate that the hydraulic conductivity o f Bear Creek is a much less sensitive parameter 
compared to the others. This suggests there is insufficient evidence to support estimation of 
the parameter (Hill, 1998). Therefore, before Phase 3 continued, the hydraulic conductivity 
of Bear Creek was removed as a parameter. However, this may be overcome by entering 
more observations into the UCODE calibration, including test points and discharges due to 
baseflo w along Bear Creek. 
The optimal parameters, with the lowest sum of squared weighted residuals as 
calculated by UCODE Phase 3, are as follows: 
Recharge = 3.20 in/yr (81.2 mm/yr) 
K of entire model= 5.0 ft/day (1.76 x 10-5 m/s) 
K of South Skunk River alluvium = 200 ft/day (7.06 x 10~ m/s) 
K of Bear Creek alluvium = 9.0 ft/day (3.18 x 10-5 m/s) 
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Because the K of the Bear Creek alluvium was not included as a parameter in Phase 3, its 
value was obtained by running UCODE several times with different initial values for the 
parameter. A value of 9.0 ft/day yielded the lowest sum of squared residuals; therefore, the 
K of Bear Creek was assigned this value. UCODE was also run starting with slightly 
different initial values for the other parameters to investigate the uniqueness of the solution. 
The model solution was determined to be unique because the program converged upon the 
same optimal parameters (within the 95 %confidence interval). UCODE also outputs 
calibration statistics including confidence intervals for the parameters and weighted residuals 
for the test points (Table 1 and Appendix D). 
Once the optimized solution was obtained, the GFLOW model was re-run with the 
updated model parameters. The resulting simulation showed deviations of -5.6 to 3.4 feet 
[mean difference = -0.7 ft (0.21 m)] between observed and modeled heads (root mean 
squared error = 1.9 and sum of squared differences = 128.9; Table 7). Subsequently, a 
calibration curve of the model test points, which indicates model fit, was obtained from 
GFLOW (Figures 14, 15, and 16). After completing calibration of the model, observed 
stream discharges due to baseflow were compared to modeled stream discharges (Table 8). 
Discharges were quite similar with a mean deviation (observed —modeled) of 0.23 cfs (6.5 x 
10 3 cros). 
Model Utilization 
After calibration was complete, additional hydrologic characteristics of the Bear 
Creek Watershed, such as the direction of flow in the buffered areas and the flow path of 
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groundwater to Bear Creek, could then be investigated. The GFLOW simulation produces 
equipotentials (water table contours), set at 10-ft (3.05 m) intervals. By studying the 
orientation of the equipotentials and their positions relative to the streams (linesinks), several 
interesting features of the system were noted. Groundwater flow (perpendicular to the 
equipotentials) is generally towards the South Skunk River in the region (Figure 17). It is 
evident that in the upper reaches of Bear Creek and the smaller surrounding streams the 
equipotentials frequently do not bend when intersecting the linesinks, indicating no 
connection between the groundwater and surface water in these areas (Figure 18 and 19a; 
Fetter, 2001). Groundwater seems to be flowing toward the South Skunk River without 
much influence from the headwaters of the smaller streams in the domain. This phenomenon 
should be further investigated in subsequent studies to more accurately characterize the 
groundwater system in these locations. However, further downstream, near the RIMS sites, 
the equipotentials noticeably "V" upstream when encountering a linesink (Figure 20). In 
these regions, groundwater is connected to surface water and the streams act as discharge 
locations for groundwater (Figure 19b; Fetter, 2001). Thus, the possibility exists for 
containulated groundwater to enter the creek. 
Using GFI.OW, backward particle tracking was performed in the model to deterniine 
the flow path of groundwater to Bear Creek. Backward particle tracking (in comparison to 
forward particle tracking) was used to conceptualize the area of groundwater contribution by 
tracing the particles backward in time from Bear Creek. In general, particle tracking is used 
to trace flow paths by following infinitely small, imaginary particles through the flow field. 
The technique is most advantageous for visualizing the overall flow field (areas of influence) 
and tracking containivant paths (Anderson and Woessner, 1992). GFLOW calculates the 
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distance and path lines by multiplying the specified time by the groundwater velocity, which 
is internally calculated by the model. Particles of groundwater were placed at the base of the 
model and tracked backwards 2000 years to delineate the area of groundwater contribution 
(i.e. ground-watershed) of Bear Creek (Figure 21). This length of simulation was needed in 
order to ensure that all particles reached the groundwater divide. It is interesting to note that 
most of the groundwater flowing to Bear Creek originates from the east; whereas, the 
majority of groundwater on the west side of Bear Creek flows towards the South Skwlk 
River. In addition, the potential source areas of nutrients were deternlined by backward 
particle tracking 50 years, the approximate time span which nutrients have been applied to 
fields in the region (Figure 22). When the model is examuied on a local scale near the 
riparian management sites, it is apparent that groundwater is flowing through the re- 
established riparian buffers toward Bear Creek (Figure 23). 
Additional information on discharge to Bear Creek was obtained from the model by 
generating a flux inspection line, which runs through the riparian buffers parallel to Bear 
Creek. After the model is run, a discharge across the line is calculated, which indicates the 
groundwater discharge toward Bear Creek throughout the entire thickness of the model. The 
GFLOW model indicates that the groundwater discharge to Bear Creek through the riparian 
buffers, which are approximately 295 ft (90 m) in length, is between 1.4 x 103 and 3.9 x 103
ft3/day (41 to 110 m 3/day) [ 1.66 x 103 ft3/day (47.0 m3/day) at Risdal North, 1.44 x 103
ft3/day (40.8 m3/day) at Risdal South, and 3.94 x 103 ft3/day (110.4 m 3/day) at Smzm]. These 
discharge values are similar to previous results that have been obtained in the same location. 
Caron (1994), using of Darcy's Law calculations, seepage meters, and mass balance, 
estimated that groundwater discharge to Bear Creek was 8 x 102 to 1 x 104 ft3/day (22.7 to 
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283.2 m 3/day) along a 2420 ft (737 m) length of the creek. In another study by Johnston 
(1998), monitoring wells were used along with the Dupuit equation to provide an estimate of 
groundwater discharge through the riparian buffers. Assuming a 295 ft (90 m) buffer length, 
groundwater discharge was calculated as 1.6 x 102 ft3/day (4.5 m 3/day) at Risdal North, 1.2 x 
102 ft3/day (3.4 m 3/day) at Risdal South, and 1.2 x 102 ft3/day (3.4 m 3/day) at Strum. These 
values are an order of magnitude lower than model simulated values, which may be due to 
scale effects (Figure 8; Bradbury and Muldoon, 1990)). Therefore, local scale, in-field 
measurements are expected to produce lower hydraulic conductivity values compared to a 
regional scale model (Table 9). Because discharge across the flux inspection lines in the 
model are calculated using the optimal hydraulic conductivity value, the scale effect is 
present in the calculations. Therefore, a difference in scale will also be seen in the discharge 
values. 
Along with groundwater discharge through the RIMS sites, other areas that may be 
desirable locations for future multi-species riparian buffers were determined by randomly 
inserting flux inspection lines into the model along Bear Creek in 0.5 to 1 mile (0.8 to 1.6 
km) increments. The "future riparian buffers," approximately 295 ft (90 m) in length, were 
selected based upon their potential to be in contact with groundwater of lower velocity and 
longer residence time (i.e. lower flux locations). A histogram of the resulting discharges (N 
= 27) was created (Figure 24 and Table 10), and the discharge values were ranked into three 
categories: "negative" [less than 0 ft3/day; n = 9], "low" [0 to 3500 ft3/day (0 to 1.1 x 10-3
m/s) ; n = 11 ] , and "high" [>3500 ft3/day (> 1.1 x 10-3 m/s) ; n = 7] . Consequently, their 
locations were identified on a map of Bear Creek (Figure 25). The "low" discharge values 
may be the most favorable sites for future multi-species riparian buffers, based solely upon 
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the amount of groundwater discharging into Bear Creek. This is because discharges at these 
sites indicate lower groundwater velocities and longer residence times than "high" discharge 
areas in the watershed. Negative discharges signify that groundwater in these locations is 
flowing away from Bear Creek toward the South Skw~k River, which indicate unfavorable 
locations for future riparian buffers (based solely on the amount of groundwater discharge) 
(Figure 19c). This was further investigated by adding two flux inspection lines to the model: 
one along the entire length of the west side of Bear Creek and the other along the entire 
length of the east side of Bear Creek. Results indicate that the east side of Bear Creek 
experiences in a net gain of 7.75 x 105 ft3/day (2.19 x 104 m3/day), while the west side of 
Bear Creek experiences a net loss of 1.31 x 105 ft3/day (3.71 x 103 m3/day). This data 
indicate that Bear Creek is gaining groundwater from the east and losing groundwater from 
the west (Figure 19c; Dingman, 2002). Therefore, Bear Creek may be classified as a flow- 
through stream in many locations. This is most likely due to the strong hydrologic influence 
of the South Skunk River, but should be investigated more closely in future research. 
Finally, nitrate concentrations were combined with modeled groundwater discharge 
values (vx • A) to estimate the amount of nitrate entering each riparian buffer (in g/day) using 
the following equation (Fetter, 1999): 
FX•A= C•ne•(vX•A) 
FX =mass flux (g/day-m2) 
vX =average linear velocity (m/day) 
ne =effective porosity 
C =concentration (g/m3 or mg/L) 
A =cross-sectional area (m2) 
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Assuming a nitrate concentration of 15 mg/L and an effective porosity of 0.25, calculated 
nitrate loads entering Risdal North, Risdal South, and Strum are 187, 152, 450 g/day 
respectively, while the potential nitrate load entering Bear Creek from the east is 8.23 x 104
g/day. 
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SUMMARY AND CONCLUSIONS 
A calibrated analytic element model of the Bear Creek watershed, which provided a 
reasonable representation of groundwater flow, was constructed. After calculating a 
baseflow index (0.446) and estimating stream discharge due to baseflow, it was evident that 
the discharge and overland flow are significant in this region. Calibration, using UCODE, 
provided an updated estimate of significant parameters, including their degree of certainty. 
Parameters refined through the automatic technique yielded optimal values of 5 ft/day (1.8 x 
10-5 m/s) for the K of the model, 200 ft/day (7.1 x 10~ m/s) for the K of the South Skunk 
River alluvium, 9 ft/day (3.2 x 10-5 m/s) for the K of the Bear Creek alluvium, and 3.2 in/yr 
(81 mm/yr) for areal recharge. Subsequently, the optimal parameters were entered into 
GFLOW, and the updated model was utilized to investigate hydrologic characteristics of the 
watershed. Stream discharges were simulated and the direction and amount of groundwater 
flow through the riparian buffers were determined through the use of the model. Model 
discharges were very similar to observed values (mean deviation of 0.23 cfs or 6.5 x 10-3
cm.$), which suggests adequate calibration. 
At the regional scale, it is apparent that the general direction of groundwater flow in 
the domain is controlled by the South Skunk River. Although the headwaters of Bear Creek 
are not connected with groundwater, the lower reaches of the creek function as discharge 
locations. Because the headwaters lack streamflow, any addition of the discharge, from the 
infiltration of water through the soil profile, into the channel could result in a losing stream, 
thereby providing potential for groundwater contamination from the tiles. Through the use of 
particle tracking, groundwater flow and potential source areas of nutrients to Bear Creek 
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were identified as originating primarily from the east. The extent of the ground-watershed 
was also established. 
On a local scale, the model indicates that groundwater does flow through the buffered 
areas of Bear Creek. Flux inspection lines provide insight into potential locations for new 
riparian buffers based upon the amount of groundwater flowing across the line (Figure 25). 
Although the potential locations possess "low" discharges, many other factors, especially the 
geology of the area, must be considered before future buffer sites are chosen. It also should 
be noted that even though locating future riparian buffers may not be favorable in "negative" 
groundwater discharge areas, these same sites could possess great potential in handling 
pollutants from surface runoff (Lee, 1999). Although data indicate that Bear Creek 
experiences a net gain in groundwater from the east and a net loss in groundwater from the 
west, the entire west side of Bear Creek should not be dismissed when locating future 
riparian buffers. Areas on the west side of the creek may have the potential to capture and 
degrade nonpoint source pollutants in surface runoff, and in certain locations, Bear Creek 
may be gaining groundwater from the west. Information on local and regional groundwater 
movement should be combined with site-specific geologic conditions to determine the best 
possible locations for future riparian buffers. 
Finally, the model results assisted in calculating potential nitrate flux through 
buffered areas of the watershed. Calculated nitrate loads entering the re-established riparian 
buffers indicate that if favorable geologic conditions exist, large amounts of nitrate may be 
transformed. This research demonstrates that the use of an analytic element model to 
investigate regional-scale groundwater flow and identify groundwater boundaries is an 
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effective tool. The model can also be easily modified to provide limitless possibilities for 
further development and in-depth investigation. 
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SUGGESTIONS FOR FUTURE WORK 
Further research with the constructed analytic element model may include the 
addition of elements and/or the refinement of model parameters. Additional inhomogeneities 
and their accompanying hydraulic conductivity values may be included and further optimized 
in the model to more accurately match known characteristics of the watershed. The 
simulation may also be improved and the uncertainty in parameter values reduced by refining 
existing data and incorporating additional stream discharges and test points in upland areas 
into the model calibration. This may provide a more random distribution of weighted 
residuals. In addition, it may allow the hydraulic conductivity of Bear Creek to be optimized 
in the UCODE solution. The model could also be modified to include greater detail in. the 
Bear Creek watershed by adding more elements on the local scale (and omitting excessive 
detail at the far edges of the model domain). Most importantly, in order to represent the 
region more accurately, the model can be further modified to include the drains if sufficient 
data (i. e. their locations and discharges) are obtained. The resulting simulation may be more 
representative of the groundwater system if more of these "real-world" details are included. 
However, it should be noted that the model should be kept as simple as possible while still 
accounting for the pertinent processes and characteristics of the groundwater system. In 
addition, any features and information added to the model must be reliable and not contradict 
other information about the system (Hill, 1998). 
Other parameters whose affects should be investigated more closely to determine 
their influence on model simulations include the resistance (especially of the South Skunk 
River), base elevation of the streams, and the component of overland flow. The calibrated 
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analytic element model can also be used to develop boundary conditions for finite-difference 
models (MODFLOV~ that may incorporate greater geologic detail at the local scale. 
Overall, the established model provides an avenue for continued research involving 
groundwater flow, riparian buffers, chemical transport, and the effect of agriculture on water 
resources and ecology in the Bear Creek watershed. 
33 
REFERENCES 
Andersen, Katherine L. 2000. Historical alterations of surface hydrology in Iowa's small 
agricultural watersheds. Thesis (M.S.). Iowa State University. 
Anderson, M.P., and W.W. Woessner. 1992. Applied Groundwater Modeling: Simulation of 
Flow and Advective Transport. Academic Press, California, 381 pp. 
Andress, Robert J. 1999. Fate and transport of nitrate in groundwater within a riparian buffer 
in the Bear Creek Watershed. Thesis (M.S.). Iowa State University. 
Bercovici, Murielle M. 1994. Riparian buffer strips in the Bear Creek watershed. Thesis 
(M.S.). Iowa State University. 
Bradbury, K.R. , and M.A. Muldoon. 1990. Hydraulic conductivity determinations in 
unlithified glacial and fluvial materials. Ground Water and vado se Zone Monitoring, 
ASTM STP 1053, D.M. Nielsen and A.I. Johnson, Eds., American Society for 
Testing and Materials, Philadelphia, pp. 13 8-151. 
Caron, Gregory A. 1994. Deterr~unation of quantity and quality of groundwater discharge to 
a section of Bear Creek in central Iowa. Thesis (M.S.). Iowa State University. 
Cooley, R.L., and Naff, R.L., 1990. Regression modeling of ground-water flow: techniques of 
Water Resources Investigations of the United States Geological Survey, book 3, 
chapter B4, 232 pp. 
Dingman, S.L. 2002. Physical Hydrology. Prentice Hall, New Jersey, 646 pp. 
Dienes, D.L. , D.L. Karlen, D. B . Jaynes, T.C. Kaspar, J.L. Hatfield, T.S. Colvin, and C.A. 
Cambardella. 2002. Nitrogen management strategies to reduce nitrate leaching in tile-
drained Midwestern soils. Agronomy Journal 94: 153-171. 
34 
Fetter, C.W. 1999. Contaminant Hydrogeology. Prentice Hall, New Jersey, 500 pp. 
Fetter, C.W. 2001. Applied Hydrogeology. Prentice Hall, New Jersey, 598 pp. 
Freeze, R.A. , and J.A. Cherry. 1979. Groundwater. Prentice Hall, New Jersey, 604 pp. 
Haitjema, H.M., S. Mitchell-Brisker, and S.R. Kraemer. 1993. Hierarchical approach to 
modeling surface-groundwater interactions: the Walnut Creek (Iowa) Watershed in 
regional perspective. Conference: Agriculture Research to Protect Water Quality, 
SWCS, Minneapolis, MN, February 21-24, 1993. 
Haitjema, H.M. 1995. Analytic Element Modeling of Groundwater Flow. Academic Press, 
San Diego, 394 pp. 
Haitjema, H.M. 2000. GFLOW 2000 Help menu. 
Hill, A.R. 1996. Nitrate removal in stream riparian zones. Journal of Environmental Quality 
25: 743-755. 
Hill, M.C. 1998. Methods and Guidelines for Effective Model Calibration. United States 
Geological Survey, Water Resources Investigations Report 98-4005, 90 pp. 
Hunt, R.J., and J.T. Krohelski. 1996. The application of an analytic element model to 
investigate groundwater-lake interactions at Pretty Lake, Wisconsin. Journal of Lake 
and Reservoir Management 12, no. 4: 487-495. 
Hunt, R.J., M.P. Anderson, and V.A. Kelson. 1998. Improving a complex finite-difference 
ground water flow model through the use o f an analytic element screening model. 
Ground Water 36, no. 6: 1101-1117. 
Hunt, R.J., Y. Lin, J.R. Krohelski, and P.F. Juckem. 2000. Simulation of the shallow 
hydrologic system in the vicinity of Middle Genesee Lake, Wisconsin, using analytic 
35 
elements and parameter estimation. United States Geological Survey (USGS) Water-
Resources Investigations Report 00-4136, Middleton, Wisconsin, 16 pp. 
Isenhart, T. , R.C. Schultz, W.W. Simpkins, and J.P. Colletti. 1997. Watershed restoration and 
agricultural practices in the Midwest: Bear Creek of Iowa. pp. 318-334 in Williams et 
al. Watershed Restoration: Principles and Practices. American Fisheries Society, 
Bethesda, Maryland. 
Jacobs, T.C. and J.W. Gilliam. 19 85. Riparian losses of nitrate from agricultural drainage 
water. Journal of Environmental Quality 14, no. 4: 472-478. 
Johnston, Diane A. 1998. Hydrogeology and geology of three restored riparian buffers near 
Roland, Iowa. Thesis (M.S.). Iowa State University. 
Lee, Kye-Han. 1999. Effectiveness of amulti-species riparian buffer system for sediment and 
nutrient removal. Dissertation (Ph.D.). Iowa State University. 
Lowrance, R.R. , R.L. Todd, J.L. Fail, Jr. , O.Q. Hendrickson, R.L. Leonard, and L.E. 
Asmussen. 1984. Riparian forests as nutrient filters in agricultural watersheds. 
Bioscience 34: 374-377. 
National Climatic Data Center, National Oceanic and Atmospheric Administration (NOAA). 
2003. Climatological data website. 
"1 ♦ . ~t T"T ♦ T - M~ li ' l  !~/l Tt "~ ~ 1~~Tn 1~ • ( '~ 
J 
` ; ~' t  `• <~ Ott z.-~ ~~ ~~~~~.~.n~.,~.~~,.~~~~aa.  ~:~;~, ~..:~~~~~-~~~.-~{~~~~~a~.s~ ~ ~~~.n8~f~.l~l: 1;~~ ~ l~z~...~ ~~:.;.,.pd~' >. ~:, 
Poeter, E.P., and M.C. Hill. 1998. Documentation of UCODE, a computer code for universal 
inverse modeling. United States Geological Survey (USGS) Water-Resources 
Investigations Report 98-4080, 116 pp. 
Ryan, William J. 1993. A preliminary hydrogeological assessment of a constructed multi-
species riparian buffer strip near Roland. Iowa Thesis (M.S.). Iowa State University. 
36 
Schultz, R.C. , J.P. Colletti, W.W. Simpkins, C.W. Mize, and M.L. Thompson. 1995. Design 
and placement of amulti-species riparian buffer strip system. Agroforestry Systems 
29 : 201-226. 
Simpkins, W.W., and R.C. Schultz. 1993. Physical setting of the constructed multi-species 
riparian buffer strip (CMRBS) site. In Water, Water, Everywhere... Geological 
Society of Iowa Field Trip Guidebook No. 58: 99-104. 
Simpkins, W.W. , T.R. Wineland, R.J. Andress, D.A. Johnston, G.C. Caron, T.M. Isenhart, 
and R.C. Schultz. 2002. Hydrogeological constraints on riparian buffers for reduction 
of diffuse pollution: examples from the Bear Creek watershed in Iowa, USA. Water 
Science and Technology 45, no. 9: 61-68. 
Simpkins, W.W. 2003. Amulti-scale investigation of ground water flow at Clear Lake, Iowa. 
Submitted to Ground Water (April 30, 2003). 
Strack, O.D.L., and H.M. Haitjema. 1981a. Modeling double aquifer flow using a 
comprehensive potential and distributed singularities: 1. Solution for homogeneous 
permeabilities. Water Resources Research 17, no. 5: 1535-1549. 
Strack, O.D.L., and H.M. Haitjema. 1981b. Modeling double aquifer flow using a 
comprehensive potential and distributed singularities: 2. Solution for inhomogeneous 
permeabilities. Water Resources Research 17, no. 5: 1551-1560. 
Strack, O.D.L. 1989. Groundwater Mechanics. Prentice-Hall, Englewood Cliffs, NJ, 
732 pp. 
United States Environmental Protection Agency (EPA). 2002a. National Water Quality 
Inventory 2000 Report. EPA-841-R-02-001, Washington D.C., August 2002. 
37 
United States Environmental Protection Agency (EPA). 2002b. Nonpoint Source Solutions: 
Nonpoint Source Pointers (Factsheets). EPA-841-F-96-004, Washington D.C., 31 
December 2002. <1:t~~~~ ~ ~~~ ~~~ ~ .~;p~:<  <~ v ~7~~ ~.~ < < <°~ . -. 
United States Geological Survey (USGS). 2003. National Water Information System (NWIS) 
website. <~4tp:i ~ ~.~~ater~~.ata. uses. g~~~r ~"~~.~~ ~_:~>>. 
Wahl, K. L., and T.L Wahl. 1995. Determining the Flow of Comal Springs at New Braunfels, 
Texas. Texas Water X95, American Society of Civil Engineers, August 16-17, 1995, 
San Antonio, Texas, pp• 77- 86. <~ ~:~1~. ~ ~~%~~~ ~~%. ~~.h~~~'.~~ s~~~! ~~~~~~-i~t,~~.~~ ci f ~>. 
Webber, David F. 2000. Comparing estimated surface flowpaths and sub-basins derived from 
digital elevation models of Bear Creek watershed in central Iowa. Thesis (M.S.). 
IO W a State UnlverSlty. 
Wineland, Timothy R. 2002. Assessing the role of geology for nitrate fate and transport in 
groundwater beneath riparian buffers. Thesis (M.S.). Iowa State University. 
Winter, T.C. 1978. Numerical simulation of steady state three-dimensional groundwater flow 












































































































































Figure 4: Riparian ecosystem on the Ron Risdal Farm in 1990 prior to riparian buffer 
establishment (Isenhart et al., 1997). 
Figure 5: Riparian ecosystem on the Ron Risdal Farm in 1994 after riparian buffer 
establishment (Isenhart et al., 1997). 
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Figure 6: Domain of the constructed analytic element model overlying base map of roads in 
Story, Hamilton, and Hardin counties. Blue and pink lines represent near-field elements, 
while green lines indicate far-field elements. Inhomogeneities used in the model are 
identified by black lines along the South Skunk River and Bear Creek. The red box indicates 
the area to which recharge was applied over the entire model domain. 
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Figure 7: Base map of alluvium and outwash in the GFLOW model domain (Deb Quade, 
written communication, 2002). 
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Figure 8: Evidence of scale effect where hydraulic conductivity varies with the scale of the 
problem and with the scale of measurement (Bradbury and Muldoon, 1990). 
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Median Difference -1.4 
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Root Mean Square Difference 2.0 
Sum of Squared Differences 150.1 
Figure 11: Initial GFLOW calibration curve and accompanying statistics, which indicate 
how well the model fits the observed test points. 
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Root Mean Square Difference 1.9 
Sum of Squared Differences 128.9 
1100 
Figure 14: Final GFLOW calibration curve and accompanying statistics, which indicate how 
well the model fits the observed test points. 
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GFLOW Model Calibration: 
Risdal and Strum Sites (n = 32) 
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Figure 15: GFLOW calibration curve for Risdal and Strum sites. 
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GFLOW Model Calibration: 
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Figure 16: GFLOW calibration curve for City of Ames' SE Well Field. 
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Figure 17: GFLOW-simulated water table contours at 10 ft intervals (dashed lines), which 
indicate the direction of groundwater flow (black arrows). Blue and pink lines represent 
near-field elements, while green lines indicate far-field elements. Inhomogeneities used in 
the model are identified by black lines along the South Skunk River and Bear Creek. 
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Figure 18: GFLOW-simulated water table contours at 10 ft intervals (dashed lines) in upper 
reaches of Bear Creek. No connection between groundwater and surface water is seen (green 
line). [T'he Bear Creek inhomogeneity has been omitted from the figure to view the 




Figure 19: a) Cross-section of a losing stream, where streams can recharge groundwater 
(Fetter, 2001). b) Cross-section of a gaining stream, where groundwater recharges the stream 
(Fetter, 2001). c) Cross-section of flow-through stream, where groundwater flows into the 
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Figure 20: GFLOW-simulated water table contours at 10 ft intervals (dashed lines) in middle 
and lower reaches of Bear Creek. Connection between groundwater and surface water is 
seen. [The Bear Creek inhomogeneity has been omitted from the figure to view the 




Figure 21: Ground-watershed of Bear Creek determined through backward particle-tracking 
2000 years (contours at 10 ft intervals). [The Bear Creek and South Skunk River 
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Figure 22: Potential source areas of nutrients to Bear Creek determined through backward 
particle-tracking 50 years (contours at 10 ft intervals). [The Bear Creek and South Skunk 
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Figure 23: Flowpath of groundwater through the riparian buffers to Bear Creek (backward 
particle-tracked 50 years with contours at 10 ft intervals). [The Bear Creek inhomogeneity 
has been omitted from the figure to view the interaction between contour lines, linesinks, and 
particles flow paths more easily.] 
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Figure 24: Histogram of simulated discharge values, which correspond to possible locations 





~ Negative Discharge Values (less than 0 ft3/day) 
"Low" Discharge Values (0 to 3500 ft3/day) 
"High" Discharge Values (>3500 ft3/day) 
Figure 25: Possible locations for new riparian buffers near Bear Creek based solely upon the 
amount of groundwater discharging into Bear Creek. 
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Table 1: Input parameters used in GFLOW. 
Parameter Value 
Aquifer base 700 ft (2297 m) above mean sea level 
Aquifer thickness 
(allowed to vary depending upon water table elevation) Up to 600 ft (1968 m) 
Model horizontal hydraulic conductivity 
Initial model 
Final model 
45% C.I. for final value 
5 ft/day (1.8 x 10-5 m/s) 
5 ft/day (1.8 x 10-5 m/s) [: 
(4.45, 5.62 ft/day) 
Bear Creek inhomogeneity hydraulic conductivity 
Measured (Johnston, 1998) 
Initial model 
Final model 
5 ft/day (1.8 x 10 5 m/s) 
10 ft/day (3.5 x 10-5 m/s) 
9 ft/da~ (3.2 x 10-5 m/s) 
South Skunk River inhomogeneity hydraulic conductivity 100 - 300 ftlday ~ 200 ft/day (7.1 x 10~ m/s) 
200 ft/day (7.1 x 10 m/s) 
(196, 204 ft/day) 
Measured (Simpkins, verbal communication, 2003) 
Initial model 
Final model 
95% C.I. for final value 
Model recharge (10% of annual precipitation) 
Initial model 
Final model 
95% C.I. for final value 
3.2 in/yr (81 mrn/yr) 
3.2 in/yr (81 min/yr) 






2 to 100 ft (0.6 to 30.5 m) 
0.5 to 4 ft (0.2 to 1.2 m) 
Model (i.e. till) porosity 0.10 
Inhomogeneity (i.e. alluvium and outwash) porosity 0.25 
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Table 3: Stream gaging measurements along Bear Creek (site ID corresponds to Figure 9). 
Mean Standard Baseflow Estimated 
Site ID Streamflow (cfs) Deviation (cfs) Index Baseflow (cfs) 
EBC milel 2.31 2.87 0.446 1.03 
WBC milel 3.83 5.28 0.446 1.71 
BC2 9.66 14.71 0.446 4.31 
BC4 6.97 9.33 0.446 3.11 
BCS 8.08 11.90 0.446 3.60 
BC6 11.27 16.24 0.446 5.03 
BC7 17.00 22.30 0.446 7.58 
BC8 16.52 23.66 0.446 7.37 
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Table 4: Preliminary GFLOW residuals after trial-and-error calibration. 
Calibration Observed Head Modeled Head Residuals (ft) 
Target ID (ft asl) (ft asl) (Modeled - Obs) 
R2 1039.95 1037.96 -1.99 
R3 1039.79 1037.79 -2.00 
R4 1039.12 1037.68 -1.44 
R6 1040.40 1038.10 -2.30 
R7 103 9.47 103 8.04 -1.43 
R8 1037.51 1037.8 8 0.37 
R9 1037.13 1038.26 1.13 
R10 1039.53 1038.20 -1.33 
R 11 1039.25 103 8.14 -1.11 
R12 1038.97 1038.03 -0.94 
R40 103 7.9 2 103 8.11 0.19 
R41 1037.13 1038.20 1.07 
R13 1039.73 1037.87 -1.86 
R 14 1040.19 1037.87 -2.32 
R 15 1039.53 1037.87 -1.66 
R 16 1041.05 1037.87 -3.18 
R17 1039.82 1037.96 -1.86 
R 19 1040.81 103 8.01 -2.80 
R20 1041.22 103 8.03 -3.19 
R21 1040.23 103 8.05 -2.18 
R22 1040.65 103 8.11 -2.54 
R23 1040.92 103 8.13 -2.79 
R24 1041.33 103 8.16 -3.17 
526 1044.53 1047.43 2.90 
527 1047.61 1047.38 -0.23 
528 1047.74 1047.27 -0.47 
530 1046.26 1047.46 1.20 
531 1046.93 1047.41 0.48 
532 1047.33 1047.31 -0.02 
534 1046.20 1047.49 1.29 
535 1046.94 1047.44 0.50 
536 1047.61 1047.35 -0.26 
AmesWe1118 876.00 873.45 -2.55 
AmesWelll9 875.00 873.45 -1.55 
AmesWe1120 873.00 873.89 0.89 
AmesWe1121 878.00 872.41 -5.59 
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Table 5: Observations entered into UCODE for calibration. 
Label Model ID 
RZ TP_00167 6 
R3 TP_001677 
R4 TP_001678 




R 10 TP_001683 
R 11 TP_001684 
R 12 TP 001685 
R 13 TP_001686 
R 14 TP_001687 
R 15 TP 00168 8 
R 16 TP 001689 
R 17 TP 001690 
R 19 TP 001691 
R20 TP 001692 
R21 TP 001693 
R22 TP 001694 
R23 TP 001695 
R24 TP 001696 
R40 TP 001697 
R41 TP 00169 8 
826 TP 001699 
827 TP 001700 
828 TP 001701 
830 TP_001702 
831 TP 001703 
832 TP 001704 
834 TP 001705 
835 TP 001706 
836 TP 001707 
AmesWell 18 TP 001736 
AmesWe1119 TP 001737 
AmesWe1120 TP 00173 8 
AmesWe1121 TP 001739 
Skunk7flux LS_000072_0301 
Observed Head/ 














































































Table 6: Matrix of parameter correlation coefficients, as calculated by UCODE. 
K K Skunk K Bc R 
K ~ 0.3 848 0.2733 0.3904 
K Sku„k 0.3848 * 0.2811 0.3869 
K Bc 0.2733 0.2811 * 0.2669 
R 0.3904 0.3869 0.2669 
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Table 7: Final GFLOW residuals after the completion of UCODE calibration. 
Calibration Observed Head Modeled Head Residuals (ft) 
Target ID (ft asl) (ft asl) (Modeled - Obs) 
R2 1039.95 103 8.40 -1.55 
R3 1039.79 1038.22 -1.57 
R4 1039.12 1038.12 -1.00 
R6 1040.40 103 8.5 4 -1.8 6 
R7 103 9.47 103 8.47 -1.00 
R8 1037.51 1038.32 0.81 
R9 1037.13 103 8.70 1.57 
R 10 1039.53 103 8.64 -0.89 
R 11 1039.25 103 8.5 8 -0.67 
R 12 103 8.97 1038.46 -0.51 
R40 1037.92 103 8.54 0.62 
R41 1037.13 103 8.63 1.50 
R13 1039.73 1038.32 -1.41 
R14 1040.19 1038.32 -1.87 
R15 1039.53 1038.32 -1.21 
R 16 1041.05 103 8.32 -2.73 
R 17 1039.82 1038.41 -1.41 
R 19 1040.81 103 8.47 -2.34 
R20 1041.22 103 8.49 -2.73 
R21 1040.23 103 8.50 -1.73 
R22 1040.65 103 8.57 -2.08 
R23 1040.92 1038.59 -2.33 
R24 1041.33 103 8.62 -2.71 
526 1044.53 1047.91 3.38 
527 1047.61 1047.85 0.24 
528 1047.74 1047.74 0.00 
530 1046.26 1047.94 1.68 
531 1046.93 1047.8 8 0.95 
532 1047.33 1047.78 0.45 
534 1046.20 1047.97 1.77 
535 1046.94 1047.92 0.98 
S 3 6 1047.61 1047.8 3 0.22 
AmesWelllB 876.00 873.45 -2.55 
AmesWe1119 875.00 873.46 -1.54 
AmesWe1120 873.00 873.89 0.89 
AmesWell21 878.00 872.41 -5.59 
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Table 8: Comparison of observed to modeled stream discharge at the South Skunk River 
gaging station and along Bear Creek. 
Site ID Model Linesink ID 
Observed Modeled Observed -
Base-flow (cfs) Base-flow Modeled 
[BFI = 0.446] (cfs) (cfs) 
South Skunk 
Gage LS_000072_0301 78.56 77.7 0.86 
EBCmilel LS 000049 0301 1.03 0.00 1.03 
WB Cmile 1 LS 00004 8 0401 1.71 0.8 02 0.91 
BC4 LS_000046_0301 3.11 2.37 0.74 
BCS LS_000047_0101 3.60 3.86 -0.26 
BC2 LS_000045_0301 4.31 5.13 -0.82 
BC6 LS_000045_0401 5.03 5.46 -0.43 
B C7 LS _000041 _0051 7.5 8 6.9 6 0.62 
BC8 LS_000041_0201 7.37 7.91 -0.54 
~o 
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Table 10: Flux inspection line data for 295 ft (90m) simulated buffers. Negative flux 
indicates that groundwater in these areas is flowing away from Bear Creek toward the South 
Skunk River. See Figure 25 for approximate locations. 
Flux Inspection ID GFLOW Label Total Flux (ft3/day) 
Stxum FL 000245 3944 
Risdal North FI. 000246 1656 
Risdal South FL 000248 1476 
1W (bottom of BC) FL_000250 -4821 
1E FL 000251 2879 
2W FL 000252 -420 
2E FL 000253 3992 
3W FL 000254 1341 
3E FI, 000255 1973 
4W FL 000256 -365 
4E FL 000257 5147 
SW FL 000258 -752 
SE FL 000259 2701 
6W FL 000260 2052 
6E FL 000261 75.6 
7W FL 000262 -311 
7E FL 000263 2677 
8W FL 000264 2203 
8E FL 000265 876 
9W FL_000266 -2913 
9E FL 000267 5795 
lOW FL 000268 -1098 
l0E FL_000269 5253 
11W FL 000270 -642 
11E FL_000271 7797 
12W FL 000272 -308 
12E (W headwaters of BC) FL,_000273 3833 
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APPENDIX A 
UCODE Input Files 
73 
### EXTRACT (.ext) FILE 
<BCSplit.xtr #opens ~S:TR (application model output) file for extract 
o R2 #observation for R2; must match *.uni file name and order 
/TP 001676/ #internal GFLOW name for R2 

































































































c 123_ 13 5_ 1.0 
+1 
o AmesWe1119 
c123 135 1.0 
+1 
o AmesWe1120 





<BCSplit.xtr #open to reset to top of file 
!LS_000072_0301/ 
o Skunk7flux 
s2 # streamflow=baseflow+overland flow 
c151_164_1.0 #baseflow extract 
c 166_ 179_ 1.0 #overland flow extract 
END 
### PREPARE (.pre) FILE 
### parameter information 
# search string/ start value/ reasonable minimum/ reasonable maximum/ perturbation/ format) log transform/ 
estimate 
# information for parameter Kmodel 
/ ! K,,,,,,,,,,, ! 5 .5 50 0.01 %g 1 1 
# information for parameter KSkunk 
/ ! KSkunk„ ! 200 50 500 0.01 %g 1 1 
# information for parameter KBC 
/ ! KBC,,,,, ! 9 5 100 0.01 %g 1 1 
#information for parameter R 




### FUNCTION (.fnc) FILE 
END 
### iTN1VERSAL (.uni) FILE 
3 #phase 
2 # differencing: for sensitivity calculations (1 forward, 2 central) 
0.005 # tol, convergence criterion based on changes in estimated parameter values 
0.0 # sosr, convergence criterion based on changes in model fit 
0 # do not apply quasi-Newton updating 
8 #maximum number of iterations 
2.0 #maximum fractional parameter change 
mrdrive # C: \Program Files\UCODE\wrdapp\ucode3.02\bin\mrdrive -path and name of inverse code 
1 #number of application models 
gfucode.bat #batch file 
1 # scale-sensitivity: (0 none; 1 dimensionless scaled; 2one-percent scaled; 3 1 and 2) 
1 # print-intermediate: (0 no print, 1 print) 
76 
0 #graph: printing graph files (0 no, 1 yes) 
10 #number of sets of normally distributed random numbers to generate 
### 
### test points 
# obs name/ obs/ stat (value of stat-flag)/ stat-flag (0 var, 1 std. dev, 2 cv)/plot symbol 
R2 1039.95 2.5 1 0 
R3 1039.79 2.5 1 0 
R4 1039.12 2.5 1 0 
R6 1040.40 2.5 1 0 
R7 1039.47 2.5 1 0 
R8 1037.51 4 1 0 
R9 1037.13 6 1 0 
R10 1039.53 2.5 1 0 
R11 1039.25 2.5 1 0 
R12 1038.97 2.5 1 0 
R13 1039.73 2 1 0 
R14 1040.19 2 1 0 
R15 1039.53 3 1 0 
R16 1041.05 2 1 0 
R17 1039.82 2 1 0 
R19 1040.81 2 1 0 
R20 1041.22 2 1 0 
R21 1040.23 2 1 0 
R22 1040.65 2 1 0 
R23 1040.92 2 1 0 
R24 1041.33 2 1 0 
R40 1037.92 3 1 0 
R41 1037.13 4.5 1 0 
S26 1044.53 6 1 0 
S27 1046.61 6 1 0 
S28 1047.74 6 1 0 
S30 1046.26 6 1 0 
S31 1046.93 6 1 0 
S32 1047.33 6 1 0 
S34 1046.20 6 1 0 
S 3 5 1046.94 6 1 0 
S36 1047.61 6 1 0 
AmesWelll8 876.00 4 1 0 
AmesWe1119 875.00 4 1 0 
AmesWe1120 873.00 4 1 0 
AmesWe1121 878.00 4 1 0 
Skunk7flux 6.78783e+006 1.431e+006 1 1 
END 
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### TEMPLATE (.tpl) FILE 
###Beginning of file--MODIFIED portion of file 



















window -62244.52 0.00 194601.18 179751.74 
quit 
inhomogeneity 
transmissivity -9999 -9999 -9999 - ! R,,,,,,,,,,, ! 2.00000E-01 IN 000059_0000 
1.528871E+03 1.797517E+OS IN_000059_0001 
0.000000E+00 8.736549E+02 IN_000059_0101 
1.321383E+OS 0.000000E+00 IN_000059_0201 
1.323567E+OS 1.795333E+OS IN_000059_0301 
transmissivity -9999 8.00000E+02 1.04300E+03 0.0000000E+00 1.00000E+00 IN_000185 0000 
2.846591E+04 9.886942E+04 IN_000185_0001 
2.764580E+04 9.629203E+04 IN_000185_0101 
2.870020E+04 9.394892E+04 IN 000185_0201 
3.162907E+04 9.711211E+04 IN_000185_0301 
transmissivity -9999 8.00000E+02 1.05200E+03 0.0000000E+00 1.00000E+00 IN 000186 0000 
3.368661E+04 1.144539E+OS IN_000186_0001 
3.122635E+04 1.129309E+OS IN_000186_0101 
3.169498E+04 1.119937E+OS IN_000186_0201 
3.286654E+04 1.118765E+OS IN_000186_0301 
3.397949E+04 1.135753E+OS IN_000186_0401 
transmissivity ! KSkunk„ ! -9999 -9.99900E+03 0.0000000E+00 1.00000E-01 IN_000231_0000 
3.608228E+04 3.239042E+03 IN_000231_0001 
3.256608E+04 1.903123E+04 IN 000231_0051 
2.793947E+04 2.094357E+04 IN_000231_0101 
2.923491E+04 2.594032E+04 IN 000231 _0151 
3.534203E+04 2.719337E+04 IN_000231_0201 
4.743291E+04 4.053730E+04 IN_000231_0351 
4.225112E+04 6.584872E+04 IN_000231_0401 
4.3 8 5502E+04 7.3 6 8 314E+04 IN_000231 _0501 
4.197772E+04 7.719705E+04 IN 000231_0526 
etc. 
transmissivity ! KBC,,,,, ! -9999 -9.99900E+03 0.0000000E+00 1.00000E-01 IN 000242_0000 
~s 
APPENDIX B 
BFI Output File 
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Input file = c: \progra~ 1 \bfi\s skunk.rdb 
File format =Web/rdb (NWIS-W) 
Base-flow output file = c:\prograN 1\bfi\sskunk.bfi 
'I~rning point output file = 
Daily base flow and total flow output file = 
Program Version =BFI 4.12 
AVAILABLE SEPARATION METHODS: 
* 1 =STANDARD Institute of Hydrology method 
(N-day avg. recession test; uses "N" and "f') 
2 =MODIFIED method 
(1-day recession constant adjusted for number of days 
between points; uses "N" and "K") 
BASE-FLOW SEPARATION PARAMETERS 
METHOD = 1 
N = 3 
f = .900000 
Base-Flow Index for gage 05470000 
USGS 05470000 South Skunk River near Ames, IA 
Calendar Base-Flow Base Flow Total Runoff ~ Day of 'I~uning Point 



























































































flow cannot be determined. 


































1949 .341 20332. 59635. 1 365 
1950 .300 24520. 81741. 1 365 
1951 .352 72053. 204447. 1 365 
1952 .526 47452. 90296. 1 366 
1953 .461 24377. 52937. 1 365 
1954 .321 43458. 135358. 1 365 
1955 .485 18411. 37979. 1 365 
1956 .360 1841. 5115. 1 366 
1957 .300 19423. 64840. 1 365 
1958 .490 41409. 84472. 1 365 
1959 .462 44542. 96452. 1 365 
1960 .414 67056. 162000. 1 366 
1961 .512 75055. 146624. 1 365 
1962 .465 91517. 196854. 1 365 
1963 .440 28076. 63755. 1 365 
1964 .403 14575. 36181. 1 366 
1965 .279 57714. 206799. 1 365 
1966 .541 45256. 83605. 1 365 
1967 .208 12588. 60583. 1 365 
1968 .293 14637. 49986. 1 366 
1969 .363 89804. 247379. 1 365 
1970 .610 43801. 71753. 1 365 
1971 .439 40521. 92403. 1 365 
1972 .439 89427. 203888. 1 366 
1973 .465 148222.. 318754. 1 365 
1974 .450 110762. 246066. 1 365 
1975 .537 98973. 184249. 1 365 
1976 .513 48449. 94424. 1 366 
1977 .400 38006. 95085. 1 365 
1978 .466 58522. 125715. 1 365 
1979 .498 110531. 222137. 1 365 
1980 .414 31066. 75037. 1 366 
1981 .270 5751. 21327. 1 365 
1982 .446 102623. 230091. 1 365 
1983 .513 176651. 344539. 1 365 
1984 .457 115258. 251957. 1 366 
1985 .540 48746. 90352. 1 365 
1986 .557 143325. 257482. 1 365 
1987 .500 80552. 161193. 1 365 
1988 .715 26267. 36759. 1 366 
1989 .420 5893. 14020. 1 365 
1990 .375 83492. 222523. 1 365 
1991 .515 142619. 276726. 1 365 
1992 .558 89948. 161165. 1 366 
1993 .482 263819. 547180. 1 365 
1994 .534 62530. 116993. 1 365 
1995 Incomplete year. Base flow cannot be determined. 
1996 Incomplete year. Base flow cannot be determined. 
1997 .592 81493. 137542. 1 365 
1998 .616 137836. 223901. 1 365 
1999 .590 101252. 171525. 1 365 
2000 .404 6418. 15869. 1 366 
2001 .440 52193. 118520. 1 357 
81 
Statistics for 73 Calendar years at gage 05470000 
STANDARD COEFFICIENT 
MEAN DEVIATION OF VARIATION 
BASE FLOW (AC-FT) 59157.1 46399.5 .784 
TOTAL RUNOFF (AC-FT) 128338.3 92692.0 .722 
BASE-FLOW INDEX .446 .094 .211 
82 
APPENDIX C 




OBS# NAME VALUE VALUE RESIDUAL 
1 R2 103 9.95 103 8.40 
2 R3 1039.79 1038.22 
3 R4 1039.12 1038.12 
4 R6 1040.40 1038.54 
5 R7 103 9.47 103 8.47 
6 R8 1037.51 1038.32 
7 R9 1037.13 1038.70 
8 R10 1039.53 1038.64 
9 R11 1039.25 1038.58 
10 R 12 103 8.97 103 8.46 
11 R13 1039.73 1038.32 
12 R14 1040.19 1038.32 
13 R15 1039.53 1038.32 
14 R16 1041.05 1038.32 
15 R17 1039.82 1038.41 
16 R 19 1040.81 103 8.47 
17 R20 1041.22 103 8.49 
18 R21 1040.23 103 8.50 
19 R22 1040.65 1038.57 
20 R23 1040.92 1038.59 
21 R24 1041.33 1038.62 
22 R40 1037.92 1038.54 
23 R41 1037.13 1038.63 
24 S26 1044.53 1047.91 
25 S27 1046.61 1047.85 
26 S28 1047.74 1047.74 
27 S30 1046.26 1047.94 
28 S31 1046.93 1047.88 
29 S32 1047.33 1047.78 
30 S34 1046.20 1047.97 
31 S35 1046.94 1047.92 
32 S36 1047.61 1047.83 
33 AmesWelll8 876.000 873.445 
34 AmesWelll9 875.000 873.455 
35 AmesWe1120 873.000 873.887 
36 AmesWell21 878.000 872.406 
37 Skunk7flux 6.787830E+06 6.711353E+06 
STATISTICS FOR THESE RESIDUALS 
MAXIMUM WEIGHTED RESIDUAL : 0.140E+01 OBS# 
MINIMUM WEIGHTED RESIDUAL : -0.563E+00 OBS# 
AVERAGE WEIGHTED RESIDUAL : 0.383E+00 
# RESIDUALS >= 0. : 23 
# RESIDUALS < 0. 14 
























































































































UCODE Output Files 
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UCODE VERSION 3.02 (OCTOBER 2000) 
Documented in: USGS WRI98-4080 
by Eileen P. Poeter and Mary C. Hill 
UPDATES can be obtained from http:/lwater.usgs.gov! 
OR from http://www.mines.edu/igwmc/freeware/ucode 
ECHO OF INPUT 
DOS or MS-Windows PLATFORM 
PHASE SELECTED 22 
REGRESSION CONTROLS: 
SENSITIVITY DIr'r'ERENCING (1=FORWARD, 2= CENTRAL). 2 
PARAMETER ESTIMATION CONVERGES WHEN EITI~R OF THE 
FOLLOWING IS 5ATISr'IED: 
i) MAXIMUM r,KACTIONAL PARAMETER CHANGE IS LESS THAN 0.005 
2) SUM-OF-SQUARED WEIGHTED RESIDUALS DIN'r'ERS OVER 
TH12EE ITERATIONS BY LESS THAN A FACTOR OF: 0.0 
IF TI-IE PARAMETER CHANGE VECTOR DIVERGES BY GREATER THAN 85 
DEGREES FROM TIC DOWN GRADIENT DIRECTION 
TI-IE MARQUARDT PARAMETER WILL BE USED 
THE MARQUARDT FACTOR WILL BE  1.5 
TIC MARQUARDT INCREMENT WILL BE 0.001 
OPTIONAL QUASI-NEWTON UPDATING (0= NO 1=YES)   0 
MAXIMUM NUMBER OF PARAMETER ITERATIONS BEFORE TERMINATION 8 
MAXIMUM ALLOWABLE N'KACTIONAL PARAMETER CHANGE 2.0 
NAME OF INVERSION ALGORITHM IS mrdrive 
NUMBER OF APPLICATION CODES TO RUN IS  1 
CODE NAME gfucode.bat 
PRINTING CONTROLS: 
SENSITIVITY SCALING (0=N0-SCALING 1=DIMENSIONLESS 2=1 % 3= 1 &2) . 1 
INTERMEDIATE PRINTING (O=NONE, 1=PRINT) 1 
PRODUCE GRAPHING AND POSTPROCESSING N'1LES (0=N0, 1=YES) 0 
# OF RESIDUAL SETS FOR EVALUATION OF APPARENT NON-RANDOMNESS ... 10 
OBSERVATION INFOPIVIATION: 
NUMBER OF OBSERVATIONS = 37 
OBS# OBSERVATION ID VALUE STAT STAT SQRT PLOT 
TYPE WEIGHT SYMBOL 
1 R2 1039.95 2.5 STD 0.4 0 
86 
2 R3 1039.79 2.5 STD 0.4 0 
3 R4 1039.12 2.5 STD 0.4 0 
4 R6 1040.4 2.5 STD 0.4 0 
5 R7 1039.47 2.5 STD 0.4 0 
6 R8 103 7.51 4 STD 0.25 0 
7 R9 1037.13 6 STD 0.1667 0 
8 R10 1039.53 2.5 STD 0.4 0 
9 R11 1039.25 2.5 STD 0.4 0 
10 R12 1038.97 2.5 STD 0.4 0 
11 R13 1039.73 2 STD 0.5 0 
12 R14 1040.19 2 STD 0.5 0 
13 R15 1039.53 3 STD 0.3333 0 
14 R16 1041.05 2 STD 0.5 0 
15 R17 1039.82 2 STD 0.5 0 
16 R19 1040.81 2 STD 0.5 0 
17 R20 1041.22 2 STD 0.5 0 
18 R21 1040.23 2 STD 0.5 0 
19 R22 1040.65 2 STD 0.5 0 
20 R23 1040.92 2 STD 0.5 0 
21 R24 1041.33 2 STD 0.5 0 
22 R40 1037.92 3 STD 0.3333 0 
23 R41 103 7.13 4.5 STD 0.2222 0 
24 S26 1044.53 6 STD 0.1667 0 
25 S27 1046.61 6 STD 0.1667 0 
26 S28 1047.74 6 STD 0.1667 0 
27 S30 1046.26 6 STD 0.1667 0 
28 S31 1046.93 6 STD 0.1667 0 
29 S32 1047.33 6 STD 0.1667 0 
30 S34 1046.2 6 STD 0.1667 0 
31 S35 1046.94 6 STD 0.1667 0 
32 S36 1047.61 6 STD 0.1667 0 
33 AmesWelll8 876 4 STD 0.25 0 
34 AmesWe1119 875 4 STD 0.25 0 
35 AmesWe1120 873 4 STD 0.25 0 
36 AmesWel121 878 4 STD 0.25 0 
37 Skunk7flux 6.78783e+006 1.431e+006 STD 6.988e-007 1 
PARAMETER INFOFIVIATION: 
INITIAL INFORMATION FOR 4 PARAMETERS 
PARAMETER INITIAL REASONABLE REASONABLE PERTURBATION LOG ESTIMATE 
NAME VALUE MINIMUM MAXIMUM FRACTIONAL TRANS FLAG 
AMOUNT FLAG 
K 5 0.5 50 0.01 YES YES 
KSkunk 200 50 500 0.01 YES YES 
KBC 9 5 100 0.01 YES YES 
R 0.00073 0.0003 0.0015 0.01 YES YES 
FUNCTION INFORMATION: 
87 
NO FUNCTIONS WILL BE USED TO MANIPULATE PARAMETERS 
TEMPLATE PARAMETER INFOT.MATION: 
Analyzing Parameter IDs in file: {BCSplit.tpl} 
{ 4 } lines out of { 1665 } include Parameter IDs for substitution 
the last line with a substitution is {74} 
Parameter ID: { ! K,,,,,,,,,,, ! }occurs: { 1 }times in the template file 
Parameter ID: { !R,,,,,,,,,,, ! } occurs: { 1 }times in the template file 
Parameter ID: { ! KSkunk„ ! }occurs: { 1 }times in the template file 
Parameter ID: { ! KBC,,,,, ! }occurs: { 1 }times in the template file 
EXECUTING MRDRIVE VERSION 3.02 (OCT 2000) 
OBSERVATIONS 
OBSERVATION MEASURED SIMULATED WEIGHTED 






























1039.95 1038.40 1.548 0.400 0.6192 
1039.79 1038.22 1.569 0.400 0.6276 
103 9.12 103 8.12 1.004 0.400 0.4016 
1040.40 1038.54 1.860 0.400 0.7440 
1039.47 1038.47 0.9979 0.400 0.3992 
1037.51 1038.32 -0.8060 0.250 -0.2015 
1037.13 1038.70 -1.571 0.167 -0.2618 
1039.53 1038.64 0.8950 0.400 0.3580 
1039.25 1038.58 0.6730 0.400 0.2692 
1038.97 1038.46 0.5070 0.400 0.2028 
1039.73 1038.32 1.412 0.500 0.7060 
1040.19 1038.32 1.869 0.500 0.9344 
1039.53 1038.32 1.207 0.333 0.4023 
1041.05 1038.32 2.725 0.500 1.363 
1039.82 1038.41 1.412 0.500 0.7060 
1040.81 1038.47 2.344 0.500 1.172 
1041.22 1038.49 2.725 0.500 1.362 
1040.23 1038.50 1.727 0.500 0.8635 
1040.65 1038.57 2.078 0.500 1.039 
1040.92 1038.59 2.331 0.500 1.166 
1041.33 1038.62 2.706 0.500 1.353 
1037.92 1038.54 -0.6229 0.3 3 3 -0.2076 
1037.13 1038.63 -1.503 0.222 -0.3340 
1044.53 1047.91 -3.376 0.167 -0.5627 
1046.61 1047.85 -1.239 0.167 -0.2065 
1047.74 1047.74 -1.9531E-030.167 -3.2552E-04 
1046.26 1047.94 -1.675 0.167 -0.2792 
1046.93 1047.88 -0.9509 0.167 -0.1585 
1047.33 1047.78 -0.4520 0.167 -7.5338E-02 
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30 S34 1046.20 1047.97 -1.770 0.167 -0.2950 
31 S35 1046.94 1047.92 -0.9790 0.167 -0.1632 
32 S36 1047.61 1047.83 -0.2180 0.167 -3.6336E-02 
33 AmesWel118 876.000 873.445 2.555 0.250 0.6387 
34 AmesWelll9 875.000 873.455 1.545 0.250 0.3863 
35 AmesWe1120 873.000 873.887 -0.8866 0.250 -0.2216 
36 AmesWell21 878.000 872.406 5.594 0.250 1.399 
37 Skunk7flux 6.787830E+06 6.711353E+06 7.6477E+046.988E-07 5.3443E-02 
STATISTICS FOR THESE RESIDUALS 
MAXIMCTM WEIGHTED RESIDUAL : 0.140E+01 OBS# 
MINIMUM WEIGHTED RESIDUAL : -0.563E+00 OBS# 
AVERAGE WEIGHTED RESIDUAL : 0.383E+00 
# RESIDUALS >= 0. : 23 
# RESIDUALS < 0. 14 
NUMBER OF RUNS 7 IN 37 OBSERVATIONS 
36 AmesWe1121 
24 S26 
SUM OF SQUARED WEIGH'1'ED RESIDUALS 17.438 
SUM OF SQUARED WEIGHTED RESIDUALS (WITH PRIOR) 17.438 
STATISTICS FOR ALL RESIDUALS 
AVERAGE WEIGHTED RESIDUAL : 0.383E+00 
# RESIDUALS >= 0. : 23 
# RESIDUALS < 0. 14 
NUMBER OF RUNS 7 IN 37 OBSERVATIONS 
INTERPRETTING TIC CALCULATED RUNS STATISTIC VALUE OF -3.87 
NOTE: TI-IE FOLLOWING APPLIES ONLY IF 
# RESIDUALS >= 0. IS > 10 AND 
# RESIDUALS < 0. IS > 10 
THE NEGATIVE VALUE MAY INDICATE TOO FEW RUNS: 
IF THE VALUE IS < -1.28 ,THERE IS < 10% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1.645, THERE IS < 5% CHANCE TIC VALUES ARE RANDOM, 
IF THE VALUE IS < -1.96 ,THERE IS < 2.5% CHANCE THE VALUES ARE RANDOM 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER VALUE*(wt**.5)) 
PARAMETER #: 1 2 3 4 
PARAMETER ID: K KSkunk KBC R 
OBS# OBS ID 
1 R2 -1.03E+03 -3.79E+03 -2.36E+01 -4.30E+03 












-1.03E+03 -3.79E+03 -2.35E+01 -4.30E+03 
-1.03E+03 -3.78E+03 -2.36E+01 -4.29E+03 
-1.03E+03 -3.79E+03 -2.36E+01 -4.29E+03 
-6.45E+02 -2.37E+03 -1.47E+01 -2.69E+03 
-4.29E+02 -1.58E+03 -9.81E+00 -1.79E+03 
-1.03E+03 -3.78E+03 -2.36E+01 -4.29E+03 
-1.03E+03 -3.78E+03 -2.36E+01 -4.29E+03 
-1.03E+03 -3.79E+03 -2.35E+01 -4.30E+03 
-1.29E+03 -4.74E+03 -2.96E+01 -5.38E+03 
-1.29E+03 -4.74E+03 -2.96E+01 -5.38E+03 



















-1.29E+03 -4.74E+03 -2.97E+01 -5.38E+03 
-1.29E+03 -4.74E+03 -2.96E+01 -5.38E+03 
-1.29E+03 -4.74E+03 -2.97E+01 -5.38E+03 
-1.29E+03 -4.74E+03 -2.98E+01 -5.38E+03 
-1.29E+03 -4.74E+03 -2.97E+01 -5.38E+03 
-1.29E+03 -4.74E+03 -2.97E+01 -5.38E+03 
-1.29E+03 -4.73E+03 -2.98E+01 -5.38E+03 
-1.29E+03 -4.74E+03 -2.98E+01 -5.38E+03 
-8.59E+02 -3.15E+03 -1.96E+01 -3.58E+03 
-5.73E+02 -2.10E+03 -1.31 E+01 -2.3 8E+03 
-4.10E+02 -1.51E+03 -9.57E+00 -1.71E+03 
-4.11E+02 -1.51E+03 -9.60E+00 -1.71E+03 
-4.11 E+02 -1.51E+03 -9.57E+00 -1.71E+03 
-4.10E+02 -1.51E+03 -9.60E+00 -1.71E+03 
-4.10E+02 -1.51E+03 -9.60E+00 -1.71E+03 
-4.11E+02 -1.51E+03 -9.60E+00 -1.71E+03 
-4.10E+02 -1.51E+03 -9.61E+00 -1.71E+03 
31 S35 -4.10E+02 -1.51E+03 -9.61E+00 -1.71E+03 
32 S36 -4.11E+02 -1.51E+03 -9.61E+00 -1.71E+03 
33 AmesWelll8 -5.65E+01 -2.04E+02 3.17E-01 -2.39E+02 
34 AmesWell l9 -5.65E+01 -2.04E+02 3.18E-01 -2.40E+02 
35 AmesWe1120 -5.62E+01 -2.04E+02 3.15E-01 -2.38E+02 
36 AmesWe1121 -5.71E+01 -2.05E+02 3.22E-01 -2.42E+02 
37 Skunk7flux 1.12E+01 4.35E+01 1.77E-02 2.64E+01 
COMPOSITE SCALED SENSITIVITIES = 
( (SUM OF THE SQUARED SENSITIVITIES) / (# of OBSERVATIONS) )**.5 
PARAMETER #: 1 2 3 4 
PARAMETER ID: K KSkunk KBC R 
887. 3.256E+03 20.4 3.695E+03 
COVARIANCE MAT. 
1 2 3 4 
1 3.3858E-OS -1.1713E-OS -4.5239E-04 1.4212E-OS 
2 -1.1713E-OS 2.7363E-OS -4.1826E-04 1.2661E-OS 
3 -4.5239E-04 -4.1826E-04 8.0912E-02 4.7490E-04 
4 1.4212E-OS 1.2661E-OS 4.7490E-04 3.9143E-OS 
PARAMETER SUMMARY 
PARAMETER VALUES IN "REGRESSION" SPACE --- LOG TRANSFOFIVIED AS APPLICABLE 
PARAMETER #: 1 2 3 4 
PARAMETER ID: K KSkunk KBC R 
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* = LOG TRNS: 
UPPER 95% C.I. 7.04E-01 2.31E+00 1.21E+00 -3.13E+00 
FINAL VALUES 6.99E-01 2.30E+00 9.54E-01 -3.14E+00 
LOWER 95% C.I. 6.94E-01 2.30E+00 7.03E-01 -3.14E+00 
STD. DEV. 2.53E-03 2.27E-03 1.24E-01 2.72E-03 
COEF. OF VAR. 
* if value=0 3.62E-03 9.87E-04 1.29E-01 8.66E-04 
PHYSICAL PARAMETER VALUES --- EXP10 OF LOG TRANSFORMED PARAMETERS 
PARAMETER #: 1 2 3 4 
PARAMETER ID: K KSkunk KBC R 
* = LOG TRNS: 
UPPER 9 5 % C.I. 5.06E+00 2.02E+02 1.61E+01 7.3 9E-04 
FINAL VALUES 5.00E+00 2.00E+02 9.00E+00 7.30E-04 
LOWER 95% C.I. 4.94E+00 1.98E+02 5.04E+00 7.21E-04 
REASONABLE 
UPPER LIMIT 5.00E+01 5.00E+02 1.00E+02 1.50E-03 
REASONABLE 
LOWER LIMIT 5.00E-01 5.00E+01 5.00E+00 3.00E-04 
ESTIMATE ABOVE (1) 
BELOW(-1)LIMITS 0 0 0 0 
ENTIRE CONF. INT. 
ABOVE(1)BELOW(-1) 0 0 0 0 
CORRELATION MAT. 
1 2 3 4 
1 1.000 -0.3848 -0.2733 0.3904 
2 -0.3848 1.000 -0.2811 0.3869 
3 -0.2733 -0.2811 1.000 0.2669 
4 0.3904 0.3869 0.2669 1.000 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS 
PARAMETER # ID # ID CORRELATION 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS 
PARAMETER # ID # ID CORRELATION 
TIC CORRELATION OF THE FOLLOWING PARAMETER PAIRS 
PARAMETER # ID # ID CORRELATION 
>_ .95 
IS BETWEEN .90 AND .95 
IS BETWEEN .85 AND .90 
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LEAST-SQUARES OBJ FUNC (DEP.VAR. ONLY)- = 17.438 
LEAST-SQUARES OBJ FUNC (W/PARAMETERS)-- = 17.438 
CALCULATED ERROR VARIANCE = 0.52842 
STANDARD ERROR OF TIC REGRESSION = 0.72693 
CORRELATION COEFFICIENT = 1.0000 
WlPARAMETERS = 1.0000 
ITERATIONS = 1 
MAX LIKE OBJ FUNC = 199.41 
AIC STATISTIC---- = 207.41 
BIC STATISTIC---- = 213.86 
HANNAN STATISTIC- = 209.68 
ORDERED DEPENDENT-VARIABLE WEIGHTED RESIDUALS 
NUMBER OF RESIDUALS INCLUDED: 37 
-0.563 -0.334 -0.295 -0.279 -0.262 -0.222 
-0.208 -0.207 -0.202 -0.163 -0.158 -0.753E-01 
-0.363E-01 -0.326E-03 0.534E-01 0.203 0.269 0.358 
0.386 0.399 0.402 0.402 0.619 0.628 
0.639 0.706 0.706 0.744 0.863 0.934 
1.04 1.17 1.17 1.35 1.36 1.36 
1.40 
CORRELATION BETWEEN ORDERED WEIGHTED RESIDUALS 
AND NORMAL ORDER STATISTICS = 0.942 
(CALCULATED USING EQ.38 OF HILL,1992 OR EQ.23 OF HILL,1998) 
COl~~IMENTS ON TIC INTERPRETATION OF THE CORRELATION BETWEEN 
WEIGHTED RESIDUALS AND NORMAL ORDER STATISTICS: 
The critical value for correlation at the 5% significance level is 0.944 
IF the reported CORRELATION is GREATER than the 5% critical value, ACCEPT 
the hypothesis that the weighted residuals are INDEPENDENT AND NORS~IAI,LY 
DISTRIBUTED at the 5% significance level. The probability that this 
conclusion is wrong is less than 5%. 
IF the reported correlation IS LESS THAN the 5% critical value REJECT the, 
hypothesis that the weighted residuals are INDEPENDENT AND NORMALLY 
DISTRIBUTED at the 5% significance level. 
The analysis can also be done using the 10% significance level. 
The associated critical value is 0.953 
END OF PHASE 22, 
CHECK THAT EXECUTION WAS SUCCESSFUL, 
IF so NOTE: 
THESE STATISTICS ARE PRINTED FOR TIC INrTIAL PARAMETER VALUES. 
AF i'ER REVIEWING TI-IESE VALUES, CONSIDER POSSIBLE RE-PARAMETEFJZATION. 
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UCODE VERSION 3.02 (OCTOBER 2000) 
Documented in: USGS WRI98-4080 
by Eileen P. Poeter and Mary C. Hill 
UPDATES can be obtained from http://water.usgs.gov/ 
OR from http://www.mines.edu/igwmc/freeware/ucode 
ECHO OF INPUT 
DOS or MS-Windows PLATFORM 
PHASE SELECTED 3 
REGRESSION CONTROLS: 
SENSITIVITY DIN,r'ERENCING (1=FORWARD, 2= CENTRAL) 2 
PARAMETER ESTIMATION CONVERGES WHEN EITI-IER OF TIC 
FOLLOWING IS SATISN'IED: 
1) MAXIMUM FRACTIONAL PARAMETER CHANGE IS LESS THAN 0.005 
2) SUM-OF-SQUARED WEIGHTED RESIDUALS DIN'r'ERS OVER 
THREE ITERATIONS BY LESS THAN A FACTOR OF: 0.0 
IF TI-~ PARAMETER CHANGE VECTOR DIVERGES BY GREATER THAN 85 
DEGREES FROM THE DOWN GRADIENT DIRECTION 
TI-IE MARQUARDT PARAMETER WILL BE USED 
THE MARQUARDT FACTOR WILL BE  1.5 
T'HE MARQUARDT INCREMENT WILL BE 0.001 
OPTIONAL QUASI-NEWTON UPDATING (0= NO 1=YES) 0 
MAXIMUM NUMBER OF PARAMETER ITERATIONS BEFORE TERMINATION 8 
MAXIMUM ALLOWABLE r'~ZACTIONAL PARAMETER CHANGE 2.0 
NAME OF INVERSION ALGORITHM IS mrdrive 
NUMBER OF APPLICATION CODES TO RUN IS 1 
CODE NAME gfucode.bat 
PRINTING CONTROLS: 
SENSITIVITY SCALING (0=N0-SCALING 1=DIMENSIONLESS 2=1 % 3= 1 &2) . 1 
INTE~DIATE PRINTING (O=NONE, 1=PRINT) 1 
PRODUCE GRAPHING AND POSTPROCESSING FILES (0=N0, 1=YES) 0 
# OF RESIDUAL SETS FOR EVALUATION OF APPARENT NON-RANDOMNESS ... 10 
OBSERVATION INFORMATION: 
NUMBER OF OBSERVATIONS = 37 
OBS# OBSERVATION ID VALUE STAT STAT SQRT PLOT 
TYPE WEIGHT SYMBOL 
1 R2 1039.95 2.5 STD 0.4 0 
2 R3 1039.79 2.5 STD 0.4 0 
3 R4 1039.12 2.5 STD 0.4 0 
4 R6 1040.4 2.5 STD 0.4 0 
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5 R7 1039.47 2.5 STD 0.4 0 
6 R8 1037.51 4 STD 0.25 0 
7 R9 1037.13 6 STD 0.1667 0 
8 R10 1039.53 2.5 STD 0.4 0 
9 R11 1039.25 2.5 STD 0.4 0 
10 R12 1038.97 2.5 STD 0.4 0 
11 R13 1039.73 2 STD 0.5 0 
12 R14 1040.19 2 STD 0.5 0 
13 R15 1039.53 3 STD 0.3333 0 
14 R16 1041.05 2 STD 0.5 0 
15 R17 1039.82 2 STD 0.5 0 
16 R19 1040.81 2 STD 0.5 0 
17 R20 1041.22 2 STD 0.5 0 
18 R21 1040.23 2 STD 0.5 0 
19 R22 1040.65 2 STD 0.5 0 
20 R23 1040.92 2 STD 0.5 0 
21 R24 1041.33 2 STD 0.5 0 
22 R40 1037.92 3 STD 0.3333 0 
23 R41 103 7.13 4.5 STD 0.2222 0 
24 S26 1044.53 6 STD 0.1667 0 
25 S27 1046.61 6 STD 0.1667 0 
26 S28 1047.74 6 STD 0.1667 0 
27 S30 1046.26 6 STD 0.1667 0 
28 S31 1046.93 6 STD 0.1667 0 
29 S32 1047.33 6 STD 0.1667 0 
30 S34 1046.2 6 STD 0.1667 0 
31 S35 1046.94 6 STD 0.1667 0 
32 S36 1047.61 6 STD 0.1667 0 
33 AmesWe1118 876 4 STD 0.25 0 
34 AmesWe1119 875 4 STD 0.25 0 
35 AmesWe1120 873 4 STD 0.25 0 
36 AmesWe1121 878 4 STD 0.25 0 
37 Skunk7flux 6.78783e+006 1.431e+006 STD 6.988e-007 1 
PARAMETER INFOF:MATION: 
INITIAL INFOI~IVIATION FOR 3 PARAMETERS 
PARAMETER INITIAL REASONABLE REASONABLE PERTURBATION LOG ESTIMATE 
NAME VALUE MINIMUM MAXIMUM FRACTIONAL TRANS FLAG 
AMOUNT FLAG 
K 5 0.5 50 0.01 YES YES 
KSkunk 200 50 500 0.01 YES YES 
R 0.00073 0.0003 0.0015 0.01 YES YES 
FUNCTION INFOFIVIATION: 
NO FUNCTIONS WILL BE USED TO MANIPULATE PARAMETERS 
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TEMPLATE PARAMETER INFOI~:MATION: 
Analyzing Parameter IDs in file: {BCSplit.tpl} 
{3 }lines out of { 1665 } include Parameter IDs for substitution 
the last line with a substitution is { 39 } 
Parameter ID: { ! K,,,,,,,,,,, ! }occurs: { 1 }times in the template file 
Parameter ID: { !R,,,,,,,,,,, ! }occurs: { 1 }times in the template file 
Parameter ID: { ! KSkunk„ ! }occurs: { 1 }times in the template file 
EXECUTING MRDRIVE VERSION 3.02 (OCT 2000) 
OBSERVATIONS 
OBSERVATION MEASURED SIMULATED WEIGHTED 
OBS# NAME VALUE VALUE RESIDUAL WEIGHT**.5 RESIDUAL 
1 R2 1039.95 1038.40 1.548 0.400 0.6192 
2 R3 1039.79 1038.22 1.569 0.400 0.6276 
3 R4 103 9.12 103 8.12 1.004 0.400 0.4016 
4 R6 1040.40 1038.54 1.860 0.400 0.7440 
5 R7 1039.47 1038.47 0.9979 0.400 0.3992 
6 R8 1037.51 1038.32 -0.8060 0.250 -0.2015 
7 R9 1037.13 1038.70 -1.571 0.167 -0.2618 
8 R10 1039.53 1038.64 0.8950 0.400 0.3580 
9 R11 1039.25 1038.58 0.6730 0.400 0.2692 
10 R12 1038.97 1038.46 0.5070 0.400 0.2028 
11 R13 1039.73 1038.32 1.412 0.500 0.7060 
12 R14 1040.19 1038.32 1.869 0.500 0.9344 
13 R15 1039.53 1038.32 1.207 0.333 0.4023 
14 R16 1041.05 1038.32 2.725 0.500 1.363 
15 R17 1039.82 1038.41 1.412 0.500 0.7060 
16 R19 1040.81 1038.47 2.344 0.500 1.172 
17 R20 1041.22 1038.49 2.725 0.500 1.362 
18 R21 1040.23 1038.50 1.727 0.500 0.8635 
19 R22 1040.65 1038.57 2.078 0.500 1.039 
20 R23 1040.92 1038.59 2.331 0.500 1.166 
21 R24 1041.33 1038.62 2.706 0.500 1.353 
22 R40 1037.92 1038.54 -0.6229 0.333 -0.2076 
23 R41 1037.13 1038.63 -1.503 0.222 -0.3340 
24 S26 1044.53 1047.91 -3.376 0.167 -0.5627 
25 S27 1046.61 1047.85 -1.239 0.167 -0.2065 
26 S28 1047.74 1047.74 -1.9531E-030.167 -3.2552E-04 
27 S30 1046.26 1047.94 -1.675 0.167 -0.2792 
28 S31 1046.93 1047.88 -0.9509 0.167 -0.1585 
29 S32 1047.33 1047.78 -0.4520 0.167 -7.5338E-02 
30 S34 1046.20 1047.97 -1.770 0.167 -0.2950 
31 S35 1046.94 1047.92 -0.9790 0.167 -0.1632 
32 S36 1047.61 1047.83 -0.2180 0.167 -3.6336E-02 
33 AmesWe1118 876.000 873.445 2.555 0.250 0.6387 
34 AmesWelll9 875.000 873.455 1.545 0.250 0.3863 
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35 AmesWe1120 873.000 873.887 -0.8866 0.250 -0.2216 
36 AmesWell21 878.000 872.406 5.594 0.250 1.399 
37 Skunk7flux 6.787830E+06 6.711353E+06 7.6477E+046.988E-07 5.3443E-02 
STATISTICS FOR THESE RESIDUALS 
MAXIMUM WEIGHTED RESIDUAL : 0.140E+01 OBS# 
MINIMUM WEIGHTED RESIDUAL : -0.563E+00 OBS# 
AVERAGE WEIGHTED RESIDUAL : 0.383E+00 
# RESIDUALS >= 0. : 23 
# RESIDUALS < 0. 14 
NUMBER OF RUNS 7 IN 37 OBSERVATIONS 
36 AmesWe1121 
24 S26 
SUM OF SQUARED WEIGHTED RESIDUALS 17.438 
SUM OF SQUARED WEIGHTED RESIDUALS (WITH PRIOR) 17.438 
STATISTICS FOR ALL RESIDUALS 
AVERAGE WEIGHTED RESIDUAL : 0.383E+00 
# RESIDUALS >= 0. : 23 
# RESIDUALS < 0. 14 
NUMBER OF RUNS 7 IN 37 OBSERVATIONS 
INTERPRETTING TIC CALCULATED RUNS STATISTIC VALUE OF -3.87 
NOTE: TIC FOLLOWING APPLIES ONLY IF 
# RESIDUALS >= 0. IS > 10 AND 
# RESIDUALS < 0. IS > 10 
TIC NEGATIVE VALUE MAY INDICATE TOO FEW RUNS: 
IF THE VALUE IS < -1.28 ,THERE IS < 10% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1.645, THERE IS < 5% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1.96 ,THERE IS < 2.5% CHANCE THE VALUES ARE RANDOM 
******************************************************************************** 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER VALUE*(wt**.5)) 
PARAMETER #: 1 2 3 
PARAMETER ID: K KSkunk R 
OBS# OBS ID 
1 R2 -1.03E+03 -3.79E+03 -4.30E+03 
















-1.03E+03 -3.79E+03 -4.30E+03 
-1.03E+03 -3.78E+03 -4.29E+03 
-1.03E+03 -3.79E+03 -4.29E+03 
-6.45E+02 -2.37E+03 -2.69E+03 
-4.29E+02 -1.58E+03 -1.79E+03 
-1.03E+03 -3.78E+03 -4.29E+03 
-1.03E+03 -3.78E+03 -4.29E+03 
-1.03E+03 -3.79E+03 -4.30E+03 
-1.29E+03 -4.74E+03 -5.38E+03 
-1.29E+03 -4.74E+03 -5.38E+03 
-8.61E+02 -3.16E+03 -3.59E+03 
-1.29E+03 -4.74E+03 -5.38E+03 
-1.29E+03 -4.74E+03 -5.38E+03 
-1.29E+03 -4.74E+03 -5.3 8E+03 
-1.29E+03 -4.74E+03 -5.38E+03 
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18 R21 -1.29E+03 -4.74E+03 - 5.3 8 E+03 
19 R22 -1.29E+03 -4.74E+03 -5.38E+03 
20 R23 -1.29E+03 -4.73E+03 -5.38E+03 
21 R24 -1.29E+03 -4.74E+03 -5.38E+03 
22 R40 -8.59E+02 -3.15E+03 -3.58E+03 
23 R41 -5.73E+02 -2.10E+03 -2.38E+03 
24 S26 -4.10E+02 -1.51E+03 -1.71E+03 
25 S27 -4.11E+02 -1.51E+03 -1.71E+03 
26 S28 -4.11E+02 -1.51E+03 -1.71E+03 
27 S30 -4.10E+02 -1.51E+03 -1.71E+03 
28 S31 -4.10E+02 -1.51E+03 -1.71E+03 
29 S32 -4.11E+02 -1.51E+03 -1.71E+03 
30 S34 -4.10E+02 -1.51E+03 -1.71E+03 
31 S35 -4.10E+02 -1.51E+03 -1.71E+03 
32 S36 -4.11E+02 -1.51E+03 -1.71E+03 
33 AmesWelll8 -5.65E+01 -2.04E+02 -2.39E+02 
34 AmesWe1119 -5.65E+01 -2.04E+02 -2.40E+02 
35 AmesWe1120 -5.62E+01 -2.04E+02 -2.38E+02 
36 AmesWel121 -5.71E+01 -2.05E+02 -2.42E+02 
37 Skunk7flux 1.12E+01 4.35E+01 2.64E+01 
COMPOSITE SCALED SENSITIVITIES = 
( (SUM OF TIC SQUARED SENSITIVITIES) / (# of OBSERVATIONS) )**.5 
PARAMETER #: 1 2 3 
PARAMETER ID: K KSkunk R 
887. 3.256E+03 3.695E+03 
888. 
ITERATION NO. = 1 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE 
MARQUARDT PARAMETER = 0.10000E-02 
MAX. FRACTIONAL PAR. CHANGE = 0.70168E-03 
MAX. FRAC. CHANGE OCCI:fRRED FOR PAR.# 3, R 
UPDATED ESTIMATES OF REGRESSION PARAMETERS 
K KSkunk R 
4.9985 200.00 7.30512E-04 
PARAMETER ESTIMATION CONVERGED BY SATISFYING PARAMETER TOLERANCE CRITERIA 
PARAMETER ESTIMATION CONVERGED 
THE FOLLOWING RESIDUALS AND STATISTICS 
ARE CALCULATED AT THE FINAL PARAMETER VALUES USING CEl~fTRAL DIFFERENCES 
OBSERVATIONS 
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OBSERVATION MEASURED SIMULATED WEIGHTED 
OBS# NAME VALUE VALUE RESIDUAL WEIGHT**.5 RESIDUAL 
1 R2 1039.95 1072.95 -33.00 0.400 -13.20 
2 R3 1039.79 1072.80 -33.01 0.400 -13.20 
3 R4 1039.12 1072.71 -33.59 0.400 -13.44 
4 R6 1040.40 1073.06 -32.66 0.400 -13.07 
5 R7 1039.47 1073.01 -33.54 0.400 -13.41 
6 R8 1037.51 1072.88 -35.37 0.250 -8.842 
7 R9 1037.13 1073.20 -36.07 0.167 -6.011 
8 R10 1039.53 1073.14 -33.61 0.400 -13.44 
9 R11 1039.25 1073.09 -33.84 0.400 -13.54 
10 R12 1038.97 1073.00 -34.03 0.400 -13.61 
11 R13 1039.73 1072.90 -33.17 0.500 -16.58 
12 R14 1040.19 1072.91 -32.72 0.500 -16.36 
13 R15 1039.53 1072.91 -33.38 0.333 -11.13 
14 R16 1041.05 1072.92 -31.87 0.500 -15.93 
15 R17 1039.82 1072.98 -33.16 0.500 -16.58 
16 R19 1040.81 1073.04 -32.23 0.500 -16.11 
17 R20 1041.22 1073.07 -31.8 5 0.500 -15.92 
18 R21 1040.23 1073.06 -32.83 0.500 -16.42 
19 R22 1040.65 1073.13 -32.48 0.500 -16.24 
20 R23 1040.92 1073.14 -32.22 0.500 -16.11 
21 R24 1041.33 1073.18 -31.85 0.500 -15.92 
22 R40 1037.92 1073.06 -35.14 0.333 -11.71 
23 R41 1037.13 1073.14 -36.01 0.222 -8.002 
24 S26 1044.53 1080.94 -36.41 0.167 -6.068 
25 S27 1046.61 1080.89 -34.28 0.167 -5.713 
26 S28 1047.74 1080.80 -33.06 0.167 -5.509 
27 S30 1046.26 1080.96 -34.70 0.167 -5.784 
28 S31 1046.93 1080.92 -33.99 0.167 -5.665 
29 S32 1047.33 1080.83 -33.50 0.167 -5.584 
30 S34 1046.20 1081.00 -34.80 0.167 -5.799 
31 S35 1046.94 1080.95 -34.01 0.167 -5.669 
32 S36 1047.61 1080.88 -33.27 0.167 -5.544 
33 AmesWelll8 876.000 876.450 -0.4503 0.250 -0.1126 
34 AmesWe1119 875.000 876.466 -1.466 0.250 -0.3665 
35 AmesWe1120 873.000 876.878 -3.878 0.250 -0.9694 
36 AmesWell21 878.000 875.448 2.552 0.250 0.6380 
37 Skunk7flux 6.787830E+06 6.535463E+06 2.5237E+056.988E-07 0.1764 
STATISTICS FOR TI-~SE RESIDUALS 
MAXIMUM WEIGHTED RESIDUAL : 0.638E+00 OBS# 
MINIMCJM WEIGHTED RESIDUAL : -0.166E+02 OBS# 
AVERAGE WEIGHTED RESIDUAL : -0.991E+01 
# RESIDUALS >= 0. : 2 
# RESIDUALS < 0. 35 
NUMBER OF RUNS 2 IN 37 OBSERVATIONS 
36 AmesWell21 
11 R13 
SUM OF SQUARED WEIGHTED RESIDUALS 4793.9 
SUM OF SQUARED WEIGHTED RESIDUALS (WITH PRIOR) 4793.9 
STATISTICS FOR ALL RESIDUALS 
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AVERAGE WEIGHTED RESIDUAL : -0.991E+01 
# RESIDUALS >= 0. : 2 
# RESIDUALS < 0. 35 
NUMBER OF RUNS 2 IN 37 OBSERVATIONS 
INTERPRETTING TIC CALCULATED RUNS STATISTIC VALUE OF -4.22 
NOTE: TI-IE FOLLOWING APPLIES ONLY IF 
# RESIDUALS >= 0. IS > 10 AND 
# RESIDUALS < 0. IS > 10 
TIC NEGATIVE VALUE MAY INDICATE TOO r~EW RUNS: 
IF THE VALUE IS < -1.28 ,THERE IS < 10% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1.645, THERE IS < 5% CHANCE TIC VALUES ARE RANDOM, 
IF THE VALUE IS < -1.96 ,THERE IS < 2.5% CHANCE THE VALUES ARE RANDOM 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER VALUE*(wt**.5)) 
PARAMETER #: 1 2 3 
PARAMETER ID: K KSkunk R 
OBS# OBS ID 
1 RZ 1.14E+03 2.94E+04 1.31E+03 





























1.14E+03 2.96E+04 1.34E+03 
1.14E+03 2.93E+04 1.30E+03 
1.14E+03 2.94E+04 1.30E+03 
7.11E+02 1.84E+04 8.25E+02 
4.73E+02 1.22E+04 5.35E+02 
1.14E+03 2.92E+04 1.29E+03 
1.14E+03 2.93E+04 1.29E+03 
1.14E+03 2.94E+04 1.31E+03 
1.42E+03 3.69E+04 1.66E+03 
1.42E+03 3.69E+04 1.66E+03 
9.49E+02 2.46E+04 1.11E+03 
1.42E+03 3.69E+04 1.66E+03 
1.42E+03 3.6 8E+04 1.6 5E+03 
1.42E+03 3.68E+04 1.65E+03 
1.42E+03 3.68E+04 1.65E+03 
1.42E+03 3.68E+04 1.64E+03 
1.42E+03 3.67E+04 1.63E+03 
1.42E+03 3.67E+04 1.63E+03 
1.42E+03 3.67E+04 1.63E+03 
9.47E+02 2.44E+04 1.08E+03 
6.31E+02 1.62E+04 7.16E+02 
4.53E+02 1.04E+04 3.48E+02 
4.53E+02 1.04E+04 3.49E+02 
4.53E+02 1.05E+04 3.50E+02 
4.53E+02 1.04E+04 3.48E+02 
4.53E+02 1.04E+04 3.48E+02 
4.53E+02 1.05E+04 3.50E+02 
4.53E+02 1.04E+04 3.48E+02 
31 S35 4.53E+02 1.04E+04 3.48E+02 
32 S36 4.53E+02 1.05E+04 3.49E+02 
33 AmesWelll8 6.09E+01 9.46E+02 1.82E+01 
34 AmesWell l9 6.11E+01 9.48E+02 1.83E+01 
35 AmesWe1120 6.06E+01 9.40E+02 1.83E+01 
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36 AmesWe1121 6.18E+01 9.60E+02 1.85E+01 
37 Skunk7flux -7.94E+00 -1.39E+02 -1.42E+01 
COMPOSITE SCALED SENSITIVITIES = 
( (SUM OF THE SQUARED SENSITIVITIES) / (# of OBSERVATIONS) )**.5 
PARAMETER #: 1 2 3 
PARAMETER ID: K KSkunk R 
97 8 . 2.515E+04 1.113E+03 
COVARIANCE MAT. 
1 2 3 
1 0.4105 -7.7931E-02 -0.7832 
2 -7.7931E-02 1.4855E-02 0.1506 
3 -0.7832 0.1506 1.553 
PARAMETER SUMMARY 
PARAMETER VALUES IN "REGRESSION" SPACE --- LOG TRANSFORIVIED AS APPLICABLE 
PARAMETER #: 1 
PARAMETER ID : K 




UPPER 9 5 % C. I . 1.26E+00 2.41 E+00 -2.04E+00 
FINAL VALUES 6.99E-01 2.30E+00 -3.14E+00 
LOWER 95% C.I. 1.33E-01 2.19E+00 -4.24E+00 
STD. DEV. 2.78E-01 5.29E-02 5.41E-01 
COEF. OF VAR. 
* if value=0 3.98E-01 2.30E-02 1.73E-01 
PHYSICAL PARAMETER VALUES --- EXP10 OF LOG TRANSFORMED PARAMETERS 
PARAMETER #: 1 2 3 
PARAMETER ID: K KSkunk R 
* =LOG TRNS: 
UPPER 95% C.I. 
FINAL VALUES 
LOWER 95% C.I. 
~ * * 
1.84E+01 2.56E+02 9.21E-03 
5.00E+00 2.00E+02 7.31 E-04 
1.36E+00 1.56E+02 5.79E-OS 
REASONABLE 
UPPER LIMIT 5.00E+01 5.00E+02 1.50E-03 
REASONABLE 
100 
LOWER LIMIT 5.00E-01 5.00E+01 3.00E-04 
ESTIMATE ABOVE (1) 
BELOW(-1)LIMITS 0 0 0 
ENTIRE CONF. INT. 
ABOVE(1)BELOW(-1) 0 0 0 
CORRELATION MAT. 
1 2 3 
1 1.000 -0.9979 -0.9808 
2 -0.9979 1.000 0.9913 
3 -0.9808 0.9913 1.000 
TIC CORRELATION OF TIC FOLLOWING PARAMETER PAIRS >_ .95 
PARAMETER # ID # ID CORRELATION 
1 K 2 KSkunk -1.00 
1 K 3 R -0.98 
2 KSkunk 3 R 0.99 
THE CORRELATION OF TI-~ FOLLOWING PARAMETER PAIRS IS BETWEEN .90 AND .95 
PARAMETER # ID # ID CORRELATION 
TI-~ CORRELATION OF TIC FOLLOWING PARAMETER PAIRS IS BETWEEN .85 AND .90 
PARAMETER # ID # ID CORRELATION 
CORRELATIONS GREATER THAN 0.95 COULD INDICATE THAT TIRE IS NOT ENOUGH 
INFOI~:MATION IN THE OBSERVATIONS AND PRIOR USED IN TIC REGRESSION TO ESTIMATE 
PARAMETER VALUES INDIVIDUALLY. 
TO CHECK THIS, START THE REGRESSION FROM SETS OF INITIAL PARAMETER VALUES 
THAT DIFFER BY MORE THAT TWO STANDARD DEVIATIONS FROM THE ESTIMATED 
VALUES. IF THE RESULTING ESTIMATES ARE WELL WITHIN ONE STANDARD DEVIATION 
OF TIC PREVIOUSLY ESTIMATED VALUE, TIC ESTIMATES ARE PROBABLY 
DETERMINED INDEPENDENTLY WITH THE OBSERVATIONS AND PRIOR USED IN 
TIC REGRESSION. OTI~RWISE, YOU MAY ONLY BE ESTIMATING TIC RATIO 
OR SUM OF THE HIGHLY CORRELATED PARAMETERS. 
FOR UCODE, 'THE INITIAL PARAMETER VALUES ARE IN TIC PREPARE FILE. 
LEAST-SQUARES OBJ FUNC (DEP. VAR. ONLY)- = 4793.9 
LEAST-SQUARES OBJ FUNC (W/PARAMETERS)-- = 4793.9 
CALCULATED ERROR VARIANCE = 141.00 
STANDARD ERROR OF TIC REGRESSION = 11.874 
CORRELATION COEr'r'ICIENT = 0.99991 
WlPARAMETERS = 0.99991 
lri'ERATIONS = 1 
MAX LIKE OBJ FUNC = 4975.9 
AIC STATISTIC---- = 4981.9 
BIC STATISTIC---- = 4986.7 
HANNAN STATISTIC- = 4983.6 
ORDERED DEPENDENT-VARIABLE WEIGHTED RESIDUALS 
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NUMBER OF RESIDUALS INCLUDED: 37 
-16.6 -16.6 -16.4 -16.4 -16.2 -16.1 
-16.1 -15.9 -15.9 -15.9 -13.6 -13.5 
-13.4 -13.4 -13.4 -13.2 -13.2 -13.1 
-11.7 -11.1 -8.84 -8.00 -6.07 -6.01 
-5.80 -5.78 -5.71 -5.67 -5.66 -5.58 
-5.54 -5.51 -0.969 -0.366 -0.113 0.176 
0.638 
CORRELATION BETWEEN ORDERED WEIGHTED RESIDUALS 
AND NORMAL ORDER STATISTICS = 0.892 
(CALCULATED USING EQ.38 OF HILL,1992 OR EQ.23 OF HILL,1998) 
COMMENTS ON TI-IE INTERPRETATION OF TI-IE CORRELATION BETWEEN 
WEIGHTED RESIDUALS AND NORMAL ORDER STATISTICS: 
The critical value for correlation at the 5% significance level is 0.944 
IF the reported CORRELATION is GREATER than the 5% critical value, ACCEPT 
the hypothesis that the weighted residuals are INDEPENDENT AND NORMMALLY 
DISTRIBUTED at the 5% significance level. The probability that this 
conclusion is wrong is less than 5%. 
IF the reported correlation IS LESS THAN the 5% critical value REJECT the, 
hypothesis that the weighted residuals are INDEPENDENT AND NORMALLY 
DISTRIBUTED at the 5% significance level. 
The analysis can also be done using the 10% significance level. 
The associated critical value is 0.953 
»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»> 
PARAMETER VALUES AND STATISTICS FOR ALL ITERATIONS 
PARAMETER NAMES 
K KSkunk R 
INITIAL PARAMETER VALUES 
5.00 200. 0.730E-03 
LEAST SQUARES 
OBJ OBJ FNC 
FUNC W/PRIOR MAX-CHG PARAM MARQRDT 
DAMPING 
1.74E+01 1.74E+01 7.02E-04 R 1.00E-03 
1.00E+00 
iteration # 1 
5.00 200. 0.731 E-03 4.8 e+003 4.8 e+003 
PARAMETER ESTIMATION CONVERGED 
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