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There are two techniques used to hide information - one is steganography while the other is digital 
watermarking. The objective of this paper is to investigate the functionality and reliability of using the 
current metrics, which are used to measure the distortion caused by secret data embedding. These 
metrics are used to measure the quality of the steganographic or watermarked objects. The signal-to-
noise ratio, peak signal-to-noise ratio, mean square error, root mean square error, histogram and 
human vision test are the current measurements for the steganographic object. The paper will also 
discuss the widely used metrics and their limitations. Apart from this, it will also look at how 
researchers have criticized the metrics and how these metrics are used to measure the quality of 
steganographic or watermarked objects. 
 
Key words: Steganography, digital watermarking, SNR, PSNR, MSE, RMSE, histogram, human vision, quality 
metrics. 
 
 
INTRODUCTION 
 
Everyday thousands of multimedia files being uploaded 
and multi-thousands downloaded, all this make the use of 
the copyrights sign important to protect the intellectual 
property for the authors of these files. The high speed 
internet backbone has become ever-present and high 
speed modems have become the standard entry-level 
internet connection. Powerful images compression 
algorithms such as JPEG, and internet browser that are 
able to upload, download and view high-resolution 
images are currently in general use on the internet. Since 
that, more and more images appear in the physical and 
digital world around us (Alattar, 2000). With all this 
powerful technologies, unauthorised copies of digital 
images are very easy to make and store. Hence, early 
research efforts in digital watermark technique focused 
on water marking  as  a  technique  to  communicate  and  
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enforce copyrights, detect counterfeit copies and deter 
improper use of digital media, in general and digital 
images, in particular. 
During the past few years, the United States economy 
has performed beyond most expectations. A shrinking 
budget deficit, low interest rates, a stable macroeconomic 
environment, expanding international trade with fewer 
barriers and effective private sector management are all 
credited with playing a role in this healthy economic 
performance. 
One of the strategies of the record companies to 
counter the decline of revenues was to fight unauthorized 
music copies. The actions taken against unauthorized 
music copying as well as their outcome during the years 
2000 - 2004 are described. The multimedia files 
copyrights and copyright infringement can be one of the 
following forms: 
 
i. Text: The unauthorized use of text content can be a 
form of copyright infringement. It is common on the World 
Wide Web for text to be copied from one site to another 
without consent of the author.  
  
 
 
 
ii. Music or Videos: Duplication of a CD or other recorded 
media containing copyright material without permission of 
the copyright holder may be a form of copyright 
infringement, dependent on local laws. Unauthorized 
downloading of copyrighted material and sharing of 
recorded music or videos over the Internet, often in the 
form of MP3 files or RMVB files, is another form of 
infringement (Putter, 2006; Edström-Frejman, 2007; 
Becker and Buhse, 2009). 
iii. Image: The unauthorized distribution, use, altering or 
transferring of images is one form of copyrights 
infringement for the images. The images consider as the 
most widely used form of multimedia files on the internet 
for every purpose the image is the best way to describe it 
(Caronni, 1995; Jensen, 2003). 
 
Since the privacy, copyright and security are very 
important issues (Hashim et al., 2010). It is important to 
develop systems for copyright protection, protection 
against duplication and authentication of content. 
Watermarking seems to be the alternative solution for 
reinforcing the security of multimedia documents. The 
aim of watermarking is to include subliminal information 
(that is, imperceptible) in a multimedia document to 
ensure a security service or simply a labelling application. 
It would be then possible to recover the embedded 
message at any time, even if the document was altered 
by one or more non-destructive attacks, whether mali-
cious or not. It is a well-known saying that an image is 
worth a thousand words. Images tend to have more 
impact on people than text, as it is easier to disregard the 
content of textual information than to question the origin 
and authenticity of a photograph. It used to be stated that 
the camera could not lie. However, it is now possible to 
edit pictures easily and at very little cost. The resulting 
images can have such a high quality that they appear to 
be genuine. 
The hiding of information technique, which aims to 
transfer information secretly and to establish a hidden 
relationship between the message and its counterpart, 
has long been of a great interest to researchers. Methods 
of hiding information are mostly applied to images 
(Hmood et al., 2010), audio (Zaidan et al., 2010), video 
(Al-Frajat et al., 2010) and text (Zaidan et al., 2010) files. 
The steganography techniques use code fields of 
unimportant bits in digital multimedia files as potential 
areas to hide encoded messages or images (Cheddad et 
al., 2009). While such manipulation might slightly alter the 
quality of the original image, it generally goes unnoticed 
by the naked eye. The main goal of steganography is to 
hide a message µ in multimedia (cover) data , to obtain 
new data , in such a way that an attacker cannot detect 
the presence of µ in . The main goal of watermarking is 
to hide the message µ in some multimedia (cover) data , 
to obtain new data , in such a way that an attacker 
cannot remove or replace µ in . It is also often said that 
the goal of steganography is to hide  a  message  in  one-to- 
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one communication and the  goal  of  watermarking  is  to 
hide a message in one-to-many communications. 
Meanwhile, there is no standard or automated tools to 
measure the the quality of steganographic object after 
embedding the secret message. Due to the large number 
of steganography and watermarking approaches being 
developed, the most  commonly used tools  in ensuring 
the quality of steganography approaches are peak signal-
to-noise ratio (PSNR) (Seng et al., 2009), signal-to-noise 
ratio (SNR) (Fridrich et al., 2005), histogram (Zaidan et 
al., 2009), mean square error (MSE) (Abraham et al., 
2004), root mean square error (RMSE) (Wu and Tsai, 
2003) and human vision T (Zaidan et al., 2009). Never-
theless, there is no standard metric for measuring the 
quality of steganographic objects.  
 
 
RESEARCH QUESTIONS 
 
In the area of copy right, steganography, and digital 
watermarking; there are hundreds if not thousands 
research papers developed new approaches; most of 
these papers have used SNR, PSNR, MSE or RMSE as 
a metrics to measure the acceptance of these 
approaches. Regarding to them, the success factor of the 
algorithm depend on the result of these metrics, however, 
non of these research’s reported, these metrics are not 
suitable for data hidden applications. Unlike the 
literatures, this research has been created to provide the 
answers for the following questions:  
 
i. Is the hiding information technique important?   
ii. What are the SNR, PSNR, MSE and RMSE? 
iii. Are the current metrics for hiding information 
technique reliable? 
iv. How accurate are the results of these metrics?  
v. Are the SNR, PSNR, MSE and RMSE the only metrics 
used for hiding information technique? 
 
 
State of the art 
 
The metrics used for the quality of the steganographic 
object are the main metric to measure the distortion level 
in the steganographic object. The metric should show the 
possibility of any alteration to the perceptual layout of the 
image or the video, while the used metrics in the 
literature have a number of limitations, such as, the most 
commonly used full-reference objective image and video 
distortion/ quality metrics which are the mean squared 
error (MSE) and the peak signal-to-noise ratio (PSNR). 
MSE and PSNR are widely used because they are simple 
to calculate, have clear physical meanings, and are 
mathematically easy to deal with for optimization 
purposes. Regardless of (Kanvel and Monie, 2009) 
where the author mentioned that the peak signal-to-noise 
ratio (PSNR) and root mean square error (RMSE) offer a 
more  objective   way   to   compare   various   algorithms’  
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performance. However, the metrics have been widely 
criticised as well for not correlating well with perceived 
quality measurement (Girod, 1993; Teo and Heeger, 
1994; Eskicioglu and Fisher, 1995; Wang, 2001; Wang 
and Bovik, 2002; Bovik et al., 2002; Wang et al., 2002; 
Wang et al., 2003; Wang et al., 2004; Lee et al., 2006). 
MSE is not a good measure to evaluate the quality of a 
given image, this conclusion appeared in (Hellier et al., 
2001; Van der Weken et al., 2004). Additionally, (Wang et 
al., 2002) mentioned that the MSE is extremely poor in 
the sense that images with nearly identical MSE are 
sometimes drastically different in perceived quality. 
The SNR has been found in the literature to be 
considered, as it is not the sole factor determining overall 
image quality in (Kaufman et al., 1989; Rubin and 
Kneeland, 1994), while  SNR is not an effective measure 
of coding quality appeared in (Lengyel, 1999). 
The most widely used metric is the PSNR received 
many criticism such as, PSNR is not always a good 
indication of the visual quality argued by (Zlokolica et al., 
2003; Kimmel, 1998; Kimmel, 1999; Muresan and Parks, 
2002; Yuan et al., 2003) and  the PSNR is not a perfect 
measure of image quality by (Hamzaoui et al. 2000; 
Ebrahimi et al., 2004), additionally, the PSNR is not a 
suitable metric for video quality mentioned by 
(Nemethova et al., 2004), while (Wang et al., 2002) 
reported that the PSNR is not an appropriate approach 
and (Wang et al., 2002) mentioned PSNR is not well 
correlated with perceived noise. 
The Root Mean Square Error (RMSE) is not a true or 
reliable for measuring the image quality as mentioned by 
(Armstrong and Collopy, 1992; Willmott and Matsuura, 
2005) and the RMSE is not an adequate measure of 
image quality appeared in (Christopoulos et al., 1998) 
while the use of RMSE is not sufficient for measuring the 
quality of the image appeared in (Rushmeier et al., 1995; 
Gaddipatti et al., 1997; McNamara et al., 2001). 
Before starting the literature survey, the authors would 
like to first present how the quality of steganographic 
object has been measured, the name of each metric used 
for measurement and the way the metric would measure 
the quality of steganographic objects. 
Firstly, a sample image will be presented in order to 
understand the way the metrics are used to measure the 
quality of steganographic objects, where the two images 
are represented in Figure 1.  
The most widely used measurements are comprised of 
two main types - one is the subjective measurement 
while the other is the objective measurement. These 
metrics use the original object as a reference to compare 
it with the steganographic object. 
 
 
Subjective measures 
 
Subjective evaluation by viewers is still a method com-
monly used in measuring image quality. The subjective 
test emphatically examines fidelity, while at the same 
 
 
 
 
time considers image intelligibility. When taking a 
subjective test, a viewer focuses on the difference 
between the reconstructed image and the original image, 
he or she can notice such details where information loss 
cannot be accepted. The representative subjective 
method is mean opinion score (MOS) (Lee et al., 1992; 
Cosman et al., 1994; Eskicioglu and Fisher, 1995; Ghrare 
et al., 2008). 
The human vision test is the first type of measurement 
that has been found to measure the quality of 
steganographic objects after embedding the hidden data.  
This type of measurement is based on a survey, usually 
of 10 - 15 persons who have examined the image or the 
video before and after the embedding of the hidden data. 
They are then asked if they had found any alterations in 
the perceptual vision of the image or video. This, 
however, is not a reliable measurement. 
 
 
Objective measures 
 
A widely used measurement for reconstructed images for 
an n x m size image is the histogram. The histogram can 
tell you whether or not your image has been properly 
exposed, whether the lighting is harsh or flat, what 
adjustments will work best and whether or not there are 
any changes to the colours. The histogram works by 
examining the repetition of each colour in the image, 
where each pixel in an image has a colour, which has 
been produced by the combination of the primary colours 
red, green and blue (RGB). Each of these colours can 
have a brightness value, ranging from 0 to 255, for a 
digital image with a bit depth of 8 bits. An RGB histogram 
demonstrates results when the computer scans through 
each of these RGB brightness values and counts how 
many are bins/colours at each level, from 0 through 255. 
The histogram is represented by a bar chart for each 
image (original image and the stego-image), where each 
bar represents the repetition of the colour in the image. 
The signal-to-noise ratio (SNR) is used to quantify how 
much a signal has been corrupted by noise. The SNR 
works by comparing the level of a desired signal to the 
level of background noise. The higher SNR ratio means 
the less obtrusive the background noise. After getting the 
level of the noise in each image (the original and the 
stego-image), the SNR compares the level of noise in 
both  images and shows the differences between the two 
images in order to know the quality of the stego-image 
after embedding the hidden data. 
The SNR is represented by the following equation: 
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Where: Aij   represent   one   pixel   in   the  original image
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Figure 1. Image representation. 
 
 
 
(before embedding the hidden data) and Bij represent one 
pixel in the stego-image (after embedding the hidden 
data). The final result will be presented by a constant and 
the   measuring  unit  is  decibel  (dB). The  mean  square 
error (MSE) represents the cumulative squared error 
between the original image and the stego-image. A lower 
value of MSE means a lower error between the two 
images. The  MSE  measurement  fo the steganographic  
1058          Int. J. Phys. Sci. 
 
 
 
objects is represented by the following equation: 
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Where: Aij represent one pixel in the original image 
(before embedding the hidden data), Bij represent one 
pixel in the stego-image (after embedding the hidden 
data) and M*N represent the height and width of the 
image. The result of the MSE is represented by a 
constant and the measuring unit is dB. 
The peak signal-to-noise ratio (PSNR) is the metric 
which computes the peak signal-to-noise ratio, in 
decibels, between two images. This ratio is often used as 
a quality measurement between the original image and 
its compressed version. The higher PSNR is the better 
quality of the compressed or reconstructed image. It is 
normally used in steganography to measure the peak 
signal-to-noise ratio in the original image and the stego-
image after embedding the hidden data. 
The PSNR is represented by the following equation: 
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Or in the other representation for the PSNR: 
 
( )
MSE
MaxPSNR
2
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Where: Aij represent one pixel in the original image 
(before embedding the hidden data), Bij represent one 
pixel in the stego-image (after embedding the hidden 
data), M*N represent the height and width of the image 
and MAX represent the maximum value of the colours 
which is 255. The result of the PSNR is represented by a 
number and the measuring unit is dB. Note that the 
image and video processing community has long been 
using the mean squared error (MSE) and the peak signal-
to-noise ratio (PSNR) as fidelity metrics (mathematically, 
the PSNR is just a logarithmic representation of the 
MSE). There are a number of reasons for the popularity 
of these two metrics. The formulas for computing them 
are simple to understand and implement as they are easy 
and fast to compute. Minimizing the MSE is also very well 
understood from a mathematical point of view. Over the 
years, video researchers have developed familiarity with 
the PSNR which allows them to interpret the values 
immediately. However, the usage of these two metrics is 
still not considered the best measurement types to 
determine the quality of steganographic objects. 
The root mean square error (RMSE) is the square root 
of the average squared difference between every pixel  in 
 
 
 
 
the distorted image and its counterpart in the original 
image. A low value of RMSE means a lower distortion. 
The RMSE is represented by the following equation: 
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Where: Aij represent one pixel in the original image 
(before embedding the hidden data), Bij represent one 
pixel in the stego-image (after embedding the hidden 
data), M*N represent the height and width of the image. 
The result of the RMSE is represented by a number and 
the measuring unit is dB. After this brief introduction, we 
shall examine these metrics now. In the following part, as 
shown in Table 1, the authors show the different papers 
that used (mostly) one, two or maximum three metrics 
and the quality of the stego-object for the proposed 
method in each paper. 
 
 
The current measurements’ drawback 
 
Objective measurement plays an important role in the 
development, optimization, and assessment of image, 
video and audio coding systems. It is also very useful for 
the design and evaluation of the post-processing algo-
rithms at the decoding side. In the literature, most of the 
papers have simply used the MSE, RMSE, SNR and 
PSNR in the objective tests of Steganography. The mean 
squared error (MSE) is used as the distortion measure. 
Since the MSE is not good for image quality assessment 
(Girod, 1993; Wang et al., 2000), the assessment of an 
image can be carried out by comparing it with a reference 
image, which is assumed to be perfect for a particular 
application. Usually, such comparison is implemented on 
pixel-based operations, like the mean square error (MSE) 
or root mean square error (RMSE).  
However, such operations’ performance is questionable 
because the same MSE or RMSE value does not always 
assure a comparable image similarity under different 
distortion to perceptually significant features. The RMSE 
and PSNR are also known to not always faithfully 
represent visual quality (Liu and Laganière, 2007). One 
potential limitation in the use of the RMSE and/or image 
discrimination/ perceptual differences models in the 
current context is that it is unclear how predicting an 
observer’s ability to discriminate between an original 
image and its degraded version relates to performance 
detecting a low contrast signal within the image (Eckstein 
et al., 1981). The MSE is not a good measure to evaluate 
quality measurements (Hellier et al., 2001), as it is 
extremely poor, in the sense that images with nearly 
identical MSEs are drastically different in perceived 
quality (Wang et al., 2002). Currently, the most commonly 
used full-reference (FR) objective image and video 
distortion  /  quality   metrics   are   the   MSE   and PSNR  
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Table 1. The use of steganography metrics. 
 
Number Paper Human vision test Histogram SNR PSNR MSE RMSE 
1 Hossain et al., 2010       
2 Seng et al., 2009       
3 Eltahir et al., 2009       
4 Zaidan et al., 2009       
5 Zaidan et al., 2009       
6 Naji et al., 2009       
7 Wang et al., 2008       
8 Lee et al., 2008       
9 Kim et al., 2007       
10 Aabed et al., 2007       
11 Gutub and Fattani, 2007       
12 Ker, 2007       
13 Solanki et al., 2006       
14 Kumar and Rajpal, 2006       
15 Zhang and Wang, 2006       
16 Noda et al., 2006       
17 Wang, 2005       
18 Holotyak et al., 2005       
19 Potdar et al., 2005       
20 Fridrich et al., 2005       
21 Brisbane et al.,  2005       
22 Kharrazi et al., 2004       
23 Venkatraman et al., 2004       
24 Noda et al., 2004       
25 Franz and Schneidewind, 2004       
26 Lin and Tsai, 2004       
27 Wang and Wang, 2004       
28 Chang and Tseng, 2004       
29 Wu and Tsai, 2003       
30 Su and Kuo, 2003       
31 Fu and Au, 2003       
32 Chang et al., 2002       
33 Aspert et al., 2002       
34 Niimi et al., 2002       
35 Robie and Mersereau, 2002       
36 Noda et al., 2002       
37 Noda et al., 2002       
38 Retter, 2000       
39 Moskowitz et al., 2000       
40 Areepongsa et al., 2000       
41 Marvel et al., 1999       
42 Hrytskiv et al., 1998       
Frequency 2/42 12/42 3/42 20/42 3/42 2/42 
 
 
 
because they are simple to calculate, have clear physical 
meanings and are mathematically easy to deal with for 
optimization purposes. However, they have also been 
widely criticised for not correlating well with perceived 
quality measurement (Girod, 1993; Teo and Heeger, 
1994; Eskicioglu and Fisher,  1995;  Wang,  2001;  Wang 
and Bovik, 2002; Wang et al., 2002; Wang et al., 2002; 
Wang et al., 2003; Wang et al., 2004; Lee et al., 2006). 
The SNR is not the sole factor in determining the overall 
image quality (Kaufman et al., 1989; Rubin and 
Kneeland, 1994), and it is not an effective measure of 
coding  quality  (Lengyel, 1999). However, we realize that 
1060          Int. J. Phys. Sci. 
 
 
 
 
 
Figure 2. Frequency of use. 
 
 
 
the PSNR is not always a good indication of the visual 
quality, so we also judge the visual quality (Zlokolica et 
al., 2003). Thus, an increase of the PSNR may not 
necessarily be accompanied by an improvement in 
perceived image quality (Hamzaoui et al., 2000). The 
PSNR is not a good image quality indicator for high 
compression ratios (Ebrahimi et al., 2004), it can be 
concluded once again that the PSNR is not a suitable 
metric for video quality (Nemethova et al., 2004) and the 
PSNR is not an appropriate approach (Wang et al., 
2002). It is also not well correlated with perceived noise 
(Winkler et al., 2003).  
Although it is well known that PSNR is not a good 
measure of perceptual quality (Yuan et al., 2003), we 
know that the PSNR is popularly used as a metric in 
video or image processing. However, in order to allow the 
video object to move smoothly instead of precisely 
predicting the object location in non-coded frames of the 
original sequence. The PSNR is not a good metric to 
determine the visual performance of frame interpolation 
(Kuo et al., 1999). The Root Mean Square Error (RMSE) 
is not a true or reliable measure (Armstrong and Collopy, 
1992; Willmott and Matsuura, 2005) as it does not 
measure the image quality adequately (Christopoulos et 
al., 1998) and the use of RMSE is not sufficient 
(Rushmeier, 1995; Gaddipatti et al., 1997; McNamara et 
al., 2001). 
Figure 2 depicted the frequency of use the metrics. 
Within the papers, which have been shown above, the 
measurement for the quality of steganographic objects 
after embedding the hidden data is insufficient to satisfy 
the aim of the steganography (Zlokolica et al., 2003). 
Nevertheless, the current metrics are still used in 
measuring the steganographic and watermarked objects 
(Zaidan et al., 2009).  
The metrics used for the quality of the steganographic 
object in the literature survey are the main metrics to 
measure the distortion level of the steganographic object. 
The metric should show the possibility of any altering to 
the perceptual layout of the image or the video after 
embedding the secret message. The researchers 
reported in the survey have relied on these metrics in 
order to approve their methods, or compared the PSNR, 
SNR MSE,  RMSE  of  their  new  methods’ to approve 
that their methods is much better than others (Wang et 
al., 2008) while as we have shown these metrics are not 
reliable for such kind of application. However, these 
metrics need enhancement to be reliable for stegano-
graphy and digital watermark systems. 
 
 
CONCLUSION 
 
Since the main aim of the steganography is to send 
secure messages within an insecure channel, the 
steganographic object should use a reliable measure-
ment to ensure that the steganography approach is 
functional. In this paper, we have discussed the ways that 
the steganographic metrics are used to measure the 
quality of steganographic or watermarked objects. In 
addition, the steganographic metrics are unable to give 
the exact result on the amount of distortion being added 
to the steganographic objects as approved by a number 
of researchers. In the review, we have shown the papers, 
which had proposed or criticized the limitations of the 
steganographic metrics. A further extension to this work 
can be done by enhancing the steganography and digital 
watermark measurements. The measurement should be 
accurate in showing the amount of distortion being added 
to the steganographic objects after embedding the secure 
message in order to enhance the security level against 
any suspicion to the steganographic image. 
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