The concept of invariant zeros in a linear time-invariant system with state delay is considered. In the state-space framework, invariant zeros are treated as triples: complex number, nonzero state-zero direction, input-zero direction. Such a treatment is strictly related to the output-zeroing problem and in that spirit the zeros can be easily interpreted. The problem of zeroing the system output is discussed. For systems of uniform rank, the first nonzero Markov parameter comprises a certain amount of information concerning invariant zeros, output-zeroing inputs and zero dynamics. General formulas for output-zeroing inputs and zero dynamics are provided.
Introduction
The problem of zeroing the output of a standard linear system S(A,B,C) is, as is known (Isidori, 1995; MacFarlane and Karcanias, 1976; Tokarzewski, 2002; 2006) , strictly connected with the notion of the zeros of the system. These zeros are defined in many, not necessarily equivalent, ways. For a survey of these definitions, see (MacFarlane and Karcanias, 1976; Schrader and Sain, 1989; Tokarzewski, 2002; 2006) . The most commonly used definition of zeros employs the Smith canonical form of the system matrix and determines these (Smith) zeros as the roots of diagonal (invariant) polynomials of the Smith form. Equivalently, Smith zeros are defined as the points of the complex plane where the rank of the system matrix drops below its normal rank. Another group of definitions employs the module-theoretic setting (Bourles and Fliess, 1997; Schrader and Sain, 1989 ).
All the above mentioned definitions consider zeros merely as complex numbers and for this reason may create certain difficulties in their dynamical interpretation. MacFarlane and Karcanias (1989) , added to the notion of Smith zeros the notions of state-zero and input-zero directions and formulated the so-called output-zeroing problem. Another definition of zeros (called invariant), employing the system matrix and zero directions, was used in (Tokarzewski, 2002; 2006) . These zeros are treated there as triples: complex number, non-zero state-zero direction, and input-zero direction and are defined as follows. A complex number λ is an invariant zero of a system S (A, B, C) , where A, B, C are real matrices of dimensions n × n, n × m and r × n, respectively, if there exist vectors 0 = x o ∈ C n and g ∈ C m such that
, where P (s) = sI − A −B C 0 denotes the system matrix for S (A, B, C) . Invariant zeros constitute an extension of the notion of Smith zeros. The latter are involved in several problems of linear control systems, such as zeroing the output, tracking the reference output, disturbance decoupling, noninteracting control or output regulation (Isidori, 1995; Marro, 1996; Sontag, 1990 ). Unfortunately, for systems with delays the concept of invariant zeros is not extensively discussed in the relevant literature (Pandolfi, 1982; 1986) .
The paper is organized as follows: A system S(A, A 1 e −sh , B, C) of the form (1) below is discussed. We introduce first the concept of invariant zeros. In Section 3, a dynamical interpretation of those zeros is given. We show also that for an asymptotically stable system (1) an output-zeroing input (if such inputs exist), when applied to the system under an arbitrary initial condition, yields an asymptotically vanishing system response. In Section 4, we extend the results of (Tokarzewski, 2002; 2006) by providing a general expression for output-zeroing inputs as well as a general form of the so-called zero dynamics for a particular case of the system (1) with uniform rank. Simple numerical examples are presented in Section 5.
Consider a system of the form (Górecki, et al., 1989; Richard, 2003) 
where h is a known delay, for 
In other words, we consider this Banach space as a state space for the system (see, e.g., Richard, 2003) .
Throughout this paper we use the Euclidean norm for vectors and the induced matrix norm for matrices, both denoted by · . Recall (Hale, 1977) that for a given initial condition ϕ(·) and for a given input u(·) ∈ U by the solution of 1 we understand a continuous curve The system (1) is asymptotically stable if and only if its characteristic equation det(sI − A − A 1 e −sh ) = 0 has no roots with nonnegative real parts. As is known (Hale, 1977; Kharitonov, 1999; Kharitonov and Hinrichsen, 2004) , if (1) is asymptotically stable, it is also exponentially stable, i.e., there exist positive constants α, γ such that for each solution x(t, ϕ(·)) of the equatioṅ
−αt holds for all t ≥ 0.
Besides the above infinite-dimensional model, many classes of models have been proposed for the analysis of delay systems, e.g., models defined over the ring of polynomials (or the field of rational functions) in the delay operator ∇, over the ring of rational causal transfer functions in ∇, or over the ring of quasipolynomials (see (Richard, 2003) for an overview and (Kamen et al., 1985) ).
Invariant zeros and the output-zeroing problem
Definition 1. A number λ ∈ C is an invariant zero of (1) if and only if there exist vectors 0 = x o ∈ C n and g ∈ C m such that
By Z I we denote the set of invariant zeros of (1). The set Z I may be countable (empty, finite or infinite) or equal to the whole complex plane (i.e., Z I = C). In the latter case, the system (1) is called degenerate. Directly from Definition 1 it is clear that Z I is invariant under any change of coordinates x = Hx. The point of departure for dynamical interpretation of invariant zeros is the following formulation of the output-zeroing problem (borrowed from (Isidori, 1995) 
n and an admissible input u o (t) such that the corresponding output of (1) is identically zero, i.e., y(t) = 0 for all t ≥ 0. Any nontrivial pair of this kind, i.e., such that ϕ o (θ) and/or u o (t) is not identically zero, is called the output-zeroing input. In each outputzeroing input (ϕ o (θ), u o (t)), u o (t) should be understood as an open-loop real-valued control signal which, when applied to (1) exactly under the initial condition ϕ o (θ), yields y(t) = 0 for all t ≥ 0. The internal dynamics of (1) consistent with the constraint y(t) = 0 for all t ≥ 0 are called zero dynamics.
The set of all output-zeroing inputs for (1) complemented with the trivial pair
) are output-zeroing inputs and give respectively solutions of the state equation x 1 o (t) and x 2 o (t), then, from the linearity of (1) and the uniqueness of solutions as well as from the fact that the set U of admissible inputs forms a linear space over R, it follows that each pair of the form (αϕ
with arbitrarily fixed α, β ∈ R, is an output-zeroing input and yields the solution αx
In this space, we can distinguish a subspace consisting of all pairs of the form (ϕ o (θ) ≡ 0, u o (t)), where u o (t) ∈ ker B for all t ≥ 0. Each pair of this kind affects system equations in the same way as the trivial pair, i.e., it gives the identically zero solution and y(t) = 0 for all t ≥ 0. We do not associate this subspace with invariant zeros because it can exist independently of these zeros (cf. Example 1).
)) is an output-zeroing input for (1) and x o (t) denotes the corresponding solution, then the input u o (t) when applied to the system under an arbitrary initial condition ϕ(θ) yields the solution of (1) of the form
where 
Proof. A simple proof that the right-hand side in (3) satisfies the initial condition ϕ(θ) and fulfills the state equation at u(t) = u o (t) follows by verification. Hence, the equality in (3) follows by the uniqueness of solutions. The equality in (4) follows by assumption (i.e., Cx o (t) = 0 for t ≥ 0).
Remark 1.
In order to show that each invariant zero generates an output-zeroing input, it is convenient to treat the system (1) as a complex one, i.e., admitting complex valued initial conditions, inputs, solutions and outputs which are denoted respectively byφ,ũ,x andỹ. Naturally, if x(t) is a solution of (1) (treated as a complex system) corresponding to an inputũ(t) and to an initial conditionφ(θ), then its real part Rex(t) is a solution which corresponds to the initial condition Reφ(θ) and to the input Reũ(t). Analogously, Imx(t) (i.e., the imaginary part ofx(t)) is a solution of (1) which corresponds to Imφ(θ) and Imũ(t). Furthermore, if a pair (φ(θ),ũ(t)) is such that it gives alsoỹ(t) = 0 for all t ≥ 0, then the pairs (Reφ(θ), Reũ(t)) and (Imφ(θ), Imũ(t)) are output-zeroing inputs and give respectively the solutions Rex(t) and Imx(t).
Geometric interpretation of invariant zeros
As we show below (Lemma 3), Definition 1 clearly relates invariant zeros (even in the degenerate case) to the outputzeroing problem. To this end we first need the following.
when applied to (1) (treated as a complex system) under the initial conditionφ(θ)
o e λt and the system responsẽ y(t) = 0 for all t ≥ 0.
Proof. By Definition 1, we have
Postmultiplying both sides of this equality by e λt , we ob-
for all t ≥ 0. Moreover, from Definition 1, we also have
Lemma 3. Let λ ∈ C be an invariant zero of (1), i.e., let a triple λ,
and
is an output-zeroing input and yields the solution
Similarly, the pair (ϕ o (θ), u o (t)), where
Proof. Of course, since in (1) all matrices are real, the complex conjugate of λ is also an invariant zero, i.e., the
The proof of Lemma 3 follows easily from Lemma 2 and Remark 1.
The following result shows in particular that if the system (1) is asymptotically stable and a pair (ϕ o (θ), u o (t)) is an output-zeroing input, then the input signal u o (t), when applied to the system under an arbitrary initial condition ϕ(θ), yields an asymptotically vanishing system response, i.e., y(t) → 0 as t → ∞.
Lemma 4. Let (ϕ o (θ), u o (t)) be an output-zeroing input for an asymptotically stable system (1) and let x o (t) be the corresponding solution. By x(t) denote a solution of (1) corresponding to u o (t) and to an arbitrary initial condition ϕ(θ). Then the Laplace transform of x(t) can be written in the form
where
while the Laplace transform of the corresponding system response, i.e., y(t) = Cx(t), can be written as
Moreover, y(t) → 0 as t → ∞.
Proof.
Using the Laplace transformation for both sides of the above equality and taking into account that
we obtain
Analogously, for the Laplace transform of x(t) we get
Subtracting by sides (7) from (8), we get (5), i.e., (8) can be expressed as in (5). The relation (6) follows from (5) and CX o (s) = 0. The last claim of the lemma follows from Lemma 1 and the stability assumption (cf. Section 1). In fact, by virtue of (4), we can write
Zeros and the output-zeroing problem for systems of uniform rank
In this section we consider a particular case of the system (1), namely, a square m-input m-output system of the forṁ Recall that the transfer function matrix for (9) Lemma 5. (Tokarzewski, 2006, p. 67 ) Define a matrix
Then K k has the following properties:
A general characterization of output-zeroing inputs and the corresponding solutions as well as zero dynamics for the system (9) is given in the following.
Theorem 1. A pair (ϕ o (θ), u o (t)) is an output-zeroing input for the system (9) of uniform rank if and only if
for each θ ∈ [−h, 0] and ϕ o (0) ∈ ker C, and u o (t) is such that its Laplace transform has the form
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Moreover, if x o (t) is a solution corresponding to the output-zeroing input (ϕ o (θ), u o (t)), then its Laplace transform has the form
ker CA l 1 for all t ≥ 0. Finally, the zero dynamics of the system have the forṁ
with the initial condition
Proof. For the proof of necessity, let us suppose that
is an output-zeroing input and x o (t) is the corresponding solution. Thus we have y(t) = Cx o (t) = 0 for all t ≥ 0 and, consequently,
and CA 2 1 x o (t) = 0 for t ≥ 0. Proceeding analogously, we obtain, after a finite number of steps, the following relations:
From (15) and from Lemma 5 (see (10)), we obtain
In the last step, we can write
On the other hand, premultiplying both sides of the equalityẋ o (t) = A 1 x o (t − h) + Bu o (t) by K k and taking into account (15) and Lemma 5(v), we get the relatioṅ
which represents the zero dynamics of the system. Thus, u o (t) in (17) is determined by x o (t − h) , where x o (t − h) follows from the solution of (18) under the initial condition ϕ o (θ). Taking the Laplace transform of both sides of (18), we obtain X o (s) as in (13). Finally, we shall show that u o (t) (or, more precisely, its Laplace transform) can be determined merely by the initial condition. To this end, we take the Laplace transform of both sides of (17) and, after simple calculations, we get U o (s) in the form (12). This ends the proof of necessity.
For the proof of sufficiency, we assume that ϕ o (θ) satisfies the conditions (11) and u o (t) is such that its Laplace transform has the form (12). We are to show that (ϕ o (θ), u o (t)) is an output-zeroing input and the corresponding solution has the Laplace transform as in (13). To this end, we first search for a solution x(t) of (9) corresponding to ϕ o (θ) and to U o (s) as in (12). Thus, for the Laplace transform of this solution, we can write
Substituting (12) into (19) and using the definition of K k (see (10)) as well as the identities
we transform the right-hand side of (19) into the form (13), i.e., we have obtained
To this end, the above obtained solution X o (s) (13) is expressed in the form of the following identity:
Then, premultiplying both sides of (22) subsequently by
11) and Lemma 5(vi),
In the remaining part of this section we characterize invariant zeros as the roots of some quasi-polynomial. To this end we first need the following result.
Lemma 6. A number λ ∈ C is an invariant zero of the system (9) with uniform rank if and only if there exists a vector
Proof. If λ ∈ C is an invariant zero, then, by Defi- 
Bg by K k and using Lemma 5(v), we get the first equality in (23). Conversely, if (23) holds, then, using the definition of K k (10) and taking g = −(CA
With the system (9) of uniform rank we associate the triple of matrices (K k A 1 , B, C) . Consider the pair of matrices (K k A 1 , C). As is known (Tokarzewski, 2006, p. 140) , the observability matrix for
To the triple (K k A 1 , B, C) we can apply a decomposition (ō/o) into an unobservableō and an observable (o) part. Let x = Hx denote a change of coordinates which leads to the (ō/o) decomposition with the matrices
where the pair
is observable, i.e., its observability matrix has the rank m(k + 1). Now, with the notation used above, we can formulate the following result.
Theorem 2. Consider the system S(A 1 e −sh , B, C) (9) with uniform rank. Then a number λ ∈ C is an invariant zero of the system if and only if λ is a root of the equation
Proof. With the system S(A 1 e −sh , B, C) (9) of uniform rank we associate an auxiliary closed-loop state feedback system S(K k A 1 e −sh , B, C) obtained from (9) by introducing the control law
where the state-feedback matrix equals
we apply a change of coordinates which leads to the decomposition (24). The system obtained in this way is denoted as B , C ) . This fact follows from the re- (Tokarzewski, 2006, p. 142 
Using (24), the last two relations can be written as
Suppose now that
Then there exists an
Of course, (25) will be satisfied for
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In order to prove the converse, suppose that (25) is satisfied and λ is not a root of the equation
We shall discuss separately two cases. In the first one, suppose that in (25) there is
is observable, i.e., its observability matrix has full column rank (m(k + 1)), it is easy to show by reductio ad absurdum that the pair
is spectrally observable (Lee and Olbrot, 1981) , i.e.,
for each s ∈ C. This yields, however, the contradiction x o o = 0. In the second case, suppose that in (25) 
Examples
Example 1. Consider the system (1) with the matrices
This system has no invariant zeros since the matrix C is nonsingular and for this reason Definition 1 cannot be satisfied for any triple λ, x o = 0, g. On the other hand, output-zeroing inputs of the form
Example 2. The following result characterizes the invariant zeros of a certain class of systems of the form (1). If in a square system (1) (i.e., m = r) the matrix B has full column rank, then (a) λ ∈ Z I if and only if det P (λ) = 0; (b) the system (1) is degenerate if and only if det P (s) ≡ 0, where
The proof of this result is completely analogous to that given in (Tokarzewski, 2006, p. 55) .
Example 3. In a system of the form (9), let
As follows from Example 2, this system is degenerate since det P (s) ≡ 0. In order to obtain an (ō/o) decomposition of the triple (K o A 1 , B, C) , we take the change of coordinates where (K 0 A 1 ) ō = −2. Thus the invariant zeros of the system are the roots of the equation s + 2e −sh = 0. Of course, it is easy to verify (see, e.g., (Hale, 1977, Theorem A5) ) that the system is stable if and only if 0 < h < π/2, whereas all its invariant zeros remain in C − = {s ∈ C : Re s < 0} if and only if 0 < h < π/4. Finally, in the new coordinates, the zero dynamics of the system have the form (Theorem 1) 
Concluding remarks
In this paper we introduced the concept of invariant zeros for an LTI system with time delay in state (Definition 1). The problem of zeroing the system output as well as the output zeroing inputs are defined. The relationship between invariant zeros and the output-zeroing problem was presented (Lemmas 2 and 3). It was also shown that for an asymptotically stable system (1) the output-zeroing control signal, when applied to the system under an arbitrary initial condition, yields an asymptotically vanishing system response (Lemma 4). For systems with uniform rank, a necessary and sufficient condition for outputzeroing inputs was formulated (Theorem 1). Finally, it was shown that for such systems invariant zeros can be characterized as the roots of a certain quasi-polynomial (Theorem 2). Further research concerning invariant zeros and the output-zeroing problem can be focused on extending the obtained results to rectangular systems of the form (9) by using the Moore-Penrose pseudo-inverse and/or singular value decomposition for the first nonzero Markov parameter. Systems of the form (1) can be analyzed in this way assuming CB = 0.
