Detailed land use and land cover (LULC) information is one of the important information for land use surveys and applications related to the earth sciences. Therefore, LULC classification using very-high resolution remotely sensed imagery has been a hot issue in the remote sensing community. However, it remains a challenge to successfully extract LULC information from very-high resolution remotely sensed imagery, due to the difficulties in describing the individual characteristics of various LULC categories using single level features. The traditional pixel-wise or spectral-spatial based methods pay more attention to low-level feature representations of target LULC categories. In addition, deep convolutional neural networks offer great potential to extract high-level features to describe objects and have been successfully applied to scene understanding or classification. However, existing studies has paid little attention to constructing multi-level feature representations to better understand each category. In this paper, a multi-level feature representation framework is first designed to extract more robust feature representations for the complex LULC classification task using very-high resolution remotely sensed imagery. To this end, spectral reflection and morphological and morphological attribute profiles are used to describe the pixel-level and neighborhood-level information. Furthermore, a novel object-based convolutional neural networks (CNN) is proposed to extract scene-level information. The object-based CNN method combines advantages of object-based method and CNN method and can perform multi-scale analysis at the scene level. Then, the random forest method is employed to carry out the final classification using the multi-level features. The proposed method was validated on three challenging remotely sensed imageries including a hyperspectral image and two multispectral images with very-high spatial resolution, and achieved excellent classification performances.
Introduction
Land use and land cover (LULC) information is an essential part of various geospatial applications in urban areas, such as urban planning, land resource survey and management, and environmental monitoring [1] . It also has a major part to play in understanding the complex interactions between human activities and environmental stresses [2] . Over the past few decades, extracting LULC information from remotely sensed imagery has attracted a lot of attention in remote sensing technology and application domains, and obtained great progress in information processing and applications. With the development of very high resolution (VHR) remotely sensed imagery it becomes possible to extract very detailed level LULC information [3, 4] . However, the most of land cover or land use categories are artificial surface in urban areas, show complex composition in VHR images. Specifically, some land use types shared similar spectral and texture features (e.g., cement roads and building roof), even spatial structure features (e.g., urban main road and highways). Moreover, the same urban land use types like roads and residential buildings always consist of different land cover materials and have different spectral features. For the classification tasks with high level semantic categories, many land use types are defined according to their functional properties, are difficult to capture their distinctive features from spectral, texture, shape or spatial structure features individually in VHR images. With complex and diverse characteristics of LULC categories in urban areas, it remains challenging to complete successful LULC classification task based on VHR remote sensed imagery. Therefore, developing advanced feature representation and classification techniques to effectively utilize features of VHR images is important to improve the quality of remotely sensed imagery based LULC mapping in urban areas.
Since the advent of high-resolution remote sensing technology, substantial efforts have been dedicated to developing LULC classification methods using VHR remote sensed imagery [5, 6] . Traditional classification methods early applied for remote sensing data preprocessing are pixel-wise classification approaches. These methods are widely used for land cover classification using coarse or medium resolution remote sensed imagery based purely on spectral features or additional conventional spatial information [7, 8] . In addition, multi-temporal multi-source remote sensed image processing technologies are highly expected to solve the issue of more detailed land cover classification [9] [10] [11] . However, the traditional pixel-wise approaches proposed for lower resolution imagery are hard to work for VHR imagery due to poor feature representation of original spectral reflection and some simple spatial features. Besides, the pixel-wise methods always could not obtain a good smooth border close to reality. To improve thus weakness of pixel-wise methods, object-oriented image analysis method is built upon LULC objects extracted from VHR remote sensed imagery by segmentation algorithms and can achieve a better performance. Object-oriented and geographic object-based approaches use a new base unit to process image and construct feature representation of targets [12] . To this end, object-based information including spectral reflection, texture and shape is widely employed for land use or land cover classification [13, 14] . These object-oriented methods provide an effective scheme to use different types of features to construct discriminative feature representation [15] . Moreover, some higher level features like object shape properties are developed to describe space objects of land use or land cover [16, 17] . However, the features representing the characteristic of different categories are low level spectral and spatial texture features, and the higher level shape features have some advantages for some specific LULC types with particular shape attributes, but the objects produced by the segmentation methods have a great impact on the classification results. Actually, over-segmentation and under-segmentation phenomena caused by segmentation scales commonly exist in the segmentation result [18, 19] . In addition, the base features (e.g., spectra, texture and shape) used for constructing object-based feature representations have not enough ability to distinguish some LULC types with complex structure or patterns because of their low semantic level. In other words, limited spectral information and other manually designed texture and shape features are insufficient to complete complex classification tasks that are particularly significant in urban settings [20, 21] .
Currently, deep learning has become the most popular solution for feature learning and classification, and succeeded in many applications, such as nature images classifications [22] , image retrieval [23] , action recognition [24] and object detection [25] . Its great ability of feature learning and abstraction has demonstrated great potential in remote sensing image processing and analysis, such as remotely sensed scene classification [26] , hyperspectral imagery classification [27] , target detection and semantic segmentation [28, 29] . With multiple functional layers, the convolutional neural networks (CNN) model can obtain different levels of input data abstraction, ranging from low-level abstraction on the first few layers to high-level abstraction on the intermediate layers and higher-level abstractions on the last few layers. With respect to LULC classification, deep learning methods are not only used as a feature learning approach to exploit essential feature representation of raw spectral features by a supervised or unsupervised manner, but also can be employed as an end-to-end system to combine feature learning and classification process into one scheme. Over the past few years, deep leaning methods have obtained dramatic improvements beyond the previous state-of-the-art records in many remote sensing applications. Especially deep convolutional neural networks (CNNs) have been acknowledged as the most popular method to solve the computer vision problems, and have attracted great interest in remotely sensed tasks including land use or land cover classification [30, 31] .
In contrast with pixel-wise and object-oriented methods, the input of CNN model is always image patches, so the learnt features based CNN are feature representations of input image patches, and classification output of CNN model is the semantic category of the input patch other than the class of any pixel in the patch. While for LULC classification task, its ultimate goal is classified every pixel of an imagery into different classes accurately. Thus, some studies attempt to directly apply CNN into the LULC classification task by a moving window-based strategy [32, 33] . According to this scheme, the centered pixel of an image patch is replaced by this patch to carry out feature learning and classification training process based on CNN methods, and determined its land use or land cover class by classification output of the patch [34] . It has achieved better performance compared with pixel-wise classification methods in hyperspectral remote sensing image classification [35] . Moreover, spectral-spatial features also have been stacked to enrich information of input image patches and further improve the generalization capability of trained CNN [36] . These aforementioned approaches ordinarily select a fixed size to generate image patches and are deemed to describe all target classes using the same and single spatial scale. This rule is clearly contrary to realism. Thus, a multi-scale CNN based method is proposed to address this issue and achieved an obvious improvement compared with single-scale CNN methods [32, 34] . At the same time, other works also try to improve the performance of the CNN based classification scheme through designing enhanced CNN network or fusing more spatial information [37] . Although these efforts discovered an effective pattern of applying CNN models in LULC classification, and proved its superiority in higher level feature learning and representation. However, the moving window-based strategy determines that it is still a kind of pixel-wise classification framework. Since adjacent pixels belonging to the same category are included in different windows, they are easily divided into different classes. Besides, the computation burden is another insurmountable shortcoming for these methods.
In addition to the above-mentioned methods, another popular deep learning framework proposed for image classification task is semantic segmentation networks. A range of research has focused on adapting semantic segmentation methods to LULC classification. A semantic segmentation network classifies every pixel in an image, resulting in an image that is segmented by class. Typically, fully convolutional networks (FCNs) are early proposed for semantic segmentation [38] . It gives an end-to-end network architecture combing feature learning with classifier training simultaneously to accomplish semantic segmentation. To overcome the defect of FCN in predicting precise boundaries, some improved or initial semantic segmentation networks were proposed successively, such as SegNet [39] , UNet [40] and DeepNet v3+ [41] . These creative works strengthen the ability to exploit low-level features and relatively keep edges by expanding receptive fields. On the VHR remotely sensed image classification, some improvements of ensemble strategy and new upsampling operation on semantic segmentation networks have been carried out for better adapting to specific tasks [42, 43] . However, there are still some challenges in practice, such as limited fully annotated training data, huge computation burden, blurry object boundaries [44] . More importantly, existing studies achieved good performances on test datasets that contain several easily distinguishable categories, are still quite difficult to deal with more complex tasks to date.
Besides, some other works attempt to propose a more competitive mode to use CNN methods for LULC classification by combing superiorities of object-oriented and CNN methods [45, 46] . In this scenario, the object-oriented method is employed to discover precise edges of target objects in an image through image segmentation process, and CNN method is trained to explore accumulated contextual information over very large receptive fields and construct robust spatial feature representation. In actual studies, the deep feature representations of an image extracted by moving window-based CNN can be stacked with object-based features at the pixel level for classification [47] . According to their detailed design, the final classification result of an object is determined by the major voting of all pixels class in the object. In order to reduce the computation burden of patch-wise feature learning process, superpixel is taken as the basic analysis unit instead of pixel to construct a CNN based classification process. The authors extract six patches around each superpixel object to construct a joint representation [45] . In addition, another work recently proposed a novel object-based model that also combines object-oriented and CNN techniques to distinguish land use objects through considering within-object and between-object information simultaneously [48] . In this study, an over segmented object is represented by some representational image patches but not dense patches to learn higher-level feature representations based on CNN model. Although these patch-based CNN approaches provided new perspectives to solve the complicated problem of land use or land cover classification using VHR remotely sensed imagery, and demonstrated their superiorities. However, there are still some issues to be discussed, such as accuracy, computational efficiency and feature representation ability. In short, these methods paid more attention to learn accumulate contextual information at the scene level but ignored the complex scale characteristics of different classes.
In this paper, we propose a framework of exploiting different spatial level information to address the complex LULC classification using hyperspectral or multispectral VHR remotely sensed imagery. To this, spectral reflection, morphological and morphological attribute profiles are applied to characterize pixel and neighborhood levels information of VHR remotely sensed imagery, respectively. A multi-scale object-based CNN method is proposed to extract high-level semantic information at the scene level. These features consisting of different level information are finally fused at the pixel level into the model for urban LULC classification. The main contributions of this work can be summarized as (1) using multi-level features to improve the LULC classification performance, (2) to propose an object-based CNN method to learn the multi-scale scene-level features and (3) to investigate the responsible of different scale scene image for the prediction of the CNN network and importance of different level features for classification result.
Methods

Understanding LULC Categories Based on Multiple Levels of Information
In a remotely sensed imagery, land use or land cover areas are divided into pixels, and characterized by spectral reflectance features. Therefore, spectral features of original remotely sensed imagery are usually deployed as input features of the model for land use or land cover classification. However, some categories with similar material are difficult to be separated merely dependent on spectral features. Adjacent pixels belonging to the same category generally show specific texture or structural visual characteristics. It is natural to consider its neighboring pixels and their spatial relationship to construct the spatial features to describe the texture or structural characteristics. These spatial features contain abundant contextual information of a central pixel due to the use of a fixed size neighboring region to describe the background environment. Actually, LULC classification with spectral features, spatial features or joint spectral-spatial features is commonly applied in the remote sensing community. As indicated in many existing studies, the use of spectral-spatial features can significantly improve the performance of land cover classification [8] . Whereas spectral-spatial classification scheme still has challenges for some land use classes with complex materials and spatial structure. For instance, the cement road always shares a similar spectral reflection and neighborhood-level spatial information with some building roofs although they belong to different land use classes. Besides, the object-oriented classification methods use the object as the basic unit to process the classification task, and are efficient to some land use classes. However, the objects generated by the segmentation method are not the real objects, which is important for the classification result. An object-oriented classification based on real objects is an ideal method for successfully extracting most land use classes, but it is difficult to obtain real objects in applications. In this case, more discriminative information with higher semantic connotation should be considered in the feature representation process. In reality, the land use category as a region with specific functions shows a particular spatial structure and contains some types of land cover classes in a larger space. As a result of which, the spectral-spatial features have a poor ability to describe the characteristics of some land use classes. Therefore, it is necessary to exploit the features with higher semantic information for a better understanding of land use. As presented in remote sensing scene classification studies, Land use scenario categories can be distinguished perfectly by feature representation at the scene level [49] [50] [51] . It indicates that scene level features can capture more effective information for land use classification. Summarizing the above discussion, it is important to develop a technical framework that makes full use of a different level of information for LULC classification.
In this study, we first attempted to construct a technical process to understanding the land use or land cover category by considering multiple level information. As illustrated in Figure 1 , to determine the type of a pixel in the remotely sensed imagery, four-level information could be used to help improve the separability of different categories, which includes pixel-level, neighborhood-level, object-level and scene-level information. Here, spectral reflection of the original image is directly used to represent the pixel-level information; the morphological and morphological attribute profiles methods are utilized to extract neighborhood-based spatial information; a superpixel segmentation approach is employed to obtain object-based image representation; moreover, an object-based CNN method is proposed to carry out scene-level information extraction. Summarized as Figure 2 , the proposed LULC classification framework contains three major steps: (a) extracting neighborhood-level spatial information by morphological and morphological attribute filters; (b) constructing scene level information based on an object CNN method and (c) different level features joint representation and classification. It is worth noting that the proposed objected-CNN is based on object-oriented and CNN methods, combines advantages of the two methods. Therefore, the semantic features extracted by the objected-CNN method contain object-level and scene-level information simultaneously. Specifically, object-level information is primarily reflected in the boundaries of objects in this study. In the classification phase, the random forest is used as the classifier to perform classification using the joint features. 
Morphological and Morphological Attribute Profiles
Morphological filters have proved to be effective in extracting informative spatial features from VHR images [52] . The filtering technique has the ability to simultaneously attenuate the slight details and preserve the important characteristics of the regions through openings and closings by reconstruction. The morphological profiles (MPs) are computed with a compact structuring element (SE; e.g., square, disk and linear), and can be used for modeling the size of the objects in the analyzed image. The SE specifies the neighborhood considered for each pixel, so the MPs of a pixel are a function of the values of its adjacent pixels. As a result, the MPs as neighborhood-based spatial features can be used to characterize neighborhood-level information for VHR images. Specifically, given a band of VHR image f, and selected a SE of size ⋋, the opening and closing by reconstruction can be computed by two fundamental operators erosion and dilation [53] . The corresponding morphological opening and closing profile can be respectively formalized as:
The MPs can be defined as:
where γ and ∅ demote the opening and closing by reconstruction operators, respectively. When the size of the SE is increasing, a sequence of opening and closing profiles can be obtained to perform a multi-scale analysis.
In addition, morphological attribute profiles (APs) [54] are a generalization of morphological profiles. In contrast with standard MPs, the morphological attribute method execute the filtering operations on the mat-tree representation of the analyzed image. Similar to MPs extracted by two base operators, APs are built on opening and thinning operators by adjusting the criterion of the attributes [54] . The commonly used attributes include area, moment of inertia, standard deviation and length of the diagonal. The created max-tree of the image is pruned according to different criteria of the attributes, and to obtain the filtered images by image restitution, which converts back the pruned tree to an image. Thus, the APs are mathematically expressed as:
where γ and T demote the opening and thinning operators, respectively; a, i, s and d represent the four attributes. Given different criterion of the attributes, a sequence of APs also can be used to perform a multi-scale analysis for images. To characterize the image using different attributes can provide more complete description of the regions and be used for accurately modeling the spatial information. In this paper, MPs and APs were employed simultaneously to describe the neighborhood-level information of the VHR remotely sensed imagery. Therefore, the joint feature representation of neighborhood-level was summarized as: MAPs = MPs, APs .
(5)
Image Segmentation
Object-oriented methods always start with an image segmentation process to achieve a segmented image in support of objected-based feature representation. In this work, there were two main goals for image segmentation. The first one was to obtain object-level information for better understanding the category of the pixels within an object. Here, only object boundaries were considered in the application of object-level information. The other one was to help construct the object-based CNN method to learn scene-level information. In this scheme, the objects provided positions of defining scene images to extract scene-level features using the CNN-based method. Compared to the pixel-wise CNN method, object-based CNN can significantly reduce the computation time of image processing, including feature learning, representation and classification processes. In this paper, a superpixel segmentation algorithm, simple linear iterative clustering (SLIC) [55] , was employed to execute the image segmentation task. As a superpixel algorithm, SLIC has its own advantages that is suited to help construct object-CNN method, such as faster and more memory efficient and perfect adherence to image boundaries [55] . More importantly, the over-segmented superpixels generated by SLIC are similar in size and shape, and not inlaid with each other. Based on such characteristics, the scene images of fixed size generated around superpixels have a consistent scale and the similar proportion of background information. It is more suitable for training a CNN feature learning model. SLIC utilizes limited space k-means clustering by grid search to generate superpixels. By default, each pixel of the image is first represented as l i , a i , b i , x i , y i in a plane space, where l i , a i , b i is the color representations in CIELAB color space, and x i , y i is the position of the corresponding pixel. In the initialization phase, it starts from rough initial clustering centers by sampling pixels at a regular grid steps. Then Euclidean distance as the distance measure is used to compute the distance between a pixel and its nearest cluster center and each pixel is associated with the nearest cluster center. Similar to the K-means method, the cluster centers should be updated after all pixels are associated until the condition to stop iteration is reached. To prevent inconsistencies in clustering behavior for different superpixel sizes, the Euclidean distance is not directly calculated based on the five features l i , a i , b i , x i , y i , but compute a combined distance D as:
where m is defined as a constant parameter to normalize color similarity d c ; S= N k ⁄ is used to normalize spatial similarity d s , N is the total number of pixels and k is the desired number of superpixels. Therefore, there are two parameters to be set in advance for SLIC. In practice, instead of using constant values, ASLIC also namely SLIC0 [55] can dynamically normalize the proximities for each cluster using its maximum observed spatial and color distances [m c , m s ] from the previous iteration. Thereby, the adaptive distance measure can be adjusted to as:
After such improvement, only one parameter k must be set during execution. In this study, this segmentation process was performed on RGB images of the multispectral or hyperspectral data. The RGB image should be converted into CIELAB color space before inputting the SLIC model.
Object-Based CNN
To extract scene-level information, an object-based CNN was proposed for learning the robust feature representation of the scene images. The object-based CNN method was designed for integrating benefits of object-based and CNN methods. Here, the proposed object-based method was simple to use and understand. Given an image I, suppose it is split into k superpixels, so the image can be represented as I = {X 1 , X 2 , ⋯, X k }. If the superpixel X i contains n pixels such as X i ={p i1 , p i2 , ⋯, p in } , the corresponding spatial positions of these pixels are denoted as x i1 , y i1 , x i2 , y i2 ,⋯, x in , y in . Thus, the central position x i , y i of superpixel X i can be calculated by Equation (10):
As illustrated by Figure 3 , when the central position of a superpixel is determined, a scene image patch with a fixed size can be extracted centered on this position to describe the background environment of the superpixel at the scene level. Considering that it is difficult to find an optimal size of extracting scene patches to characterize all land use or land cover classes, a sequence of scene images with increasing size can be extracted to perform a multi-scale analysis. Specifically, these scene images of various sizes will be used to train the CNN model and complete the joint feature representation at the scene level. For this purpose, according to commonly used computational blocks of the CNN framework, a genetic CNN model can be defined as:
where the f L-1 represents the input features to the Lth layer; the W L and b L are the weights and biases of the layer to execute the convolution operation denoted as * ; the σ · denotes the activation function, which often occurs after the convolutional layer and performs non-linear mapping; besides, a CNN model usually also includes a pooling layer with a window of size w × w, which is denoted as pool w . Given a scene image SI i as the input data, the output features on the final fully connected layer of a trained CNN model are the highly abstraction representation of the scene image, and can be employed to express the scene level information of pixels in the central superpixel. For multiple scene images extracted based on a superpixel, a feature fusion method for merging multi-scale scene-level information can be defined as: It will increase computational complexity and cause feature imbalance when the high-dimensional features are combined with other features (e.g., spectral and spatial features) into a classifier. Therefore, a transform matrix P is defined to complete the dimensional reduction task. Here, the principal component analysis (PCA) method was used to determine the transform matrix P, and 90% of all variability is preserved when using PCA in the experiments.
The entire process of extracting scene-level features based on the proposed object-based CNN is summarized in Figure 4 . To train the CNN model, the scene images were labeled automatically according to the labeled training data for the given LULC classification task. After the scene images were marked by land use or land cover classes, they were used as training data for the CNN model to update the parameters. As illustrated in Figure 4 , scene images of the same size were independently used to train the CNN model. Therefore, when the multi-scale analysis was performed by changing the size of the input scene image, multiple CNN models could be obtained. The single-scale scene-level feature presentation can be extracted by each trained CNN model and then fused by Equation (12) . In this study, the fusion feature was used as the final scene-level feature representation, and together with other level features to achieve multi-level information joint representation. In addition, some pre-trained CNN models were used as the base architectures in training CNN models, and they were re-trained using target datasets. 
Experimental Results and Discussion
Datasets
In this research, four VHR remotely sensed images were chosen for evaluating our proposed method. The first data GRSS_DFC2018 was hyperspectral imagery provided by the Hyperspectral Image Analysis Laboratory and the National Airborne Laser Mapping Center (NCALM) of the University of Houston in the 2018 IEEE GRSS Data Fusion Competition. The data was acquired by NCALM over the University of Houston campus and its neighborhood on 16 February 2017. The image has 48 spectral bands with a spatial resolution of 1 m. It also provided a very high-resolution RGB imagery covering the same area with a spatial resolution of 0.05 m. This dataset was released to challenge urban land use and land cover classification task. Therefore, the ground truth of the data was also defined and released, including 20 urban land-cover or land-use classes and with a spatial resolution of 0.5 m. In order to unify the spatial resolution of the hyperspectral data and ground truth, the hyperspectral image and RGB image were first fused by the Gram-Schmidt sharpening method, and then sampled to the same spatial resolution as the ground truth map, with a size of 1202 pixels × 4768 pixels. The original image (R-G-B) and its ground truth are shown in Figure 5a ,b. Detailed information about each land use or land cover class is listed in Figure 5 as well. According to the scores of the contest in 2018, it is a challenge to perform LULC classification using this dataset. The other two experimental images are parts of the Zurich dataset [56] collected over the city of Zurich in Switzerland by the QuickBird satellite in august 2002, available at https://sites.google.com/site/michelevolpiresearch/. The two images (zh9 and zh17) had four spectral bands (blue, green, red and near infrared) with a spatial resolution of about 0.62 m after pan-sharpening, and with spatial extents of 1342 pixels × 1447 pixels for zh9 and 1025 pixels × 1112 pixels for zh17, respectively. Their ground truth includes seven different urban land use or land cover classes. The color images (NIR-R-G) and their corresponding ground truth information are all shown in Figure 6 .
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For comparison with other advanced methods, the fourth data set is a well-known data covering the University of Pavia and acquired by the ROSIS sensor in 2003. It has 115 spectral bands with a spatial resolution of about 1.3 m, and with spatial extends of 610 pixels × 340 pixels. Due to removing the noise bands, the remaining 103 bands were used in the experiment. Its ground truth includes nine different classes. More details can be found in [34] . 
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CNN Model and Parameter Settings
The proposed method was implemented based on different level features, and then joint multi-level features were input into random forest to complete the classification task. At the pixel level, the only original spectral reflectance was directly used in this classification framework. For other level features, the detailed parameters and model architecture were introduced in this subsection.
In this paper, morphological and morphological attribute profiles were employed to describe neighborhood-level spatial features. For the morphological filters, select square as the SE shape and SE with increasing size (3, 5, 7 and 9) to extract more informative spatial features. About morphological attribute profiles, four attributes including area, moment of inertia, standard deviation and length of the diagonal were chosen to characterize the spatial information of the image. Specifically, the thresholds selected for each attribute were 100, 500, 1000 and 5000 for the area, 0.2, 0.3, 0.4 and 0.5 for the moment of inertia, 20, 30, 40 and 50 for the standard deviation, 10, 25, 50 and 100 for the diagonal length. To improve the efficiency of feature creating, the first six principal components (PCs) of the hyperspectral data (GRSS_DFC2018) were considered in the analysis. As for the other experimental images, all of their original four bands were used directly to construct morphological and morphological attribute profiles.
For the object-based CNN method, the SLIC0 segmentation algorithm was used to compute superpixels. The only parameter, desired number of superpixels k was set to /10 , N is the total number of pixels. As a result, the region of each superpixel is an approximately regular square of size 10 × 10. Such over-segmentation result can effectively discover and preserve small objects and obtain more precise boundaries. This is important for some sporadic land cover. In the CNN design section, three popular pre-trained CNN models trained on a subset of the ImageNet database [57] , including AlexNet [58] , GoogLeNet [59] and ResNet-18 [60] , were used to help construct the proposed object-based CNN model. The input size of AlexNet was 227 × 227 × 3, and the other two models were 224 × 224 × 3. We could completely design a new CNN structure in this process, but using a pre-trained network with transfer learning was typically much faster and easier than training a network from scratch, which is especially effective for tasks with limited samples. After training the network on the new data set with the pre-trained CNN models, we obtained the feature extractors to extract scene-level features of the input scene images. Here, the 1000-dimensional features outputted on the final fully connected layer of the pre-trained CNN model were used as the scene-level feature representations. Thus, each scene image was finally represented as a feature vector of size 1000. To perform multi-scale analysis, we needed to select scene images with different sizes to extract their deep features, and then fuse these features into the final scene level features. In this study, the sizes of scene image including {10 × 10, 20 × 20, 30 × 30, 40 × 40, 50 × 50, 60 × 60, 80 × 80, 100 × 100, 150 × 150, 200 × 200, 250 × 250, 300 × 300} were evaluated, and ultimately selected four sizes {10 × 10, 50 × 50,150 × 150, 250 × 250} to build multi-scale scene-level feature representations. A more detailed analysis was discussed in the following subsection.
In the classification stage, random forest as the classifier was to carry out the classification process based on the multi-level features. The number of the base tree was set to 150. To evaluate the performance of the classification results, for the first three data sets, 1% of labeled samples were chosen as the training data, and the rest were used as the testing data for all the experimental images. Besides, if the number of training samples for some LULC classes was less than 30 at 1%, then 30 samples were selected as the training data. In order to compare with other methods, the same training and testing rules as in reference [34] are used for the fourth data set. Follow the routine, pixel-based overall accuracy (OA), Kappa coefficient (κ) and the per-class mapping accuracy were adopted to evaluate the classification results. All procedures for the proposed method were implemented in MATLAB 2018b.
Classification Results and Analysis
Since scene-level features were constructed by considering multi-scale scene images in our proposed object-based CNN method. Therefore, in order to determine the sizes of multi-scale scene images, we first performed experimental analyses on the effects of different sizes based on the first experimental data. As shown in Figure 7a , the correlation between scene level features of different sized scene images was highly dependent on the difference in their size. Generally, the scene-level features of the adjacent sized images had a higher correlation. Furthermore, when the size of the two scene images was large, the correlation increased. From Figure 7b , the classification accuracy increased as the image size increased, and it would fall after reaching the maximum. Thus, we had chosen some typical sizes such as 10, 50, 150 and 250 to perform multi-scale analysis. To investigate the performance of multi-scale fusion features compared to single-scale features, they were independently used as input features to execute the classification on the three experimental data sets. As shown in Figure 8 , the multi-scale fusion scene-level features achieved higher accuracy on GRSS_DFC2018 and zh9 datasets compared to the use of single-scale features.
For the zh17 data, no significant competing performance was obtained by the fusion features, but the best accuracy was also achieved, which was close to the best result obtained by single-scale features extracted from the scene images of size 50 × 50. These results indicate that multi-scale features contained richer information and could better describe different land cover or land use categories with various spatial scales. More importantly, it avoided the problem of finding the optimal region size for scene-level feature representation. The above results demonstrated the validity of constructing multi-scale scene-level features for LULC category feature representation. To evaluate our proposed LULC classification method based on multi-level features, more experiments were carried out on the experimental data sets. As shown in Table 1 , multi-level features achieved the best overall accuracy of 96.16 with a Kappa coefficient (κ) of 0.95. For the single-level features, the original spectral reflection features had the worst performance in classification accuracy, followed by MAPs and scene-level features. The accuracy increase based on MAPs (92.96% OA and κ of 0.91) and scene-level features (95.45% OA and κ of 0.94) was much more significant than the result achieved based on original features (73.68% OA and κ of 0.65). These results clearly demonstrated the enormous impact of selecting different level features on the classification task. Further, we analyzed the per-class classification accuracy, the original spectral reflection features had a strong ability to distinguish some common land cover categories such as grass, water and tree, but failed to separate most of the artificial objects such as road, sidewalk, highways, railway, etc. This condition had significantly improved by MAPs features. For instance, the accuracies of road, crosswalk, etc. were markedly increased by more than 20%. When focusing on performance of the scene-level features, higher accuracies were achieved for the classes with complex spatial structures in comparison with using MAPs features. For examples, the accuracies of residential building, road, sidewalk, crosswalk, major thoroughfares, highway, car and train were increased by 4.87%, 8.89%, 9.58%, 28.42%, 5.16%, 8.39%, 2.02% and 5.93%, respectively. Whereas for some land cover classes such as healthy grass, stressed grass, evergreen tree and water, the scene-level features were not substantially superior to the MAPs, were decreased in terms of classification accuracy (more than 1.9%). When using multi-level features, the accuracies were increased for most of the classes compared to use of single-level features, except for few classes with slight accuracy decrease, such as residential building, sidewalk, highway and train (less than 1%). In addition, the class crosswalk showed the worst classification accuracy no matter which level of features was used in classification process. It achieved the highest accuracy of 35.64% when using scene-level features. Some reasons can be summarized by analyzing the visual features of the class. In contrast with its similar classes including road, sidewalk and highway, the most special characteristic of this class is zebra crossing painted with broad white stripes on the road. However, it is a challenge to capture the semantic features of the class based on the original or MAPs features. The scene-level features have the potentiality to represent thus property, but also experience difficult when the white stripes are blurred in the scene images of crosswalk or having few training data of the class to train the CNN model.
In summary, original features achieved the worst performance in this classification experiment, and scene-level features shown more competitive capability than MAPs to conduct a classification task when comparing among the single-level features. Specifically, original spectral reflection features and MAPs had comparative advantages to identify some traditional land cover classes such as grass, tree and water; scene-level features shown the excellent ability to represent the objects with complex semantic functions, including various types of buildings and roads. From the results shown in Table 1 , different level features contributed their specific importance for different types of land use and land cover and improved the classification performance together. Furthermore, these results clearly indicated the importance to construct feature representation from a different level information perspective and demonstrated the effectiveness of our proposed classification framework and methods. The same evaluation scheme was performed on the other two VHR remote sensing images. The accurate classification performance was also obtained by the proposed method, as illustrated by per-class and overall accuracies shown in Tables 2 and 3 . Unlike the first data, the other two data sets zh9 and zh17 are multispectral images, and a small number of original spectral reflection features were harder to distinguish different land use or land cover classes. Therefore, the original features also achieved the worst overall accuracies of 74.32% and 75.94% for the two data sets, respectively. By contrast, MAPs and scene-level features all significantly improved the classification performance, and the overall accuracies of the two experiments were increased by more than 10%. Moreover, the scene-level features also achieved the largest accuracies for the two data sets. Compared with MAPs, the scene-level features shown better representation ability to accurately describe different classes. For the per-class accuracies, the similar results were obtained compared to results obtained from the first data. Original and MAPs features had good classification performance for the classes including tree and grass. The scene-level features were effective for all categories and achieved more competitive accuracies for most categories. Furthermore, the increased accuracy was always produced for each class when multi-level features were fused to carry out the classification procedure. However, there was a new situation for the experiment on zh17, the accuracies of some classes including roads, buildings, trees and bare soil were slightly decreased when using multi-level features. For the two classes (water and swimming pools) that were easy confused, original features and MAPs lost the advantages to separate them better due to their similar material and spatial texture. In this case, the scene-level features shown their powerful ability to describe semantic information of land use types and significantly improved the classification performance. As shown in the classification accuracy reports, the different level features provided more comprehensive information to understand the category properties of pixels in an image. The advantages of using multi-level features can also be seen in the classification maps, as displayed in Figures 9 and 10 . The classification maps of the data sets zh9 and zh17 were present here.
As shown in Figure 9b , buildings, bare soil and railways were misclassified when using raw spectral reflection features only. At the same time, the classification map contained a lot of salt-and-pepper noise, and the edges of the objects were blurred. Turning to Figure 9c , the misclassification situation was significantly improved, where most misclassified buildings and railways were rectified. However, a small amount of salt-and-pepper noise still existed in the map, and buildings and roads in many areas were misclassified. In Figure 9d , the more precise boundaries were obtained and the confusion of some classes (e.g., roads and buildings, bare soil and grass) was improved as well. These improvements shown in the classification map demonstrated the superiority of the proposed object-based CNN method in constructing scene-level features. However, some drawbacks had also been discovered in Figure 9d . For instance, some small objects are easily misclassified as the surrounding categories because they were merged with surrounding pixels into the same objects during the segmentation phase. Besides, the local inaccurate boundaries generated by the segmentation method also caused deviation from the real edges. In Figure 9e , these defects showed in Figure 9d had been improved relatively. It indicated that other different level features were helpful to more accurate classification. The same phenomena can also be discovered in the classification maps of zh17, as shown in Figure 10 . From the figures, sporadic trees and grasses were well preserved when accomplishing classification based on multi-level features. 
Discussion
Comparison with Other Methods
The above experiments are performed on three large images recently shared and have not been widely used in related works. To compare with other methods, the same experimental procedure was performed on the University of Pavia data set. From the classification results shown in Table 4 , the proposed multi-level feature based classification method outperformed the method MCNN. According to the report in [34] , MCNN achieved the highest classification accuracy compared to the other five advanced methods. In this study, our proposed method produced higher accuracies for most classes than MCNN. The MCNN also extracted multi-scale features based on CNN models and combined them with spectral features to complete classification. It showed better performance in terms of asphalt, metal sheet and brick than our proposed method, but performed worse for the other six classes. Overall, these results indicate that our proposed method could extract more robust features to represent different classes and could deal with complex shapes and textures in different scenarios. [34] . The best accuracy of each class is marked in bold.
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Feature Importance Analysis
It can be seen from the above results that different level features played special roles in obtaining accurate classification results. The predictor importance could be estimated to quantitatively evaluate the importance of the different level features. Based on the random forest classifier trained on multi-level features, the predictor importance of each feature for the classifier could be computed by summing these estimates over all weak learners in the ensemble. As shown in Figure 11 , the importance of different level features were visually represented by a box plot for each experimental dataset. From the displays, the importance values of the original features were lower than the values of the other two level features, which indicated that they were relatively unimportant to the classifier. The scene-level features had the highest importance values and once again proved its superiority. Among these different level features, MAPs contained more features compared to the other level features, and the importance values of the features changed over a large range. This indicated that some features of MAPs also played a very important role for the classifier. With respect to the scene-level features, it provided a larger receptive field to understand the semantic information of the targets. In this scenario, the land use or land cover types would be represented by the higher semantic features, including more abundant background environment information. In this study, we constructed multi-scale scene-level features to adapt to different targets. The scene images of different sizes were used to train CNN models for scene-level feature extracting. Therefore, it is necessary to analysis the discriminative regions of the scene images for various classes. It may provide a different view to understanding the importance of performing multi-scale analysis at the scene level. Here, class activation mapping (CAM) was used to investigate the discriminative regions of the scene images [61] . In order to achieve this, it computed a weighted sum of the feature maps of the last convolutional layer to obtain the class activation maps. In Figure  12 , some examples of the CAM output were presented, the maps highlight the discriminative image regions used for image classification. From the displays, the highlighted regions changed as the size of the scene image increases for the same class. At the same time, the range of discriminative region extended as the size of the scene image increases. However, we could also see that when the size of the scene image reached a larger value, the range of the non-highlighted area increased. This phenomenon indicated that the discriminative regions did not continuously expand with the size of input scene image increased. Therefore, it could not further improve the feature representation ability by choosing a lager-sized scene image. To compare the CAM outputs of the easily confused classes (e.g., roads, sidewalks, crosswalks, etc.), the discriminative regions contained pivotal spatial traits to distinguish the target classes, which demonstrated that the CNN model had powerful capabilities to capture the essential information of different classes. Moreover, the range of highlighted regions extended far beyond the edges of the object, indicating that the surrounding environment information was also important for understanding the category of the object. This is why scene-level features achieved better classification performance for these classes than other features in our experiments. 
Residential
Conclusions
In this work, we first designed a framework to understand land use or land cover categories from a different level information perspective. To this end, an object-based CNN method was proposed to extract scene-level features, which combines the advantages of object-based and CNN methods and can fuse multi-scale information. Besides, morphological and morphological attribute profiles methods were utilized to extract neighborhood-level features. The proposed methods were evaluated on three real VHR remotely sensed images, demonstrating that multi-level features could comprehensively characterize land use or land cover categories and showed outstanding representation capabilities even for the complex land use categories. Furthermore, amongst the different level features, scene-level features played the most important role for the classifier according to the predictor importance analysis, followed by neighborhood-level features (MAPs). The original spectral reflection features as pixel-level features had the worst performance, whereas for the performance on per-class, the pixel-level and neighborhood-level features achieved better performance for some land cover categories. Therefore, multi-level features are more competitive than single level features in completing LULC classification tasks.
