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Summary. We derive rates of convergence for regularization procedures
(characterized by a parameter ε) and finite element approximations of the
total variation flow, which arises from image processing, geometric analy-
sis and materials sciences. Practically useful error estimates, which depend
on 1
ε
only in low polynomial orders, are established for the proposed fully
discrete finite element approximations. As a result, scaling laws which relate
mesh parameters to the regularization parameter are also obtained. Numer-
ical experiments are provided to validate the theoretical results and show
efficiency of the proposed numerical methods.
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1 Introduction
This paper concerns finite element approximations of the L2-gradient flow
−ut ∈ ∂Jλ(u), u(0) = u0
for the total variation functional
Jλ(u) = |Du|() + λ2
∫

| u − g |2 dx(1)
Correspondence to: A. Prohl
442 X. Feng et al.
on a bounded domain  ⊂ Rd (d = 1, 2, 3), for given functions u0, g ∈
L2() and a nonnegative number λ. Where ∂Jλ denotes the subdifferen-
tial of the functional Jλ (cf. [9]), |Du|() denotes the total variation of the
function u defined by (cf. [2])
|Du|() := sup
{ ∫

−u div v dx ; v ∈ [C10()]d, ‖ v ‖L∞ ≤ 1
}
,
and BV () will be used to denote the space of functions of bounded total
variation. In the rest of this paper, we refer to the above gradient flow as the
{new total variation flow} or simply, the TV flow.
Since the functional Jλ is convex, by nonlinear semigroup theory exis-
tence of a unique strong solution u ∈ C([0, T ];L2())∩W 1,2loc (0, T ;L2())
and u(t) ∈ Dom(∂Jλ) for all 0 < t ≤ T can be shown easily (cf. [5]). How-
ever, a rigorous characterization of the subdifferential ∂Jλ is quite involved,
and this program has only been carried out recently by F. Andreu, C. Ballest-
er, G. Bellettini, V. Caselles, J. I. Diaz, J. M. Mazo´n, M. Novaga in a series
of papers [3,4,6,8], which, along with other results, are summarized in the
recent monograph [5].
The following characterization of ∂J0 is taken from [5], which crucially
uses Anzellotti’s (cf. [7]) generalization of Green’s formula to measures
which are given as products of a bounded vector field and a vector-valued
Radon measure.
Theorem 1 Let λ = 0, a function u ∈ C([0, T ];L2()) is strong semi-
group solution of TV flow, if u ∈ W 1,2loc
(
0, T ;L2()) ∩ L1w((0, T );BV ()),
u(0) = u0 ∈ L2(), and there exists z ∈ L∞
(
(0, T ) × ; Rd), ‖ z ‖∞ ≤
1, with 〈z(t),n〉 = 0 on ∂, for a.e. t ∈ [0, T ] such that ut = div z in
D′((0, T ) × ), and
∫

(
u(t) − w)ut(t) dx =
∫

(
z(t),Dw
)
−|Du(t) |() ∀w ∈ L2() ∩ BV () , a.e. t ∈ [0, T ] .
This result provides the basis to verify the following properties of the
strong solution of the TV flow (cf. [5]) in the case λ = 0:
(i) u will be constant of mean value of the initial datum in finite time
(d = 2; cf. Fig. 1);
(ii) u(t) ∈ L∞(), t > 0, if u0 ∈ Ld(), and in general, no L1 − L2-
regularizing effect for L1()-initial data;
(iii) C1,α-regularity of level sets ∂∗[u(t) > λ] for u0 ∈ Ld() of decreasing
size, i.e., d
dt
Hd−1(∂∗[u(t) > λ]) ≤ 0;
(iv) invariance of supports, provided the curvature of a smooth boundary of
a simply connected convex domain is not too big (cf. Figs. 1, 2).
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Fig. 1. Evolution of u0 = χtorus, using (6)–(8), for λ = 0: change of support at pos-
itive times, different changes of height for points x ∈ . Plot of evolving heights at
five points of : element of torus, inside smaller circle, inside larger circle; (k, h; ε) =
(10−3, 3.10−2, 10−4). See also Chapter 4 of [5]
It should be pointed out that the total variation flow was first analyzed by
Hardt and Zhou in [18], which studied the gradient flow for a class of linear
growth functionals with L∞ initial data by using the variational inequality
techniques introduced in [20]. Lately, Feng and Prohl [15] studied the total
variation flow with L2 initial data using a constructive energy method which
can be used to compute the solution of the total variation flow (see the discus-
sion below). On the other hand, the subdifferential ∂Jλ was not characterized
in either [18] or [15]. That is, the relationship between the semigroup solution
and the weak solutions proved in [18] and [15] was not established.
The best known application of the TV flow arises from image processing
for image denoising (see Fig. 3). The well-known noise removal and image
restoration model, which was proposed by Rudin, Osher and Fatemi [21], and
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Fig. 2. Evolution of u0 = χ3 balls for λ = 0: change of support at positive times (1st row),
snapshots of 1D-cross sections of evolution along line A (2nd row), and along line B (3rd
row); (k, h; ε) = (10−3, 3.10−2, 10−4). See also Chapter 4 of [5]
analyzed by Acar and Vogel [1], and Chambolle and Lions [13], seeks the
minimizer of the functional Jλ as the “best” restored image for a given noisy
image g. Solving the minimization problem by using the popular steepest
descent method then motivates to consider the above gradient flow. In such
an application, the constant λ is known as a Lagrange multiplier which is
determined by the original constrained minimization problem (see [13] for
a detailed exposition). Additionally, the TV flow also appears in geometric
measure theory for studying the evolution of a set with finite perimeter with-
out distortion of the boundary [8] and in materials science for studying the
crystalline flow [19].
Formally, the TV flow is described by the following initial boundary value
problem
∂u
∂t
= div
( Du
|Du |
)
− λ(u − g) in T ≡  × (0, T ), T > 0,(2)
∂u
∂n
= 0 on ∂T ≡ ∂ × (0, T ),(3)
u(·, 0) = u0(·) in  ,(4)
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Fig. 3. The initial noisy image and two smoothed samples at times t = 5 · 10−4, 10−3
using fε,2-regularization. ε = 10−5, k = 10−5, h = 2−8 and λ = 0 are used in the test
where Du, a vector-valued Radon measure, denotes the distributional gradi-
ent of u.
Recently, an algorithm based on the characterization of the subdifferen-
tial is proposed by Chambolle [11]; however, so far most existing numerical
works deal with a discretization of the gradient flow for the regularized func-
tional
Jλ,ε(u) =
∫

fε(|Du |) dx + λ2
∫

| u − g |2 dx , ε > 0(5)
where fε(z) =
√
z2 + ε2, and for any u ∈ BV (), the first term on the right
hand side of (5) is defined as (cf. [2])∫

√
|Du |2 + ε2 dx
:= sup
{∫

[−u div v+ε√1−|v(x)|2] dx ; v ∈ [C10()]d, ‖ v ‖L∞ ≤1
}
.
An explicit characterization of ∂Jλ,ε could be obtained by relating the
strong semigroup solution to the variational solution of
∂uε
∂t
= div
(f ′ε(|Duε |)Duε
|Duε |
)
− λ(uε − g) in T ,(6)
∂uε
∂n
= 0 on ∂T ,(7)
uε(·, 0) = u0(·) in  ,(8)
which was carefully analyzed in [15] by exploiting the connection between
the flow (6)–(8) and the prescribed mean curvature flow (corresponding to
the case ε = 1) (cf. [17,20]). In addition, utilizing the regularity results
for the prescribed mean curvature flow [17], i.e., u0 ∈ C2() and g ∈
L∞
(
(0, T );W 1,∞()) implies u ∈ W 1,∞(T )∩L2((0, T );H 2()), it was
proved in [15] that for each fixed ε the implicit Euler-FEM (finite element
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method) discretization of (6)–(8) converges with optimal order to the solution
of the problem (6)–(8), provided that the spatial mesh size h and temporal
mesh size k satisfy k = O(h2). This mesh requirement seems surprising
for an implicit scheme, but turns out necessary in the analysis to deal with
the singular character of the problem. Although the convergence of the fully
discrete finite element solution Uε,k,h to the solution of the TV flow (2)–(4)
was also proved in [15] as both ε and h go to zero and k = O(h2), no rate
of convergence was established and no precise scaling law which relates h
and k to ε was derived there. The goal of this paper is to derive a rate of
convergence for the error u − Uε,k,h, where u stands for the solution of the
TV flow (2)–(4) and Uε,k,h denotes the solution of the fully discrete finite
element discretization of (6)–(8) proposed in [15].
The remaining of this paper is organized as follows. In Section 2 we estab-
lish rates of convergence for various regularization procedures to approxi-
mate the TV flow. Possible regularizations include those given in (5) and
[13]. Recall that in the case fε(z) =
√
z2 + ε2, it was proved in [15] that
uε converges to u in Lp for 1 ≤ p < d
d−1 , but no rate of convergence was
given. In Section 3 we revisit the finite element method proposed in [15] for
approximating (6)–(8) and (2)–(4), and establish optimal rate of convergence
for the finite element scheme for approximating the TV flow (2)–(4). Finally,
in Section 4 we provide some numerical experiments, which are especially
designed to verify our theoretical results for various regularization strategies,
and numerically to find explicit scaling laws which relate regularization and
discretization parameters in order to obtain optimal rate of convergence.
This paper is a shortened version of [16] where one can find more details
and further helpful comments which could not be included here due to page
limitation.
2 Rate of convergence of the regularized flow as ε → 0
From [15], we know that the solution of the regularized flow (6)–(8) converges
to the solution of the TV flow (2)–(4) strongly in Lp() for 1 ≤ p < d
d−1 as
ε → 0. However, it does not tell how fast it converges. We will address the
issue in this section by establishing a rate of convergence (in powers of ε).
Moreover, we will consider more general regularization procedures by stating
some structural assumptions on Jλ,ε, which cover commonly used regulariza-
tion procedures; in particular, they include Jλ,ε defined in (5) and a modified
regularization procedure introduced by Chambolle and Lions in [13].
Theorem 2 Suppose that u0, uε0 ∈ L2() and g ∈ L2(). Let u, uε be the
weak solutions of (2)–(4) and (6)–(8), respectively. Assume there exist two
positive constants α,C0(T ) such that Jλ,ε satisfies
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∫ T
0
| Jλ,ε(v)−Jλ(v) | dt ≤C0(T )εα ∀ v∈L1((0, T );BV ()) ∩ L2(T ),
(9)
then, there holds
ess sup
t∈[0,T ]
‖ u(t) − uε(t) ‖L2() ≤ ‖ u0 − uε0 ‖L2() + 2
√
C0(T ) ε
α
2 .(10)
Proof. For any f ∈ L2() and 0 < ρ  1, let (f )ρ := Mρ ∗ f ∈ C∞()
denote its mollification. Here Mρ can be chosen as any well-known mollifier.
Let uρ and uερ denote solutions of TV flow −ut ∈ ∂Jλ(u) with initial
datum (u0)ρ , and (6)–(8) with initial datum (uε0)ρ , respectively, then uρ and
uερ satisfy
∫ s
0
∫

uρt (v − uρ) dxdt
+
∫ s
0
[
Jλ(v)−Jλ(uρ)
]
dt ≥ 0 ∀v ∈ L1((0, T );BV ()) ∩ L2(T ),(11)
∫ s
0
∫

uερt (v − uερ) dxdt
+
∫ s
0
[
Jλ,ε(v) − Jλ,ε(uερ)
]
dt ≥ 0 ∀v ∈ L1((0, T );BV ()),(12)
and
‖ u(s) − uρ(s) ‖L2 ≤ ‖ u0 − (u0)ρ ‖L2 ∀s ∈ [0, T ],(13)
‖ uε(s) − uερ(s) ‖L2 ≤ ‖ uε0 − (uε0)ρ ‖L2 ∀s ∈ [0, T ].(14)
Choosing v = uερ in (11), v = uρ in (11), and adding the resulting
inequalities yield
−
∫ s
0
∫

(uρ − uερ)t (uρ − uερ) dx dt
+
∫ s
0
{[
Jλ(u
ε
ρ) − Jλ,ε(uερ)
]+ [Jλ,ε(uρ) − Jλ(uρ)]
}
dt ≥ 0,
which and (9) imply that
‖ uρ(s) − uερ(s) ‖2L2 ≤ ‖ uρ(0) − uερ(0) ‖2L2 + 2
∫ s
0
{[
Jλ(u
ε
ρ) − Jλ,ε(uερ)
]
+[Jλ,ε(uρ) − Jλ(uρ)]
}
dt(15)
≤ ‖ (u0)ρ − (uε0)ρ ‖2L2 + 4C0(T ) εα ∀s ∈ [0, T ].
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Finally, it follows from (13)–(15) and the triangle inequality that
‖ u(s) − uε(s) ‖L2 ≤ ‖ u(s) − uρ(s) ‖L2 + ‖ uρ(s)
−uερ(s) ‖L2 + ‖ uερ(s) − uε(s) ‖L2
≤ ‖ u0 − (u0)ρ ‖L2 + ‖ (u0)ρ
−(uε0)ρ ‖L2 + 2
√
C0(T ) ε
α
2 + ‖ uε0 − (uε0)ρ ‖L2 .
The desired estimate (10) follows from setting ρ → 0 in the above inequality.
The proof is complete. unionsq
For readers’ convenience, we now verify the assumption (9) for some
commonly used regularization procedures.
Example 1 For any 1 < q < ∞, define
Jλ,ε,q(u) :=
∫

fε,q(|Du|) dx + λ2
∫

(u − g)2 dx,(16)
where fε,q is given by
f ′ε,q(z) =
z
q
√
zq + εq .
Note that fε,2(z) = fε(z) =
√
z2 + ε2, this case was studied in great details
in [15].
For any u ∈ C1(T ), a direct calculation yields
∣∣Jλ,ε,2(u) − Jλ(u)∣∣ =
∫

[√
|Du|2 + ε2 − |Du|
]
dx
=
∫

ε2√
|Du|2 + ε2 + |Du|
≤ || ε.(17)
Since C∞(T ) is dense in L1((0, T );BV ()) ∩ L2(T ), it follows from
above estimate and a standard density argumentation that (9) holds with
C0(T ) = ||T , and α = 1.
Remark 1 The above estimate gives the worst scenario. In the case that |Du|
has a positive lower bound almost everywhere, that is, {|Du| ≥ c0} ≈ , we
have α = 2. Hence, we get linear rate of convergence in ε.
Example 2 The following regularization procedure is a modification of the
one proposed and analyzed by Chambolle and Lions in [13]
Jλ,ε,CL(u) :=
∫

φε(|Du|) dx + λ2
∫

(u − g)2 dx,(18)
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where φε is given by
φε(z) :=
{
1
2ε z
2 if 0 ≤ z ≤ ε,
z − ε2 if z ≥ ε.
For any u ∈ C1(T ), a direct calculation gives
∣∣Jλ,ε,CL(u) − Jλ(u)∣∣ =
∣∣∣∣
∫
{|Du|≤ε}
|Du|
[ 1
2ε
|Du| − 1
]
dx −
∫
{|Du|≥ε}
ε
2
dx
∣∣∣∣
≤ || ε + ||
2
ε ≤ 3
2
|| ε,
which and a standard density argumentation imply that (9) holds withC0(T ) =
3
2 ||T , and α = 1.
3 Rate of convergence of finite element approximations
A fully discrete finite element method for the regularized flow (6)–(8) under
certain numerical requirements was proposed in [15], and optimal order error
estimates was established. In addition, it was shown that the finite element
solution converges to the solution of the TV flow (2)–(4) as the mesh sizes
and the parameter ε all tend to zero. On the other hand, no rate of convergence
was given there.
In this section, we first propose and analyze a semi-discrete (in time)
scheme to approximate the weak solution of the TV flow (2)–(4). In particu-
lar, we verify error estimates for the semi-discrete scheme. Then, we revisit
the fully discrete finite element method developed in [15], and establish a
rate of convergence for using the method to approximate the TV flow.
3.1 An implicit time discretization for the TV flow
Let {tm}Mm=0 be an equidistant partition of [0, T ] of mesh size k ∈ (0, 1), and
dtu
m := 1
k
(um −um−1). Our semi-discrete in time scheme for approximating
the TV flow (2)–(4) is defined as follows: Given u0 ∈ BV ()∩L2(), find
{um}Mm=1 ∈ BV () ∩ L2() such that∫

dtu
m(w − um) dx + Jλ(w) − Jλ(um) ≥ 0
∀w ∈ BV () ∩ L2(), m = 1, 2 · · · ,M.(19)
Summing over m from 1 to 	 (1 ≤ 	 ≤ M) after taking w = um−1 in (19)
leads to the following a priori estimate for {um}Mm=1
k
	∑
m=1
‖ dtum ‖2L2 + Jλ(u	) ≤ Jλ(u0) ∀	 ≤ M.(20)
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Well-posedness of problem (19) can be shown by following corresponding
studies in [15]. Convergence behavior depends on regularity of initial data:
if u0 ∈ Dom(∂Jλ), optimal order rate of convergence follows from a general
result of Rulla [22] for the backward Euler time-discretization of differential
inclusions −ut ∈ A(u) with a maximal monotone operator A = ∂Jλ. In case
of more general initial data u0 ∈ Dom(∂Jλ) ≡ L2(), we prove a suboptimal
order rate of convergence for the semi-discrete scheme.
Theorem 3 (i) Suppose that g ∈ L2() and u0 ∈ BV () ∩ L2(). Let u,
{um}Mm=0 be the solutions of TV-flow and (19), respectively. Define
u
k
(·, t) := t − tm−1
k
um(·) + tm − t
k
um−1(·) ∀t ∈ [tm−1, tm].
Then, there holds
ess sup
t∈[0,T ]
‖ u(t) − uk(t) ‖L2() ≤ ‖ u0 − u0 ‖L2() + C
√
k
√
Jλ(u0) + Jλ(u0).
(21)
(ii) If u0 ∈ Dom(∂Jλ), there holds
ess sup
t∈[0,T ]
‖ u(t) − uk(t) ‖L2() ≤ ‖ u0 − u0 ‖L2() + Ck ‖ (∂Jλ)0(u0) ‖L2 ,
(22)
where (∂Jλ)0(u0) is the unique element of minimal norm from the closed and
convex set ∂Jλ(u0).
Proof. Since (ii) follows from Theorem 5 of [22], it suffices to prove (i).
Notice that (19) can be rewritten as
∫

u
k
t (w − uk) dx + Jλ(w) − Jλ(uk) ≥ 0 ∀w ∈ BV () ∩ L2(), t ∈ (0, T ),
(23)
where uk(·, t) := um(·) for t ∈ (tm−1, tm]. Now, choosing w = uk in a
corresponding representation for TV-flow, with s0 = 0 and w = u in (23) we
get ∫

ut(u
k − u) dx + Jλ(uk) − Jλ(u) ≥ 0 ,
∫

u
k
t (u − uk) dx + Jλ(u) − Jλ(uk) ≥ 0 .
Adding the above two inequalities and using the notation
e(·, t) :=u(·, t) − uk(·, t), e(·, t) :=u(·, t)−uk(·, t) ∀ t ∈(tm−1, tm],
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we get
1
2
d
dt
‖ e ‖2
L2 ≤ −
∫

et (u
k − uk) dx .(24)
It follows from a direct calculation and (20) that for any 1 ≤ 	 ≤ M
∫ t	
0
‖ uk − uk ‖2
L2 dt =
	∑
m=1
‖ dtum ‖2L2
∫ tm
tm−1
(t − tm−1)2 dt
= k
3
3
	∑
m=1
‖ dtum ‖2L2 ≤ C k2,
which, together with (20), then leads to
∣∣∣
∫ t	
0
∫

et (u
k − uk) dxdt
∣∣∣
≤
{∫ t	
0
‖ ut ‖2L2 dt + k
	∑
m=1
‖ dtum ‖2L2
} 1
2 {∫ t	
0
‖ uk − uk ‖2
L2 dt
} 1
2
≤ C k.(25)
Finally, the desired estimate (21) follows from integrating (24) from 0 to
t	 and appealing to (9) and (25). The proof is complete. unionsq
Efficient control of spatial discretization effects requires additional regu-
larity properties of solutions which is another motivation for us to come back
to a fully discrete version of the discretization (6)–(8) in the next subsection.
3.2 A fully discrete finite element method for the TV flow
Let Th be a quasiuniform triangulation of  with mesh size h ∈ (0, 1), and
V h denote the continuous, piecewise linear finite element space associated
with Th, that is,
V h := {vh ∈ C0(); vh∣∣K∈ P1(K), ∀K ∈ Th
}
.
We recall that the fully discrete finite element method of [15] for the gradient
flow (6)–(8) is defined as follows: Given U 0 ∈ V h, find {Um}Mm=1 ∈ V h such
that
(
dtU
m, vh
)+(f ′ε(| ∇Um |)| ∇Um | ∇U
m,∇vh
)
+λ(Um − g, vh)=0 ∀ vh ∈ V h,
(26)
where (·, ·) stands for the standardL2() inner product, andfε(z) =
√
z2 + ε2.
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Define the linear interpolation of {Um}Mm=0 in time as
U
ε,h,k
(·, t) := t − tm−1
k
Um(·) + tm − t
k
Um−1(·) ∀ t ∈ [tm−1, tm] .
(27)
If u0 ∈ W 1,1() ∩ H 1loc() and g ∈ L2() ∩ H 1loc(), it was shown in
Theorem 1.6 of [15] that
lim
ε→0
lim
h,k→0
‖ u − Uε,h,k ‖L∞(0,T );Lp()) = 0 , 1 ≤ p < d
d − 1 ,(28)
provided that limh→0 ‖ u0 − U 0 ‖L2 = 0.
We now state a theorem which provides a rate of convergence for the error
u − Uε,h,k.
Theorem 4 In addition to the assumptions of Theorem 3, suppose that u0 ∈
C2(), g ∈ L∞((0, T ); W 1,∞()), ∂ ∈ C3, and fε(z) = √z2 + ε2. Then,
under the following starting value and mesh constraints
‖ uε0 − U 0 ‖L2 ≤ Ch2 and k = O(h2),
there holds the error estimate
ess sup
t∈[0,T ]
‖ u(t) − Uε,h,k(t) ‖L2() ≤ ‖ u0 − uε0 ‖L2 + 2
√
||T √ε
+C1(ε)k + C2(ε)h2 ,(29)
where Ci(ε) for i = 1, 2 are positive constants which depend on ε−1 in some
low polynomial order.
Proof. (29) follows immediately from the triangle inequality
‖ u − Uε,h,k ‖L2 ≤ ‖ u − uε ‖L2 + ‖ uε − U
ε,h,k ‖L2,
and appealing to (10) and Theorem 1.7 of [15]. The proof is complete. unionsq
Remark 2 (a). Assumptions in Theorem 4 require data ( u0, g ) to be regu-
lar, and (29) suggests that any (smooth) approximation ( u˜0, g˜ ) of ( u0, g )
satisfying
‖ u0 − u˜0 ‖L2() + ‖ g − g˜ ‖L2() = O(
√
ε)
should be sufficient.
(b). The coefficients C1(ε) and C2(ε) in (29) depend on ε−1 in some low
polynomial orders, and no sharp bounds are available from the analysis. In
Section 4, we will provide computational evidence for appropriate scalings
for k and h with respect to ε in order to obtain optimal order convergence.
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4 Numerical experiments
We present some numerical experiments for the regularization procedures
(16) and (18), and numerically identify scaling laws between mesh sizes h, k
and regularization parameter ε. In all our numerical tests, we solve the nonlin-
ear (algebraic) equations at each time step using a fixed-point iteration, where
the diffusivity is evaluated at the previous iterate. This algorithm performs
remarkably well, for all regularizations we obtained good approximations
after only few iterations. Furthermore, the number of iterations required to
trigger the stopping criteria is essentially independent of the regularization
procedures. In that sense, we found that all regularization strategies lead to
efficient numerical schemes of the same quality.
Figure 4 (a) displays L2-errors at t = 5 · 10−3 for fε = fε,2 for different
scalings ε = O(kr) for r = 0, 1/2, 1, 3/2, which validates a proper scaling
law ε = O(k); this scaling law is better compared to the theoretically pre-
dicted one in Theorem 4, which may be explained by the ‘pessimistic’ bound
in (17) in situations when {|Du | > c} almost covers . Figure 5 displays
Fig. 4. L2-error at t = 5·10−3 with different scaling laws ε = O(kr ), using regularization
(a) fε,2, (b) fε,CL
Fig. 5. L2-error at t = 5 · 10−3 using fε,q -regularization with different scaling laws
ε = O(kr ). q = 1.5 (left), q = 5 (right)
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Fig. 6. Piecewise polynomial initial data with discontinuities in the s-th derivative for
s = 0, 1, 2
corresponding results for the regularizations fε,q , for q = 1.5 and 5; Analo-
gous experiments for the case fε,CL-regularization are shown in Figure 4 (b),
which again evidence an optimal scaling ε = O(k).
Spatial discretization effect in the case of fε,2-regularization is reported in
Figure 7 using initial data of different regularities (see Figure 6). We observe a
decrease in rate of convergence when using rough initial data (cf. Theorem 4).
Finally, we examine the regularization procedures using fε,CL and fε,q for
q = 1, 2, 100. Figure 8 plots the diffusivity function f ′ε,∗(s)/s of each reg-
ularization. We remark that the regularization procedure of Chambolle and
Lions [13] amounts to applying the heat equation (constant diffusivity) in
regions of small gradients and using the TV flow at places where the gradient
Fig. 7. L2-error at t = 10−3 using fε,2-regularization. ε = 10−3, k = 10−6, and the initial
data of Figure 6 are used in the tests
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Fig. 8. The diffusivity for fε,q , q = 1, 2, 100 and for fε,CL
is big. For large q, the fε,q-regularization has similar properties. However,
for small q the diffusivity of fε,q is large for small gradients and small for
large gradients where the edges reside. For two-dimensional image deno-
ising applications, our numerical tests indicate that all these regularization
strategies essentially perform equally well. Figure 3 depicts three snapshots
for the regularized flow with fε,2. Corresponding tests with the Chambolle-
Lions regularization fε,CL and the regularizations fε,q for q = 2 produce
results which do not differ qualitatively from this study.
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