Abstract-This paper aims to assess the performance of linear state estimation (SE) processes of power systems relying on synchrophasor measurements. The performance assessment is conducted with respect to two different families of SE algorithms, i.e., static ones represented by weighted least squares (WLS) and recursive ones represented by Kalman filter (KF). To this end, this paper firstly recalls the analytical formulation of linear WLS state estimator (LWLS-SE) and Discrete KF state estimator (DKF-SE). We formally quantify the differences in the performance of the two algorithms. The validation of this result, together with the comprehensive performance evaluation of the considered state estimators, is carried out using two case studies, representing distribution (IEEE 123-bus test feeder) and transmission (IEEE 39-bus test system) networks. As a further contribution, this paper validates the correctness of the most common process model adopted in DKF-SE of power systems.
I. INTRODUCTION
T RADITIONAL power system state estimators rely on data coming from conventional and unsynchronized remote terminal units (RTUs). Therefore, they use the inherent nonlinear power flow equations since RTUs generally acquire powers and/or voltage/current magnitudes [1] , [2] . As known, in case synchronized phasor measurements are available, there is the opportunity to take advantage of the linear relationship between the injected [3] - [5] and/or branch [4] , [5] current measurements and the bus voltages (system state), in order to reformulate the state estimation (SE) problem in a linear way, i.e., linear SE (LSE). 1 In this respect, the emerging availability of phasor measurement units (PMUs) allows acquiring accurate and timealigned phasors. The typical data streaming rates of PMUs Manuscript received June 26, 2015 ; revised November 30, 2015 ; accepted December 1, 2015. Date of publication January 7, 2016; date of current version February 5, 2016 . This work was supported in part by the European Community's Seventh Framework Programme FP7-ICT-2011-8 through the C-DAX Project under Grant 318708 and in part by the NanoTera Swiss National Science Foundation Project S3-Grids. The Associate Editor coordinating the review process was Dr. Carlo Muscas.
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are in the order of some tens of measurements per second [9] , [10] . This technology is experiencing a fast evolution triggered by an increasing number of power system applications. PMUs already compose the backbone of wide-area monitoring systems in the context of transmission networks to which several real-time functionalities are connected. Typical examples are power system stability, interarea oscillations, voltage stability, relaying, and real-time SE. PMUs might represent fundamental monitoring tools even in the context of power distribution networks, where they can be used for various applications, such as SE [11] , [12] , loss of main [13] , fault event monitoring [14] , synchronous islanded operation [15] and for power quality monitoring [16] . With specific reference to the use of PMUs for SE in distribution networks, the recent literature has discussed the use of this technology not only from the methodological point of view [17] but also via dedicated realscale experimental setups [18] , [19] . Also the adoption of low-cost dedicated hardware platforms is contributing to their potential massive use in distribution networks [20] .
Due to their ability to estimate accurate phasor quantities and inherent real-time nature, PMUs today represent the most up-to-date metering technology for both transmission and distribution network operators interested in updating real-time control and protection functionalities. These functionalities may rely on subsecond LSE processes using PMU data [21] . It is worth reminding that typical refresh rates of the existing SCADA (Supervisory Control and Data Acquisition) SE processes are in the order of a few minutes/seconds. In this direction, the recent literature has discussed the use of PMU-based state estimators for several control applications [22] , [23] . The effectiveness of these applications is largely improved if the variance of the estimated state is reduced.
Concerning the mathematical nature of the LSE methods, it is worth observing that they rely on a measurement model (see Section III) that has two main characteristics: 1) it is linear and 2) it is exact. Concerning the second of these properties, it does not hold in case classical power or pure-magnitude measurements are used in the SE. Indeed; in this case, the required linearization between available measurements and the system state is needed, involving a nontrivial impact on the measurement covariance assessment, the convergence of the SE process, and its accuracy. A straightforward consequence of properties 1) and 2) is that LSE mathematical characteristics are invariant with respect to the grid type, voltage, and topology. As a consequence, as already done by other contributions in the literature on this subject (see [24] - [27] ), the assessment of the LSE performance can be done for both transmission and distribution networks (see Section IV). In this paper, we target SE for real-time applications, and therefore, we consider only synchronized phasor measurements and we do not use pseudo-measurements. Indeed, the latter, such as historical data, are traditionally used by network operators that target situational awareness at low refresh rates, i.e., in the range of minutes. In addition, the variances of pseudomeasurements are difficult to infer, and this can have a negative impact on the SE accuracy.
There are several important research works that have dealt with the LSE problem so far. The majority of them have used the weighted least squares (WLS) algorithm [3] - [5] , [21] . Few of them have adopted the Kalman filter (KF) algorithm [28] , [29] . However, to the best of our knowledge, none of the previous works has conducted a comparative performance assessment between WLS and KF-based SE algorithms. In this respect, the contributions of this paper are as follows:
1) a comparative assessment of the performance (accuracy and computational complexity) of the two considered families of linear state estimators 2 ; 2) the numerical validation of the adopted discrete KF (DKF) process model, whose process noise covariance matrix is assessed via a heuristic method presented in [29] 3 ; 3) the formal and numerical proof of the better accuracy of DKF state estimators (DKF-SEs) over linear WLS state estimators (LWLS-SEs); 4) the computation performance analysis of the considered algorithms with respect to realistic networks: the IEEE 123-bus distribution test feeder [30] and the IEEE 39-bus transmission test system [31] . This paper has the following structure. Section II provides a literature review. In Section III the LSE problem is formulated with respect to the LWLS-SE and the DKF-SE. Concerning the DKF-SE, specific details are provided on the method used to assess the process noise covariance matrix. In the same section, we formally quantify the differences in the accuracy of the DKF-SE and the LWLS-SE. Section IV illustrates the numerical performance evaluation in terms of accuracy and computation time. The DKF process model validation together with the numerical proof of the better accuracy of the DKF-SE over the LWLS-SE is also given. Section V provides the final conclusion and remarks.
II. LITERATURE REVIEW
In this Section the most significant contributions to the literature on purely or partly PMU-based SE are given. Lu et al. [3] and Baran and Kelley [5] have proposed a three-phase (3-ph) current-based state estimator using the well-known WLS algorithm. In particular, Lu et al. [3] have also performed a comparative analysis between classic nonlinear SE algorithms and an LWLS-SE using rectangular coordinates, and they have demonstrated that the latter has better performance in terms of computation time. In [4] , a 3-ph linearized SE algorithm based on WLS has been proposed. The SE acquires bus voltage phasor measurements using PMUs, smart meter measurements, and pseudo-measurements. In [32] , a two-stage state estimator has been presented. In the first stage, it uses a linear SE process relying on synchrophasor measurements provided by PMUs. In the second stage, the SE combines the estimated voltage phasors calculated in the first stage with conventional RTU data processed by a nonlinear state estimator. Pignati et al. [18] , Jones et al. [21] , and Sarri et al. [33] have used purely PMU-based LSEs implemented in real electrical networks. In particular, in [21] , the LSE is based on the WLS algorithm with a refresh rate of 30 frames-persecond and is applied to a transmission network (subsection of Virginia Electric and Power Company's 500 kV network). In [18] and [33] , the LSE is based on the DKF algorithm with a refresh rate of 50 frames-per-second and is applied to the distribution networks of the Swiss Federal Institute of Technology of Lausanne campus and the BML 2.10 feeder of Alliander in the Netherlands, respectively. Nuqui and Phadke [34] have proposed a hybrid state estimator with a measurement model that combines the estimated state from the classical state estimator with the direct state measured by the PMUs, whereas [35] is a review paper on tracking and dynamic SE techniques. Bian et al. [36] have presented an approach defined as state tracking with correlated predictionmeasurement errors that can account for possible abrupt state change. Glavic and Van Cutsem [37] have presented a method to track the changing system state by taking advantage of the synchronized phasor measurements available at much higher rate than classical SE measurements, but in a limited number. They solve the resulting unobservability by complementing the PMU data with pseudo-measurements and zero-injection information. Finally, Muscas et al. [38] have presented a twostep procedure in order to estimate the state of a large-scale distribution network by dividing it into subareas. For each area, they first use a dedicated estimator, and then, data provided by local estimators are further processed to refine the knowledge of the operating conditions of the network. The estimates are improved by evaluating correlations that arise in the first step and considering them in the second step. The overall execution time of the process is significantly reduced since the two-step procedure is performed in a decentralized way with parallel processing.
III. PROBLEM FORMULATION

A. Linear Weighted Least Squares State Estimator
This section summarizes the analytical formulation of the LWLS-SE for the case of generic 3-ph systems.
The system state for a network with n buses x ∈ R S (S = 3 · 2n) is represented by the real and imaginary parts of the voltage phasors (2) are the 3-ph real and imaginary parts of the voltage phasor at bus i (i = 1, . . . , n), respectively. It is worth mentioning that state estimators using branch currents as state variables have been proposed, for instance, in [5] . However, their performance is comparable with voltage-based state estimators as presented in [39] . For the sake of space, we limit our analysis on the latter category since similar results can be obtained for the former.
We assume that the measurements come only from PMUs installed in d network buses and that the measurement set is composed of: 1) 3d phase-to-ground voltage phasors; 2) 3d injected current phasors. As known, the measurement set can be expanded to include branch currents and pseudo-measurements, but in this paper, we limit our study to bus voltage and injected current phasors.
Therefore, the measurement set 
The equation that relates the measurements with the system state is
where H is a D × S matrix that represents the link between the state and the measurements 4 for the case of null measurement noise and ε is the measurement noise. At this point, it is important to recall that H does not represent a linear approximation of the measurement model, since it corresponds to the exact link between measurements and state. As stated in Section I, the exactness of the measurement model expressed by (5) is valid irrespectively of the targeted network. The only property that should hold is that matrix H needs to be characterized by a full rank. Therefore, if the error ε is associated with the true metrological characteristics of measurement devices used in transmission and distribution networks, it is possible to carry out an LSE performance assessment for both of these kinds of networks (see Section IV).
Assuming that the measurement noise is white and Gaussian and the measurement errors are independent, we get
4 The observability analysis is beyond the scope of this paper. However, the locations of the measurements have been selected in such a way to obtain the matrix H of full rank, a sufficient condition that makes the grid observable [40] , [41] .
where k is the time step index, R k is the so-called measurement noise covariance matrix, and σ ε,
is the standard deviation of the j th measurement. Therefore, R k represents the accuracies of the measurement devices. Note that the normality of PMU errors is based on experimental evidences of error distributions of actual PMUs [42] .
At this point, it is important to mention that, in principle, as analytically described in [43] and [44] , R k can be a full matrix, since it is generally inappropriate to consider the measurement errors independent unless this hypothesis is properly justified. In our case, based on the observations that are mentioned in the following, we can neglect the correlations between different PMU measurements.
1) Measurement values given by different devices can be reasonably considered independent [43] . 2) Measurements come only from PMUs, i.e., we do not use any conventional measurement (e.g., power flows and power injections) or pseudo-measurements.
3) The measurements of voltage and current amplitudes in the same PMU can be usually considered uncorrelated [43] . 4) As demonstrated in [43] , neglecting PMU correlations (both in amplitude and phase) in the estimator model does not lead to a significant decrease of the SE quality. 5) Voltage and current phasors are measured separately, per phase, i.e., we do not assume to use any 3-ph multifunction meter [44] . 6) Based on the nomenclature and definitions given in [44] , we use only independent Gaussian-distributed measured data and not dependent processed measurements. 7) The sensors cross-talk interferences are negligible and we use a unique sensor per measured quantity (i.e., voltage/current). In view of the above, we have assumed to have Gaussiandistributed and independent measurement errors, and therefore, R k is diagonal.
The real and imaginary parts of the 3-ph injected current phasors are (9) where i and h are the bus indexes, p and m are the phase indexes, and G and B are respectively the real and imaginary parts of the admittance matrix elements.
In this respect, H is equal to
where H V is the part related to the bus voltage measurements, consisting of ones and zeros and directly inferred from (5), whereas H I is the part related to the injected current measurements and can be derived in a straightforward way from (8) and (9)
The LWLS-SE maximizes the likelihood that, as known, is equivalent to minimizing the following objective function:
Then, we calculate the so-called gain matrix for the current time step k
The estimated system state is equal to
B. Discrete Kalman Filter State Estimator
The DKF-SE algorithm, assuming that there are no control inputs, is described by the following set of equations [28] , [45] 5 :
where w ∈ R S represents the process noise, assumed white Gaussian and independent of ε. Equation (15) represents an Auto Regressive Integrated Moving Average-ARIMA (0, 1, 0) process that is a special case of the generic well-known KF process model
For the case of null control inputs and process noise, A is the matrix that links the system state at time step k − 1 with the one at the current time step k and u k−1 represents the set of control variables at time step k − 1. For the case of null process noise, B is the matrix that links the control variables at time step k − 1 with the state at the current time step k. Hence, the process model of this paper corresponds to A = I and B = 0, the latter being because we have no control inputs. This specific choice has also been used by Debs and Larson [45] and is motivated by the principle of parsimony (there is no parameter to estimate in A) and by the fact that with high-resolution measurements, it is generally a good idea to predict the next state by the current one. In Section IV-C, for the first time in the literature on power systems, we evaluate the adequacy of this model for the specific case of SE.
The DKF algorithm is characterized into two covariance matrices: 1) the measurement noise covariance matrix R k given in (7) and 2) the process noise covariance matrix Q k that represents the uncertainties introduced by the process model to predict the next system state
The matrix Q k has a significant impact on the SE results. Therefore, Section III-C describes analytically the procedure that has been adopted in order to assess Q k . Note the dependency on time, witnessed by the index k.
As known [46] , [47] , DKF consists of two different parts, the so-called time update/prediction and the measurement update/estimation. If we define the true state as x k , the predicted state as x k , and the estimated state as x k , the following errors are derived:
The prediction error covariance matrix is then
and the estimation error covariance matrix is
where E() denotes the expected value. The estimated state is then obtained in the following way.
1) The time update/prediction is given by
2) The measurement update/estimation is given by
where K is the so-called Kalman Gain.
C. Assessment of the Process Noise Covariance Matrix
In the literature dealing with power systems SE using DKF, the values of Q k are, usually, arbitrarily selected although, in principle, they can be computed if the process is known [35] , [48] . Since it can significantly influence the DKF accuracy, an appropriate assessment of this matrix is of fundamental importance for the maximization of the DKF-SE accuracy. Mehra [49] and Najim [50] have described a classic method to estimate the covariance matrices of both the process and measurement noises that uses a three-step procedure. More recently, Odelson et al. [51] have proposed a one-step procedure that consists in solving an optimization problem that imposes semidefinite constraints on the covariance matrices. Hence, it guarantees the uniqueness of the estimated covariances and positive semidefinite covariance estimates. These methods work only in steady-state conditions and are computationally expensive. Therefore, we have decided to use a heuristic method proposed in [29] that is effective in terms of estimation accuracy and suitable for real-time applications. It is based on the fact that Q k is not supposed to change dramatically if its update rate is high enough compared with the dynamics that take place in the network. In this respect, we make reference to PMU-based state estimators characterized by refresh rates that can reach tens of frames-per-second.
In what follows, we recall the analytical formulation of the method for the assessment of the process noise covariance matrix Q k proposed in [29] . At time step k, the estimation of Q k is performed using the last N estimated states. The procedure is as follows.
1) Compute the vectors y c ∈ R S (c = 1, . . . , N) as
2) The r th element of the vector σ 2 y ∈ R S is the sample variance
3) Q k is the diagonal matrix whose elements are σ 2
It is worth noting that, in general, the elements of σ 2 y can be different from each other, so that the diagonal elements of Q k are not all equal. In this paper, the parameter N has been set equal to 30. Appendix A reports a sensitivity analysis of the DKF-SE with respect to N and justifies this choice. Section IV-C includes the DKF process model validation when the process noise covariance matrix Q k is assessed according to (27) - (29).
D. DKF-SE Versus LWLS-SE
In this section, we compare theoretically the accuracy of DKF-SE versus LWLS-SE. The DKF algorithm makes use of all the available measurements, past and present, whereas the LWLS algorithm uses only measurements of the current time step. The former should perform better, provided that the process model hypotheses that underlie the DKF are correct. The following theorem makes this more precise; it states that the estimation error with the DKF algorithm is always less than the estimation error with the LWLS algorithm, the difference being given equal to the mean square difference between the two methods.
Theorem 1: Assume that the true (unobserved) state x k satisfies the process model in (15) . Assume that the system parameters defined in Section III-B are known. Let x k,LWLS and x k,DKF be the state estimates obtained at time step k with the LWLS and DKF algorithms, respectively. Then
First, let us observe that by standard KF theory (see [52, p. 148] ), the estimation of the nonobservable state is equal to its conditional expectation, given the sequence of observations, that is
where F k is the σ field generated by all measurements up to and including time step k. Second, consider the Hilbert space of random vectors (with values in R S ) equipped with the inner product
. We now show that the random vector x k − x k,DKF is orthogonal, in the sense of this Hilbert space, to all random vectors Y that are F k -measurable (i.e., that are a function of the observations up to time k-in this context, the initial conditions of the estimation algorithms are assumed to be known and nonrandom). Note that what we want to show is
with
In order to prove (32) 
Note that such a Y can be any nonlinear real-valued function of (z 1 , . . . , z k ) . Take expectations on both sides and use the fact that the expectation of the conditional expectation is the same as the original expectation [52, Eq. (1.7.14)] and obtain
Consider now any F k -measurable random vector Y, apply (33) to Y = Y(r ) for all coordinates r , and sum over r , then it becomes
which shows the above equation as required. Now observe that both x k,LWLS and x k,DKF are F k -measurable because they are derived from the measurements. Therefore, we can apply the previous result to Y = x k,LWLS − x k,DKF . Equation (30) then follows from Pythagoras's equality.
The theorem applies as long as the process model in (15) holds. This is why it is important to verify the adequacy of the process model, as we do in Section IV-C.
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the LWLS-SE and the DKF-SE described in Section III.
The use of synchrophasor measurements in real-time SE is, from the problem formulation perspective, independent of the peculiar nature of the analyzed grid. For this reason, we have decided to discuss the performance assessment of linear state estimators for the two cases of transmission and distribution grids. These systems have different characteristics in terms of topology, line parameters, and operation conditions, and the purpose of this section is to numerically support the conclusions that have been analytically given in Section III. This performance analysis is carried out using two case studies, namely, a distribution (IEEE 123-bus test feeder [30] ) and a transmission (IEEE 39-bus test system [31] ) network. The procedure adopted to perform the SE is as follows.
1) Each 20 milliseconds, a power flow is computed in order to determine the true state of the network. 2) The measurements forwarded to the SE are obtained by perturbing the true quantities inferred from the previous step with randomly generated Gaussian noise characterized by the cumulated standard deviation of the PMUs and their sensors. We assume to use PMUs of class-P. This choice is motivated by the fact that active distribution networks (ADNs) are characterized by larger distortion levels and dynamic behaviors compared with transmission networks. In addition, as they might be operated even islanded from main transmission networks, the application of PMUs to monitor electromechanical transients needs to be robust against [9] important misestimation of synchrophasor phases and frequencies [20] . For transmission network applications, this choice is also justified by the possibility to use these devices, coupled with associated state estimators, for protection purposes typically involving fault location functionalities. The voltage and current sensors used to perform the tests are assumed to be of 0.1-, 0.5-, and 1-class and the limits of ratio error and phase displacement imposed by [53] - [55] are shown in Tables I and II . The limits of magnitude and phase errors for the adopted PMUs are shown in Table III and correspond to a total vector error (TVE) equal to 0.14%. This TVE value results from assuming PMU class-P devices characterized by typical maximum errors in magnitude and phase of 0.1% and 10 −3 rads, respectively. The cumulated error of sensor and PMU is divided by three in order to get the standard deviations of the Gaussian noises. It is important to mention that the measurement noise covariance matrix R k changes at every time step, since the measurement errors are here defined in polar coordinates, while the state is expressed in rectangular coordinates. 3) Then, based on these measurements, the system state is calculated using the considered state estimators.
A. Distribution Network Case 1) Network Description:
The IEEE 123-bus distribution test feeder [30] is the first network adopted to evaluate the performance of the aforementioned state estimators. We assume that the network has a rated voltage equal to 15-kV line-to-line RMS and the lines are unbalanced, corresponding to the #602 line configuration of the IEEE distribution test feeders [30] . The loads/distributed energy resources (DERs) are also characterized by unbalanced power absorptions/injections, respectively. Bus #150 of the configuration reported in [30] represents the connection to a subtransmission network with a short-circuit power S sc = 300 MVA and a ratio between the real and imaginary parts of the short-circuit impedance R sc / X sc = 0.1. Fig. 1 shows the aggregated active and reactive power consumption of the loads and the active power that is injected by the DERs in the three phases over a time window of 30 s. Two DERs are connected to the 123-bus network, one photovoltaic (PV) installation in Bus #92 and a minihydro (MH) power plant in Bus #112. It is assumed that the DERs inject only active power. Loads are connected to 85 network buses. It is important to mention that the loads and PV power profiles come from real measurements obtained from PMUs installed in the 20-kV distribution network of the Swiss Federal Institute of Technology of Lausanne [18] . The MH power profiles come from another real distribution network in Switzerland. All these measurements have been obtained with a frame rate of 50 frames-per-second. We would like to clarify why we used measurement data coming from real networks and not the ones included in [30] . Reference [30] , which gives test distribution network characteristics, provides only static load powers, while we need to use varying power profiles with sub-second frame-rate since we target to assess the accuracy of real-time state estimators. In the case of static profiles, the DKF obviously provides better state estimates since the process model is perfectly known and it effectively filters the measurement noise. In presence of state variations, it is not trivial to show that its performance can be similar or better than the one of LWLS. Indeed, the adopted process model has to be integrated with a method that assesses the process noise covariance matrix during the simulation, in order to adapt to the state variations. For the sake of comparison, all the state estimators use measurements streamed at 50 frames-per-second [9] , [10] and the same measurement location. The assumed PMU locations and the zero-injection buses are given in Table IV . The measurement placement is chosen in order to fulfill the system observability (H matrix is of full rank; see Section III) and achieve a good SE accuracy with a minimum number of PMUs. Indeed, the number and location of PMUs do not affect the conclusions of this paper (see Appendix B), and consequently, the optimal placement of PMUs has not been treated in this paper.
2) SE Accuracy and Timing Assessment: Fig. 2 shows the time profiles of the maximum errors of the estimated state versus the true one for the LWLS-SE and DKF-SE, for a time window of 30 s and a resolution of 20 ms. The errors refer to both voltage magnitude V and phase δ. The magnitude error is expressed in percentage of the amplitude of the true quantity and the phase error is expressed in radians. At time step k, the maximum estimation error is calculated considering the estimation errors in all the buses and the three phases as
Simulations have been carried out for the three different accuracy classes of voltage and current sensors given in Tables I and II . Both the magnitude and the phase maximum errors of the LWLS-SE are larger than the ones of the DKF-SE along the overall simulation time and for all the considered sensor accuracy classes. In order to further clarify this aspect, Fig. 3 shows the profiles of the ratio between the LWLS and the DKF maximum voltage magnitude and phase errors, calculated using (35) non-negligible better peformance of the DKF-SE over the LWLS-SE that can indeed reach one order of magnitude.
To provide a better understanding of the behavior of the two state estimators, Fig. 4 shows the time evolution of the true and estimated voltage at Bus #92, phase a. This bus is connected to the PV plant and, as a consequence, it is the one experiencing, in general, the largest changes in the state. The LWLS estimates are mainly affected by the measurement noise, while the DKF is able to filter it out effectively. In addition, it is possible to observe that the DKF has a short delay in tracking fast state variations, and even in this case, its estimation errors remain lower than the ones of the LWLS. This capability of the DKF is due to the way the process model covariance matrix is updated via (27)- (29) . In this respect, 5 shows the time evolution of the elements of the process noise covariance matrix for the real and imaginary parts of the voltage at Bus #92, phase a. It is possible to observe the inflation of these elements of the process noise covariance matrix in correspondence with fast variations of the state at t = 7, 15, and 23 s.
It is also worth observing that the maximum errors of LWLS are significantly larger than the ones of the measurements (see Tables I and III) . This is due to the fact that the maximum error takes account of all the network buses: the estimation errors at the buses without PMUs can be up to three times larger than the ones at the buses equipped with a PMU.
The numerical evaluation shown in Fig. 2 confirms the formal proof of the better accuracy of the DKF-SE over the TABLE V   COMPUTATION TIMES OF THE CONSIDERED STATE ESTIMATORS  FOR THREE DIFFERENT DISTRIBUTION TEST FEEDERS LWLS-SE presented in Section III-D. In addition, the amplitudes of the maximum voltage magnitude and phase errors prove the possibility to track with high quality and fidelity the system state of ADNs using the DKF-SE where the Q matrix is properly assessed. Concerning the SE timing performance, Table V shows the computation times (in milliseconds) of the considered state estimators in terms of mean and standard deviation values, for the IEEE 13, 34 and 123-bus distribution test feeders [30] . These values have been inferred by implementing the SE algorithms described in Sections III-A and III-B in an Apple MacBook Pro with a 2.6-GHz CPU, 8-GB RAM, and MATLAB 2014b. The IEEE 13-bus test feeder is equipped with seven PMUs, whereas the IEEE 34-bus test feeder is equipped with 12 PMUs and has 15 zero-injection buses. A simulation of 30 s has been considered (i.e., 1500 estimates). As it can be observed, the computation time increases when the network size becomes larger. The LWLS-SE is faster than the DKF-SE for all the tested distribution feeders. However, even for large systems, such as the 123-bus distribution test feeder, the computational cost remains modest: its mean is 78 ms for the largest network topology and below 2.8 ms for the other ones. It is important to note that even for the case of feeders with an extremely large number of buses, the DKF-SE is characterized by computation times below 100 ms, which are compatible with real-time applications. In case SE refresh rate of 50 frames-per-second is needed, the state estimators can be suitably pipelined (see Section IV-D).
B. Transmission Network Case 1) Network Description:
The IEEE 39-bus test system [31] represents the transmission network case used to evaluate the performance of the considered state estimators. The network is balanced, and therefore, only the direct sequence has been considered. Bus #31 of the configuration reported in [31] is the connection point of the system to an external grid characterized by a short-circuit power S sc = 50 GVA and a ratio between the real and imaginary parts of the short circuit impedance R sc / X sc = 0, which is a standard assumption for transmission power systems. The assumed PMU locations and the zero-injection buses are given in Table VI . The absorbed/injected powers are the ones reported in [31] . As in Section IV-A, we ensured that matrix H has full rank.
2) SE Accuracy and Timing Assessment: Fig. 6 shows the time profiles of the maximum errors of the estimated state versus the true one for the LWLS-SE and DKF-SE. As in the distribution network case, the maximum estimation errors are calculated using (35) and we consider three different accuracy classes of voltage and current sensors given in Tables I and II. We can observe that also for the transmission system case, both the magnitude and the phase maximum errors of the LWLS-SE are larger than the ones of the DKF-SE along the overall simulation time and for all the considered sensor accuracy classes. In addition, the ratio between the LWLS and the DKF maximum errors is similar to the one of the distribution network, reported in Section IV-A. The results shown in Figs. 2 and 6 for the distribution feeder and the transmission system, respectively, indicate the better accuracy of the DKF-SE in both cases.
Concerning the SE timing performance, Table VII shows the computation times (in milliseconds) of the considered state estimators in terms of mean and standard deviation values for the IEEE 39-bus test system. The LWLS-SE computes the TABLE VII   COMPUTATION TIMES OF THE CONSIDERED STATE ESTIMATORS  FOR THE IEEE 39-BUS TEST SYSTEM system state faster than the DKF-SE and has the smallest deviation from the mean value. The computation times of the IEEE 39-bus transmission test system are close to the ones of the IEEE-13 bus distribution test feeder since they are characterized by the same number of state variables and similar number of processed measurements.
C. DKF Process Model Validation
In Section III-B, we described the DKF algorithm. The validity of this method depends on how accurate the underlying system model is. More precisely, since the DKF equations use only second-order properties, it is sufficient to verify that the covariance properties of the model do hold. We thus need to verify whether the residuals x k+1 − x k are noncorrelated. We start with the analysis for the distribution network, described in Section IV-A. For brevity, we analyze Bus #61 since it is the bus that shows the worst performance in terms of estimation error. The results are shown with respect to the real and imaginary parts of the voltage. However, the same conclusions are valid for all the other buses.
It is worth mentioning that the residuals are normalized by the corresponding values of the process noise covariance matrix Q k since it is continuously assessed with the method described in Section III-C.
We first plot the normalized residuals themselves in Fig. 7 (a) (real part of the voltage for the three phases) to check whether the stationarity assumption is satisfied, which is the case. A more formal verification is to plot and analyze the sample autocorrelation functions (ACFs) as in Fig. 7(b) . We do it for the first ∼ √ n lags, where n = 1500 is the number of samples. If the residuals are noncorrelated, the ACFs should be within the noise margins ±1.96/ √ n with 95% of probability [56] . We observe from Fig. 7(b) that the above-mentioned condition is fulfilled and, consequently, that our model is accurate. Fig. 8(a) and (b) shows the same results for Bus #15 of the IEEE 39-bus transmission test system (real part of the voltage balanced network). Similar results are obtained for the rest of the transmission network buses. The ACF is, as a matter of fact, a statistically distributed quantity. The fact that, in few cases, the ACFs are slightly beyond the noise margins does not violate the validity of the result and the numerical proof of the statistical correctness of the process model. For brevity, we do not show model validation plots for the imaginary part of the voltage. However, we do confirm that the same conclusions hold as the residuals are stationary and the corresponding ACFs reveal no correlation.
Furthermore, we also verify whether the quantitative conclusion of Theorem #1 of Section III-D, namely (30), numerically holds. In Fig. 9 we, respectively, show the left-hand side (LHS) and right-hand side (RHS) of (30) for the case of the distribution network, where it appears that both are very close to each other. For the sake of space, since the network is 3-ph and consists of 123 buses, we show the first ten buses. Similarly to Fig. 9, Fig. 10 shows the LHS and RHS of (30) for the case of the transmission network. As it can be observed, also in this case, the RHS and LHS of (30) are close to each other. At this point, it is important to note that the equality in Theorem #1 is in expectation. In Figs. 9 and 10 , we estimate the expectations by empirical averages, and therefore, a small discrepancy is expected. Figs. 9 and 10 also show the contributions of the two terms of the RHS of (30) . It can be observed that the contribution of the second one is predominant with respect to the first one, proving that the DKF is applied correctly.
D. SE Pipelining and Latency
First, we would like to clarify the difference between refresh rate and latency. We aim to have SE performed at a refresh rate of 20 ms, but the total latency of the process in a real implementation might be higher as explained in what follows.
In particular, the latency is defined as the time starting from the time tag of a set of measurements that is forwarded to the SE, up to the moment that the state is computed. Indeed, the total latency is the sum of the individual latencies of every component of the SE chain, i.e., measurement devices, telecom infrastructure, phasor data concentrator, and SE. A detailed description of the latency assessment for an SE process of a real distribution feeder is given in [18] and [33] .
In this respect, in case the total time to compute the state (i.e., the time for the PMU data collection as well as the SE, shown in Fig. 11 ) is above 20 ms, but we want to keep a refresh rate of 20 ms, the usual practice is to pipeline the SE computation. Several SEs are performed in parallel as shown in Fig. 11 . The number of pipelines is calculated as
In order to make it more clear, in the case that is shown in Fig. 11 , if the PMU data collection takes three frames, namely, 60 ms, these requirements can be satisfied by adopting a four-stage pipeline architecture. Each pipeline is typically assigned to a CPU core.
V. CONCLUSIONS We have compared the performance of two different families of LSE processes, based on WLS (LWLS-SE) and KF (DKF-SE), that use synchrophasor measurements. The theory predicts that DKF-SE provides a better accuracy as long as its process model is correct. In the context of power systems, the process model that is classically used is given in (15) . We have statistically validated its adequacy on the IEEE 123-bus distribution test feeder and the IEEE 39-bus transmission test system.
Numerical evaluations on these test systems confirm that the accuracy of DKF-SE is significantly better than the one of LWLS-SE. On the other hand, the computational cost of DKF-SE is larger than that of LWLS-SE. However, even in very large systems such as the 123-bus feeder, it remains modest: its mean is 73 ms for the largest network using a nonoptimized standard computer and below 2.8 ms for the other considered networks.
APPENDIX A This Appendix provides further elements on the numerical validation of the method for the Q matrix assessment adopted in this paper. The DKF estimation results achieved with the adopted Q matrix assessment method (called DKF-Q assessed) are compared with the ones obtained with a trial-and-error method (called DKF-Q sampling) that uses a matrix Q that: 1) is kept constant along the simulation and 2) is diagonal with all the terms equal to a number Q.
We here make reference to the case of the IEEE 123-bus distribution test feeder since distribution systems exhibit challenging operating conditions that are far from the quasi-steady state that characterizes transmission networks. Concerning this system (in the same operating conditions described in Section IV), Fig. 12 shows the curve of the norms of the estimation errors of the DKF-Q sampling state estimators as a function of Q (blue lines with circles). The estimation errors at all the buses in all the three phases and for all the time steps are considered. The norm of the errors of the DKF-Q assessed state estimator with the parameter N set to 30 is represented by a red straight line since it does not depend on Q (note that the latter is a parameter related only to the DKF-Q sampling state estimators). For the sake of completeness, Fig. 12 also includes the LWLS norm (green dashed lines). We can conclude that the adopted method for the on-the-fly assessment of Q is able to reach an estimation accuracy comparable with an a-posteriori trial-and-error method that uses constant values of Q.
In addition, Fig. 13 shows the influence of the parameter N on the estimation accuracy of the DKF-SE expressed in terms of norms of the errors of the voltage magnitude and phase as before (also in this case, the same conditions adopted to infer the results of Section IV have been used). The two graphs exhibit a minimum in correspondence with N = 30 for both the voltage magnitude and phase errors. Indeed, a little value of N (e.g., N = 10) leads to an underestimate of Q, and as a consequence, the DKF is incapable of following fast system state variations. On the contrary, if N is too big (e.g., N = 100), the Q is overestimated, and therefore, the estimates are significantly affected by the measurement noise. It has been observed that N = 30 leads to good results in quasi-steady state conditions and also to a quick response by inflating Q when sudden events occur in the system, such as a load inrush or a fast increase/drop of the power injected by a PV plant (see Fig. 1 ). We would like to point out that we have used experimentally inferred time series of nodal absorptions/injections obtained from a PMU-based monitoring system installed at the Swiss Federal Institute of Technology of Lausanne [18] . Therefore, the assessment of the parameter N is associated with realistic operating conditions. For grids that are mainly in quasi-steady state condition (it can be the case of the transmission grid used in this paper), a lower value of N could be set, but the drawback is that in the case of events causing a quick change in the system state, the DKF will not be able to react properly.
APPENDIX B
The main purpose of this Appendix is to prove that the number and location of PMUs do not affect the conclusions of this paper. We work with a minimum number of PMUs in order to make the system fully observable, a condition that appears interesting for the network operators, since it minimizes the number of PMU installations. In our setting, we assume that each PMU provides 12 measurements to the LWLS and DKF: real and imaginary parts of the voltage and injected current, for every phase. In addition, each zero-injection bus is equivalent to six virtual measurements consisting of null injected currents.
For the sake of space, we here make reference to the case of the IEEE 123-bus distribution test feeder since the same results can be obtained for the IEEE 39-bus test system. In this respect, we have simulated the network with different numbers and locations of PMUs in order to show that these parameters do not significantly influence the comparison among the considered state estimators. We have tested the following four PMU configurations. Table VIII shows the buses equipped with PMUs as well as the number of measurements for each PMU configuration.
The number of zero-injection buses is equal to 35 for all the above-mentioned cases, as reported in Table IV . Fig. 14 shows the time profiles of the maximum estimation errors for each PMU configuration, which correspond to the graphs of Section IV-A. It is evident that the number and location of PMUs do not affect the conclusions drawn in this paper regarding the comparison of the two linear state estimators.
