ABSTRACT This paper presents a novel variable speed limit control system under the vehicle to infrastructure environment to optimize the freeway traffic mobility and safety. The control system is a multiagent system consists of several traffic control agents. The agents work cooperatively using the proposed distributed reinforcement learning approach to maximize the freeway traffic mobility and safety benefits. The traffic mobility objective is to maintain freeway traffic density slightly under the critical point to produce the maximum traffic volume, while the traffic safety objective is to reduce the speed difference between adjacent segments. The merits of distributed reinforcement learning are its model-free nature, and it can improve its performance continually as time goes on. The control system is developed on an open source traffic simulation software. Results revealed that compared with no control cases, the proposed system can noticeably decrease the total travel time and increase the bottleneck outflow. Moreover, the speed difference between freeway segments indicating the potential rear-end collision risk is significantly reduced. We also found that there could be more than one optimal traffic equilibrium according to different control objectives, which inspire us to design more optimal strategies in the future. INDEX TERMS Cooperative variable speed limit control, vehicle to infrastructure technology, distributed reinforcement learning, traffic simulation.
I. INTRODUCTION
Traffic congestion has become a common transportation problem on freeway throughout the world in the past decades. Congestion often occurs near the freeway bottleneck and spreads to its upstream and downstream. Ergo, traffic control approaches such as variable speed limit (VSL) control and ramp metering (RM) are widely used on freeways. In this study, we mainly discuss the solution of freeway recurrent congestion using VSL control methods. Benefits of the VSL control are summarized by Khondaker et al. [1] , including: (1) safety improvement; (2) resolving traffic breakdown; (3) Improved throughput and environmental benefits. In addition, compared with the ramp metering that are mostly used near the onramp areas, the VSL control can be implemented
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nearly anywhere on freeway. Hadiuzzaman and Qiu [2] , Li et al. [3] pointed out that the VSL control can improve traffic mobility by eliminating the ''capacity drop'' phenomenon and preventing excessive vehicles into the congested area. According to different studies by Hegyi et al. [4] , [5] and Carlson et al. [6] , VSL control can reduce total travel time (TTT) from approximately 10% to 40% in total. On the other hand, most studies [7] - [9] showed that the VSL control also has obvious positive effects on traffic safety, either in work zones, or in preventing potential accidents. Piao and McDonald [10] systematically compared the traffic characteristics of VSL control with no control cases and indicated that VSL control can significantly reduce speed differences between and within lanes and number of small headways, thus safety was improved. Nevertheless, some studies (e.g. Piao and McDonald [10] , Zegeye et al. [11] ) held the opinion that there was a trade-off between traffic mobility and safety, the improvement of traffic safety somehow reduced the traffic efficiency. However, they also claimed that if appropriately implemented, VSL might have positive impacts on very turbulent traffic with frequent shockwaves.
In this paper, we developed a novel VSL control system aimed at improving traffic mobility and safety with different control objectives. The mobility objective is to maintain the bottleneck density slightly below the critical value to maximize the bottleneck outflow. The safety objective is to reduce speed differences between adjacent segments to avoid rear-end conflicts. To fulfill the objectives, we introduced the vehicle to infrastructure (V2I) technology and the distributed reinforcement learning (DRL) approach for the multiagent system (MAS). The V2I technology can obtain freeway traffic state precisely, and ensure the vehicles driving at the given speed limit. The DRL approach guide different traffic controllers to work cooperatively and continuously to improve their performance according to the control objectives.
The rest of this paper is organized as follows: Section II describes the related work. Section III is the top-level design of the proposed VSL control system. Section IV provides details of the modified DRL algorithm. Section V is the case study and gives the simulation results of the control system. Section VI presents the conclusions and future work of the research.
II. RELATED WORK
In this section, we survey and discuss the work that related to our research, and state how our proposed approach advances the state of art. There are two categories of related research. One is VSL control with the connected vehicle (CV) or vehicle to infrastructure (V2I) technologies. The other is the reinforcement learning (RL) approaches in traffic control. They are discussed in the following subsections, respectively.
A. VSL WITH CONNECTED VEHICLE TECHNOLOGY
As far as we know, studies of VSL control with CV technology are still quite limited. In the pioneer research by Grumert et al. [12] , the authors indicated that with the cooperative VSL system (VSLS), the speed was more harmonized, and the exhaust emission was lowered by approximately 1.5-2.5%. Although the traditional VSLS has higher mean speed compared with the cooperative VSLS, there was scarcely any impact on the travel time. The result showed the potential of cooperative VSLS in increasing traffic efficiency and reducing exhaust emission. Khondaker et al. [13] further investigated the relations among safety, mobility and fuel consumption of VSL control under different CV penetration. Their study proposed an interesting conclusion that there is consistency in traffic mobility, safety and fuel consumption under CV environment. Wang et al. [14] proposed a bilevel architectural control system. The link level control is to tackle the stop and go waves by using the SPEACILIST algorithm. The vehicle level is to use their own behavior model (Wang et al. [15] ) for individual optimization. Their study proved a generally better result over uncontrolled driving, but discovered an interesting phenomenon that, as the penetration rate of autonomous vehicles increased, there were even more minor jam waves created after the primary jam wave resolved. They explained that the SPEACILIST algorithm probably leads to this problem because it is originally designed for human drivers. However, we also doubt that the vehicle model also contributed to the traffic instability, since each vehicle concerned only self-interest. Therefore, in this study we pay more attention on the link level control in CV environment, which can be associated with the vehicle level control in the future.
B. REINFORCEMENT LEARNING FOR TRAFFIC CONTROL
Despite reinforcement learning (RL) approaches are widely used in automata field, applications in freeway traffic control are still limited and elementary. To our best knowledge, most applied RL methods are the single agent Q learning (QL) approaches, and there is no multiagent reinforcement learning (MARL) approach for VSL control to date. Li et al. [16] proposed a single QL agent VSL control system. The QL agent can maintain the bottleneck density below its critical value to relieve traffic congestion. The results showed that the QL approach is superior to the feedback control methods, both in stabilized and fluctuant demand scenarios. Zhu et al. [17] developed VSL control system in a largescale stochastic traffic environment, using RL agents to optimize the traffic flow. Their control agents worked independently. Nonetheless, their optimization reduced the total travel time (TTT) of the network by 18%. In some other studies incorporating the RL with ramp metering, Rezaee et al. [18] , [19] discussed the details of RL approach implementation on ramp metering and compared it with the ALINEA algorithm. Results showed that although the RL approach outperformed the ALINEA significantly, the mainline TTT are nearly the same. Fares et al. [20] proposed a primary MARL based ramp metering algorithm, which can reduce 6% of the mainline TTT and increase 7.5% of the average speed. However, their systemic value function is the harmonic mean value of independent RL agents, thus it is difficult to tell whether the algorithm can converge to the global optimum value.
On the other hand, there are considerable studies on the MARL urban traffic signal control. El-Tantawy et al. [21] thoroughly analyzed the previous related studies and pointed out that in fact most of them are still independent RL approaches. They proposed a MARL algorithm to maximize expected Q-value among neighbor agents in the network. The algorithm can reduce up to 39% intersection delay and save 26% travel time along the busiest roads. Kuyer et al. [22] also presented an explicit coordination mechanism between learned agents based on max-plus algorithm, which substantially outperforms the independent RL algorithms. The imperfection is that the method is model dependent and computationally demanding. Furthermore, the agents have to negotiate with each other frequently to report their latest actions, which are not always necessary.
The above-mentioned studies proved that the CV technology and RL approaches have enormous potential in traffic control. However, studies that consider both sides are rare. Besides, there are some shortcomings in current studies need to improve. First, many studies simply partition the continuous traffic state space into the discrete RL control state, which may be negative for convergence. Second, most RL studies in traffic control only discussed traffic mobility improvement, while considerations on safety improvement are seldom mentioned. Third, most existed studies focus on single RL agent traffic control, which are not sufficient for large road network.
This paper proposed a distributed VSL control system with V2I technology to solve the problems presented above. The distributed system can deploy the controllers flexibly along the freeway, and there is no worry about the breakdown of central traffic controller. For each control agent, we programmed a modified distributed Q learning (DQL) algorithm to tackle with the cooperative control problem in continuous traffic state space. Moreover, we proposed a safety objective function derived from the ''Time to Collision'' (TTC) equation to improve the traffic safety. We also discussed the implementation details of the V2I technology and DQL algorithm on the VSL control system. Since study [21] indicated that the MARL outperforms independent RL significantly, we believe a similar approach also suits large freeway network and it is inevitable trend of the future transportation system.
III. CONTROL SYSTEM A. OVERALL FRAMEWORK
This section presents the framework of the cooperative VSL control system. As illustrated in Figure 1 , the freeway is divided into several equidistance segments. Each segment has one onramp or off-ramp at the most. The length of segment is set longer than the free flow travel distance, i.e. v free t ≤ x, to meet the Courant-Friedrichs-Lewy (CFL) conditions. For each segment i, state at time t refers to a speed and density pair, i.e. Each segment has a roadside unit (RSU). The RSU collects the real time traffic state and send it to the traffic control agent (TCA). The TCA extracts the necessary data from the traffic state according to different objective functions, and then calculate the optimal result (i.e. speed limits) using the MARL algorithm. Next, the TCA sends the optimal result back to the segment's RSU. Finally, the RSU sends the speed limit to the vehicles in the segment. As the V2I control system, we assume the vehicles in the study to have basic communication and automatic control ability. They can send their state (position and speed) to the RSU, receive instructions (i.e. speed limits) from the RSU and adjust their speed accordingly. In addition, vehicles can make necessary lane changes automatically.
The meanings of major symbols in this paper are shown in Table 1 . 
B. TRAFFIC STATE COLLECTION
The process of an RSU to collect traffic state and execute the speed limits is shown in Figure 2 . When a vehicle is entering a segment, a wireless connection is automatically established and a vehicle data package (VDP) is inserted into the Vehicle Data Queue (VDQ) inside the RSU. The VDP updates the vehicle data every control period. At the same time, the RSU traverses the VDQ and aggregate the segment traffic state from the VDPs. The traffic state of an arbitrary segment i, i.e. the space mean speed v i (t) and density d i (t), can be calculated as follows: where N i (t) is the number of vehicles (equal to the length of VDQ) in segment i at time t, v j (t) is velocity of each vehicle at time t, L is the length of the segment. After the RSU received the speed limits from the TCA, the RSU will notify the packages in the VDQ. Then the speed limits are transferred to the vehicles through the VDPs. When a vehicle leaves the segment, the connection is closed and its VDP is deleted.
C. THE CONTROL STATE EXTRACTION
The control state refers to the state used by the TCA for optimal control. As mentioned before, the control state is extracted from the traffic state of RSU. Different optimal objectives require different control state. For mobility optimization, we need to know the downstream density. Meanwhile, for safety optimization, the average speed of the current segment and speed difference with downstream segment are required. The control state extraction procedure is shown in Figure 3 . The control state extraction procedure has four major steps:
(1) The RSU aggregates the vehicle data to segment traffic state; (2) The Traffic Data Center collects traffic state from all RSUs and updates the freeway corridor traffic state; (3) The TCAs select the control segments and get the segments traffic state from traffic data center; (4) The TCAs select necessary traffic state element according to the objectives.
IV. CONTROL METHOD A. THE BASIC DISTRIBUTED Q LEARNING
There are several algorithms for the multiagent system (MAS) problem [23] - [26] . Here we use the DQL algorithm proposed by studies [25] and [26] to solve the cooperative VSL control problem. The DQL algorithm has the following advantages: (1) It has been mathematically proved to converge to the optimal solution. (2) Its control state is fully observed. Fully observation is considered to be more precise than the partly observation algorithms, though it consumes more computing resources. (3) It does not require additional communication between agents. In summary, it is more suitable for middle-sized network, which meets our needs. We treat the cooperative VSL control with m agents as a deterministic multiagent Markov Decision Process (MDP). The control system can be defined as a tuple (S, A m , T , R, γ ), where:
• S is a finite set denotes the observed state, which is extracted from the freeway traffic state;
• A is a finite set of all elementary actions that can be chosen by an agent. A m is the set of the combined actions of all agents, which is a set of speed limits;
• T : S × U → S is the transition function which gives the probability that state S transfer to S as a joint action U = a (1) , . . . , a (m) is implemented. For deterministic problem, the probability is one. In the case study, the transition function is implicated in the traffic model;
• R : S × U → R is the joint reward of action U , all the agents share the same reward when learning.
• 0 ≤ γ < 1 is the discount factor. The aim of learning is to find an optimal joint policy according to different state :S → U that can maximize the summed discounted reward ∞ t=0 γ R t , where R t is the reward at time step t. R t is determined by the action selection policy : R t = (s t , (s t )). For the DQL algorithm, the join policy can be split into component policy
The DQL algorithm has two major components: the value iteration and the action selection policy. For each agent, we suppose it can observe the full state, but have to estimate actions of other agents.
The estimation is based on the optimistic assumption that every agent believes others will choose the most benefit action. Therefore, the value function of an agent i is:
where Q
The central idea behind the value iteration is to update Q value only when a new action results in an improvement over all other actions previously applied in the current state. Similarly, when come to the action selection policy, the agents have to select the optimal action hitherto to ensure its convergence. Hence, the update rule for agent individual policies π (i) t can be written as:
In fact, Eq. (3) is the greedy policy. It only works after the state is explored sufficiently. Here we use the ε-greedy policỹ π to balance the exploration and exploitation. The ε-greedy policyπ (i) for agent i can be written as:
where ε is a random number, E is the coefficient to control the descent speed of the exponential. If ε < e −En , an arbitrary action is selected, this is the exploration. Otherwise, the optimal action fits with Eq. (3) is selected, this is the exploitation. e −En is the probability function that gradually reduces as visits to state s t increases, thus the random actions are reduced as exploration becomes more sufficient. In summary, Eq. (2), (3) and (4) constitute the DQL algorithm for VSL control. The state of the algorithm is discussed in the following sections. The action set of the algorithm is given below.
For the VSL control system, actions are the collection of legal speed limits. For traffic mobility and safety considerations, the limited speed should meet the following constraints:
1. The maximum speed limit must not higher than the free flow speed, i. As pointed out by study [19] , using a table to represent the value function limits the practicality of Q learning approach when tackle with continuous state problem. Alternatively, the k-NN-TD algorithm [27] can be used as the general function approximator. Instead of approximate traffic state to the nearest discrete state, k-NN-TD algorithm generates a set of centers in the state space. Extracted state in section 3 can map to these centers. The Q values of the nearest centers are updated according to the distance from the state. Here we integrate the k-NN-TD algorithm with the DQL algorithm. To be more specific, if agent i has k nearest centers with its local state s 
where p j = w j k w j is the probability coefficient. Then the Eq. (2) can be solved with Q
t . Similarly, the action selection policy (Eq. (3)) can be modified as:
where σ reflects the degree of approximate equality. If difference between Q (i,j) t and Q (i,j) t+1 is less than σ , they can be considered as the same Q value. k refers to the number of state centers within distance δ from state s (i) t . In this paper, δ is set to the maximum distance between state centers. VOLUME 7, 2019 Note that though regard with form, the state s (i) → x (i) seems enlarged the state space. In fact, the continuous state space s (m) is infinite while x (i) is finite and discrete. The actual state space is reduced.
C. REWARD FUNCTION OF MOBILITY CONTROL
It is obvious from the fundamental diagram that the traffic flow reaches the maximum value when its density is near the critical point, and traffic flow decreases when the density deviates from the critical point. As a result, maintain segment density slightly under the critical density is a widely used control strategy for traffic mobility control [16] , [28] . A similar strategy is used here. The reward function can be written as:
where d i+1 (t) denotes the downstream density at time step t, r max denotes the maximum reward, d cr denotes the critical density, and d cg denotes the congestion density, respectively. In our paper, d cr is set to 26 veh/km/lane, d cg is set to 45 veh/km/lane, and the r max is one. Eq. (9) is a piecewise function, which may lead to unstable training near the critical density. In practice, we use a fifth-order polynomial reward curve to fit Eq. (9) . As shown in Figure 4 (a), the original mobility reward is the square marker curve, while the fitting reward is the red dot curve. The red dot curve is smoother than the original mobility reward. Study [19] used the bottleneck outflow as the objective. The problem is that the same outflow might occur in both free flow and congestion flow, hence it is hard for the agent to distinguish them. Instead, our density reward function can set the congestion reward limb descent faster than the free flow limb, to encourage the agents to select the actions lead to uncongested traffic. As mentioned above, the control state centers are related to the reward function. The density state centers are set from 0 to d jam (i.e. 100 veh/km/lane) with the interval of 1∼5 veh/km/lane. As pointed out by studies [16] and [19] , traffic flow changes more sensitively near the critical density, thus smaller intervals are adopted near the critical point. Figure 4(b) shows the distribution of the density state centers.
D. REWARD FUNCTION OF SAFETY CONTROL
Khondaker et al. [13] introduced the ''Time To Collision'' equation in microscopic model to measure the potential rearend collision risk between a pair of vehicles, which is written as follows:
where i + 1 is the leading vehicle and i is the following vehicle, x j (t) and v j (t) represents the position and speed of the vehicle at time step t, respectively. Eq. (10) indicates that when a following vehicle is driving faster than the leading vehicle, there is a potential collision risk. Obviously, longer TTC means less collision risk. Therefore, we can derive the traffic safety objective from Eq. (10). As shown in Figure 5 , the collision is most likely to happen at the rear vehicles in segment i + 1 and the front vehicles in segment i. The relative distance x between them is approximately the sum of the mean space headway of segment i and segment i + 1. The mean space headway is the reciprocal of segment density. Therefore, Eq. (10) at the macroscopic level can be written as (t is omitted):
where segment i + 1 is the downstream of segment i, v i and d i denotes the average speed and density of segment i, respectively. The safety objective is the product of potential collision vehicles and TTC Macro . In addition, we assume that: (1) the VSL control for safety works only when the traffic is near saturation, at that time the outflow of upstream and downstream are nearly the same, (2) the average upstream speed is higher than the downstream speed, hence the upstream density is lower than downstream in saturated traffic. In this case, the number of potential collision vehicles is approximated to the upstream density d i (t). With the two assumptions and the relation q i = d i v i , the safety function can be simplified as:
where
is the volume ratio of segment i and i + 1. C i,i+1 is approximated as one in saturated traffic. The v i,i+1 (t) is relatively small compared with segment speed v i (t), which restricts the result above zero. Eq. (12) denotes that if the speed difference between two segments is comparatively small, higher following speed (which implies a lower traffic density) can improve traffic safety. This can partly explain that to improve traffic safety will not always hurt traffic mobility. The logic of Eq. (12) is that the safety control agents stabilize the segment speed first, and then increase the segment average speed (traffic safety is improved at the same time). This can also encourage agents to choose higher speed limits when the speed difference is similar. The reward function of traffic safety is depicted in Figure 6 (a). According to the reward function, safety state is the Cartesian product of speed difference between adjacent segments v i,i+1 (t) and average upstream speed v i (t). Similarly, the safety state at time t can be written as:
The range of the speed difference v i,i+1 (t) is from 0 to 50 km/h, and the average speed v i (t) is from 0 to 100 km/h, both with the state center interval of 10 km/h. Figure 6(b) gives the distribution of safety state centers.
To sum up the above points, the DQL algorithm for a VSL control agent is described with pseudocode in detail as Algorithm 1. Each time step, all the TCAs along the freeway use algorithm 1 to optimize traffic. Note that the total reward R k is the expectation of all agents' reward.
V. SIMULATION AND RESULT

A. SIMULATION SET UP
We have developed and tested the proposed VSL control system on the open source simulation platform MOTUS [29] . The workflow of the simulation environment is shown in Figure 7 . Simulation input includes the road network from Calculate weight w j of each state center j according to distance ρ s t ,j (Eq. (5)) 6:
Update
Select an action a (4) and (8)) 8: Observe total reward R t : 9:
For each agent j ∈ TCA, s
If traffic mobility objective: 11:
R j = Eq. (9) Update (2) and (6)) 19: Update greedy policy π (6) and (8) google earth (KML) file, RSU (including TCA) info file and traffic demand file. Simulation output includes the speed, the density and the volume data of the freeway segments, which are exported to the csv files.
In the study, the A16 freeway section near Drechttunnel, Netherlands is selected as the testbed, which is shown in Figure 8(a) . The freeway section is 2km long with an off-ramp and an onramp. The corresponding simulation network is given in Figure 8(b) , which is split to 10 equidistance segments. Each segment has an RSU to collect traffic state. There are three TCAs along the road for VSL control. The traffic demands of mainline and onramp are given in Figure 9 . Both demands are increased after an hour and the peak period lasts for another hour. To be more realistic, there are small fluctuations in traffic demand. The bottleneck forms at 9 th segment due to increasing traffic demand.
MOTUS has developed the Intelligent Driver Model (IDM+) and the Lane-change Model with Relaxation and Synchronization (LMRS) to simulate car-following and lane-changing behaviors. Hence, simulation vehicles can follow the given speed and adjust their speed according to the surroundings automatically. Hence, the simulation can satisfy the assumptions for vehicles in section III. The key parameters includes the free flow speed of 100 km/h, the critical density of 26 veh/km/lane, and the time step of 30 seconds. In addition, the vehicle type is 90% cars and 10% trucks during the simulation. Other model parameters are calibrated using real historical traffic data. Figure 10 is the traffic calibration result. Compared with the real data, the traffic model can satisfy the traffic control requirement. For the details of model calibration, study [30] is recommended.
B. RESULTS ANALYSIS
Two scenarios aimed at traffic mobility and safety improvement are tested. For comparison, we also considered the no control case. The total travel time (TTT) and the total number of vehicle stops (TNVS) are utilized to analyze the simulation results. Their equations are (13) and (14), respectively. 
where T c denotes the control period, N i (t) denotes the number of vehicles in segment i at time step t, N v i (t) denotes the number of vehicles that velocity is lower than the threshold v min , t s denotes the duration of simulation, and n c denotes the total segments of the freeway section. v min is set to 5km/h. Three scenarios are tested: the no control scenario, the traffic mobility control scenario, and the traffic safety control scenario. We made two groups of comparison. One is from the perspective of the entire freeway section, the other one is from the bottleneck segment. We used the TTT of both freeway section and bottleneck, the bottleneck mean speed and the outflow to measure the traffic mobility improvement. We used the total number of stops and the mean speed difference to measure the traffic safety improvement. Both ''mean speed difference'' and ''SD of speed'' are used for traffic fluctuation assessment, higher value implies higher collision risk. The ''peak hour'' (16:30-18:00) simulation results are shown in Table 2 . Table 2 illustrates that, compared with the no control case, DQL based VSL control have an apparent improvement in traffic mobility and safety. The stop and go phenomenon is eliminated and the traffic runs smoother. The bottleneck outflow is also increased. It is expected that the traffic safety control does not have a pronounced traffic outflow increment, since the objective is focused on reducing speed variance. Traffic safety control has smaller mean speed difference than the other two cases, indicates that the traffic under safety control is more stable. Nevertheless, it seems that the VSL control has better performance at the bottleneck since the algorithm is more focus on the bottleneck traffic. Figure 11 gives a direct comparison of the VSL control effectiveness. It is obvious that the traffic flow is smoother under VSL control (Figure 11(a) and (b) ) than the no control case. The average speed is increased and there is less stop and go phenomenon. Interestingly, result also implied that the traffic under mobility control and safety control is not exactly the same. Traffic under mobility control (Figure 11(d)-(f) ) has higher average speed and lower density while the traffic speed under safety control (Figure 11(g)-(i) ) is more uniform. Additionally, mobility controllers activated earlier than the safety controllers, indicates that the density reward is more sensitive and can react earlier to the congestion. Moreover, the mobility control agents behave differently to keep density at a lower level, while the safety control agents tend to adopt the similar policy to keep freeway speed with less volatility. Nevertheless, both control policies can adjust speed limits to suppress the congestion and shockwave earlier than their formation, which is the superiority of the system. Figure 12 further compared the bottleneck control effects. Figure 12 (a) shows that without control there is a congestion. Using the mobility control (Figure 12(b) ), the congestion is almost eliminated. Using the safety control (Figure 12(c) ), the congestion is relieved to an acceptable level. The fundamental diagram (Figure 12(e) is the traffic mobility control and (f) is the traffic safety control) also indicates that the congestion is relieved in both controlled scenarios. However, we cannot simply say that the mobility control is better than the safety control. Figure 11 shows that the vehicles are more concentrated at the upstream of the bottleneck in mobility control while the vehicles distributed more evenly in safety control. The smaller speed difference between adjacent segments (Figure 12(d) ) in safety control also implies that the traffic in safety control is more robust toward unexpected disturbances. In summary, it is necessary to choose different control strategies according to different requirements.
VI. CONCLUSION
In this paper, a VSL control system with V2I technology and DQL algorithm is proposed. The aim of the system is to improve traffic mobility and safety. It is a distributed control system, in which agents work synchronously according to their knowledge in a cooperative manner. Agents assume that other agents will choose the best-known actions, thus the calculation complexity is reduced. This paper also presented how to implement V2I technology in the macroscopic traffic control. Besides, we have deduced the safety function that can stabilize freeway traffic, which was seldom discussed in the previous researches. Moreover, we proposed a modified DQL algorithm for multiple traffic controllers' cooperation. Using the DQL algorithm, traffic control on a large network will become more applicable. Simulation results suggested that the proposed control system could effectively relieve traffic congestion on the freeway. Meanwhile, the speed differences between adjacent segments are significantly reduced, which indicated the lower rear-end collision risk. Results also showed that the control system could act proactively before the congestion emerges. An interesting phenomenon found in this study is that there can be different optimized traffic equilibriums toward different control objectives. As a result, more control strategies can be applied to exam their performances.
This work is our first step to study the control effects and traffic characteristics involving both reinforcement learning and V2I technology. The results are promising but more work is necessary for the improvement. First, we will stretch the range of the system to further upstream. By this way, the traffic can response to the congestion earlier and the average speed may increase. Second, we will integrate it with ramp metering control. The advantage of ramp metering is it does not create an ''artificial congestion'' which may degrade upstream traffic condition. However, the waiting queue on ramp is limited thus the trade-off between bottleneck outflow and queue length need to be considered carefully. Third, we have found that deep reinforcement learning approach is another potential technic that can be combined with the V2I environment. It can solve some inherent flaws of traditional RL approaches and can efficiently tackle with continuous state. Future study could also consider the communication latency and sensor faults in the system. In addition, we will integrate the control system with the prevailing vehicleto-vehicle controllers and test the performance. Moreover, the proposed DQL algorithm will be compared with other elaborate control strategies.
