The objective of this study is to develop a strategy to maximize the available bandwidth to Earth of a satellite constellation through intersatellite links. Optimal signal routing is achieved by mimicking the way in which ant colonies locate food sources, where the "ants" are explorative data packets aiming to find a near-optimal route to Earth. Demonstrating the method on a case study of a space weather monitoring constellation, we show the real-time downloadable rate to Earth.
I. INTRODUCTION
Intersatellite links (ISLs) are telecommunication pathways between different satellites which allow a group or formation of satellites to effectively become a network of relay nodes. ISLs can be used to share data amongst different nodes of a network; one possible aim is to increase and possibly maximize the bandwidth between a ground station and a spacecraft in the network, not necessarily in direct sight of the ground station, at any given time. Individual satellites do not need to wait for the brief window of time in which a particular ground station is within the field of view of its antenna, but can transfer data to other satellites at different positions in the constellation, either on the orbit (intraorbital) or on different orbits (interorbital). With these links in place, satellites in large-enough constellations can communicate with relevant ground stations in quasi-real-time, regardless of where they are in relation to ground stations. It is clear that the extent of the usefulness of ISLs depends on the effectiveness of the routing strategy employed. The main difficulty in utilizing ISLs as a networking solution is the fact that in most satellite constellations, the network topology is time-varying; links will constantly be found/lost as each satellite progresses along its own orbit, hence the effectiveness of the routing strategy becomes key to exploiting the availability of ISLs.
With the increasing popularity of CubeSats as a lowcost, standardized, and relatively quick to manufacture solution to space access, the question of intersatellite telecommunications must be revisited and applied to this type of platform. Their small size and power available imply that CubeSats have much lower communication capabilities than traditional satellites; limitation in attitude control and size means that only low-gain, omnidirectional antennas can be used; limited power budget means that only short-range links are often possible.
Traditional network communication frameworks such as link-state and distance-vector routing are less well suited to the problem of intersatellite telecommunications because of the relatively low data-rate and limited transmission window which would be available due to the network topology [1] . The network topology is dependent on the constellation design, which itself depends on the application at hand. For example, Walker-Delta constellations consist of satellites which are generally optimally spaced to provide constant or near-constant coverage of the globe up to a specified latitude. A contrasting design is the flower constellation, which can be used for both local and global coverage [2] . Many existing and proposed telecommunications constellations (e.g., Iridium [3] , Globalstar [4] , and OneWeb [5] ) consist of satellites in circular low Earth orbit (LEO), allowing each satellite regular, albeit possibly infrequent, contact with ground stations and in some cases for ISLs to be maintained permanently giving reliable and stable communications between different satellites. Crucially, a constellation of satellites in circular LEO benefits from periodic passes above the selected ground stations, therefore allowing a predefined link strategy to be used for the entire mission duration. For constellations of satellites placed into one or many different elliptic orbits, particularly if those orbits have very high apogee, the possible contact time each satellite has with a ground station is much reduced (due to the high distance to the ground station relative to the limited communication range), compared with the contact time available if it were in a circular orbit at low altitude, meaning that for effective communications with the whole constellation as well as Earth, ISLs are much more heavily relied upon. Additionally, the continuously changing topology and mutual distances of the spacecraft require a continuous, real-time update of the ISL routing, with added reliability if this is performed on-board and not on Earth. Indeed, research has shown that for an application of a certain constellation of largely autonomous satellites involving distributed payload data, ISLs bring benefits to the constellation-to-Earth downlink capability, as they allow this data to be spread across the constellation [6] . Although making such heavy use of ISLs to communicate with Earth is currently rare [7] , this would be especially important if the constellation described above was formed of CubeSats, due to their limited communication bandwidth and range. At present, communication, and in particular realtime communication with Earth would be challenging if at all possible in a constellation of CubeSats deployed into high-eccentricity orbits. One application of such a constellation would be in creating a distributed sensing platform which requires real-time data download to Earth from a small number of CubeSats at any one time [8] .
It is clear that in a constellation such as this, the optimal communications solution should be able to adapt to the time-varying nature of the network topology while also being self-governing to a certain extent, to cope with the fact that each satellite may only spend a very small percentage of its orbital period in direct line-of-sight with a ground station. Previous research [9] has also identified that some proposed subsystem scheduling solutions are not possible for CubeSat constellations due to the additional constraints on energy-efficiency and the amount of on-board computation. These factors must be accounted for in order for the solution to be feasible. Although the scheduling of satellite subsystem operations in a constellation is a separate problem to telecommunications routing, it still requires an optimal solution to the usage of various distributed platforms in a satellite constellation, where each individual platform can be out of direct communications range of most others. It is therefore reasonable to apply the same conclusions to the problem discussed above to that of telecommunications routing optimization.
Previous research [10] has identified that as the control of assets in space is becoming more decentralized, dynamic routing algorithms which can direct communications according to the real-time network topology will allow for optimal solutions considering constraints such as path redundancy and platform power. Other research [11] has explored the routing strategies in large LEO and medium Earth orbit (MEO) constellations where there are enough satellites to create an ISL mesh. This solution is satisfactory for large circular LEO/MEO constellations, but for constellations consisting of different orbit eccentricities/altitudes and requiring many different ISLs to make up one communications channel, it is not optimal. The application of traditional networking techniques to the problem of intersatellite telecommunications has had success [12] , [13] but is not practical in large constellations where centralized decision making is not possible. It has been suggested in previous research that future focus in the field of reliable satellite networking should lie in efficient and optimal routing algorithms [14] .
It has been identified [15] that autonomy is preferred for CubeSat swarms due to the low operational cost of such missions, where this autonomy is in the form of implemented behavioral rules which produce overall desired behaviors in the whole constellation. It has also been noted [16] that a heuristic solution is much preferred in the problem of satellite constellation networking than a more traditional deterministic approach because, as the algorithm is distributed, there is no single point of failure and is selforganizing so the solution adapts to the long-term variation in topology and node congestion. In this framework, each satellite is only required to be aware of the positions of the satellites immediately surrounding it, not of the full constellation. A route to a destination node cannot be computed on-board before transmitting data packets. It is therefore necessary to make use of separate data packets which have the task of route-finding. These data packets are launched from a particular satellite with the purpose of finding appropriate ISLs which give a near-optimal route to Earth, and move between satellites independent of any other data traffic. Once a route is found, data would be able to flow along this route for a limited time, after which the topology of the network will have changed, breaking one or more of the ISLs. The routing data packets are mostly autonomous, so the nodes in the network only have to passively relay the routing packets after a simple calculation, using very little of their available power/processing time.
Previous studies which have examined ISLs as a means of increasing bandwidth in satellite network communications have placed strong emphasis on simulation as a means of truly understanding the effectiveness of theory [1] , [10] , [13] . Despite this, there has thus far been no case study or simulation of a complex satellite constellation to achieve meaningful results of the overall bandwidth of a large constellation. Previous research in this field has either focused on circular constellations in LEO/MEO [11] , [13] or has specifically looked at high Earth orbit constellation design [17] but considered only minimal ISLs in any route and so complex route-finding algorithms where communication links between two points are formed of many ISLs are not discussed.
The application of swarm intelligence to the problem of satellite constellation networking has been considered before [1] , [16] , with a conceptual focus and from the perspective of connectivity as opposed to obtaining tangible results with regards to data traffic flows and bandwidth. This type of solution was shown to be of comparable quality to existing ad hoc routing algorithms, with the added advantage of being able to adapt well to significant changes in the environment, whether that is the network topology or satellite failures. In the case of constellation networking, the density of available nodes in the network will vary significantly with time and location.
A swarm intelligence solution which has good performance in networks with highly time-variant topologies is found in ant routing algorithms [18] , [19] . These algorithms mimic the collective behavior of ants looking for food. The purpose of these is to mimic the behavior seen in ant colonies when they are searching, as a group, for food sources. Each ant on its own has little intelligence, but many ants working together can achieve their common objective efficiently. The parallel with constellation networking is that route-finding data packets can be launched from any satellite, acting as "scouts," and working together to ultimately find a near-optimal path through the other satellites (which are effectively relay nodes) to reach the destination node. The destination node would be one which can form a direct communication link with Earth. Ant routing algorithms allow good performance in route finding because completely new routes can be explored without a heavy bias toward previous decisions. Research on the application of ant routing algorithms to intersatellite telecommunications [1] has determined that one of the main reasons why these algorithms give good results is because the scheme is intelligent enough to enable self-organized rerouting according to communications requirements, based on decentralized coordination among the route-finding data packets. However, the research conducted did not consider constellations consisting of multiple orbital planes. Similarly, although [20] and [21] also address the problem of telecommunications in satellite constellations by using the ant routing algorithm, the solutions are applicable to an LEO constellation of conventional-sized satellites. The problem of a high-eccentricity/altitude constellation formed of CubeSats presents different constraints and therefore requires an alternative solution. In addition to the differences in the spatial arrangement of the constellation, the data transmission method used in [20] does not satisfy a requirement for realtime data download. Additionally, traffic congestion is identified as being one of the main issues to be addressed with the ant routing algorithm, where data packets are buffered at popular nodes to be transmitted as soon as possible. Any buffering of this sort reduces the capability of the solution to provide real-time communications with certain points in the constellation. A solution which tackles the problem of congestion during the route-finding process and provides dedicated communications links which are available for limited periods of time is therefore required.
Ant optimization algorithms were also applied to satellite constellations in a different context: that of scheduling and allocating resources to the time windows available [22] , [23] . For example, in an Earth imaging constellation of satellites, some images are of higher monetary value than others depending on the mission, e.g., images of certain land masses or at certain latitudes are worth more than others. In these cases, the actuation of the imagers can be optimized such that the highest value images are captured over the particular ground tracks of each satellite. Despite the use of ant optimization algorithms, the nature of the problem is different from the one under investigation; however, it shows the potential of ant optimization.
Thus far, the research undertaken specifically on ant routing algorithms has employed only straightforward constellations and scenarios on which to obtain results and has not focused on obtaining data in real time from only a small number of nodes in the constellation. Furthermore, more detailed information such as nodal congestion and overall bandwidth of a distributed satellite system which would further determine the feasibility of these algorithms have not been explored in detail. The objective of this study therefore is to develop a strategy to maximize the available bandwidth of data download to Earth of a large constellation of satellites through optimal signal routing. By designing the algorithm to provide dedicated telecommunications routes which are available for periods of time, the issue of packet buffering will be removed, allowing the data download to occur in real time. A large constellation of CubeSats in high eccentricity/altitude orbits is considered, as this presents the greatest challenge because of the small percentage of orbital period which each CubeSat can communicate with Earth. The test case constellation is the CENTINEL [8] proposal, which is a CubeSat constellation consisting of 74 CubeSats distributed among several high eccentricity/altitude orbits. The purpose of this mission is to collect space weather data at the Earth's magnetotail, surrounding the apogees of the highest-altitude orbits. With no telecommunications routing strategy in place, this data would have to be downloaded to Earth during the brief time where the satellites reach their perigee. The proposed approach is general and applicable to any constellation with little to no change. Ant routing algorithms will be used to maximize the available bandwidth in order to download as much data as possible in real time from any point in the constellation to Earth. Although previous research has considered ant routing algorithms as a solution to satellite constellation telecommunications, this has not been done with the aim of achieving real-time data download from any point in a high eccentricity/altitude constellation.
II. METHODOLOGY A. Ant System Algorithm
In order for direct communications links to be found between any two specific, predetermined nodes in the network, a route-finding algorithm shall be designed. It shall be able to operate discretely, in any part of the network, independent of any central decision-making node connected to all other nodes in the network, as can be found in many other network routing problems. The proposed solution makes use of an algorithm known as Ant System (AS) [19] , and aims to mimic the behavior seen in ant colonies when they are searching for a food source. The way in which ants achieve this is an example of "swarm intelligence," where a group of relatively unintelligent units work together to achieve a common objective. A brief description of how ant colonies use swarm intelligence to achieve their objective of finding food sources is summarized below. Individual ants leave their colony in various random directions, depositing a constant trail of pheromone on their path. If an ant successfully discovers a food source, it follows its own pheromone trail back to the colony while still depositing more pheromone, see Fig. 1 [18] . This means that the path leading to the food source now has double the amount of pheromone on it. When another group of ants leave to search for food, they are more attracted to paths which have pheromone deposits from other ants. If two food sources are found and one is far away, then by the time the ant which found the food source further away reaches the colony again, the path leading to the closer food source will have been reinforced with pheromone many times over by several ants. Since the amount of pheromone on a path is proportional to the statistical likelihood that an ant will follow that path, this means that subsequent ants are much more likely to visit the close food source, but some small number will still visit the more distant source. At every stage, there is always a chance that an ant may break off a pheromone path and find an even closer or bigger food source.
This principle of many units scouting out routes and returning to a colony, having rewarded a path based on not only whether it was successful but also on its distance, and having route choices determined by a probabilistic calculation at each step, is what the AS algorithm is based on. AS was initially developed and tested on the travelling salesman problem (TSP). This is the problem where a salesman wishes to visit all cities on a map and needs to determine the shortest possible route to take.
The mathematical structure of the algorithm is well documented elsewhere [19] , so only a summary is presented here. The most important concept in the algorithm is the fact that the route-finding "ants" travel to their destination, making decisions on which nodes to travel to, based on a probabilistic calculation dependent on both the amount of pheromone leading to other nodes and a heuristic metric based on the amount of data traffic already flowing through each available node. The likelihood that an ant will go to any specific node depends on the node's probability compared to the others. The probability that ant k at node i visits node j is given by the following:
where τ ij represents the pheromone of edge ij and is the proportion by which an ant is enticed to visit node j while at node i. η ij is the heuristic factor which represents the desirability of each node based on the immediate environment only. The subscript l represents every other node other than nodes i and j . So if l is out of range of i, then τ il is zero. N k i is the set of nodes which an ant at i could possibly visit. α and β are the weights given to pheromone quantity and heuristic factor, respectively.
The initial value of pheromone τ 0 (same for every edge) is calculated according to the following equation [18] :
where m is the number of ants per generation and C nn is the length of a typical route. Initial pheromone must be set in this way so that the additional pheromone which is deposited at the end of every generation is in roughly the same order of magnitude.
The pheromone values τ ij are updated after every generation of ants completes its exploration. Research has shown that updating pheromone in real time as every ant progresses leads to poor results [19] . The pheromone update stage comprises of the following two steps. 1) Pheromone evaporation takes places across every nonzero pheromone value, whether it was explored by the ant or not, according to the following equation:
This allows any pheromone corresponding to poor routes to gradually fade away over successive generations.
2) Next, the pheromone level for the points making up any successful routes is increased, inversely proportional to the length of the route, according to the following equation:
where
C k when an ant actually travelled from i to j , C k is the length of the full route. τ k ij = 0 if an ant did not travel from i to j .
The algorithm iterates until a specified number of generations have been completed. If the algorithm converges, an optimal or near-optimal route should have been found. The reason for applying the AS algorithm for this purpose is for route-finding that is not centrally controlled: even if there is no guarantee that the actual optimal route is found at all times, any route which is close to optimal is sufficient.
B. Constellation Model
The model simulating the satellite constellation orbital dynamics was constructed. Keplerian orbital dynamics are employed to determine the true anomaly, and therefore position, of each satellite on its own orbit at any given time step [24] . Although the relative positions of the satellites change with time, the entire constellation is assumed to be fixed at a particular time step while the algorithm is being run. Routes should be explored, an optimal route converged upon, and scientific data downloaded via this route in a reasonably short time in which the satellites do not significantly change position and so can be assumed to be fixed. Once enough time has passed for this assumption to be invalidated, the algorithm is restarted.
Each satellite can switch between three modes.
1) Transmitter Satellite (T sat ): A satellite generating and broadcasting raw data (for example, from a payload) which is to be downloaded to Earth. When a satellite is in this mode, it is a source node for data packets. 2) Data-relay node: It receives data from one satellite and transmits it directly to another satellite in range. 3) Receiver Satellite (R sat ): A satellite in direct sight and range of a ground station, and therefore able to broadcast received data to Earth. When a satellite is in this mode it is a data-sink node in the network and a final target for data packets.
The number of available R sats at any point in time varies considerably. The positions of ground stations are defined according to their latitude/longitude coordinates. The ground stations are fixed in an Earth rotating frame, and therefore rotate about the Earth's Z-axis at a rate of 360 o per 24 h in an inertial frame. Again, we assume that during each run, the rotation of the Earth is negligible, and hence the ground stations can be considered fixed in space and in the network topology. 1) Satellite Visibility: All satellites are assumed to use omnidirectional antennae, e.g., the beam power density is the same in every direction. The maximum communication range of each satellite is assumed, in this work's test case scenarios, to be seven times the Earth's radius. In reality, bitrate is usually inversely related to distance, however we consider a fixed bitrate when two satellites are within range, as this study is a proof of concept only. A constraint is added so that one satellite is visible to another (and thus a communication link is possible) when they are both within a communication range and when the straight line connecting any two satellites does not intersect with the Earth.
2) Transmitter Satellites: In this paper, the satellites in the constellation which actually generate the data to be downloaded to Earth in real time are selected according to their true anomaly. This means that data will only be collected and transmitted in specific arcs of the orbit (those crossing the magnetotail, near the apogee), allowing for continuous or near-continuous sensing of these areas. Fig. 2 shows that the apogee of the orbit aligns with the magnetotail of the Earth. Individual satellites behave as data-relay nodes for the majority of the orbit, until they reach a specific arc close to the apogee. For the time that a satellite is on this arc it changes mode to become a T sat . In Fig. 2 , the red arc (bold) is identified as an area of interest in the Earth's magnetotail, satellites are represented by dots/cross and the color density plot represents Earth's magnetic field. It is worth underlining, however, that any other missionspecific criteria could be chosen to identify the T sat .
3) Receiver Satellites: The Receiver Satellites are those which are able to communicate directly with a ground station, and hence at the end of the data link. Any satellite which is both within communications range of the selected ground station(s) and is above the local horizon of the ground station(s) can be identified as an R sat . The maximum possible bandwidth of the full system is the data transmission rate of one satellite multiplied by the number of R sat so the number of these satellites at any given time is very important.
With a simulation model containing these constraints in place defining the start and end points of the data link as well as the visibility of each satellite in the constellation to every other, it is possible to apply the route-finding algorithm.
We have included supplementary MP4 video files which show features of this constellation model in motion. Refer to the files yarr_ceriotti_v1.mp4, yarr_ceriotti_v2.mp4, yarr_ceriotti_v3.mp4 and the associated descriptions, available at http://ieeexplore.ieee.org.
C. Ant System as a Solution to Constellation Networking
The AS algorithm can be applied to the simulation environment described. In the satellite networking problem, the ants would take the form of small data packets which can be passed to different nodes and which keep a log of each node already visited. The TSP itself is mostly comparable with the problem of route-finding in a satellite network save for two distinct differences. In the TSP, the route is permitted to begin at any point, in satellite networking, routes can only begin at pre-determined T sats and can only end at predetermined R sats . This is not a trivial difference because in the travelling salesman problem ants can start and end at various points and all of their journeys will contribute toward the final solution, so many more parts of the network will be discovered per group of ants compared to satellite networking. Furthermore, ants departing from different T sats develop pheromone trails independently of ants from other T sats . The other difference between the two problems is that in the TSP, the solution must be a route which visits every node in the network, which is not the case in the problem of the satellite network problem. Although both problems are route optimization problems, constraining the start/end points of the route and removing the requirement that all nodes be visited changes the algorithm required to achieve a near-optimal route. Fig. 3 shows an illustration of these differences.
As in the application of this algorithm to the TSP, τ ij , in (1), is the pheromone enticing an ant at node i to hop to node j . The heuristic factor η is taken as the inverse of the available bandwidth at each satellite, however in this application it is a vector, with η j the inverse of the bandwidth of node j , which is any node which the ant could visit next. This means that satellites which have less bandwidth available will be less likely to be visited by ants than those with more. By including this extra factor in the probability calculation which the ants perform at each node, it ensures that routes are selected based on practicality as well as length. The probability calculation in (1) must therefore be modified to suit this application, and is
For the pairs of nodes within range of another, the initial pheromone is set to τ 0 . For every other node, it is set to 0.
When good data links are established between T sats and R sats , some ISLs will eventually be lost as the network topology changes. However, a certain small amount of bandwidth can be reserved in each satellite for the exclusive use of route-finding packets, so the route-finding process can be in operation continuously meaning there are no breaks in data flow. Route-finding packets are essentially the ants in the AS similitude, and will be referred to as ants in the following. The ants are given priority over actual data packets, so new communications routes could be being sought while old ones are still in use. This allows continual adjustment of communications to cope with the changing positions of the satellites and the revolution of the Earth. This also makes communications self-healing as if a node fails completely for whatever reason, communications will not be disrupted to a large degree because routes are continually being updated. The failed node would then correspond to a row of permanent zeros in the pheromone matrix.
When an ant reaches an R sat , it then retraces its route back to the original T sat . For clarity, and in-keeping with the original algorithm [18] , the term ant comprises of a forward and a backward route-finding packet. At each generation, a T sat releases a number of forward-ants simultaneously, each of which moves independently from node to node according to (5) while a log of each node visited is stored within it (each CubeSat would have a unique identification). If the forward-ant reaches the R sat , the log is passed to a backward-ant and the forward-ant is then immediately deleted. The backward-ants then visit each node in their log in reverse order, updating the pheromone values at each link, according to the quality of the total route, as in (3) and (4) . When all backward-ants have returned to the original T sat , the same process begins again with a new generation of forward-ants; this time the route selection of the new generation will be influenced by the results of the previous. As route selections are based on a probabilistic calculation, this algorithm is very much a stochastic process.
The entire n × n pheromone matrix is not itself stored anywhere in the network as a whole, but is fragmented across the entire network, so in effect each satellite possesses one row of that matrix. After a prespecified number of generations, actual scientific data leave the T sat and choose the node with the highest pheromone value at each step, which should bring it to an R sat as quickly as possible. Each satellite would also need to have a preset time interval after which the route-finding process would begin again from scratch, so at that point all satellites reset their pheromone values to initial conditions, and the process begins again. The number of generations before actual data is sent must therefore be predetermined, along with the time interval between pheromone matrix resets. 1) Optimization Parameters: In addition to tuning the AS algorithm, different conditions for terminating a forward-ant can be studied. The route log created by a forward-ant can be used to define different route permissions which the forward-ants must follow. Three different route permissions are examined in this study, and illustrated in Fig. 4. 1) Each satellite can only appear in the route log once.
This means that if a forward-ant has at any time the only option to revisit one node, the ant is terminated immediately and no backward-ant is launched. 2) If the ant finds itself in the same condition as above, a backward step is taken to the last node on its route log, and it would then delete the dead-end node. This is done simply by setting the relevant pheromone value to zero. The ant then continues.
3) The ants can visit any node, regardless of whether it already appears on its route log. With this method, every ant is always guaranteed to reach the destination node, however the route log will likely contain a large amount of loops.
As well as changing the route permissions, the other condition to put in place for a forward-ant to terminate is to limit its lifetime, i.e., the number of nodes it can visit before it terminates, without launching a backward-ant.
Once this algorithm has been designed and has been shown to produce the shortest possible or near the shortest possible route between two satellites in a constellation, the wider question remains of how to maximize the bandwidth used when multiple data links are to be found between outlying satellites and Earth. There are therefore two scenarios to be considered: 1) finding a single route between two predefined nodes, and 2) optimizing this method for the case of multiple start and end nodes, to maximize the total bandwidth achievable with a particular topology of the constellation network.
We have included a supplementary MP4 video file which shows a visualization of this algorithm in progress. Refer to the file yarr_ceriotti_v4.mp4 and the associated description, available at http://ieeexplore.ieee.org.
2) Reducing Congestion: In the constellation, there will be more than one T sat which need to download data to Earth, and may be in different positions within the constellation. If forward-ants from each T sat followed (5) while sharing the same pheromone matrix, the final route choices would be suboptimal as the value of a particular edge ij will be different for each T sat . There should therefore be multiple pheromone matrices, each corresponding to a particular T sat in order to achieve the most optimal results. Each T sat implements one route-finding algorithm at the same time as, but independently of, the others.
If multiple route-finding algorithms are being run simultaneously from different T sat , there is a significant risk that many data packets will be assigned to one node when they could easily be spread out over many. This inefficient use of nodes eventually results in some of them being unable to relay data packets as soon as they are received, which creates gaps in the system making it more difficult for future routes to be found. This will be referred to as congestion, which has the ultimate effect of reducing the bandwidth of the full system. It must be stressed that depending on the T sat /R sat ratio and the constellation under consideration, some amount of congestion is inevitable. Where this is the case, it is still desirable to ensure congestion is kept to a minimum and for it to occur only in the certain places where it is unavoidable. To reduce congestion, one needs to determine which nodes are being used by which T sat and, crucially, to what extent. If a particular node has high pheromone values corresponding to one T sat but low for others, then additional priority must be given to the T sat using the node most. This is done by evaporating extra pheromone which may lead forward-ants from other T sats to this one, but only for those T sat which have been found to be scarcely using the node. This additional pheromone evaporation will take place at set intervals as the generations progress, as the prioritization takes place on trends observed at the end of a set of generations. The prioritization takes place according to the following equation:
where [τ ij ] x is the pheromone enticing an ant launched from T sat x at node i to visit node j and T sat m is the T sat which has the highest pheromone value at τ ij at that time.
III. CASE STUDY
In order to simulate and assess the performance of the networking algorithm, a test case has been selected. The test case is based on the satellite constellation outlined in the mission proposal CENTINEL [8] . The purpose of this mission is to predict space weather events by locally sensing the magnetic field in the Earth's magnetotail continuously, by deploying a large number of satellites onto four orbit-pairs, where the semimajor axis varies with each pair, creating an arrangement where some orbit pairs are "nested" within others. The only difference between the two orbits on each pair is the inclination, which is +/-18.5°for each. The semimajor axis and eccentricity of each orbit-pair is given in Table I , along with the mean anomalies of each satellite. Three active ground stations are arbitrarily selected for the analysis, their coordinates are given in Table II ; at t = t 0 the ground station Cartesian coordinates are also given, where the origin is the center of the Earth, the positive X-axis extends in the direction of the orbit perigees and the positive Z-axis extends in the direction of the North pole. All distances are normalized to the radius of the Earth. A visualization of the constellation is given in Fig. 5 . By deploying multiple satellites on each of these eight orbits, a distributed sensing platform is created, where those on the apogee of the orbits, which are in the magnetotail of the Earth (and would be far beyond communication range of Earth) can collect data. Due to the large number of satellites required for a mission of this scale, the mission designers have specifically identified that CubeSats or a similar small-satellite platform must be used for this mission for it to be financially feasible. However, without ISL, data cannot be downloaded to Earth until each satellite is at or near the perigee of their orbits, making this a store-and-forward constellation. With routed ISL, satellites can collect and broadcast data in the region near the apogee, and the core within the constellation can be used as data-relays to create a pseudo-real-time link to the Earth. Thus, space weather information from the Earth's magnetotail can be collected in quasi-real time, providing data to detect and even predict, for example, space geomagnetic storms.
This constellation design suits this study well as it makes use of high-eccentricity/altitude orbits which take the CubeSats far out of range of Earth when they are in the area of interest, and the same orbits have low perigee, allowing satellites to be used as data-relays to ground stations. 
IV. RESULTS
In applying the AS algorithm to the problem of constellation networking, the effects of several variables and constraints need to be examined to ensure that it will reliably provide a near-optimal solution with efficient use of computational power on each execution. There are two scenarios to be analyzed: 1) Implementing and optimizing the algorithm to find a route between a single T sat and a single R sat and 2) further optimizing the method for the real-life scenario of multiple T sat and multiple R sat to maximize the bandwidth of the constellation at whatever the network topology it has at a given time step.
A. Single-Route Results
In this test case, we consider a single T sat and a single R sat , as shown in Fig. 6 , which have the orbital parameters shown in Table III . The constellation is at the time t = t 0 + 35 h, the coordinates of the ground stations at this time are given in Table IV .
To measure the efficiency of the method when applied to the problem of intersatellite telecommunications, several performance indicators are assessed. These are as follows.
1) The length of the best route both in terms of number of nodes visited and actual distance in space from T sat to R sat . 2) The number of hops which occur throughout the entire length of the algorithm, where one hop represents one ant moving from one satellite to another.
3) The number of ants which reach the destination R sat in every generation. 4) The number of generations it takes before ants converge on one route or a small group of near-identical routes.
One of the main difficulties in implementing AS for the problem of constellation networking is in striking a balance between allowing bias to develop to good routes (convergence) while still giving ants sufficient possibility to explore new routes (exploration). If the pheromone updates for promising routes are comparatively too high, future ants will keep exploring these routes, in turn reinforcing the pheromone even more, while ignoring alternative (and possibly better) routes. Conversely, if pheromone updates for promising routes are comparatively too small, future ants do not see any distinction between the good and bad routes explored previously. This means a balance is to be found between the three variables τ 0 , ρ, and τ k ij . Ideally, the algorithm should return a good route which is found after many generations of ants.
For the test case specifically, the value of τ 0 is set according to (2) , where the value of C nn is what would be considered a good route length, for a route starting near the apogee (2.5 × 10 5 km), giving τ 0 = 0.25. The value of τ k ij , which is updated by the backward-ants as they return to the original T sat , is set according to (4) , and is the reciprocal of each successful route length. Although an optimal value of ρ = 0.5 has been suggested [18] , this is for the application of this algorithm to the TSP. There are significant differences between this and the problem at hand as explained previously, so a good value for ρ must initially be sought. Setting ρ = 0.5 as advised in [19] does not produce optimal results. In the TSP, ants pass through every node with each trial, so pheromone updates are being applied to nodes very regularly, which justifies the higher pheromone evaporation rate. Since fewer parts of the network are being discovered per generation of ants compared to the travelling salesman problem, evaporating pheromone at this rate is too aggressive. In the test case, it is likely each ant does not visit the majority of the nodes available, so clearly the pheromone evaporation rate should not be set to as high a value as in the TSP. After investigation it is found that the optimally tuned value for the test case is ρ = 0.08. This value is chosen because it consistently results in a short route length each time the algorithm is run. Although other values can regularly result in routes of similar length, this value has the smallest standard deviation of route length across a number of runs and is chosen for that reason. This value is used in all subsequent simulations, and should be tuned according to the constellation under consideration.
The values of α and β, which are the weighting between the pheromone and heuristic factors in (5) are both set to 1 Several trials are conducted, with the purpose of finding a route between one particular T sat close to the apogee of the largest orbit, and one R sat . 200 generations are used per trial, with 10 ants per generation, so a total of 2000 ants are launched in each trial. The routing permissions at this stage are set as in Section II-C1, and there is no limit on ant lifetime. The objective is to obtain a route which is as short as possible, and the only termination condition is on the number of generations.
Figs. 7 and 8 show the progress of the algorithm at each generation, for route permissions 1 and 3, respectively, with the AS parameters optimally tuned. Fig. 7(a) shows percentage of ants in each generation which reach an R sat before being terminated, and hence launch backward-ants to update pheromone. Panels (b) and (c) show a similar trend to convergence for both the length of the routes found and the number of hops used during the full algorithm. Note the number of hops disregards whether the forward-ant successfully reaches the R sat or not. Convergence is defined as the point where all subsequent forward-ants always follow one path to the R sat or a path very similar (i.e., a path where only a very small number of ISLs are different). In Fig. 8 , the percentage of ants in each generation reaching an R sat is not shown as with this route permission they are all guaranteed to reach one. Due to the stochastic nature of the algorithm, each of the three route permissions are simulated 10 times each, and the metrics described above are averaged and presented in Table V . The number of nodes used does not include the T sat and R sat and the length of the best route found is the sum of the distances of all the ISLs used in the route. Comparing the results generated for the three route permissions in Table V , it appears that route permissions 2 and 3 give a better average length of the best route found than permission 1. This is because in both methods, every single ant is guaranteed to reach the destination R sat which makes the learning process more efficient. For these two permissions, at the end of every generation, all ten routes found will result in pheromone being deposited because every forward-ant will have reached the R sat and launched a backward-ant. This is not the case with permission 1 as some forward-ants are terminated before any backward-ant is launched causing less pheromone to be deposited for each generation, which in turn causes the general learning process to progress more slowly. Although enabling loops (as in route permission 3) results in the shortest average length of the best route found, the early generations of ants can create routes which are an order of magnitude longer than those in the other two settings, as seen in Fig. 8 . This explains why this method results in the highest total number of hops. Before pheromone is deposited when loops are allowed, the loops which appear in the route are deleted. This means that with route permission 3 enabled, ants can generate good routes early in the exploration.
Based on these results, route permission 3 is deemed the ideal setting, as on average this results in the shortest routes with a relatively small time to convergence. However, when this algorithm is further adapted for use in a full constellation networking scenario with multiple T sats , it must be adaptable to network congestion. The very small number of generations to convergence observed when route permission 3 is enabled does not allow for this. Therefore, the optimal permission for this application is permission 2 (backtracking allowed).
The effect of limiting the lifetime of forward-ants was also investigated: it was found that, although this will inevitably result in a small number of them not reaching their destination, the main effect is to reduce the average number of hops in the run. With constrained lifetime, the algorithm can repeatedly produce an optimal or near-optimal route between two satellites in a constellation using minimal total hops. An example is shown in Fig. 9 , where each dot represents a satellite and the T sat is near the apogee of the highest eccentricity orbit-pair. Data is transmitted from the T sat and selects the next node to move to at each step by choosing the one which has the highest level of pheromone, the solid line therefore represents the ISLs which are formed at the end of the algorithm. The route ends at an R sat , so data can be Fig. 9 . Example optimal route. T sat and R sat are highlighted in blue.
downloaded directly to Earth. The route-finding algorithm was run 100 times and each time the ants converge either exactly on the route shown, or on a very similar one.
B. Constellation Results
With the AS algorithm successfully implemented to get repeatable and short routes between two satellites in the constellation, the constellation networking problem can be addressed, where multiple satellites act as T sat and R sat . The route-finding algorithm must be integrated into a full solution for real-time downloading of data to Earth which maximizes bandwidth. Of particular interest is how the resulting bandwidth of a system using the route-finding method outlined compares to the maximum possible bandwidth determined by the number of R sats as well as the amount of data actually being transmitted by the T sats .
If the purpose of a satellite constellation is the real-time downloading of data to Earth, then there will be several T sats generating and transmitting data and several R sats broadcasting to Earth. The maximum achievable bandwidth of this system is therefore the data transmission capacity of one R sat multiplied by the number of R sat available at any time. This maximum theoretical bandwidth may not be possible in practice, if congestion occurs in crucial relay-nodes in the network.
If each T sat establishes one route at every instant in time, the bandwidth of the full system will be affected by the amount of congestion. Congestion in this context is defined as the bandwidth of a node being reduced due to multiple T sats using routes which pass through it. In order to avoid congestion, the common networking approach of splitting data into packets which are reassembled at the destination can be taken. The normal method of packet switching is not the most ideal for real-time communications because of the unknown amount of buffering which can take place [25] . Instead, each T sat will split its data into ten separate packets, and therefore execute the route-finding algorithm ten times, creating a dedicated route for each packet. This means that in an instance where there exists 6 T sats , there will be a total of 60 routes to Earth, 10 for each T sat , as opposed to 6. This will improve the overall bandwidth of the system by utilizing more of the bandwidth existing across all the nodes without causing the computation time to become unpractical. This does not prevent congestion completely: if certain nodes in the constellation are heavily used due to their location, then they may reach their bandwidth capacity. If data cannot be stored, this means that these packets will be lost, and the actual bandwidth (as opposed to the maximum achievable bandwidth) of the system is reduced.
1) Tuning of the Probability Parameters: One tuning parameter to consider in optimizing available bandwidth is the weight given to the two factors in the probability calculation at each node, see (5) . α is the weight assigned to the pheromone component and β is the weight assigned to the heuristics. The effect of the weights of these two factors on the final route selection is now investigated. The algorithm will run until a predefined number of generations has been launched, at which point actual scientific data will be passed along the route with the highest pheromone at that time. The amount of time taken before the algorithm is completed is of interest as this is directly influenced by the value of β. For this investigation, α is held constant at 1 while β is varied. The constellation is at time t = t 0 + 46 h, and at this time there are four R sats available. Three different arcs are selected on the two highest eccentricity orbits, where T sat should be active, giving a total of six T sats for this test case. Table VI displays the orbital parameters of each T sat and R sat .
As there are 72 satellites in the entire constellation, this leaves only 62 left to be used to find 60 routes to Earth, many of which are unusable due to their particular locations. As described above, each route will be used for the transmission of one-tenth of the broadcast bandwidth of each T sat . It is clear that it is not possible to find six completely independent routes which do not share any nodes, so congestion is (deliberately) inevitable in this test case. It is assumed that each T sat transmits data at a rate of 5 Kbps and every other satellite in the constellation can relay data at a rate of 10 Kbps. This means that the total amount of data being transmitted is 30 Kbps and the total amount of data which is able to flow to Earth via the 4 R sat is 40 Kbps. Fig. 10 shows that as β is increased, the achievable bandwidth increases to a maximum, then decreases slightly. The time to completion increases overall. Although the number of generations is always limited and is what defines the completion of the algorithm, the time to completion will vary because the amount of time which a single ant takes to find a route varies. If several generations are needed to reach convergence, then the processing time will be longer. This is because the higher the value of β, the less the pheromone deposits contribute to the probability calculation. This means that forward-ants are increasingly making choices based mainly on their immediate environment with little regard to the successes and failures of previous ants. The effect of increasing β is to initially improve the bandwidth, because more importance is given to avoiding busy nodes. The ideal value should therefore be set high enough that the bandwidth is maximized, but not so high that the processing time becomes significantly worse. A good compromise is found at β = 3 with α = 1. These values are in good agreement with what was found for the TSP, where the ideal weighting was found to be β = 5 with α = 1 [19] . The maximum bandwidth achieved with these conditions is 29.55 Kbps.
2) Congestion: The problem here is to ensure that running the route-finding algorithm simultaneously from different T sats will minimize packet congestion and therefore make the most efficient use of what bandwidth is available. Congestion in this context is where multiple T sats are attempting to use one node when others are available causing it to become a bottleneck which then limits the real-time transmission rate achievable by the T sats until the network topology changes. The problem with congestion as it has been defined here is that it must be dealt with intermittently during the route-finding process, i.e., it cannot simply be added in as a heuristic factor in the probability calculations [19] . The heuristic factor described by the matrix η represents the data transmission capacity, which discourages ants from visiting nodes which have already been assigned many data packets from the previous route-finding process, but this does not account for the congestion which is caused by multiple T sats attempting to create routes through the same node in the next route-finding process, where this is not necessary.
An anticongestion mechanism for implementing the analysis/prioritization described in Section II-C2) is included in the search algorithm. This is essentially a route prioritization process. Now, unless the pheromone matrix has been updated a number of times, the system will not have learned enough since the previous update. The prioritization process will start to work when pheromone trends Results averaged over ten runs. Fig. 11 . Routes found without the anticongestion mechanism. Turquoise nodes have more than one route passing through them, red nodes have only one.
have started to be established. For this reason, the process is initiated after a set of generations has been completed (in this test case, it is after every eight generations). After each set of generations, the different pheromone matrices corresponding to each T sat are updated according to (6) . In the real implementation, the matrices are dispersed across the entire constellation so this analysis would take place at each node, where each node has access to one row of each pheromone matrix. This would require time-synchronization across all satellites. The algorithm is tested using the same test case described above. Two settings are examined: one where there is no attempt to prevent congestion and another where the anticongestion mechanism is used. The algorithm is run ten times for each setting and the resulting congestion on all nodes is recorded, averaged, and shown in Table VII. A congested node is one where more than one route has been assigned to pass through it, at the end of the routefinding process. The amount of congestion is defined as the total number of excess routes which pass through nodes with multiple routes assigned, i.e., the number of routes a node is part of, minus one. If a particular node is part of three routes, this adds 2 to the total amount of congestion in the constellation. The total amount of congestion is therefore the sum of all congestion values of all the nodes.
A qualitative measurement of the success of this mechanism is the observation of the routes selected at the end of the process. Figs. 11 and 12 show examples of the routes with the anticongestion mechanism disabled and enabled, respectively. The solid turquoise dots represent the congested nodes, having more than one route pass through them, while the red nodes have only one route passing through them. Table VII shows that using the anticongestion mechanism reduces the congested nodes by 30.5% on average and the total amount of congestion experienced by all nodes by 23.6% on average. This is a considerable reduction, especially considering that some degree of congestion is unavoidable. The mechanism reduces congestion to some degree, but also moves congestion away from where it can be avoided. The highlighted area of Fig. 11 shows that congestion may unnecessarily occur. The routes starting from the two T sats in that region do not need to share the same nodes, but with no mechanism to prevent this, congestion might happen. The same region in Fig. 12 shows more favorable node assignments, as unnecessary congestion has been removed in this region.
C. Real-Time Data Download
As a final benchmark of this algorithm's effectiveness, the amount of data downloaded to Earth during a single day is determined. The above method is applied to the test case from 48.5 to 72 h after the given epoch (i.e., the third day after the initial time), with the search running every half-hour. The bandwidth is not simulated for the first two days to let satellites drift apart from their initial positions, so that any regularity in the network topology (due to the preset initial positions of the satellites) diminishes. It is assumed that the routing solution found at a time t is used until t + 29 min, after which a new search begins. This is essentially assuming that the satellites do not move significantly within half an hour. The total downloadable data in the time window are therefore the sum of the bandwidths achieved at each half-hour increment. Each satellite is assumed to be able to relay data at 10 Kbps, and each T sat is transmitting scientific data at a rate of 5 Kbps. There are exactly six T sat at every time step, near the apogee of the highest eccentricity orbit-pair. The total real-time data received at Earth using this method is 176.1 MB. This figure is to be related to the bandwidth of each satellite. Fig. 13 shows the bandwidth achieved at each time step, along with the maximum downloadable data, which is determined by the number of R sat at that time step. These results show that this routing optimization method is viable and effective, as the bandwidth to Earth is always very close to the generated data rate. It is clear that no data are downloaded to Earth at the times where no satellite is in view of a ground station. To allow data to be downloaded at these times, changes would have to be made to the constellation itself. Additionally, the ratio of T sats to R sats is significant in determining how much bandwidth the constellation can provide; the scenario described in Section IV-B1 has more R sat bandwidth than scientific data being transmitted; however, at other instants in time, the total R sat bandwidth can be lower than the data being transmitted, adding another source of loss for overall bandwidth.
V. CONCLUSION
The objective of this study was to design a network routing algorithm to maximize the real-time bandwidth to Earth in a constellation of intercommunicating satellites. The developed algorithm, based on AS, is completely distributed, so a "central intelligence" is not necessary, instead each satellite, acting as node in the network, relies on the awareness of the availability of nearby satellites only. Such distributed system is advantageous as it is robust enough to dynamically and autonomously adapt to the changing positions of the satellites and the accessibility of the ground stations on Earth. The distributed system and the fact that routes are constantly being updated imply that isolated satellite failures are relatively inconsequential. Near-optimal link routes are found, being short (in terms of distance and/or number of relays), while also avoiding nodes with high load (congestion). The traditional AS algorithm had to be adjusted to suit this particular application; such as the inclusion of additional route prioritization to allow the algorithm to cope with the fact that multiple satellites are attempting to find routes to Earth and limiting ant lifetime to improve overall efficiency. In addition, tuning the parameters for the specific constellation plays an important role in maximizing the bandwidth.
Running this algorithm several times on one instant in the case study constellation, at the time t = t 0 + 46 h and where the total amount of data to be downloaded to Earth is being transmitted at 30 Kbps, it consistently produced routes giving a bandwidth to Earth of 29.55 Kbps, with the difference being lost due to data traffic congestion. A mechanism was put in place to reduce congestion during each route-finding run; it was shown that this prevented congestion where possible.
The results found using a simulated constellation of spacecraft (from mission study CENTINEL) proved that this is a viable way to establish real-time communications in a CubeSat mission for space weather monitoring. In this test-case scenario, where the T sats transmit data at a rate of 5 Kbps and every other node in the constellation has a bandwidth of 10 Kbps, 176.1 MB of data per day were downloaded to Earth. It was found that this number could be significantly increased if more satellites with direct telecommunication link with Earth are available for longer. To increase the bandwidth to Earth of this constellation at any given time, more satellites should be placed on the inner two orbit-pairs.
Future work should consider how data that cannot be downloaded in real time due to congestion could be buffered, and downloaded at a later time. Further work should also study improvements in the anticongestion mechanism.
With the CubeSat market increasing steadily, it is likely that large CubeSat constellations possibly using high altitude and/or high eccentricity orbits will become widespread. This study provides a solution to the problem of real-time download to Earth for such missions.
