Sequential stopping rules applied to confidence interval procedures (CIPs) may lead to coverage that is less than nominal. This paper introduces a method for estimating coverage functions analytically in order to evaluate the potential loss of coverage. This method also provides an estimate for the distribution of the stopping time of the procedure. Knowledge of coverage functions could help evaluate and compare confidence interval procedures while avoiding lengthy empirical testing. Numerical implementation of our method shows that analytical coverage functions approximate those calculated empirically. Analytical coverage functions can be used to explain why many sequential procedures do not provide adequate coverage.
INTRODUCTION
Sequential stopping rules are often used to determine the run length of a steady state simulation. These rules, as part of confidence interval procedures, deliver confidence intervals for some parameter of performance having the desired half-width specified by the user. However, the run length required by a stopping rule is unknown, and will most likely vary with multiple replications of the procedure. This variability can make it hard to predict the computational resources required to implement the experiment.
Another disadvantage of sequential stopping rules is that actual coverage of the confidence intervals delivered may not be as high as what was intended. Sequential stopping rules could lead to inappropriately early termination resulting in poor coverage. Procedures have been developed to avoid the problems associated with early stopping and achieve improved coverage (Heidelberger and Welch 1983, Steiger and Wilson 2002) . As the number of simulations required by the procedure approaches infinity, coverage approaches nominal (desired) coverage (Chow and Robbins 1965, Glynn and Whitt 1992) . By decreasing the maximum allowable half-width of a sequential stopping rule, the number of simulations required can be pushed towards infinity. The coverage function of a procedure applied to data with a known mean parameter value can provide an indication of how well the procedure will cover the true mean when the underlying distribution of the data is different from that assumed (Schruben 1980) . Many suggestions have been made regarding the choice of stopping rule that would provide close to nominal coverage for various types of simulations (Law and Kelton 1982) . However, the stopping rule choice is often made on a case by case basis.
We develop a method for analytically estimating coverage functions of confidence interval procedures employing sequential stopping rules. This procedure provides information that will help reduce some of the uncertainty pertaining to run length and coverage. In calculating the coverage functions, we estimate the distribution of the stopping time associated with the stopping rule. This provides information on the potential run length of the procedure. The coverage function calculation provides an estimate of the loss of coverage induced by the stopping rule. Schmeiser and Yeh (2002) suggest a single dimensionless criteria for comparing CIPs using coverage functions. Our method can help simulation analysts compare and choose appropriate confidence interval procedures by providing an analytical way to estimate coverage functions.
Sequential stopping rules used in confidence interval procedures can result in a loss of coverage. The extent of the loss depends on the level of output precision required by the procedure. This precision requirement choice is often based on the specific purpose of the simulation model built by the analyst. As a result, the stopping rule may be chosen for the characteristics of a particular simulation model instead of the quality of the rule. The confidence interval procedure could deliver output that appears appropriate, but the analyst may not know how much coverage is lost due the choice of stopping rule. We derive a method that quantifies the loss in coverage for a general class of stopping rules and provides some insight into why nominal coverage is not achieved.
Section 2 describes the background relevant to sequential stopping rules. Section 3 describes our procedure for computing coverage functions. Sections 4 and 5 provide numerical examples and discuss the implications.
BACKGROUND
We consider simulations that are used to estimate a confidence interval for some scalar mean level, µ, of system performance. The analyst may require that the length of the confidence interval be less than or equal to some pre-specified precision (width) target. Sequential stopping rules are often used to deliver confidence intervals of a fixed length by requiring additional simulation output until an interval small enough to meet the analyst's needs can be delivered from the data. Generally, these types of stopping rules reduce the coverage frequency of the resulting confidence intervals.
We study sequential stopping rules that are designed for simulation output that is assumed to be i.i.d. normal with known variance σ 2 and unknown mean µ. Working with data of this form allows us to estimate the coverage functions analytically. In addition to adding analytical tractability, this assumption has implications for general coverage properties of sequential stopping rules. The concepts learned from our method can be applied, at least empirically, to study other sequential stopping experiments. Assuming independence and normality for our method indicates how well the procedure would perform for data with ideal properties. If coverage is not nominal for data that is i.i.d normal, we probably would have even less information about the coverage for data that is dependent or non-normal.
We focus on the sample mean and variance, which are the sufficient statistics for the normal distribution. These two statistics can be used to construct a confidence interval for µ by centering the interval aroundX k , the sample mean of k observations. Our confidence interval takes the form
where HW η,k is the half-width of the interval with confidence coefficient η based on k samples. The half-width for independent and normally distributed data is defined as
Let S 2 k be the sample variance of k data points and t (1+η)/2,k−1 be the (1 + η)/2 quantile of the t-distribution with k − 1 degrees of freedom. Since the quantity (1 + η)/2 is fixed for a given procedure, we simplify the notation to t k−1 . Sequential stopping rule procedures call for two parameters to be specified by the user: the desired confidence coefficient of the output interval, η, and the desired half-width of the interval, δ . Sequential stopping rules specify η and δ at the start of the run, but the number of simulations needed to meet the rule is random and unknown. An absolute precision sequential stopping rule applied to output data involves simulating until HW η,k is less than δ . (Relative precision stopping rules are more complicated but would fit into our analysis too.) Define the random variable k * as the number of simulation observations required in the sequential procedure for a given realization of random output data:
We will use the distribution of k * and its relationship to coverage functions to evaluate the performance of a confidence interval procedure. Sequential stopping rules will lead to coverage that is less than desired. Given that a stopping rule may not provide nominal coverage, we would like to find a way to estimate how much coverage is lost, and perhaps compensate for it. We propose an analytical method for estimating some coverage functions of CIPs that employ sequential stopping rules.
In order to estimate the coverage of these CIPs, we calculate the probability that the resulting confidence interval covers the true parameter value µ given that it also satisfies a stopping rule. This probability of covering the mean is compared with the intended coverage of the procedure to form a coverage function. The empirical coverage function for a particular sequential CIP in a specific simulation or data collection context could also be estimated as in (Schruben 1980) . As part of the coverage function calculation, we derive the probability distribution function of the stopping time of the sequential stopping rule. This information can be used to compute the expected value of the number of simulation observations the procedure would require. The knowledge of the coverage functions and run times associated with CIPs might help in designing a sequential procedure that meets the coverage needs of the user in a reasonable amount of time.
The procedure described in this paper estimates the coverage functions of stopping rules with parameters η and δ when the underlying data is i.i.d. normal with known variance σ 2 . The probability of coverage for a procedure can be defined by conditioning on the stopping time:
In a sequential stopping procedure, the value of the half-width is set equal to δ once the procedure terminates. If we assume that the distribution of the sample average given stopping is independent of the stopping time, equation (2) can be written as
At least two replications are needed to calculate a confidence interval, though the minimum value of k can be set to a greater value to avoid stopping early. The next steps outline a recursive method for calculating P(k * = k). For a fixed value of k, if stopping occurs, the sample variance S 2 k must be less than δ 2 k/t 2 k−1 (this can be derived by setting (1) to be less than or equal to δ and solving for solving for S 2 k ). For a normally distributed sample, the distribution of the sample variance is related to the distribution of a chi-squared random variable. We re-write the distribution of HW η,k as
Equation (4) can be used to calculate the probability of stopping at k=2. For greater values of k, the probability of stopping must be calculated conditional on not stopping at lower values of k. The probability of stopping at three samples is:
For greater values of k, the recursive calculation for the probability of stopping is written as
The next step is to calculate the conditional probabilities P(k * = k|k * > k − 1) and P(k * > k|k * > k − 1) for k ≥ 3. The probability of stopping at k given that the rule is not met by time k − 1 is
So it is sufficient to calculate the conditional probabilities P(k * = k|k * > k − 1) for k ≥ 3. These are calculated by integrating over the possible ranges ofX k−1 and S 2 k−1 , and determining the values of the next observation (X k ) that result in stopping. The random variableX k−1 can take values from [−∞, ∞], but the values of S 2 k−1 that need to be considered are limited.
To see this, consider the fact that the sample variance for the first k − 1 observations must be large enough to avoid meeting the stopping rule at k − 1, but small enough that the next observation X k could lower the variance enough to meet the stopping rule at time k. Consider the lower bound on the sample variance that ensures the stopping rule is not met at k − 1 (call this V min ). For k * to be greater than k − 1, S 2 k−1 must be at least as big as V min . Rearranging the terms in (1) and requiring HW η,k−1 to be greater than δ yields the value of V min ,
which bounds from below the values of S 2 k−1 that allow stopping at k. In order to stop at time k, the variance S 2 k must be low enough to meet the stopping rule at time k, meaning S 2 k ≤ δ 2 k/t 2 k−1 . To relate the variances S 2 k−1 and S 2 k , the following recursion is helpful:
Setting S 2 k less than δ 2 k/t 2 k−1 and solving for |X k −X k−1 | yields a value, defined as X b k in (7), that is the maximum absolute difference between X k andX k−1 that would allow stopping. If the next observation is close to the previous observations (which are characterized by their sample mean), the total variance will be lower than if the next observation is far away from the current mean. The variable X b k , defined as
is the maximum value of |X k −X k−1 | that would allow stopping to occur at k. If S 2 k−1 is too large, the term under the radical becomes negative. The maximum value of S 2 k−1 that allows X b k to be real-valued is the maximum value of S 2 k−1 that allows for the possibility of stopping. Values of the sample variance higher than this amount (call this V max ) do not need to be considered. Equation (8) defines V max ,
which bounds from above the values of S 2 k−1 that allow stopping, according to what is allowed by (7). The variance at step k − 1 needs to be close enough to the stopping variance in order to allow for the possibility of the next sample bringing the procedure to a stop. Equations (6) and (8) provide bounds on the values of S 2 k−1 that could lead to stopping at observation k. Equation (7) provides the range of values of X k that could lead to stopping, givenX k−1 and S 2 k−1 . X k must be within X b k away fromX k−1 so that the variance will fall low enough for stopping to occur at k. The ranges
can be used to construct an integral representation for the conditional probability of stopping. A probability weighted integral over the variablesX k−1 and S 2 k−1 gives the probability of stopping at k given that stopping has not yet occurred at time k − 1, as shown in (9). Let the notation fX k−1 refer to the probability density function of the random variableX k−1 , and f S 2 k−1 |k * >k−1 be the density function for the sample variance conditional on the stopping rule not being met by time k − 1. Then the conditional probability of stopping at k is
Note that the value of X b k depends on S 2 k−1 . The conditional probabilities calculated in (9) can be used to compute the probability of stopping at a particular time k as given in (5). These probabilities in turn are used to calculate the coverage probabilities in (3). The distribution of S 2 k−1 given that stopping has not yet occurred is different from that of the unconditional distribution of S 2 k−1 . It is possible for the output data to meet the stopping rule at some time less than k − 1, but additional output could drive the half-width to be greater than δ at time k − 1. We derive the density function for S 2 k−1 given k * > k − 1 in the Appendix.
The representation described in Section 3 was implemented numerically to estimate coverage functions for various stopping rules. The program takes the values of η, δ , and σ 2 as inputs and delivers the distribution of the stopping time and the resulting coverage function for the case where the underlying data was normally distributed with variance σ 2 . Coverage functions can also be calculated empirically by applying CIPs to data generated from a particular distribution. By repeatedly applying the CIP to these random number streams, the probability of coverage can be estimated by recording the proportion of intervals that cover the known mean of the distribution. In order to assess the accuracy of our analysis, we estimated empirical coverage functions and compared them to our analytical results. Without loss of generality, we set µ equal to zero for our computations.
Empirical coverage functions were calculated by applying sequential stopping rules to simulated normal random variables. The sequential stopping rules were constructed by choosing different combinations of values for η and δ . A given stopping rule was applied repeatedly to simulated random variables. The proportion of confidence intervals that covered the true mean at stopping was recorded as an estimate of the coverage for the particular stopping rule. 
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Coverage results
Desired coverage
Actual coverage Underlying data is assumed to be i.i.d N (0, 1). Probability distribution information was computed using the GNU Scientific Library. Figure 1 shows the results for the stopping rule with parameters η = 0.9 and δ = 0.3 applied to standard normal data. The left plot shows the distribution of the stopping times for rules calculated both according to our framework and by simulation. The solid line corresponds to our analytical method while the dashed line is the empirical result. There appears to be a relatively high probability of stopping at very low values of k, resulting in a probability distribution function that is not unimodal. If the first few observations happen to be close together, the stopping rule could be met before a sample that represents the variance of the data can be collected. Early stopping contributes to a loss in coverage due to the inadequate sample size, and knowledge of the probability of stopping early gives an indication of how often this problem could occur.
The right plot shows the coverage results calculated according to both methods for δ = 0.3 and various values of η (desired coverage). The dotted line plots nominal coverage. This figure shows the loss in coverage for stopping rules using various values of η and a value of δ = .3 when the underlying data has a variance of one. Figure 2 shows the results when δ = .15. For the left plot, the distribution of the stopping time is calculated when η = .9. We can see that the expected stopping time is greater than when δ = .3. The right plot of Figure 2 shows the coverage results when η is varied and δ = .15. The coverage is greater here than when δ = .3, and the analytical estimates closely match the empirical coverage values. The probability of stopping early is lower than in the case where δ = .3, and helps explain why coverage is better when more strict stopping rules are employed. These plots can be recalculated for different values of η, δ and σ 2 to calculate the loss in coverage for various stopping rules. The coverage functions calculated by our proposed method appear to be close to those generated empirically. One advantage of our analytical framework is that the computation time required is generally much less than the time it takes to calculate the coverage functions empirically by simulation. The empirical method requires a decision on the number of replications to run in order to produce a smooth coverage function. This number can be quite high depending on the stopping rule parameters. Our analytical method provides estimates of the coverage level and distribution of the stopping time with relatively less computational effort.
CONCLUSION
Analytical coverage functions can help determine the potential loss of coverage of a confidence interval procedure. Knowledge of the coverage functions of a procedure can signal potential problems with insufficient coverage and allow stopping rules to be compared. Additionally, the availability of the distribution of the stopping time could help determine if enough computational resources are available. All of these aspects of our method help remove some of the uncertainty associated with sequential procedures. The analyst might be willing to sacrifice coverage in order to obtain shorter run times. Our
