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Cap´ıtulo 1
Introduccio´n
Esta tesis presenta varios algoritmos de Pattern Recognition o Reconocimien-
to de Patrones [46]. Esta disciplina hace tiempo que salio´ de los laboratorios
y las publicaciones cient´ıficas para impregnar nuestro d´ıa a d´ıa. Sistemas que
reconocen la escritura [70], la voz [56], las ima´genes [120], que descifran los ge-
nes [73], diagnostican enfermedades [6], interpretan las sen˜ales de tra´fico [86],
o rechazan el correo basura [105]. Todos ellos, son unos pocos ejemplos de es-
tos sistemas con los que de manera casi imperceptible nos hemos acostumbrado
poco a poco a convivir.
En reconocimiento de patrones un algoritmo aprende o analiza de forma
automatizada un conjunto de datos existentes sobre una poblacio´n de individuos
o instancias. Este proceso de aprendizaje se conoce como entrenamiento. Cada
uno de los individuos del conjunto de datos se caracteriza mediante un conjunto
de valores o atributos.
El Aprendizaje Supervisado es un tipo especial de reconocimiento de pa-
trones. En el aprendizaje supervisado cada instancia del conjunto de datos se
puede representar como un par (x, y), donde y es un atributo especial en tanto
el algoritmo ha de aprender a predecirlo a partir de los valores del vector x,
que son el resto de atributos de la instancia. El adjetivo supervisado se aplica
debido a que en el proceso de entrenamiento se conocen y utilizan los valores de
y de cada una de las instancias para realizar ese aprendizaje. Tambie´n existe el
aprendizaje no supervisado, en el que los posibles valores de y no son conocidos
a priori, y el algoritmo trata de descubrir agrupaciones de instancias entre las
que poder establecer una relacio´n, por ejemplo, asociarles una etiqueta.
Dentro del aprendizaje supervisado puede ocurrir que los valores de y sean
un conjunto finito de etiquetas, o bien un conjunto de valores continuos. En el
primer caso el aprendizaje resolver´ıa un problema denominado de clasificacio´n,
mientras que en el segundo el problema ser´ıa de regresio´n. Esta tesis esta´ cen-
trada en los problemas de clasificacio´n dentro del aprendizaje supervisado. Un
clasificador es un modelo que sirve para clasificar las entradas x de un conjunto
de datos.
Para obtener un clasificador, previamente un algoritmo procesa un conjunto
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de pares (x, y), el cual se denomina conjunto de entrenamiento. El algoritmo,
analiza este conjunto de datos mediante un proceso que se conoce como entre-
namiento, fruto del cual se obtiene un modelo predictivo (i.e., el clasificador)
que es capaz de asignar a futuros valores del vector x, los valores y que proba-
blemente le corresponder´ıan. El me´rito del algoritmo estara´ en obtener modelos
que yerren lo menos posible en estas asignaciones.
Una forma relativamente reciente de abordar el problema de la clasificacio´n,
es la utilizacio´n de Multiclasificadores o Ensembles [66, 102, 88]. Un multiclasi-
ficador es una agrupacio´n de clasificadores, que se conocen como clasificadores
base que combinan sus predicciones siguiendo un determinado esquema, con el
fin de obtener una prediccio´n ma´s fiable que la que normalmente ser´ıan capaces
de obtener en solitario.
El tipo de algoritmos que se presentan en esta tesis o son multiclasificadores,
o bien son modificaciones aplicables a multiclasificadores existentes que son
capaces de mejorarlos en determinadas situaciones. El comu´n denominador a dos
de ellos es la construccio´n de caracter´ısticas. La construccio´n de caracter´ısticas
es el proceso mediante el cual se descubre informacio´n no presente sobre las
relaciones de los atributos, aumentando el espacio de caracter´ısticas al deducir
o crear otras nuevas [51]. La construccio´n de caracter´ısticas no presentes en el
conjunto de datos es distinta a:
1. La extraccio´n de caracter´ısticas, que persigue encontrar un conjunto mı´ni-
mo de nuevas caracter´ısticas a trave´s de alguna transformacio´n y segu´n
un criterio de optimizacio´n.
2. La seleccio´n de caracter´ısticas, que tiene por objeto eliminar aquellas que
resulten redundantes.
3. La combinacio´n de caracter´ısticas que sirve para obtener grupos de las
mismas que faciliten la tarea de clasificacio´n.
Las nuevas caracter´ısticas que construyen dos de los algoritmos que se pre-
sentan en esta tesis, en unos casos servira´n para adaptar determinados tipos de
problemas a determinados tipos de clasificadores, y en otros casos han servido
para mejorar el comportamiento del multiclasificador, alterando el funciona-
miento de sus clasificadores base.
La diversidad es una cualidad que idealmente debieran presentar los clasifi-
cadores base de un multiclasificador, en virtud de la cual las predicciones de los
mismos tienden a ser distintas. Construir un multiclasificador exitoso requiere
que sus clasificadores base acierten casi siempre en sus predicciones, pero que
cuando yerren cada uno lo haga en distintas instancias; de lo contrario la ventaja
de tener varios clasificadores colaborando, frente a uno solo, no existir´ıa.
Dos de los me´todos presentados en esta tesis servira´n para aumentar la
diversidad en sus clasificadores base, consiguiendo generalmente mejorar el ren-
dimiento de los multiclasificadores a los que pertenecen.
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1.1. Objetivos
Los me´todos que se incluyen en esta memoria pueden agruparse en dos:
1. Por un lado, se presenta un me´todo orientado a mejorar el acierto de
me´todos de clasificacio´n nume´ricos frente a datos nominales.
2. Por otro lado, se presentan dos me´todos orientados a incrementar la diver-
sidad en multiclasificadores cuyos clasificadores miembros o clasificadores
base sean del mismo tipo.
El primero de los me´todos esta´ enfocado a un tipo de problemas espec´ıfico:
aquellos en los que predominan los datos nominales o catego´ricos. Este tipo
de datos son aquellos que toman sus valores de entre un conjunto de etiquetas
finitas (e.g., la clase es un ejemplo de atributo catego´rico).
Hay clasificadores capaces de trabajar con este tipo de datos directamente,
mientras que otros so´lo admiten entradas nume´ricas, por ejemplo, los clasifica-
dores lineales, en los que un hiperplano separa las instancias de una clase de las
de otras.
Una de las aportaciones de esta tesis es un algoritmo para la construccio´n
de nuevas caracter´ısticas nume´ricas a partir de las caracter´ısticas nominales de
partida. El resultado sera´ un multiclasificador en tanto que las nuevas carac-
ter´ısticas a construir, provienen de la salida de otro clasificador capaz de trabajar
con datos nominales directamente (i.e., Cascading utilizando a´rboles de decisio´n
como clasificadores base). Los resultados experimentales obtenidos indican una
mejora frente a otras te´cnicas conocidas para resolver el mismo problema.
En cuanto al segundo grupo de me´todos que se presentan, esta´n orientados a
mejorar el acierto en multiclasificadores que utilizan un u´nico tipo de clasificador
base replicado durante un nu´mero dado de iteraciones. La idea fundamental de
estas mejoras es la introduccio´n de algu´n tipo de perturbacio´n aleatoria en
el entrenamiento de los clasificadores base, de manera que dicha perturbacio´n
acabe por generar clasificadores base ma´s diversos.
Los me´todos correspondientes a este segundo grupo que se presentan en la
tesis son:
1. Uno llamado Disturbing Neighbors, que es gene´rico en cuanto puede valer
tanto para mu´ltiples tipos de clasificadores base como para mu´ltiples tipos
de multiclasificador, y que esta´ basado en construccio´n de caracter´ısticas.
El me´todo obtendra´ esas caracter´ısticas adicionales a partir de la perte-
nencia a ciertas regiones de Voronoi definidas a partir de una seleccio´n
aleatoria de un conjunto reducido de instancias de entrenamiento.
2. Otro llamado Random Feature Weights, que es ma´s espec´ıfico en cuanto
esta´ orientado a bosques, esto es: a multiclasificadores cuyos clasificadores
base son todos de tipo a´rbol. Sin embargo, aunque es un esquema que
restringe el tipo de clasificador base, su aplicacio´n no esta´ restringida a
ningu´n tipo de bosque en concreto. En este caso, lo que se trastoca es el
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normal funcionamiento del proceso de entrenamiento de los a´rboles me-
diante la introduccio´n de un elemento aleatorio en el criterio de bifurcacio´n
de las ramas de cada a´rbol.
La mejora de la diversidad de ambas te´cnicas ha sido probada experimen-
talmente, as´ı como la mejora de las tasas de acierto de los multiclasificadores
as´ı generados.
1.2. Organizacio´n de la tesis
El cap´ıtulo 2 introduce los conceptos que son comunes al resto de cap´ıtulos
de la tesis. En concreto, se centra en explicar brevemente los clasificadores base
y multiclasificadores de referencia utilizados. Tambie´n analiza la te´cnicas de
validacio´n experimental utilizadas, junto con los diagramas que han servido
para explicar los resultados obtenidos en te´rminos de aumento de la diversidad.
Estos diagramas son unos de los productos ma´s relevantes que ha dado lugar el
desarrollo de esta tesis.
El cap´ıtulo 3 presenta una configuracio´n concreta de Cascada que permite
mejorar la utilizacio´n de datos nominales por clasificadores que so´lo admiten
entradas de tipo nume´rico.
El cap´ıtulo 4 es el ma´s extenso de la tesis. Presenta el me´todo de Disturbing
Neighbors que es capaz de aumentar la diversidad en clasificadores base, lo que
generalmente mejora los resultados del multiclasificador al que pertenecen. Este
me´todo se ha probado utilizando a´rboles de decisio´n y ma´quinas de vectores
soporte como clasificadores base. La eleccio´n de estos dos tipos de clasificadores
responde a que entre si presentan grandes diferencias en un elemento que es cla-
ve para los miembros de un multiclasificador, como es el caso de su estabilidad
frente a pequen˜os cambios en el conjunto de entrenamiento. El e´xito del me´todo
es analizado desde la perspectiva del aumento de la diversidad en los clasifi-
cadores base, para lo que se aportan diagramas obtenidos experimentalmente,
basados en la estad´ıstica Kappa-Error. Adema´s, el cap´ıtulo presenta un ana´lisis
de lesiones que muestra que´ elementos del algoritmo de Disturbing Neighbors
son fundamentales y cua´les no son influyentes.
El cap´ıtulo 5 presenta el me´todo Random Feature Weights que sirve para
aumentar la diversidad en multiclasificadores con clasificadores base que sean
a´rboles de decisio´n. En este cap´ıtulo se incluyen resultados experimentales para
este me´todo con y sin ruido, dado el buen comportamiento que tiene en ambos
escenarios. Para comprobar el aumento de la diversidad en los Random Fea-
ture Weights tambie´n se aportan los correspondientes diagramas basados en la
estad´ıstica Kappa-Error.
Finalmente, el cap´ıtulo 6 presenta cua´les son las conclusiones que se extraen
de la tesis, y cua´les son las posibles l´ıneas de investigacio´n futuras.
Adema´s, al final del volumen, se aporta un ape´ndice conteniendo las tasas
de error correspondientes a las validaciones experimentales. Debido a que las
validaciones experimentales incluyen un gran nu´mero de conjuntos de datos y
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me´todos, se ha preferido ubicarlas de esta manera, ya que si se hubieran incluido
en el interior de sus correspondientes cap´ıtulos, debido a su taman˜o, posible-
mente no hubieran facilitado la lectura de los mismos. En los cap´ıtulos ya se
incluyen las tablas y gra´ficos necesarios que permiten sintetizar toda esta infor-
macio´n de una manera ma´s concisa y eficiente, mientras que el ape´ndice permite
comprobar de que´ conjuntos de datos y me´todos provienen esos resu´menes.
1.3. Aportaciones de esta tesis
Como resumen de todo lo comentado anteriormente en este cap´ıtulo, a con-
tinuacio´n se numeran las principales aportaciones de esta tesis:
Dos diagramas para facilitar la comparacio´n visual de me´todos de clasifi-
cacio´n (subseccio´n 2.3.3, pa´gina 55):
- Diagramas de Movimiento Kappa-Error.
- Diagramas de Movimiento Relativo Kappa-Error.
Un nuevo clasificador para conjuntos de datos nominales, Cascadas para
Datos Nominales (Cap´ıtulo 3, pa´gina 61).
Dos nuevas familias de algoritmos de construccio´n de multiclasificadores:
- Disturbing Neighbors (Cap´ıtulo 4, pa´gina 81).
- Random Feature Weights (Cap´ıtulo 5, pa´gina 129).
Los resultados de esta tesis han tenido sus reflejos en las siguientes publica-
ciones:
Cap´ıtulos de Libros: [78], [80].
Actas de Congresos: [76], [77], [79], [81].
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Cap´ıtulo 2
Conceptos Previos y Estado
del Arte
2.1. Clasificadores base utilizados en esta tesis
En Reconocimiento de Patrones un clasificador no es ma´s que una funcio´n
que dado un vector de atributos x le asigna a e´ste una etiqueta y pertenecien-
te al conjunto de clases del problema. Los multiclasificadores o ensembles son
clasificadores que se construyen a partir de otros ma´s simples, llamados Clasi-
ficadores Base. El entrenamiento de los clasificadores base puede seguir pautas
distintas de un multiclasificador a otro, y la prediccio´n final de un multiclasifica-
dor seguira´ un esquema de combinacio´n de las predicciones de los clasificadores
base que tambie´n sera´ propio de cada multiclasificador.
Los clasificadores base que se han utilizado en esta tesis son dos:
1. Ma´quinas de vectores soporte 1 (SVM) [115, 16, 108, 54, 24]. Una SVM
es un clasificador lineal en un espacio que podr´ıa ser distinto al espacio
original donde esta´n definidos los vectores x, y por tanto un hiperplano
que clasifica las instancias por la pertenencia a cada una de las regiones
de ese espacio que son limitadas por dicho hiperplano. La SVM se ob-
tiene siguiendo unos determinados criterios de optimizacio´n, y aunque en
principio parece requerir que el problema de clasificacio´n presente regiones
linealmente separables, es capaz de tratar problemas no separables lineal-
mente a partir de la modificacio´n de ciertos para´metros y/o de la eleccio´n
del espacio donde se defina el hiperplano.
2. A´rboles de decisio´n [103, 13, 63, 54]. Los a´rboles de decisio´n son una colec-
cio´n de nodos conectados entre s´ı, cada uno con un ascendiente -excepto
el nodo ra´ız que no tiene ascendientes - y cero o ma´s descendientes. Los
1En lo sucesivo se utilizara´ indistintamente la/s SVM (la/s ma´quinas de vectores soporte)
y el/los SVM (el/los clasificadores tipo SVM).
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nodos sin descendientes se conocen como hojas y tienen asociada una cla-
se. Los nodos que no son hojas contienen una condicio´n con la que evaluar
la instancia que se este´ clasificando. El proceso de clasificacio´n consiste en
ir recorriendo los nodos desde la ra´ız hasta una hoja. El recorrido viene
dado por co´mo ((responda)) la instancia a cada una de las decisiones que
el a´rbol planteara´ en cada nodo, de forma que cada posible respuesta de
la instancia se traducira´ en por que nodo o rama continuara´ la instancia
el proceso de clasificacio´n.
Los dos clasificadores base elegidos son muy distintos en muchos aspectos,
entre otros cabe destacar:
1. Por un lado una SVM al ser un hiperplano es un clasificador orientado a
trabajar con datos nume´ricos, mientras que los a´rboles de decisio´n pueden
trabajar directamente con datos nominales, pues en sus nodos interme-
dios pueden albergar comparaciones del tipo ((este atributo es igual a tal
etiqueta)).
2. Las SVM dividen el espacio del problema en dos, por tanto son clasifica-
dores binarios; si bien existen te´cnicas basadas en generar mu´ltiples SVM
para tratar el caso multiclase. Los a´rboles de decisio´n, sin embargo, pueden
trabajar directamente con problemas multiclase.
3. Las SVM, en su planteamiento ma´s simple, se benefician de que el proble-
ma sea linealmente separable, mientras que a los a´rboles de decisio´n no
les influye esta propiedad del problema.
Finalmente, los a´rboles de decisio´n son capaces de aprender todos los ejem-
plos del conjunto de entrenamiento, incluso aquellos que sean banales o espurios
y tengan poco que ver con la hipo´tesis predictiva que el clasificador pretende
modelar. Se dice que los a´rboles de decisio´n podr´ıan sufrir en ese caso un proble-
ma de sobreentrenamiento. Existen te´cnicas en la construccio´n de a´rboles que
pal´ıan con e´xito este efecto. A diferencia de los a´rboles, las SVM no suelen tener
este problema. Se dice que un clasificador generaliza, cuando sus predicciones
no acusan el efecto del sobreentrenamiento.
2.1.1. Ma´quinas de Vectores Soporte, SVM
Una forma de abordar el problema de la clasificacio´n es utilizar un modelo
lineal. Sea x una instancia de un conjunto de datos X ⊆ Rn cuyas clases to-
man los valores y ∈ {−1,+1}. Entonces, un modelo lineal viene definido por la




wixi + b = 〈w · x〉+ b (2.1)
Donde wi son los coeficientes de ese hiperplano y b el te´rmino independiente.
El sumatorio indica el producto escalar entre el vector normal al hiperplano y
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cada instancia x. El signo de f(x) para un x determinado, indicara´ si la instancia
queda a un lado u otro de dicho hiperplano, clasifica´ndola como −1 o +1. En
principio, los modelos lineales asumen que el conjunto de datos es linealmente
separable. Es decir, es posible encontrar al menos un hiperplano que separe a
todas las instancias de una clase de las instancias de la otra.
La utilizacio´n de modelos lineales no es reciente (e.g., el discriminante lineal
de Fisher, 1936 [37] o el perceptro´n de Rosenblatt, 1956 [104]). Las ma´quinas
de vectores soporte (SVM) [115] pueden considerarse que pertenecen a esta
familia. La peculiaridad de las SVM sobre sus predecesoras es que maximizan el
margen y ello las permite obtener muy buenos resultados, porque son capaces
de generalizar muy bien. Se adjunta a continuacio´n, a modo de resumen, una
serie de explicaciones acerca de esta propiedad de maximizacio´n del margen.
Dichas explicaciones esta´n extra´ıdas de [16, 108].
Maximizacio´n del Margen Sea un conjunto de datos X linealmente se-
parable por un hiperplano, y sean d+ y d− la distancias que separan a dicho
hiperplano de las instancias ma´s cercanas correspondiente a cada clase. La ma-
ximizacio´n del margen significa que el hiperplano es tal que maximiza la suma
de esas dos distancias. Esto ocurre cuando d+ = d−, es decir cuando el hiper-
plano equidista de esos puntos. Escalando los coeficientes w del hiperplano, se
puede hacer que para xi ∈ X e yi ∈ {−1,+1} se verifique:
〈xi ·w〉+ b ≥ +1 para yi = +1
〈xi ·w〉+ b ≤ −1 para yi = −1 (2.2)
Cada una de estas dos restricciones indican que todas las instancias esta´n
separadas del hiperplano por una cierta magnitud, que en este caso se ha consi-
derado unitaria (podr´ıa haberse elegido cualquier otra constante). Al combinar
ambas restricciones en una sola expresio´n queda:
yi(〈xi ·w〉+ b)− 1 ≥ 0,∀i (2.3)
De donde d+ = d− = 1/‖w‖, por lo que el margen es 2/‖w‖, que se ma-
ximiza minimizando ‖w‖2 sujeto a la restriccio´n (2.3). Supuesto que X tiene l
instancias, el problema se puede plantear tomando multiplicadores de Lagrange






αi(yi(〈xi ·w〉+ b)− 1) (2.4)
Que es la forma Primaria2 del problema. Ahora el problema se traduce
en minimizar LP respecto a las variables w y b, maximiza´ndolo respecto las
variables αi. Igualando las derivadas parciales de w y b en (2.4) a cero se llega
a:
2En lo que sigue la terminolog´ıa en castellano de este apartado se tomara´ de [54].

















αiαjyiyj〈xi · xj〉 (2.7)
Como se vera´ ma´s adelante, la forma dual tiene otras ventajas, pues permite
hallar el hiperplano en espacios diferentes al original.
Si se denotasen como H+ y H− a los dos hiperplanos que: (i) son paralelos
al hiperplano de la SVM y, (ii) contienen los puntos que distan d+ (d−) del
hiperplano de la SVM; se tendr´ıa que los puntos que verifican la igualdad en
(2.3) son los que pertenecen a H+ y H−, que son los que esta´n ma´s cercanos
a la zona limı´trofe entre las dos regiones del problema, y que se conocen como
Vectores Soporte, mientras los que verifican la desigualdad estricta en (2.3) son
los que quedan del lado del plano ma´s alejado de esa zona limı´trofe. Los Vectores
Soporte son los que dan nombre al me´todo. Como se vera´ ma´s adelante las
instancias que no son vectores soporte no influyen en el ca´lculo de la SVM.
En el caso de que las regiones correspondientes a las clases no fuesen lineal-
mente separables, se introducen en la formulacio´n del problema unas variables
positivas ξi, i = 1...l, llamadas variables de holgura, de manera que las restric-
ciones en (2.2) quedan en la forma:
〈xi ·w〉+ b ≥ +1− ξi para yi = +1
〈xi ·w〉+ b ≤ −1 + ξi para yi = −1
ξi ≥ 0 ∀i (2.8)
De donde se deduce que cuando una instancia xi esta mal clasificada por el
hiperplano, le ha de corresponder un ξi mayor que uno, de donde, a su vez se
deduce que
∑
i ξi es una cota superior del nu´mero de errores de entrenamiento.
Al incorporar el coste de estos errores de entrenamiento, la funcio´n objetivo a
minimizar pasa de ser ‖w‖2/2 a ser ‖w‖2/2+C∑i ξi, donde C es un para´metro
de coste a elegir para cada conjunto de datos, de forma que cuanto mayor sea
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Donde los µi son los multiplicadores de Lagrange asociados a la restriccio´n
de que todos los ξi sean mayores o iguales que cero. Al igualar las derivadas









0 = C − αi − µi (2.12)









αiαjyiyj〈xi · xj〉 (2.13)
que parece la misma que para el caso separable (2.7). La diferencia es que la
restriccio´n (2.12) unida a que las µi son mayores o iguales que cero, da lugar
a que en el caso no separable habra´ de verificarse 0 ≤ αi ≤ C. Es decir, ahora
las αi esta´n acotadas tambie´n superiormente. En [108] puede encontrarse una
explicacio´n intuitiva de esta cota superior. Esa explicacio´n se basa en que la
forma primal del Lagrangiano para el caso no separable (2.4) ha de minimizarse
respecto a w y b, pero a la vez ha de maximizarse respecto a los αi, es decir se
trata de hallar un punto de silla.
Cuando una instancia este´ mal clasificada la restriccio´n yi(〈xi ·w〉+ b)−1 ≥
0,∀i, no se verifica haciendo que el te´rmino (yi(〈xi ·w〉 + b) − 1) sea negativo.
Como αi ≥ 0 y el sumatorio tiene signo menos, haciendo los multiplicadores
αi todo lo grandes que se desee, el Lagrangiano va aumentando respecto a esa
variable. Por tanto, en esas instancias la maximizacio´n del Lagrangiano respecto
a los αi lleva a que los αi tiendan a infinito. Al an˜adir el coste C lo que se
hace es limitar el crecimiento de los αi para esos casos. Esta misma l´ınea de
razonamiento sirve para ver como los αi toman el valor cero en el caso de que
la instancia a clasificar verifique la desigualdad estricta yi(〈xi ·w〉+ b)− 1 > 0
(i.e., este´ bien clasificada pero no sea un vector soporte), pues yi(〈xi ·w〉+b)−1
contribuye con signo positivo al sumatorio que a su vez tiene signo menos, luego
αi = 0 anula ese te´rmino, maximizando el Lagrangiano.
La forma dual (2.13), tiene la ventaja de que el Lagrangiano queda expresado
u´nicamente en te´rminos del producto escalar de las instancias del conjunto de
datos. Esto permite generalizar el me´todo utilizando funciones de decisio´n que
no sean hiperplanos en el espacio del conjunto de datos, pero si que lo sean en
otros espacios quiza´s de dimensio´n superior. Una funcio´n nu´cleo es una funcio´n
K, tal que para dos instancias cualquiera del conjunto de datos xi e xj
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K(xi,xj) = 〈φ(xi).φ(xj)〉
φ(x) : Rn → F (2.14)
Es decir, φ(x) es una transformacio´n que permite llevar a las instancias del
espacio original a otro espacio F , con otra dimensio´n (incluso de dimensio´n
infinita). La funcio´n K permite calcular el producto escalar xi ·xj sin necesidad
de utilizar la transformacio´n φ. Problemas que no son linealmente separables en
el espacio original del conjunto de datos pueden serlo, o estar ma´s cerca de serlo
en F .
En esta tesis no se han utilizado nunca una SVM con ninguna funcio´n nu´cleo
que trasladara el problema a otro espacio (i.e., el hiperplano siempre ha estado
definido en el espacio original del problema), o dicho de otra forma, la funcio´n
nu´cleo utilizada ha sido la lineal. Esto ha sido debido a que:
1. En los me´todos propuestos, las SVM se han utilizado como clasificadores
base de algu´n multiclasificador, y la opcio´n lineal es la ma´s ra´pida compu-
tacionalmente, lo cual es muy interesante cuando cada multiclasificador
tiene que calcular por ejemplo 50 SVM, como ha ocurrido en bastantes de
los experimentos.
2. El intere´s de los experimentos no ha sido tanto el de encontrar la mejor
SVM para cada problema, sino tener una idea comparativa de los me´todos
multiclasificadores que usan SVM. Para ello, una opcio´n razonable y a la
vez manejable en cuanto a nu´mero de casos posibles a experimentar, es
que todos usaran el mismo tipo de SVM.
3. El resto de funciones nu´cleo necesitan de ma´s para´metros adema´s del ya
mencionado para´metro de coste. La sensibilidad a estos para´metros por
parte de la SVM puede ser grande, y no existe una razo´n objetiva para
dar unos valores concretos; habr´ıa que hallar los valores o´ptimos de los
para´metros para cada caso. Optimizar los para´metros en multiclaficadores
de 50 SVM, con validaciones experimentales sobre un gran nu´mero de
conjuntos de datos, tiene un elevado coste computacional y por ello se ha
renunciado a hacerlo. Por ello, parece razonable usar un tipo de SVM lo
menos sensible posible a la optimizacio´n de para´metros.
Existen funciones nu´cleo para SVM que permiten trabajar con strings o
secuencias de s´ımbolos directamente (i.e., String Kernels [53]). Dos aplicacio-
nes fundamentales de este tipo de funciones nu´cleo son la categorizacio´n de
textos [24] y la de secuencias en bioinforma´tica (e.g., prote´ınas formadas por
aminoa´cidos) [24, 71]. En el primer caso la funcio´n nu´cleo puede depender de
que´ palabras tienen en comu´n los dos textos, en el segundo de alguna funcio´n
de similitud entre las secuencias.
En el caso de la categorizacio´n de textos es posible conocer de antemano el
le´xico o conjunto de secuencias posibles, y la clasificacio´n suele ser multietiqueta
(i.e., a una instancia se le asignan varias clases simulta´neamente).
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En el caso de la clasificacio´n de prote´ınas, el le´xico se asume que consiste
en todas las combinaciones posibles de s´ımbolos de una longitud ma´xima dada.
Adema´s, en este caso, la coincidencia de las secuencias no tiene porque´ ser
exacta, pues puede haber s´ımbolos intercalados (e.g. en una prote´ına podr´ıa
haber bases intercaladas en la cadena de aminoa´cidos).
Los SVM con String Kernel no necesitan convertir los datos a nume´ricos, sino
que procesan directamente las cadenas. Para ello, las funciones nu´cleo asociadas
se definen internamente en base a expresiones que ponderan la importancia de
las secuencias segu´n su peso, y que de alguna forma hacen un recuento del
nu´mero de secuencias en comu´n entre las dos instancias xi y xj que sirven de
para´metros en la ecuacio´n (2.14), de forma que si las instancias son parecidas,
su la funcio´n nu´cleo devolvera´ un valor elevado.
Estos problemas espec´ıficos para los que se utilizan String Kernels no son
los que se abordan en esta tesis, que expone me´todos que utilizan SVM que
trabajan con conjuntos de datos con atributos nume´ricos y/o nominales (ver
cap´ıtulo 4), y me´todos que utilizan SVM con datos u´nicamente nominales (ver
cap´ıtulo 3). En el caso de los atributos nominales, cada atributo toma un valor
de entre varias etiquetas posibles, las cuales no pueden ser entendidas como
secuencias de s´ımbolos.
Por ello, se asume que las SVM que se van a utilizar, al ser clasificadores
que trabajan con entradas nume´ricas, necesitan que las entradas catego´ricas o
nominales sean transformadas en nu´meros. Para ello, en esta tesis, mientras no
se indique lo contrario, las SVM utilizadas realizan la transformacio´n nominal a
binario (NBF). Esto es, cada atributo nominal que pudiese tomar m valores se
sustituye por m atributos binarios, de forma que cuando un atributo catego´rico
original tome el valor nominal i-e´simo, el atributo binario i-e´simo tomara´ el
valor uno, y el resto tomara´ valores cero.
Las SVM, por otro lado, son clasificadores binarios. Es decir, en principio
no son capaces de trabajar directamente con conjuntos de datos con ma´s de
dos clases. En esta tesis, se asume que las SVM utilizadas usan la aproximacio´n
uno contra uno [60], para resolver dicho problema. Es decir, se crea una SVM
por cada combinacio´n de dos clases, entrenado u´nicamente con instancias de
dichas dos clases. En un problema de c clases esto da lugar a c(c − 1)/2 SVM.
Al predecir se toma la clase que ma´s veces es predicha por todas estas SVM.
Asimismo, tambie´n se asumira´ en adelante, que los atributos que sirven de
entrada a una SVM esta´n normalizados a partir de los valores del conjunto de
entrenamiento, para evitar que unos predominen artificialmente sobre otros.
Finalmente, conviene comentar que las SVM son clasificadores sensibles a
cambios de pesos en las instancias y ello permite que sean utilizadas dentro
de multiclasificadores que puedan aprovechar esta caracter´ıstica (p.e Boosting,
como se vera´ ma´s adelante). Para ello, hay que ponderar el coste del error de
clasificacio´n segu´n la importancia de cada instancia. Esto se logra redefiniendo
el problema de minimizar ‖w‖2/2+C∑i ξi como minimizar ‖w‖2/2+C∑i ξipi,
donde pi es el peso de la instancia xi dentro del conjunto de datos. La forma
dual que se obtiene es la misma, pero la restriccio´n 0 ≤ αi ≤ C, queda ahora
de la forma 0 ≤ αi ≤ Cpi.
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2.1.2. A´rboles de Decisio´n
Un a´rbol de decisio´n es un clasificador que se compone de un conjunto de
nodos unidos por arcos dirigidos. Cada nodo representa una decisio´n o com-
paracio´n. Normalmente recibe un arco entrante y es el origen de varios arcos
salientes. Hay un nodo especial en el a´rbol que se conoce como ra´ız, el cual es
el u´nico que no recibe ningu´n arco entrante. Cuando se va a clasificar una ins-
tancia, se somete a la comparacio´n correspondiente al nodo ra´ız. Dependiendo
del resultado de esta comparacio´n, el nodo ra´ız encamina la instancia hacia otro
nuevo nodo (un descendiente) siguiendo uno de los arcos dirigidos. De este nuevo
nodo cuelga un suba´rbol o rama. El nuevo nodo actu´a como ra´ız de la rama, por
lo que puede repetirse el proceso de comparacio´n y encaminamiento hacia otra
rama de nivel inferior de manera recursiva, as´ı hasta llegar a un nodo terminal
u hoja del que ya no sale arco alguno. Las hojas no tienen asociadas ninguna
decisio´n o comparacio´n, y por tanto no se ramifican ma´s. En cambio, las hojas
tienen asociada la clase que el clasificador a´rbol va a asignar a las instancias
que lleguen a esa hoja, o dependiendo de la implementacio´n una distribucio´n
de la probabilidad con la que la instancia a evaluar pertenece a cada una de las
clases. Es normal que varias hojas predigan la misma clase y habra´ normalmente
al menos una hoja por cada clase.
Una ventaja de los a´rboles de decisio´n es que representan la estructura del
conjunto de datos de una forma que es fa´cil de comprender para un humano,
pues la ruta seguida por una determinada instancia desde el nodo ra´ız hasta un
nodo hoja, se interpreta como una secuencia de predicados (las comparaciones de
cada nodo) encadenadas por conectores lo´gicos AND. Es ma´s, la comparacio´n
en cada nodo normalmente so´lo afecta a un atributo, aunque hay algoritmos
que permiten obtener a´rboles en los que las comparaciones en los nodos pueden
involucrar a varios atributos, dificultando la comprensio´n del a´rbol. En esta
tesis se han considerado siempre a´rboles con nodos que efectu´an la comparacio´n
sobre un solo atributo.
El algoritmo de construccio´n de a´rboles utilizado casi siempre en esta tesis
es C4.5 [92]. En [119] se puede encontrar un resumen de C4.5. Indirectamen-
te, tambie´n se ha utilizado una modificacio´n de REPTree (i.e., Reduced-Error
Pruning Tree [117]), como clasificador base en la implementacio´n del multicla-
sificador Random Forest [11] (descrito ma´s adelante en la seccio´n 2.2.2), que
es uno de los multiclasificadores de referencia que se ha considerado en algu-
nos de los cap´ıtulos. La herramienta con la que se han hecho las validaciones
experimentales (i.e., WEKA [117]), provee de una implementacio´n eficiente de
Random Forests basada en REPTrees.
La construccio´n de un a´rbol de decisio´n es desde arriba hacia abajo. Se
comienza buscando la comparacio´n que se va a asociar al nodo ra´ız. Entonces
se divide el conjunto de entrenamiento en tantas partes como ramas, de manera
que a cada parte se asocian todas las instancias de entrenamiento que al ser
testadas visitar´ıan la ra´ız de esa rama. Este proceder es recursivo, de manera
que cada rama vuelve a dividirse as´ı en otras, hasta llegar a algu´n criterio de
parada del algoritmo.
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Los a´rboles de decisio´n pueden trabajar tanto con datos nominales como
nume´ricos.
En el caso de atributos nume´ricos hay que buscar un valor umbral. Una
vez encontrado dicho umbral, el a´rbol se bifurca en dos ramas: los que son
menores que el umbral y los que no lo son. Para determinar ese valor umbral,
es necesario ordenar las instancias por el valor del atributo. Tanto REPTRee
como C4.5 esta´n optimizados de manera que so´lo hacen esa ordenacio´n en el
nodo ra´ız, manteniendo una estructura de datos que permite aprovechar esa
reordenacio´n a medida que van construyendo las ramas.
En el caso de un atributo nominal, por el contrario, el nu´mero de bifurca-
ciones en un nodo puede ser mayor que dos. En el caso de C4.5 y REPTRee
el nu´mero de bifurcaciones que genera un nodo que realiza una comparacio´n
contra un atributo nominal es igual al nu´mero de posibles valores que pueda
tomar ese atributo; si bien es posible modificar de manera muy simple el algo-
ritmo de construccio´n del a´rbol para forzar tambie´n en este caso bifurcaciones
binarias con el criterio ((instancias para las que el atributo en cuestio´n toma un
determinado valor vs. instancias para las que no lo toma)).
La decisio´n de cua´l es el atributo sobre el que comparar en cada nodo se
hace de la siguiente manera. Primero, para cada posible atributo sobre el que
bifurcar, se estiman las probabilidades Pi, de pertenecer a cada una de las clases
ci, que tenga una instancia que visite ese nodo, lo cual se hace computando la
proporcio´n de instancias de entrenamiento de cada clase que llegar´ıan al nodo.
Con esas probabilidades se mide la impureza del nodo candidato, para lo cual
hay diferentes te´cnicas.
En el caso de los a´rboles C4.5 y REPTree, el criterio seguido para medir esa




Pj log2 Pj (2.15)
Donde i(t) es la impureza (o entrop´ıa) del nodo t, y c es el nu´mero de clases.
Para una rama pura, todas las instancias de entrenamiento son de la misma
clase, y la entrop´ıa alcanza su valor mı´nimo cero (se considera 0 log 0 = 0).
En el otro extremo, si las instancias presentasen una distribucio´n uniforme en
cuanto a sus clases, se alcanza la impureza ma´xima que ser´ıa log c.
La entrop´ıa es una medida de la informacio´n necesaria para clasificar a una
instancia que haya recorrido el camino hasta ese nodo. Si el nodo es puro, no
se necesita ma´s informacio´n, y su valor es cero. Si la distribucio´n de clases
en las instancias correspondientes al nodo fuese una distribucio´n uniforme, se
necesitar´ıa la ma´xima informacio´n posible.
Una vez calculado i(t), se calcula de la misma forma la entrop´ıa por cada
valor posible de ese atributo, y se pondera multiplica´ndola por la probabilidad
de que una instancia de entrenamiento tome dicho valor (i.e., sea enrutada
hacia la rama correspondiente a ese valor). Al sumar en un atributo todas estas
entrop´ıas ponderadas, lo que se tiene es la media de la entrop´ıa en cada una de
las bifurcaciones.
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Se define la ganancia de informacio´n asociada a elegir bifurcar por un de-
terminado atributo, como la diferencia entre la entrop´ıa del nodo actual y la






Donde, g(t) es la ganancia de informacio´n del nodo t respecto a sus v nodos
hijos. En la ecuacio´n 2.16, |t| representa el nu´mero de instancias de entrena-
miento que llegan a un nodo t, y |tv| el nu´mero de instancias que llegan a un
nodo hijo de t.
En el caso de REPTree la ganancia de informacio´n basta para decidir cua´l es
el atributo ma´s adecuado para bifurcar, pues se toma aquel que presente mayor
ganancia.
Un a´rbol que resulte de bifurcar por un atributo nominal que tenga muchos
valores, tendra´ tambie´n muchas ramas, el nu´mero de instancias de entrenamiento
que correspondan a cada una de las ramas sera´ por tanto menor que si, por
ejemplo, la bifurcacio´n fuese binaria, y por tanto es ma´s fa´cil que esas ramas
tiendan a ser puras. Por ello, si se toma como criterio la ganancia de informacio´n,
hay una cierta preferencia impl´ıcita a bifurcar por los atributos nominales con
muchos valores. Este efecto no es deseable, pues se llega a a´rboles que desprecian
de forma prematura el resto de atributos, al llegar en seguida a ramas con pocas
instancias.
C4.5 introduce una mejora en este criterio para evitar este efecto, pues utiliza
como criterio el gain ratio en lugar de la ganancia de informacio´n. El gain ratio
r(t) de un nodo t se define como el cociente entre la ganancia de informacio´n y









Pj log2 Pj (2.18)
Siendo Pj la probabilidad de que el atributo tome uno de los v valores posi-
bles de ese atributo en ese suba´rbol. Intuitivamente la mejora se explica porque
al bifurcar por ma´s ramas, el nu´mero de instancias en cada rama es menor.
Debido a que el valor absoluto de los logaritmos de Pj (que so´lo toma valores
entre cero y uno) crecen muy ra´pidamente a medida que Pj se acerca a cero, una
pequen˜a disminucio´n en el nu´mero de instancias que corresponden a las ramas
disminuye el valor de Pj , y e´sto, a su vez, aumenta el valor de log2 Pv a mayor
ritmo que el de la disminucio´n de Pj . Esto hace que e(t) crezca, y al crecer e(t),
r(t) disminuye.
En cuanto al criterio de parada en la construccio´n del a´rbol, el ma´s habitual
es que en la rama en curso so´lo haya instancias de una u´nica clase (ramas puras).
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Cuando el algoritmo se encuentra con una rama de este tipo ya no puede seguir
bifurcando, y lo marca como hoja.
Sea un conjunto de datos en el que no existen instancias que, teniendo ide´nti-
cos valores en todos su atributos, difieran en el valor de la clase (i.e., no contiene
instancias que no sean discernibles). En este tipo de conjuntos de datos es po-
sible construir un a´rbol con error cero sobre el conjunto de entrenamiento. Por
tanto, los a´rboles tienen la capacidad de ((memorizar)) el conjunto de datos de
entrenamiento. Es ma´s, si hubiese ruido en el conjunto de datos, el algoritmo
ser´ıa capaz de aprenderlo, provocando que algunas predicciones sean erro´neas.
Para evitar este problema, opcionalmente la construccio´n de a´rboles se puede
complementar con un un proceso de poda que acorte la profundidad de ciertas
ramas, de manera que el a´rbol ((olvide)) aquellas ramas que representan situacio-
nes poco frecuentes, que son la principal fuente de la mencionada inestabilidad.
Esta es la razo´n que hace conveniente la poda. La poda ayudara´ a que el a´rbol
fuese ma´s estable y generalizase mejor.
No obstante, en esta tesis habra´ ocasiones en las que se utilicen a´rboles
sin poda, pues la inestabilidad, aunque es una caracter´ıstica no deseable en
clasificadores que actu´an en solitario, si puede ser deseable cuando actu´a como
clasificador base de un multiclasificador.
Hay dos tipos de podas. En la postpoda primero se construye el a´rbol por
completo, t´ıpicamente hasta llegar a que todas sus hojas sean puras. En la
prepoda, la propia poda es parte del criterio de parada en la construccio´n del
a´rbol, pues una rama puede pasar a ser hoja directamente sin llegar a ser un
nodo puro. En [66] se comentan algunos de estos criterios de prepoda.
La prepoda puede evitar mucho ca´lculo extra, pero presenta el llamado
((efecto horizonte)), en tanto no es posible vislumbrar cuales son las consecuencias
de una poda, pues una decisio´n de poda prematura puede detener el crecimien-
to del a´rbol hacia nodos con los que a la postre si que hubiera sido importante
contar. Por ejemplo, en la construccio´n de un nodo, un determinado atributo
puede parecer que no va a servir para discriminar la clase y por lo tanto puede
ser candidato a sufrir una prepoda. Pero ese atributo combinado con otros de
sus nodos descendientes pudiera ser que s´ı contribuyese notablemente a hacer
esa discriminacio´n, de lo cual quiza´s no es posible darse cuenta hasta llegar a las
hojas puras y luego hacer una postpoda. Por eso la mayor´ıa de a´rboles hacen
postpoda.
Los a´rboles utilizados en este trabajo, C4.5 y REPTree, admiten ambos la
utilizacio´n de postpoda. La te´cnica de postpoda de REPTree es la que da su
nombre al algoritmo Reduced-Error Pruning [93] (i.e., REP). En esta tesis REP-
Tree se ha utilizado siempre sin poda, la razo´n se explicara´ en la seccio´n 2.2.2,
por lo que no tiene intere´s para este trabajo describir REP. Para una descripcio´n
de REP ver [117]. La postpoda para C4.5 se denomina Error-Based Pruning o
EBP, y se describe a continuacio´n.
La poda de C4.5 se lleva a cabo partiendo de las hojas y ascencendiendo
en el a´rbol hasta la ra´ız. Al llegar a un nodo t el algoritmo puede tomar tres
decisiones:
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1. Dejar la rama que cuelga de t sin podar.
2. Sustituirla por una hoja hija.
3. Sustituirla por una rama completa correspondiente a uno de sus nodos
hijos, o injerto. Esto exige volver a construir la propia rama hija, pues
ahora le llegan ma´s instancias de entrenamiento que cuando colgaba de t.
En cuanto al criterio para saber si hay que podar en un nodo, los algoritmos
de poda se basan en comparar el error del a´rbol antes y despue´s de una operacio´n
de poda, de manera que so´lo se lleva a cabo en el caso de que esta diferencia
resultase favorable a la poda. Naturalmente, el problema esta´ en que el a´rbol
sin podar tendra´ un error de entrenamiento cero o muy pro´ximo a cero (si
hay instancias no discernibles no ser´ıa exactamente cero). Por tanto, ser´ıa muy
optimista asumir que el error antes de la poda es el error de entrenamiento
sin ma´s. La solucio´n ma´s sencilla consistir´ıa en retirar un pequen˜o nu´mero de
instancias del conjunto de entrenamiento antes de construir el a´rbol, y hacer
la estimacio´n de los errores con dicho conjunto (como por ejemplo hacen los
REPTrees al aplicar Reduced Error Pruning). Sin embargo, esta aproximacio´n
plantea un problema para aquellos conjuntos de datos que cuenten con pocas
instancias de entrenamiento.
C4.5 evita este problema utilizando todas las instancias de entrenamiento de
un suba´rbol para ver si ese nodo t se puede eliminar o no. C4.5 compensa el efecto
optimista de utilizar el conjunto de entrenamiento haciendo una estimacio´n
pesimista del error (i.e., el l´ımite superior del intervalo de confianza, dado un
umbral del confianza especificado por para´metro).
Para que se produzca un injerto del nodo hijo t′ sustituyendo al padre t,
la estimacio´n del error en ese hijo (E′t) debera´ ser menor o igual que la del
padre (Et). En el caso de que se produjera la conversio´n de t en hoja, habra´ que
obtener las estimaciones del error E′1, ...E
′
d para cada uno de los d hijos de t,
y hallar la media ponderada de las mismas E′′t (se pondera por el porcentaje
de instancias de entrenamiento que encierre cada uno de los d suba´rboles). La
conversio´n de t en hoja tendra´ lugar si E′′t es menor o igual que Et.
Por u´ltimo, y dado que existen me´todos multiclasificadores basados en cam-
biar los pesos de las instancias del conjunto de entrenamiento, conviene comentar
que adaptar los a´rboles de decisio´n para que sean sensibles a los pesos de las
instancias es inmediato. Basta con modificar en todos los razonamientos ante-
riores las operaciones de contar instancias, por operaciones de suma de pesos
de las instancias. Por ejemplo, cuando se calcule la proporcio´n de instancias de
una clase en un suba´rbol, en lugar de contar cuantas hay, se sumar´ıa el peso de
las mismas.
2.2. Multiclasificadores
Un Multiclasificador es un conjunto de clasificadores cuyas predicciones in-
dividuales se combinan de alguna forma para as´ı obtener una prediccio´n final
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conjunta. Segu´n Dietterich [28] existen tres razones para preferir usar un esque-
ma de combinacio´n de clasificadores, antes que un solo clasificador:
1. La primera ser´ıa de tipo estad´ıstico, pues elegir un solo clasificador de
entre un conjunto es arriesgado. Aun cuando el error de entrenamiento de
ese clasificador sea cero, no es conocida la respuesta que va a tener frente
a datos que au´n no le han sido presentados. En ese sentido, combinar
de alguna forma varios clasificadores no es una solucio´n tan buena como
quedarse con un solo clasificador siendo e´ste el mejor posible, pero reduce
el riesgo de tomar uno que este´ lejos de serlo.
2. Computacionalmente los algoritmos de entrenamiento de muchos clasifi-
cadores dependen de algu´n elemento que los hace llegar a un mı´nimo local
del espacio de posibles clasificadores para un conjunto de datos dado. La
combinacio´n de varios clasificadores puede paliar este efecto.
3. La tercera razo´n atiende a la dificultad o imposibilidad que pueda tener
una familia de clasificadores para obtener un modelo que represente ade-
cuadamente un determinado problema. Por ejemplo, un problema que no
presenta separabilidad lineal, no es adecuado tratarlo con un modelo li-
neal, ya que no es posible encontrar un hiperplano que consiga separar las
regiones de las clases en el espacio del problema. Sin embargo, es posible
que la combinacio´n de varios de estos clasificadores puedan aproximar una
superficie de decisio´n que se adapte mucho mejor al problema.
Para Kuncheva [66] existen cuatro niveles de actuacio´n en la construccio´n
de multiclasificadores:
1. El nivel de combinacio´n de los clasificadores base. A este nivel existen
distintos modos de combinacio´n de las predicciones individuales.
2. El nivel de los clasificadores base, seleccionando que´ tipo de clasificadores
base se van a utilizar.
3. El nivel de las caracter´ısticas. Es posible obtener distintos clasificadores
base quitando, an˜adiendo y/o modificando las caracter´ısticas del conjunto
de datos, de una manera distinta para cada clasificador base, aun cuando
los clasificadores base sean del mismo tipo.
4. El nivel del conjunto de datos, haciendo que con algu´n criterio los con-
juntos de datos de cada clasificador base sean distintos, aun cuando los
clasificadores base sean del mismo tipo.
En esta tesis se abunda especialmente en la construccio´n de nuevas carac-
ter´ısticas, por lo que podr´ıa decirse que el nivel de actuacio´n predominantes es
el tercero de la lista.
Adema´s Kuncheva recoge tres perspectivas que pueden servir para catalogar
los multiclasificadores:
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Fusio´n vs. Seleccio´n: En la fusio´n cada clasificador base tiene conocimiento
de todo el espacio correspondiente al conjunto de datos, mientras que en
la seleccio´n, cada clasificador base se especializa en una parte del mismo.
Optimizacio´n de la Decisio´n vs. Optimizacio´n de la Cobertura: Los me´to-
dos con optimizacio´n de la decisio´n se centran en co´mo combinar la pre-
diccio´n de los distintos clasificadores base, mientras que los del grupo de
optimizacio´n de la cobertura, asumiendo la existencia de una te´cnica de
combinacio´n, se centran en co´mo entrenar los clasificadores base para que
resulten diversos.
Entrenable vs. No-Entrenable: Una vez obtenidos los clasificadores base,
unos multiclasificadores necesitan su propio proceso de entrenamiento para
adaptarse a los mismos, mientras que otros multiclasificadores siguen un
esquema fijo de combinacio´n y no necesitan ese entrenamiento adicional.
Un multiclasificador cualquiera puede ser visto desde las tres perspectivas,
aunque ninguna de las tres divisiones por separado establece una frontera clara
que permita encajar a todo multiclasificador a un lado u otro de la misma; pues
hay casos en los que quedan a medio camino.
En lo concerniente a esta tesis los me´todos presentados se encuadrar´ıan den-
tro de los me´todos de fusio´n y orientados a la optimizacio´n de la cobertura.
En cuanto al entrenamiento, en general son sin entrenamiento del esquema de
combinacio´n, con la excepcio´n de la Cascada que s´ı se puede considerar un es-
quema con entrenamiento, tal como se vera´ en el siguiente cap´ıtulo. El resto de
esquemas que se presentan son claramente sin entrenamiento, debido a que se
centran en hacer que los clasificadores base sean ma´s diversos.
La Diversidad es una cualidad muy interesante de los clasificadores base de
un multiclasificador. Es claro que el e´xito de un multiclasificador reside en gran
parte, en el propio e´xito de sus clasificadores miembro; pero si todos coincidieran
en sus predicciones, el multiclasificador resultante ser´ıa equivalente a tener uno
solo de ellos. Por eso, es clave que las instancias en las que un clasificador base
falle, no sean las mismas que las de los otros miembros del multiclasificador,
compensando as´ı los aciertos de unos, con los fallos de otros. Esta es la idea de
diversidad. Cuando en esta tesis se ha explorado esta idea se ha llegado incluso a
empeorar los resultados individuales de los clasificadores base de partida, para
poder llegar as´ı a clasificadores base ma´s diversos. Por tanto, en el presente
trabajo existen me´todos que priorizan el aumento de la diversidad frente a la
disminucio´n del error en los clasificadores base.
Los me´todos que se presentan en la tesis se han experimentado compara´ndo-
los con me´todos existentes cuyo e´xito es conocido. A continuacio´n se describen
todos ellos brevemente. En el siguiente sumario hay claramente dos grupos:
1. Por un lado: Bagging, Random Forests, Random Subspaces y Boosting, son
me´todos que utilizan un u´nico algoritmo de construccio´n de clasificado-
res base. Por lo tanto, cada clasificador base se diferencia de los dema´s
u´nicamente en que ha habido algu´n tipo de variacio´n en las instancias de
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entrenamiento que ha procesado (e.g., muestras con distintas instancias,
distintos atributos etc.). Estos me´todos se utilizara´n en los cap´ıtulos 4 y 5.
2. Por otro lado: Cascading, Stacking y Grading, son me´todos que combinan
varios algoritmos de construccio´n de clasificadores para construir un u´nico
clasificador final. Estos me´todos se utilizan en el cap´ıtulo 3.
2.2.1. Bagging
Bagging [7] es el acro´nimo de Bootstrap AGGregatING, que viene a signifi-
car agregado de remuestreos. La idea es muy simple. El me´todo construye N
clasificadores base, cada uno de ellos utilizando el mismo algoritmo, pero uti-
lizando distintos conjuntos de entrenamiento. Cada conjunto de entrenamiento
se obtiene a partir de un remuestreo con reemplazamiento (bootstrap) de un
determinado porcentaje de instancias del conjunto de entrenamiento original
(habitualmente del 100%), que es lo que da nombre al me´todo. Al tratarse de
un remuestreo con reemplazamiento, es normal que una misma instancia apa-
rezca varias veces en el conjunto de datos utilizado para entrenar un mismo
clasificador base.
El multiclasificador, una vez construido, hace sus predicciones a partir de
las predicciones de sus clasificadores base, de forma que la clase con ma´s votos
es la que finalmente es tomada como resultado.
Por tanto, para elegir correctamente un buen clasificador base de Bagging
se hace interesante que sea sensible a las pequen˜as variaciones en el conjunto de
entrenamiento que pueda introducir el remuestreo (i.e., el clasificador base sea
inestable) como por ejemplo lo son los a´rboles de decisio´n.
Una ventaja evidente de Bagging es que es un multiclasificador cuyo entre-
namiento es fa´cilmente paralelizable.
2.2.2. Random Forests
Los Random Forests segu´n Breiman [11] consisten en ((una coleccio´n de cla-
sificadores estructurados como a´rboles {h(x,Θk), k = 1, ...} donde {Θk} son
vectores aleatorios independientes e ide´nticamente distribuidos, y cada a´rbol
produce un voto de la clase ma´s popular para una entrada x)). Los vectores
aleatorios {Θk} representan un conjunto de nu´meros aleatorios que determinan
la construccio´n de cada a´rbol. Por ejemplo, en Bagging cada {Θk} podr´ıa ser
un multiconjunto de enteros indexando las instancias correspondientes a un re-
muestreo aleatorio, o en los Random Subspaces (ver la siguiente seccio´n) otro
conjunto de enteros representando los atributos seleccionados aleatoriamente
para entrenar cada clasificador base. Por tanto, esta definicio´n de Breiman es
un marco que engloba a cualquier multiclasificador basado en a´rboles, en el que
se variara algu´n para´metro de cada a´rbol de forma aleatoria.
En [11], se describen dos implementaciones de Random Forests, las cuales
son variantes de Bagging de a´rboles sin poda:
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1. Forest-RI (i.e., Random Input Selection), que es la implementacio´n ma´s
sencilla y comu´n. En ella cada a´rbol esta´ compuesto de nodos en los que
so´lo se puede ramificar a partir de un subconjunto del conjunto de atri-
butos de partida. Este subconjunto — salvo casualidad — es distinto pa-
ra cada nodo y aleatorio en cuanto a su composicio´n. El taman˜o de los
subconjuntos es fijo y se especifica como para´metro. El valor que utiliza
Breiman es blog2 n + 1c, donde n es el nu´mero de atributos del conjunto
de entrenamiento de partida.
2. Forest-RC (i.e., Linear Combination of Inputs). Consiste en construir nue-
vas caracter´ısticas en cada uno de los a´rboles. Estas nuevas caracter´ısticas
se obtienen como combinacio´n lineal de L atributos del conjunto original.
Los coeficientes de la combinacio´n lineal son aleatorios, y se obtienen a
partir de una distribucio´n uniforme en el intervalo [−1, 1].
En ambas implementaciones el entrenamiento sigue las mismas pautas que
en Bagging (remuestreo aleatorio), as´ı como la prediccio´n (votacio´n y prediccio´n
de la clase mayoritaria; si bien en la implementacio´n utilizada [117] la prediccio´n
se obtiene a partir de la combinacio´n de las estimaciones de las probabilidades
de cada a´rbol).
En esta tesis se ha utilizado Forest-RI, y el nu´mero de atributos considerados
por cada nodo ha sido el mismo que en [11]: blog2 n+ 1c.
Los a´rboles de decisio´n utilizados originalmente por Breiman en [11] para
implementar Random Forests son una variante de los a´rboles CART (Classifi-
cation and Regression Trees) [13, 119]. Esta variante se diferencia de los CART
originales en que se ha an˜adido la limitacio´n ya descrita del nu´mero de atributos
aleatorios por los que ramificar en cada nodo, y adema´s se ha eliminado la poda.
Sin embargo, los Random Forests de esta tesis son los de la implementacio´n
de WEKA [117], que utilizan como clasificadores base una variante de REPTree
(ver Seccion 2.1.2). La variante de REPTree utilizada, mantiene los ingredientes
fundamentales de los CARTs utilizados por Breiman, pues se diferencian de los
REPTRees originales en que se ha an˜adido la limitacio´n ya descrita del nu´mero
de atributos aleatorios por los que ramificar en cada nodo, y adema´s se ha
eliminado la poda.
Las diferencias entre los CART que utilizaba Breiman para Random Forests,
y los que utiliza WEKA, se pueden resumir en:
1. Los CART dan lugar siempre a ramificaciones binarias, pero los REPTrees
cuando ramifican por un atributo nominal, crean tantas ramas como va-
lores tenga dicho atributo.
2. Los CART utilizan como criterio de seleccio´n del atributo por el que ra-
mificar el I´ndice de Gini, pero los REPTRees, como se recordara´ de la
Seccion 2.1.2, utilizan la ganancia de informacio´n. El ı´ndice de Gini mide
el error de clasificacio´n que se comete en el nodo t si e´ste, aun no siendo
hoja, asignase la clase de la instancia de forma aleatoria siguiendo la dis-
tribucio´n de elementos de cada clase que hay en t. El ı´ndice de Gini para









Donde c es el nu´mero de clases y Pi es la estimacio´n de la probabilidad
de la clase i para las instancias que alcanzan el nodo.
Por tanto, ı´ndice de Gini y ganancia de informacio´n son ambas, medidas
basadas en la impureza de la rama.
Estas diferencias no parecen muy sustanciales, en tanto los bosques en esta
tesis han tenido siempre un taman˜o relativamente grande (i.e., 50 iteraciones o
a´rboles).
Cada uno de los a´rboles de un Random Forests, al tener limitados los atri-
butos por los que pueden ramificarse, como clasificadores en solitario, son en
principio clasificadores menos precisos que un a´rbol que no tenga esta limita-
cio´n. Sin embargo, como miembro de un Random Forests cada a´rbol:
Mantiene la diversidad que le viene dada por el remuestreo con reempla-
zamiento.
Aumenta esa diversidad en cuanto que los atributos a considerar por cada
nodo son distintos cada vez, segu´n un criterio aleatorio.
Al no estar podado provee la inestabilidad que segu´n [7] requiere un buen
clasificador base para Bagging.
Adema´s es un algoritmo ma´s ra´pido que Bagging, tambie´n paralelizable, y
ma´s robusto frente al ruido.
2.2.3. Random Subspaces
El me´todo de los Random Subspaces [55] construye cada clasificador base
utilizando so´lo un subconjunto aleatorio del total de las caracter´ısticas en el
conjunto de entrenamiento original. La prediccio´n se obtiene promediando las
probabilidades de pertenencia a cada clase estimadas por los clasificadores base
(i.e., a´rboles en [55]).
El nu´mero de atributos que cada clasificador base selecciona aleatoriamente
es siempre el mismo y viene dado como para´metro del me´todo. Ho sugiere en [55]
que para obtener buenos resultados ese nu´mero debe de ser aproximadamente
el 50% del nu´mero de atributos del conjunto de entrenamiento de partida. Sin
embargo, en esta tesis se han considerado dos configuraciones posibles en las
que este para´metro toma respectivamente los valores del 50% y 75% de los
atributos de partida. La razo´n es que con el 50% se pierde a veces demasiada
informacio´n. En [55] ya se indica que el me´todo funciona mejor cuando hay
un mayor nu´mero de atributos, estos presentan entre si cierta redundancia,
y adema´s el nu´mero de instancias de entrenamiento no es demasiado pequen˜o.
Estas condiciones favorables no siempre se han dado en los numerosos conjuntos
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de datos utilizados en las validaciones experimentales de esta tesis, por lo que
utilizar el 75% de los atributos en muchas ocasiones ha sido mejor opcio´n que
tomar el 50%.
Random Subspaces es un me´todo que presenta cierta robustez al ruido en los
datos de entrenamiento. De hecho Ho cuando lo presenta para la construccio´n
de multiclasificadores de a´rboles en [55], argumenta como ventaja principal que
el me´todo evita el dilema entre el sobre-entrenamiento y alcanzar la ma´xima
tasa de acierto.
Aunque en [55] el me´todo se presenta para clasificadores base a´rboles, su
utilizacio´n con otros clasificadores base es directa.
2.2.4. Boosting
Se define Boosting en [42] como el problema de producir un clasificador
muy preciso a partir de la combinacio´n de otros ma´s simples y moderadamente
imprecisos. Dentro de los algoritmos de Boosting se encuentran los me´todos de
Boosting adaptativos, que son a los que en esta tesis, abusando del lenguaje, se
les denominara´ gene´ricamente como me´todos de Boosting, pues los me´todos de
Boosting adaptativos han terminado por ser los ma´s populares. Los me´todos de
Boosting adaptativos se basan en dos ideas:
1. En entrenamiento, construir iterativamente los clasificadores base de ma-
nera que el clasificador base actual de´ ma´s importancia a las instancias
del conjunto de entrenamiento mal clasificadas por el clasificador base de
la iteracio´n anterior.
2. En clasificacio´n, hacer la prediccio´n en base a un esquema de votacio´n
ponderado, de forma que aquellos clasificadores base con un mayor acierto
sobre el conjunto de entrenamiento, tengan un mayor peso en la votacio´n.
Los dos algoritmos adaptativos de Boosting utilizados en esta tesis como
me´todos de referencia son AdaBoostM1 [41, 119] y MultiBoosting [116].
AdaBoost es quiza´s la variante ma´s utilizada de Boosting. El nombre del
algoritmo AdaBoost viene de ADAptative BOOSTing. La figura 2.1 presenta una
versio´n simplificada del algoritmo [119], que es u´til en cuanto permite razonar
sobre su funcionamiento. Se trata de una versio´n para conjuntos de datos con
so´lo dos clases:
Como se puede ver, AdaBoost genera una hipo´tesis o clasificador base ht(x)
en cada iteracio´n t, para finalmente combinar sus predicciones linealmente a





Por tanto, el problema es doble:
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Figura 2.1: El algoritmo de entrenamiento de AdaBoost segu´n [119].
AdaBoost
input : D: Conjunto de m ejemplos {(x1, y1), . . . , (xm, ym)} con
yi ∈ {+1,−1}
L: Algortimo del clasificador base
T : Entero correspondiente al nu´mero de iteraciones





Dt: Vector [1..m] de distribuciones de pesos de la iteracio´n t
h: Vector de clasificadores base
begin
Inicializar D1(i) = 1/m para todo i ;
for t = 1, ..., T do
/* Obtener ht con el algoritmo L y la distribucio´n de
pesos Dt */
ht ← L(D,Dt) ;





if t > 1/2 then
T ← t− 1 ;
Salir del bucle ;
end












e−αt Si ht(xi) = yi
eαt Si ht(xi) 6= yi
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1. Por un lado hay que generar las hipo´tesis ht de forma que vayan fija´ndose
en las instancias ma´s dif´ıciles de clasificar, cambiando adecuadamente la
distribucio´n de pesos de las instancias.
2. Por otro lado, hay que determinar los coeficientes αt para ajustar el peso
de cada hipo´tesis base en la votacio´n final.
El objetivo final de estas dos partes del problema es minimizar el error del
multiclasificador resultante. La forma que tiene Boosting de minimizar ese error
es minimizar a su vez la pe´rdida exponencial. Se define dicha pe´rdida exponencial




Donde E es la esperanza matema´tica, y el producto yh(x) es el margen de
clasificacio´n de la hipo´tesis, pudiendo valer −1 o +1 en funcio´n de si h(x)
respectivamente falla o acierta la prediccio´n.
Sea  = Ex∼D[y 6= h(x)], el error de entrenamiento del clasificador base h(x).
Entonces, el peso o´ptimo de cada h(t) que minimiza la pe´rdida exponencial de














Una demostracio´n de ambos resultados puede encontrarse en [119, 43]. Para
generalizar el algoritmo al caso multiclase habr´ıa que hacer que la prediccio´n






El algoritmo de AdaBoost de la figura 2.1 no es quiza´s el ma´s ce´lebre. Po-
siblemente el algoritmo AdaBoost.M1 de Freund y Schapire en [41] sea el ma´s
popular. AdaBoost.M1 se muestra en la figura 2.2.
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Figura 2.2: El algoritmo de entrenamiento de AdaBoost.M1 segu´n [41].
AdaBoost.M1
input : Conjunto de m ejemplos {(x1, y1), . . . , (xm, ym)}, yi ∈ Y
WeakLearn: Algoritmo del clasificador base
T : Entero correspondiente al nu´mero de iteraciones







D: Vector [1..m] de Pesos
begin
Inicializar D1(i) = 1/m para todo i ;
for t = 1, 2, ..., T do
Entrenar WeakLearn utilizando la distribucio´n de pesos Dt ;
Obtener de dicho entrenamiento la hipo´tesis ht : X → Y ;




if t > 1/2 then
T ← t− 1 ;
Salir del bucle ;
end
βt ← t/(1− t) ;
Actualizar la distribucio´n





βt Si ht(xi) = yi
1 en cualquier otro caso
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Esta u´ltima versio´n, en lugar de trabajar con αt, trabaja con βt, pero es un
simple cambio de variable, dado que es fa´cil ver que αt = 1/2 log(1/βt), y que
las operaciones donde ahora aparece βt son consistentes con las que antes se
hac´ıan con αt.
Existen dos implementaciones de AdaBoost atendiendo a co´mo se utilizan
las distribuciones de pesos para entrenar cada clasificador base: con Remuestreo
y con Repesado.
1. La variante con Repesado so´lo se puede utilizar cuando el clasificador base
es sensible a una distribucio´n de pesos en las instancias (como es el caso
de las implementaciones de C4.5 y las SVM utilizadas). En la variante
con repesado inicialmente se parte de una distribucio´n uniforme de pesos.
Tras construir un clasificador base, e´ste se valida contra el conjunto de
entrenamiento, cambiando los pesos de las instancias (e.g., segu´n (2.23)),
para que incrementen su peso las mal clasificadas, y lo decrementen las
clasificadas correctamente.
2. En la variante con Remuestreo, como indica su nombre, el clasificador
base de la iteraccio´n t es entrenado con un conjunto de instancias selec-
cionadas aleatoriamente del conjunto de entrenamiento original segu´n la
distribucio´n Dt. El nu´mero de instancias seleccionadas suele ser el mismo
que el nu´mero de instancias del conjunto de datos original, por lo que al-
gunas instancias podra´n ser seleccionadas varias veces. Por lo tanto, esta
variante no exige que los clasificadores base puedan manejar pesos.
En cualquiera de ambas aproximaciones, en la siguiente iteracio´n, el nue-
vo clasificador base se centrara´ en clasificar correctamente las instancias ma´s
dif´ıciles de clasificar por los clasificadores base anteriores.
Al igual que Bagging, Boosting necesita de clasificadores base inestables,
para que se adapten a la nueva distribucio´n del conjunto de entrenamiento,
pero la diferencia es que Boosting toma el control de co´mo se va a producir
ese cambio en esa distribucio´n, de manera que se centra en las instancias ma´s
dif´ıciles de clasificar.
En [41] se compara experimentalmente AdaBoost y Bagging, con el fin de
conocer si la potencia de Boosting emana de co´mo cambia la distribucio´n, o de
combinar mu´ltiples clasificadores cuya tasa de acierto sea al menos superior a la
que se obtendr´ıa de un predictor aleatorio. La conclusio´n es que Boosting mejora
sustancialmente a Bagging cuando los clasificadores base son muy simples o
de´biles, pero que no mejora tanto a Bagging cuando el clasificador base es ma´s
preciso, como en el caso de C4.5.
Otra diferencia resaltable entre Bagging y Boosting es el tipo de error que
generan. Sea T un conjunto de distribuciones de un determinado taman˜o fijo del
conjunto de entrenamiento para un problema de clasificacio´n dado. Si para dicho
algoritmo de clasificacio´n se obtuvieran los predictores correspondientes a cada
elemento de T , se podr´ıa calcular para cada instancia x con que´ probabilidad
es predicha cada clase por los clasificadores obtenidos a partir de ese algoritmo.
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Se denomina tendencia central [116] de la instancia x, para un determinado
algoritmo y un determinado T , a la clase mayoritaria predicha por todos esos
predictores. En el fondo la tendencia central de x no es otra cosa que la predic-
cio´n hecha por Bagging al combinar esos predictores entrenados por separado
con cada miembro de T . Esta tendencia central puede tomarse como base pa-
ra descomponer el error de un clasificador en dos componentes que se conocen
como bias y varianza 3 [8, 62, 64, 45, 116]:
1. El error debido al bias es el que se produce cuando el clasificador come-
te un error por predecir la tendencia central. Es un tipo de error que se
debe a las propias limitaciones del clasificador. Por ejemplo, un clasifica-
dor lineal requiere regiones linealmente separables, si un grupo reducido
de instancias esta´ en el interior de una regio´n en la que hay abundantes
instancias de la clase contraria, las instancias de dicho grupo estara´n nor-
malmente en el lado incorrecto de cualquiera de los hiperplanos generados
a partir de diferentes muestras del mismo conjunto de datos para ese mis-
mo clasificador lineal. Por tanto, la tendencia central de ese clasificador
sera´ predecirla como perteneciente a la clase equivocada, y por tanto se
genera un error debido a la componente bias. En este caso, la limitacio´n
del clasificador (i.e., requerir regiones linealmente separables) es la que
esta´ detra´s del error.
2. Por el contrario, la componente varianza del error es la que se produce
cuando el clasificador comete un error por predecir cualquier otra clase
que no sea la tendencia central. Este error aumenta por tanto, si para una
misma entrada x el mismo algoritmo de clasificacio´n — entrenado cada vez
con un conjunto de entrenamiento distinto — es capaz de generar distintos
clasificadores, habiendo muchos capaces de hacer predicciones distintas a
la tendencia central. Debido a que el u´nico cambio que se ha introducido
para que tengan lugar estas diferencias es el conjunto de entrenamiento,
es claro que este error se manifiesta cuanto mayor es la sensibilidad del
algoritmo a dicho cambio, y por tanto es una componente del error que
aumenta cuando el algoritmo tiene en cuenta en exceso a las instancias
que representan casos que se dan con poca frecuencia (i.e., outliers). Este
error, es el habitual cuando el clasificador sufre un sobreentrenamiento.
Por ejemplo, un a´rbol de decisio´n sin podar aumentara´ la componente va-
rianza del error respecto al caso podado. Por el contrario, una poda muy agresiva
dara´ lugar a una alta componente de bias en el error.
Existen estudios [8, 62, 106, 116] que sugieren que AdaBoost reduce tanto
la componente de bias como la de varianza, mientras que Bagging so´lamente
tiende a reducir el te´rmino varianza. Esta conclusio´n parece lo´gica, en tanto
3Existe otra componente que es el error irreductible que por ejemplo ocurre cuando varias
instancias x con una descripcio´n ide´ntica, tienen asignadas clases distintas en el mismo con-
junto de datos. El error irreductible, adema´s de ser dif´ıcil de determinar, afecta por igual a
cualquier clasificador, luego cara a comparar Bagging con Boosting, no se ha tenido en cuenta,
como bien se argumenta en [116].
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((Bagging puede verse como un me´todo que clasifica a partir de una estimacio´n
de la tendencia central)) [116], mientras que el repesado de AdaBoost puede
incrementar la flexibilidad de clasificadores de´biles, los cuales son estables (i.e.,
con alta componente bias) [43].
Precisamente la otra variante de Boosting utilizada en esta tesis, MultiBoos-
ting [116], lo que hace es intentar aunar los potenciales que tienen Bagging y
Boosting por separado de reducir cada una de las dos componentes del error.
Aunque Bagging y Boosting reducen el error al aumentar el nu´mero de clasifi-
cadores base, el impacto relativo de la adicio´n de nuevos clasificadores base es
cada vez menor. Por ello, la idea central de MultiBoosting es que cada cierto
nu´mero de iteraciones los pesos vuelvan a reinicializarse de forma aleatoria.
La idea que sirve de base a MultiBoosting es Wagging [5], que consiste en
crear un multiclasificador a partir de clasificadores base entrenados con pesos
aleatorios. En Wagging se utiliza la distribucio´n continua de Poisson para dar
pesos aleatorios a las instancias. Esto se debe a que el remuestreo de Bagging
puede ser modelado como una distribucio´n ((discreta)) de Poisson, ya que la
probabilidad de una instancia para ser seleccionada en una muestra de entrena-
miento es muy pequen˜a, pero tiene muchas oportunidades para que ocurra (ley
de los pequen˜os nu´meros). Por ello, la distribucio´n ((continua)) de Poisson es la
ma´s adecuada para emular la pol´ıtica de Bagging a trave´s del repesado. Es por
ello, que en MultiBoosting tambie´n se utiliza esta distribucio´n para reinicializar
los pesos de las instancias aleatoriamente.
El algoritmo de MultiBoosting [116] puede verse en la figura 2.3. El esquema
de voto ponderado y la actualizacio´n de pesos teniendo en cuenta las instancias
mal clasificadas es la misma que hac´ıa AdaBoost en la figura 2.2.
MultiBoosting divide el conjunto de clasificadores base ht en varios subco-
mite´s. En la figura 2.3, cada subcomite´ puede tener un taman˜o variable segu´n
los valores que tomara el vector I. En la implementacio´n utilizada en esta tesis,
sin embargo, todos los subcomite´s son siempre del mismo taman˜o. El nu´mero
de subcomite´s sera´, por tanto, un para´metro del algoritmo. Si este nu´mero fuese
uno, los pesos no se reinicializara´n con lo que el resultado sera´ equivalente a
hacer AdaBoost.M1. Por el contrario, si el nu´mero de subcomite´s coincide con
el de iteraciones, el resultado sera´ equivalente a hacer Wagging.
Como cabe esperar, MultiBoosting puede encontrarse igualmente en versio´n
con repesado y versio´n con remuestreo.
2.2.5. Cascading
Cascade Generalization (tambie´n conocida como Cascading) [47] es una ar-
quitectura con la que combinar clasificadores (ver figura 2.4), que normalmente
presenta dos niveles. El nivel 1 se entrena con el conjunto de datos original,
mientras que el nivel 2 se entrena con un conjunto de datos aumentado, el cual
contiene las caracter´ısticas del conjunto de datos original junto con la salida
del clasificador del nivel 1. La salida del clasificador del nivel 1 es un vector
conteniendo la distribucio´n de probabilidad condicional (p1, ..., pc), donde c es
el nu´mero de clases del conjunto de datos original, y pi es la estimacio´n de pro-
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Figura 2.3: El algoritmo de entrenamiento de MultiBoosting segu´n [116].
MultiBoosting
input : S:Conjunto de m ejemplos {(x1, y1), . . . , (xm, ym)}, yi ∈ Y
BaseLearn: Algortimo del clasificador base
T : Entero correspondiente al nu´mero de iteraciones
I: Vector de enteros, especificando la iteracio´n i ≥ 1 en la que
debe de terminar cada subcomite´






w: Array [1..m] con el peso actual de cada instancia
begin
S′ ← S, todos los pesos de S′ toman el valor 1 ;
k ← 1 ;
for t = 1, ..., T do
if Ik = t then
Resetear S′ con pesos aleatorios usando la distribucio´n
continua de Poisson;
Estandarizar S′ para que los pesos sumen m;
end
/* Entrenar C. Base */





if t > 1/2 then
Resetear S′ con pesos aleatorios;
Estandarizar S′ para que los pesos sumen m;
Incrementar k ;
Ir a 1 ;
else if t = 0 then
βt ← 10−10 ;
Resetear S′ con pesos aleatorios;
Estandarizar S′ para que los pesos sumen m;
Incrementar k ;
else
βt ← t/(1− t) ;
foreach xj ∈ S′ do
if Ct(xj) 6= yj then w(xj)← w(xj)2 else w(xj)← w(xj)2(1−)
if w(xj) < 10
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Figura 2.4: Funcionamiento de Cascading. El clasificador del nivel 1 se ha re-
presentado mediante un a´rbol, el de nivel 2 mediante un SVM.
babilidad calculada por el clasificador del nivel 1 de que la instancia pertenezca
a la clase i. Cascading es una aproximacio´n que se puede extender a ma´s de dos
niveles.
El entrenamiento de un clasificador A con la salida de otro B hace que
A se vea influenciado notablemente por B, derivando en un esquema global
sobreentrenado. Sin embargo, en Cascading se reduce este problema porque:
1. En cada nivel se utiliza un clasificador de naturaleza distinta al del otro.
2. Porque el clasificador del nivel 2 no se entrena u´nicamente con la salida del
clasificador de nivel 1, sino que adema´s tiene en cuenta las caracter´ısticas
originales.
Cascading persigue combinar dos clasificadores, uno con la componente bias
del error con un valor bajo, y el otro con la componente varianza con valor bajo
tambie´n, para as´ı conseguir uno nuevo que tenga valores menores en ambas
medidas. En [47] se prefiere que el clasificador con poca varianza este´ en el nivel
1, mientras que el que tenga bias bajo este´ en el nivel 2 porque ((seleccionando
me´todos con bajo bias en el nivel superior, es posible ajustarse a superficies de
decisio´n ma´s complejas, teniendo en cuenta las superficies ’estables’ dibujadas
por los clasificadores del nivel inferior )). La validacio´n experimental en [47] sobre
26 conjuntos de datos del repositorio UCI da soporte a esta conclusio´n.
2.2.6. Stacking
Stacked Generalization, tambie´n conocida como Stacking [118] es otro mul-
ticlasificador que, como en el caso de Cascading, presenta cierto nivel de jerar-
quizacio´n entre sus clasificadores miembros. El nivel inferior, el que toma como
entrada los atributos del conjunto original, es el que en [118] se denomina nivel 0,
y el superior, el que toma como entrada las predicciones del nivel 0, lo denomina
nivel 1. La aproximacio´n podr´ıa tambie´n extenderse a cualquier nu´mero de nive-
les, aunque como en el caso de Cascading, lo usual es limitarlo a dos. En el nivel
0 normalmente hay varios clasificadores, cada uno de los cuales suele entrenarse
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Figura 2.5: Funcionamiento de Stacking (I). El clasificador del nivel 0 se ha
representado mediante un a´rbol, si bien podr´ıa haber b tipos de clasificadores
distintos en dicho nivel (e.g. uno fuese un a´rbol, otro un k-NN, otro una red
neuronal, etc.). El clasificador de nivel 1 se representa mediante un SVM.
mediante un algoritmo de aprendizaje distinto. Todos los clasificadores del nivel
0 se entrenan con conjuntos de entrenamiento que tienen el mismo espacio de
caracter´ısticas, que es el conjunto de entrenamiento de partida, mientras que un
u´nico clasificador de nivel 1 toma como entradas cada una de las salidas de los
clasificadores del nivel inferior.
Stacking trabaja con los siguientes para´metros:
1. b: El nu´mero de clasificadores de nivel 0 que se desea obtener al final del
algoritmo (los llamaremos clasificadores base finales).
2. nf : Nu´mero de particiones disjuntas (o folds).
El algoritmo de entrenamiento de Stacking se muestra en las figuras 2.5
y 2.6. En una primera fase procede a entrenar nf × b clasificadores base, que
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Figura 2.6: Funcionamiento de Stacking (II). Los b clasificadores del nivel 0 se
han representado mediante tres: un a´rbol, un k-NN y una red neuronal, para
remarcar que en general son distintos. El clasificador de nivel 1 se representa
mediante un SVM.
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llamaremos clasificadores base iniciales. Por tanto, se entrena un grupo de nf
clasificadores base iniciales por cada clasificador base que se desea obtener.
Todos los clasificadores base iniciales pertenecientes al mismo grupo son del
mismo tipo que uno de los clasificadores base finales. Cada clasificador base
inicial se entrena con nf − 1 particiones, valida´ndose con la particio´n sobrante
(validacio´n cruzada). Por tanto, la particio´n de validacio´n es diferente para cada
uno de los nf clasificadores de un grupo. Adema´s, la misma instancia sera´ usada
para validar exactamente b veces (una vez por cada clasificador base final que
se vaya a obtener).
Una vez superada esta fase, el clasificador del nivel 1 se entrena con un
conjunto de datos compuesto por c × b atributos ma´s la clase, donde c es el
nu´mero de clases y b el nu´mero de clasificadores base finales. Para obtener
este conjunto de datos, cada instancia original es tomada como entrada por
los b clasificadores base finales que no la usaron para entrenarse. Cada uno
devolvera´ un vector de probabilidad de dimensio´n c. Es por eso que el conjunto
de entrenamiento que as´ı se obtiene es de dimensio´n c× b.
Finalmente, los nf × b clasificadores base iniciales son descartados, cal-
cula´ndose los b clasificadores base finales a partir del conjunto de entrenamiento
original por completo.
La influencia del clasificador del nivel 0 sobre el del nivel 1, y el correspon-
diente sobreentrenamiento se evita en esta ocasio´n porque:
1. Como en el caso de Cascading, tambie´n los clasificadores de ambos niveles
son distintos.
2. La validacio´n cruzada hace que el conjunto de entrenamiento de los dos
niveles difiera, ya que los clasificadores de nivel 0 finales se entrenan con
todo el conjunto, mientras que las particiones con las que se entrenaron
los clasificadores base iniciales, sirven de punto de partida al conjunto de
entrenamiento del nivel 1.
2.2.7. Grading
Grading [111] tambie´n es un multiclasificador de dos niveles que utiliza, como
Stacking, nf particiones. En [111] el nivel que toma directamente las entradas
del conjunto de datos original se llama nivel base o nivel 0, mientras que el que
procesa la salida del nivel base lo denomina nivel meta o nivel 1.
El algoritmo de entrenamiento de Grading se muestra en las figuras 2.7
y 2.8. Como en Stacking, Grading calcula previamente un conjunto de nf × b
clasificadores base iniciales con los que se hace validacio´n cruzada. En el caso
de Grading a cada clasificador base inicial se le an˜ade un atributo binario que
expresa si la prediccio´n es correcta o no (Graded Prediction) para as´ı formar
el conjunto de entrenamiento del nivel 1 o meta. Como en el caso de Stacking,
cada instancia es utilizada para entrenar nf−1 clasificadores base iniciales, pero
so´lo es validada por uno. Por tanto, para cada grupo de nf clasificadores toda
instancia es validada una sola vez, con lo que se obtiene un solo valor para el
atributo binario graded prediction.
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Figura 2.7: Funcionamiento de Grading (I). El clasificador del nivel 0 se ha
representado mediante un a´rbol, si bien podr´ıa haber b tipos de clasificadores
distintos en dicho nivel (e.g. uno fuese un a´rbol, otro un k-NN, y otro una red
neuronal, etc.). Cada clasificador de nivel 1 se representa mediante un SVM.
Los clasificadores de nivel 1 han de ser todos del mismo tipo.
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Figura 2.8: Funcionamiento de Grading (II). Los b clasificadores del nivel 0 se
han representado mediante tres: un a´rbol, un k-NN y una red neuronal, para
remarcar que en general son distintos. Cada clasificador de nivel 1 se representa
mediante un SVM. Los clasificadores de nivel 1 han de ser todos del mismo tipo.
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Posteriormente, se entrenan b clasificadores del nivel meta (todos del mismo
tipo), cada uno de los cuales toma como entrada las caracter´ısticas originales
junto con el atributo binario que se obtienen de sus nf clasificadores base inicia-
les. Dicho atributo binario es tomado como clase a predecir por los clasificadores
del nivel meta.
La parte final del algoritmo de entrenamiento es muy similar a Stacking:
Los nf × b clasificadores base iniciales son tambie´n descartados, y se entrenan b
nuevos clasificadores base finales utilizando todo el conjunto de datos original.
Grading predice mediante votacio´n de sus clasificadores del nivel meta si-
guiendo el siguiente esquema:
1. Primero cada clasificador base hace su prediccio´n para la entrada a evaluar.
2. Seguidamente los clasificadores de nivel superior deciden o predicen que´ cla-
sificadores de nivel inferior esta´n en lo cierto.
3. Si hubiese un conflicto porque varios clasificadores del nivel base este´n
prediciendo clases distintas y sus respectivos clasificadores meta este´n res-
palda´ndoles, el conflicto se resuelve por votacio´n haciendo uso de la con-
fianza en la prediccio´n de los clasificadores base.
4. En el improbable caso de que ningu´n clasificador de nivel meta respalde la
prediccio´n de algu´n clasificador base, se hace una votacio´n entre todos los
clasificadores base, tomando como confianza de cada uno 1− confianza,
de manera que se da ma´s cre´dito a los ma´s indecisos.
5. Si cualquiera de las votaciones diese lugar a empate, la prediccio´n final
sera´ la clase ma´s frecuente en el conjunto de datos.
La influencia del clasificador del nivel 0 sobre el del nivel 1, y el correspon-
diente sobreentrenamiento se evita en esta ocasio´n porque:
1. Nuevamente la naturaleza de los clasificadores en cada nivel es distinta.
2. El conjunto de entrenamiento del nivel meta es distinto al del base, pues en
el nivel meta se ha cambiado la clase del conjunto original por la llamada
graded prediction.
3. El nivel meta se entrena con las salidas producidas por validacio´n cruzada,
como ocurr´ıa en Stacking.
2.2.8. Otros me´todos multiclasificadores
Los me´todos multiclasificadores que hasta ahora se han incluido en es esta
seccio´n son los utilizados como me´todos de referencia en esta tesis. Sin embargo,
existen muchos ma´s, algunos de los cuales se exponen brevemente a continua-
cio´n. Los me´todos que se presentan se han agrupado atendiendo a los siguientes
bloques tema´ticos:
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1. Me´todos basados en Boosting: que incluye versiones de Boosting, me´todos
similares y me´todos que en alguna fase lo utilizan.
2. Te´cnicas para el incremento de la diversidad de los clasificadores base.
3. Combinaciones multinivel y metalearning, en las que se incluyen princi-
palmente formas de combinacio´n de clasificadores en las que la salida de
unos sirve de entradas a otros.
La gran variedad de me´todos que existen hace que algunos de los me´todos
que se van a presentar podr´ıan estar en varios de estos grupos simulta´neamente.
Me´todos basados en Boosting
Boosting, al ser uno de los me´todos ma´s estudiado en los u´ltimos tiempos,
es quiza´s es el me´todo que ma´s variantes presenta.
Real AdaBoost [43] es una generalizacio´n de AdaBoost para el caso en el
que el clasificador base sea capaz de hacer predicciones en te´rminos de nu´meros
reales, cuyo significado es la probabilidad de que el clasificador pertenezca a una
de las dos clases, ya que trabaja so´lo con problemas binarios. La contribucio´n de
cada clasificador base al multiclasificador en Real AdaBoost es la transforma-
cio´n log´ıstica de la estimacio´n de la probabilidad dividida por dos. En [43] Real
AdaBoost con datos sinte´ticos obtiene mejores resultados que la versio´n discre-
ta 4 con a´rboles de una sola decisio´n, pero los resultados de Real AdaBooost
pueden ser superados por la versio´n discreta a medida que aumentan el nu´mero
de iteraciones y la complejidad de los a´rboles utilizados como clasificadores ba-
se. Por ejemplo, con a´rboles de 100 nodos, la versio´n discreta parece funcionar
mejor que la real a partir de 200 iteraciones.
En [43] AdaBoost se analiza desde una perspectiva estad´ıstica, vie´ndolo como
un me´todo de ajuste de los coeficientes de un modelo aditivo (i.e. la prediccio´n
final de AdaBoost, que no es ma´s que una combinacio´n lineal de las predicciones
de los clasificadores base). Pero ese modelo aditivo se puede ajustar mediante
otras funciones ma´s simples y potentes. As´ı, LogitBoost [43] es una variante
de AdaBoost que se basa en que e´ste puede aproximarse mediante una regre-
sio´n log´ıstica aditiva que optimiza la pe´rdida exponencial. LogitBoost halla este
modelo log´ıstico directamente.
Gradient Boosting [44] construye un multiclasificador ajustando el clasifica-
dor base a los pseudoresiduos que se obtienen de aplicar mı´nimos cuadrados en
cada iteracio´n. Los pseudoresiduos son el gradiente de la funcio´n de pe´rdida que
esta´ siendo minimizada. Adema´s los clasificadores base son entrenados con un
conjunto de entrenamiento de taman˜o menor que el original, el cual se obtiene
por remuestreo aleatorio sin remplazo, lo cual ayuda a que el multiclasificador
resultante sea ma´s robusto y ra´pido de entrenar.
Una posible limitacio´n de AdaBoost, es que combinan las predicciones de
los clasificadores base de forma lineal. En [90] se presenta Quadratic Boosting.
4La versio´n originaria de AdaBoost [41] incialmente so´lo trabaja con predicciones discretas
(binarias) de los clasificadores base, y por eso Friedman en [43] la denomina Discrete AdaBoost.
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Esta variante combina las predicciones de los clasificadores base a trave´s de
una funcio´n cuadra´tica, a diferencia de la funcio´n lineal que utiliza AdaBoost.
Para optimizar los coeficientes de la funcio´n cuadra´tica el me´todo recurre a
optimizar los coeficientes de una funcio´n lineal en el que las variables se obtienen
de multiplicar las salidas de un par de clasificadores base. En cada iteracio´n
de Boosting se calculan varios pares de clasificadores base a fin de obtener
el mejor par posible. Para obtener los clasificadores base combina el repesado
tradicional de Boosting con la asignacio´n aleatoria de la clases a las instancias
de entrenamiento.
AdaBoost.M1 ya permite trabajar con problemas multiclase, aunque nece-
sita que los clasificadores base tengan tasas de acierto superiores al 50%, lo
cual es excesivo para clasificadores poco precisos en conjuntos de datos multi-
clase. Por ello, e´sta es una de las l´ıneas de mejora de AdaBoost. Existen varias
aproximaciones a este fin:
AdaBoost.M2 [41] mantiene un peso por cada instancia y clase. Los clasifi-
cadores base de AdaBoost.M2 han de devolver un vector de probabilidades,
con dimensio´n igual al nu´mero de clases, en el que cada componente indi-
ca la estimacio´n de probabilidad de que la instancia pertenezca a una de
las clases. AdaBoost.M2 utiliza el concepto de pseudope´rdida que mide la
bondad del clasificador base. En el ca´lculo de la pseudope´rdida intervienen
los pesos por instancia y clase de la iteracio´n anterior, y el vector de es-
timaciones de probabilidad que devuelve el clasificador base. Los pesos se
actualizan para minimizar la pseudope´rdida del siguiente clasificador base
siguiendo una regla muy similar a AdaBoostM1. El algoritmo garantiza
que el error de entrenamiento ira´ decreciendo en cada error si la pseu-
dope´rdida es menor que 1/2, lo cual es factible incluso para clasificadores
no muy precisos.
BoostMA [35] es una adaptacio´n ma´s directa de AdaBoost.M1 a problemas
multicalse. AdaBoost.M1 necesita para continuar con la siguiente iteracio´n
que la tasa de acierto del clasificador base sea superior al 50%. Cuando
se trata de un problema binario, esta exigencia quiere decir que el clasifi-
cador base debe predecir al menos algo mejor que aleatoriamente, pero si
hay ma´s de dos clases, la exigencia es demasido fuerte y puede hacer que
el algoritmo pare prematuramente. BoostMA tiene en cuenta este hecho
relajando la condicio´n de parada a que el error del clasificador de entre-
namiento base en curso sea superior al de predecir la clase ma´s frecuente.
Adema´s BoostMA adapta la funcio´n por la que se pondera cada clasifica-
dor base haciendo que sea positiva si el error es menor que el de predecir la
clase mayoritaria. Asimismo, la regla de actualizacio´n de pesos incrementa
los pesos en las instancias en funcio´n del error respecto a predecir la clase
mayoritaria.
En AdaBoost.MH [43] un problema con J clases se convierte en J pro-
blemas binarios que deciden si la instancia pertenece a una de las clases
o no. Para ello cada instancia se expande en J instancias, cada una de
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ellas es la instancia original ma´s un atributo que contiene uno de los J
posibles valores de la clase. Los clasificadores base toman como entrada
este conjunto extendido. AdaBoostMH, utiliza clasificadores base cuyas
estimaciones son un nu´mero real, cuyo signo determina la clase y cuyo
mo´dulo la confianza, por lo que resuelve los problemas binarios mediante
otra versio´n de AdaBoost (i.e., Real AdaBoost [43]) capaz de tratar con
este tipo de salidas de los clasificadores base. Existen adema´s variantes
de AdaBoost.MH capaces de tratar el caso multietiqueta [107] (i.e., una
instancia puede ser asociada a varias clases).
Uno de los problemas ma´s conocidos de la te´cnicas de Boosting es que son
muy sensibles al ruido. Existen numerosas variantes que tratan de combatir este
problema. Freund [38] presenta Boost-by-Majority (BBM), que es una te´cnica
que da poco peso a las instancias con mucho margen negativo (el margen de una
instancia en un clasificador es negativo en caso de que la prediccio´n del mismo
sea incorrecta). Es decir, no intenta clasificar aquellas instancias mal clasifica-
das que al estar demasiado lejos de la superficie de decisio´n, nunca acabar´ıan
por ser clasificadas correctamente. Estas instancias se computan como parte
del error de entrenamiento, que es un para´metro que determina la condicio´n
de parada. BMM no es un me´todo de Boosting adaptativo porque los pesos
de cada clasificador no se asignan segu´n el error de entrenamiento, sino que
todos los clasificadores base tienen el mismo peso. Sin embargo, consigue que
el multiclasificador resultante sea menos sensible al ruido. BrownBoost [39] es
una mejora sobre la aproximacio´n anterior, tambie´n debida a Freund, que s´ı es
adaptativa. Una evolucio´n de estos algoritmos propuesta tambie´n por el propio
Freund es RobustBoost [40], que en vez de minimizar el error de entrenamiento,
minimiza el nu´mero de ejemplos cuyos ma´rgenes normalizados son inferiores a
una constante positiva que se especifica como para´metro.
En [114] se presentan otras variantes (i.e., AdaBoostKL y AdaBoostNorm2 )
que permiten reducir el sobreentrenamiento, y que son adecuadas para datos
con ruido, dado que utilizan una funcio´n de penalizacio´n (distinta para cada
una de las dos variantes) para prevenir que AdaBoost asigne demasiado peso a
los ejemplos ma´s dif´ıciles de clasificar.
Otra variante de AdaBoost es Local Boosting [121]. Se trata de una variante
de Boosting con remuestreo, luego la distribucio´n de pesos representa la proba-
bilidad de que cada instancia sea seleccionada para el conjunto de entrenamiento
de la siguiente iteracio´n. La distribucio´n de pesos se actualiza teniendo en cuen-
ta el error local de cada instancia x en la iteracio´n actual. El error local de una
instancia se calcula como el cociente resultante de dividir la suma de los pesos
de las instancias vecinas de x en las que el clasificador base actual no acierta,
entre la suma de los pesos de todas las instancias vecinas de x. El taman˜o del
vecindario y el tipo de distancia utilizada son configurables. La distribucio´n de
pesos de la siguiente iteracio´n no se calcula en funcio´n del error global, como
en AdaBoost, sino en funcio´n del error local. Al igual que en AdaBoost, las
instancias mal clasificadas aumentan su peso, y las correctamente clasificadas lo
disminuyen, pero la magnitud de ese cambio en Local Boosting dependera´ del
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error que el clasificador base cometa con los vecinos de cada instancia. Local
Boosting, adema´s, tiene un para´metro β que actu´a sobre la funcio´n de repesa-
do, de manera que si toma valores muy grandes provoca que los cambios en los
pesos de una iteracio´n a otra sean muy leves, mientras que si toma valores muy
pequen˜os los cambios son de mayor magnitud. Tanto β como el nu´mero de ve-
cinos son para´metros que conviene sintonizar previamente. Experimentalmente
se muestra como una buena sintonizacio´n de estos para´metros puede hacer que
Local Boosting tenga mejores resultados que AdaBoost.
Existen variantes de Boosting para problema´ticas concretas. Por ejemplo,
Ivoting [9] es una variante para aprendizaje para grandes conjuntos de datos,
que tambie´n sirve para aprendizaje en l´ınea, que utiliza remuestreo para cons-
truir los conjuntos de entrenamiento de los clasificadores base, tomando en cada
iteracio´n una muestra de taman˜o fijo compuesta con mayor probabilidad por
instancias incorrectamente clasificadas en la iteraccio´n anterior, que por instan-
cias correctamente clasificadas. Es una aproximacio´n ma´s robusta al ruido que
AdaBoost, y no requiere repesado. Ivoting tiene una versio´n paralelizable [20].
Otra versio´n paralelizable de AdaBoost es P-AdaBoost [84] que consta de dos
fases, la primera es ide´ntica al funcionamiento esta´ndar de AdaBoost y esta´ limi-
tada a un nu´mero de iteraciones; la segunda es la que es realmente paralelizable,
y utiliza estimaciones de los pesos obtenidas a partir de la primera fase.
AdaCost [36], es una variante de AdaBoost que tiene en cuenta una distribu-
cio´n de costes asignadas a cada instancia, de manera que se penalice el error en
la clasificacio´n con coste mayor. Para ello, reajusta los pesos de Boosting segu´n
una funcio´n que tiene en cuenta los costes.
Non-Linear Boosting Projection (NLBP) [48] es un algoritmo basado en
Boosting. Cada clasificador base de NLBP es entrenado con todas las instancias,
pero las proyecta en un espacio generado a partir de la capa oculta de un
perceptro´n multicapa. NLBP tambie´n utiliza pesos en las instancias para que a
medida que se vayan entrenando nuevos clasificadores base, estos se centren en
las instancias ma´s dif´ıciles de clasificar. Pero a diferencia de Boosting, NBLP
no usa los pesos directamente por los clasificadores base, sino u´nicamente por
el perceptro´n multicapa que hace la proyeccio´n.
Boosting suele dar lugar a clasificadores base ma´s diversos que Bagging, pero
pagando el precio de tener unos clasificadores base que en promedio son menos
precisos. Segu´n los autores de NBLP, esta te´cnica puede considerarse a medio
camino entre Boosting y Bagging; pues tiende a aumentar la diversidad como
Boosting, pero sin dan˜ar tanto la precisio´n individual como hace e´ste.
Boosting puede tambie´n ser un paso intermedio en la construccio´n de un
clasificador. En [2] Boosting sirve para estimar distancias entre instancias. En
lugar de entrenar AdaBoost con instancias del conjunto de entrenamiento, se
entrenan con la diferencia entre dos instancias, tomando como clase 1, si los
vectores que se restan pertenecen a la misma clase, y 0 en caso contrario; de
manera que la salida final de AdaBoost es la similaridad entre las instancias
del conjunto de datos. Esa similaridad luego puede ser utilizada en un me´todo
clasificador cualquiera que necesite trabajar con distancias, como por ejemplo
1-NN que tomar´ıa como vecino ma´s cercano el que tuviera la similaridad ma´s
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elevada.
Otro ejemplo de la utilizacio´n de Boosting para construir otro tipo de clasifi-
cador puede encontrarse en [99] en el que en entranamiento se aplica AdaBoost
con decision stumps (a´rboles de una sola decisio´n) como clasificadores base. Con
los u´ltimos r decision stumps, en cada iteracio´n se forma un a´rbol de profun-
didad r, donde r es un para´metro (el nivel de reutilizacio´n); de manera que el
decision stump de la iteracio´n anterior se utiliza como criterio de bifurcacio´n en
todos los nodos de nivel r, el decision stump de la penu´ltima iteracio´n se utiliza
como criterio de bifurcacio´n en todos los nodos de nivel r − 1, y as´ı sucesiva-
mente. La estimacio´n del error de de entrenamiento de AdaBoost se hace sobre
el a´rbol correspondiente a cada iteracio´n, pero lo que genera cada iteracio´n es
un nuevo decision stump, con el que es posible crear un a´rbol. Los a´rboles se
utilizan en clasificacio´n, ponderados por los pesos de boosting. El resultado es
un multiclasificador que resulta mejor que AdaBoost con el mismo nu´mero de
decision stumps.
Te´cnicas para el aumento de la diversidad
En dos de los cap´ıtulos de esta tesis se describen dos te´cnicas para el aumen-
to de la diversidad. Es por ello, que parece obligado hacer un repaso de algunas
otras aproximaciones que consiguen dicho efecto. Algunas de ellas, o son es-
pec´ıficas, o so´lo se han experimentado, para bosques (i.e., multiclasificadores
que utilizan como clasificadores base a´rboles de decisio´n). Esto parece debido
a que los a´rboles de decisio´n son bastante sensibles a los cambios en las con-
diciones de entrenamiento, normalmente por la introduccio´n de algu´n elemento
aleatorio.
En [58] se presenta una variante de Random Forests en la que el elemento
aleatorio en la construccio´n de los a´rboles esta´ en utilizar muestras de entrena-
miento distintas para cada atributo del nodo cuando se determina la condicio´n
de bifurcacio´n del mismo. Esto hace que cada a´rbol sea diferente. En [59] se uti-
lizan histogramas para discretizar los atributos. La utilizacio´n de histogramas
es adecuada para acelerar la construccio´n de a´rboles en grandes conjuntos de
datos. Los puntos de bifurcacio´n de los a´rboles cuando se utilizan histogramas
son los extremos de cada intervalo que se ha definido en la discretizacio´n. En la
te´cnica descrita en [59] en lugar de considerar los extremos de los intervalos, se
toman puntos elegidos aleatoriamente que esta´n cerca de esos extremos.
En [29] se presenta una te´cnica que consigue el aumento de la diversidad
haciendo que cada nodo de un C4.5 [92] decida aleatoriamente el criterio por el
que bifurcar a partir de los 20 mejores criterios candidatos. Un criterio puede ser
un atributo, en el caso de los atributos nominales, pero tambie´n puede ser el valor
umbral por el que bifurcan los atributos nume´ricos. Luego para el caso nume´rico
el mismo atributo puede ser considerado en varios criterios de bifurcacio´n.
La te´cnica de Rotation Forests [97] utiliza a´rboles de decisio´n como clasi-
ficadores base. Para cada a´rbol de decisio´n se hacen de forma aleatoria una
serie de grupos disjuntos con cada atributo. Posteriormente cada grupo se pro-
yecta por separado utilizando Ana´lisis de Componentes Principales (PCA). El
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conjunto de todas las caracter´ısticas proyectadas en todos los grupos disjuntos
forma el conjunto de entrenamiento de un a´rbol C4.5. La diversidad en este caso
proviene de la generacio´n aleatoria de grupos. Rotation Forests es un me´todo
que consigue generar clasificadores base ma´s precisos que otros multiclasifica-
dores basados en a´rboles como AdaBoost, Bagging o Random Forests. En [69]
se prueban distintas variantes de Rotation Forests concluyendo que la divisio´n
en particiones aleatorias disjuntas es el ingrediente ma´s decisivo del algoritmo,
por encima de la te´cnica de proyeccio´n utilizada. Rotation Forests puede hacer
remuestreos en base al peso de las instancias mal clasificadas en la iteracio´n
anterior, tal y como hace AdaBoost, dando lugar a una te´cnica conocida como
RotBoost [122]. Rotation Forests tambie´n ha sido aplicado a redes RBF [100].
En [98] se presenta el me´todo de los A´rboles Injertados o Grafted Trees.
La idea es que cada clasificador base este´ formado por dos niveles de a´rboles.
El primer nivel se entrena con muy pocas instancias (e.g. el 10% del conjunto
de datos), de manera que se generan a´rboles muy diversos. El segundo nivel
consta de un a´rbol por cada hoja del primer nivel. Cada a´rbol del segundo nivel
se entrena u´nicamente con las instancias que llegan a la hoja del primer nivel
de la que se deriva. Para clasificar una instancia, cada a´rbol utiliza primero el
a´rbol de primer nivel, y segu´n sea la hoja que la instancia alcance, entonces
se utiliza el correspondiente a´rbol de segundo nivel. Como resultado los a´rboles
injertados son ma´s diversos que sin el injerto, pero tan precisos como sin e´l, pues
al final cada uno utiliza todas las instancias de entrenamiento. Al utilizar estos
clasificadores base en otros multiclasificadores, como por ejemplo Bagging [7],
AdaBoost.M1 [41] o Random Forests [11], se aprecia una mejora.
En [95] se utilizan Dicotomı´as Anidadas o Nested Dichotomies como clasi-
ficadores base de bosques. Una dicotomı´a es un a´rbol de decisio´n que siempre
hace bifurcaciones binarias. En cada nodo se distingue entre las instancias que
pertenecen a un conjunto de cases A y las que pertenecen a otro conjunto de cla-
ses B, siendo ambos conjuntos disjuntos, y siendo la unio´n de A y B el conjunto
de clases correspondiente al nodo padre. En [95] los conjuntos A y B se crean
aleatoriamente a partir de las clases en el nodo padre pero intentando equilibrar
ambos conjuntos (i.e., la diferencia en el nu´mero de clases que hay entre ambos
conjuntos como ma´ximo es uno). A medida que se desciende en la construccio´n
del a´rbol los nodos agrupan menos clases, hasta llegar a las hojas, a las que
so´lo las corresponde una u´nica clase. Este proceso de construccio´n hace adema´s
que haya por cada clase so´lo una hoja, a diferencia de la mayor´ıa de a´rboles
donde una clase, en general, puede aparecer en varias hojas. En cada nodo que
no es hoja hay un clasificador binario que es el encargado de hacer la distincio´n
entre las instancias de las clases de A y de las clases de B. Este clasificador
en principio puede ser cualquiera, con tal de que sus predicciones las haga en
forma de estimacio´n de probabilidades. Cada clasificador en un nodo no hoja se
entrena u´nicamente con las instancias del conjunto de entrenamiento que per-
tenecen al conjunto de clases correspondientes a ese nodo. La dicotomı´a predice
considerando todos los caminos desde la ra´ız a todas las hojas y estimando cua´l
es el ma´s probable. Para hacer la estimacio´n de probabilidad de cada camino,
se multiplican todas las estimaciones que van haciendo los clasificadores en los
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nodos de ese camino.
Lo que se muestra en [95] es que los clasificadores en los nodos podr´ıan ser
a su vez multiclasificadores. Se utilizan como multiclasificadores de referencia
Bagging [7], Random Subspaces [55], AdaBoost.M1 [41], MultiBoosting [116] y
Random Forests [11]. Pero tambie´n es posible utilizar estos multiclasificadores
de referencia haciendo que el clasificador base sea una dicotomı´a que, a su
vez, utilice a´rboles en sus nodos. La conclusio´n es que esta segunda forma de
combinar los a´rboles da mejores resultados, y que adema´s el uso de dicotomı´as
de cualquiera de las dos formas, da mejores resultados que la aproximacio´n
convencional que utilizar´ıa estos multiclasificadores de referencia directamente
con a´rboles de decisio´n (i.e., con C4.5 o Random Trees). La razo´n que hace que
los bosques de dicotomı´as funcionen mejor esta´ precisamente en la aleatoriedad
con la que se han construido los grupos de clases en las dicotomı´as, haciendo
que estas sean diversas.
Los Ora´culos Aleatorios Lineales o Random Linear Oracles [68] son tambie´n
otra forma de construir clasificadores base diversos utilizando todo el conjunto
de entrenamiento. En este caso, cada clasificador base se construye definiendo
previamente un hiperplano aleatorio en el espacio del problema. Cada ora´culo
consta de dos clasificadores miembros adema´s del hiperplano (a´rboles de deci-
sio´n en [68]). Cada uno de los clasificadores miembros se entrena so´lo con las
instancias que quedan a un lado de dicho hiperplano. Para clasificar una instan-
cia, primero el hiperplano determina que´ clasificador le corresponde atendiendo
a su posicio´n relativa respecto a dicho hiperplano. Seguidamente, el clasificador
miembro del ora´culo al que ha sido derivada la instancia es el que realiza la clasi-
ficacio´n. Los resultados experimentales demuestran una mejora generalizada en
distintos tipos de multiclasificadores cuando se utilizan ora´culos como clasifica-
dores base. Los hiperplanos al ser aleatorios constituyen la fuente de diversidad,
pero no son la u´nica alternativa en la construccio´n de ora´culos.
De hecho, en [96] se comparan los ora´culos lineales con los esfe´ricos utilizan-
do clasificadores base Na¨ıve Bayes [31, 52, 67, 94], que es un clasificador muy
simple y efectivo basado en el teorema de Bayes, el cual computa las proba-
bilidades condicionales de cada clase y predice para una entrada la clase ma´s
probable. En el caso de los oracles esfe´ricos las instancias se dividen entre las
que esta´n dentro o fuera de una hiperesfera en un subespacio aleatorio. El subes-
pacio aleatorio ha de tener al menos el 50% de las caracter´ısticas originales. El
centro de la hiperesfera es una de las instancias de entrenamiento seleccionada
aleatoriamente, el radio se computa como la mediana de las distancias a otras K
instancias tambie´n seleccionadas aleatoriamente. Experimentalmente los ora´cu-
los esfe´ricos resultan ser mejores que los lineales cuando el clasificador base es
Na¨ıve Bayes.
En [21] se presenta una te´cnica para forzar la obtencio´n de clasificadores base
diversos utilizando una matriz de pesos, en la que cada elemento di,j representa
el peso que tiene la instancia i en el clasificador base j. El ca´lculo de la matriz
de pesos puede llevarse a cabo de varias formas, una de las que se proponen
consiste en dividir el espacio del problema en regiones (una por clasificador
base) y calcular los pesos en funcio´n de la distancia de la instancia i a la regio´n
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del clasificador j.
DECORATE [83] entrena el primer clasificador base con todo el conjunto de
entrenamiento, pero en las iteraciones sucesivas utiliza una mezcla de instancias
del conjunto de entrenamiento original con otras generadas artificialmente. Pa-
ra generar estas instancias respeta la distribucio´n de cada uno de los atributos,
que asume son independientes; de forma que los atributos nume´ricos artificia-
les siguen una distribucio´n gaussiana, y los nominales ocurren con la misma
probabilidad que en el conjunto original. Para asignar valores a la clase en las
instancias artificiales, primero la clasifica con la versio´n en curso del multiclasi-
ficador, y luego la da un valor aleatorio en base a la probabilidad inversa que se
obtiene de dicha clasificacio´n.
Existen te´cnicas de diversidad para multiclasificadores que se derivan de
partir el conjunto de datos original en otros ma´s pequen˜os [20, 22, 27]. Estas
te´cnicas de particionamiento normalmente se aplican en los casos en los que el
conjunto de entrenamiento sea demasiado grande como para tener un tiempo de
entrenamiento aceptable mediante me´todos multiclasificadores convencionales,
pero adema´s pueden mejorar la precisio´n en base al incremento de la diversidad.
Output Smearing y Output Flipping [10] son dos te´cnicas que consiguen
aumentar la diversidad asignado etiquetas aleatorias a un subconjunto de las
instancias utilizadas para entrenar los clasificadores base. Esta dos te´cnicas con-
siguen buenos resultados si el multiclasificador tiene un gran taman˜o (i.e., en
torno a cien clasificadores base).
1. Output Smearing es una te´cnica inicialmente pensada para regresio´n que
an˜ade ruido gaussiano a las etiquetas nume´ricas. Smearing se puede ex-
tender a clasificacio´n; pues si se tienen J clases, el problema se transforma
en J problemas de regresio´n con etiquetas igual a la suma de la etiqueta
original binarizada (i.e., 1 indica que la instancia pertenece a la clase y 0
que no) ma´s un valor aleatorio que tiene en cuenta la distribucio´n de las
instancias en cada una de las clases. La clase se predice como la salida de
mayor valor de las J regresiones.
2. Output Flipping sustituye un porcentaje de las etiquetas originales, espe-
cificadas por el para´metro flip rate, por otras aleatorias manteniendo la
proporcio´n de instancias en cada clase. En [75] se presenta una variante
de flipping en la que utilizando multiclasificadores todav´ıa ma´s grandes
(i.e., en torno a mil clasificadores base) se consiguen mejorar los resulta-
dos. Para ello, la asignacio´n de etiquetas aleatorias a la clase no tiene en
cuenta la proporcio´n de instancias de cada clase. En concreto, esta u´ltima
te´cnica funciona bien para conjuntos de datos en los que la distribucio´n de
clases no este´ equilibrada, pues aumentando el valor del flip rate es posible
contrarrestar en cierta medida ese desequilibrio.
En la misma l´ınea que Random Subspaces [55], Attribute Bagging [15] (AB)
tambie´n selecciona aleatoriamente un nu´mero fijo de atributos para entrenar
cada clasificador base. Una diferencia con Random Subspaces es que el nu´mero
m de atributos a seleccionar lo calcula el propio me´todo en un primer paso. Tras
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entrenar varios clasificadores base con m atributos, hace un ranking con ellos y
so´lo toma los mejores para participar en el multiclasificador final.
En [25] se aplica Random Subspaces, pero en una segunda fase en cada
clasificador base se prueba a ir sustituyendo un atributo por otro hasta que la
precisio´n sobre un conjunto de validacio´n no mejora. De esta forma se consigue
clasificadores base ma´s precisos que con Random Subspaces [55], pero sin el
coste computacional de otras te´cnicas como por ejemplo, el uso de algoritmos
gene´ticos que se hace con el mismo fin en [50], y sin el riesgo que comporta dicho
uso de algoritmos gene´ticos en cuanto a disminucio´n de la diversidad cuando se
trata de conjuntos de datos con pocos atributos (i.e., menos de 35).
Input Decimation [89] (ID) es otra te´cnica orientada a la seleccio´n de carac-
ter´ısticas en problemas con ma´s de dos clases. Para ello, se entrenan L clasifica-
dores base, donde L es el nu´mero de clases del problema. En cada clasificador
base se toman so´lo las nl caracter´ısticas que mantienen por separado una mayor
correlacio´n con la clase, donde nl es un para´metro. En clasificacio´n, se toma co-
mo buena la prediccio´n del clasificador que da una estimacio´n de probabilidad
ma´s alta.
En [72] primero se agrupan las caracter´ısticas, de manera que cada grupo se
forma con caracter´ısticas que esta´n entre s´ı muy correlacionadas. En una segun-
da fase se construye para cada clasificador base un conjunto de entrenamiento
formado a partes iguales por caracter´ısticas de cada grupo. Con ello, se pretende
alcanza mayor diversidad que si las caracter´ısticas hubieran sido seleccionadas
con un criterio puramente aleatorio como en los Random Subspaces [55].
Combinaciones multinivel y metalearning
En este apartado se revisan te´cnicas que tienen una cierta similitud con Cas-
cading [47], Stacking [118] y Grading [111], en el sentido de que los clasificadores
se agrupan en niveles (i.e., los de nivel superior utilizan en su entrenamiento las
salidas de los de nivel inferior) y/o permiten combinar la salida clasificadores
de distinta naturaleza.
Model Class Selection [14] (MCS), divide el conjunto de datos en subespa-
cios y a trave´s de reglas obtenidas emp´ıricamente, asigna a cada subespacio un
clasificador base de tres posibles (i.e., un a´rbol de decisio´n, una funcio´n discri-
minante o un clasificador basado en instancias). En la misma l´ınea, y para redes
neuronales, en Mixture of Experts (ME) [87] el espacio de entrada se divide en
subespacios, que pueden estar solapados entre s´ı, de forma que un clasificador
((experto)) se especializa en cada subespacio, y es otro clasificador el que combi-
na las salidas de los expertos. Una extensio´n de ME es Hierarchical Mixture of
Experts [57] (HME), en el que los espacios se descomponen recursivamente a su
vez en nuevos subespacios.
Esta u´ltima idea se asemeja a los Arbiter Trees [18], que se forman a partir
de k particiones disjuntas del conjunto de entrenamiento, cada una entrena un
clasificador base del primer nivel. Estos clasificadores base se emparejan de dos
en dos, y por cada pareja se entrena otro de nivel superior que es el arbiter. El
arbiter es del mismo tipo que los clasificadores del primer nivel, pero se entrena
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con aquellas instancias pertenecientes a la unio´n de las particiones de la pareja
de primer nivel en las que las predicciones de dicha pareja de clasificadores, bien
no sea la misma, o sea dudosa segu´n una regla de seleccio´n de dichas instancias.
La regla de seleccio´n puede ser distinta dependiendo de la variante de arbiter
tree de la que se trate (p.e. se pueden an˜adir tambie´n las instancias en las que se
equivoque la pareja de clasificadores). Este esquema se extiende recursivamente
hacia arriba, de manera que por cada pareja de arbiters se entrena uno de nivel
superior, y as´ı sucesivamente hasta llegar a un u´nico arbiter ra´iz, formando
as´ı el arbiter tree. Para clasificar una instancia todos los clasificadores votan,
pero en caso de empate se aplica una regla de arbitraje que puede ser tambie´n
dependiente de la implementacio´n. En este tipo de reglas los clasificadores votan
y los arbiters tienen un voto de mayor peso para evitar empates. Los arbiter
trees han resultado ser un me´todo interesante para grandes conjuntos de datos.
Pueden verse otras variantes de este mismo me´todo en [19].
Los Combiner Trees [18] mantienen cierta similitud con los Arbiter Trees.
La diferencia principal es que los clasificadores que no son hojas se entrenan con
las salida de los clasificadores del nivel anterior. El conjunto de entrenamiento
de estos clasificadores que no son hojas se especifica mediante una ((regla de
composicio´n)), que puede ser distinta en cada implementacio´n (e.g. la misma
regla que utiliza Staking para alimentar el nivel meta, o la misma que utiliza
Cascading).
NBTree [61] es una me´todo que ba´sicamente es un a´rbol de decisio´n en el
que en sus nodos terminales hay un clasificador Na¨ıve Bayes [31, 52, 67, 94].
Naturalmente, el a´rbol no se desarrolla hasta el final haciendo una especie de
prepoda, con el objeto de que las hojas no sean puras y el clasificador Na¨ıve
Bayes pueda intervenir en la prediccio´n final. Para ello, se calcula una magnitud
llamada ((utilidad)) mediante validaciones cruzadas en cada nodo con Na¨ıve Ba-
yes, la cual sirve para saber si al dejar el nodo actual como hoja, la precisio´n del
Na¨ıve Bayes correspondiente es significativamente mejor que la que se obtendr´ıa
si el a´rbol sigue ramifica´ndose por ese nodo.
StackingC [109, 110] es una variante de Stacking motivada porque el fun-
cionamiento de Stacking se degrada con datos multiclase. Esta degradacio´n se
manifiesta
1. En costes computacionales, ya que cuando el nu´mero de clases es elevado,
el nu´mero de atributos en el conjunto de entrenamiento del nivel meta
crece proporcionalmente, haciendo que el clasificador de nivel meta gene-
ralmente aumente sus tiempos de entrenamiento y consumo de memoria.
2. En precisio´n, ya que segu´n Seewald [109, 110], el exceso de caracter´ısticas
en el clasificador meta impide obtener buenos modelos.
Por ello, en StackingC el nivel meta se utiliza un regresor por cada clase
(t´ıpicamente Multiresponse Linear Regression (MLR)). Cada regresor toma co-
mo entrada so´lo las estimaciones de probabilidad que hacen los clasificadores de
nivel base correspondientes a una de las clases. Los regresores normalizan sus
2.3. TE´CNICAS DE VALIDACIO´N EXPERIMENTAL 49
salidas entre 0 y 1, para que as´ı tomen forma de probabilidades. La prediccio´n
ma´s probable es la que se toma como prediccio´n del multiclasificador.
Otra aplicacio´n interesante de este tipo de esquemas que combinan varios
tipos de multiclasificadores es la que se deriva de NeC4.5 [123], que primera-
mente hace Bagging [7] utilizando redes neuronales como clasificadores base.
Seguidamente se forma un nuevo conjunto de entrenamiento de forma que a las
instancias del conjunto de entrenamiento original se las asigna como clases las
predicciones de dicho multiclasificador Bagging. A este conjunto adema´s se le
an˜aden aleatoriamente instancias del conjunto de entrenamiento original segu´n
lo que indique un para´metro (i.e., extra data ratio). Finalmente, se entrena un
a´rbol C4.5 [92] con este conjunto, con lo que se obtiene una representacio´n
comprensible del conocimiento que hab´ıan extra´ıdo previamente las redes neu-
ronales.
2.3. Te´cnicas de validacio´n experimental
Para poder juzgar objetivamente si un determinado clasificador es mejor
que otro para un conjunto de datos dado se necesita conocer cua´l es su tasa de
acierto (o alternativamente la tasa de error); para lo cual habra´ que recurrir a
hacer una estimacio´n de cualquiera de estas dos medidas. En esta tesis siempre
se han utilizado estimaciones de la tasa de acierto.
Lo´gicamente, la estimacio´n del acierto no debe de hacerse sobre el mismo
conjunto que se esta´ utilizando para entrenamiento, pues la estimacio´n as´ı ob-
tenida ser´ıa sumamente optimista, especialmente en aquellos clasificadores que
son capaces de ((memorizar)) todo el conjunto de entrenamiento (como el caso
de los a´rboles no podados, ya vistos en 2.1.2). Por ello, se requiere que la esti-
macio´n se haga sobre un conjunto de instancias distintas a las de entrenamiento
(i.e., conjunto de test).
Reservar parte de los datos para hacer un conjunto de test, tiene dos pro-
blemas:
1. En muchos casos el nu´mero de instancias del conjunto de datos no es
demasiado grande, por lo que dividirlo en dos subconjuntos — uno de
entrenamiento y otro de test — disminuye el nu´mero de instancias dispo-
nibles para entrenamiento, lo que puede dar lugar a un clasificador con
resultados muy pobres y una estimacio´n del acierto del clasificador que
tenga poco que ver con la real.
2. La distribucio´n de los ejemplos en los conjuntos de entrenamiento y test,
puede dar lugar a conjuntos que no sean demasiado representativos del
conjunto de datos de partida.
La solucio´n ma´s comu´n al primero de estos problemas es utilizar validacio´n
cruzada N ×M . Esta te´cnica consiste en dividir de forma aleatoria el conjunto
de datos en M particiones o folds, cada uno con igual nu´mero de instancias.
Entonces se toman M − 1 de estas particiones para entrenar el clasificador, y la
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particio´n restante para estimar el acierto (i.e., particio´n de test), simplemente
contando el nu´mero de aciertos y dividie´ndole por el taman˜o de la particio´n. Este
proceso se repite otrasM−1 veces tomando cada vez una particio´n distinta como
particio´n de test, y el resto como particiones de entrenamiento. Todo ello, vuelve
a repetirse N veces, de forma que cada una de estas N veces se habra´ elegido
otra divisio´n aleatoria en M particiones. El resultado final, es la construccio´n
de N×M clasificadores, y por tanto N×M estimaciones del acierto del me´todo
que se este´ probando.
El tratamiento del segundo de los problemas es hacer que cada una de las
particiones de la validacio´n cruzada sea estratificada. Esto quiere decir que el
nu´mero de instancias de cada clase dentro de cada particio´n mantenga la misma
proporcio´n que el nu´mero de instancias de cada clase dentro del conjunto de
datos. La estratificacio´n unida a la repeticio´n del test N ×M veces deber´ıa de
mitigar el riesgo de que las particiones no fuesen representativas.
En esta tesis se ha utilizado siempre validacio´n cruzada estratificada 10 ×
10, esto es N = M = 10, que provee un nu´mero total de cien tests de cada
clasificador sobre cada conjunto de datos. La eleccio´n de 10 como nu´mero de
particiones y repeticiones es usual en el a´mbito de la miner´ıa de datos.
2.3.1. Tests estad´ısticos utilizados
Una vez obtenidas las tasas de acierto, para poder saber si la diferencia entre
dos clasificadores es significativa, se utilizan tests estad´ısticos. En esta tesis se
han utilizado varios que a continuacio´n se describen.
Comparacio´n de dos me´todos en un solo conjunto de datos
Se ha utilizado la versio´n corregida del Resampled t-test [85] para probar
cuando un me´todo es significativamente mejor que otro en un conjunto de datos
dado.
Este test esta´ basado en el t-test o test de Student, que se emplea cuando hay
que estimar la media de una poblacio´n normalmente distribuida, en la que el
taman˜o de la muestra es pequen˜o, y en la que la desviacio´n t´ıpica es desconocida
y hay que estimarla a partir de los datos de la muestra.
Sean x1, . . . xM las estimaciones de las tasa de acierto para un clasificador
y un conjunto de datos dado en los M tests de una repeticio´n de la validacio´n
cruzada, e y1 . . . yM las mismas estimaciones para el otro clasificador. Adema´s
di = xi−yi representa las diferencias entre los resultados de los dos clasificadores
en la particio´n i-e´sima. Estas diferencias di constituyen la poblacio´n considerada
por el test.
Dado que lasM diferencias di se suponen independientes y correspondientes
a una distribucio´n normal,M es pequen˜o (i.e., 10) y no es conocida la desviacio´n
t´ıpica, en principio el t-test es adecuado.
Un para´metro del test son los grados de libertad, que se corresponde con el
taman˜o de la poblacio´n menos uno, es decir 9 para M = 10.
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Sea d la estimacio´n de la media de las di, y σ
2
d la estimacio´n de la varianza.
Entonces, la distribucio´n se transforma en la correspondiente de media 0 y





Donde k representa el nu´mero de muestras di del que se dispone, en este caso
M . Se calcula, pues, para un nivel de significacio´n dado (i.e., 5% en esta tesis),
cua´l es el intervalo de confianza correspondiente a la distribucio´n t, y si la media
cae fuera del intervalo, la diferencia entre ambos clasificadores sera´ significativa
con el nivel de significacio´n propuesto.
Repetir N veces la validacio´n cruzada, en principio supondr´ıa hacer el t-test
de forma similar, so´lo que ahora se tienen N ×M estimaciones de la tasa de
acierto por cada uno de los dos clasificadores a comparar. Sin embargo, no es
cierto que las tasas de acierto correspondientes a la repeticio´n i-e´sima de la
validacio´n cruzada sean totalmente independientes de las tasas de acierto que
resulten de la repeticio´n j-e´sima. El efecto es que las N repeticiones aumentara´n
k en la ecuacio´n 2.25, incrementando t. Esto supone que al no ser independientes
las particiones, algunas diferencias acabar´ıan por hacerse significativas cuando
quiza´s no lo son.
Por ello, se hace necesario introducir una correccio´n en el test estad´ıstico.
Una de estas correcciones es la que precisamente introduce el test Resampled









Donde n1 representa el nu´mero de instancias de entrenamiento y n2 el
nu´mero de instancias de test (e.g., en validacio´n cruzada 10 × 10, k = 100,
n2/n1 = 0,1/0,9 ). En la ecuacio´n 2.26 el incremento de k no influye de una
forma tan decisiva como en la ecuacio´n 2.25.
Comparacio´n de dos me´todos a trave´s de una coleccio´n de conjuntos
de datos
La versio´n corregida del Resampled t-test sirve, por tanto para valorar si un
me´todo se comporta mejor que otro en un determinado conjunto de datos. Sin
embargo, la tesis esta´ orientada ma´s bien a comparar nuevos me´todos que se
proponen, contra me´todos de referencia ya existentes, a trave´s de una coleccio´n
de conjuntos de datos.
Los conjuntos de datos utilizados en cada cap´ıtulo se ha intentado que siem-
pre fueran los mismos. Excepcionalmente, en el Cap´ıtulo 3 por su tema´tica se
utilizaron u´nicamente 27 conjuntos de datos en los que todos los atributos eran
nominales, procedentes de los repositorios UCI [3] y Statlib (todos los conjuntos
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de Statlib utilizados, a su vez, proceden de [112]). El resto de cap´ıtulos traba-
jaron todos con una misma coleccio´n de 62 conjuntos de datos del repositorio
UCI [3].
Una primera aproximacio´n al problema de comparar dos me´todos utilizando
una coleccio´n de conjuntos de datos consistir´ıa en utilizar el t-test y dar por
mejor me´todo al que tenga ma´s victorias significativas sobre el otro. Pero esta
forma de proceder plantea los siguientes problemas, ya constatados en [26],
donde dice:
Supo´ngase que se esta´n comparando dos algoritmos usando mil con-
juntos de datos distintos. En todos los casos el algoritmo A resulta
mejor que el B, pero la diferencia nunca llega a ser significativa. Es
cierto que para un caso en particular la diferencia entre ambos algo-
ritmos puede atribuirse al azar, pero ¿que´ probabilidad habr´ıa de que
un algoritmo tan so´lo hubiera tenido suerte en los mil experimentos,
todos ellos independientes entre si?.
En contra de la creencia popular, contar u´nicamente las victorias y
derrotas significativas no hace a los tests ma´s fiables, sino menos,
ya que previamente se establece un umbral arbitrario p < 0,05 (se
refiere al nivel de significacio´n) entre lo que cuenta y lo que no.
Por ello, en [26] se propone el Sign test o test de signos como ma´s adecuado
para hacer este tipo de comparaciones. Este test se utiliza en estad´ıstica para
probar que no hay diferencia entre las distribuciones de dos variables aleatorias,
como ocurre con el problema de comparar los resultados de dos clasificadores a
trave´s de una coleccio´n de n conjuntos de datos. En este caso las dos variables
aleatorias son el nu´mero de veces que cada uno de los dos clasificadores acierta
ma´s que el otro, y la hipo´tesis nula es que ambos no difieren. Por tanto, se espera
que cada uno acierte por separado n/2 veces, y que la probabilidad de acierto
de cada uno sea 0,5.
Al partir de una validacio´n cruzada N ×M , las tasas de acierto que se han
sometido al test son las medias aritme´ticas de los N ×M resultados obtenidos
para cada me´todo y conjunto de datos.
En [26] se asume que para n pequen˜o (menor o igual a 25), en el test de
signos el nu´mero de conjuntos de datos en que un clasificador es mejor que el
otro sigue una distribucio´n binomial, mientras que para colecciones de datos
mayores seguir´ıa una distribucio´n normal con media n/2 y desviacio´n t´ıpica√
n/2. En esta tesis las colecciones de conjuntos de datos utilizadas siempre han
sobrepasado esos 25 conjuntos.
Dados unos determinados resultados experimentales, el test sirve para cal-
cular si la probabilidad de que se verifique la hipo´tesis nula es menor que un
cierto umbral α . Este umbral α es el nivel de significacio´n o nivel de certeza del
test que es un para´metro del mismo, el cual, en esta tesis siempre ha tomado
un valor del 5%. Por tanto, el test en este caso sirve para determinar si la pro-
babilidad de rechazar equivocadamente la hipo´tesis de que ambos clasificadores
son similares es menor que el 5%.
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El test podr´ıa llevarse a cabo calculando de forma iterativa para que´ valor
i (para i = n, n − 1, etc... ) la probabilidad acumulativa de las dos colas de
la distribucio´n normal supera ese 5%. Entonces, el valor i − 1 determinara´ el
nu´mero mı´nimo de veces que un clasificador ha de ganar a otro para poder decir
que es mejor con el nivel de significacio´n elegido.
Sin embargo, i se puede calcular directamente. Para el caso de α = 5%, se
puede utilizar el z-test: i = n/2 + 1,96
√
n/2 [26]. Esta u´ltima expresio´n es la
que finalmente se ha utilizado en esta tesis para llevar a cabo el test de signos.
En el caso de que existiesen conjuntos de datos en los que los dos clasificadores
tuviesen la misma tasa de acierto, lo que se hace es sumar media victoria a cada
clasificador por cada uno de estos conjuntos.
Comparacio´n de n me´todos a trave´s de una coleccio´n de conjuntos de
datos
El test de Friedman [26] sirve para contrastar la hipo´tesis nula de que va-
rios me´todos tienen tasas de acierto semejantes frente una misma coleccio´n de
conjuntos de datos. Para realizar este test, previamente hay que computar los
rankings promedios. Este paso previo se detalla en la siguiente seccio´n.
Si dos me´todos tuviesen una tasa de acierto similar, sus rankings promedios











seguir´ıa una distribucio´n χ2F con k−1 grados de libertad, donde n es el nu´mero
de conjuntos de datos, k el nu´mero de me´todos, y Rj el ranking promedio del
me´todo j-e´simo, siempre que n y k fuesen suficientemente grandes (i.e., n > 10
y k > 5).
Una vez descartada esa hipo´tesis, es posible aplicar el test de Nemenyi [26].
Este test indica que un clasificador es significativamente mejor que otro cuando







donde α es el nivel de significacio´n del test (5%, como de costumbre), y qα son
una serie de valores basados en la estad´ıstica Studentized Range dividida por√
2.
El test de Nemenyi resulta ser muy conservador, por lo que se utilizara´ me-
nos que el test de los signos para ver si hay diferencias significativas entre dos
clasificadores.
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2.3.2. Ordenacio´n de los me´todos por su acierto
Esta tesis esta´ orientada a descubrir nuevos me´todos y nuevas variantes de
me´todos. Por ello, es habitual comparar varias de estas variantes con varios
me´todos de referencia, siendo importante tener una imagen de do´nde se ubica
cada me´todo en un ranking o lista ordenada de los me´todos en funcio´n de su
comportamiento a lo largo de la coleccio´n de conjuntos de datos utilizada.
Una primera aproximacio´n para confeccionar esta lista consiste en enfren-
tar por parejas a todos los me´todos con cada conjunto de datos, y contar el
nu´mero de victorias, empates y derrotas significativas de cada me´todo a lo largo
de todas estas comparaciones siguiendo — en este caso — el Resampled t-test.
Finalmente, los me´todos se ordenan por la diferencia entre victorias y derrotas
significativas de mayor a menor, de forma que la lista es encabezada por los que
ma´s veces han ganado significativamente, y menos veces han perdido significa-
tivamente, y nos referiremos a e´l como ranking de diferencias entre victorias y
derrotas significativas.
Sin embargo, esta opcio´n plantea la misma problema´tica que utilizar el nu´me-
ro de victorias en el t-test para valorar cua´l de dos me´todos es mejor en una
coleccio´n de conjuntos de datos, y que motivo´ el uso del test de signos para tal
fin.
Basta imaginar que si el nu´mero de conjuntos de datos en los que dos me´todos
tienen diferencias significativas es escaso, el ranking de diferencias que surgir´ıa
de quitar o sustituir esos escasos conjuntos permitir´ıa llegar a resultados total-
mente distintos. Por ello, es ma´s aconsejable utilizar para este fin el Ranking
Promedio [26]. En el apartado anterior se vio adema´s que este ranking se utiliza
en para calcular el test de Nemenyi.
Supuesto el nu´mero de conjuntos de datos es n, este ranking se obtiene
haciendo previamente un ranking segu´n la tasa de acierto de cada me´todo para
cada conjunto de datos. Nuevamente, al haber hecho validacio´n cruzada N×M ,
esas tasas de acierto han de ser calculadas como la media en esas repeticiones
y particiones. Si varios me´todos empatan en un conjunto de datos, se les asigna
el ra´nking de promediar sus posiciones. Por ejemplo, si 3 me´todos quedasen en
quinta posicio´n, se les asignar´ıa el ranking (5+6+7)/3 a los tres. De esta forma
se obtienen n rankings, uno por cada conjunto de datos.
Despue´s, se calcula la posicio´n promedio de cada me´todo en estos n ran-
kings (i.e., a lo largo de todos los conjuntos de datos). Esta posicio´n promedio
se conoce como ranking promedio. Finalmente, los me´todos se ordenan por el
ranking promedio.
Au´n siendo el ranking de diferencias menos fiable que el ranking promedio,
en esta tesis se han calculado ambos rankings en todos los experimentos que
se han hecho. En algunas ocasiones los resultados son similares, y en otras no.
Naturalmente, se ha dado ma´s credibilidad al ranking promedio. La coincidencia
de ambos rankings tiene un cierto intere´s en cuanto podr´ıa verse como una forma
de ratificar los resultados del ranking promedio.
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2.3.3. Gra´ficas para visualizacio´n de la diversidad
El e´xito de algunos de los multiclasificadores presentados en esta tesis tiene
que ver con un posible aumento de la diversidad en sus clasificadores base. Para
analizar experimentalmente este hecho se ha recurrido a los diagramas Kappa-
Error [74] y se han disen˜ado dos nuevos tipos de diagramas basados en los
propios diagramas Kappa-Error, a saber: los diagramas de Movimiento Kappa-
Error y los diagramas de Movimiento Relativo Kappa-Error [79, 80, 81]. Los
dos u´ltimos constituyen quiza´s por si mismos una de las aportaciones de esta
tesis.
Los diagramas Kappa-Error esta´n basados en la estad´ıstica Kappa [23], que
sirve para medir cua´nto son de diversos dos clasificadores. Dado un problema
con L clases, se construye una matriz de contingencias C de dimensio´n L × L,
donde cada Ci,j contiene el nu´mero de instancias que cumplen simulta´neamente
ser asignadas a la clase i por el primer clasificador y ser asignadas a la clase j
por el segundo.
En la diagonal de C se contabilizan las ocasiones en que los dos clasificadores
estuvieron de acuerdo. La probabilidad de que este´n de acuerdo en la clase i es
Ci,i/n, donde n es el nu´mero de instancias del conjunto, de datos. Por tanto,







Por tanto, Θ1 (i.e., la probabilidad de que ambos clasificadores este´n de
acuerdo) ya es por si mismo una medida de la coincidencia entre las predic-
ciones de los dos clasificadores. Sin embargo, en un conjunto de datos en el
que predominasen de forma clara las instancias de una clase sobre las de otras,
ambos clasificadores tender´ıan a predecir a esa clase, obtenie´ndose siempre un
valor de Θ1 elevado cualquiera que fueran los clasificadores base comparados.
Por ello, es necesario introducir algu´n tipo de correccio´n que elimine el efecto
de predecir fortuitamente una determinada clase por parte de cualquiera de los
dos clasificadores.
Si el primer clasificador hiciera predicciones de forma aleatoria, la estimacio´n
de la probabilidad de que el primer clasificador prediga aleatoriamente la clase






De la misma forma, si el segundo clasificador tambie´n actuase de forma alea-






La probabilidad de que ambos predijesen de forma aleatoria y simulta´nea la
misma clase i, ser´ıa el producto de ambas probabilidades. Sumando las proba-
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Donde Θ2 representa la probabilidad de que de que ambos clasificadores
coincidan en sus predicciones de forma fortuita dados los valores de la matriz C
(i.e., si ambos clasificadores hiciesen predicciones de forma aleatoria conforme
a las frecuencias registradas en C).




κ puede tomar valores entre −1 y 1. Cuando dos clasificadores obtienen los
mismos resultados, dan lugar a una matriz C donde todas las celdas distintas de
cero esta´n en la diagonal, por lo que el sumatorio de los valores de la diagonal
ser´ıa el nu´mero de instancias que tuviese el conjunto, esto es n. Por tanto, en
ese caso Θ1 = 1, lo que a su vez hace κ = 1, que es el ma´ximo valor que puede
tomar.
A medida que los clasificadores se vayan diferenciando los elementos en la
diagonal de C ira´n disminuyendo su valor, mientras los que esta´n fuera de la
diagonal ira´n incrementa´ndose, de manera que Θ1 se ira´ haciendo cada vez ma´s
pequen˜o.
κ se hace cero cuando Θ1 y Θ2 se igualan, lo que quiere decir que la pro-
babilidad de acuerdo entre ambos clasificadores medida por Θ1 coincide con la
probabilidad de que dicho acuerdo sea fortuito.
Si el desacuerdo fuese mayor que el esperado por dos predictores aleatorios,
el numerador Θ1 − Θ2 se hace negativo, haciendo que κ tambie´n lo sea. Pero
esto, ocurrira´ rara vez.
Los valores de κ pueden utilizarse para dibujar los diagramas Kappa-Error [74].
La figura 2.9 muestra unos ejemplos de estos diagramas. En esta figura se ven
cuatro nubes, correspondientes a cuatro diagramas Kappa-Error para el con-
junto de datos letter del repositorio UCI [3]. Cada nube se corresponde con los
resultados de un me´todo multiclasificador.
Para obtener, cada nube se dibuja un punto (x, y) por cada par de clasifi-
cadores base pertenecientes a un mismo multiclasificador, de manera que x es
la medida de kappa para esos dos clasificadores, e y es el promedio del error de
ambos. Por lo tanto, lo ideal es que cada par de clasificadores generara un punto
lo ma´s cercano posible a la esquina inferior izquierda, porque eso significar´ıa que
son precisos y a la vez diversos.
Los me´todos DN -Bagging y DN -Random Subspaces son dos ejemplos de
me´todos desarrollados en este trabajo de tesis, y que se presentan en el cap´ıtu-
lo 4. Se trata de me´todos que pretenden ser una mejora de otro existente (i.e.,
DN -Bagging pretende ser una mejora de Bagging, y DN -Random Subspaces
pretende ser una mejora de Random Subspaces).
La nube del me´todo DN -Bagging esta´ un poco desplazada hacia la izquierda
respecto a la nube de Bagging, lo que significa que para el conjunto de datos
letter DN -Bagging es ma´s diverso. Lo mismo ocurre con la nube DN -Random
Subspaces, esta´ tambie´n desplazada a la izquierda respecto a Random Subspa-
ces, indicando una ganancia —en este caso, algo menor— de diversidad.

















Figura 2.9: Ejemplos de diagramas Kappa-Error para el conjunto de datos letter
y dos versiones de dos multiclasificadores. El eje horizontal representa la me-
dida κ entre dos clasificadores base pertenecientes al mismo multiclasificador,
mientras que el eje vertical representa el promedio del error de ambos.
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Adema´s cada DN -nube esta´ ma´s o menos a la misma altura que la nube
correspondiente a la versio´n pura del mismo me´todo (i.e., sin DN ); lo que sig-
nifica que los clasificadores base de la versio´n DN no empeoran respecto de los
de la versio´n sin DN . Este objetivo es dif´ıcil de conseguir, pues lo´gicamente,
cuanto ma´s diversos sean los clasificadores base, es normal que hagan peores
predicciones, y que veamos como la nube de la variante ma´s diversa se mueva
hacia la parte superior del gra´fico.
Dado que los me´todos se validan contra una coleccio´n de conjuntos de da-
tos, y los diagramas Kappa-Error esta´n orientados a representar los resultados
para un u´nico conjunto de datos, es necesario acudir a otro tipo de representa-
cio´n que permita la visualizacio´n simulta´nea para todos los conjuntos de datos.
Por ello, en el presente trabajo se han desarrollado dos me´todos espec´ıficos que
permiten tener una visio´n global a trave´s de una coleccio´n de conjuntos de da-
tos: los diagramas de Movimiento Kappa-Error y los diagramas de Movimiento
Relativo Kappa-Error [79, 80, 81]. Ambos diagramas sirven para comparar dos
multiclasificadores. El segundo se obtiene a partir del primero.
Para obtener el diagrama de Movimiento Kappa-Error, primero se calculan
los centros de las nubes correspondientes a los diagramas Kappa-Error de cada
conjunto de datos, y cada uno de los dos me´todos a comparar, M1 y M2. Los
centros se calculan promediando los valores de x e y de cada uno de los puntos
de una nube. Una vez obtenidos esos centros se dibuja una flecha por cada
conjunto de datos, de forma que su origen es el centro de la nube de M1, y el fin
es el centro de la nube M2. La direccio´n mayoritaria de las flechas indicara´ si en
general, teniendo en cuenta todos los conjuntos de datos,M2 mejora (i.e., flechas
con la componente x apuntando hacia la izquierda) o empeora (i.e., flechas con
la componente x apuntando hacia la derecha) la diversidad de M1, quiza´s a
costa de aumentar el error (i.e., flechas con la componente y apuntando hacia
arriba).
En el ejemplo de la figura 2.10 M1 es Bagging y M2 es DN -Bagging. Se
observa la tendencia de las flechas a apuntar hacia la izquierda, lo que significa
una mejora de la diversidad de los me´todos DN -Bagging respecto de los Bagging
puros. No hay una tendencia clara en el eje vertical, unas flechas suben un poco,
otras bajan un poco, y otras se mantienen pra´cticamente horizontales, luego la
mejora de la diversidad no ha afectado apreciablemente al acierto por separado
de los clasificadores base.
El diagrama de Movimiento Relativo Kappa-Error, es un refinamiento del
anterior, en el que se unifica el origen de todas las flechas en el origen de coorde-
nadas. La informacio´n que visualizan ambos diagramas es la misma, pero quiza´s
el efecto visual del diagrama de Movimientos Relativos evidencia au´n ma´s las
diferencias entre los me´todos que se este´n comparando.
La figura 2.11 es el diagrama de Movimiento Relativo obtenido a partir del
diagrama de Movimiento de la figura 2.10. La mejora de la diversidad y el
equilibrio en las variaciones del error parecen ma´s patentes que en el diagrama
anterior.
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Figura 2.11: Ejemplo de diagrama de Movimiento Relativo de Kappa-Error





Los datos que se utilizan en reconocimiento de patrones podr´ıan dividirse
en dos grupos: nume´ricos y cuantitativos. Los datos cuantitativos son aquellos
que toman sus valores de un conjunto finito y predefinido. Si en estos valores
no se supone que que haya orden alguno, diremos que los datos son nominales
o catego´ricos.
Muchos me´todos de clasificacio´n trabajan u´nicamente con datos nume´ricos,
por ello no son aplicables directamente a datos nominales. La forma ma´s comu´n
de adaptar los datos nominales a me´todos nume´ricos consiste en transformar
cada caracter´ıstica nominal en n caracter´ısticas binarias. Este me´todo se conoce
como NBF [49] (n Binary Features), donde n es el nu´mero de posibles valores
que ese atributo nominal puede tomar. Segu´n dicho me´todo, cada valor nominal
se representa mediante un grupo de atributos binarios, de forma que todos ellos
valen cero, excepto el atributo correspondiente a ese valor nominal.
Una alternativa a NBF consiste en transformar los valores simbo´licos en
continuos. En [113] se presenta VDM (Value Difference Metric) como una me-
dida de la distancia entre dos valores de tipo simbo´lico. VDM fue utilizado por
Duch [33] para aplicar a un clasificador datos nominales previamente converti-
dos a nume´ricos mediante esta te´cnica. En [33] se prueba VDM utilizando redes
neuronales FSM (Feature Space Mapping) [34] y k-NN como clasificadores. El
resultado obtenido con VDM es parecido, y en algunos casos mejor, al que se
obtiene con NBF.
VDM reemplaza cada valor nominal x de un atributo A, por un vector de
probabilidades v = (v1, . . . , vc), donde c es el nu´mero de clases y vi = P (clase =
ci|A = x). Es por ello que VDM acaba por aumentar de manera considerable la
dimensio´n del conjunto de datos de entrada a medida que crece el nu´mero de
clases del mismo. Tambie´n NBF incrementa la dimensio´n del espacio de entra-
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da, pero en este caso, el incremento se debe a la cardinalidad de los dominios
correspondientes a los atributos nominales.
Como se vio en la seccio´n 2.2.5, La Cascada o Cascading [47] es un multicla-
sificador de varios niveles, normalmente dos. En las cascadas de dos niveles se
distingue un nivel base y otro meta. El clasificador del nivel base construye una
extensio´n del conjunto de datos original al cual se han an˜adido nuevos atributos.
Estos nuevos atributos se obtienen a partir de la distribucio´n de probabilidades
de que la instancia pertenezca a cada una de las clases. Esta estimacio´n viene
dada por el propio clasificador base. El clasificador del nivel meta toma esta ex-
tensio´n del conjunto de datos como datos de entrada. El clasificador base podr´ıa
ser a su vez una Cascada, por lo que este esquema se puede extender de manera
recursiva a ma´s de dos clasificadores.
El presente cap´ıtulo ha dado lugar a los trabajos publicados en [76], [77] y
[78]. En los mismos se presenta una mejora de los resultados de las SVM con
funcio´n nu´cleo lineal utilizando una Cascada en la que la SVM es el clasificador
de nivel meta mientras que en el nivel base utiliza un a´rbol de decisio´n. Los
a´rboles de decisio´n son capaces de manejar directamente datos nominales, sin
necesidad de ninguna transformacio´n previa. Por tanto, este tipo de Cascada
esta´ orientada a utilizar datos nominales para obtener una serie de atributos
correspondientes a las probabilidades. Estos valores, al ser continuos, pueden
ser manejados directamente por un clasificador lineal.
No hay que perder de vista que una Cascada se limita a an˜adir c atributos al
conjunto de datos original, donde c es el nu´mero de clases. Por lo tanto, la Cas-
cada no reemplaza los atributos nominales por otros continuos, tan solo an˜ade
nuevas dimensiones continuas al espacio de entrada, por lo que si el clasificador
del nivel meta requiere datos nume´ricos, seguira´ siendo necesario aplicar alguna
te´cnica de transformacio´n (en [76] se utiliza NBF). Por ello, la dimensio´n del
espacio de entrada seguira´ tendiendo a explosionar por la influencia del me´todo
que finalmente se use para reemplazar valores nominales por nume´ricos.
Segu´n los resultados que se muestran en este cap´ıtulo, la utilizacio´n de cla-
sificadores lineales con datos nominales puede dar mejor resultado usando las
caracter´ısticas continuas que construya el clasificador de nivel base de la Cas-
cada, que utilizando la transformacio´n VDM, debido a que:
1. Si dos instancias tienen el mismo valor simbo´lico para un atributo no-
minal, pero pertenecen a clases diferentes, VDM calculara´ para ambas el
mismo vector de probabilidad. Sin embargo, ser´ıa conveniente que tuvie-
ran valores diferentes, como por ejemplo puede ocurrir al tener en cuenta
los valores del resto de atributos de las instancias, tal y como ocurre con
las caracter´ısticas que construye el clasificador base de la Cascada. Esta
cuestio´n se hace ma´s cr´ıtica si se requiere separabilidad lineal.
2. La Cascada no reemplaza los atributos nominales originales, por lo que
se requiere un me´todo como NBF a tal efecto. Pero NBF (o cualquier
otra te´cnica para transformar los atributos nominales en nume´ricos) pue-
de conducir con relativa facilidad a una representacio´n de los datos que no
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Tabla 3.1: Ejemplo de conversio´n de datos nominales a binarios conducente a
regiones que no son linealmente separables.
Instancias Instancias Binarizadas
(a1, b1, c1)(a1, b2, c2) (1, 0, 0, 1, 0, 0, c1)(1, 0, 0, 0, 1, 0, c2)
(a2, b2, c1)(a3, b1, c2) (0, 1, 0, 0, 1, 0, c1)(0, 0, 1, 1, 0, 0, c2)
(a3, b3, c1)(a2, b3, c2) (0, 0, 1, 0, 0, 1, c1)(0, 1, 0, 0, 0, 1, c2)
Puntos clase c1 Puntos clase c2 Suma inecuaciones c1
x1 + x4 + k > 0 x1 + x5 + k < 0 x1 + x2 + x3 + x4 + x5 + x6 + 3k > 0
x2 + x5 + k > 0 x3 + x4 + k < 0 Suma inecuaciones c2
x3 + x6 + k > 0 x2 + x6 + k < 0 x1 + x2 + x3 + x4 + x5 + x6 + 3k < 0
⇒ incompatibilidad
⇒ no separables linealmente
sea linealmente separable. En la tabla 3.1 se muestra un ejemplo en el que
obtener un hiperplano de coeficientes xi y te´rmino independiente k, que
separe los puntos de la clase c1 de los puntos de la clase c2 resulta imposi-
ble. Sin embargo, al an˜adir nuevas dimensiones de entrada, las cuales son
estimaciones de las probabilidades de pertenencia de esa instancia a una
clase (tal y como hace la Cascada), contribuye a que se gane separabilidad
lineal.
En cuanto a los resultados experimentales en las publicaciones a las que ha
dado lugar este cap´ıtulo de la tesis, primeramente mostraron que Cascading
aplicado a un A´rbol de Decisio´n es un me´todo interesante para datos nomina-
les [76], sugiriendo que existe alguna combinacio´n de VDM, Cascading y a´rboles
que permite obtener un multiclasificador competitivo cuando se trata de este
tipo de datos. Esta idea posteriormente fue experimentada ma´s fondo, dando
lugar a los resultados publicados en [77] y [78]. Este cap´ıtulo esta´ basado prin-
cipalmente en estos dos art´ıculos. En los mismos se muestra experimentalmente
que la configuracio´n de cascada propuesta inicialmente en [76] se puede mejorar
si se usan a´rboles de decisio´n binarios y si se usa VDM en lugar de NBF para
la transformacio´n de las caracter´ısticas nominales.
El cap´ıtulo se estructura de la siguiente forma: la seccio´n 3.2 describe el
funcionamiento de los multiclasificadores de dos niveles utilizados en la valida-
cio´n experimental (Cascading, Stacking y Grading) y co´mo se pueden aplicar al
aprendizaje de datos nominales. La seccio´n 3.3 analiza el efecto de VDM apli-
cado a los a´rboles de decisio´n y que´ diferencia hay entre VDM aplicado a los
a´rboles y utilizar directamente a´rboles de decisio´n binarios. La seccio´n 3.4 deriva
algunas equivalencias entre multiclasificadores aparentemente distintos con el fin
de simplificar la la validacio´n experimental, la cual se expone en la seccio´n 3.5.
La seccio´n 3.6 expone de forma resumida las conclusiones del cap´ıtulo.
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3.2. Multiclasificadores de dos niveles para da-
tos nominales
Un multiclasificador de dos niveles consta de un nivel llamado meta, y de
otro nivel llamado base. Cada nivel contiene clasificadores, en general, distintos.
La idea en este tipo de arquitectura es que la salida del clasificador del nivel
base alimente la entrada del clasificador del nivel meta. Se asume que las en-
tradas procedentes del clasificador base que le llegan al clasificador meta sera´n
nume´ricas, en tanto la salida del clasificador base sea un vector de probabilida-
des expresando la estimacio´n de la pertenencia de la instancia a cada una de
las clases. Esto permite transformar los datos nominales que eventualmente le
puedan llegar al clasificador base en datos nume´ricos correspondientes a dichas
estimaciones de probabilidad. Esta idea es especialmente u´til cuando el clasi-
ficador meta no pueda trabajar directamente con datos nominales, utilizando
para ello un clasificador base que carezca de este problema. Se han considerado
tres esquemas de dos niveles: Cascading, Stacking y Grading.
Cascade Generalization (tambie´n conocida como Cascading)[47] es una ar-
quitectura con la que combinar clasificadores, que normalmente presenta dos
niveles. El nivel 1 (correspondiente al nivel base) se entrena con el conjunto de
datos original, mientras que el nivel 2 (correspondiente al nivel meta) se entre-
na con un conjunto de datos aumentado, el cual contiene las caracter´ısticas del
conjunto de datos original junto las correspondientes a la salida del clasificador
base. La salida del clasificador base es un vector conteniendo la distribucio´n
de probabilidad condicional (p1, ..., pc), donde c es el nu´mero de clases del con-
junto de datos original, y pi es la estimacio´n de probabilidad calculada por el
clasificador base, de que la instancia pertenezca a la clase i.
Es posible que en ocasiones la conversio´n de nominal a nume´rico resulte en
una representacio´n de las instancias que no sea linealmente separable (como
ocurr´ıa con la conversio´n NBF de la tabla 3.1). Con Cascading se puede re-
solver este problema, ya que el espacio de entrada es aumentado con nuevas
dimensiones que en ocasiones sera´n capaces de transformar una representacio´n
no linealmente separable de los datos en una que s´ı lo sea.
En la aproximacio´n que se presenta en esta tesis, estas nuevas dimensiones
han sido calculadas por un clasificador capaz de trabajar directamente con datos
nominales, como es el caso de los a´rboles de decisio´n.
Por otro lado, es conveniente notar que cuando: (i) el clasificador en el nivel
meta de Cascading no es capaz de trabajar directamente sobre datos nominales,
y (ii) parte de los atributos originales son nominales; ha de existir algu´n tipo de
conversio´n de nominal a nume´rico asociada al clasificador del nivel meta (como
por ejemplo NBF o VDM) que permita que dicho nivel pueda trabajar con esos
atributos nominales. Esto es debido a que el nivel meta de Cascading toma los
atributos originales junto con los de la salida del nivel base. Por tanto, si el
clasificador meta no puede tratar directamente con datos nominales, el uso de
Cascading con un clasificador base que trate directamente con datos nominales,
no evita el uso de las te´cnicas convencionales de conversio´n a nume´rico.
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VDM aumenta la dimensio´n del espacio de entrada de manera que cada
atributo nominal se convierte en tantos atributos como clases tenga el problema.
NBF la aumenta de manera que cada atributo nominal se convierte en tantos
como valores posibles tenga ese atributo. Cascading an˜ade a la dimensio´n del
espacio de entrada del nivel meta un nu´mero fijo de c atributos correspondientes
al vector de probabilidad, pero no evita el crecimiento debido a la aplicacio´n de
NBF o VDM al nivel meta. Luego no es una solucio´n que presente como ventaja
la reduccio´n del nu´mero de caracter´ısticas adicionales que usa el clasificador
final. En todo caso, la ventaja sera´ la mejora de la tasa de acierto de dicho
clasificador, como se vera´ en la seccio´n 3.5.
La utilizacio´n de un A´rbol de Decisio´n en el nivel base para construir un
conjunto de caracter´ısticas nume´ricas podr´ıa ser implementada con otras apro-
ximaciones de multiclasificadores de dos niveles. Una de esas posibles aproxi-
maciones es Stacked Generalization, tambie´n conocida como Stacking [118] (ver
la seccio´n 2.2.6). En [118] los niveles de Stacking se numeran de distinta mane-
ra que en esta tesis. Para evitar confusiones, se seguira´ usando la terminolog´ıa
meta/base para los niveles en lugar de hacer referencia a su numeracio´n.
Normalmente Stacking utiliza ma´s de un clasificador base, y estos clasifica-
dores base suelen ser adema´s distintos entre s´ı. Otro para´metro de Stacking es
el nu´mero de particiones disjuntas (o folds) a utilizar en la parte de validacio´n
cruzada del entrenamiento.
Grading [111] (ver seccio´n 2.2.7) tambie´n es un multiclasificador de dos ni-
veles que, como Stacking, necesita hacer validacio´n cruzada de los clasificadores
base durante el entrenamiento. En [111] tambie´n se numeran lo niveles de dis-
tinta manera que en Cascading, por lo que nuevamente ambos niveles sera´n
denotados como meta y base en el presente trabajo para evitar confusiones.
Stacking y Grading podr´ıan utilizarse para clasificacio´n de datos nominales
de la misma manera que se ha propuesto para Cascading (i.e., usando un u´nico
clasificador en el nivel base capaz de tratar directamente con datos nominales,
como por ejemplo un A´rbol de Decisio´n). Es notable que Stacking y Grading
requieren un proceso de validacio´n cruzada que los hacen ma´s costosos compu-
tacionalmente que Cascading incluso para el caso de un u´nico clasificador base
(que es como se van a usar en esta tesis).
Un detalle diferenciador a favor de Stacking, es que su nivel meta no necesita
convertir a nume´ricos ningu´n dato de tipo nominal, pues toma como entrada
u´nicamente el vector de probabilidad del clasificador base. Como consecuencia,
la dimensio´n del espacio de entrada del nivel meta es fija e igual al nu´mero
de clases que tenga el problema. Por el contrario, en Grading y Cascading la
dimensio´n del espacio de entrada del clasificador del nivel meta es en general
mucho mayor, debido a que no so´lo toman como entrada la prediccio´n del nivel
base, sino las caracter´ısticas correspondientes al conjunto de datos original, las
cuales cuando sean nominales han de sufrir algu´n tipo de transformacio´n a
nume´rico, haciendo aumentar ra´pidamente el nu´mero total de atributos.
Lo habitual es ver configuraciones de Stacking y Grading con varios clasifi-
cadores base. Sin embargo, so´lo se ha considerado el caso de un solo clasificador
base a fin de poder comparar Cascading con otras combinaciones de un clasifi-
66 CAPI´TULO 3. CASCADAS PARA DATOS NOMINALES
Para representar un multiclasificador de dos niveles, en el que el clasificador C1() es
usado en el nivel meta, y el C2() en el base, se utilizara´ la notacio´n
MultiCl[M=C1();B=C2()](x)




y los clasificadores C1 y C2 pueden ser:
DT, un A´rbol de Decisio´n (Decision Tree),
DTB, un A´rbol de Decisio´n binario,
SVM, una ma´quina de vectores soporte.
Figura 3.1: Notacio´n utilizada para los multiclasificadores de dos niveles
cador en el nivel meta y otro en el base. En este cap´ıtulo se utilizara´n combina-
ciones de una SVM en un nivel, y un A´rbol de Decisio´n en el otro. Adema´s se
utilizara´ la notacio´n que se muestra en la figura 3.1. La x representa una ins-
tancia a predecir. Por ejemplo, C[M=SVM(); B=DT()](x) es una configuracio´n
de Cascading que utiliza una SVM en el nivel meta y un A´rbol de Decisio´n en
el base.
En aquellos casos en los que a un clasificador componente de estas configura-
ciones (ya sea meta o base) le llegue alguna caracter´ıstica de tipo nominal, y no
sea capaz de procesarla directamente, supondremos que se hace impl´ıcitamente
una transformacio´n usando NBF. Por ejemplo:
El SVM de C[M=SVM();B=DT()](x) necesita NBF.
El SVM de Stackig[M=SVM();B=DT()](x) no necesita NBF.
3.3. A´rboles de decisio´n binarios vs. VDM apli-
cado a a´rboles de decisio´n
Sea (x, y) una instancia del conjunto de datos, en la que x es un vector que
actu´a como entrada al clasificador, e y la variable de salida o clase. En este
cap´ıtulo VDM(x) representa otro vector, tal que cada componente xi de x pasa
a transformarse en un grupo de componentes VDM(xi); de manera que si xi es
nominal, VDM(xi) se obtiene aplicando VDM a xi; y si xi fuese cuantitativa,
VDM(xi) es igual a xi. Por lo tanto, la dimensio´n de VDM(x) es mayor o igual
que la de x.
DT(VDM(x)) representa un A´rbol de Decisio´n que toma como entrada las
caracter´ısticas que surgen de la aplicacio´n de VDM. En la validacio´n experi-
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mental de [76] se probo´ la configuracio´n DT(VDM(x)) resultando ser bastante
interesante, tanto por su resultado, como por su bajo coste computacional frente
a otras alternativas presentadas en el estudio.
Al aplicar caracter´ısticas nominales a los a´rboles de decisio´n, los nodos que
bifurcan por dichas caracter´ısticas se ramifican en tantas ramas como valores
simbo´licos posibles tenga ese atributo. Por tanto, es habitual que estos nodos
tengan ma´s de dos ramas. Sin embargo, al someter al conjunto de datos a la
transformacio´n VDM, todos los atributos se hacen nume´ricos, haciendo que el
a´rbol siempre se bifurque en dos ramas: una correspondiente a las instancias
que tiene un valor por debajo de un determinado umbral, y otra rama para el
resto.
Cuando se trabaja con bifurcaciones no binarias, el nu´mero de ramas que
parten de cada nodo aumenta haciendo que cada rama abarque un menor nu´me-
ro de instancias de entrenamiento, por lo que para llegar a los nodos hoja basta
atravesar unos pocos nodos de decisio´n. Una bifurcacio´n binaria, por el con-
trario, tendera´ a generar un a´rbol ma´s profundo, dando oportunidad a que al
analizar una instancia se evalu´en ma´s nodos, esto es, se tengan en cuenta ma´s
atributos. Si el nu´mero de instancias del conjunto de datos es pequen˜o este
efecto puede verse reforzado. Por tanto, es de esperar que los a´rboles binarios
obtengan mejores resultados que los que no lo sean. Por ejemplo, parece mejor
usar DT(VDM(x)) que DT(x).
Es posible hacer unos pocos cambios en el algoritmo del A´rbol de Decisio´n y
as´ı conseguir que todas las ramificaciones sean de tipo binario, incluso aunque
se este´ trabajando con datos nominales y sin VDM. En esta tesis se denotan
los a´rboles de decisio´n binarios como DTB(x). En un a´rbol de este tipo, las
ramificaciones binarias por un atributo nominal tendra´n asociado un test lo´gico
que compruebe si el valor del atributo es igual o distinto a un determinado valor
simbo´lico. Sin embargo, una ramificacio´n de tipo binario en un a´rbol con VDM
(p.e. DT(VDM(x))) tiene asociado un test lo´gico que comprobara´ si algu´n valor
nume´rico, proveniente de la transformacio´n VDM, supera o no un determinado
umbral. Por lo tanto, cabe esperar que los resultados de DTB(x) y DT(VDM(x))
sean ligeramente distintos.
No´tese que al transformar con VDM un conjunto de datos con el que se va
a entrenar un a´rbol, todos los atributos pasan a ser nume´ricos, por lo que tanto
se trate de un A´rbol de Decisio´n no binario, como de uno binario, e´ste so´lo
tendra´ nodos que efectu´en comprobaciones del tipo ((mayor que)). De donde se
deduce directamente la siguiente equivalencia:
DT(VDM(x)) ≡ DTB(VDM(x)) (3.1)
Esta igualdad reduce considerablemente el nu´mero de combinaciones posibles
con a´rboles de decisio´n en multiclasificadores de dos niveles.
68 CAPI´TULO 3. CASCADAS PARA DATOS NOMINALES














3.4. Equivalencias entre multiclasificadores de dos
niveles
VDM se puede implementar como un filtro que mantiene intactos los atri-
butos nume´ricos, mientras que transforma los nominales en un conjunto de pro-
babilidades. Por ello, la notacio´n C(VDM()) indica que se ha aplicado VDM a
las entradas de un clasificador C.
Extendiendo esta misma notacio´n, es posible indicar cuando se ha aplica-
do VDM a alguno de los niveles de un multiclasificador de dos niveles. Por
ejemplo: C[M=SVM(VDM()); B=DT()](x) aplica VDM so´lo a las entradas del
clasificador meta SVM.
Si se tiene en cuenta la igualdad (3.1) de la seccio´n anterior, es posible derivar
un gran nu´mero de multiclasificadores de dos niveles equivalentes. En la tabla 3.2
se muestran ejemplos de multiclasificadores de dos niveles con VDM que resultan
ser equivalentes. Los me´todos en la segunda columna son equivalentes a los de
la tercera.
Las filas primera y segunda en la tabla muestran ejemplos que se pueden
derivar a partir de la equivalencia (3.1). La tercera fila ilustra que transformar
los datos con VDM y luego aplicar esta transformacio´n a una cascada, es lo
mismo que aplicar por separado VDM a cada uno de los niveles de la misma.
Esta equivalencia ocurre u´nicamente con Cascading. En el caso de Stacking y
Grading, las estimaciones de probabilidad que hace VDM no son las mismas
cuando se considera todo el conjunto de datos, que cuando se consideran los
datos pertenecientes a las particiones de la validacio´n cruzada. Por lo tanto, no
es lo mismo aplicar VDM al conjunto de datos, y utilizar el resultado para hacer
Stacking o Grading, que aplicar por separado el filtro VDM a cada uno de los
dos niveles de estos multiclasificadores.
Adema´s es posible derivar algunas equivalencias ma´s, como consecuencia de
que las entradas al nivel meta de Stacking son siempre probabilidades continuas:
3.5. VALIDACIO´N EXPERIMENTAL 69
1. Es lo mismo aplicar VDM al nivel meta de Stacking que no aplicarlo. Se
puede ver un ejemplo en la cuarta fila de la tabla 3.2.
2. En el nivel meta de Stacking tampoco hay diferencia entre usar a´rboles de
decisio´n binarios o no binarios. Puede verse un ejemplo de esta equivalencia
en la quinta fila de la tabla 3.2.
Estas dos reglas se pueden combinar derivando nuevas equivalencias de forma
transitiva. Por ejemplo, la sexta fila de la tabla 3.2.
Todas estas equivalencias van a servir para simplificar el nu´mero de confi-
guraciones a tener en cuenta en el disen˜o de la validacio´n experimental, descar-
tando aquellas que sean redundantes.
3.5. Validacio´n experimental
Para hacer la validacio´n experimental se ha implementado Cascading y VDM
en Java integra´ndolo en WEKA [117]. Se han probado los siguientes me´todos,
utilizando para ello 27 conjuntos de datos:
1. El A´rbol de Decisio´n, tanto en su variante binaria, como en la que no
es binaria. Para ello, se ha usado la implementacio´n del a´rbol C4.5 de
Quinlan [92] provista por WEKA, conocida como J.48. En las tablas co-
rrespondientes a la validacio´n que aparecera´n ma´s adelante, se denota
como J.48 la variante no binaria, y como J.48bin la variante binaria. Am-
bas variantes de J.48 sera´n aplicadas adema´s a los multiclasificadores de
dos niveles que usen a´rboles de decisio´n en alguno de sus niveles.
2. SMO [91], que es la implementacio´n de SVM provista por WEKA. Se
ha utilizado una funcio´n nu´cleo lineal. Como en el caso anterior, esta
implementacio´n ha sido utilizada tambie´n en los multiclasificadores de
dos niveles que tienen una SVM en alguno de sus niveles.
3. J.48 (binario o no) con VDM, y SMO con VDM. En ambos casos, las
caracter´ısticas nominales fueron reemplazadas por la salida de VDM.
4. Cascading con un A´rbol de Decisio´n en el nivel base y con un SVM en
el meta, y la configuracio´n invertida. A estas combinaciones se suman las
variantes resultantes de aplicar VDM a los dos niveles, a uno de ellos, o a
ninguno de ellos.
5. La implementacio´n de Stacking de WEKA, con diez particiones o folds.
Se han probado las combinaciones que surgen de aplicar J.48 (binario y
no binario) en el nivel base, y SMO en el meta; as´ı como la configuracio´n
inversa. Como en el caso de Cascading, a estas combinaciones hay que
sumar las variantes resultantes de aplicar VDM a los dos niveles, a uno de
ellos, o a ninguno de ellos.
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6. La implementacio´n de Grading que hace WEKA, tambie´n con diez par-
ticiones. Las configuraciones probadas se obtienen igual que en Stacking,
esto es: aplicar J.48 (binario y no binario) en el nivel base, y SMO en el
meta; as´ı como la configuracio´n inversa, ma´s las variantes resultantes de
aplicar VDM a los dos niveles, a uno de ellos, o a ninguno de ellos).
Sobre todas estas configuraciones iniciales se descartan aquellas que resultan
redundantes por la aplicacio´n de las equivalencias deducidas en la seccio´n 3.4,
de donde surgen un total de 57 me´todos a probar. Se ampl´ıa la notacio´n de
la figura 3.1 con los valores SMO, J.48 y J.48bin para los clasificadores base y
meta.
Se ha utilizado validacio´n cruzada 10×10, y la versio´n corregida del Re-
sampled t-test [85] ya comentada en la seccio´n 2.3.1. El nivel de significacio´n
elegido para comparar los me´todos fue del 5%. Las entradas al test son los 100
resultados de aplicar la validacio´n 10×10 a cada me´todo y conjunto de datos.
La tabla 3.3 muestra los conjuntos de datos utilizados. En la tabla la marca
(U) indica que el conjunto procede del repositorio UCI [3], mientras que la marca
(S) indica que procede de Statlib. Todos los conjuntos de Statlib utilizados, a
su vez, proceden de [112]. Todos los conjuntos de datos seleccionados no tienen
ningu´n atributo nume´rico u ordinal 1. Las u´nicas modificaciones que se hicieron
a los conjuntos de datos fueron:
1. Suprimir los atributos que actuasen de clave primaria (i.e., en Molecular
biology promoters y Splice datasets).
2. En Monks-1 y Monks-2, so´lo se ha tomado el conjunto de entrenamiento,
ya que el de validacio´n es un subconjunto del primero.
3. En Monks-3 y Spect, se ha efectuado la unio´n de los conjuntos de entre-
namiento y validacio´n.
La tabla 3.4 ofrece una comparativa de las distintas configuraciones. Los
me´todos equivalentes han sido omitidos. La primera y tercera columna de la ta-
bla 3.4 (V−D Rank y V−D, respectivamente) presentan los me´todos ordenados
segu´n el test estad´ıstico utilizado (ver ranking de diferencias entre victorias y
derrotas significativas en la seccio´n 2.3.2). El test se efectu´a entre cada conjunto
de datos y cada par de me´todos, de manera que es capaz de estimar si no hay
diferencia significativa entre ambos me´todos o si uno es mejor que otro. Cada
me´todo tiene un nu´mero de victorias y derrotas asociadas que surgen al con-
frontarlo mediante el test contra el resto de me´todos para todos los conjuntos
de datos. Estas diferencias se muestran en la columna V−D de la tabla. Con
esa diferencia es posible hacer el ranking por el que aparece ordenada la tabla
(columna V−D Rank).
La segunda y cuarta columna de la tabla 3.4 (Avg Rank y Avg, respectiva-
mente) muestran los me´todos valorados segu´n el Ranking Promedio [26], tambie´n
1En realidad, algunos de estos atributos s´ı que son ordinales, pero han sido tratados como
nominales, tal y como pueden encontrarse en el sitio web de WEKA (http://www.cs.waikato.
ac.nz/ml/weka/).
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Tabla 3.3: Conjuntos de datos utilizados en la validacio´n experimental del
Cap´ıtulo 3. La marca (U) indica que el conjunto procede del repositorio UCI,
mientras que la marca (S) indica que procede de Statlib. #I indica el nu´mero
de instancias, #A el nu´mero de atributos incluyendo la clase, #C el nu´mero de
clases.
Dataset #I #A #C
Audiology (U) 226 70 24
Boxing1 (S) 120 4 2
Boxing2 (S) 132 4 2
Breast cancer (U) 286 10 2
Car (U) 1728 7 4
Dmft (S) 797 5 6
Fraud (S) 42 12 2
Kr-vs-kp (U) 3196 37 2
Mol Biol Prmtrs (U) 106 58 2
Monks-1 (U) 432 7 2
Monks-2 (U) 432 7 2
Monks-3 (U) 438 7 2
Mushroom (U) 8124 23 2
Nursery (U) 12960 9 5
Postop. patient (U) 90 9 3
Primary tumor (U) 339 18 21
Solar flare 1 C (U) 323 11 3
Solar flare 1 M (U) 323 11 4
Solar flare 1 X (U) 323 11 2
Solar flare 2 C (U) 1066 11 8
Solar flare 2 M (U) 1066 11 6
Solar flare 2 X (U) 1066 11 3
Soybean (U) 683 36 19
Spect (U) 267 23 2
Splice (U) 3190 61 3
Tic-tac-toe (U) 958 10 2
Vote (U) 435 17 2
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comentado en la seccio´n 2.3.2. Para ello, se hace previamente un ranking segu´n
la tasa de acierto de cada me´todo para cada conjunto de datos. Despue´s se cal-
cula la posicio´n promedio en estos rankings de cada me´todo a lo largo de todos
los conjuntos de datos, este valor se conoce como Ranking Promedio (columna
Avg de la tabla). Finalmente, los me´todos se ordenan por el Ranking Promedio.
La columna Avg Rank de la tabla muestra las posiciones de cada me´todo segu´n
este u´ltimo ranking.
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Tabla 3.4. Estudio de 57 me´todos para datos nominales ordenados por su
ranking promedio (se han omitido los me´todos equivalentes).
V−D Avg
Rank Rank V−D Avg Me´todos
1 1 294 20.85 C[M=SMO(VDM());B=J.48bin()](x)
2 2 250 21.78 C[M=SMO();B=J.48bin()](x)
3 7 215 23.96 C[M=SMO();B=J.48()](VDM(x))
4 8 185 24.61 C[M=J.48(VDM());B=J.48bin()](x)
5 3 172 22.15 C[M=SMO();B=J.48()](x)
6 52 146 34.17 C[M=SMO();B=J.48(VDM())](x)
7.5 53 142 34.37 C[M=J.48bin();B=J.48(VDM())](x)
7.5 6 142 23.85 C[M=SMO(VDM());B=J.48()](x)
9 9 131 25.06 C[M=J.48();B=J.48bin()](VDM(x))
10 13 128 25.59 J.48bin(x)
11 15 127 26.02 C[M=J.48bin();B=SMO()](x)
12 4 126 23.44 C[M=J.48();B=J.48bin()](x)
13 25 118 28.26 S[M=J.48();B=J.48bin()](x)
14 14 111 25.85 C[M=J.48bin(VDM());B=J.48()](x)
15 5 107 23.83 C[M=J.48bin();B=J.48()](x)
16 57 102 37.28 C[M=J.48();B=J.48bin(VDM())](x)
17 20 99 27.22 G[M=J.48();B=J.48bin()](x)
18 16 94 26.39 J.48(VDM(x))
19 23 90 28.04 S[M=J.48bin();B=J.48(VDM())](x)
20 24 88 28.09 S[M=J.48bin();B=J.48()](VDM(x))
21 11 83 25.28 S[M=SMO();B=J.48bin()](x)
22.5 18 71 26.85 G[M=J.48();B=J.48bin(VDM())](x)
22.5 33 71 29.57 C[M=J.48();B=SMO()](VDM(x))
24 12 69 25.56 S[M=SMO();B=J.48()](VDM(x))
25 26 68 28.52 G[M=J.48(VDM());B=J.48bin()](x)
26 10 67 25.15 S[M=SMO();B=J.48(VDM())](x)
27 31.5 62 29.54 C[M=J.48bin();B=SMO(VDM())](x)
28 31.5 38 29.54 C[M=J.48(VDM());B=SMO()](x)
29 21 13 27.39 G[M=J.48(VDM());B=J.48bin(VDM())](x)
30 39 12 31.24 G[M=SMO(VDM());B=J.48bin()](x)
31 28 9 28.69 G[M=SMO();B=J.48bin()](x)
32 35 8 29.98 G[M=J.48bin();B=J.48(VDM())](x)
33 17 3 26.59 C[M=J.48();B=SMO()](x)
34 30 0 29.22 G[M=J.48bin();B=J.48()](VDM(x))
35 51 -23 33.81 G[M=SMO();B=J.48(VDM())](x)
36 45 -26 32.20 G[M=SMO(VDM());B=J.48(VDM())](x)
37 43 -53 32.07 G[M=SMO();B=J.48()](VDM(x))
38 19 -72 27.09 J.48(x)
39 47 -75 32.69 C[M=J.48();B=SMO(VDM())](x)
40 27 -95 28.59 G[M=J.48();B=SMO()](x)
41 29 -117 29.17 G[M=J.48bin();B=SMO()](x)
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Tabla 3.4. Continu´a de la pa´gina anterior.
V−D Avg
Rank Rank V−D Avg Me´todos
42 22 -126 27.87 S[M=SMO();B=J.48()](x)
43.5 46 -134 32.31 G[M=J.48();B=SMO(VDM())](x)
43.5 42 -134 32.02 S[M=J.48bin();B=J.48()](x)
44.5 34 -137 29.78 SMO(x)
44.5 38 -137 30.96 G[M=J.48(VDM());B=SMO()](x)
47 49 -173 32.89 SMO(VDM(x))
47.5 36 -174 30.09 G[M=J.48bin(VDM());B=J.48()](x)
47.5 37 -174 30.19 G[M=J.48bin();B=J.48()](x)
50 41 -179 31.85 G[M=J.48();B=SMO()](VDM(x))
51 50 -184 32.93 G[M=J.48(VDM());B=SMO(VDM())](x)
52 44 -185 32.17 G[M=SMO(VDM());B=J.48()](x)
53 48 -187 32.87 G[M=J.48bin();B=SMO(VDM())](x)
54 40 -210 31.59 G[M=SMO();B=J.48()](x)
55.5 56 -278 35.72 S[M=J.48();B=SMO()](VDM(x))
55.5 55 -278 35.15 S[M=J.48();B=SMO(VDM())](x)
57 54 -290 35.06 S[M=J.48();B=SMO()](x)
A la vista de estos rankings es posible hacer las siguientes observaciones:
1. J.48bin(x) parece funcionar mejor que J.48(VDM(x)), y ambos a su vez
funcionan mejor que J.48(x).
2. SMO(x) no mejora usando VDM (i.e., SMO(VDM(x)).
3. Los me´todos mejor posicionados en el ranking son configuraciones de
Cascading que tienen un SMO en el nivel meta, y un A´rbol de Deci-
sio´n en el nivel base. Los dos mejores me´todos en ambos rankings son
C[M=SMO(VDM()); B=J.48bin()](x) and C[M=SMO(); B= J.48bin()](x).
Por lo tanto, la utilizacio´n de J.48bin en el nivel base parece una mejora
ma´s relevante que el uso de VDM en el nivel meta.
4. Los me´todos ma´s costosos computacionalmente (i.e., Stacking y Grading)
suelen funcionar peor que Cascading, y a veces incluso peor que un J.48
o´ un SMO en solitario.
5. Cascading utilizando SMO como me´todo base no es una mala configu-
racio´n, pero suele funciona peor que Cascading usando un a´rbol como
me´todo base.
Este u´ltimo punto aparentemente se contradice con [47], en cuanto a que en
esta referencia se sugiere la eleccio´n del tipo de clasificador que ha de ir en cada
uno de los dos niveles basa´ndose en los siguientes puntos:
Combinar clasificadores que difieran desde la perspectiva de un
ana´lisis Bias-Varianza.
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En el nivel inferior utilizar algoritmos con poca varianza.
En el nivel superior utilizar algoritmos con poco bias.
Como ya se explico´ en la seccio´n 2.2.4, varianza y bias son ambas compo-
nentes del error de un clasificador [8, 62, 64, 45, 116]. Intuitivamente, dadas
varias muestras del mismo conjunto de datos, el bias mide el error promedio
del algoritmo de aprendizaje, mientras que la varianza mide como puede variar
el error del clasificador obtenido de una muestra a otra. Por lo tanto, un algo-
ritmo inestable, como por ejemplo una Red Neuronal o un A´rbol de Decisio´n,
tendra´ una componente varianza alta, mientras que un algoritmo estable, como
por ejemplo un SVM lineal o Bagging, tendra´ varianza baja. Normalmente, el
efecto de incrementar la componente varianza es una disminucio´n del valor de la
bias, y viceversa. Este efecto puede verse en la sintonizacio´n de para´metros de
algunos clasificadores. La aplicacio´n de Cascading usando las tres reglas ante-
riores, es por tanto, un intento de combinar dos clasificadores, uno con un bias
bajo, y el otro con una varianza baja, para as´ı conseguir uno nuevo que tenga
valores menores en ambas medidas.
En [47] se prefiere una varianza baja en el nivel inferior, y un bias bajo en el
superior, porque ((seleccionando me´todos con bajo bias en el nivel superior, es
posible ajustarse a a superficies de decisio´n ma´s complejas, teniendo en cuenta
las superficies ‘estables’ dibujadas por los clasificadores del nivel inferior )). La
validacio´n experimental en [47] sobre 26 conjuntos de datos del repositorio UCI
da soporte a esta conclusio´n, pero en este experimento los conjuntos de datos
tienen atributos tanto nominales como continuos.
Sin embargo, esas ((superficies estables)) es posible que no se dibujen de una
manera apropiada cuando hay datos nominales, especialmente si el me´todo del
nivel inferior no puede tratar directamente con este tipo de datos, y por tanto
necesita de algu´n tipo de conversio´n, como es el caso de SVM. Es por ello, que
es factible que no exista realmente una contradiccio´n entre los resultados en [47]
y los obtenidos en este cap´ıtulo, pues la diferencia se explica en base a que los
experimentos de ambos trabajos esta´n enfocados a diferentes tipos de datos.
En los rankings presentados en la tabla 3.4 es obvio que existen muchos
me´todos no demasiado competitivos. Podr´ıa argumentarse que la presencia de
dichos me´todos puede estar distorsionando los resultados obtenidos. Para asegu-
rarse de que no es as´ı, se ha repetido el mismo estudio enfoca´ndolo u´nicamente
a los siguientes me´todos:
1. Los siete me´todos correspondientes a la interseccio´n de los diez mejores
me´todos en ambos rankings (me´todos con segunda columna en negrita en
la tabla 3.4). Es notable que dicha interseccio´n adema´s contiene a los tres
mejores me´todos de cada ranking por separado.
2. Los me´todos que sirven de componentes de los multiclasificadores funcio-
nando en solitario (i.e., SMO(x), J.48(x), J.48bin(x)).
3. VDM aplicado a los me´todos anteriores: SMO(VDM(x)) y J.48(VDM(x)).
No´tese que J.48(VDM(x)) es equivalente a J.48bin(VDM(x)).
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Igual que antes, se utiliza una validacio´n cruzada 10×10 y el test corregido
Resampled t-test, en esta ocasio´n para u´nicamente para estos doce me´todos. Los
resultados de los experimentos se muestran en las tablas 3.5 y 3.6. Se ha marca-
do en negrita el mejor me´todo de ambas tablas para cada conjunto de datos. La
mejor configuracio´n segu´n el ranking por la diferencia entre victorias y derrotas
significativas esta´ en la primera columna de la primera de las tablas (Cascading
utilizando un SVM filtrado con VDM en el nivel meta, con un A´rbol de Decisio´n
binario en el nivel base). Dicho me´todo se utiliza como referencia, de manera
que el s´ımbolo “◦” indica una victoria significativa sobre el me´todo de referencia
y el s´ımbolo “•” indica una derrota significativa contra dicho me´todo. La u´lti-
ma fila de la tabla ofrece un resumen del total de Victorias/Empates/Derrotas
significativas de cada me´todo sobre el mencionado me´todo de referencia.
Segu´n la u´ltima fila de las tablas 3.5 y 3.6 el me´todo de referencia (i.e.,
C[M=SMO(VDM()); B=J.48bin()](x)) es mejor me´todo, aunque las diferencias
entre este me´todo y el resto de configuraciones de las tablas que usan Cascading
no parecen muy importantes. Por otro lado, so´lo los a´rboles de decisio´n binarios
(i.e., J.48bin(x) and J.48(VDM(x))) tienen resultados comparables.
Nuevamente se hace un ranking de los me´todos segu´n la diferencia entre
victorias y derrotas significativas (ver tabla 3.7) y segu´n el ranking promedio
(ver table 3.8).
C[M=SMO(VDM()); B=J.48bin()](x) es nuevamente el mejor me´todo en
ambos rankings. Una vez ma´s, los multiclasificadores de tipo Cascading copan
las mejores posiciones de los dos rankings. Los a´rboles de decisio´n binarios nueva-
mente parecen el mejor clasificador en solitario. Como en la anterior validacio´n,
la utilizacio´n de a´rboles de decisio´n binarios en el nivel base de las cascadas
se manifiesta como la mejora que da el e´xito a estos multiclasificadores en los
rankings de la tabla 3.7. Sorprendentemente, SMO(VDM(x)) es el peor me´todo
en ambos rankings.
3.6. Conclusiones
Hay muchos clasificadores que requieren que los conjuntos de datos con los
que trabajen tengan u´nicamente entradas de tipo nume´rico. La existencia de
te´cnicas que permiten dar una representacio´n nume´rica a los datos nominales
permite aplicar clasificadores que requieren nu´meros a datos simbo´licos. NBF y
VDM son dos de estas te´cnicas. La transformacio´n de nominal a nume´rico pue-
de mejorar si se an˜aden nuevas caracter´ısticas construidas por otro clasificador
que sea capaz de trabajar directamente con datos nominales, como por ejem-
plo un A´rbol de Decisio´n. Estas nuevas dimensiones, an˜adidas a las originales,
pueden resultar en representaciones de los datos separables a trave´s de algu´n
tipo de superficie en el espacio n-dimensional (e.g. linealmente separables). Es-
ta propiedad resulta muy interesante para bastantes algoritmos de aprendizaje
nume´ricos. En ese cap´ıtulo se ha propuesto y probado la utilizacio´n de multi-
clasificadores de tipo Cascading para generar esas dimensiones extra, con el fin
de mejorar el comportamiento de las SVM con funcio´n nu´cleo lineal sobre datos
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Tabla 3.5: Acierto de los 12 me´todos para datos nominales considerados (I).
V/E/D son el nu´mero de victorias/empates/derrotas significativas del me´todo
de esa columna contra el me´todo de la primera columna. Se ha marcado en
negrita el mejor me´todo de ambas tablas para cada conjunto de datos. El s´ımbolo
“◦” indica una victoria significativa sobre el me´todo de la primera columna,


























































































































Audiology 84.21 80.91 • 82.65 84.74 84.34 76.65 •
Boxing1 85.33 84.00 83.67 85.42 81.17 82.83
Boxing2 79.77 80.98 80.44 78.76 79.91 79.41
Breast cancer 70.50 70.40 74.14 74.28 70.92 70.43
Car 96.72 96.76 95.14 • 95.03 • 97.32 97.21 ◦
Dmft 20.10 20.22 19.81 19.89 20.18 19.72
Fraud 70.75 68.85 73.60 75.65 85.50 ◦ 72.55
Kr-vs-kp 99.44 99.44 99.44 99.44 99.35 99.44
M.Biol.Prm 88.98 90.05 91.42 91.43 86.55 78.90 •
Monks-1 98.17 98.19 96.60 96.60 76.21 • 99.51
Monks-2 94.79 94.89 67.14 • 67.14 • 89.70 • 96.37
Monks-3 98.63 98.63 98.63 98.63 98.63 98.63
Mushroom 100.0 100.0 100.0 100.0 100.0 99.99
Nursery 99.36 99.36 98.29 • 98.25 • 99.42 99.59 ◦
Post.patient 69.11 69.11 67.22 67.11 68.78 69.22
Prim. tumor 43.13 43.25 44.31 43.93 43.55 40.61
Solar f.1 C 89.70 89.73 88.95 88.92 88.18 • 89.61
Solar f.1 M 89.24 89.55 89.67 89.33 88.99 89.64
Solar f.1 X 97.84 97.84 97.84 97.84 97.84 97.84
Solar f.2 C 82.59 82.67 82.91 82.77 82.76 82.70
Solar f.2 M 96.62 96.62 96.62 96.62 96.62 96.62
Solar f.2 X 99.53 99.53 99.53 99.53 99.53 99.53
Soybean 93.91 93.78 94.13 93.95 93.83 92.43
Spect 81.96 81.62 81.62 81.96 82.14 81.84
Splice 94.93 93.96 • 93.55 • 95.33 94.80 94.32 •
Tic-tac-toe 93.81 94.16 97.35 ◦ 85.53 • 94.28 94.06
Vote 96.75 96.69 96.69 96.75 96.75 97.19
V/E/D 0/25/2 1/22/4 0/23/4 1/23/3 2/22/3
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Tabla 3.6: Acierto de los 12 me´todos para datos nominales considerados (II).
V/E/D son el nu´mero de victorias/empates/derrotas significativas del me´todo
en esa columna frente al me´todo de la primera columna de la tabla anterior.
Se ha marcado en negrita el mejor me´todo de ambas tablas para cada conjunto
de datos. El s´ımbolo “◦” indica una victoria significativa sobre el me´todo de la
primera columna de la tabla 3.5, mientras que el s´ımbolo “•” indica una derrota

























































Audiology 76.86 • 80.77 • 84.16 77.26 • 76.73 • 76.92 •
Boxing1 81.25 81.58 83.67 87.00 81.08 85.33
Boxing2 79.75 82.34 79.15 80.44 79.91 79.62
Breast cancer 70.96 69.52 68.97 74.28 70.88 70.50
Car 97.54 93.62 • 93.20 • 92.22 • 97.30 96.63
Dmft 19.72 21.14 20.73 19.60 20.06 19.82
Fraud 86.40 ◦ 76.10 73.10 63.05 86.40 ◦ 66.10
Kr-vs-kp 99.37 95.79 • 96.79 • 99.44 99.36 99.44
Mol.Biol.Prm 76.82 • 91.01 91.65 79.04 • 76.22 • 79.09 •
Monks-1 76.12 • 74.86 • 75.00 • 96.60 76.28 • 98.33
Monks-2 91.14 67.14 • 67.14 • 67.14 • 90.07 • 94.31
Monks-3 98.63 96.12 • 95.89 • 98.63 98.63 98.63
Mushroom 100.0 100.00 100.00 100.00 100.00 99.99
Nursery 99.59 ◦ 93.08 • 93.08 • 97.18 • 99.42 99.36
Post. patient 69.33 67.33 67.11 69.78 69.33 70.11
Primary tumor 40.56 47.09 42.69 41.39 41.22 41.19
Solar flare1 C 88.15 • 88.49 • 88.19 • 88.95 88.15 • 89.73
Solar flare1 M 89.58 89.70 89.33 89.98 89.61 89.76
Solar flare1 X 97.84 97.84 97.84 97.84 97.84 97.84
Solar flare2 C 82.90 82.91 82.77 82.93 82.89 82.72
Solar flare2 M 96.62 96.62 96.62 96.62 96.62 96.62
Solar flare2 X 99.53 99.53 99.53 99.53 99.53 99.53
Soybean 92.75 93.10 93.38 91.78 • 92.77 92.30
Spect 82.29 83.61 82.79 81.35 81.69 81.35
Splice 94.24 92.88 • 95.47 94.17 94.28 94.36 •
Tic-tac-toe 94.49 98.33 ◦ 73.90 • 85.28 • 94.28 93.79
Vote 97.19 95.77 96.04 96.57 96.57 96.57
V/E/D 2/21/4 1/17/9 0/19/8 0/20/7 1/21/5 0/24/3
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Tabla 3.7: Ranking de los 12 me´todos por la diferencia entre victorias y derrotas
significativas (V−D: Victorias−Derrotas, V: Victorias, D: Derrotas).
V−D V D Me´todos
44 52 8 C[M=SMO(VDM());B=J.48bin()](x)
32 46 14 C[M=SMO();B=J.48bin()](x)
25 44 19 C[M=SMO();B=J.48()](VDM(x))
19 42 23 C[M=J.48(VDM());B=J.48bin()](x)
14 42 28 C[M=SMO();B=J.48()](x)
7 34 27 J.48bin(x)
6 38 32 C[M=J.48();B=J.48bin()](VDM(x))
6 39 33 C[M=SMO(VDM());B=J.48()](x)
-3 32 35 J.48(VDM(x))
-40 15 55 J.48(x)
-55 20 75 SMO(VDM(x))
-55 21 76 SMO(x)















80 CAPI´TULO 3. CASCADAS PARA DATOS NOMINALES
puramente nominales.
La validacio´n experimental efectuada muestra, que para construir estas ca-
racter´ısticas adicionales, es muy adecuado utilizar a´rboles de decisio´n en el nivel
base de un multiclasificador de tipo Cascading. Entre los resultados experimen-
tales presentados en este cap´ıtulo destaca que, segu´n el ranking de diferencias
entre victorias y derrotas significativas, los a´rboles de decisio´n binarios parecen
dar mejor resultado que los no binarios. Este comportamiento podr´ıa deberse
a que los a´rboles de decisio´n no binarios tienden a expandirse ma´s en anchu-
ra, generando prematuramente suba´rboles de profundidad reducida, lo que no
favorece el comportamiento del a´rbol que finalmente resulta.
Las mejores configuraciones de Cascading obtenidas en los experimentos tie-
nen el A´rbol de Decisio´n en el nivel base y el SVM en el nivel meta. Sin embargo,
segu´n [47], ser´ıa ma´s conveniente una configuracio´n de Cascading intercambian-
do el nivel en el que aparecen cada uno de los clasificadores (colocando el cla-
sificador con menor bias en el nivel meta, y el de menor varianza en el base).
No obstante, esta conclusio´n en [47] se corresponde con una validacio´n expe-
rimental para conjuntos de datos de cualquier tipo, en general, mientras que
los resultados expuestos en este cap´ıtulo esta´n centrados en experimentos con
datos puramente nominales, donde puede interesar tener un clasificador capaz
de trabajar con este tipo de datos en el nivel base au´n cuando sea inestable,
como en el caso de los a´rboles de decisio´n.
Tambie´n han sido probados otros multiclasificadores de dos niveles (i.e.,
Stacking y Grading), pero sus resultados son peores que los obtenidos con Cas-
cading, aun siendo algoritmos ma´s costosos computacionalmente. Asimismo, se
ha probado a utilizar VDM en alguno o en ambos niveles de Cascading, Stacking
y Grading. Aunque VDM aparece en el me´todo mejor posicionado en el ranking
(Cascading con SVM filtrado con VDM en el nivel meta, mas un A´rbol de Deci-
sio´n binario en el nivel base), una segunda validacio´n experimental conteniendo
solamente los me´todos componentes y los mejores multiclasificadores, revela que
la diferencia de esta configuracio´n con otras sin VDM, pero que tienen un A´rbol
de Decisio´n en el nivel base, no son muy significativas. Adema´s, los experimentos





Un multiclasificador o ensemble consiste en un conjunto de clasificadores
cuyas predicciones se combinan de alguna forma con el objeto de obtener una
prediccio´n conjunta ma´s precisa. Para que la tasa de acierto de un multiclasifica-
dor sea mejor que la de un solo clasificador base, se requiere que los clasificadores
base no predigan de forma incorrecta las mismas instancias. Por ello, es necesa-
rio que los clasificadores base sean diversos, a fin de que los errores de unos, a la
hora de clasificar una determinada instancia, sean compensados por el acierto
de otros, y en la prediccio´n global del multiclasificador el resultado mejore.
Los multiclasificadores ma´s populares (como por ejemplo Bagging, Random
Forests, Random Subspaces o Boosting) aplican repetidamente a cada clasifi-
cador base el mismo algoritmo de entrenamiento. Por ello, cabe preguntarse si
sus clasificadores base son capaces, y co´mo, de proveer distintas salidas para
las mismas entradas. La diversidad de los clasificadores base ha sido obtenida a
trave´s de distintas estrategias en cada caso, pero la mayor´ıa de ellas se basan en
hacer algu´n tipo de modificacio´n en el conjunto de entrenamiento de cada uno
de los clasificadores base.
En Bagging [7] la diversidad proviene de tomar distintos subconjuntos de
instancias para entrenar cada clasificador base. En el me´todo de los Random
Subspaces [55] se toman distintos subconjuntos de atributos para entrenar cada
clasificador base. Los Random Forests [11] pueden considerarse una variante de
Bagging que utilizan Random Trees como clasificadores base. En estos Random
Trees, la seleccio´n del atributo por el que se bifurca un nodo se hace teniendo
en cuenta un subconjunto aleatorio de atributos que va cambiando para cada
nodo.
Boosting [41] entrena de forma iterativa los clasificadores base modificando
los pesos de las instancias que va a utilizar el siguiente clasificador base. Los nue-
vos pesos se computan a partir del error de entrenamiento del clasificador base
de la u´ltima iteracio´n, de manera que los siguientes clasificadores base cada vez
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esta´n ma´s especializados en las instancias que han clasificado incorrectamente
las iteraciones anteriores.
En este abanico de multiclasificadores es posible observar:
1. Que algunos de estos me´todos esta´n restringidos a tener que usar un de-
terminado tipo de clasificador base (e.g., Random Trees), mientras que
otros pueden usar cualquier clasificador base (e.g., Bagging o Random
Subspaces).
2. Que en muchas ocasiones es posible mezclar me´todos multiclasificadores
exportando la estrategia con la que un multiclasificador obtiene diversidad
a otro multiclasificador. Por ejemplo, el remuestreo que utiliza Bagging
puede ser exportado a Boosting y hacer Boosting con remuestreo. La se-
leccio´n aleatoria de caracter´ısticas en Random Subspaces tambie´n podr´ıa
combinarse con otros me´todos como Bagging o Boosting.
El me´todo que se describe en este cap´ıtulo tiene el nombre de Disturbing
Neighbors. Dos ventajas importantes de este me´todo son que presenta las dos
caracter´ısticas anteriores, pues:
Puede ser aplicado con cualquier me´todo base.
Su forma de obtener diversidad puede exportarse a cualquier multiclasifi-
cador existente.
De hecho, en este cap´ıtulo se validara´ el me´todo haciendo pruebas con SVM
y dos tipos de a´rboles como clasificadores base, as´ı como con todos los me´todos
multiclasificadores mencionados en esta introduccio´n.
Profundizando en la segunda de las ventajas:
1. Disturbing Neighbors no necesita tener en cuenta el esquema de combina-
cio´n en el que va a ser utilizado. Es ma´s, puede ser utilizado en cualquie-
ra de los multiclasificadores mencionados en esta seccio´n. Aunque estos
me´todos ya tengan su propia forma de obtener diversidad, la utilizacio´n
adicional de Disturbing Neighbors dara´ lugar, generalmente, a multiclasi-
ficadores au´n ma´s diversos y ma´s precisos.
2. La diversidad en estos me´todos exportables a otros, frecuentemente, se
adquiere a trave´s de algu´n elemento aleatorio que interviene en el pro-
ceso de entrenamiento de los clasificadores base, (i.e., aleatoriedad en el
remuestreo, aleatoriedad en la seleccio´n de caracter´ısticas). El me´todo que
se presenta en este cap´ıtulo, Disturbing Neighbors tambie´n inserta ingre-
dientes aleatorios que hacen que el mismo clasificador base sea construido
de diferente manera cada vez.
Disturbing Neighbors inserta esa componente aleatoria a trave´s de la in-
formacio´n que le suministra otro clasificador que no es necesario que sea
muy preciso, pero s´ı que requiere que cada vez sea construido de diferen-
te manera. Para ello, se ha utilizado un clasificador del tipo Vecino ma´s
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Cercano (i.e., NN o´ Nearest Neighbor), el cual se construye a partir de un
subconjunto muy pequen˜o del conjunto de entrenamiento. Este subconjun-
to es seleccionado de manera aleatoria cada vez que se aplica Disturbing
Neighbors a un clasificador base. Con la informacio´n que suministra el
clasificador NN a partir de una entrada de entrenamiento dada (i.e., la
prediccio´n de la clase y cua´l es el vecino ma´s cercano) se construira´n nue-
vas caracter´ısticas que servira´n para crear un conjunto de entrenamiento
aumentado que usara´ el clasificador base de nuestra eleccio´n. Estas nuevas
caracter´ısticas por lo general alterara´n o ((perturbara´n)) las predicciones
que hubiera hecho ese clasificador base de haber sido entrenado directa-
mente con el conjunto de entrenamiento de partida, y es por ello por lo
que se ha elegido el nombre Disturbing Neighbors para este me´todo.
El presente cap´ıtulo se organiza como sigue. La seccio´n 4.2 describe el me´todo
Disturbing Neighbors, la seccio´n 4.3 presenta los resultados experimentales co-
rrespondientes a la utilizacio´n de Disturbing Neighbors con SVM, la seccio´n 4.4
valida el me´todo experimentalmente, pero esta vez usando como clasificadores
base a´rboles de decisio´n. La seccio´n 4.5 analiza que´ componentes del me´todo
resultan esenciales para su e´xito, y que´ partes del algoritmo pueden descartar-
se sin que ello suponga obtener resultados que sean significativamente peores.
Finalmente, la seccio´n 4.6 muestra las conclusiones.
4.2. Algoritmo
El algoritmo de Disturbing Neighbors (DN ) genera varios clasificadores di-
ferentes. Para ello, an˜ade nuevas caracter´ısticas al conjunto de entrenamiento.
Estas nuevas caracter´ısticas son distintas cada vez que se genera un clasificador
base, haciendo que dichos clasificadores base sean diversos entre si. El algoritmo
se muestra en la figuras 4.1 y 4.2.
Esta u´ltima figura muestra una pequen˜a funcio´n que implemente el algoritmo
de los vecinos ma´s cercanos en los que se apoya el algoritmo principal. Se puede
observar que dicha funcio´n tan solo devuelve un ı´ndice al vecino ma´s cercano (no
devuelve la clase predicha), y que la distancia se calcula tomando u´nicamente el
subconjunto de dimensiones seleccionadas aleatoriamente a trave´s de un vector
de booleanos que actu´a de ma´scara.
Dado un conjunto de datos de entrenamiento D, el me´todo hace dos inicia-
lizaciones aleatorias para empezar a construir un clasificador 1-NN:
1. Selecciona m instancias de D aleatoriamente. Con esas instancias cons-
truye un clasificador 1-NN, donde m es un para´metro nume´rico de tipo
entero. No se pretende que el clasificador 1-NN tenga una gran tasa de
acierto, por lo que m tomara´ un valor relativamente pequen˜o.
2. Tambie´n se seleccionan aleatoriamente ma´s del 50% de los atributos de
D (i.e., los elementos de la ma´scara booleana que tomara´n el valor true),
de manera que las distancias eucl´ıdeas del clasificador 1-NN se computan
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tomando en cuenta u´nicamente estas dimensiones. Es decir, las distancias
se caculara´n en una proyeccion aleatoria del espacio de entrada.
Figura 4.1: Entrenamiento de un clasificador base usando DN . Funcio´n
Principal.
Function DN -BaseClassifierTrainer
input : D: Conjunto de entrenaiento con l caracter´ısticas y n instancias,
m: Entero pequen˜o,
BCT : Algoritmo de entrenamiento de un clasificadore tipo BC
output: Un clasificador entrenado utilizando la variante DN del me´todo
BC. Este clasificador resultante puede ser usado como
clasificador base en cualquier multiclasificador
variables:
RndDimensions: Vector [1..l] de Booleanos
RndNeighbors: Vector [1..m] de instancias de D
D′ : Conjunto de Entrenamiento Aumentado (inicialmente vac´ıo)
begin
Tomar aletoriamente ma´s de l/2 elementos de RndDimensions
da´ndoles el valor True y poniendo el resto a False ;
Llenar aleatoriamente RndNeighbors con m instancias de D ;
D′ ← ∅ ;
forall x ∈ D do
x′ ← x ;
i← NearestNeighbor( x, RndNeighbors, RndDimensions) ;
An˜adir m atributos booleanos a x′, poniendo todos sus valores a
falso excepto el correspondiente a la posicio´n i ;
p← clase de RndNeighbors [i] ;
An˜adir p como una nueva caracter´ıstica de x′ ;
Insertar x′ en el conjunto de entrenamiento aumentado D′ ;
end
Entrenar un clasificador de tipo BC utilizando el conjunto de
entrenamiento D′ y el algoritmo BCT ;
Devolver BC;
end
Una vez hechas estas inicializaciones, se an˜aden m+1 caracter´ısticas nuevas
a cada instancia x del conjunto de entrenamiento D:
1. Una correspondiente a la clase que predice el clasificador 1-NN.
2. Otras m caracter´ısticas booleanas, una por cada una de las m instancias
pertenecientes al clasificador 1-NN. Todas estas caracter´ısticas tomara´n el
valor false a excepcio´n de la que indique cua´l es el vecino ma´s cercano a
la instancia x.
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Figura 4.2: Funcio´n 1-Nearest Neighbor utilizada en DN .
Function NearestNeighbor
input : x:instancia del conjunto de entrenamiento,
Neighbors: Vector [1..m] de instancias,
BooleanMask: Vector [1..l] de Booleanos
output: i:entero que indica cua´l es el vecino ma´s cercano
begin
Calcular el Vecino ma´s Cercano a x en Neighbors v´ıa distancia
eucl´ıdea usando so´lo dimensiones puestas a True en BooleanMask;
Devolver el ı´ndice en Neighbors que indica el 1-NearestNeighbor ;
end
La tabla 4.1 muestra algunas instancias del conjunto iris en las que ya apa-
recen los nuevos atributos construidos por DN . Los atributos an˜adidos son los
que empiezan por Nearest. El atributo Nearest Class representa la clase predicha
por el vecino ma´s cercano. Puede verse que m toma el valor 10. Cada atributo
Nearest i se hace verdadero (T ) u´nicamente cuando el i -e´simo vecino es el ma´s
cercano de entre esas diez instancias tomadas aleatoriamente. El resultado es
un conjunto de datos aumentado que puede utilizarse para entrenar cualquier
clasificador base de cualquier multiclasificador.
La figura 4.3 muestra el efecto de utilizar los atributos booleanos que indican
cua´l es el vecino ma´s cercano en el conjunto de datos artificial conus-torus [65].
Este conjunto de datos se caracteriza por la dificultad para definir unas fronteras
que separen adecuadamente las regiones correspondientes a cada clase. La parte
izquierda de la figura muestra el conjunto de datos, mientras que en la parte
derecha aparece el mismo conjunto, esta vez con las regiones de Voronoi que se
derivan de utilizar 10 vecinos aleatorios.
En esa figura, adema´s se puede ver que DN esta´ proveyendo un aumento de
la diversidad en tres sentidos:
1. Las regiones de Voronoi son diferentes cada vez que se construye un clasi-
ficador DN . Como cada atributo booleano expresa si la instancia a clasi-
ficar, pertenece (o no) a su correspondiente regio´n, la divisio´n en regiones
del espacio provee una expresividad adicional al me´todo base.
2. Aunque no es de esperar que la prediccio´n del clasificador 1-NN sea muy
precisa, probablemente tenga el acierto suficiente como para que sea con-
siderada uno de los atributos ma´s influyentes por el me´todo base que lo
use.
3. Adema´s de los dos puntos anteriores, la seleccio´n aleatoria de caracter´ısti-
cas que se tiene en cuenta para calcular las distancias euclideas tambie´n
contribuye a aumentar la diversidad. Esto es debido a que, incluso en
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Tabla 4.1: Vista de algunas instancias del conjunto iris aumentadas al an˜adir



















































































setosa F F F F F F F T F F 5.1 3.5 1.4 0.2 setosa
setosa F F F F F F F T F F 4.9 3.0 1.4 0.2 setosa
setosa F F F F F F F T F F 4.7 3.2 1.3 0.2 setosa
versicolor F F F F F F T F F F 7.0 3.2 4.7 1.4 versicolor
versicolor F F T F F F F F F F 5.5 2.3 4.0 1.3 versicolor
virginica T F F F F F F F F F 5.9 3.2 4.8 1.8 versicolor
virginica F F F T F F F F F F 7.4 2.8 6.1 1.9 virginica
virginica F F F F F F F F T F 6.1 2.6 5.6 1.4 virginica
versicolor F F F F F F T F F F 4.9 2.5 4.5 1.7 virginica
. . .
Figura 4.3: Regiones de Voronoi para el conjunto de datos conus-torus.
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el caso en el que dos clasificadores base contuvieran un conjunto de m
vecinos muy similar, tanto la salida de ambos 1-NN, como los atributos
booleanos correspondientes a las regiones de Voronoi ser´ıan diferentes, al
ser distintos los atributos utilizados en el ca´lculo de las distancias.
En las secciones 4.2.1 y 4.2.2 se desarrollan estos puntos uno para el caso de
dos clasificadores base concretos: SVM y a´rboles de decisio´n.
Por lo tanto, el clasificador 1-NN altera (molesta) las condiciones normales
bajo las que se construir´ıa un clasificador base en esas tres formas descritas. Un
clasificador base entrenado con el conjunto de datos aumentado por DN pro-
bablemente no funcione mejor que cuando se entrena con el conjunto de datos
original, pero cuando se utiliza DN en un conjunto de clasificadores base perte-
necientes a un multiclasificador, toda la aleatoriedad que inyecta DN resulta en
un conjunto de clasificadores diverso, haciendo que generalmente mejore la tasa
de acierto del multiclasificador del que forman parte, como se ve en las secciones
4.3 y 4.4.
Finalmente, otra ventaja de DN es que aquellos multiclasificadores que son
paralelizables computacionalmente, como Bagging, Random Subspaces o Ran-
dom Forests, siguen manteniendo esta propiedad cuando se usen con clasificado-
res base tipo Disturbing Neighbors. En los experimentos que se muestran en este
cap´ıtulo el para´metro m siempre toma el valor diez, por lo que el incremento de
coste computacional no crece significativamente por la utilizacio´n de la variante
DN en los clasificadores base utilizados (SVM y a´rboles de decisio´n).
4.2.1. El efecto del algoritmo en SVM
En cap´ıtulos anteriores se ha visto que las ma´quinas de vectores soporte [115],
o SVM, son clasificadores bastante estables. Pero la estabilidad de SVM los hace
problema´ticos como clasificadores base. Si un clasificador base resulta ser muy
estable, es decir, poco sensible a cambios en el conjunto de entrenamiento, es
dif´ıcil obtener un conjunto de dichos clasificadores base que sean distintos.
Ma´s adelante, en este mismo cap´ıtulo se verifica experimentalmente que
Disturbing Neighbors sirve para hacer multiclasificadores de SVM ma´s diversos
y ma´s precisos. Este aumento de diversidad por la aplicacio´n de DN puede verse
en el ejemplo de la tabla 4.2, que muestra los coeficientes de los hiperplanos SVM
y DN -SVM para el conjunto iris.
Los hiperplanos DN -SVM no so´lo se diferencian de los hiperplanos SVM
en que tienen ma´s coeficientes correspondientes a la prediccio´n hecha por su
clasificador NN (los tres coeficientes Nclass = ...), y al vecino ma´s cercano (los
diez coeficientes Ni), sino que los coeficientes de las cuatro clases originales
(sepal length/width y petal length/width) son tambie´n distintos.
Los coeficientes de la tabla han sido todos escalados para que los corres-
pondientes a estas cuatro u´ltimas dimensiones sean comparables. Esto es, el
cuadrado de los mismos suma uno en todos los casos 1.
1El te´rmino independiente en la tabla tiene el signo correspondiente a encontrarse en el
lado de la igualdad contrario al resto de te´rminos de la ecuacio´n del hiperplano.
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Tabla 4.2: Coeficientes de los hiperplanos resultantes de computar los SVM y
los DN -SVM (m = 10) para el conjunto iris.
Iris-setosa Iris-setosa Iris-versicolor
Coeficientes vs. vs. vs.
del Iris-versicolor Iris-virginica Iris-virginica
hiperplano
SVM DN -SVM SVM DN -SVM SVM DN -SVM
Nclass=setosa -1.74 -1.19 0.00
Nclass=versicolor 0.90 0.51 -0.16
Nclass=virginica 0.84 0.67 0.16
N1 0.00 0.06 0.11
N2 0.00 0.14 0.19
N3 -0.53 -0.39 0.00
N4 0.34 0.17 -0.10
N5 -0.59 -0.36 0.00
N6 0.39 0.17 -0.32
N7 0.46 0.29 0.14
N8 0.56 0.34 -0.06
N9 0.00 0.00 0.04
N10 -0.62 -0.43 0.00
sepallength 0.20 0.22 0.25 0.30 0.06 0.24
sepalwidth -0.45 -0.27 -0.25 -0.18 -0.17 -0.21
petallength 0.65 0.65 0.70 0.68 0.59 0.72
petalwidth 0.57 0.68 0.63 0.64 0.79 0.62
t. independiente 0.21 -0.16 0.49 0.17 0.89 0.96
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Por tanto, existira´n instancias que pueden ser clasificadas de manera distin-
tas por ambos conjuntos de tres hiperplanos, consiguiendo as´ı la diversidad que
se persigue.
Al aplicar DN a un clasificador lineal como SVM, las nuevas caracter´ısticas
que provee el vector de booleanos son al final nuevas dimensiones en el espacio
de entrada. Estas nuevas dimensiones representan la pertenencia de cada ins-
tancia a una de las regiones de Voronoi definidas por los m vecinos. En general,
cualquiera de estas regiones Voronoi puede contener una mezcla de instancias
de los dos tipos a discriminar. Sin embargo, en algunas de ellas es posible que
predomine notablemente la poblacio´n de instancias correspondiente a una de
las dos clases sobre la otra. Si fuese as´ı, la pertenencia a estas regiones puede
ser utilizada en alguna medida por el clasificador ((molestado)) para predecir a
que´ clase pertenece la instancia a clasificar.
Los m valores booleanos de estas m dimensiones son, para cualquier instan-
cia, todos cero (o falso) menos uno que vale uno (o verdadero). Por ello, en el
caso de que el clasificador molestado sea un SVM (DN -SVM), al sustituir estos
valores en la ecuacio´n del hiperplano, la contribucio´n de estas nuevas dimen-
siones se corresponde u´nicamente con el valor del coeficiente correspondiente a
la regio´n Voronoi a la que pertenece la instancia. Por tanto, si el hiperplano se
sirve de esta nueva dimensio´n para clasificar, aumentara´ el valor absoluto de
ese coeficiente para que as´ı pueda influir en mayor medida en que la prediccio´n
tenga un determinado signo: el signo de las instancias de la regio´n.
4.2.2. El efecto del algoritmo en a´rboles de decisio´n
Las dimensiones booleanas correspondientes a los vecinos influyen en la ex-
presividad de los a´rboles de decisio´n. Si se aplica DN a un A´rbol de Decisio´n,
los nodos internos no so´lo pueden hacer comparaciones por el valor de uno de
los atributos del conjunto de datos original, sino que ahora cabe la posibilidad
de hacer comparaciones por la pertenencia a alguna de estas regiones, como
muestra la figura 4.4.
En la parte izquierda de la figura se muestra un a´rbol C4.5 para el conjun-
to de datos iris, mientras que a la derecha un a´rbol DN -C4.5 para el mismo
conjunto de datos. Puede observarse que algunos de los nodos internos del DN -
C4.5 usan atributos del tipo Nearest Neighbor y Nearest Class (prediccio´n del
Nearest Neighbor).
Es razonable pensar que si una regio´n contuviera instancias que mayorita-
riamente pertenecieran a una determinada clase, probablemente la pertenencia
a esa regio´n se utilizar´ıa como comparacio´n en un nodo interno del a´rbol.
Como cada vez que se construye un a´rbol usando DN se eligen vecinos
distintos, tambie´n se producira´n regiones Voronoi distintas que dara´n lugar a
atributos booleanos diferentes, haciendo el que conjunto de a´rboles utilizados
en un multiclasificador sean diversos.
En cuanto a la prediccio´n hecha por los vecinos, a diferentes vecinos, dife-
rentes predicciones, que nuevamente beneficiar´ıan el aumento de la diversidad
entre los clasificadores base. La figura 4.4 muestra como es probable que exista
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Figura 4.4: Un a´rbol C4.5 y otro DN -C4.5 para el conjunto de datos iris.
un nodo interno cercano a la ra´ız que utilice la prediccio´n de la clase del 1-NN
(ver el nodo Nearest Class).
4.3. Resultados de DN con SVM
La validacio´n experimental se ha llevado a cabo implementando el me´todo a
validar (Disturbing Neighbors) en Java e integra´ndolo dentro de WEKA [117].
El nu´mero de vecinos ha sido siempre m = 10. DN ha sido validado utilizando
las siguientes implementaciones de multiclasificadores que ya provee WEKA (a
no ser que se indique otra cosa, siempre se han utilizado los para´metros por
defecto de WEKA):
1. Bagging [7].
2. Boosting: Se ha utilizado tanto AdaBoost [41] como MultiBoost [116].
En ambas versiones de Boosting se han considerado tanto la variante de
repesado (reWeighting), como la de remuestreo (reSampling), las cuales
se han denotado respectivamente como (W) y (S) en las tablas.
3. Random Subspaces [55]: Se ha utilizado dos configuraciones, tomando res-
pectivamente el 50% y el 75% de las dimensiones del problema original.
El taman˜o del multiclasificador es siempre cincuenta en todos los experimen-
tos. La implementacio´n de SVM utilizada como me´todo base es el me´todo SMO
(Sequential Minimal Optimization) [91] de WEKA, el cual se ha ejecutado con
funcio´n nu´cleo lineal.
Tambie´n se ha incluido en el estudio un multiclasificador con cincuenta cla-
sificadores base del tipo DN -SVM cuya salida es un vector de probabilidades
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calculado como el promedio de las cincuenta probabilidades de los clasificadores
base. Este multiclasificador se an˜ade para comprobar si DN -SVM es capaz de
funcionar por si mismo bien, sin necesidad de ningu´n esquema de combinacio´n
ma´s o menos sofisticado. Se dara´ el nombre de DN -Ensemble a dicho me´todo.
Finalmente, tambie´n se quiere averiguar:
1. Si el me´todo 1-NN es el responsable del buen comportamiento de los mul-
ticlasificadores con DN . Por ello, se incluye en la prueba IBk (la imple-
mentacio´n que hace WEKA de k-NN [1]). Las configuraciones que se han
probado de este me´todo incluyen k = 1 y k variable. En esta u´ltima con-
figuracio´n WEKA optimiza el valor de k para cada conjunto de datos
mediante validacio´n cruzada.
2. Si el acierto de un solo DN -SVM es significativamente mejor que el de un
solo SVM. Esta prueba sirve para ver si la mejora en los multiclasificado-
res con DN proviene del incremento de la diversidad o del aumento de la
precisio´n de los clasificadores base. Por ello, se ha an˜adido un DN -SVM
al test.
El me´todo de los vecinos ma´s cercanos suele ser muy robusto frente a po-
sibles variaciones en el conjunto de datos, por lo que cuando se combina con
multiclasificadores como los que se propone en esta validacio´n, no suele dar lu-
gar a clasificadores que mejoren el comportamiento de un so´lo k-NN [30]. Esta
es la razo´n por la que no se ha incluido en la validacio´n multiclasificadores que
utilicen k-NN como clasificador base. En particular, es conocido que Bagging
con 1-NN como clasificador base es equivalente a 1-NN [17], y adema´s segu´n [5],
Bagging puede degradar levemente su rendimiento cuando se utilizan algoritmos
estables como clasificadores base, como es el caso de k-NN.
Para hacer la validacio´n se han utilizado 62 conjuntos de datos de la UCI [3],
que pueden verse en la tabla 4.3. Como en ocasiones anteriores, se ha utilizado
validacio´n cruzada estratificada 10×10. Las tasas de acierto del experimento se
plasman en las tablas de la A.1 a la A.5.
La tabla 4.4 muestra el resultado del ranking promedio [26] de los me´to-
dos considerados sobre los 62 conjuntos (ver seccio´n 2.3.2). Como en cap´ıtulos
anteriores, se asigna un nu´mero por cada me´todo y conjunto de datos, corres-
pondiente a la posicio´n que ocupa ese me´todo en el ranking correspondiente a
ese conjunto de datos (en el caso de que hubiese empates, se toma el promedio
de los me´todos empatados). Con estos valores se calcula la posicio´n promedio
de cada uno de los me´todos considerando esta vez todos los conjuntos de datos
(ve´ase primera columna de la tabla 4.4). Finalmente, los me´todos se ordenan
utilizando esos valores.
La tabla 4.6 ordena los me´todos por la diferencia entre victorias y derrotas
significativas usando la versio´n corregida del Resampled t-test [85] con nivel de
significacio´n del 5% (ver Secciones 2.3.1 y 2.3.2).
Es observable en ambas tablas que todas las versiones de multiclasificado-
res sin DN son siempre superadas por la correspondiente versio´n con DN . La
figura 4.5 muestra ese aumento de precisio´n en cada conjunto de datos para
92 CAPI´TULO 4. DISTURBING NEIGHBORS
Tabla 4.3: Lista de los conjuntos de datos utilizados en los experimentos para
DN .
id Conjunto #N #D #I #C
1 abalone 7 1 4177 28
2 anneal 6 32 898 6
3 audiology 0 69 226 24
4 autos 15 10 205 6
5 balance-scale 4 0 625 3
6 breast-w 9 0 699 2
7 breast-y 0 9 286 2
8 bupa 6 0 345 2
9 car 0 6 1728 4
10 credit-a 6 9 690 2
11 credit-g 7 13 1000 2
12 crx 6 9 690 2
13 dna 0 180 3186 3
14 ecoli 7 0 336 8
16 glass 9 0 214 6
16 heart-c 6 7 303 2
17 heart-h 6 7 294 2
18 heart-s 5 8 123 2
19 heart-statlog 13 0 270 2
20 heart-v 5 8 200 2
21 hepatitis 6 13 155 2
22 horse-colic 7 15 368 2
23 hypo 7 18 3163 2
24 ionosphere 34 0 351 2
25 iris 4 0 150 3
26 krk 6 0 28056 18
27 kr-vs-kp 0 36 3196 2
28 labor 8 8 57 2
29 led-24 0 24 5000 10
30 letter 16 0 20000 26
31 lrd 93 0 531 10
id Conjunto #N #D #I #C
32 lymphography 3 15 148 4
33 mushroom 0 22 8124 2
34 nursery 0 8 12960 5
35 optdigits 64 0 5620 10
36 page 10 0 5473 5
37 pendigits 16 0 10992 10
38 phoneme 5 0 5404 2
39 pima 8 0 768 2
40 primary 0 17 339 22
41 promoters 0 57 106 2
42 ringnorm 20 0 300 2
43 sat 36 0 6435 6
44 segment 19 0 2310 7
45 shuttle 9 0 58000 7
46 sick 7 22 3772 2
47 sonar 60 0 208 2
48 soybean 0 35 683 19
49 soybean-small 0 35 47 4
50 splice 0 60 3190 3
51 threenorm 20 0 300 2
52 tic-tac-toe 0 9 958 2
53 twonorm 20 0 300 2
54 vehicle 18 0 846 4
55 vote1 0 15 435 2
56 voting 0 16 435 2
57 vowel-context 10 2 990 11
58 vowel-nocontext 10 0 990 11
59 waveform 40 0 5000 3
60 yeast 8 0 1484 10
61 zip 256 0 9298 10
62 zoo 1 15 101 7
#N: Atributos Nume´ricos, #D: Atributos Discretos,
#I: Nu´mero de Instancias, #C: Nu´mero de Clases
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6.69 DN -MultiBoost (S)
6.78 DN -Bagging
6.87 DN -MultiBoost (W)
7.78 DN -Ensemble





9.57 DN -AdaBoost (W)
10.07 DN -AdaBoost (S)








Tabla 4.5: Comparacio´n de las posiciones de los multiclasificadores con DN -
SVM vs. SVM en el ranking promedio.
Posicio´n Me´todo Posicio´n Me´todo
1 DN -MultiBoost (S) 7 Bagging
2 DN -Bagging 8 MultiBoost (W)
3 DN -MultiBoost (W) 9 MultiBoost (S)
5 DN -Subspaces (75%) 14 Subspaces (75%)
10 DN -AdaBoost (W) 15 AdaBoost (W)
11 DN -AdaBoost (S) 18 AdaBoost (S)
12 DN -Subspaces (50%) 19 Subspaces (50%)
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Tabla 4.6: Ranking de diferencias entre victorias y derrotas significativas
de la validacio´n experimental de DN con clasificadores base SVM (V−D:
Victorias−Derrotas, V: Victorias, D: Derrotas).
V−D V D Me´todo
273 334 61 DN -MultiBoost (S)
254 318 64 DN -MultiBoost (W)
181 266 85 DN -AdaBoost (S)
178 257 79 DN -AdaBoost (W)
176 282 106 DN -Bagging
127 305 178 k-Nearest Neighbor
126 245 119 DN -Ensemble
63 220 157 DN -Subspaces (75%)
-1 153 154 MultiBoost (S)
-22 145 167 MultiBoost (W)
-48 141 189 Bagging
-82 106 188 AdaBoost (S)
-94 269 363 1-Nearest Neighbor
-103 106 209 AdaBoost (W)
-127 93 220 DN -SMO
-149 141 290 DN -Subspaces (50%)
-151 88 239 SMO
-201 107 308 Subspaces (75%)
-400 61 461 Subspaces (50%)
Tabla 4.7: Comparacio´n de las posiciones de los multiclasificadores con DN -
SVM vs. SVM en el ranking de diferencias entre victorias y derrotas significati-
vas.
Posicio´n Me´todo Posicio´n Me´todo
1 DN -MultiBoost (S) 9 MultiBoost (S)
2 DN -MultiBoost (W) 10 MultiBoost (W)
3 DN -AdaBoost (S) 11 Bagging
4 DN -AdaBoost (W) 12 AdaBoost (S)
5 DN -Bagging 14 AdaBoost (W)
8 DN -Subspaces (75%) 18 Subspaces (75%)
16 DN -Subspaces (50%) 19 Subspaces (50%)


















Figura 4.5: Bagging vs. DN -Bagging.
el caso de Bagging 2. Cada eje representa la precisio´n de cada me´todo. Cada
punto de color claro sobre la diagonal representa un conjunto de datos en el que
DN -Baging es mejor que Bagging.
Las tablas 4.5 y 4.7 muestran que el orden relativo entre las versiones de
multiclasificador con DN es muy similar al de las versiones sin DN , cualquiera
que sea el ranking considerado. La mayor´ıa de las posiciones relativas coinciden,
y cuando excepcionalmente no es as´ı, el descuadre es por una o dos posiciones.
Esto permite pensar en DN como en una mejora de un me´todo ya existente, y
que el peso de la tarea de clasificacio´n la tiene el me´todo de partida. Aunque
por otro lado, DN -Ensemble ocupa el cuarto puesto en el ranking promedio, y
el se´ptimo en el ranking de diferencias entre victorias y derrotas significativas,
luego parece tambie´n que con u´nicamente hacer que los clasificadores base sean
DN -SVM es suficiente como para obtener multiclasificadores de SVM bastante
competitivos.
Segu´n el Sign test [26] (ver seccio´n 2.3.1), para 62 conjuntos de datos, un
me´todo es mejor que otro con un nivel de significacio´n del 5%, si el nu´mero
de victorias ma´s la mitad del nu´mero de empates es mayor o igual que 39.
Por tanto, a la vista de la segunda columna de la de la tabla 4.8, en todos los
multiclasificadores la mejora de usar DN respecto a no usarlo es significativa.
La tercera columna de la misma tabla permite ver las victorias, empates y
derrotas segu´n la versio´n corregida del Resampled t-test. Estas victorias signi-
ficativas fueron ya marcadas con ◦ en las tablas de la A.2 a la A.5 del anexo,
mientras que las derrotas se marcaron con •. Puede verse que en todos los casos
las victorias superan a las derrotas, y que un multiclasificador con DN no pierde
2Se ha elegido Bagging por ser el multiclasificador sin DN mejor posiciando en el ranking
promedio.
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Subspaces (50%) 48-4-11 19-43-0
Subspaces (75%) 46-6-11 17-45-0
AdaBoost (W) 41-3-19 17-45-0
AdaBoost (S) 39-5-19 18-44-0
MultiBoost (W) 42-5-16 18-44-0
MultiBoost (S) 47-3-13 19-43-0
SMO 22-4-37 5-56-1
de forma significativa en ninguno de los conjuntos de datos considerados. Por
ello, nuevamente se puede concluir que todos los me´todos mejoran con DN .
Esta tabla 4.8 tambie´n permite analizar el comportamiento de DN -SMO en
solitario, el cual no solo no mejora frente a SMO sino que acumula ma´s derrotas
que victorias, aunque si so´lo tenemos en cuenta las victorias y derrotas signifi-
cativas, DN -SMO vence en 5 ocasiones a SMO y so´lo pierde 1. La conclusio´n
es que no son me´todos base muy distintos en cuanto a precisio´n.
La segunda columna de la tabla 4.9 permite ver que segu´n el mismo Sign
test todos los multiclasificadores son significativamente mejores que 1-NN, con
la excepcio´n de Random Subspaces 50% y 75%. Este u´ltimo a falta de una sola
victoria para ser significativamente mejor que 1-NN. Por lo que tampoco parece
que los multiclasificadores con DN mejoren a los que no son DN por incorporar
en su interior un pequen˜o clasificador 1-NN.
Random Subspaces 50% es un me´todo que esta´ pra´cticamente empatado en
cuanto a precisio´n con 1-NN, de hecho en la columna de la derecha de la tabla 4.8
puede verse que so´lo gana significativamente a 1-NN 17 veces, mientras que es
derrotado 18 veces. Este resultado no contradice demasiado la conclusio´n de que
la fuerza de los multiclasificadores con DN no procede de su pequen˜o clasificador
1-NN, pues Random Subspaces 50% es el multiclasificador ma´s de´bil de todos,
y en el que los clasificadores base pierden ma´s informacio´n.
Por tanto, si (i) los multiclasificadores con DN son mejores que los que no
utilizan DN (ii) la mejora no proviene de una mejora del clasificador base (DN -
SMO vs. SMO), y (iii) la mejora tampoco no proviene del aumento de precisio´n
que pudiera aportar el pequen˜o clasificador 1-NN que incorporan las versiones
conDN , parece entonces que el origen de la mejora de los multiclasificadores so´lo
puede estar en el aumento de la diversidad que proveen los DN -SMO combinado
con que no pierden demasiada precisio´n frente a los clasificadores base SMO
puros.
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DN -Ensemble 39-3-21 24-24-14
DN -Bagging 38-3-22 22-26-14
DN -Subspaces (50%) 32-3-28 17-27-18
DN -Subspaces (75%) 36-4-23 23-25-14
DN -AdaBoost (W) 40-3-20 18-31-13
DN -AdaBoost (S) 39-2-22 16-33-13
DN -MultiBoost (W) 41-3-19 25-24-13
DN -MultiBoost (S) 41-3-19 25-24-13
DN -SMO 36-3-24 17-28-17




DN -Ensemble 29-3-31 11-37-14
DN -Bagging 31-3-29 11-37-14
DN -Subspaces (50%) 26-3-34 9-31-22
DN -Subspaces (75%) 28-3-32 12-34-16
DN -AdaBoost (W) 26-3-34 10-38-14
DN -AdaBoost (S) 24-2-37 11-38-13
DN -MultiBoost (W) 33-3-27 14-35-13
DN -MultiBoost (S) 34-2-27 14-37-11
DN -SMO 26-3-34 7-35-20
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Finalmente, el me´todo k-NN ocupa la sexta posicio´n en ambos rankings
(tablas 4.4 y 4.6). Un punto importante en contra de los multiclasificadores con
DN -SVM es que si se comparan con k-NN, este u´ltimo resulta ser un me´todo
ma´s ligero de entrenar y bastante competitivo 3. La tabla 4.10 incide en este
hecho, pues segu´n el Sign test, no hay ningu´n multiclasificador con DN que sea
significativamente mejor que k-NN, incluso DN -AdaBoost (S) esta´ a punto de
ser peor significativamente; y la mayor´ıa de los me´todos con DN sufren ma´s
derrotas significativas que victorias al ser comparados con k-NN. Por tanto,
aunque el aumento de la diversidad ha conseguido la dif´ıcil tarea de construir
multiclasificadores diversos de SVM, no ha sido capaz de hacerlo de forma que
mejore otras opciones computacionalmente menos costosas.
4.3.1. Ana´lisis de la diversidad en multiclasificadores con
DN -SVM
Una de las conclusiones del apartado anterior es que la mejora de los mul-
ticlasificadores con DN -SVM no proviene de una mejora en la precisio´n de
DN -SVM respecto a SVM, sino en que DNpermite obtener unas SVM ma´s
diversas sin que esto haga mella considerable en la precisio´n de las mismas.
Para soportar esta afirmacio´n tambie´n se ha testado la mejora en la diversi-
dad de los me´todos con DN -SVM utilizando para ello la estad´ıstica Kappa [74] y
los diagramas asociados a la misma que se presentaron en la seccio´n 2.3.3. Kap-
pa sirve para medir cua´nto son de diversos dos clasificadores, pudiendo tomar
valores entre −1 y 1. Un valor de κ igual a 1 quiere decir que ambos clasifi-
cadores esta´n de acuerdo en todas las instancias, un valor igual a 0 significa
que los clasificadores no esta´n de acuerdo ma´s alla´ de lo que por azar cabr´ıa
esperar, mientras que los valores negativos de κ indican desacuerdo entre los
clasificadores. Para poder obtener los diagramas Kappa-Error de los 62 conjun-
tos de datos se ha optado por hacer validacio´n cruzada 5 × 2, menos costosa
computacionalmente.
Los valores de Kappa pueden utilizarse para dibujar los diagramas Kappa-
Error [74]. Las figuras 4.6 y 4.7 muestran dos ejemplos de estos diagramas para
los me´todos Bagging y Random Subspaces 75% con el conjunto de datos letter
del repositorio UCI. Para obtenerlos, se dibuja un punto (x, y) por cada par
de clasificadores base pertenecientes a un mismo multiclasificador, de manera
que x es la medida de κ para esos dos clasificadores, e y es el promedio del
error de ambos. Por lo tanto, lo ideal es que cada par de clasificadores generara
un punto lo ma´s cercano posible a la esquina inferior izquierda, porque eso
significar´ıa que son precisos y a la vez diversos. En las figuras 4.6 y 4.7 se ve
como las DN -nubes esta´n un poco desplazadas hacia la izquierda respecto a las
nubes correspondientes a los multiclasificadores sin DN , lo cual significa que los
me´todos con DN son ma´s diversos.
En la figura 4.8 se muestran los diagramas de Movimiento Kappa-Error [79,
3No obstante k-NN es ma´s costoso en cuanto al tiempo que necesita para llevar a cabo una
prediccio´n.
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Figura 4.6: Error vs. Kappa para Bagging y Subspaces(75%) en el conjunto de

















Figura 4.7: Error vs. Kappa para Bagging y Subspaces(75%) en el conjunto de
datos letter. Vista conjunta.































































Figura 4.8: Diagramas de movimiento κ-Error para DN con SVM en los 62
conjuntos de datos.
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RandomSubspaces -> DN-RandomSubspaces
Figura 4.10: Diagrama de Movimiento κ-Error para Subspaces (75%) de SVM.
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Figura 4.12: Diagrama de Movimiento κ-Error para MultiBoost(S) de SVM.
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Bagging -> DN-Bagging
Figura 4.13: Diagrama de Movimiento Relativo de κ-Error para Bagging de
SVM.
80, 81] presentados en la seccio´n 2.3.3. Estos diagramas unen con flechas los
centros de las nubes de los diagramas Kappa-Error. Estos centros se calculan
como el valor promedio de las coordenadas κ y error.
Los me´todos que se han considerado en los diagramas de Movimiento Kappa-
Error son Bagging, Random Subspaces 75%, y las dos variantes de Boosting
con remuestreo. Por ello, cada recta´ngulo normalmente tiene 4 flechas corres-
pondientes a estos cuatro me´todos. Las subfiguras en las que parece que hay
menos de 4 flechas es porque o hay varias solapadas, o efectivamente falta algu-
na porque coinciden los centros de las dos nubes. En esta figura 4.8 se aprecia
que la mayor´ıa de flechas apuntan hacia la izquierda, indicando una mejora de la
diversidad, aunque tambie´n hay bastantes que apuntan hacia arriba, indicando
que esa mejora en la diversidad de los clasificadores base, es a costa de aumentar
su imprecisio´n.
Para poder ver mejor este efecto se han agrupado todas las flechas corres-
pondientes a un mismo me´todo en un so´lo diagrama, de donde surgen los cuatro
diagramas de movimiento Kappa-Error, uno por cada me´todo considerado (fi-
guras de la 4.9 a la 4.12). Nuevamente, se aprecia que casi todas las flechas
apuntan a la izquierda indicando el aumento de diversidad, cuanto ma´s larga es
la flecha mayor es este incremento.
Finalmente, las figuras de la 4.13 a la 4.16 muestran los diagramas de Movi-
miento Relativo Kappa Error [79, 80, 81] para cada uno de los multiclasificadores
(ver seccio´n 2.3.3). Estos diagramas se obtienen al juntar todas las flechas co-
rrespondientes a un mismo me´todo de la figura 4.8, trasladando su punto de
partida al origen de coordenadas. Nuevamente, la gran mayor´ıa de las flechas
apuntan a la izquierda, indicando el aumento de la diversidad. Tambie´n se ve
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Figura 4.15: Diagrama de Movimiento Relativo de κ-Error para AdaBoost(S)
de SVM.
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Figura 4.16: Diagrama de Movimiento Relativo de κ-Error para MultiBoost(S)
de SVM.
como bastantes flechas apuntan hacia arriba, dejando entrever que el aumento
de diversidad es a costa de la pe´rdida de acierto de los clasificadores base.
4.4. Resultados de DN con a´rboles
En el apartado anterior DN fue probado con clasificadores base SVM. En el
presente apartado se hara´ un ana´lisis paralelo al anterior pero utilizando como
clasificadores base a´rboles de decisio´n.
Nuevamente, la validacio´n experimental ha sido hecha con WEKA [117].
Se ha utilizado la implementacio´n de DN para WEKA utilizada en el apartado
anterior, en la que el nu´mero de vecinos ha sido siemprem = 10. Los para´metros
de cada uno de los me´todos son siempre los para´metros que trae por defecto
WEKA, salvo que se indique lo contrario. En la validacio´n se han testado los
siguiente me´todos:
1. Bagging [7].
2. Random Forests [11].
3. Boosting: Se ha utilizado tanto Adaboost [41] como Multiboost [116]. En
el caso de Multiboost el taman˜o de los subcomite´s es cinco. En ambas
versiones de Boosting se ha probado tanto con la variante de remuestreo
(reSampling), como con la de repesado (reWeighting), que se han denotado
respectivamente como (S) y (W) en las tablas.
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4. Random Subspaces [55]. Se han testado dos configuraciones, tomando res-
pectivamente el 50% y el 75% de las dimensiones del problema original.
En todos los multiclasificadores se han construido cincuenta clasificadores
base. Los clasificadores base utilizados han sido:
En el caso de Boosting, Bagging y Random Subspaces, se han utilizado
clasificadores base J.48 (la implementacio´n de los a´rboles de decisio´n C4.5
de Quinlan [92] que hace WEKA). Se han hecho pruebas tanto con a´rbo-
les J.48 sin usar DN , como usando DN para perturbarlos (DN -Decision
Trees).
Para el caso de Random Forests, lo´gicamente, so´lo cabe utilizar Random
Trees como clasificadores base. Tambie´n se han probado estos multiclasifi-
cadores tanto con Random Trees sin DN , como con su variante perturbada
por DN (DN -Random Trees).
Como en el caso de las SVM, tambie´n interesa probar en la validacio´n, si
los DN -Decision Trees son ya de por s´ı, clasificadores base suficientemente po-
tentes como para obtener buenas tasas de acierto sin tener que combinarlos
con ninguno de los sofisticados esquemas que se han enumerado anteriormente.
Por ello, se ha an˜adido a la prueba el multiclasificador formado por cincuenta
DN -Decision Trees, de manera que la prediccio´n de dicho multiclasificador se
computa simplemente haciendo la media de las probabilidades de las prediccio-
nes de cada uno de los clasificadores base. Tal y como se hizo en la seccio´n 4.3,
se dara´ el nombre de DN -Ensemble a dicho me´todo.
De manera ana´loga a como se hizo en la seccio´n 4.3, en la que se analizaban
los resultados para DN -SVM, se ha incluido el me´todo k-NN en el test, tanto
en su versio´n de un so´lo vecino (1-NN), como la versio´n k-NN de WEKA que
da a k el valor o´ptimo para cada conjunto, para as´ı conocer si la tasa de acierto
que pueda tener un clasificador k-NN es en el fondo la causa por la que pudiera
mejorar, en su caso, el rendimiento de los multiclasificadores con DN . Como
en la seccio´n 4.3, tampoco se han an˜adido multiclasificadores de vecinos ma´s
cercanos al test por las mismas razones por las que no se hizo con SVM.
Se han utilizado los mismos 62 conjuntos de datos de la UCI [3] de la
seccio´n 4.3 para DN -SVM, (ver tabla 4.3), y validacio´n cruzada estratifica-
da 10 × 10. Los resultados para cada me´todo y conjunto de datos se muestran
en las tablas de la A.6 a la A.10.
La tabla 4.11 muestra los distintos multiclasificadores ordenados por los
rankings promedios segu´n [26] (ver seccio´n 2.3.2). Puede verse que todos los
multiclasificadores que utilizan DN mejoran su versio´n sin DN .
Tambie´n se ha aplicado la versio´n corregida del Resampled t-test [85] (ver
seccio´n 2.3.1) sobre los resultados de la validacio´n cruzada 10×10. Como en
ocasiones anteriores, el nivel de significacio´n elegido es del 5%. El test se ha
utilizado para confeccionar el ranking de victorias menos derrotas siginificativas
descrito en la seccio´n 2.3.2 (ver tabla 4.13). La conclusio´n es la misma que en
el ranking anterior:
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7.19 DN -MultiBoost (W)
7.47 DN -Random Forest
7.48 DN -MultiBoost (S)
8.02 DN -AdaBoost (S)
8.42 DN -AdaBoost (W)
8.65 MultiBoost (S)
8.77 MultiBoost (W)
8.89 DN -Subspaces (50%)
9.30 Random Forest










Tabla 4.12: Posiciones de los multiclasificadores con DN -a´rboles vs. a´rboles
puros en el ranking promedio.
Posicio´n Me´todo Posicio´n Me´todo
1 DN -MultiBoost (W) 6 MultiBoost (S)
2 DN -Random Forest 7 MultiBoost (W)
3 DN -MultiBoost (S) 9 Random Forest
4 DN -AdaBoost (S) 11 AdaBoost (S)
5 DN -AdaBoost (W) 12 AdaBoost (W)
8 DN -Subspaces (50%) 14 Subspaces (50%)
10 DN -Subspaces (75%) 15 Bagging
13 DN -Bagging 16 Subspaces (75%)
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Tabla 4.13: Ranking de diferencias entre victorias y derrotas significativas
de la validacio´n experimental de DN con clasificadores base a´rboles (V−D:
Victorias−Derrotas, V: Victorias, D: Derrotas).
V−D V D Me´todo
208 246 38 DN -MultiBoost (W)
205 262 57 DN -AdaBoost (W)
203 240 37 DN -MultiBoost (S)
201 250 49 DN -AdaBoost (S)
171 232 61 MultiBoost (W)
170 231 61 MultiBoost (S)
159 229 70 AdaBoost (S)
144 230 86 AdaBoost (W)
100 208 108 DN -Random Forest
80 193 113 Random Forest
-33 165 198 DN -Subspaces (50%)
-67 153 220 DN -Bagging
-76 145 221 DN -Subspaces (75%)
-111 136 247 Subspaces (50%)
-155 109 264 Bagging
-220 146 366 k-Nearest Neighbor
-260 85 345 Subspaces (75%)
-280 93 373 DN -Ensemble
-439 113 552 1-Nearest Neighbor
Tabla 4.14: Posiciones de los multiclasificadores con DN -a´rboles vs. a´rboles
puros en el Ranking de diferencias entre victorias y derrotas significativas.
Posicio´n Me´todo Posicio´n Me´todo
1 DN -MultiBoost (W) 5 MultiBoost (W)
2 DN -AdaBoost (W) 6 MultiBoost (S)
3 DN -MultiBoost (S) 7 AdaBoost (S)
4 DN -AdaBoost (S) 8 AdaBoost (W)
9 DN -Random Forest 10 Random Forest
11 DN -Subspaces (50%) 14 Subspaces (50%)
12 DN -Bagging 15 Bagging
13 DN -Subspaces (75%) 17 Subspaces (75%)
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Todos los multiclasificadores que utilizan DN mejoran la versio´n de
partida que no utiliza DN .
Las tablas 4.12 y 4.14 sirven para ilustrar como en ambos rankings el orden
relativo entre los me´todos sin y con DN apenas var´ıa. Si tomamos una fila
cualquiera de esas tablas, se puede ver que la versio´n con DN en la mayor´ıa
de las ocasiones esta´ en la misma fila que la versio´n sin DN ; y cuando no es
as´ı ambas versiones distan una fila o muy excepcionalmente dos. Esto indica que
la mejora en el uso de DN muestra cierta independencia respecto al esquema
de combinacio´n en el que se utilice. Por ello, parece lo´gico pensar en Disturbing
Neighbors como una mejora de un me´todo ensemble existente. Esta hipo´tesis
es tambie´n sustentada por las posiciones tan bajas que muestra DN -Ensemble
en las tablas 4.11 y 4.13. Lo cual, ilustra que (a diferencia de las DN -SVM) la
mera utilizacio´n de un multiclasificador con clasificador base DN sin tener en
cuenta co´mo se van a combinar e´stos, no garantiza el mejor resultado posible.
La mejora en el utilizacio´n de las versiones DN de los multiclasificadores se
cuantifica en la tabla 4.15.
La segunda columna muestra las victorias, empates y derrotas de las ver-
siones con DN de los multiclasificadores, frente a las versiones sin DN .
Segu´n el Sign test [26] (ver seccio´n 2.3.1), para 62 conjuntos de datos, un
me´todo es significativamente mejor que otro si el nu´mero de victorias ma´s
la divisio´n entre dos del nu´mero de empates es mayor o igual que 39. Por
lo tanto, para todos los me´todos de la tabla 4.15 las versiones con DN son
significativamente mejores.
La tercera columna muestra las victorias, empates y derrotas de las versio-
nes con DN frente a las versiones sin DN que sean significativas segu´n la
versio´n corregida del Resampled t-test. Estas victorias significativas fueron
ya marcadas con ◦ en las tablas de la A.7 a la A.10 del anexo, mientras
que las derrotas se marcaron con •. Puede verse que en todos los casos
las victorias superan a las derrotas, y que so´lo en el caso de los Random
Forest hay alguna derrota significativa, pero que en el resto no. Por ello,
nuevamente se podr´ıa concluir que todos los me´todos mejoran con DN .
Existen algunos me´todos en el que el nu´mero de victorias significativas es
ma´s grande, como por ejemplo Bagging y Subspaces(75%), pero en el resto
de me´todos el nu´mero de victorias es reducido. Esto es posible que se deba
precisamente a que al tratarse de una mejora de un me´todo existente, el
papel protagonista en la tarea de clasificacio´n lo sigue ejerciendo el me´todo
multiclasificador de partida.
Las tablas 4.11 y 4.13 muestran que las posiciones en el ranking de los
me´todos 1-NN y k-NN no son muy buenas. Por lo que podr´ıa pensarse que la
causa por la que los multiclasificadores con DN son mejores no es precisamente
tanto por la bondad del algoritmo k-NN, sino por la diversidad que induce la
seleccio´n aleatoria de las m instancias que forman parte de cada 1-NN.
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Subspaces (50%) 47-5-10 3-59-0
Subspaces (75%) 53-3-6 16-46-0
AdaBoost (W) 43-2-17 3-59-0
AdaBoost (S) 45-5-12 2-60-0
MultiBoost (W) 43-2-17 1-61-0
MultiBoost (S) 40-4-18 1-61-0
Random Forest 40-2-20 3-57-2
Las tablas 4.16 y 4.17 sirven para comprobar esta hipo´tesis al comparar cada
me´todo con DN respectivamente contra los me´todos 1-NN y k-NN.
Nuevamente, puede observarse que 1-NN es significativamente peor que to-
dos los me´todos segu´n el Sign test [26] (columna central de la tabla 4.16), obte-
nie´ndose en todos los casos un nu´mero de victorias significativas muy superior
al de derrotas (columna derecha de la tabla 4.16), aun cuando 1-NN utiliza to-
das las instancias de cada conjunto de datos, frente a las m = 10 que usan los
algoritmos DN testados.
Es ma´s, incluso optimizando el nu´mero k del me´todo k-NN para cada con-
junto de datos no es suficiente para derrotar significativamente a ninguno de
los me´todos DN . La tabla 4.17 muestra esta comparacio´n contra k-NN con
un k o´ptimo. La columna central muestra que tan solo DN -Bagging, DN -
Subspaces(75%) y DN -Ensemble no consiguen ser mejores significativamente
usando el Sign test. En el caso de los dos primeros no se alcanza el umbral de
las 39 victorias por muy poco.
No obstante, DN -Ensemble es un me´todo que se ha introducido en el test tan
so´lo para descartar que el uso de un clasificador base con DN sin tener en cuenta
el esquema de combinacio´n, no garantizaba un resultado satisfactorio. Adema´s
la columna derecha de la tabla 4.17 muestra tambie´n que en cualquier caso el
nu´mero de victorias significativas sobre k-NN siempre supera al de derrotas, y
que salvo en los tres me´todos anteriormente mencionados esta diferencia es muy
grande (las victorias quintuplican las derrotas).
Es importante notar en las tablas 4.11, 4.13 y 4.17, que a diferencia de los
resultados con DN -SVM, el optimizar el valor de k en el me´todo k-NN no genera
un clasificador que este´ a la altura de un multiclasificador que use DN -a´rboles.
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Tabla 4.16: Comparativa de los multiclasificadores de a´rboles que usan DN
contra 1-NN (V-E-D: Victorias-Empates-Derrotas).
Me´todo V-E-D V-E-D
Significativas
DN -Ensemble 41-1-20 25-27-10
DN -Bagging 46-1-15 30-23-9
DN -Subspaces (50%) 45-1-16 29-23-10
DN -Subspaces (75%) 44-1-17 29-26-7
DN -AdaBoost (W) 51-0-11 34-25-3
DN -AdaBoost (S) 51-1-10 33-26-3
DN -MultiBoost (W) 49-0-13 37-20-5
DN -MultiBoost (S) 50-0-12 36-21-5
DN -Random Forest 50-2-10 37-20-5
Tabla 4.17: Comparativa de los multiclasificadores de a´rboles que usan DN
contra k-NN (V-E-D: Victorias-Empates-Derrotas).
Me´todo V-E-D V-E-D
Significativas
DN -Ensemble 29-1-32 14-36-12
DN -Bagging 37-1-24 17-36-9
DN -Subspaces (50%) 40-1-21 16-34-12
DN -Subspaces (75%) 38-1-23 17-37-8
DN -AdaBoost (W) 40-0-22 25-32-5
DN -AdaBoost (S) 39-1-22 25-33-4
DN -MultiBoost (W) 41-0-21 27-30-5
DN -MultiBoost (S) 42-0-20 27-30-5
DN -Random Forest 42-2-18 26-31-5

















Figura 4.17: Error vs. Kappa para Boosting y Bagging en el conjunto de datos
krk.
4.4.1. Ana´lisis de la diversidad en multiclasificadores con
DN -a´rboles
Como en la seccio´n 4.3, tambie´n se ha comprobado la mejora de la diversidad
de los DN -a´rboles mediante la estad´ıstica Kappa [74]. Los valores de Kappa se
han utilizado para dibujar los diagramas de Kappa-Error [74]. La figura 4.17
muestra un ejemplo de diagrama Kappa-Error para el conjunto de datos krk
con los me´todos Bagging y AdaBoost.
En la figura 4.17 pueden observarse que las nubes correspondientes a los
me´todos con DN esta´n algo desplazadas a la izquierda de las nubes correspon-
dientes a los me´todos sin DN . Esto significa que los me´todos con DN son ma´s
diversos. La figura 4.18 muestra el diagrama de Movimiento Kappa-Error pa-
ra los me´todos Bagging, Adaboost con remuestreo, Multiboost con remuestreo,
Random Forests y la variante de Random Subspaces con el 50% de los atribu-
tos. Los diagramas se han obtenido de ide´ntica manera que en la seccio´n 4.3.
Pueden observarse gran cantidad de flechas apuntando hacia la izquierda, lo
que significa una mejora generalizada de la diversidad. Cuanto ma´s larga es la
flecha, mayor es la diferencia relativa.
Finalmente, las figuras que van de la 4.19 a la 4.23 muestran los diagramas de
Movimiento Relativo de Kappa-Error para cada uno de los multiclasificadores.
Estos diagramas son ideales para poder observar el efecto conjunto de los
resultados de la figura 4.18. Se puede observar que la mayor parte de las flechas
apuntan a la izquierda, lo cual es un indicador de diversidad. Muchas de las
flechas adema´s apuntan hacia arriba, poniendo de manifiesto que generalmente
esa ganancia de diversidad es a costa de una pe´rdida en el acierto de cada uno































































Figura 4.18: Diagramas de movimiento κ-Error para DN con a´rboles en los 62
conjuntos de datos.
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Random Forest -> DN-Random Forest
Figura 4.20: Diagrama de Movimiento Relativo de κ-Error para Random Forests
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Figura 4.21: Diagrama de Movimiento Relativo de κ-Error para Random Subs-
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AdaBoost -> DN-AdaBoost
Figura 4.22: Diagrama de Movimiento Relativo de κ-Error para AdaBoost(S)
de a´rboles
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MultiBoost -> DN-MultiBoost
Figura 4.23: Diagrama de Movimiento Relativo de κ-Error para MultiBoost(S)
de a´rboles
de los clasificadores base.
4.5. Estudio de lesiones
Existen tres elementos en la construccio´n de clasificadores base con DN :
1. La aplicacio´n de una seleccio´n aleatoria de caracter´ısticas en base a las
cuales se calculan las distancias del clasificador 1-NN.
2. La incorporacio´n dem caracter´ısticas binarias que indican cua´l es el vecino
ma´s cercano.
3. La incorporacio´n de otra caracter´ıstica adicional que toma el valor de la
prediccio´n del clasificador 1-NN.
Parece bastante interesante hacer un estudio experimental que desvele cua´les
de estos tres elementos resultan esenciales a la hora de construir multiclasifica-
dores con DN , y cua´les de estos tres elementos son prescindibles.
Para ello, se han creado cinco variantes nuevas del me´todo DN :
DNP : Esta variante no aplica ni la seleccio´n aleatoria de caracter´ısticas,
ni incorpora las m caracter´ısticas binarias que indican cua´l es el vecino
ma´s cercano. Tan solo toma en cuenta la prediccio´n hecha por el clasi-
ficador 1-NN. Esta variante DNP podr´ıa interpretarse como un tipo de
Cascading [47] en el que el clasificador 1-NN juega el papel de clasifica-
dor del nivel 1 o base, mientras que el a´rbol de decisio´n toma el papel
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de clasificador del nivel 2 o meta. La diferencia con un Cascading t´ıpico
es que mientras este u´ltimo utilizar´ıa todo el conjunto de entrenamiento
para entrenar el clasificador del nivel 1, DN tan so´lo utiliza m instancias.
DN V : Es una variante que tampoco aplica la seleccio´n aleatoria de ca-
racter´ısticas y que no tiene en cuenta la prediccio´n de la clase hecha por
el 1-NN. Tan solo utiliza los m atributos binarios que indican cua´l es el
vecino ma´s cercano.
DN V P : Es una variante que no aplica la seleccio´n aleatoria de caracter´ısti-
cas, pero s´ı que considera tanto la prediccio´n hecha por el 1-NN, como los
m atributos binarios.
DNPA: Es una variante muy similar a DNP , ya que en ambas se tiene en
cuenta la prediccio´n del clasificador 1-NN. La diferencia entre ambas estri-
ba en que DNPA computa las distancias en el clasificador 1-NN utilizando
la seleccio´n aleatoria de caracter´ısticas.
DN V A: Es una variante parecida a DN V debido a que ambas utilizan
las m caracter´ısticas binarias. La diferencia entre ambas consiste tambie´n
en que DN V A computa las distancias del clasificador 1-NN utilizando la
seleccio´n aleatoria de caracter´ısticas.
Siguiendo esta misma nomenclatura, el propio me´todo DN podr´ıa denotarse
como DN V PA, ya que en e´l se aplican los tres elementos mencionados anterior-
mente (V: se utilizan las m caracter´ısticas que indican cua´l es el Vecino ma´s
cercano, P: se utiliza la Prediccio´n de la clase hecha por el 1-NN, y A: se hace
la seleccio´n Aleatoria de caracter´ısticas).
Los me´todos multiclasificadores considerados en la seccio´n 4.4 se han agru-
pado en las nueve familias que se muestran a continuacio´n:
1. Bagging.
2. Random Forest.
3. Random Subspaces utilizando el 50% de los atributos originales.
4. Random Subspaces utilizando el 75% de los atributos originales.
5. AdaBoost en la variante de repesado.
6. AdaBoost en la variante de remuestreo.
7. MultiBoost en la variante de repesado.
8. MultiBoost en la variante de remuestreo.
9. DN -Ensembles.
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Tabla 4.18: Rankings para las distintas variantes de (DN -)Bagging (V−D:











V−D V D Me´todo
24 26 2 DN -Bagging
23 25 2 DNV A-Bagging
14 18 4 DNV P -Bagging
12 16 4 DNV -Bagging
-8 7 15 DNP -Bagging
-17 6 23 DNPA-Bagging
-48 0 48 Bagging
Todas las familias a excepcio´n de DN -Ensembles, constan de siete versiones:
el multiclasificador con clasificadores base a´rboles sin ningu´n tipo de DN , el
multiclasificador con DN (o si se quiere, con DN V PA), y las cinco variantes de
DN descritas anteriormente. Excepcionalmente, la familia de los DN -Ensembles
so´lo consta de se´is me´todos debido a que no existe la versio´n ((sin)) DN .
Nuevamente, se han computado los rankings promedios con los mismos 62
conjuntos de datos de la UCI, y tambie´n con la validacio´n cruzada estratificada
10 × 10, pero esta vez todos estos ca´lculos se han llevado a cabo para cada
familia de forma separada.
Segu´n [26], si se utiliza el test pareado de Nemenyi (ver seccio´n 2.3.1), para
62 conjuntos de datos, se puede concluir que un clasificador es significativamente
mejor que otro, con un nivel de significacio´n del 5%, si la diferencia entre sus
rankings promedios es mayor que un valor cr´ıtico de 1.144 para el caso en el
que sean siete los me´todos comparados (tal y como ocurre en todas las familias
a excepcio´n de la familia DN -Ensemble), o de 0.958 en el caso en el que sean
se´ıs me´todos (como ocurre en la familia del DN -Ensemble).
Los resultados de cada variante y conjunto de datos aparecen reflejados en
las tablas de la A.11 a la A.19 del anexo.
Las tablas de la 4.18 a la 4.26 muestran los resultados para cada familia. Cada
una de estas tablas tiene dos subtablas: la subtabla de la izquierda representa los
rankings promedios y la de la derecha el ranking por diferencias entre victorias
y derrotas significativas.
En los rankings promedios los me´todos agrupados por las l´ıneas verticales a
la izquierda resultan no ser significativamente peores que el que esta´ en primera
posicio´n, mientras que los me´todos agrupados por las l´ıneas verticales de la
derecha no son significativamente mejores que el u´ltimo.
Se observa que en todas las familias, cualquiera de las variantes de DN siem-
pre quedan en el grupo de cabeza, mientras que el me´todo puro (sin ningu´n tipo
de DN ) siempre queda en el grupo de cola; a excepcio´n de los DN -Ensembles,
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Tabla 4.19: Rankings para las distintas variantes de (DN -)Random Forest




3.60 DNV -R Forest
3.60 DN -R Forest
3.60 DNV A-R Forest
3.90 DNV P -R Forest
4.18 DNPA-R Forest
4.31 DNP -R Forest
4.81 R Forest
V−D V D Me´todo
12 12 0 DNP -R Forest
10 13 3 DNPA-R Forest
-3 5 8 DN -R Forest
-3 6 9 DNV P -R Forest
-3 2 5 DNV A-R Forest
-6 2 8 DNV -R Forest
-7 8 15 R Forest
Tabla 4.20: Rankings para las distintas variantes de DN -Ensemble (V−D:










V−D V D Me´todo
33 40 7 DNV P -Ensemble
32 42 10 DN -Ensemble
29 40 11 DNV A-Ensemble
29 38 9 DNV -Ensemble
-48 7 55 DNP -Ensemble
-75 0 75 DNPA-Ensemble
Tabla 4.21: Rankings para las distintas variantes de (DN -)Random Subspaces




2.88 DNV P -Subespaces (50%)
3.42 DNV -Subspaces (50%)
3.52 DN -Subspaces (50%)
3.60 DNV A-Subspaces (50%)
4.06 DNP -Subspaces (50%)
4.74 DNPA-Subspaces (50%)
5.77 Subspaces (50%)
V−D V D Me´todo
7 7 0 DNV P -Subspaces (50%)
7 7 0 DNV -Subspaces (50%)
6 6 0 DN -Subspaces (50%)
5 5 0 DNV A-Subspaces (50%)
-3 3 6 DNP -Subspaces (50%)
-5 2 7 DNPA-Subspaces (50%)
-17 0 17 Subspaces (50%)
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Tabla 4.22: Rankings para las distintas variantes de (DN -)Random Subspaces




2.90 DN -Subspaces (75%)
2.90 DNV P -Subspaces (75%)
3.24 DNV A-Subspaces (75%)
3.32 DNV -Subspaces (75%)
4.49 DNP -Subspaces (75%)
4.90 DNPA-Subspaces (75%)
6.26 Subspaces (75%)
V−D V D Me´todo
26 26 0 DN -Subspaces (75%)
26 26 0 DNV P -Subspaces (75%)
25 25 0 DNV A-Subspaces (75%)
24 24 0 DNV -Subspaces (75%)
-9 9 18 DNP -Subspaces (75%)
-24 5 29 DNPA-Subspaces (75%)
-68 0 68 Subspaces (75%)
Tabla 4.23: Rankings para las distintas variantes de (DN -)AdaBoost(W) (V−D:




3.45 DN -AdaBoost (W)
3.54 DNV P -AdaBoost (W)
3.59 DNV -AdaBoost (W)
3.73 DNV A-AdaBoost (W)
4.19 DNPA-AdaBoost (W)
4.32 DNP -AdaBoost (W)
5.19 AdaBoost (W)
V−D V D Me´todo
5 5 0 DN -AdaBoost (W)
4 4 0 DNV P -AdaBoost (W)
4 4 0 DNV A-AdaBoost (W)
3 3 0 DNV -AdaBoost (W)
-2 1 3 DNPA-AdaBoost (W)
-2 1 3 DNP -AdaBoost (W)
-12 0 12 AdaBoost (W)
Tabla 4.24: Rankings para las distintas variantes de (DN -)AdaBoost(S) (V−D:




3.34 DN -AdaBoost (S)
3.35 DNV A-AdaBoost (S)
3.48 DNV P -AdaBoost (S)
3.76 DNV -AdaBoost (S)
4.31 DNPA-AdaBoost (S)
4.45 DNP -AdaBoost (S)
5.32 AdaBoost (S)
V−D V D Me´todo
4 4 0 DNV A-AdaBoost (S)
3 3 0 DN -AdaBoost (S)
1 1 0 DNPA-AdaBoost (S)
1 1 0 DNV -AdaBoost (S)
0 1 1 DNV P -AdaBoost (S)
-1 1 2 DNP -AdaBoost (S)
-8 0 8 AdaBoost (S)
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Tabla 4.25: Rankings para las distintas variantes de (DN -)MultiBoost(W)




3.07 DNV A-MultiBoost (W)
3.14 DNV P -MultiBoost (W)
3.68 DN -MultiBoost (W)
4.02 DNV -MultiBoost (W)
4.56 DNPA-MultiBoost (W)
4.56 DNP -MultiBoost (W)
4.98 MultiBoost (W)
V−D V D Me´todo
6 6 0 DN -MultiBoost (W)
6 6 0 DNV A-MultiBoost (W)
2 2 0 DNPA-MultiBoost (W)
0 2 2 DNP -MultiBoost (W)
-2 2 4 DNV -MultiBoost (W)
-4 2 6 DNV P -MultiBoost (W)
-8 1 9 MultiBoost (W)
Tabla 4.26: Rankings para las distintas variantes de (DN -)MultiBoost(S) (V−D:




3.02 DNV -MultiBoost (S)
3.35 DNV P -MultiBoost (S)
3.82 DN -MultiBoost (S)
3.84 DNV A-MultiBoost (S)
4.24 DNP -MultiBoost (S)
4.73 DNPA-MultiBoost (S)
5.00 MultiBoost (S)
V−D V D Me´todo
5 5 0 DN -MultiBoost (S)
5 5 0 DNV A-MultiBoost (S)
5 5 0 DNPA-MultiBoost (S)
-2 1 3 DNV P -MultiBoost (S)
-2 1 3 DNP -MultiBoost (S)
-5 2 7 DNV -MultiBoost (S)
-6 1 7 MultiBoost (S)
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ya que estos no presentan un me´todo puro.
En todas las familias, las variantes que tienen en cuenta las m caracter´ısti-
cas binarias que indican cua´l es el vecino ma´s cercano (que denotaremos como
V ariantesV ) siempre quedan en el grupo de cabeza, y tan solo una vez quedan
en el grupo de me´todos de cola (i.e., DN V -MultiBoost(W)). Es ma´s:
Las V ariantesV siempre toman los cuatro primeros lugares en todas las
familias.
Las V ariantesV esta´n siempre en el grupo de me´todos de cabeza (me´todos
que no son significativamente mejores que el primero).
Pero adema´s, siempre resulta haber una variante bien del tipo DNPA, bien
del tipo DNP en penu´ltimo y antepenu´ltimo lugar, menos en el caso de DN -
Ensemble, en el que estas dos variantes ocupan las dos u´ltimas posiciones. En
todas las familias, excepto DN -Ensemble, la versio´n pura del ensemble ocupa
el u´ltimo lugar, y muchas de las variantes DNPA y DNP incluso no suponen
una mejora significativa respecto de la variante pura.
En todas las familias la variante DN V queda mejor colocada que la variante
DNP , y en seis de las nueve familias el me´todo en la primera posicio´n es una
V arianteP (i.e., tienen en cuenta la prediccio´n del 1-NN), pero siempre se trata
de variantes V arianteP que son adema´s V arianteV .
En cuanto a la seleccio´n aleatoria de caracter´ısticas, en cuatro familias la
variante DN ocupa mejores posiciones en el ranking que la variante DN V P ,
pero en otras cinco ocurre todo lo contrario.
En la misma l´ınea, se observa que predominan las familias en las que la
variante DN V ocupa mejor posicio´n en el ranking que DN V A (6 ocasiones
frente a 3), y que en proporcio´n 5 a 4 tambie´n predominan las familias en la que
la variante DNP ocupa mejores posiciones que la DNPA. Por todo ello, parece
que la seleccio´n de caracter´ısticas aleatorias para el ca´lculo de las distancias
no aporta mucho. Sin embargo, esta seleccio´n reduce la dimensio´n del espacio
de entrada, por lo que puede ser una opcio´n interesante en conjuntos de datos
grandes, ya que contribuir´ıa algo a reducir los tiempos de computacio´n, sin
incurrir por ello en una disminucio´n significativa en la tasa de acierto.
Por lo tanto, se puede concluir que la utilizacio´n de las m caracter´ısticas
binarias que indican cual es el vecino ma´s cercano, es el elemento comu´n en
las familias que obtienen mejores resultados, mientras que tanto la prediccio´n
hecha por el clasificador 1-NN, como la seleccio´n aleatoria de caracter´ısticas, no
parecen ser esenciales.
Si se hace el mismo ana´lisis a trave´s del ranking por la diferencia entre
victorias y derrotas significativas, los resultados apuntan en la misma direccio´n
pero con menos claridad. En estos rankings, que encuentran en la parte derecha
de las tablas de la 4.18 a la 4.26, es observable en dichas tablas que:
1. Salvo, lo´gicamente, en el caso de la familia DN -Ensemble, el multiclasifi-
cador puro (i.e., sin DN ) es siempre el peor me´todo.
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2. Que en cinco de las nueve familias consideradas (i.e., AdaBoost(W), Bag-
ging, DN -Ensemble, Subespaces(50%) y Subespaces(75%)), las cuatro
variantes de cabeza son las cuatro V ariantesV .
3. Salvo en los Random Forests, en el resto de familias los dos primeros
me´todos de cada ranking son siempre V ariantesV .
Pero por otro lado, habr´ıa algunos indicadores que contradir´ıan la idea de
que es el vector de booleanos el elemento ma´s influyente en el algoritmo DN .
As´ı, aunque en todos los rankings promedios, y en la mayor´ıa de los rankings por
diferencias entre victorias y derrotas significativas las peores variantes de DN
son las que no son V ariantesV , es observable que en los rankings por diferencias:
1. En Random Forests, las variantes DNP y DNPA son las dos mejores,
2. En AdaBoost(S), MultiBoost(W) y MultiBoost(S), la variante DNPA lle-
ga a alcanzar una tercera posicio´n.
Parece, por tanto, que el ranking de diferencia entre victorias y derrotas
concede en general ma´s cre´dito a las V ariantesV que a las V ariantesP . Sin
embargo, no lo hace con la misma rotundidad que el ranking promedio. No
obstante, el ranking de diferencias suelen tomarse como menos fiable que el
ranking promedio, en tanto el primero so´lo toma en cuenta aquellos resultados
en los que hay una diferencia segu´n un nivel de significacio´n prefijado, obviando
el resto de resultados [26] (ver discusio´n en la seccio´n 2.3.2).
Si se observan las tablas donde figuran las tasas de acierto para cada una
de las variantes en cada conjunto de datos (tablas de la A.11 a la A.19), en la
gran mayor´ıa de los conjuntos de datos, las variantes DN resultan en empates
frente a la versio´n pura del multiclasificador (sin DN ). Es por tanto patente en
este caso la fragilidad del ranking de diferencias, pues basta quitar o sustituir
esos escasos conjuntos de datos donde hay diferencias significativas para llegar
a resultados totalmente distintos.
La tabla 4.27 muestra los rankings promedios para todas las variantes de los
me´todos considerados. La columna Benef (beneficio) en las filas correspondien-
tes a variantes de DN , se computa como la diferencia entre el ranking promedio
que se obtiene al usar la correspondiente variante DN menos el ranking pro-
medio del mismo multiclasificador sin ninguna variante de DN . Por tanto, el
beneficio indica la ganancia de la versio´n con DN respecto al multiclasificador
puro. En esta tabla se pueden observar ciertas cuestiones:
1. Por un lado las familias van apareciendo en un orden que guarda bastante
relacio´n con el de la tabla 4.11. Primero aparecen entremezcladas las dis-
tintas variantes de MultiBoost y Random Forests; en un segundo grupo
las variantes de AdaBoost, luego las de Subspaces(50%), otro grupo en el
que se entremezclan variantes de Subspaces(75%) y Bagging, y finalmente
los DN -Ensemble junto con los 1-NN y k-NN.
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Tabla 4.27: Rankings promedios de todas las DN -variantes.
Ranking
Promedio Benef Me´todo
22.01 7.93 DNV -MultiBoost (S)
22.56 7.61 DNV P -MultiBoost (W)
22.73 7.21 DNV P -MultiBoost (S)
22.87 7.30 DNV A-MultiBoost (W)
24.65 5.52 DN -MultiBoost (W)
25.16 6.65 DNV P -Random Forest
25.22 6.59 DNV -Random Forest
25.39 6.42 DN -Random Forest
25.40 4.54 DN -MultiBoost (S)
25.67 4.50 DNV -MultiBoost (W)
25.96 3.98 DNP -MultiBoost (S)
26.06 3.88 DNV A-MultiBoost (S)
26.57 5.23 DNV A-Random Forest
26.61 3.56 DNP -MultiBoost (W)
27.51 6.29 DNV P -AdaBoost (S)
27.75 6.05 DN -AdaBoost (S)
27.77 2.40 DNPA-MultiBoost (W)
27.93 6.15 DNV P -AdaBoost (W)
28.13 5.67 DNV A-AdaBoost (S)
28.57 1.36 DNPA-MultiBoost (S)
28.61 5.47 DNV -AdaBoost (W)
28.75 5.33 DN -AdaBoost (W)
28.78 5.02 DNV -AdaBoost (S)
29.33 9.80 DNV P -Subspaces (50%)
29.42 4.66 DNV A-AdaBoost (W)
29.77 2.03 DNP -Random Forest
29.85 3.94 DNP -AdaBoost (S)
29.94 MultiBoost(S)
29.94 1.86 DNPA-Random Forest
30.17 MultiBoost (W)
30.68 3.40 DNPA-AdaBoost (W)
30.91 8.22 DNV -Subspaces (50%)
Ranking
Promedio Benef Me´todo
31.17 7.96 DN -Subspaces (50%)
31.31 2.49 DNPA-AdaBoost (S)
31.34 2.74 DNP -AdaBoost(W)
31.68 10.07 DNV P -Bagging
31.76 13.73 DNV P -Subspaces (75%)
31.81 Random Forest
32.13 7.00 DNV A-Subspaces (50%)
32.19 6.94 DNP -Subspaces (50%)
32.56 12.93 DN -Subspaces (75%)
33.80 AdaBoost (S)
34.08 AdaBoost (W)
34.19 4.94 DNPA-Subspaces (50%)
34.35 7.40 DN -Bagging
34.40 7.35 DNP -Bagging
34.61 7.14 DNV -Bagging
34.64 10.85 DNV A-Subspaces (75%)
34.89 10.60 DNV -Subspaces (75%)
36.56 8.92 DNP -Subspaces (75%)
36.77 4.98 DNV A-Bagging
39.10 2.65 DNPA-Bagging
39.13 Subspaces (50%)
39.23 6.25 DNPA-Subspaces (75%)
39.40 k-NN
41.75 Bagging
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Tabla 4.28: Posiciones relativas en la familia de cada DN -variante usando el
ranking promedio de la Tabla 4.27.
Familia VP VPA V VA P PA Me´todo sin DN
Bagging 1 2 4 5 3 6 7
Random Forest 1 3 2 4 5 6 7
DN -Ensemble 1 2 3 4 5 6 -
Subspaces(50%) 1 3 2 4 5 6 7
Subspaces(75%) 1 2 4 3 5 6 7
AdaBoost(W) 1 3 2 4 6 5 7
AdaBoost(S) 1 2 4 3 5 6 7
MultiBoost(W) 1 3 4 2 5 6 7
MultiBoost(S) 2 3 1 5 4 6 7
Suma 10 23 26 34 43 53 56
2. Si tomamos la tabla 4.27 seleccionando por separado los miembros de
cada familia y establecemos entre ellos un ranking relativo, se obtiene
la tabla 4.28 4. En ella se observa con gran nitidez la fortaleza de las
V ariantesV , ya que:
Salvo, lo´gicamente, en el caso de la familia DN -Ensemble, el multi-
clasificador puro (i.e., sin DN ) es siempre el peor me´todo.
La variante PA es siempre la peor variante DN salvo en el caso de
AdaBoost(W).
La variante P salvo en dos ocasiones, suele ser la penu´ltima o u´ltima
entre las versiones con DN .
La variante V P es la que obtiene el mejor resultado en cada familia
salvo en una sola ocasio´n (i.e., DN V -MultiBoost(S)).
Las variantes V PA, V y V A salvo en dos ocasiones que hacen quinto
y una que hace primero, vagan entre los puestos segundo al cuarto.
3. Las diferencias significativas entre me´todos que resultan de las tablas de
la 4.18 a la 4.26 no se ven contradichas por ninguna permutacio´n en el
orden de los me´todos de la tabla 4.27, con la salvedad de que en la familia
MultiBoost(S) se hab´ıa obtenido que DN V A-MultiBoost(S) era signifi-
cativamente mejor que DNP -MultiBoost(S), sin embargo las tablas 4.27
y 4.28 muestran aDNP -MultiBoost(S) ligeramente por delante deDN V A-
MultiBoost(S).
Todo ello ratifica los resultados obtenidos en el ana´lisis por familias en las
tablas de la 4.18 a la 4.26.
4En la tabla VPA es la variante de DN pura; como por ejemplo DN -Bagging, que es lo
mismo que DNV PA-Bagging.
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Tabla 4.29: Rankings de los beneficios computados en la Tabla 4.27.
Beneficio Me´todo Es una V arianteV
13.73 DNV P -Subspaces (75%) •
12.93 DN -Subspaces (75%) •
10.85 DNV A-Subspaces (75%) •
10.60 DNV -Subspaces (75%) •
10.07 DNV P -Bagging •
9.80 DNV P -Subspaces (50%) •
8.92 DNP -Subspaces (75%)
8.22 DNV -Subspaces (50%) •
7.96 DN -Subspaces (50%) •
7.93 DNV -MultiBoost (S) •
7.61 DNV P -MultiBoost (W) •
7.40 DN -Bagging •
7.35 DNP -Bagging
7.30 DNV A-MultiBoost (W) •
7.21 DNV P -MultiBoost (S) •
7.14 DNV -Bagging •
7.00 DNV A-Subspaces (50%) •
6.94 DNP -Subspaces (50%)
6.65 DNV P -Random Forest •
6.59 DNV -Random Forest •
6.42 DN -Random Forest •
6.29 DNV P -AdaBoost (S) •
6.25 DNPA-Subspaces (75%)
6.15 DNV P -AdaBoost (W) •
6.05 DN -AdaBoost (S) •
5.67 DNV A-AdaBoost (S) •
5.52 DN -MultiBoost (W) •
5.47 DNV -AdaBoost (W) •
5.33 DN -AdaBoost (W) •
5.23 DNV A-Random Forest •
5.02 DNV -AdaBoost (S) •
4.98 DNV A-Bagging •
4.94 DNPA-Subspaces (50%)
4.66 DNV A-AdaBoost (W) •
4.54 DN -MultiBoost (S) •
4.50 DNV -MultiBoost (W) •
3.98 DNP -MultiBoost (S)
3.94 DNP -AdaBoost (S)
3.88 DNV A-MultiBoost (S) •










Si se ordenan las entradas con beneficios de la tabla 4.27 por dicha columna,
se obtiene la tabla 4.29. Los c´ırculos rellenos de la tabla indican que la varian-
tes de la fila contienen el vector de booleanos indicando cua´l es el vecino ma´s
cercano. Es inmediato apreciar a trave´s de esos puntos como las V ariantesV
tienden a escapar del fondo de la tabla, mientras que aquellas que no lo son,
copan los puestos de cola. Esta representacio´n, nuevamente, sirve para mostrar
de manera gra´fica que la presencia del vector de booleanos indicando cua´l es el
vecino ma´s cercano es presumiblemente el origen de esos beneficios, y por tanto
el elemento fundamental del algoritmo de DN .
4.6. Conclusiones
En este cap´ıtulo se ha presentado un me´todo para la mejora de la diver-
sidad en los clasificadores base de un multiclasificador cualquiera. El me´todo
presentado construye previamente un conjunto de caracter´ısticas que se an˜aden
al conjunto de entrenamiento. Estos nuevos atributos sera´n diferentes para cada
clasificador base, haciendo que los clasificadores base tambie´n lo sean, y provo-
cando a la postre que el multiclasificador al que pertenecen sea diverso.
Estas caracter´ısticas que hacen diferente a cada clasificador:
1. Alteran o ((perturban)) el resultado del proceso de entrenamiento, y
2. Provienen de la utilizacio´n de un clasificador 1-NN.
Es por estas dos razones por las que el me´todo se ha dado en llamar Dis-
turbing Neighbors (DN ). Las instancias con las que se construye el clasificador
1-NN, son un pequen˜o subconjunto del conjunto de entrenamiento, y son elegi-
das de forma aleatoria para cada clasificador base. La aleatoriedad presente en
esta eleccio´n es la que finalmente proporciona la diversidad del multiclasificador.
Para probar que el me´todo supone una mejora en la tasa de acierto de un
multiclasificador, se han provisto sendas validaciones experimentales, la prime-
ra sobre multiclasificadores de SVM y la segunda sobre multiclasificadores de
a´rboles de decisio´n. Ambas validaciones ponen de manifiesto que:
1. Las versiones de multiclasificadores que utilizan DN mejoran significati-
vamente a las que no las usan.
2. Al probar todos los multiclasificadores DN contra 1-NN, se ve que siem-
pre son significativamente mejores, salvo los DN -Subspaces para SVM,
que son mejores pero no significativamente, luego no hay una mejora del
multiclasificador debida a la influencia del pequen˜o 1-NN empotrado en
los clasificadores base DN .
3. Tanto en los multiclasificadores de SVM, como en los de a´rboles, el orden
relativo de las versiones con DN es muy similar al orden relativo a las
versiones puras, por lo que DN no es el ingrediente principal de cada uno
de estos algoritmos, sino que simplemente es una mejora.
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4. Corroborando la afirmacio´n anterior, se ha comprobado que combinar va-
rios clasificadores baseDN haciendo que la prediccio´n final sea el promedio
de las predicciones de cada uno (DN -Ensemble), en principio no es sufi-
ciente para garantizar un multiclasificador competitivo respecto al resto
de esquemas analizados. Aunque en el caso de los SVM tuvieron un resul-
tado aceptable, en el caso de los a´rboles de decisio´n los DN -Ensemble no
dieron buen resultado.
5. En el caso de SVM, la mejora que se alcanza con DN , no es suficiente
como para justificar su utilizacio´n frente otras alternativas ma´s ligeras
computacionalmente, como por ejemplo k-NN optimizando el k en cada
conjunto.
Todo ello muestra a DN como una mejora de me´todos ya existentes, y
esa mejora es debida al aumento de la diversidad de los clasificadores base.
Para comprobar esta hipo´tesis, se han presentado nuevos diagramas basados en
la estad´ıstica Kappa (diagramas de Movimiento Kappa-Error y diagramas de
Movimiento Relativo Kappa-Error) que muestran claramente la mejora de la
diversidad.
Se ha an˜adido un estudio de lesiones con el fin de clarificar cua´les son los
ingredientes esenciales de los DN , resultando que tanto la prediccio´n hecha por
el clasificador 1-NN, como la seleccio´n aleatoria de caracter´ısticas para el ca´lculo
de las distancias por si solos, no son los elementos que proveen la mejora sig-
nificativa presente en el algoritmo. Sin embargo, la utilizacio´n del conjunto de
caracter´ısticas binarias indicando cua´l es el vecino ma´s cercano parece la clave
del e´xito del me´todo. Por ello, el clasificador 1-NN en DN no parece reempla-
zable por otro clasificador cualquiera que se limite a predecir la clase, sino que
adema´s es necesario que construya una serie de atributos que representen una
cierta divisio´n del espacio, tal y como ocurre con el me´todo de los vecinos ma´s
cercanos.
Finalmente, aunque las te´cnicas de regresio´n quedan fuera del alcance de
esta tesis, cabe resaltar que Disturbing Neighbors ha sido tambie´n utilizado
para tareas de regresio´n en [101]. En este caso los regresores base utilizados
fueron a´rboles, y los resultados experimentales sobre 61 conjuntos de datos
muestran tambie´n, que cuando se aplican Disturbing Neighbors a los regresores
base hay una mejora generalizada respecto de cuando no se utilizan en me´todos
que combinan regresores como Random Subspaces [55], Bagging [7], Iterated




Los multiclasificadores son combinaciones de varios clasificadores base, que
mejoran sus resultados respecto a cuando actu´an por separado [66]. Gran parte
de los multiclasificadores del estado del arte son homoge´neos, en tanto utili-
zan clasificadores base construidos con el mismo algoritmo. Este tipo de mul-
ticlasificadores modifican el conjunto de entrenamiento original para obtener
as´ı distintos clasificadores base a partir del mismo me´todo.
En cap´ıtulos anteriores ya se han descrito multiclasificadores que siguen esta
estrategia. As´ı, Bagging [7] entrena cada clasificador base a partir de una mues-
tra aleatoria del conjunto de entrenamiento; Random Subspaces [55] entrena
cada clasificador base con todas las instancias, pero utilizando un subconjunto
de los atributos; los me´todos de la familia de Boosting [42], entre los cuales el
ma´s popular es AdaBoost, se basan en utilizar una distribucio´n de pesos depen-
diente del error del clasificador base en la iteracio´n anterior para las instancias
de entrenamiento del pro´ximo clasificador base, concentra´ndose cada vez ma´s
en las instancias ma´s dif´ıciles de clasificar. MultiBoost [116] es una combinacio´n
de AdaBoost y Bagging.
Los a´rboles de decisio´n son uno de los me´todos que ma´s se usan como clasi-
ficadores base, ya que son eficientes e inestables. Esta u´ltima propiedad supone
que con cambios relativamente pequen˜os en el conjunto de datos de entrena-
miento, es posible obtener clasificadores muy diferentes. Esta propiedad es muy
deseable para un clasificador base, en tanto un buen multiclasificador necesita
que dichos clasificadores base sean diversos.
Una estrategia para la obtencio´n de multiclasificadores con clasificadores ba-
se diversos, es la introduccio´n de algu´n tipo de aleatoriedad en dichos me´todos
base. Algunas de estas fo´rmulas son espec´ıficas de los a´rboles de decisio´n [29].
Random Forest [11] combina Bagging con Random Trees. En estos a´rboles alea-
torios, so´lo se considera un subconjunto aleatorio de atributos para cada nodo.
En [4] se presenta una comparacio´n muy exhaustiva de multiclasificadores con
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a´rboles de decisio´n.
En este cap´ıtulo se propone un me´todo perteneciente a esta familia de multi-
clasificadores de a´rboles de decisio´n que usan alguna estrategia para introducir
aleatoriedad en la fase de construccio´n de los a´rboles: Random Feature Weights
(RFW).
Como en el caso de los Random Forests, el me´todo se basa en inyectar
aleatoriedad en el proceso de construccio´n del a´rbol de decisio´n. La principal
diferencia con los Random Forests, es que para cada nodo del a´rbol se siguen
utilizando todos los atributos, en lugar de un subconjunto de los mismos.
La fuente de diversidad proviene de un peso que se asocia a cada atributo.
Todos los nodos pertenecientes al mismo a´rbol usara´n los mismos pesos, pero
en general, estos pesos sera´n distintos a los de otros a´rboles del mismo bosque
(i.e., multiclasificador en el que los clasificadores base son a´rboles de decisio´n).
Por ello, la importancia que se da a cada uno de los atributos sera´ distinta en
cada a´rbol, y hara´ que la construccio´n de cada a´rbol del bosque sea distinta.
En este cap´ıtulo el me´todo se compara con Bagging, Random Forests, Ran-
dom Subspaces, AdaBoost y MultiBoost, obteniendo resultados favorables para
el me´todo propuesto, especialmente para el caso en el que se usen datos con rui-
do. RFW puede combinarse con todos estos me´todos multiclasificadores; y en
general, dicha combinacio´n produce mejores resultados que el me´todo original.
Los diagramas de movimiento de Kappa-Error utilizados ya en el cap´ıtulo
anterior, tambie´n se utilizara´n en el presente para analizar la relacio´n entre la
precisio´n de los clasificadores base y su diversidad.
El resto del cap´ıtulo se organiza como sigue: el algoritmo es descrito en la
seccio´n 5.2, los resultados experimentales en la seccio´n 5.3, en la que la compa-
rativa con otros multiclasificadores, es extendida a conjuntos con ruido. Adema´s
esta misma seccio´n incluye el ana´lisis de la incidencia de RFW sobre el posible
aumento de la diversidad, usando para ello diagramas basados en la estad´ıstica
Kappa-Error. La seccio´n 5.4 discute la influencia del u´nico para´metro que tiene
el me´todo sobre el resultado. Finalmente, la seccio´n 5.5 resume las propiedades
de este nuevo me´todo a la luz del estudio aportado.
5.2. Algoritmo
Cuando se construye descendentemente un a´rbol de decisio´n, cada vez que
se llega a un nodo, hay que elegir cua´l es el atributo en base al cual se hara´ la
ramificacio´n (ver seccio´n 2.1.2). Para ello, se utiliza alguna funcio´n, para eva-
luar el ((me´rito)) de cada uno de los atributos en ser el elegido para ese cometido.
Ejemplos conocidos de estas funciones son Information Gain (Ganancia de In-
formacio´n) [117], Gain Ratio [92] (Ratio de Ganancia) y el Gini Index [13]
(´Indice Gini).
Sea D el conjunto de datos de entrenamiento para el nodo que, en un deter-
minado paso de construccio´n de un a´rbol, se este´ analizando. Sean a1, . . . , an
los atributos, y f(ai,D) el resultado de la funcio´n que calcula el me´rito para el
atributo ai con el conjunto D. Es importante darse cuenta de que D es un sub-
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conjunto del conjunto de entrenamiento original. So´lo coincide con el conjunto
de entrenamiento original en el caso de que se este´n seleccionando los atributos
correspondientes al nodo ra´ız del a´rbol.
Lo que hace el me´todo que se propone en este cap´ıtulo es modificar la funcio´n
f que calcula el me´rito, asociando un peso wi a cada atributo ai. La funcio´n
resultante sera´:
fw(ai,D) = wif(ai,D)
Por tanto, los atributos que tengan ma´s peso tienen ma´s posibilidades de ser
seleccionados en la construccio´n del a´rbol, como atributos por los que ramificar.
Esta funcio´n fw es la misma para todos los nodos de un mismo a´rbol. Por
ello, se puede intuir que los atributos con ma´s peso tendra´n tendencia a aparecer
en los nodos ma´s cercanos al ra´ız, condicionando fuertemente la eleccio´n de los
atributos de los nodos ma´s alejados a dicha ra´ız.
En definitiva, la utilizacio´n de los pesos introduce un bias (condiciona el
me´todo de induccio´n que usa el a´rbol de decisio´n) haciendo que exista una
preferencia por algunos atributos frente a otros.
Cuando se construyen multiclasificadores, conviene perseguir dos objetivos
para que e´stos tengan e´xito: uno es que los clasificadores base sean diversos
entre s´ı, el otro que los clasificadores base sean precisos. Son dos objetivos con-
trapuestos, pues si los clasificadores son muy precisos, sus predicciones no dife-
rira´n mucho unas de otras. Como se vera´ en la siguiente seccio´n, RFW permite
obtener a´rboles muy distintos entre s´ı.
RFW puede entenderse de una manera ma´s amplia, esto es, como un marco
conceptual que permite describir otros multiclasificadores existentes como Ran-
dom Subspaces [55] y Random Forest [11], pensando en estos me´todos como un
caso especial (o al menos parecido) de RFWs en los que los pesos restringen
sus valores a {0, 1}, ya que:
En los Random Subspaces cada a´rbol se construye mediante un subcon-
junto de atributos que podr´ıa expresarse dando peso 1 a los atributos
seleccionados y 0 a los descartados. Esos atributos son seleccionados alea-
toriamente, y son los que se utilizan a lo largo de la construccio´n de todo
el a´rbol, luego el peso no var´ıa durante todo este proceso, como ocurre
con RFW.
Con los Random Forests el parecido no es tan estrecho. En este caso tam-
bie´n se selecciona un conjunto de atributos aleatoriamente, y esa eleccio´n
tambie´n se puede expresar mediante unos y ceros. Sin embargo, los atribu-
tos seleccionados van variando de nodo a nodo a lo largo de la construccio´n
del a´rbol. Es decir, los pesos no se conservan constantes durante todo el
entrenamiento del a´rbol, como ocurre en RFW.
Tanto en Random Subspaces como en Random Forests existe un para´metro
comu´n, que es el nu´mero de atributos a considerar, bien para cada a´rbol en los
subespacios, bien en cada nodo en los Random Forests. Este para´metro podr´ıa
expresarse en RFW como el nu´mero de pesos que han de ser uno.
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Para cada atributo ai ∈ D hacer
• u← valor aleatorio in [0, 1]
• wi ← u
p
Entrenar un a´rbol de decisio´n usando como funcio´n que evalu´a el me´rito
fw(ai, D) = wif(ai, D)
Figura 5.1: Algoritmo de construco´n de un a´rbol RFW.
Por tanto, es claro que RFW puede entenderse como una generalizacio´n
de los Random Subspaces, ya que cada a´rbol usa en todos sus nodos el mismo
conjunto de pesos, distinto al de los otros a´rboles del mismo bosque. La u´nica
diferencia con Random Subspaces, es que los pesos aleatorios de e´stos esta´n
restringidos a los valores {0, 1}, mientras que en RFW se utilizan pesos que
pueden ser cualquier nu´mero real, si bien la implementacio´n que se ha hecho
restringe sus valores al intervalo [0, 1]. El me´todo toma el nombre RFW del
acro´nimo Random Feature Weights, ya que se basa en obtener estos pesos reales
de forma aleatoria.
Es posible utilizar diferentes estrategias para dar valores a los pesos alea-
torios. Inicialmente se penso´ en tomarlos de una distribucio´n uniforme en el
intervalo [0, 1]. Sin embargo, se observo´ que al hacerlo de esta manera, la pre-
ferencia debida a los pesos, de un atributo sobre otro no era lo suficientemente
grande, con lo que a menudo, varios a´rboles del mismo multiclasificador resul-
taban ser ide´nticos. Con el fin de dar ma´s fuerza a los atributos elegidos por
los pesos aleatorios, se introdujo un para´metro p en el me´todo. Este para´metro
se utiliza como exponente de cada peso, de manera que finalmente los pesos se
obtiene de la distribucio´n uniforme [0, 1], pero se elevan cada uno a p antes de
ser utilizados.
La figura 5.1 muestra el algoritmo de construccio´n de un a´rbol RFW. En
este cap´ıtulo se presenta el multiclasificador RFW-Ensemble, que es un multi-
clasificador formado por a´rboles RFW, y que para calcular su prediccio´n utiliza
el promedio de las predicciones de cada RFW-a´rbol miembro. En la siguiente
seccio´n se vera´ que este multiclasificador es competitivo frente a los multiclasi-
ficadores de a´rboles ma´s populares.






















Figura 5.2: Distribucio´n de los pesos en RFW.
5.2.1. Distribucio´n de los pesos aleatorios
En el algoritmo de la figura 5.1 muestra que los pesos se obtienen a trave´s
de una distribucio´n uniforme, para luego elevarse a un exponente p. Por tanto,







La figura 5.2 muestra los histogramas que se obtienen de los pesos dando
diferentes valores de p. Puede verse que a medida que p crece, hay una mayor
proporcio´n de pesos que tienen valores pequen˜os (e.g., para p = 4, ma´s del
50% de los pesos son menores que 0,1), y decree la proporcio´n de pesos con
valores grandes (i.e., cercanos a 1). Los atributos con mayor peso tendra´n ma´s
ocpiones de ser elegidos como atributos por los que bifurcar un nodo del a´rbol.
La abundancia de atributos con pesos pequen˜os contribuye a la diversidad, ya
que cuando a un atributo se le asigna un peso pequen˜o, tiene ma´s posibilidades
de no ser utilizado en la construccio´n del a´rbol, incluso aunque la funcio´n de
me´rito lo sen˜ale como un buen atributo candidato.
5.3. Resultados experimentales
Como en el resto de cap´ıtulos, el me´todo propuesto ha sido implementado en
WEKA [117]. Las implementaciones del resto de algoritmos (a´rboles de decisio´n
y multiclasificadores) utilizados en el experimento, se corresponden con las exis-
tentes en esta biblioteca. Para implementar el RFW-a´rbol, se ha modificado el
clasificador J.48 de WEKA.
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El nu´mero de a´rboles de todos los multiclasificadores es 50. Los resultados
se han obtenido haciendo validacio´n cruzada estratificada 10× 10. Se han utili-
zado los mismos 62 conjuntos de datos de la UCI [3] del cap´ıtulo anterior (ver
tabla 4.3).
Se ha comparado el me´todo RFW-Ensemble con Bagging [7], Random Fo-
rests [11], Random Subspaces [55], AdaBoost [42] y MultiBoost [116] con las
siguientes configuraciones:
Random Subspaces nuevamente ha sido ejecutado utilizando las dos con-
figuraciones correspondientes a la utilizacio´n del 50% y el 75% de los
atributos.
En Random Forests el nu´mero de atributos que se toman en cuenta en
cada nodo, es el que toma por defecto WEKA, esto es, el logaritmo en
base dos del nu´mero de atributos.
En AdaBoost y MultiBoost, como de costumbre, se incluyen las mismas
dos variantes que en anteriores cap´ıtulos: la variante con repesado (deno-
tada por (W)), y la variante con remuestreo (denotada por (S)).
Para todas estas configuraciones de multiclasificadores se probaron tanto la
versio´n podada (P) como la no podada (U) de los clasificadores base, salvo en
el caso de Random Forests, ya que en este me´todo nunca se utiliza poda [11].
Es por eso que la implementacio´n en WEKA de este me´todo, no permite la
utilizacio´n de a´rboles podados.
El me´todo que se propone en este cap´ıtulo, RFW, tiene un u´nico para´metro,
que es el exponente de los pesos, para el cual se han usado los valores 1, 2, 3 y 4.
Las tablas A.20 y A.23, muestran las tasas de acierto para RFW usando estos
cuatro valores exponente. La tabla A.20 muestra los resultados para a´rboles
podados, y la tabla A.23 para a´rboles sin podar. Las tablas A.21, A.22, A.24
y A.25 muestran las tasas de acierto para los multiclasificadores contra los que
compite RFW. Las tablas A.21 y A.22 ofrecen los resultados para el caso de
a´rboles podados, y las tablas A.24 y A.25 para los no podados.
A su vez, las tablas 5.1 y 5.2 comparan las versiones de los multiclasificadores
RFW contra el resto de multiclasificadores considerados. La tabla 5.1 analiza
los multiclasificadores con a´rboles podados, y la tabla 5.2 los no podados. Cada
celda de estas tablas muestra el nu´mero de victorias, empates y derrotas de cada
versio´n de RFW al comparar en cada conjunto de datos el multiclasificador de
la fila con el RFW de la columna. Se han marcado en negrita los casos en que
RFW tiene ma´s victorias que el otro me´todo contra el que se compara. Las
columnas RFWi representan la versio´n de RFW con exponente p = i.
A la luz de estas tablas, RFW obtiene ma´s victorias que derrotas con Bag-
ging y las versiones de Random Subspaces; mientras que al compararlo con Ada-
Boost y MultiBoost, ya depende del exponente elegido para los pesos: RFW
podado con exponente 3 o 4 obtiene ma´s victorias que derrotas contra estos
me´todos de Boosting, mientras que RFW sin podar obtiene ma´s victorias que
los me´todos de Boosting cuando maneja exponentes 2, 3 y 4.
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Como en cap´ıtulos anteriores, se ha intentado valorar si estos resultados son
significativos desde el punto de vista estad´ıstico utilizando dos te´cnicas:
1. Por un lado se ha utilizado el Sign test [26] (seccio´n 2.3.1), como en ocasio-
nes anteriores, con 62 conjuntos de datos, es posible decir que un me´todo
es mejor que otro con un nivel de significacio´n del%5 si el nu´mero de
victorias mas la mitad del nu´mero de empates alcanza la cifra cr´ıtica de
39.
En las tablas 5.1 y 5.2 se ha distinguido mediante el s´ımbolo ((•)) aquellos
casos en los que segu´n este criterio un me´todo es superior a otro. El s´ımbo-
lo aparece a la izquierda (junto al nu´mero de victorias) cuando la versio´n
de RFW es superior, y a la derecha (junto al nu´mero de derrotas) cuan-
do el me´todo contra el que se compara RFW es el que tiene resultados
significativamente mejores.
En el caso de RFW con a´rboles podados se observa que ninguna versio´n
de RFW llega a ser significativamente peor que cualquiera de los me´todos
con los que es comparada. Es notable que RFW1 es el me´todo que peor
funciona, pues el nu´mero de derrotas frente a las versiones de Boosting
utilizadas se acerca al valor 39. Segu´n el test, todas las versiones de RFW
son significativamente mejores que Bagging y las dos configuraciones de
Random Subspaces.
En el caso de RFW con a´rboles sin podar, so´lo hay una sola ocasio´n
en la que RFW es significativamente peor (RFW1 vs. AdaBoost(S)).
Nuevamente, los resultados con RFW1 son los peores, pues tambie´n el
nu´mero de derrotas frente al resto de me´todos de Boosting quedan cerca
de las 39 que marca el test. Todas las versiones de RFW son mejores
significativamente que Bagging, y — salvo en el caso Subspaces(50%) vs.
RFW1 — tambie´n mejores que las dos versiones de Random Subspaces.
A medida que el exponente de RFW sube el me´todo mejora, y en los
valores 3 y 4 es incluso capaz de superar significativamente alguna versio´n
de Boosting (MultiBoost(W)) o de quedarse muy cerca de las 39 victorias.
En la seccio´n anterior ya se comento´ que RFW con exponente uno no
proporciona diversidad suficiente, por el contrario, facilita la aparicio´n de
a´rboles similares. En este sentido, los resultados obtenidos son consistentes
con este hecho.
2. Por otro lado, se han contabilizado las victorias, empates y derrotas sig-
nificativas mediante la versio´n corregida del Resampled t-test [85] (sec-
cio´n 2.3.1), tambie´n para un nivel de significacio´n del 5%. Las tablas A.21,
A.22, A.24 y A.25 muestran a la derecha de la tasa de acierto de cada
me´todo hasta cuatro signos ((•)) o´ ((◦)) correspondientes a los exponentes
p = 1 . . . 4 utilizados en las configuraciones de RFW. Los signos ((◦)) in-
dican que el me´todo de la columna pierde significativamente contra la
configuracio´n de RFW correspondiente al valor de p en el que este´ colo-
cado. Por el contrario, ((•)) indica que el me´todo gana significativamente a
esa configuracio´n de RFW.
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Tabla 5.1: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base podados y el Sign test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging • 46-1-15 • 47-1-14 • 45-1-16 • 44/1/17
Subspaces (50%) • 38-2-22 • 46-2-14 • 46-3-13 • 44-2-16
Subspaces (75%) • 51-2-9 • 54-2-6 • 52-3-7 • 52-2-8
AdaBoost (W) 26-1-35 31-1-30 32-1-29 33-2-27
AdaBoost (S) 26-1-35 30-2-30 31-2-29 31-1-30
MultiBoost (W) 23-1-38 29-1-32 31-2-29 31-2-29
MultiBoost (S) 24-2-36 30-1-31 32-1-29 29-2-31
Tabla 5.2: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base no podados y el Sign test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging • 44-1-17 • 51-1-10 • 51-1-10 • 49-2-11
Random Forest 27-3-32 36-4-22 • 40-3-19 • 41-3-18
Subspaces (50%) 31-1-30 • 43-1-18 • 48-2-12 • 47-2-13
Subspaces (75%) • 50-1-11 • 56-1-5 • 55-1-6 • 55-2-5
AdaBoost (W) 24-2-36 32-2-28 32-2-28 35-1-26
AdaBoost (S) 22-2-38 • 33-2-27 33-3-26 35-1-26
MultiBoost (W) 23-2-37 35-2-25 • 40-3-19 • 39-1-22
MultiBoost (S) 24-2-36 32-3-27 35-2-25 36-1-25
Las tablas 5.3 y 5.4 resumen estos resultados, contabilizando el nu´mero
de victorias, empates y derrotas significativas del me´todo RFW en la
columna contra el me´todo de la fila. Se han remarcado en negrita las celdas
en las que RFW acumula un nu´mero superior de victorias significativas
que de derrotas.
En el caso de los a´rboles podados se que observa RFW gana siempre
contra Bagging y las dos configuraciones de Random Subspaces, y nunca
con las cuatro configuraciones de Boosting. En el caso de los a´rboles sin
podar, RFW tambie´n gana siempre contra Bagging y los Random Subs-
paces, pero adema´s gana siempre contra Random Forests, aunque en este
u´ltimo caso predominan los empates.
Hay algunas configuraciones de Boosting que perder´ıan en este co´mputo
contra algunas configuraciones de RFW. Estas configuraciones tendr´ıan
siempre exponente superior a uno.
5.3. RESULTADOS EXPERIMENTALES 137
Tabla 5.3: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base podados y el Resampled t-test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 13-46-3 13-47-2 15-44-3 13-44-5
Subspaces (50%) 12-49-1 11-51-0 11-50-0 13-48-1
Subspaces (75%) 18-44-0 23-39-0 21-41-0 21-40-1
AdaBoost (W) 7-45-10 9-44-9 8-44-10 8-43-11
AdaBoost (S) 5-47-10 8-45-9 7-45-10 8-42-12
MultiBoost (W) 2-53-7 4-51-7 5-48-9 3-50-9
MultiBoost (S) 1-55-6 3-52-7 3-50-9 1-52-9
Tabla 5.4: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base no podados y el Resampled t-test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 14-48-0 16-46-0 19-43-0 16-46-0
Random Forests 5-55-2 6-55-1 8-52-2 5-55-2
Subspaces (50%) 13-49-0 12-50-0 13-48-1 11-50-1
Subspaces (75%) 16-46-0 23-39-0 23-39-0 22-39-1
AdaBoost (W) 6-49-7 9-47-6 8-47-7 8-47-7
AdaBoost (S) 6-49-7 10-45-7 7-49-6 7-48-7
MultiBoost (W) 3-55-4 6-52-4 4-53-5 3-53-6
MultiBoost (S) 2-55-5 4-54-4 3-54-5 2-54-6
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Se han calculado, adema´s, los rankings promedios [26] (seccio´n 2.3.2) corres-
pondientes a los 23 me´todos considerados (podados, junto no podados).
Los resultados se muestran en la tabla 5.5. Puede verse que:
1. Los cuatro primeros me´todos, se corresponden con configuraciones de
RFW. Este punto es especialmente remarcable dada la simplicidad del
me´todo.
2. De entre estas cuatro configuraciones, las tres primeras utilizan a´rboles no
podados. Siempre que el exponente ha sido mayor que uno la configuracio´n
sin podar ha ocupado mejor posicio´n que la configuracio´n podada. Este
resultado era en cierta medida predecible debido a que, en general, los
a´rboles no podados incrementan la diversidad [4]. De hecho, un me´todo
como Random Forests, que se apoya en una idea similar a la de RFW, usa
u´nicamente a´rboles sin podar. Sin embargo, Bagging y Random Subspaces
(75%) no mejoran con la versio´n sin podar, si bien las configuraciones
de estos dos me´todos, los cuales ocupan las cuatro u´ltimas posiciones,
presentan escasas diferencias entre la versio´n podada y la sin podar.
3. El exponente que mejor funciona en RFW es el 3, seguido del 4, 2 y 1.
El test de Nemenyi [26] (seccio´n 2.3.1) permite usar los rankings promedios
para determinar que´ me´todos son significativamente distintos. Segu´n este test,
cuando se tienen 62 conjuntos de datos y 23 me´todos, ha de existir una diferencia
por el valor cr´ıtico de 4.405 en el ranking promedio para poder decir que un
me´todo es mejor que otro con un un nivel de significacio´n del 5%.
En la tabla 5.5 una l´ınea horizontal separa los me´todos que segu´n este test no
son significativamente peores que el que ocupa la primera posicio´n. Se observa
que hay gran cantidad de me´todos por encima de dicha l´ınea, lo cual es lo´gico, en
cuanto este test es ((en general conservador y podr´ıa tener poca potencia)) [26]. Es
ma´s, este test ajusta ese valor cr´ıtico de 4.405 pensando en comparar cada par
posible de clasificadores, en este caso supondr´ıa 23×22/2 = 253 comparaciones.
Por ello, a medida que crece el nu´mero de me´todos, es dif´ıcil apreciar diferencias
mediante el mismo.
Existen tests ma´s potentes orientados a comparar cada clasificador con un
clasificador de control, en lugar de compararlos entre s´ı por pares. Pero no se
ha recurrido a este tipo de tests, porque tampoco hay razones objetivas que
permitan determinar cua´l ser´ıa ese clasificador de referencia.
En cualquier caso, es interesante observar que por debajo de esta l´ınea ho-
rizontal esta´n las configuraciones de Bagging, Random Subspaces y RFW con
exponente uno, lo cual es congruente con todos los resultados anteriores.
Finalmente, en la tabla 5.6 aparece el ranking por la diferencia entre victorias
y derrotas significativas segu´n la versio´n corregida del Resampled t-test [85]
(seccio´n 2.3.2). Si bien su validez es discutible [26], se aprecian algunos efectos
que respaldan algunas de las conclusiones ya extra´ıdas:
1. Bagging y las configuraciones de Random Subspaces siguen ocupando los
peores lugares.
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1 8.02 RFW3 Ensemble (U)
2 8.65 RFW4 Ensemble (U)
3 8.80 RFW2 Ensemble (U)
4 10.11 RFW3 Ensemble (P)
5 10.16 MultiBoost-S (P)
6 10.18 MultiBoost-W (P)
7 10.37 RFW4 Ensemble (P)
8 10.45 RFW2 Ensemble (P)
9 10.50 MultiBoost-S (U)
10 10.93 AdaBoost-S (P)
11 11.19 AdaBoost-W (P)
12 11.35 AdaBoost-S (U)
13 11.39 Random-Forest
14 11.55 MultiBoost-W (U)
15 11.95 AdaBoost-W (U)
16 12.80 RFW1 Ensemble (P)
17 12.82 RFW1 Ensemble (U)
18 12.94 Random-Subspaces-50% (U)
19 14.64 Random-Subspaces-50% (P)
20 15.86 Bagging (P)
21 16.06 Bagging (U)
22 17.60 Random-Subspaces-75% (P)
23 17.68 Random-Subspaces-75% (U)
2. Las versiones de RFW no podadas ocupan mejores posiciones que las
podadas.
3. Todav´ıa es posible encontrar dos me´todos RFW entre los cuatro mejores.
Sin embargo, en este ranking da la impresio´n de que los exponentes que
mejor funcionan en RFW son 2, seguido de 3, 1 y 4.
5.3.1. Robustez
Una propiedad importante para un me´todo clasificador, es su comportamien-
to ante datos con ruido. A fin de testar esta propiedad, se ha introducido ruido
artificial en el atributo de la clase de la misma forma que en [29]. Para cada
conjunto de datos, se selecciona aleatoriamente un porcentaje de instancias de
entrenamiento, en las cuales se cambia el valor de la clase. En estos conjuntos
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Tabla 5.6: Ranking por la diferencia entre victorias y derrotas significativas
utilizando todos los me´todos considerados en la validacio´n de RFW (V−D:
Victorias−Derrotas significativas, V: Victorias significativas, D: Derrotas signi-
ficativas).
V−D V D Me´todo
1 164 210 46 RFW2 Ensemble (U)
2 147 198 51 MultiBoost-S (P)
3 143 202 59 MultiBoost-W (P)
4 134 194 60 RFW3 Ensemble (U)
4 134 193 59 MultiBoost-S (U)
6 125 218 93 AdaBoost-S (P)
7 109 179 70 MultiBoost-W (U)
8 100 218 118 AdaBoost-W (P)
9 97 165 68 RFW1 Ensemble (U)
10 96 210 114 AdaBoost-S (U)
11 87 164 77 RFW4 Ensemble (U)
12 77 162 85 RFW2 Ensemble (P)
12 77 203 126 AdaBoost-W (U)
14 44 158 114 RFW3 Ensemble (P)
15 19 136 117 RFW1 Ensemble (P)
16 16 147 131 Random-Forest
17 1 142 141 RFW4 Ensemble (P)
18 -148 112 260 Random-Subspaces-50% (U)
19 -187 98 285 Random-Subspaces-50% (P)
20 -240 85 325 Bagging (U)
21 -252 84 336 Bagging (P)
22 -337 56 393 Random-Subspaces-75% (U)
23 -406 46 452 Random-Subspaces-75% (P)
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Tabla 5.7: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base podados, con un error artificial del 10%, y el Sign test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 35-1-26 • 46-1-15 • 45-1-16 • 44/1/17
Subspaces (50%) 37-1-24 • 49-2-11 • 50-1-11 • 45/1/16
Subspaces (75%) • 53-3-6 • 56-1-5 • 57-1-4 • 54/1/7
AdaBoost (W) • 54-0-8 • 55-0-7 • 53-2-7 • 53/0/9
AdaBoost (S) • 52-0-10 • 55-0-7 • 55-0-7 • 54/1/7
MultiBoost (W) • 45-0-17 • 47-0-15 • 49-0-13 • 48/0/14
MultiBoost (S) • 47-0-15 • 51-0-11 • 52-0-10 • 48/0/14
de datos modificados se ha procedido a hacer la misma validacio´n experimental
que se hizo para los datos sin ruido.
Las tablas de la A.26 a la A.37 muestran las tasas de acierto para todos los
me´todos considerados. El grupo de tablas de la A.26 a la A.31 se corresponden
con los resultados para tasas de error del 10%, mientras que el grupo de tablas
de la A.32 a la A.37 son las tasas de acierto para un error artificial del 20%.
En estos grupos de tablas se repite el mismo esquema seguido para las tablas
de tasas de acierto con los conjuntos de datos sin error. Es decir, para cada uno
hay dos subgrupos de tres tablas, el primero dedicado a los multiclasificadores
con me´todos base podados, y el segundo a los no podados. Dentro de cada
subgrupo, la primera tabla se dedica a los me´todos RFW la segunda a Bagging
y Random-Subspaces, y la tercera a Boosting.
Estas tablas esta´n a su vez resumidas en las tablas 5.7, 5.8, 5.9, y 5.10,
que muestran las victorias y derrotas correspondientes a cada versio´n de RFW
sobre cada me´todo de referencia. En estas tablas, al igual que en las tablas para
el caso sin ruido, la negrita marca el me´todo ganador, y el s´ımbolo ((•)), si esa
victoria es significativa (nivel de significacio´n del 5%) usando el criterio de las
39 victorias para 62 conjuntos de datos que marcaba el Sign test [26].
142 CAPI´TULO 5. RANDOM FEATURE WEIGHTS
Tabla 5.8: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base no podados, con un error artificial del 10%, y el Sign test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 37-0-25 • 48-0-14 • 49-0-13 • 51-0-11
Random Forest 35-0-27 • 41-0-21 • 46-0-16 • 44-1-17
Subspaces (50%) 27-1-34 37-0-25 37-0-25 33-0-29
Subspaces (75%) • 47-0-15 • 51-1-10 • 54-0-8 • 53-0-9
AdaBoost (W) • 52-0-10 • 57-0-5 • 59-0-3 • 58-0-4
AdaBoost (S) • 51-0-11 • 54-1-7 • 55-0-7 • 57-0-5
MultiBoost (W) • 44-1-17 • 54-0-8 • 55-1-6 • 54-0-8
MultiBoost (S) • 44-0-18 • 48-0-14 • 50-0-12 • 50-1-11
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Tabla 5.9: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base podados, con un error artificial del 20%, y el Sign test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging • 39-0-23 • 42-0-19 • 46-0-15 • 45-0-16
Subspaces (50%) 33-0-29 • 42-0-19 • 40-2-19 • 43-0-18
Subspaces (75%) • 48-1-13 • 53-1-7 • 51-1-9 • 49-1-11
AdaBoost (W) • 60-1-1 • 60-0-1 • 61-0-0 • 61-0-0
AdaBoost (S) • 59-0-3 • 59-0-2 • 60-0-1 • 60-0-1
MultiBoost (W) • 51-1-10 • 56-0-5 • 58-0-3 • 56-0-5
MultiBoost (S) • 50-0-12 • 54-0-7 • 55-0-6 • 54-2-5
Tabla 5.10: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base no podados, con un error artificial del 20%, y el Sign test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 33-0-29 • 42-1-18 • 48-0-13 • 43-0-18
Random Forest • 41-1-20 • 45-0-16 • 44-0-17 • 41-0-20
Subspaces (50%) 22-0-40 • 31-0-30 28-0-33 30-1-30
Subspaces (75%) • 39-0-23 • 45-0-16 • 48-0-13 • 49-0-12
AdaBoost (W) • 58-0-4 • 58-0-3 • 58-0-3 • 59-0-2
AdaBoost (S) • 56-0-6 • 58-0-3 • 59-0-2 • 60-0-1
MultiBoost (W) • 51-1-10 • 55-1-5 • 58-0-3 • 56-1-4
MultiBoost (S) • 44-0-18 • 52-0-9 • 54-0-7 • 52-0-9
Para un error del 10%:
Cuando se trata de a´rboles podados (tabla 5.7) RFW siempre gana, y
ademas salvo conRFW1 contra Bagging y Random-Subspaces 50%, estas
victorias son siempre significativas. Incluso en estos dos casos, el nu´mero
de victorias mas la mitad de los empates de RFW1 es muy pro´ximo a 39.
Cuando se trata de a´rboles no podados (tabla 5.8) los resultados son algo
peores, RFW1 pierde u´nicamente con Random-Subspaces 50%, pero no
significativamente. Las victorias son siempre significativas salvo, RFW1
contra Bagging y Random Forests, y cualquier version de RFW contra
Random-Subspaces 50%.
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Tabla 5.11: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base podados, con un error artificial del 10%, y el Resampled t-test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 11-49-2 14-47-1 12-49-1 11-50-1
Subspaces (50%) 11-51-0 11-51-0 10-50-1 10-51-1
Subspaces (75%) 18-44-0 21-41-0 20-41-1 20-40-2
AdaBoost (W) 29-32-1 31-31-0 33-28-1 30-31-1
AdaBoost (S) 32-30-0 33-29-0 34-28-0 31-30-1
MultiBoost (W) 20-41-1 21-40-1 20-41-1 21-40-1
MultiBoost (S) 18-42-2 22-39-1 20-41-1 19-42-1
Tabla 5.12: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base no podados, con un error artificial del 10%, y el resampled t-test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 13-46-3 17-44-1 17-45-0 10-52-0
Random Forests 13-48-1 15-47-0 16-46-0 16-46-0
Subspaces (50%) 10-47-5 10-50-2 10-49-3 9-50-3
Subspaces (75%) 20-38-4 22-38-2 26-34-2 22-39-1
AdaBoost (W) 28-34-0 30-32-0 30-32-0 27-35-0
AdaBoost (S) 26-36-0 29-33-0 29-33-0 28-34-0
MultiBoost (W) 18-44-0 21-41-0 22-40-0 20-42-0
MultiBoost (S) 16-46-0 19-43-0 19-43-0 16-46-0
Por tanto:
Compara´ndolo con los otros me´todos, se comporta relativamente mejor
con el 10% de ruido que sin ruido.
El exponente p = 1 sigue siendo la peor opcio´n.
En el caso de los no podados Random-Subspaces 50%, es el u´nico me´todo
que no obtiene siempre resultados significativamente peores que RFW.
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Tabla 5.13: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base podados, con un error artificial del 20%, y el Resampled t-test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 12-47-3 14-46-2 13-47-2 11-49-2
Subspaces (50%) 12-50-0 12-49-1 11-50-1 9-51-2
Subspaces (75%) 17-45-0 17-45-0 16-45-1 13-48-1
AdaBoost (W) 40-22-0 39-23-0 41-21-0 40-22-0
AdaBoost (S) 39-23-0 41-21-0 43-19-0 42-20-0
MultiBoost (W) 29-33-0 31-31-0 27-35-0 25-37-0
MultiBoost (S) 26-35-1 27-34-1 26-36-0 23-39-0
Cuando el error es del 20%:
Para el caso de a´rboles podados (tabla 5.9), RFW tambie´n gana siem-
pre, pero so´lo hay una u´nica victoria no significativa, contra Random-
Subspaces 50%.
Para no podados (tabla 5.10), Random-Subspaces 50% logra ganar dos
veces a me´todos RFW y en uno de los casos significativamente (contra
RFW1), empata con RFW4, y casi empata con RFW2. Bagging pierde
de manera no sifnificativa contra RFW1. En el resto de casos RFW
siempre gana significativamente.
Por ello, parece que a medida que va aumentando el error, el me´todo de
los Random Subspaces 50%, el que ma´s informacio´n pierde en entrenamiento,
va ganando terreno. Si bien este me´todo so´lo es competitivo con RFW en
presencia de ruido. Lo contrario ha ocurrido con las ocho configuraciones de
Boosting analizadas, las cuales eran competitivas con RFW cuando no hab´ıa
ruido, pero sin embargo pierden de manera significativa cuando s´ı que lo hay.
En definitiva:
RFW destaca por su gran robustez frente al resto de me´todos clasi-
ficadores considerados.
Adema´s, RFW con exponente uno parece la peor opcio´n tanto para a´rboles
podados como sin podar.
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Tabla 5.14: Comparacio´n de RFW con otros me´todos, utilizando clasificadores
base no podados, con un error artificial del 20%, y el Resampled t-test.
Me´todo RFW1 RFW2 RFW3 RFW4
Bagging 12-47-3 14-47-1 13-48-1 14-47-1
Random Forests 16-43-3 19-42-1 20-42-0 20-42-0
Subspaces (50%) 6-49-7 7-50-5 7-50-5 6-50-6
Subspaces (75%) 18-39-5 20-39-3 17-41-4 16-44-2
AdaBoost (W) 33-29-0 36-26-0 37-25-0 37-25-0
AdaBoost (S) 33-29-0 37-25-0 36-26-0 39-23-0
MultiBoost (W) 23-39-0 27-35-0 27-35-0 26-36-0
MultiBoost (S) 18-44-0 23-39-0 23-39-0 22-40-0
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Las tablas 5.11, 5.12, 5.13 y 5.14 muestran el mismo ana´lisis pero consi-
derando u´nicamente las diferencias significativas segu´n la versio´n corregida del
Resampled t-test [85] con nivel de significacio´n del 5%. En las tablas se han
marcado en negrita las celdas en las que el nu´mero de victorias significativas
supera al de derrotas. Las tablas muestran que tanto para un error del 10%
como del 20% todas las versiones de RFW obtienen ma´s victorias significati-
vas que derrotas sobre cualquiera de los me´todos comparados, tanto si se usan
a´rboles podados, como no podados, salvo u´nicamente dos casos que aparecen en
la tabla 5.14, que son Random-Subspaces 50% contra RFW1, en el que RFW1
pierde por un conjunto, y RFW4 tambie´n contra Random-Subspaces 50%, que
da lugar a un empate.
Para ver en que´ conjuntos de datos ocurren esas diferencias significativas las
tablas A.27, A.28, A.30, A.31, A.33, A.34, A.36 y A.37 utilizan los signos ((◦)) y
((•)). El signo ((◦)) indica que la versio´n de RFW con el exponente p correspon-
diente a la columna, gana significativamente al me´todo de la fila; mientras que
((•)) indica que pierde significativamente.
Aunque es ma´s dif´ıcil de observar que con las tablas correspondientes al Sign
test, las tablas de diferencias significativas respaldan las conclusiones a las que
ya se hab´ıa llegado. Esto es, en presencia de error:
1. Las diferencias con las cuatro configuraciones de Boosting a favor deRFW
se hacen ma´s grandes.
2. Las diferencias con Random Subspaces 50% van desapareciendo o incluso
invirtie´ndose.
Sin embargo, no esta´ claro que el peor valor del exponente p sea uno.
Para finalizar el estudio de la robustez de RFW, se realizan los mismos dos
rankings que en el caso sin ruido, es decir:
1. Ordenando los me´todos por los valores del ranking promedio (tabla 5.15
para un error igual al 10%, y tabla 5.17 para un error igual al 20%). Como
apreciacio´n global a ambas tasas de error, conviene notar que al introducir
ruido se marcan las diferencias entre los me´todos, alarga´ndose el intervalo
en el que var´ıan los rankings promedios. Se pasa de [8.02, 17.68] en el
caso sin ruido (tabla 5.5) a [5.83, 19.10] para el caso del 10% (tabla 5.16),
y a [4.51, 20.45] en el caso del 20% (tabla 5.18). Es ma´s, se reduce el
nu´mero de me´todos que no son significativamente peores que el mejor. En
concreto, los ocho me´todos de Boosting empeoran mucho en presencia de
ruido.
2. Ordenando los me´todos por la diferencia entre victorias y derrotas signi-
ficativas segu´n el t-test (tabla 5.16 para error igual al 10%, y tabla 5.18
para error igual al 20%).
En el caso del error del 10% el ranking promedio (tabla 5.15) muestra que
los siete primeros me´todos son versiones de RFW. Adema´s la l´ınea separando
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Tabla 5.15: Ranking promedio de todos los me´todos considerados al analizar
RFW con un error artificial del 10%.
Ranking
Promedio Me´todo
1 5.83 RFW3 Ensemble (P)
2 6.24 RFW2 Ensemble (P)
3 6.73 RFW4 Ensemble (P)
4 7.50 RFW3 Ensemble (U)
5 8.06 RFW4 Ensemble (U)
6 8.43 RFW2 Ensemble (U)
7 8.63 RFW1 Ensemble (P)
8 10.34 Random-Subspaces-50% (U)
9 10.73 Bagging (P)
10 10.89 Random-Subspaces-50% (P)
11 11.13 Random-Forest
12 11.63 RFW1 Ensemble (U)
13 12.12 MultiBoost-W (P)
14 12.22 MultiBoost-S (P)
15 13.42 MultiBoost-S (U)
16 13.58 Bagging (U)
17 13.84 Random-Subspaces-75% (P)
18 14.86 MultiBoost-W (U)
19 16.28 Random-Subspaces-75% (U)
20 18.03 AdaBoost-S (U)
21 18.17 AdaBoost-S (P)
22 18.26 AdaBoost-W (P)
23 19.10 AdaBoost-W (U)
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Tabla 5.16: Ranking por la diferencia entre victorias y derrotas significativas de
todos los me´todos considerados al analizar RFW con un error artificial del 10%
(V−D: Victorias−Derrotas significativas, V: Victorias significativas, D: Derrotas
significativas).
V−D V D Me´todo
1 389 408 19 RFW2 Ensemble (P)
2 362 394 32 RFW3 Ensemble (P)
3 340 368 28 RFW1 Ensemble (P)
4 314 374 60 RFW4 Ensemble (P)
5 257 319 62 RFW3 Ensemble (U)
6 257 320 63 RFW2 Ensemble (U)
7 228 289 61 RFW4 Ensemble (U)
8 180 277 97 RFW1 Ensemble (U)
9 122 269 147 Bagging (P)
10 93 247 154 Random-Subspaces-50% (P)
11 90 253 163 Random-Subspaces-50% (U)
12 -46 172 218 MultiBoost-W (P)
13 -53 167 220 MultiBoost-S (P)
14 -57 181 238 Random-Forest
15 -57 220 277 Random-Subspaces-75% (P)
16 -65 172 237 Bagging (U)
17 -145 124 269 MultiBoost-S (U)
18 -187 121 308 MultiBoost-W (U)
19 -210 162 372 Random-Subspaces-75% (U)
20 -439 38 477 AdaBoost-S (P)
21 -446 36 482 AdaBoost-S (U)
22 -447 43 490 AdaBoost-W (P)
23 -480 31 511 AdaBoost-W (U)
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Tabla 5.17: Ranking promedio de todos los me´todos considerados al analizar
RFW con un error artificial del 20%.
Ranking
Promedio Me´todo
1 4.51 RFW3 Ensemble (P)
2 4.84 RFW2 Ensemble (P)
3 5.20 RFW4 Ensemble (P)
4 7.02 RFW1 Ensemble (P)
5 7.97 Random-Subspaces-50% (P)
6 7.98 Bagging (P)
7 8.61 RFW3 Ensemble (U)
8 8.93 RFW4 Ensemble (U)
9 9.27 RFW2 Ensemble (U)
10 9.53 Random-Subspaces-50% (U)
11 11.35 Random-Subspaces-75% (P)
12 11.86 Random-Forest
13 12.13 RFW1 Ensemble (U)
14 12.24 Bagging (U)
15 13.24 MultiBoost-S (P)
16 13.92 MultiBoost-W (P)
17 14.68 MultiBoost-S (U)
18 15.39 Random-Subspaces-75% (U)
19 16.56 MultiBoost-W (U)
20 20.06 AdaBoost-S (P)
21 20.08 AdaBoost-S (U)
22 20.20 AdaBoost-W (P)
23 20.45 AdaBoost-W (U)
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Tabla 5.18: Ranking por la diferencia entre victorias y derrotas significativas de
todos los me´todos considerados al analizar RFW con un error artificial del 20%
(V−D: Victorias−Derrotas significativas, V: Victorias significativas, D: Derrotas
significativas).
V−D V D Me´todo
1 484 495 11 RFW2 Ensemble (P)
2 471 482 11 RFW1 Ensemble (P)
3 451 471 20 RFW3 Ensemble (P)
4 402 437 35 RFW4 Ensemble (P)
5 252 372 120 Random-Subspaces-50% (P)
6 246 343 97 RFW2 Ensemble (U)
7 242 359 117 Bagging (P)
8 233 333 100 RFW3 Ensemble (U)
9 220 326 106 RFW4 Ensemble (U)
10 179 310 131 Random-Subspaces-50% (U)
11 149 296 147 RFW1 Ensemble (U)
12 125 315 190 Random-Subspaces-75% (P)
13 -40 226 266 Bagging (U)
14 -95 202 297 Random-Forest
15 -113 174 287 MultiBoost-S (P)
16 -128 165 293 MultiBoost-W (P)
17 -137 192 329 Random-Subspaces-75% (U)
18 -223 132 355 MultiBoost-S (U)
19 -303 104 407 MultiBoost-W (U)
20 -590 36 626 AdaBoost-W (P)
21 -591 31 622 AdaBoost-S (P)
22 -613 21 634 AdaBoost-W (U)
23 -621 21 642 AdaBoost-S (U)
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los me´todos que no son significativamente peores que el primero engloba preci-
samente esos siete me´todos. La u´nica versio´n de RFW que no queda entre los
me´todos de cabeza tiene exponente uno (que es el exponente ma´s de´bil segu´n
las comparaciones hechas a trave´s de los rankings promedios) con a´rboles no
podados (que son ma´s sensibles al ruido).
Se observa que los dos peores RFWs son los RFW1. En el resto de RFWs
las versiones no podadas quedan detra´s de las podadas, menos sensibles al ruido.
Conviene observar que, en el ranking obtenido en la seccio´n anterior para el caso
sin ruido (tabla 5.5), los RFW no podados ocupaban mejores posiciones que
los podados. Luego, parece que la poda es un para´metro que conviene ajustar
en funcio´n de ruido que parezca tener el conjunto. El mejor exponente de los
RFWs es tres, tanto en RFW podados, como en no podados.
Los Random Subspaces 50% y Bagging (P) son los me´todos que quedan
inmediatamente por debajo de la l´ınea. Estos me´todos, cuando no hab´ıa ruido
estaban cerca de la cola del ranking.
Los me´todos de Boosting en general descienden en el ranking con la presencia
de ruido. Los me´todos AdaBoost quedan al final del todo. Los me´todos Ada-
Boost, al no reinicializar perio´dicamente los pesos, tienden a ser ma´s sensibles
al ruido, que los MultiBoost, lo cual explicar´ıa por que´ los me´todos MultiBoost
no han quedado en posiciones tan bajas.
En la tabla 5.16, al considerar so´lo diferencias significativas, los resultados
anteriores se refuerzan. Las ocho configuraciones de RFW ocupan las ocho
posiciones de cabeza. La cuatro primeras configuraciones son podadas y las
cuatro segundas no podadas. RFW1 (U) sigue siendo la peor configuracio´n de
RFW. Random Subspaces 50% y Bagging siguen siendo los me´todos que ma´s
se acercan a los RFWs, y los AdaBoosts copan la cola de la clasificacio´n. Los
RFW3 son el mejor me´todo no podado, y el segundo mejor me´todo podado.
Por tanto, esta vez los resultados entre ambos rankings coinciden bastante.
En el caso del error del 20% el ranking promedio (tabla 5.17) muestra una
mayor penetracio´n en los me´todos de cabeza de Bagging y Random Subspa-
ces 50% en sus versiones no podadas, las menos sensibles al ruido, de manera
que quedan por encima de la l´ınea separadora que los equipara en te´rminos de
significacio´n con el me´todo de cabeza. El resto de me´todos por encima de esa
l´ınea son RFW podados, junto con RFW3 (U). El exponente tres, parece por
tanto el mejor como ocurr´ıa tanto cuando no hab´ıa error, como con el error del
10%. Las versiones de AdaBoost siguen ocupando los cuatro u´ltimos lugares,
mientras que MultiBoost se acerca un poco ma´s a las u´ltimas posiciones que
cuando habia un 10% de error.
Al utilizar el ranking basado en el t-test (tabla 5.18) para el caso del error del
20% se aprecian tambien bastantes coincidencias con el ranking promedio. Las
cuatro primeras configuraciones son RFW(P) ; por otro lado Random Subspa-
ces 50% (P) y Bagging (P) penetran hasta las posiciones 5 y 7 respectivamente.
La peor configuracio´n de RFW tiene exponente uno, y las cuatro versiones de
AdaBoost cierran el ranking. Las versiones de MultiBoost tambie´n descienden
respecto a sus posiciones con error del 10%.
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Tabla 5.19: Comparacio´n mediante el sign test de las versiones con/sin RFW
de los multiclasificadiores de referencia considerados. V=Victorias, E=Empates,
D=Derrotas.
Me´todo V E D
Bagging (P) •50 1 11
Bagging (U) •54 2 6
Random-Subspaces-50% (P) •39 3 20
Random-Subspaces-50% (U) •44 1 17
Random-Subspaces-75% (P) •52 2 8
Random-Subspaces-75% (U) •55 1 6
AdaBoost-W (P) 33 2 27
AdaBoost-W (U) 37 3 22
AdaBoost-S (P) 32 1 29
AdaBoost-S (U) 30 3 29
MultiBoost-W (P) •41 3 18
MultiBoost-W (U) •44 5 13
MultiBoost-S (P) 36 4 22
MultiBoost-S (U) •39 3 20
5.3.2. A´rboles RFW como clasificadores base
Es claro que cualquier multiclasificador que sea capaz de utilizar a´rboles
de decisio´n como clasificadores base, podr´ıa tambie´n utilizar los a´rboles de un
RFW con el mismo fin. En el ana´lisis que se presenta en esta seccio´n, por tanto,
los me´todos considerados antes como adversarios pasan a ser potenciales aliados.
El valor o´ptimo del exponente de un clasificador base RFW puede depender
tanto del me´todo multiclasificador en el que se integre, como tambie´n del con-
junto de datos. A fin de poder tener un nu´mero manejable de combinaciones,
se decidio´ utilizar un solo valor para este para´metro. El valor elegido fue uno,
que es el valor que peores resultados dio en los experimentos de las secciones
anteriores. La razo´n de usar este exponente esta´ en reducir la posibilidad de que
el bias introducido por el repesado de los atributos fuera suficientemente grande
como para eclipsar el procedente del me´todo multiclasificador.
La tabla 5.19 compara cada multiclasificador usando a´rboles de decisio´n pu-
ros (i.e., que no son tipo RFW), con la versio´n usando a´rboles RFW. Cada fila
representa Victorias-Empates-Derrotas totales de la versio´n con RFW1 sobre
el mismo me´todo con a´rboles de decisio´n puros. En negrita aparece el resultado
mayoritario. Los s´ımbolos ((•)) marcan las diferencias significativas segu´n el Sign
test.
En todos los casos los resultados con RFW son mejores que con a´rboles
de decisio´n puros. Adema´s las victorias de los multiclasificadores RFW resul-
tan ser significativas segu´n el Sign test, con excepcio´n de las cuatro versiones
de AdaBoost y MultiBoost-S (P), quiza´s debido al fuerte bias que introduce
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Tabla 5.20: Comparacio´n mediante el t-Test de las versiones con/sin RFW de
los multiclasificadiores de referencia considerados. V=Victorias significativas,
E=Empates (i.e. no hay diferencias significativas), D=Derrotas significativas.
Me´todo V E D
Bagging (P) 15 47 0
Bagging (U) 17 45 0
Random-Subspaces-50% (P) 2 59 1
Random-Subspaces-50% (U) 1 60 1
Random-Subspaces-75% (P) 19 43 0
Random-Subspaces-75% (U) 19 43 0
AdaBoost-W (P) 4 57 1
AdaBoost-W (U) 3 59 0
AdaBoost-S (P) 2 60 0
AdaBoost-S (U) 2 60 0
MultiBoost-W (P) 5 57 0
MultiBoost-W (U) 3 59 0
MultiBoost-S (P) 2 60 0
MultiBoost-S (U) 2 60 0
Boosting.
La tabla 5.20 hace la misma comparacio´n pero teniendo en cuenta u´nica-
mente las diferencias significativas segu´n el t-test. Cada fila representa Victorias-
Empates-Derrotas significativas de la versio´n conRFW1 sobre el mismo me´todo
con a´rboles de decisio´n puros. Nuevamente, se ha marcado en negrita el resul-
tado mayoritario.
En esta u´ltima tabla tambie´n se observa que siempre hay ma´s victorias sig-
nificativas a favor de los multiclasificadores que usan RFW como clasificadores
base que derrotas, salvo en un u´nico caso en el que hay empate: Random Subs-
paces 50% (U). La diferencia con la otra versio´n de Random Subspacs 50%,
tampoco es muy grande. Quiza´s Random Subspaces 50% pierde demasiada in-
formacio´n de entrenamiento, condicionando el resultado final y haciendo que
haya poco margen para la mejora. En el caso de Boosting, los ocho me´todos de
Boosting tampoco acumulan un gran nu´mero de victorias significativas, tal y
como ocurr´ıa en la tabla 5.19, el bias de Boosting puede con el de los a´rboles
RFW con exponente uno.
Quiza´s lo ma´s destacable de esta tabla 5.20 sea que entre todos los me´todos
y conjuntos de datos, los multiclasificadores de a´rboles RFW so´lo pierden tres
veces contra los multiclasificadores de a´rboles de decisio´n. Esto quiere decir que
utilizar este nuevo tipo de a´rboles normalmente no conllevara´ el riesgo de perder
acierto significativamente, sino en todo caso mantenerse en unas tasas de error
parecidas, y en algunas ocasiones mejorar significativamente.
Para ver los conjuntos de datos en los que ocurren las diferencias significa-
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tivas de la tabla 5.20 se pueden consultar las tablas A.38 y A.39.
Finalmente se incluyen en las tablas 5.21 y 5.22 sendos rankings de los 37
me´todos testados en esta seccio´n, es decir:
Bagging, las dos versiones de Random Subspaces y las cuatro de Boosting
con a´rboles de decisio´n podados y no podados.
Bagging, las dos versiones de Random Subspaces y las cuatro de Boosting
con a´rboles RFW de exponente uno podados y no podados.
Los multiclasificadores RFW con los cuatro p = 1 . . . 4, tambie´n para
a´rboles podados y no podados.
Random Forests.
La tabla 5.21 muestra a los me´todos ordenados por el valor de su ranking
promedio, mientras que la tabla 5.22 muestra a los me´todos ordenados por la
diferencia entre victorias y derrotas significativas. En la primera de estas tablas
se ha calculado la columna beneficio para aquellos multiclasificadores que apa-
recen tanto con la versio´n con a´rboles RFW como con la versio´n con a´rboles de
decisio´n. El beneficio es la diferencia en el valor del ranking promedio entre usar
un tipo de clasificador base u otro. Los beneficios positivos indican que el mul-
ticlasificador mejora su ranking promedio al utilizar a´rboles RFW. Se observa
que todos los beneficios son positivos menos el de RFW AdaBoost (P), y au´n
en este caso el valor absoluto apenas llega a uno. El resto de versiones de Ada-
Boost aun con un beneficio positivo, no tienen un beneficio muy grande, siendo
Bagging y Random Subspaces 75% los me´todos donde se aprecian beneficios
mayores, en congruencia todo ello con las tablas hasta ahora obtenidas.
La mejor configuracio´n en la tabla 5.21 surge de la aplicacio´n de RFW al
mejor me´todo con a´rboles de decisio´n puros (i.e., RFW MultiBoost-W (P)). El
resto de posiciones de cabeza de esta tabla se reparten entre distintas configura-
ciones de RFW Ensemble y RFW MultiBoost. En las de RFW Ensemble los
me´todos no podados quedan por encima de los podados y los exponentes mejores
son el 3 y el 4. Estas u´ltimas conclusiones ya se extrajeron de la tabla 5.5.
Al considerar la tabla 5.22 que ordena los me´todos por la diferencia entre
victorias y derrotas significativas, se observa que todos los me´todos que utilizan
a´rboles de decisio´n mejoran con RFW. En esta tabla, nuevamente, la mejor
configuracio´n esRFW MultiBoost-W (P), siendo las cuatro primeras posiciones
versiones de RFW-MultiBoost. Los RFW Ensembles sin podar nuevamente
quedan por delante de los no podados, aunque a diferencia del ranking anterior
no quedan tan a la cabeza, y adema´s los exponentes se ordenan de mejor a peor
como 2, 3, 1, 4, frente a 3, 4, 2, 1 que se ten´ıa antes. Por tanto, teniendo en
cuenta todas las tablas p = 3 sigue pareciendo la mejor opcio´n.
5.3.3. Diagramas Kappa-Error
En el cap´ıtulo anterior ya se utilizaron los diagramas Kappa-Error para
analizar el posible incremento de la diversidad con los DN s.
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Tabla 5.21: Ranking promedio de los me´todos considerados tomando como cla-
sificadores base a´rboles puros o a´rboles RFW.
Ranking Me´todo Beneficio
Promedio
1 12.34 RFW MultiBoost-W (P) 5.25
2 14.02 RFW3 Ensemble (U)
3 14.80 RFW4 Ensemble (U)
4 14.85 RFW MultiBoost-W (U) 5.12
5 15.02 RFW MultiBoost-S (P) 2.65
6 15.60 RFW2 Ensemble (U)
7 15.77 RFW MultiBoost-S (U) 2.69
8 16.16 RFW Random-Subspaces-75% (U) 12.70
9 16.29 RFW Bagging (U) 10.15
10 16.75 RFW AdaBoost-W (P) 1.98
11 16.84 RFW Bagging (P) 9.21
12 17.20 RFW3 Ensemble (P)
13 17.45 RFW4 Ensemble (P)
14 17.55 RFW AdaBoost-W (U) 2.25
15 17.59 MultiBoost-W (P)
16 17.65 RFW Random-Subspaces-50% (U) 4.62
17 17.68 MultiBoost-S (P)
18 18.10 RFW2 Ensemble (P)
19 18.45 MultiBoost-S (U)
20 18.50 RFW Random-Subspaces-75% (P) 9.87
21 18.70 RFW AdaBoost-S (U) 0.35
22 18.73 AdaBoost-W (P)
23 18.83 AdaBoost-S (P)
24 19.06 AdaBoost-S (U)
25 19.26 Random-Forest
26 19.68 RFW AdaBoost-S (P) -0.85
27 19.80 AdaBoost-W (U)
28 19.97 MultiBoost-W (U)
29 20.29 RFW Random-Subspaces-50% (P) 4.27
30 21.76 RFW1 Ensemble (U)
31 21.78 RFW1 Ensemble (P)
32 22.27 Random-Subspaces-50% (U)
33 24.56 Random-Subspaces-50% (P)
34 26.05 Bagging (P)
35 26.44 Bagging (U)
36 28.37 Random-Subspaces-75% (P)
37 28.86 Random-Subspaces-75% (U)
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Tabla 5.22: Ranking por la diferencia entre victorias (V) y derrotas (D) signi-
ficativas de los me´todos considerados tomando como clasificadores base a´rboles
puros o a´rboles RFW.
V - D V D Me´todo
1 307 348 41 RFW MultiBoost-W (P)
2 271 315 44 RFW MultiBoost-S (P)
3 261 311 50 RFW MultiBoost-W (U)
4 256 295 39 RFW MultiBoost-S (U)
5 223 357 134 RFW AdaBoost-W (P)
6 189 288 99 RFW2 Ensemble (U)
7 173 339 166 RFW AdaBoost-W (U)
8 157 314 157 RFW AdaBoost-S (P)
9 147 259 112 MultiBoost-S (P)
10 143 267 124 RFW3 Ensemble (U)
11 142 264 122 MultiBoost-W (P)
12 142 275 133 RFW Bagging (U)
13 129 295 166 AdaBoost-S (P)
14 126 247 121 MultiBoost-S (U)
15 109 305 196 RFW AdaBoost-S (U)
16 100 234 134 MultiBoost-W (U)
17 90 294 204 AdaBoost-W (P)
18 86 229 143 RFW1 Ensemble (U)
19 75 225 150 RFW4 Ensemble (U)
20 73 277 204 AdaBoost-S (U)
21 70 235 165 RFW2 Ensemble (P)
22 51 217 166 RFW Random-Subspaces-75% (U)
23 51 257 206 RFW Bagging (P)
24 46 267 221 AdaBoost-W (U)
25 8 225 217 RFW3 Ensemble (P)
26 -21 198 219 RFW1 Ensemble (P)
27 -41 203 244 Random-Forest
28 -45 200 245 RFW Random-Subspaces-75% (P)
29 -50 204 254 RFW4 Ensemble (P)
30 -193 171 364 RFW Random-Subspaces-50% (U)
31 -254 149 403 RFW Random-Subspaces-50% (P)
32 -299 143 442 Random-Subspaces-50% (U)
33 -355 131 486 Random-Subspaces-50% (P)
34 -443 129 572 Bagging (U)
35 -443 138 581 Bagging (P)
36 -585 95 680 Random-Subspaces-75% (U)
37 -696 83 779 Random-Subspaces-75% (P)
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En estos diagramas la posicio´n ideal de las nubes es la esquina inferior (poco
error) izquierda (mucha diversidad), lo cual es un objetivo contradictorio, en
tanto que dos clasificadores con poco error tendera´n a coincidir en sus predic-
ciones (ver seccio´n 2.3.3).
Los diagramas Kappa-Error generados corresponden a diez configuraciones,
todas ellas con a´rboles no podados. A saber:
1. Bagging y Random Subspaces 50%, con a´rboles de decisio´n y con a´rboles
RFW.
2. Las versiones con remuestreo de AdaBoost y MultiBoost, tambie´n, con
a´rboles de decisio´n y con a´rboles RFW.
3. Random Forests.
4. Un bosque RFW con exponente 3.
Los diagramas se calculan a partir de validacio´n cruzada 5×2. Las figuras 5.3,
5.4, y 5.5 muestran las nubes correspondientes a los conjuntos de datos segment,
sick y splice del repositorio UCI a modo ilustrativo. Los asteriscos que se han
an˜adido a los diagramas marcan los centros de cada nube.
Al igual que en el cap´ıtulo anterior, se han calculado los centros de las nubes
obtenidas a partir de los 62 conjuntos de datos. Con esos centros se han dibujado:
1. El diagrama de Movimiento Kappa-Error (figura 5.6), en el que cada flecha
representa el cambio de posicio´n del centro de una nube. Cada flecha
corresponde, por tanto, a un conjunto de datos. En ese diagrama se han
pintado de rojo las flechas que apuntan a la izquierda, y de verde las
que apuntan a la derecha. Por tanto, las rojas marcan un aumento de la
diversidad, mientras que las verdes lo contrario.
2. El diagrama de Movimiento Relativo Kappa-Error (figura 5.7), que se ob-
tiene a partir del anterior trasladando los or´ıgenes de las flechas al origen
de coordenadas.
Cuando se comparan los me´todos contraRFW3, la direccio´n de las flechas es
distinta en cada caso. Con Bagging las flechas tienden a apuntar hacia la izquier-
da, indicando que los clasificadores de RFW3 son ma´s diversos. Sin embargo,
las flechas de AdaBoost y MultiBoost apuntan mayoritariamente en direccio´n
contraria, indicando que los clasificadores base de los me´todos de Boosting son
ma´s diversos que los de RFW3. En la comparacio´n con Random Forests y Ran-
dom Subspaces no hay una tendencia clara en la direccio´n de las flechas. Si se
tiene presente que RFW3 (U) no ganaba significativamente a tres de los cua-
tro me´todos de Boosting sin poda, y que s´ı que ganaba significativamente a las
versiones sin poda de Bagging, Random Forests y Random Subspaces, podr´ıa
pensarse que cuando la diversidad de RFW3 no empeora frente a la del me´todo
comparado, RFW3 da mejor resultado.
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Figura 5.3: Diagramas κ-error correspondientes al estudio de los RFWs para el
conjunto segment.
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Figura 5.4: Diagramas κ-error correspondientes al estudio de los RFWs para el
conjunto sick.
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Figura 5.5: Diagramas κ-error correspondientes al estudio de los RFWs para el
conjunto splice.
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Figura 5.6: Diagramas de movimiento κ-Error correspondientes para losRFWs.
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Figura 5.7: Diagramas de movimiento relativo κ-Error para los RFWs.
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Sin embargo, cuando se comparan dos versiones de un mismo multiclasifi-
cador, una con a´rboles de decisio´n puros contra otra con a´rboles RFW, si que
hay en todos los casos una tendencia abrumadora a que las flechas apunten a
la izquierda. Lo que significa que el me´todo gana en diversidad al sustituir los
clasificadores base por a´rboles RFW. Lo´gicamente, el aumento de diversidad
ocasiona una pe´rdida de precisio´n que se nota en que las flechas adema´s de
apuntar a la izquierda, tambie´n apuntan hacia arriba. Esa mejora en la diver-
sidad parece estar detra´s de la mejora en la precisio´n final del multiclasificador
cuando utiliza este nuevo tipo de a´rboles.
5.4. Influencia del para´metro
En esta pequen˜a seccio´n esta´ dedicada a experimentar la influencia del
para´metro p (i.e., el exponente al que se elevan los pesos) en los multiclasifi-
cadores obtenidos.
La figura 5.8 muestra la influencia de p en el error de los multiclasificadores.
Los valores considerados para el para´metro se han tomado en el intervalo [0, 6],
con un paso de 0,2. Los multiclasificadores de los diagramas son siempre del tipo
RFW-p y los a´rboles no esta´n podados. El taman˜o de los multiclasificadores es
50, y los resultados se han obtenido mediante validacio´n cruzada 5× 2.
Puede verse que un incremento del valor inicial p = 0, normalmente hace
disminuir el error. Por ejemplo, para 61 de los 62 conjuntos de datos el error
para p = 1 es menor que para p = 0. Esto es debido a que al elevar los pesos a
p = 0 tomara´n el valor 1, haciendo que todos los a´rboles sean ide´nticos.
En bastantes conjuntos de datos (e.g., audiology) se alcanza un mı´nimo en
el error, y a partir de ese punto vuelve a aumentar. Para cada conjunto de datos
ese mı´nimo es distinto. Por tanto, el exponente es un para´metro que conviene
sintonizar si se quieren obtener los mejores resultados posibles.
La figura 5.9 muestra la influencia del exponente mediante diagramas de
movimiento relativo kappa-error para exponentes p = 1, . . . , 4. Es claro que al
incrementar el valor del exponente se incrementa la diversidad. Tambie´n es visi-
ble que ese aumento de la diversidad viene acompan˜ado de un aumento del error
de los clasificadores base en la mayor´ıa de los casos. Esto confirma la necesidad
de buscar un valor o´ptimo para el para´metro. Con p = 1, la diversidad de los cla-
sificadores base es pequen˜a y el multiclasificador puede mejorarse aumentando
la diversidad mediante el aumento del valor de p. Sin embargo, cuando la diver-
sidad ya es suficiente, seguir aumenta´ndola, y por tanto, aumentando tambie´n
el error de los clasificadores base, deja de tener un efecto positivo en la precisio´n
global del multiclasificador. Es decir, ha de existir algu´n valor intermedio de p
donde el aumento del error de los clasificadores base deje de poder compensarse
v´ıa aumento de la diversidad.
El valor o´ptimo de p tambie´n depende del nu´mero de clasificadores base
utilizados. La figura 5.10 es una gra´fica que para cada valor de p (i.e., p =
1, . . . , 4), muestra el porcentaje de conjuntos de datos que tienen el menor error
en funcio´n del taman˜o del multiclasificador.
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Figura 5.8: Influencia del para´metro p en el error. En cada conjunto de datos se
ha hecho una gra´fica en la que en el eje x representa el valor del para´metro p,
y el eje y el valor del error.
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Figura 5.10: Diagrama de porcentajes para diferentes valores del para´metro p.
Por ejemplo, para el caso de que so´lo haya un clasificador base, RFW1 es
la mejor configuracio´n posible para ma´s del 80% de los conjuntos de datos.
Sin embargo, para 50 clasificadores base, esta configuracio´n so´lamente es mejor
en menos del 16% de los conjuntos de datos, y es RFW4 la que alcanza un
porcentaje mayor 1.
Aunque es posible optimizar el valor de p para un conjunto de datos dado,
es notable que en general con valores cualquiera mayores que 1 los experimentos
de la seccio´n 5.3 los resultados eran favorables a RFW (ver tabla 5.2).
5.5. Conclusiones
En este cap´ıtulo se ha presentado un me´todo para la construccio´n de mul-
ticlasificadores usando un nuevo tipo de a´rbol. A pesar de su simplicidad, ha
resultado ser un me´todo competitivo con otros multiclasificadores de referencia
(Bagging, Random Forests, Random Subspaces, AdaBoost y MultiBoost).
1En la seccio´n 5.3 parec´ıa algo mejor p = 3 para 50 a´rboles no podados y conjuntos de datos
sin ruido, pero en ese experimento intervienen muchos ma´s me´todos que los cuatro RFWs.
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Al utilizarlo con conjuntos de datos con ruido, el me´todo resulta aun ma´s
ventajoso. Para utilizarlo en conjuntos con ruido es mejor podar los a´rboles,
mientras que para utilizarlo con los conjuntos de datos originales, es mejor no
hacerlo.
El me´todo tiene un u´nico para´metro que es el exponente al que son sometidos
los pesos aleatorios. Se ha aportado un estudio experimental que muestra que
el aumento del exponente aumenta la diversidad de los clasificadores base, pero
tambie´n aumenta el error en los mismos, por lo que aumentar el exponente por
encima de 1 da buenos resultados, pero aumentarlo demasiado los degradar´ıa.
El valor o´ptimo del exponente dependera´ del conjunto de datos y del nu´mero de
clasificadores base. As´ı, parece que cuanto mayor sea el nu´mero de clasificadores
base, mejor resultado da un exponente alto. En la validacio´n experimental pre-
sentada es notable que los resultados obtenidos han sido en general favorables
para valores exponente superiores a 1.
Al utilizar el clasificador base de este nuevo me´todo con otros multiclasifica-
dores, estos normalmente mejoran respecto de cuando usan a´rboles de decisio´n
tradicionales, y en muchos casos las diferencias son significativas.
Al hacer los diagramas Kappa-Error y los diagramas de Movimiento Kappa-
Error se aprecia una cierta relacio´n entre las diferencia de diversidad de los
me´todos y el comportamiento global del multiclasificador, por lo que podr´ıa ser
el incremento de diversidad la causa de la mejora.




En el presente trabajo de tesis se han desarrollado distintas te´cnicas de
multiclasificadores.
Cronolo´gicamente el trabajo part´ıa de la construccio´n de caracter´ısticas, con
lo que se llego´ a una aproximacio´n de construccio´n de caracter´ısticas median-
te Cascading para poder tratar adecuadamente conjuntos de datos nominales
mediante clasificadores orientados a entradas nume´ricas.
Las caracter´ısticas construidas de esta forma necesitan de un clasificador
que pueda trabajar con datos nominales directamente y devolver una salida
nume´rica, que son las probabilidades de las predicciones de cada clase; para lo
cual se han utilizado a´rboles de decisio´n. El clasificador nume´rico con el que se
probaron las caracter´ısticas construidas mediante a´rboles fue un SVM.
Las pruebas se hicieron sobre 27 conjuntos de datos de la UCI y StatLib con
atributos exclusivamente nominales y 57 configuraciones distintas de me´todos
de clasificacio´n, incluyendo:
1. Te´cnicas de transformacio´n nominal a nume´rico como NBF y VDM.
2. A´rboles de decisio´n binarios o no.
3. Clasificadores SVM de funcio´n nu´cleo lineal.
4. Arquitecturas de dos niveles que combinara´n del mayor nu´mero de for-
mas posibles estos ingredientes, lo cual incluye —adema´s de Cascading—
Stacking y Grading.
Los mejores resultados se encontraron con las configuraciones de Cascading
que utilizaban a´rboles de decisio´n binarios para construir caracter´ısticas que
luego eran usadas por SVM en el nivel superior. Es notable que estos resultados
fuesen mejores que los obtenidos con otras aproximaciones computacionalmente
ma´s costosas, como Stacking y Grading.
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El hecho de que los a´rboles fueran binarios resulto´ segu´n la validacio´n un
elemento fundamental, pues el ana´lisis que hacen los a´rboles no binarios de los
datos nominales es tendente a resultar en a´rboles menos profundos, los cuales
suelen tomar decisiones de ramificacio´n que se podr´ıan calificar de ((prematuras))
comparadas con las ramificaciones de un a´rbol binario.
Siguiendo con la construccio´n de caracter´ısticas se llego´ a una aproximacio´n
que constru´ıa un clasificador 1-NN distinto por cada clasificador base de un mul-
ticlasificador (i.e., Disturbing Neighbors o DN ). Este clasificador 1-NN provee
una serie de nuevas caracter´ısticas que pueden ser utilizadas en el entrenamien-
to del clasificador base cualquiera que sea, perteneciente a un multiclasificador,
cualquiera que sea e´ste tambie´n. En concreto, cada DN tiene tres ingredientes
que los diferencian entre si:
1. Un vector de booleanos indicando a que´ regio´n de Voronoi pertenece la
instancia que se este´ clasificando.
2. Una ma´scara booleana indicando que´ dimensiones se han de tener en cuen-
ta para calcular las distancias del clasificador 1-NN.
3. La prediccio´n del propio clasificador 1-NN.
Cada DN en un multiclasificador suele ser distinto, porque la ma´scara boo-
leana para el calculo de las distancias es aleatoria, y por tanto generalmente
distinta para cada clasificador base, y porque las instancias que se utilizan para
construir el 1-NN son muy pocas (10 instancias en los experimentos) y tambie´n
son seleccionadas aleatoriamente.
Esta te´cnica esta´ orientada a potenciar la diversidad de los clasificadores
base de un multiclasificador gene´rico, sin que ello parezca que disminuya la tasa
de acierto individual de los mismos.
Para probar esta idea se utilizaron 62 conjuntos de datos de la UCI y diversas
configuraciones de los multiclasificadores de referencia. Se hicieron dos estudios
para dos tipos de clasificadores base. Por un lado, con clasificadores base muy
estables (e.g., SVM con funcio´n nu´cleo lineal), y por otro con clasificadores
base ma´s inestables (e.g., a´rboles de decisio´n). Los resultados en ambos casos
apuntan a una mejor´ıa en los multiclasificadores que usan DN respecto de las
versiones sin DN . Descartada experimentalmente que la mejora pudiera venir
del acierto del pequen˜o clasificador 1-NN, la u´nica explicacio´n encontrada es
que dicha mejora provenga del mencionado aumento de la diversidad.
Para sintetizar y condensar los resultados experimentalmente de mejora de la
diversidad se disen˜aron dos nuevos diagramas basados en los diagramas Kappa-
Error. Estos dos nuevos diagramas se han denominado diagramas de Movimiento
Kappa-Error y diagramas de Movimiento Relativo Kappa-Error, y en si mismos
constituyen a nuestro juicio unas de las aportaciones interesantes de esta tesis.
Estos diagramas visualizan flechas representando la variacio´n de la diversi-
dad (medida mediante la estad´ıstica kappa) y el error de los clasificadores base
en cada conjunto de datos. Los diagramas obtenidos confirman el aumento de la
171
diversidad con DN , sin que ello conlleve por lo general un aumento apreciable
del error individual de cada clasificador base.
El estudio de DN finalizo´ con un ana´lisis de lesiones para encontrar cua´l de
los tres ingredientes de DN es el ma´s importante, siendo el vector de booleanos
que establec´ıa la pertenencia a regiones de Voronoi el ingrediente esencial. Esto
hace que la te´cnica DN este´ muy ligada a que el clasificador que proporcione la
diversidad sea del tipo vecinos ma´s cercanos, en tanto es ma´s importante que
haga una divisio´n del espacio de entrada, que la propia prediccio´n que pueda
computar.
Finalmente, siguiendo con la idea de mejorar la diversidad en multiclasifi-
cadores con clasificadores base a´rboles, se ha presentado otra te´cnica llamada
Random Feature Weights (RFW) basada en asociar pesos aleatorios a los atri-
butos del conjunto de entrenamiento de cada uno de los a´rboles de un bosque
(i.e., un multiclasificador con clasificadores base a´rboles). Estos pesos son iguales
para cada a´rbol, pero normalmente son distintos para cada atributo.
RFW utiliza estos pesos para condicionar la preferencia de los atributos
sobre los que un a´rbol de decisio´n ramifica. Este condicionamiento se hace en
base a multiplicar el me´rito de cada atributo por su peso aleatorio elevado a un
exponente que es un para´metro del me´todo (el me´rito es la funcio´n que obtiene
un valor nume´rico en funcio´n de cuya magnitud se decide por que´ atributo
ramificar). A mayor exponente, mayor es el condicionamiento que los pesos
aleatorios ejercen sobre la funcio´n de me´rito. De hecho, con exponente 1 aumenta
el riesgo de generar a´rboles ide´nticos.
RFW se ha probado desde las siguientes perspectivas:
1. Construyendo un multiclasificador que se denota como RFW-p (o bien
RFWp-Ensemble) en el que todos sus a´rboles miembros se computan a
trave´s de esta te´cnica a base de pesos aleatorios en el que p es el exponente
al que se elevan los pesos. RFW-p calcula su prediccio´n como el prome-
dio de las probabilidades predichas por sus a´rboles miembros. Las versio-
nes de RFW-p con a´rboles podados y sin podar fueron probadas contra
otros multiclasificadores de referencia: AdaBoost, MultiBoost, Bagging,
Random Subspaces y Random Forests, este u´ltimo so´lo para a´rboles sin
podar.
2. Probando ese mismo RFW-p contra los mismos multiclasificadores que en
el punto anterior, pero introduciendo un 10% y un 20% de ruido artificial
a los conjuntos de datos, a fin de experimentar la robustez del me´todo.
3. Introduciendo estos a´rboles de los RFWs dentro de los multiclasificado-
res de referencia del estado del arte y compara´ndoles con su versio´n con
a´rboles sin pesos aleatorios.
Todas estas pruebas se hicieron con los mismos 62 conjuntos de la UCI que
se utilizaron para DN obteniendo resultados favorables. En los dos primeros
casos se probaron con exponentes 1, 2, 3, y 4; y tanto con a´rboles sin podar
como podados.
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Las conclusiones principales para el caso de RFW-p con datos sin ruido son
que:
1. RFW es un me´todo muy simple que es competitivo con los me´todos de
referencia.
2. Generalmente funciona mejor con a´rboles no podados, lo cual es razonable
porque favorecen au´n ma´s la diversidad de los clasificadores base.
3. El exponente p = 1 es el peor, los exponentes ma´s elevados (e.g 3 o´ 4) sue-
len dar mejores resultados. Es razonable que sea as´ı porque se condiciona
ma´s al clasificador base, lo que tambie´n favorece la diversidad.
Para el caso de RFW-p con datos con ruido, sin embargo:
1. El me´todo RFW no so´lo suele ser mejor, sino que suele marcar diferencias
ma´s significativas con respecto a los clasificadores de referencia cuanto
mayor es el ruido.
2. En este caso suelen dar mejor resultado los a´rboles podados, lo cual es
razonable porque los a´rboles sin podar sera´n ma´s sensibles al ruido.
3. La preferencia de un exponente sobre otro no esta´ tan clara.
Al utilizar a´rboles de RFW como clasificadores base de los multiclasifica-
dores de referencia, so´lo se probaron a´rboles con exponente uno, para no condi-
cionar en exceso el propio bias del me´todo de referencia. Tambie´n se probo´ con
clasificadores base podados y sin podar.
La principal conclusio´n obtenida en este u´ltimo caso es que en ninguno de los
me´todos experimentados, el multiclasificador con a´rboles con pesos aleatorios
obtuvo peores resultados que sin pesos aleatorios. Adema´s, en muchos casos las
mejoras fueron significativas.
Como en el caso de DN , se hicieron los diagramas de Movimiento y de Movi-
miento Relativo Kappa-Error. Los resultados de los diagramas al comparar los
a´rboles con pesos aleatorios frente a los a´rboles sin pesos aleatorios en los multi-
clasificadores de referencia, es que efectivamente los a´rboles con pesos aleatorios
aumentan la diversidad. Este aumento de la diversidad ocasiona la lo´gica pe´rdi-
da de precisio´n individual de los clasificadores miembro, y este comportamiento
se acentu´a cuanto mayor es el exponente.
Sin embargo, al comparar los multiclasificadores de referencia con RFW3
(el me´todo RFW-p con el mejor p segu´n los experimentos), los resultados no
son claros, pues hay conjuntos de datos en los que s´ı hay ese aumento de la
diversidad y hay conjuntos en los que no.
En cuanto a los trabajos futuros:
Lo ma´s inmediato es la aplicacio´n de las te´cnicas de aumento de la di-
versidad a multiclasificadores en regresio´n. De hecho se esta´n obteniendo
buenos resultados en la aplicacio´n de DN a multiclasificadores con re-
gresores base a´rboles [101]. DN podr´ıa utilizarse tambie´n con SVM para
regresio´n, y RFW podr´ıa ser aplicado a a´rboles de regresio´n.
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En cuanto a la utilizacio´n de cascadas para datos nominales, quedan por
probar el comportamiento de otros clasificadores tanto en el nivel base,
como en el nivel meta. En el nivel base ser´ıa interesante disponer de otros
me´todos que proveyesen de estimaciones de probabilidad menos groseras
que las que se obtienen de C4.5. En el nivel meta, cabe cambiar la funcio´n
nu´cleo del SVM por otra ma´s sofisticado y ajustar sus para´metros, o in-
cluso cabe probar a utilizar en el nivel meta otros me´todos que necesiten
entradas nume´ricas.
En el caso concreto de Disturbing Neighbors para SVM tambie´n parece
interesante probar el me´todo en clasificacio´n utilizando otros tipos de fun-
cio´n nu´cleo, e incluso ver si las mejoras siguen siendo importantes au´n
cuando los para´metros de los SVM que actu´an como clasificadores base
este´n optimizados.
Una l´ınea muy interesante de trabajo es profundizar en las causas que
hacen que el me´todo RFW produzca buenos resultados. Esta linea incluye
entre otros aspectos analizar las componentes bias y varianza del error
dependiendo del nu´mero de clasificadores base, del porcentaje de error en
el conjunto de datos y del valor del exponente utilizado para los pesos
aleatorios.
Otra l´ınea que se esta´ siguiendo es investigar el posible aumento de la
diversidad en clasificadores base a trave´s de proyecciones aleatorias. Esta
idea se ha experimentado ya utilizando SVM lineales como clasificadores
base [82]. Los resultados obtenidos son buenos, pero parecen indicar que
la mejora en la diversidad no proviene tanto de las propias proyecciones
aleatoras como de aplicar varias de estas proyecciones en cada clasificador
base. Cada proyeccio´n se aplicar´ıa sobre un conjunto de atributos distin-
tos seleccionados aleatoriamente, siguiendo una estrategia similar a los
Rotation Forests [69].
Finalmente, se espera poder utilizar algunos de los me´todos desarrollados
en la tesis en problemas reales. Por ejemplo, se esta´n comenzando a uti-
lizar las te´cnicas de aumento de la diversidad en conjuntos de datos para
deteccio´n de roturas en fresadoras. En este caso concreto RFW es un
buen candidato dado que los datos disponibles contienen un importante
porcentaje de ruido.
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Tabla A.1: Tasas de acierto para DN -Ensemble, 1-NN y k-NN.
Conjunto DN -Ensemble 1-NN k-NN
abalone 26.52 19.97 24.56
anneal 97.97 99.13 99.13
audiology 80.81 78.43 78.43
autos 72.90 74.55 74.27
balance-scale 90.18 86.72 90.19
breast-w 96.75 95.28 96.52
breast-y 69.92 72.85 72.11
bupa 63.15 62.22 62.07
car 94.29 93.05 93.04
credit-a 85.09 81.57 86.13
credit-g 75.15 71.88 73.55
crx 85.01 81.39 86.19
dna 93.87 74.55 85.20
ecoli 86.16 80.66 86.31
glass 65.43 69.95 68.14
heart-c 84.16 76.06 81.14
heart-h 83.58 78.33 81.75
heart-s 91.82 91.01 93.14
heart-statlog 83.59 76.15 80.81
heart-v 75.50 70.70 78.05
hepatitis 85.82 81.40 84.35
horse-colic 82.15 79.11 82.25
hypo 97.43 97.08 97.15
ionosphere 88.67 87.10 89.77
iris 95.53 95.40 95.80
kr-vs-kp 96.46 96.12 96.50
krk 32.60 62.08 77.78
labor 93.20 84.30 90.53
led-24 74.51 56.06 72.34
letter 84.88 96.01 96.01
lrd 88.76 86.24 86.40
lymphography 85.41 81.69 81.65
mushroom 100.00 100.00 100.00
nursery 93.49 98.39 98.39
optdigits 98.65 98.70 98.75
page 93.55 96.08 95.93
pendigits 98.69 99.37 99.34
phoneme 78.46 90.28 90.28
pima 77.07 70.62 73.68
primary 47.56 39.91 46.78
promoters 91.56 79.71 76.87
ringnorm 82.13 61.53 68.93
sat 87.25 90.33 90.84
segment 93.17 97.15 97.15
shuttle 98.43 99.93 99.93
sick 93.88 96.10 96.14
sonar 79.86 86.17 85.44
soybean-small 100.00 100.00 100.00
soybean 93.22 91.20 91.24
splice 93.43 74.43 85.15
threenorm 86.33 74.60 84.03
tic-tac-toe 98.33 98.98 98.98
twonorm 96.93 93.23 95.67
vehicle 74.00 69.59 69.32
vote1 91.63 89.61 89.49
voting 95.97 92.58 92.67
vowel-context 81.47 99.05 99.05
vowel-nocontext 81.20 98.84 98.84
waveform 86.61 73.41 82.37
yeast 58.69 52.61 57.91
zip 95.83 96.89 96.89
zoo 93.10 96.05 94.86
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Tabla A.2: Tasas de acierto para las configuraciones de SVM y Bagging. ◦ in-
dica una victoria significativa del algoritmo DN respecto de la versio´n sin DN ,
mientras que • indica una derrota.
Conjunto SMO DN -SMO Bagging DN -Bagging
abalone 25.12 25.05 25.29 26.40
anneal 97.46 97.90 97.97 98.14
audiology 80.77 80.37 77.85 78.34
autos 71.29 70.94 72.31 73.19
balance-scale 87.57 88.27 87.11 90.13 ◦
breast-w 96.75 96.54 96.71 96.68
breast-y 69.52 70.01 69.59 70.99
bupa 57.98 59.14 58.10 63.29 ◦
car 93.62 94.06 93.61 94.31 ◦
credit-a 84.88 84.97 85.01 85.28
credit-g 75.09 75.61 75.24 75.22
crx 84.93 84.87 85.03 85.30
dna 93.41 93.16 94.55 94.52
ecoli 83.48 80.41 84.22 86.55
glass 57.46 58.32 58.35 66.12 ◦
heart-c 83.86 83.06 84.39 83.99
heart-h 82.74 82.46 83.69 84.02
heart-s 91.65 91.08 92.07 92.15
heart-statlog 83.89 83.52 83.74 83.63
heart-v 75.75 74.75 74.75 75.55
hepatitis 85.77 85.05 86.02 85.69
horse-colic 82.66 81.58 82.72 82.85
hypo 97.44 97.40 97.43 97.42
ionosphere 88.07 87.98 88.38 88.61
iris 96.27 91.47 96.27 95.73
kr-vs-kp 95.79 96.37 96.15 96.56 ◦
krk 28.08 30.59 ◦ 28.15 32.70 ◦
labor 92.97 91.57 91.90 93.30
led-24 74.55 74.47 74.67 74.68
letter 82.34 82.94 ◦ 82.75 84.93 ◦
lrd 89.00 88.06 89.32 88.89
lymphography 86.48 85.49 86.35 85.29
mushroom 100.00 100.00 100.00 100.00
nursery 93.08 93.26 93.18 93.50 ◦
optdigits 98.25 98.23 98.56 98.65
page 92.84 93.53 ◦ 93.35 94.01 ◦
pendigits 97.98 98.22 ◦ 98.04 98.70 ◦
phoneme 77.34 76.79 77.27 78.55 ◦
pima 76.80 76.17 77.00 77.16
primary 47.09 45.46 48.35 48.47
promoters 91.01 90.65 91.77 91.58
ringnorm 73.27 75.80 74.73 83.10 ◦
sat 86.76 86.79 86.65 87.32 ◦
segment 92.92 92.42 92.88 93.14
shuttle 96.96 97.66 ◦ 96.97 98.42 ◦
sick 93.87 94.02 93.89 93.92
sonar 76.60 76.98 77.55 80.44
soybean-small 100.00 100.00 100.00 100.00
soybean 93.10 93.00 92.90 92.88
splice 92.88 92.74 94.46 94.50
threenorm 85.50 84.20 85.50 86.43
tic-tac-toe 98.33 98.33 98.33 98.33
twonorm 96.67 96.43 96.83 96.77
vehicle 74.08 71.46 74.50 74.77
vote1 91.61 91.38 91.89 91.84
voting 95.77 95.84 95.97 96.11
vowel-context 70.63 71.11 71.93 84.69 ◦
vowel-nocontext 68.84 66.20 68.17 81.38 ◦
waveform 86.48 86.41 86.59 86.59
yeast 56.96 54.96 • 57.10 58.66 ◦
zip 95.21 95.22 95.96 96.11
zoo 93.68 93.67 93.29 93.99
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Tabla A.3: Tasas de acierto para las configuraciones de Random Subspaces. ◦
indica una victoria significativa del algoritmo DN respecto de la versio´n sin
DN . No hay derrotas significativas de las versiones con DN .
Conjunto Subspaces(50 %) DN -Subspaces(50 %) Subspaces(75 %) DN -Subspaces(75 %)
abalone 24.76 26.55 ◦ 24.73 26.57 ◦
anneal 94.61 95.11 97.78 98.18
audiology 79.27 78.95 80.76 80.27
autos 65.58 71.14 ◦ 69.62 71.43
balance-scale 78.31 86.32 ◦ 83.47 87.09 ◦
breast-w 96.77 96.91 96.78 96.88
breast-y 69.50 72.12 ◦ 68.83 71.13
bupa 57.98 62.97 ◦ 57.95 62.80 ◦
car 70.11 70.30 90.28 91.70
credit-a 85.25 85.46 84.94 85.10
credit-g 72.39 72.56 75.18 75.44
crx 85.00 85.41 84.97 85.10
dna 96.07 96.10 95.91 95.94
ecoli 79.76 81.90 82.68 84.46
glass 55.47 66.86 ◦ 56.99 65.80 ◦
heart-c 83.99 83.96 83.96 83.99
heart-h 82.50 83.32 82.24 83.25
heart-s 93.04 92.88 92.06 92.56
heart-statlog 84.30 84.19 84.22 84.04
heart-v 75.60 75.00 75.85 75.80
hepatitis 83.96 83.89 84.20 85.32
horse-colic 82.81 83.45 83.66 83.66
hypo 96.36 96.50 97.26 97.29
ionosphere 88.69 90.18 88.47 89.64
iris 94.13 94.60 95.80 95.40
kr-vs-kp 92.34 92.89 95.02 95.29
krk 24.49 28.76 ◦ 27.72 31.95 ◦
labor 92.90 95.30 93.83 95.03
led-24 73.52 74.46 74.61 74.77
letter 77.02 80.43 ◦ 81.31 83.68 ◦
lrd 88.50 88.00 88.80 88.59
lymphography 84.02 84.48 86.07 85.49
mushroom 100.00 100.00 100.00 100.00
nursery 85.44 87.01 91.41 91.75
optdigits 97.93 98.13 98.37 98.50
page 91.77 92.80 ◦ 92.74 93.58 ◦
pendigits 95.80 97.23 ◦ 97.65 98.47 ◦
phoneme 73.51 77.77 ◦ 75.41 77.95 ◦
pima 71.48 74.27 76.73 76.69
primary 43.60 44.61 47.20 47.49
promoters 92.26 91.08 91.67 91.77
ringnorm 74.73 89.87 ◦ 74.93 84.77 ◦
sat 85.95 86.78 ◦ 86.36 87.04 ◦
segment 91.29 92.50 ◦ 92.54 92.76
shuttle 95.85 98.72 ◦ 96.77 98.42 ◦
sick 93.88 93.88 93.88 93.88
sonar 77.65 80.70 77.89 80.73
soybean-small 100.00 100.00 100.00 100.00
soybean 93.35 93.41 93.59 93.64
splice 96.35 96.32 96.00 96.00
threenorm 84.90 85.90 84.97 85.63
tic-tac-toe 70.71 74.09 ◦ 74.43 77.44 ◦
twonorm 97.30 96.63 97.33 96.87
vehicle 70.00 69.40 72.89 72.78
vote1 91.17 91.20 91.84 92.23
voting 95.15 95.22 95.61 95.54
vowel-context 57.82 76.72 ◦ 66.58 80.65 ◦
vowel-nocontext 61.32 78.70 ◦ 66.58 80.70 ◦
waveform 86.42 86.47 86.65 86.56
yeast 37.73 50.77 ◦ 54.28 57.07 ◦
zip 96.15 96.29 95.98 96.14 ◦
zoo 92.61 93.48 92.91 93.40
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Tabla A.4: Tasas de acierto para las configuraciones de AdaBoost. ◦ indica una
victoria significativa del algoritmo DN respecto de la versio´n sin DN . No hay
derrotas significativas de las versiones con DN .
Conjunto AdaBoost(S) DN -AdaBoost(S) AdaBoost(W) DN -AdaBoost(W)
abalone 24.92 24.87 25.12 25.27
anneal 99.31 99.55 99.24 99.31
audiology 80.86 80.86 80.65 80.71
autos 74.88 76.49 73.86 75.91
balance-scale 87.32 88.83 87.54 89.33
breast-w 96.58 96.05 96.72 96.27
breast-y 67.14 65.39 68.52 67.15
bupa 64.65 67.50 65.99 67.60
car 94.67 98.35 ◦ 94.42 98.32 ◦
credit-a 83.86 84.23 83.74 84.16
credit-g 74.45 73.36 75.14 72.92
crx 83.72 84.12 83.49 83.04
dna 93.23 93.57 92.55 92.98
ecoli 86.04 84.43 84.69 84.59
glass 56.94 62.76 59.55 64.01
heart-c 82.38 80.72 83.89 81.71
heart-h 82.76 81.57 83.21 81.74
heart-s 90.91 89.28 91.56 90.50
heart-statlog 82.74 80.04 83.59 80.22
heart-v 71.05 71.65 72.65 71.05
hepatitis 82.07 80.88 82.35 83.38
horse-colic 78.02 80.06 78.54 80.24
hypo 97.11 98.00 ◦ 96.97 97.69 ◦
ionosphere 88.52 90.34 89.38 89.92
iris 96.73 94.73 97.93 95.73
kr-vs-kp 97.63 98.81 ◦ 97.64 98.97 ◦
krk 28.09 30.34 ◦ 28.08 30.47 ◦
labor 92.93 93.97 89.57 91.60
led-24 74.52 74.49 74.55 74.62
letter 82.20 82.64 ◦ 82.34 82.86 ◦
lrd 89.81 89.21 89.64 89.59
lymphography 85.35 86.74 83.00 85.81
mushroom 99.99 99.99 100.00 100.00
nursery 93.04 94.72 ◦ 93.07 96.85 ◦
optdigits 98.19 98.48 ◦ 98.08 98.43 ◦
page 93.28 95.10 ◦ 92.84 94.40 ◦
pendigits 98.17 99.23 ◦ 98.14 99.23 ◦
phoneme 77.17 82.07 ◦ 77.46 82.02 ◦
pima 77.02 74.53 76.80 74.89
primary 43.86 44.66 47.09 45.61
promoters 87.67 88.76 91.01 91.48
ringnorm 74.80 91.43 ◦ 74.57 92.10 ◦
sat 86.65 87.32 ◦ 86.76 87.17
segment 92.69 96.20 ◦ 92.92 94.62 ◦
shuttle 96.95 99.78 ◦ 96.96 99.58 ◦
sick 94.22 96.71 ◦ 94.46 96.42 ◦
sonar 78.86 82.14 78.57 83.08
soybean-small 100.00 100.00 100.00 100.00
soybean 92.81 93.00 92.88 93.15
splice 93.52 93.69 92.80 93.14
threenorm 83.53 83.60 85.10 86.27
tic-tac-toe 98.04 97.48 97.95 97.99
twonorm 95.20 95.23 95.33 95.73
vehicle 73.70 74.20 74.10 74.37
vote1 89.46 88.83 90.39 89.37
voting 95.40 95.40 95.51 94.92
vowel-context 83.57 96.35 ◦ 80.86 95.43 ◦
vowel-nocontext 68.45 91.15 ◦ 68.84 88.70 ◦
waveform 86.25 86.11 86.48 86.37
yeast 56.16 55.84 56.96 55.99
zip 95.26 95.61 ◦ 94.86 95.43 ◦
zoo 96.74 96.35 96.73 94.75
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Tabla A.5: Tasas de acierto para las configuraciones de MultiBoost. ◦ indica
una victoria significativa del algoritmo DN respecto de la versio´n sin DN . No
hay derrotas significativas de las versiones con DN .
Conjunto MultiBoost(S) DN -MultiBoost(S) MultiBoost(W) DN -MultiBoost(W)
abalone 24.92 24.87 25.12 25.27
anneal 99.53 99.58 99.52 99.49
audiology 80.73 80.89 80.99 81.11
autos 75.42 76.90 74.40 76.24
balance-scale 87.63 92.06 ◦ 87.65 92.43 ◦
breast-w 96.71 96.75 96.77 96.80
breast-y 68.95 70.00 68.61 69.48
bupa 64.93 68.17 64.02 68.36
car 94.61 96.53 ◦ 94.64 96.31 ◦
credit-a 85.54 85.88 85.46 85.72
credit-g 74.59 74.92 75.13 75.37
crx 85.38 85.81 85.28 85.75
dna 93.85 93.96 93.36 93.63
ecoli 86.12 86.91 85.11 87.15
glass 57.08 65.20 ◦ 59.88 64.77
heart-c 83.66 83.40 83.64 83.89
heart-h 84.81 83.54 84.61 83.75
heart-s 92.53 91.50 92.38 92.38
heart-statlog 83.70 82.81 83.78 83.04
heart-v 74.90 74.95 74.70 75.35
hepatitis 84.02 84.08 84.00 84.00
horse-colic 81.39 81.91 81.63 81.45
hypo 97.65 98.10 ◦ 97.59 97.82
ionosphere 89.23 90.29 89.09 90.06
iris 96.80 95.33 96.33 95.33
kr-vs-kp 97.63 98.21 ◦ 97.65 98.16 ◦
krk 28.09 30.34 ◦ 28.08 30.47 ◦
labor 91.67 94.10 91.43 91.33
led-24 74.56 74.55 74.52 74.62
letter 82.31 85.01 ◦ 82.34 84.35 ◦
lrd 90.19 89.74 90.15 89.49
lymphography 86.63 87.01 86.02 85.69
mushroom 99.99 99.99 100.00 100.00
nursery 93.06 94.02 ◦ 93.10 93.94 ◦
optdigits 98.38 98.57 ◦ 98.34 98.53 ◦
page 93.70 95.38 ◦ 93.08 94.92 ◦
pendigits 98.52 99.17 ◦ 98.49 99.15 ◦
phoneme 76.83 80.07 ◦ 77.09 79.94 ◦
pima 77.15 76.78 76.72 76.55
primary 44.66 46.38 47.12 45.88
promoters 91.85 91.49 91.01 91.48
ringnorm 74.90 87.27 ◦ 76.40 88.57 ◦
sat 86.74 88.33 ◦ 86.76 88.19 ◦
segment 93.03 95.50 ◦ 92.90 95.08 ◦
shuttle 96.95 99.53 ◦ 96.95 99.36 ◦
sick 95.88 96.50 95.92 96.35
sonar 78.09 82.36 77.28 82.27 ◦
soybean-small 100.00 100.00 100.00 100.00
soybean 92.84 92.85 93.09 93.02
splice 93.95 94.21 93.32 93.61
threenorm 84.50 85.93 85.30 86.70
tic-tac-toe 98.19 97.96 98.14 98.19
twonorm 95.83 95.87 95.93 96.00
vehicle 74.24 76.48 74.35 75.75
vote1 90.59 90.11 90.80 90.39
voting 95.95 95.93 95.95 95.90
vowel-context 82.48 92.21 ◦ 80.88 92.15 ◦
vowel-nocontext 69.84 85.43 ◦ 68.82 85.10 ◦
waveform 86.34 86.46 86.49 86.42
yeast 56.16 56.21 57.19 56.56
zip 95.52 95.74 ◦ 95.38 95.67 ◦
zoo 96.05 96.45 96.44 94.75
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Tabla A.6: Tasas de acierto para DN -Ensemble, 1-NN y k-NN.
Dataset DN -Ensemble 1-NN k-NN
abalone 22.79 19.97 24.56
anneal 98.61 99.13 99.13
audiology 79.38 78.43 78.43
autos 82.93 74.55 74.27
balance-scale 83.75 86.72 90.19
breast-w 96.64 95.28 96.52
breast-y 73.66 72.85 72.11
bupa 71.83 62.22 62.07
car 93.40 93.05 93.04
credit-a 85.88 81.57 86.13
credit-g 72.30 71.88 73.55
crx 85.54 81.39 86.19
dna 92.66 74.55 85.20
ecoli 83.57 80.66 86.31
glass 71.21 69.95 68.14
heart-c 81.05 76.06 81.14
heart-h 81.45 78.33 81.75
heart-s 93.53 91.01 93.14
heart-statlog 81.19 76.15 80.81
heart-v 74.20 70.70 78.05
hepatitis 81.23 81.40 84.35
horse-colic 85.24 79.11 82.25
hypo 99.28 97.08 97.15
ionosphere 91.06 87.10 89.77
iris 94.80 95.40 95.80
kr-vs-kp 99.44 96.12 96.50
krk 83.50 62.08 77.78
labor 85.03 84.30 90.53
led-24 74.66 56.06 72.34
letter 89.30 96.01 96.01
lrd 83.13 86.24 86.40
lymphography 78.86 81.69 81.65
mushroom 100.00 100.00 100.00
nursery 97.33 98.39 98.39
optdigits 96.48 98.70 98.75
page 97.03 96.08 95.93
pendigits 97.54 99.37 99.34
phoneme 89.50 90.28 90.28
pima 76.21 70.62 73.68
primary 44.96 39.91 46.78
promoters 79.68 79.71 76.87
ringnorm 85.03 61.53 68.93
sat 90.05 90.33 90.84
segment 97.19 97.15 97.15
shuttle 99.97 99.93 99.93
sick 98.75 96.10 96.14
sonar 79.04 86.17 85.44
soybean-small 97.65 100.00 100.00
soybean 92.79 91.20 91.24
splice 94.24 74.43 85.15
threenorm 82.73 74.60 84.03
tic-tac-toe 95.70 98.98 98.98
twonorm 95.07 93.23 95.67
vehicle 73.12 69.59 69.32
vote1 89.75 89.61 89.49
voting 96.57 92.58 92.67
vowel-context 84.24 99.05 99.05
vowel-nocontext 85.93 98.84 98.84
waveform 78.47 73.41 82.37
yeast 60.04 52.61 57.91
zip 89.32 96.89 96.89
zoo 92.61 96.05 94.86
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Tabla A.7: Tasas de acierto para las configuraciones de Bagging y Random
Forest.
Conjunto Bagging DN -Bagging Random Forest DN -Random Forest
abalone 23.92 24.05 23.68 24.17
anneal 98.80 98.82 99.69 99.58
audiology 80.88 81.65 79.39 79.89
autos 84.19 84.04 83.99 83.70
balance-scale 82.23 85.99 ◦ 80.48 83.31 ◦
breast-w 96.24 96.81 96.38 96.88
breast-y 73.13 73.48 70.02 71.23
bupa 73.10 72.87 71.77 72.61
car 93.59 94.22 ◦ 94.44 94.61
credit-a 85.91 86.01 86.04 86.72
credit-g 74.36 74.95 75.62 75.31
crx 86.17 86.25 85.41 86.39
dna 94.89 94.88 94.55 94.30
ecoli 84.76 85.09 84.71 86.16
glass 74.11 74.84 78.72 78.97
heart-c 80.10 82.41 81.39 82.31
heart-h 80.07 80.65 80.59 80.63
heart-s 93.21 93.37 91.75 92.39
heart-statlog 81.19 82.19 82.00 82.78
heart-v 75.75 75.20 75.10 75.35
hepatitis 81.50 81.95 83.33 83.96
horse-colic 85.26 85.37 85.48 84.86
hypo 99.26 99.27 99.01 98.99
ionosphere 92.57 92.91 93.68 93.54
iris 94.60 94.53 94.40 94.80
kr-vs-kp 99.46 99.44 99.26 99.02
krk 84.91 85.55 ◦ 84.89 85.30 ◦
labor 85.23 88.97 86.97 90.57
led-24 74.59 75.03 74.43 74.50
letter 93.72 93.99 ◦ 96.41 96.56
lrd 86.88 87.14 88.31 88.42
lymphography 79.82 79.97 83.30 84.65
mushroom 100.00 100.00 100.00 100.00
nursery 97.42 97.67 ◦ 99.05 98.71 •
optdigits 95.75 97.23 ◦ 98.19 98.23
page 97.38 97.39 97.42 97.47
pendigits 98.23 98.58 ◦ 99.17 99.19
phoneme 89.56 90.30 ◦ 91.25 91.23
pima 76.05 76.20 75.58 75.80
primary 44.96 45.55 43.27 43.83
promoters 85.29 85.81 88.98 90.03
ringnorm 88.43 89.40 90.67 92.70
sat 90.77 91.33 ◦ 91.80 91.84
segment 97.60 97.57 98.11 98.10
shuttle 99.97 99.97 99.99 99.98 •
sick 98.86 98.81 98.45 98.39
sonar 80.30 79.18 84.50 83.72
soybean-small 97.65 97.65 100.00 100.00
soybean 93.03 93.59 93.24 93.56
splice 94.66 94.67 95.27 95.05
threenorm 82.10 84.53 83.97 85.20
tic-tac-toe 94.70 95.77 96.42 95.63
twonorm 90.27 95.40 ◦ 93.43 94.77
vehicle 74.97 74.87 75.07 74.80
vote1 89.66 90.12 89.54 89.96
voting 96.71 96.30 96.50 96.09
vowel-context 92.23 93.40 97.85 98.19
vowel-nocontext 91.78 92.75 95.94 97.53 ◦
waveform 83.25 83.26 84.77 84.96
yeast 60.92 61.75 60.58 61.30
zip 93.17 93.66 ◦ 96.28 96.14
zoo 93.20 93.30 96.23 96.15
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Tabla A.8: Tasas de acierto para las configuraciones de AdaBoost
Conjunto AdaBoost(W) DN -AdaBoost(W) AdaBoost(S) DN -AdaBoost(S)
abalone 22.59 22.85 23.21 23.27
anneal 99.63 99.66 99.67 99.69
audiology 84.61 85.84 84.56 85.18
autos 86.59 86.17 86.10 86.48
balance-scale 76.36 77.18 75.53 76.08
breast-w 96.61 96.84 96.68 96.87
breast-y 66.43 68.12 67.16 67.98
bupa 70.20 69.85 70.77 69.89
car 96.72 97.26 96.60 97.01
credit-a 85.87 86.01 86.39 86.45
credit-g 73.75 74.36 74.52 74.63
crx 86.01 85.96 85.88 86.42
dna 95.04 95.05 94.95 94.95
ecoli 83.51 84.43 83.99 84.43
glass 78.08 77.75 79.10 79.15
heart-c 80.11 80.96 79.78 80.96
heart-h 79.40 78.68 80.04 78.99
heart-s 90.78 91.58 91.33 91.03
heart-statlog 80.44 81.19 79.44 80.30
heart-v 71.80 72.10 70.40 71.85
hepatitis 84.15 83.96 84.61 83.95
horse-colic 81.76 82.36 82.09 83.12
hypo 98.98 98.99 98.99 99.07
ionosphere 93.85 93.93 94.22 94.08
iris 94.53 94.27 94.13 94.60
kr-vs-kp 99.60 99.62 99.61 99.61
krk 89.47 89.99 ◦ 89.39 89.73 ◦
labor 89.10 91.37 87.47 89.83
led-24 69.80 72.58 ◦ 71.33 72.89 ◦
letter 97.03 97.04 96.87 96.92
lrd 88.17 87.91 88.10 88.19
lymphography 84.12 84.80 83.72 83.66
mushroom 100.00 99.99 100.00 99.99
nursery 99.75 99.81 99.74 99.79
optdigits 98.40 98.44 98.42 98.38
page 97.07 97.03 97.11 97.11
pendigits 99.38 99.39 99.36 99.40
phoneme 91.18 91.29 91.27 91.37
pima 73.71 74.38 73.71 73.47
primary 41.65 42.84 42.37 42.30
promoters 94.08 93.39 93.78 93.65
ringnorm 94.17 95.13 95.67 95.77
sat 92.13 92.08 92.01 92.07
segment 98.60 98.63 98.57 98.59
shuttle 99.99 99.99 99.99 99.99
sick 99.07 99.03 99.06 99.06
sonar 84.65 85.05 82.41 83.76
soybean-small 97.65 97.30 98.35 99.35
soybean 93.31 93.92 93.31 93.95
splice 94.91 94.92 94.84 94.92
threenorm 84.73 85.17 84.10 85.27
tic-tac-toe 98.92 98.92 98.94 98.98
twonorm 94.07 95.43 94.33 94.80
vehicle 77.41 77.07 77.68 77.26
vote1 89.17 89.72 89.36 89.73
voting 95.31 95.56 95.10 95.44
vowel-context 95.93 96.62 96.26 96.70
vowel-nocontext 95.23 96.45 ◦ 95.62 96.34
waveform 84.35 84.48 84.15 84.25
yeast 58.44 59.55 59.36 60.11
zip 96.74 96.71 96.59 96.66
zoo 96.35 96.25 95.06 96.15
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Tabla A.9: Tasas de acierto para las configuraciones de MultiBoost.
Conjunto MultiBoost(W) DN -MultiBoost(W) MultiBoost(S) DN -MultiBoost(S)
abalone 23.57 23.69 24.07 24.05
anneal 99.68 99.63 99.68 99.64
audiology 85.14 85.49 85.06 84.91
autos 86.10 85.90 85.99 85.41
balance-scale 80.60 81.80 80.33 81.41
breast-w 96.60 96.77 96.50 96.60
breast-y 69.68 70.84 69.35 70.57
bupa 72.52 72.42 72.84 72.64
car 95.96 96.47 95.80 96.32
credit-a 86.90 86.70 86.77 86.87
credit-g 75.39 75.66 75.29 75.79
crx 86.84 86.96 86.74 86.70
dna 95.63 95.61 95.52 95.55
ecoli 84.58 85.00 85.15 85.50
glass 77.24 77.38 78.50 77.57
heart-c 81.28 82.50 81.39 81.95
heart-h 79.70 80.34 80.68 79.90
heart-s 90.93 91.83 91.26 91.51
heart-statlog 81.56 81.07 80.78 81.74
heart-v 74.40 74.00 74.40 74.00
hepatitis 83.57 83.45 83.27 83.39
horse-colic 84.67 84.13 84.10 84.61
hypo 99.12 99.13 99.14 99.19
ionosphere 93.73 94.02 93.73 94.13
iris 94.20 94.53 94.53 94.20
kr-vs-kp 99.65 99.65 99.65 99.62
krk 88.49 88.73 88.48 88.66
labor 86.57 90.50 87.57 90.60
led-24 72.60 73.92 ◦ 73.14 74.15 ◦
letter 96.67 96.70 96.58 96.62
lrd 87.65 87.44 88.04 88.06
lymphography 83.10 83.73 83.40 84.06
mushroom 100.00 99.99 100.00 99.99
nursery 99.70 99.71 99.68 99.68
optdigits 98.08 98.18 98.10 98.14
page 97.38 97.37 97.39 97.39
pendigits 99.24 99.26 99.25 99.29
phoneme 91.12 91.14 91.14 91.05
pima 75.54 75.17 74.92 75.57
primary 42.27 43.99 43.60 44.07
promoters 94.55 94.67 94.27 93.25
ringnorm 92.67 93.80 94.10 94.80
sat 91.83 91.98 91.72 91.75
segment 98.35 98.36 98.34 98.39
shuttle 99.99 99.99 99.99 99.99
sick 99.06 99.04 99.04 98.99
sonar 83.03 83.79 81.44 81.99
soybean-small 97.65 97.30 98.15 98.80
soybean 93.32 94.27 93.54 94.38
splice 95.56 95.58 95.48 95.43
threenorm 85.00 85.37 83.97 85.17
tic-tac-toe 98.31 98.59 98.31 98.24
twonorm 93.60 95.33 93.67 95.60
vehicle 76.63 76.77 76.48 76.08
vote1 89.84 90.07 89.93 90.23
voting 95.59 96.20 95.56 96.18
vowel-context 95.14 95.94 95.15 95.64
vowel-nocontext 94.41 95.27 94.52 95.17
waveform 84.57 84.82 84.57 84.72
yeast 60.66 61.06 60.97 61.28
zip 96.38 96.32 96.26 96.26
zoo 96.05 96.04 95.25 96.35
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Tabla A.10: Tasas de acierto para las configuraciones de Random Subspaces.
Conjunto Sunspaces(50 %) DN -Subspaces(50 %) Subspaces(75 %) DN -Subspaces(75 %)
abalone 25.53 25.72 24.08 24.59
anneal 98.75 98.79 98.64 98.83
audiology 79.23 79.43 80.84 81.77
autos 85.24 85.66 85.67 86.24
balance-scale 81.42 85.36 ◦ 77.58 85.40 ◦
breast-w 96.57 97.01 95.78 96.84 ◦
breast-y 74.10 73.76 74.24 73.27
bupa 67.47 70.24 67.69 72.39 ◦
car 70.02 70.02 92.38 93.00
credit-a 86.20 86.61 86.16 86.41
credit-g 74.70 74.56 73.73 75.01
crx 86.26 86.46 85.99 86.61
dna 95.71 95.77 95.29 95.33
ecoli 85.57 85.63 84.94 84.47
glass 77.08 77.23 73.04 74.99
heart-c 82.11 83.33 78.88 82.28 ◦
heart-h 81.95 82.77 81.04 82.05
heart-s 93.53 93.53 93.53 93.53
heart-statlog 83.85 83.30 81.30 82.89
heart-v 73.95 74.45 73.55 74.15
hepatitis 83.12 83.12 80.79 82.35
horse-colic 84.93 85.07 85.18 85.40
hypo 98.71 98.75 99.21 99.23
ionosphere 93.68 93.48 92.82 92.91
iris 94.60 94.87 94.73 94.80
kr-vs-kp 97.31 97.15 99.21 99.18
krk 42.81 43.46 81.79 83.11 ◦
labor 80.57 88.03 79.83 86.60
led-24 74.37 74.52 74.85 74.92
letter 96.08 96.10 95.88 95.98
lrd 86.09 86.76 85.03 85.52
lymphography 79.82 82.18 78.03 81.72
mushroom 100.00 100.00 100.00 100.00
nursery 91.41 91.40 94.82 94.77
optdigits 98.09 98.16 96.98 97.84 ◦
page 97.41 97.44 97.24 97.28
pendigits 99.02 99.03 98.75 98.97 ◦
phoneme 85.68 87.56 ◦ 87.38 89.39 ◦
pima 74.88 75.17 75.34 75.98
primary 45.46 46.02 44.72 45.64
promoters 86.74 89.68 80.73 83.67
ringnorm 90.57 92.30 86.63 89.03
sat 91.65 91.75 90.72 91.44 ◦
segment 97.71 97.82 97.57 97.73
shuttle 99.93 99.96 99.97 99.98
sick 95.76 96.17 98.49 98.49
sonar 82.31 83.08 78.56 80.34
soybean-small 98.95 99.55 97.80 99.35
soybean 94.76 95.18 93.51 94.60 ◦
splice 96.14 96.05 95.08 95.16
threenorm 83.00 85.37 78.07 84.77 ◦
tic-tac-toe 80.96 81.38 88.49 90.72 ◦
twonorm 90.90 95.20 ◦ 82.87 94.63 ◦
vehicle 75.09 74.88 74.49 74.32
vote1 89.64 90.19 89.45 90.23
voting 95.38 95.38 96.64 96.57
vowel-context 96.25 96.91 90.81 93.06 ◦
vowel-nocontext 94.84 95.61 87.53 92.26 ◦
waveform 84.45 84.36 82.77 83.21
yeast 59.36 60.31 59.78 61.61 ◦
zip 95.75 95.72 94.29 94.61
zoo 94.08 94.96 92.20 93.20
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Tabla A.11: Tasas de acierto para las configuraciones de Bagging.
Conjunto Bagging DNP DNV DNP A DNV A DNV P DN
abalone 23.92 24.00 24.32 23.83 24.21 24.08 24.05
anneal 98.80 98.81 98.86 98.79 98.82 98.85 98.82
audiology 80.88 81.42 81.78 80.98 81.65 81.61 81.65
autos 84.19 84.49 83.84 84.04 84.18 83.80 84.04
balance-scale 82.23 86.19 ◦ 86.35 ◦ 84.07 ◦ 85.90 ◦ 86.54 ◦ 85.99 ◦
breast-w 96.24 96.48 96.48 96.65 96.45 96.55 96.81
breast-y 73.13 73.34 73.23 73.37 73.72 73.41 73.48
bupa 73.10 72.50 72.12 72.46 72.64 72.49 72.87
car 93.59 93.66 93.72 93.74 94.21 ◦ 93.77 94.22 ◦
credit-a 85.91 86.12 86.36 86.17 85.94 86.32 86.01
credit-g 74.36 74.43 75.12 74.42 74.90 74.96 74.95
crx 86.17 86.28 86.39 86.26 86.23 86.33 86.25
dna 94.89 94.87 94.90 94.85 94.87 94.90 94.88
ecoli 84.76 85.63 84.73 84.91 85.09 85.23 85.09
glass 74.11 74.72 74.62 74.57 74.84 74.53 74.84
heart-c 80.10 82.21 83.03 ◦ 81.09 81.78 83.37 ◦ 82.41
heart-h 80.07 80.48 80.62 80.14 80.48 80.82 80.65
heart-s 93.21 93.29 93.29 93.37 93.37 93.29 93.37
heart-statlog 81.19 81.78 81.81 81.96 82.00 82.04 82.19
heart-v 75.75 75.70 76.10 74.90 75.45 76.00 75.20
hepatitis 81.50 82.34 82.20 81.70 81.76 82.53 81.95
horse-colic 85.26 85.31 85.32 85.26 85.42 85.21 85.37
hypo 99.26 99.26 99.27 99.26 99.27 99.27 99.27
ionosphere 92.57 92.73 92.45 92.74 92.77 92.60 92.91
iris 94.60 94.40 94.53 94.67 94.47 94.53 94.53
kr-vs-kp 99.46 99.44 99.42 99.44 99.44 99.42 99.44
krk 84.91 84.94 85.16 85.21 ◦ 85.57 ◦ 85.12 85.55 ◦
labor 85.23 90.63 88.87 87.73 87.27 90.43 88.97
led-24 74.59 74.84 74.94 74.85 74.99 74.96 75.03
letter 93.72 93.78 93.95 93.79 94.03 ◦ 93.90 93.99 ◦
lrd 86.88 87.14 87.29 87.11 87.12 87.33 87.14
lymphography 79.82 80.70 80.23 78.88 79.76 80.78 79.97
mushroom 100.00 100.00 100.00 100.00 100.00 100.00 100.00
nursery 97.42 97.41 97.36 97.47 97.64 ◦ 97.36 97.67 ◦
optdigits 95.75 97.17 ◦ 97.53 ◦ 96.24 ◦ 97.19 ◦ 97.61 ◦ 97.23 ◦
page 97.38 97.37 97.39 97.37 97.39 97.39 97.39
pendigits 98.23 98.67 ◦ 98.69 ◦ 98.50 ◦ 98.60 ◦ 98.73 ◦ 98.58 ◦
phoneme 89.56 89.89 90.23 ◦ 89.94 90.23 ◦ 90.20 ◦ 90.30 ◦
pima 76.05 76.25 76.28 76.25 76.27 76.38 76.20
primary 44.96 45.32 45.11 44.81 44.99 45.11 45.55
promoters 85.29 87.57 87.20 86.17 85.62 88.67 85.81
ringnorm 88.43 89.23 88.27 89.27 88.33 89.07 89.40
sat 90.77 91.17 91.20 91.15 91.08 91.33 ◦ 91.33 ◦
segment 97.60 97.59 97.51 97.55 97.58 97.52 97.57
shuttle 99.97 99.97 99.97 99.97 99.97 99.98 99.97
sick 98.86 98.84 98.83 98.85 98.81 98.83 98.81
sonar 80.30 79.81 80.15 79.57 79.70 80.10 79.18
soybean-small 97.65 100.00 97.65 97.65 97.65 100.00 97.65
soybean 93.03 93.88 93.79 93.38 93.59 93.91 93.59
splice 94.66 94.69 94.76 94.65 94.66 94.76 94.67
threenorm 82.10 85.73 85.60 83.63 84.07 86.03 ◦ 84.53
tic-tac-toe 94.70 94.99 95.61 95.08 95.86 95.55 95.77
twonorm 90.27 96.67 ◦ 96.30 ◦ 95.17 ◦ 94.53 ◦ 96.80 ◦ 95.40 ◦
vehicle 74.97 74.94 74.68 74.87 74.65 74.67 74.87
vote1 89.66 90.19 89.82 89.96 89.98 90.58 90.12
voting 96.71 96.48 96.37 96.55 96.32 96.43 96.30
vowel-context 92.23 92.81 93.42 92.78 93.41 93.24 93.40
vowel-nocontext 91.78 92.18 93.26 ◦ 92.09 92.78 93.36 ◦ 92.75
waveform 83.25 83.35 83.31 83.26 83.28 83.43 83.26
yeast 60.92 61.32 61.54 61.26 61.49 61.67 61.75
zip 93.17 93.28 93.75 ◦ 93.27 93.64 ◦ 93.77 ◦ 93.66 ◦
zoo 93.20 93.11 93.31 93.01 93.50 93.41 93.30
Victorias-Empates-Derrotas 4-58-0 8-54-0 5-57-0 10-52-0 10-52-0 11-51-0
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Tabla A.12: Tasas de acierto para las configuraciones de Random Forest.
Conjunto Random Forest DNP DNV DNP A DNV A DNV P DN
abalone 23.68 23.73 23.93 23.85 23.93 24.07 24.17
anneal 99.69 99.58 99.58 99.58 99.55 99.50 99.58
audiology 79.39 80.14 79.81 79.67 80.29 79.67 79.89
autos 83.99 83.99 83.94 84.03 83.98 83.06 83.70
balance-scale 80.48 82.80 ◦ 84.11 ◦ 81.85 ◦ 83.63 ◦ 84.15 ◦ 83.31 ◦
breast-w 96.38 96.64 96.74 96.51 96.74 96.71 96.88
breast-y 70.02 69.93 71.20 70.17 71.16 70.90 71.23
bupa 71.77 72.00 72.73 72.11 72.43 72.24 72.61
car 94.44 94.55 94.58 94.68 94.80 94.35 94.61
credit-a 86.04 86.06 86.48 85.93 86.22 86.77 86.72
credit-g 75.62 75.17 75.75 75.43 75.47 75.50 75.31
crx 85.41 85.77 86.42 85.74 86.33 86.46 86.39
dna 94.55 94.58 94.45 94.54 94.59 94.36 94.30
ecoli 84.71 85.53 85.77 85.03 85.48 86.28 86.16
glass 78.72 79.02 79.02 78.49 79.25 78.65 78.97
heart-c 81.39 81.20 82.28 81.68 81.75 82.32 82.31
heart-h 80.59 80.41 80.76 80.46 80.84 80.70 80.63
heart-s 91.75 92.22 92.55 92.22 92.88 92.07 92.39
heart-statlog 82.00 81.93 82.37 82.33 82.85 82.07 82.78
heart-v 75.10 74.75 75.85 74.75 75.95 75.55 75.35
hepatitis 83.33 83.85 84.23 84.35 83.88 84.72 83.96
horse-colic 85.48 85.32 85.32 85.51 85.13 85.35 84.86
hypo 99.01 99.00 98.97 99.03 98.96 98.99 98.99
ionosphere 93.68 93.76 93.42 93.76 93.60 93.68 93.54
iris 94.40 94.53 94.67 94.60 94.87 94.60 94.80
kr-vs-kp 99.26 99.18 98.97 • 99.19 99.03 98.99 • 99.02
krk 84.89 87.63 ◦ 84.70 87.65 ◦ 84.78 85.34 ◦ 85.30 ◦
labor 86.97 90.47 89.27 88.73 89.30 90.73 90.57
led-24 74.43 74.55 74.60 74.41 74.57 74.48 74.50
letter 96.41 96.57 96.45 96.64 ◦ 96.51 96.49 96.56
lrd 88.31 88.21 88.52 88.14 88.38 88.33 88.42
lymphography 83.30 83.07 84.55 82.81 84.01 84.39 84.65
mushroom 100.00 100.00 100.00 100.00 100.00 100.00 100.00
nursery 99.05 98.97 98.74 • 99.03 98.80 • 98.57 • 98.71 •
optdigits 98.19 98.20 98.19 98.22 98.27 98.17 98.23
page 97.42 97.46 97.45 97.42 97.48 97.50 97.47
pendigits 99.17 99.22 99.19 99.23 99.17 99.17 99.19
phoneme 91.25 91.20 91.25 91.21 91.26 91.19 91.23
pima 75.58 75.98 76.10 75.82 75.61 76.33 75.80
primary 43.27 43.48 43.27 43.04 43.45 43.69 43.83
promoters 88.98 87.05 89.63 87.20 90.63 89.88 90.03
ringnorm 90.67 90.77 91.97 90.83 92.70 92.43 92.70
sat 91.80 91.86 91.83 91.81 91.73 91.81 91.84
segment 98.11 98.19 98.12 98.26 98.05 98.10 98.10
shuttle 99.99 99.99 99.98 99.99 99.98 99.98 • 99.98 •
sick 98.45 98.42 98.37 98.46 98.43 98.37 98.39
sonar 84.50 84.71 84.19 83.09 84.53 84.06 83.72
soybean-small 100.00 98.75 100.00 98.55 100.00 100.00 100.00
soybean 93.24 93.53 93.72 93.56 93.47 93.60 93.56
splice 95.27 95.05 95.24 95.05 95.09 95.13 95.05
threenorm 83.97 84.63 85.17 83.63 85.30 84.80 85.20
tic-tac-toe 96.42 95.99 95.46 96.23 95.76 95.52 95.63
twonorm 93.43 95.07 95.33 94.67 94.77 96.10 94.77
vehicle 75.07 75.04 75.06 75.13 74.59 74.71 74.80
vote1 89.54 89.47 89.65 89.96 90.05 89.89 89.96
voting 96.50 96.43 96.27 96.34 96.27 96.25 96.09
vowel-context 97.85 98.14 98.23 98.36 98.22 98.10 98.19
vowel-nocontext 95.94 97.32 ◦ 97.05 97.31 ◦ 96.64 97.44 ◦ 97.53 ◦
waveform 84.77 84.85 84.93 84.81 84.67 84.87 84.96
yeast 60.58 61.08 61.49 60.70 61.59 61.50 61.30
zip 96.28 96.24 96.26 96.28 96.23 96.25 96.14
zoo 96.23 95.65 95.94 96.15 96.05 96.54 96.15
Victorias-Empates-Derrotas 3-59-0 1-59-2 4-58-0 1-60-1 3-56-3 3-57-2
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Tabla A.13: Tasas de acierto para las configuraciones de DN -Ensemble.
Conjunto DNP DNV DNP A DNV A DNV P DN
abalone 21.40 22.68 21.65 22.95 22.68 22.79
anneal 98.57 98.64 98.59 98.61 98.64 98.61
audiology 77.71 79.24 77.75 78.94 79.29 79.38
autos 81.96 83.42 81.77 83.22 83.13 82.93
balance-scale 84.12 84.44 79.92 83.62 84.59 83.75
breast-w 96.22 96.05 96.45 95.92 96.27 96.64
breast-y 74.32 73.20 74.28 73.58 73.45 73.66
bupa 68.15 71.45 68.33 71.86 71.57 71.83
car 92.45 92.77 92.57 93.24 92.76 93.40
credit-a 85.57 85.68 85.52 85.77 85.71 85.88
credit-g 71.53 72.24 71.57 72.09 72.49 72.30
crx 85.51 85.61 85.48 85.48 85.59 85.54
dna 92.54 92.73 92.54 92.65 92.73 92.66
ecoli 84.02 83.40 83.75 83.46 84.11 83.57
glass 68.51 71.31 68.33 71.35 71.40 71.21
heart-c 79.90 81.81 78.09 80.20 82.93 81.05
heart-h 80.94 81.00 80.56 81.55 81.54 81.45
heart-s 93.53 93.53 93.53 93.53 93.53 93.53
heart-statlog 79.33 80.70 78.59 80.85 81.30 81.19
heart-v 73.85 74.45 73.55 74.40 74.65 74.20
hepatitis 80.08 81.30 79.49 81.04 81.42 81.23
horse-colic 85.07 85.18 85.16 85.21 85.18 85.24
hypo 99.27 99.28 99.27 99.28 99.28 99.28
ionosphere 90.17 90.95 90.14 91.09 91.03 91.06
iris 94.73 94.80 94.73 94.87 94.80 94.80
kr-vs-kp 99.44 99.44 99.44 99.44 99.44 99.44
krk 82.51 83.36 82.55 83.58 83.30 83.50
labor 87.23 85.30 83.77 83.80 88.43 85.03
led-24 74.02 74.68 74.08 74.67 74.69 74.66
letter 88.43 89.46 88.52 89.38 89.25 89.30
lrd 82.25 83.15 82.32 83.02 83.24 83.13
lymphography 75.71 78.45 75.51 78.66 78.73 78.86
mushroom 100.00 100.00 100.00 100.00 100.00 100.00
nursery 97.18 97.21 97.19 97.32 97.21 97.33
optdigits 93.31 97.28 90.81 96.44 97.45 96.48
page 96.99 97.01 96.99 97.03 97.01 97.03
pendigits 98.02 98.18 97.31 97.58 98.24 97.54
phoneme 87.71 89.35 87.59 89.47 89.43 89.50
pima 75.58 76.44 75.31 76.33 76.52 76.21
primary 43.75 44.91 43.25 45.17 44.99 44.96
promoters 79.85 80.36 79.12 79.31 81.51 79.68
ringnorm 82.97 81.90 82.17 83.40 84.10 85.03
sat 88.35 89.59 88.01 89.49 90.32 90.05
segment 96.81 97.11 96.80 97.19 97.13 97.19
shuttle 99.97 99.97 99.97 99.97 99.97 99.97
sick 98.72 98.72 98.72 98.75 98.72 98.75
sonar 73.66 78.27 73.90 78.57 78.04 79.04
soybean-small 99.75 97.65 97.65 97.65 99.75 97.65
soybean 92.62 92.81 92.28 92.72 93.18 92.79
splice 94.16 94.22 94.17 94.22 94.22 94.24
threenorm 83.23 84.50 75.13 82.43 85.23 82.73
tic-tac-toe 87.86 95.40 87.19 95.66 95.53 95.70
twonorm 96.23 96.53 93.93 94.57 96.27 95.07
vehicle 72.42 73.17 72.57 73.18 73.27 73.12
vote1 89.93 89.20 88.85 89.10 90.19 89.75
voting 96.62 96.57 96.57 96.60 96.62 96.57
vowel-context 80.70 83.67 80.81 84.19 83.54 84.24
vowel-nocontext 81.35 87.68 80.71 86.53 87.44 85.93
waveform 76.45 79.35 75.95 78.32 79.89 78.47
yeast 58.41 60.04 58.33 60.07 60.22 60.04
zip 88.37 89.62 88.33 89.25 89.70 89.32
zoo 92.61 92.61 92.61 92.61 92.61 92.61
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Tabla A.14: Tasas de acierto para las configuraciones de Random
Subespaces(50%).
Conjunto Subspaces(50 %) DNP DNV DNP A DNV A DNV P DN
abalone 25.53 25.83 25.53 25.59 25.73 25.67 25.72
anneal 98.75 98.83 98.84 98.83 98.84 98.88 98.79
audiology 79.23 79.75 79.88 79.70 79.43 79.79 79.43
autos 85.24 85.51 85.21 85.90 85.65 85.55 85.66
balance-scale 81.42 85.12 ◦ 86.27 ◦ 83.46 85.33 ◦ 86.40 ◦ 85.36 ◦
breast-w 96.57 96.87 96.70 96.82 96.83 96.88 97.01
breast-y 74.10 74.13 73.69 73.96 73.83 73.55 73.76
bupa 67.47 68.51 69.29 69.05 69.78 69.75 70.24
car 70.02 70.02 70.02 70.02 70.02 70.02 70.02
credit-a 86.20 86.39 86.38 86.42 86.57 86.38 86.61
credit-g 74.70 74.30 74.37 74.46 74.46 74.52 74.56
crx 86.26 86.57 86.62 86.41 86.43 86.52 86.46
dna 95.71 95.83 95.82 95.87 95.74 95.81 95.77
ecoli 85.57 85.60 85.54 85.63 85.69 85.72 85.63
glass 77.08 76.85 77.17 77.78 77.46 77.64 77.23
heart-c 82.11 82.97 83.23 83.00 83.49 83.47 83.33
heart-h 81.95 82.60 82.53 82.50 82.67 82.70 82.77
heart-s 93.53 93.53 93.53 93.53 93.53 93.53 93.53
heart-statlog 83.85 84.07 83.63 83.70 83.44 83.89 83.30
heart-v 73.95 74.10 74.50 74.30 74.35 74.40 74.45
hepatitis 83.12 83.57 83.63 83.37 83.13 83.55 83.12
horse-colic 84.93 84.88 84.93 84.83 84.94 85.02 85.07
hypo 98.71 98.73 98.75 98.72 98.76 98.75 98.75
ionosphere 93.68 93.42 93.68 93.31 93.51 93.71 93.48
iris 94.60 95.27 94.67 95.00 94.60 94.80 94.87
kr-vs-kp 97.31 97.21 97.20 97.19 97.17 97.19 97.15
krk 42.81 43.59 43.47 43.61 43.44 43.50 43.46
labor 80.57 86.87 86.23 85.73 86.60 88.43 88.03
led-24 74.37 74.58 74.62 74.56 74.53 74.59 74.52
letter 96.08 96.06 96.16 96.06 96.14 96.13 96.10
lrd 86.09 86.52 86.71 86.61 86.97 86.69 86.76
lymphography 79.82 81.36 81.76 81.22 81.77 82.17 82.18
mushroom 100.00 100.00 100.00 100.00 100.00 100.00 100.00
nursery 91.41 91.36 91.38 91.39 91.40 91.37 91.40
optdigits 98.09 98.12 98.18 98.06 98.15 98.19 98.16
page 97.41 97.42 97.41 97.43 97.45 97.40 97.44
pendigits 99.02 99.04 99.07 99.04 99.05 99.05 99.03
phoneme 85.68 86.51 ◦ 87.45 ◦ 86.57 ◦ 87.55 ◦ 87.43 ◦ 87.56 ◦
pima 74.88 75.42 75.44 75.18 75.31 75.29 75.17
primary 45.46 46.23 46.29 45.79 46.02 46.29 46.02
promoters 86.74 89.71 89.99 89.73 89.75 90.76 89.68
ringnorm 90.57 92.13 92.00 91.53 91.70 92.33 92.30
sat 91.65 91.76 91.75 91.70 91.76 91.80 91.75
segment 97.71 97.71 97.87 97.69 97.79 97.87 97.82
shuttle 99.93 99.95 99.95 99.95 99.95 99.95 99.96
sick 95.76 95.86 96.24 95.91 96.17 96.24 96.17
sonar 82.31 83.71 83.31 82.73 82.84 83.90 83.08
soybean-small 98.95 100.00 99.55 99.35 99.55 100.00 99.55
soybean 94.76 95.07 95.02 95.04 95.07 95.11 95.18
splice 96.14 96.14 96.11 96.11 96.03 96.11 96.05
threenorm 83.00 84.90 85.73 84.07 85.17 85.93 85.37
tic-tac-toe 80.96 81.08 81.24 81.16 81.37 81.14 81.38
twonorm 90.90 95.40 ◦ 95.63 ◦ 94.33 ◦ 94.50 ◦ 95.50 ◦ 95.20 ◦
vehicle 75.09 74.88 74.95 74.79 74.94 74.86 74.88
vote1 89.64 90.28 90.16 90.10 90.05 90.44 90.19
voting 95.38 95.29 95.43 95.38 95.38 95.15 95.38
vowel-context 96.25 96.74 96.84 96.67 96.92 96.78 96.91
vowel-nocontext 94.84 95.20 95.66 94.93 95.69 95.64 95.61
waveform 84.45 84.46 84.39 84.46 84.44 84.43 84.36
yeast 59.36 60.19 60.23 59.96 60.36 60.47 60.31
zip 95.75 95.71 95.78 95.69 95.70 95.77 95.72
zoo 94.08 94.56 94.96 94.85 94.96 95.16 94.96
Victorias-Empates-Derrotas 3-59-0 3-59-0 2-60-0 3-59-0 3-59-0 3-59-0
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Tabla A.15: Tasas de acierto para las configuraciones de Random
Subespaces(75%).
Conjunto Subspaces(75 %) DNP DNV DNP A DNV A DNV P DN
abalone 24.08 24.20 24.61 24.24 24.74 24.46 24.59
anneal 98.64 98.68 98.81 98.65 98.84 98.80 98.83
audiology 80.84 81.86 81.77 81.59 81.64 81.73 81.77
autos 85.67 85.71 86.20 85.81 86.53 86.00 86.24
balance-scale 77.58 84.64 ◦ 85.44 ◦ 82.43 ◦ 85.36 ◦ 85.53 ◦ 85.40 ◦
breast-w 95.78 96.60 96.35 96.64 96.21 96.70 96.84 ◦
breast-y 74.24 74.31 73.44 74.31 73.34 73.23 73.27
bupa 67.69 70.33 72.18 ◦ 70.62 72.16 ◦ 72.32 ◦ 72.39 ◦
car 92.38 92.17 92.65 92.32 92.93 92.59 93.00
credit-a 86.16 86.06 86.33 85.83 86.42 86.33 86.41
credit-g 73.73 74.09 74.77 73.94 74.92 74.85 75.01
crx 85.99 86.20 86.41 86.39 86.64 86.35 86.61
dna 95.29 95.32 95.35 95.34 95.32 95.35 95.33
ecoli 84.94 85.21 84.95 85.12 84.53 85.15 84.47
glass 73.04 74.38 74.95 75.23 75.23 74.85 74.99
heart-c 78.88 81.87 82.53 ◦ 80.66 81.72 ◦ 83.03 ◦ 82.28 ◦
heart-h 81.04 82.03 82.22 81.55 82.15 82.50 82.05
heart-s 93.53 93.53 93.53 93.53 93.53 93.53 93.53
heart-statlog 81.30 82.26 82.52 82.19 83.04 82.70 82.89
heart-v 73.55 73.85 74.20 73.80 74.05 74.35 74.15
hepatitis 80.79 82.00 81.83 82.01 82.21 82.10 82.35
horse-colic 85.18 85.24 85.21 85.18 85.37 85.26 85.40
hypo 99.21 99.23 99.23 99.24 99.23 99.23 99.23
ionosphere 92.82 92.85 93.19 92.85 92.99 93.17 92.91
iris 94.73 94.93 94.47 95.07 94.87 94.60 94.80
kr-vs-kp 99.21 99.20 99.17 99.19 99.19 99.17 99.18
krk 81.79 82.86 82.99 ◦ 82.99 ◦ 83.12 ◦ 83.00 ◦ 83.11 ◦
labor 79.83 87.80 ◦ 85.53 85.23 85.23 88.70 ◦ 86.60
led-24 74.85 74.88 74.93 74.99 74.91 74.96 74.92
letter 95.88 95.84 96.00 95.82 96.04 95.97 95.98
lrd 85.03 85.09 85.52 85.26 85.47 85.46 85.52
lymphography 78.03 79.91 81.38 78.82 81.23 82.07 81.72
mushroom 100.00 100.00 100.00 100.00 100.00 100.00 100.00
nursery 94.82 94.75 94.71 94.75 94.78 94.70 94.77
optdigits 96.98 97.73 ◦ 97.92 ◦ 97.23 97.83 ◦ 97.96 ◦ 97.84 ◦
page 97.24 97.25 97.26 97.26 97.27 97.26 97.28
pendigits 98.75 98.92 99.04 ◦ 98.86 98.96 ◦ 99.03 ◦ 98.97 ◦
phoneme 87.38 88.44 ◦ 89.24 ◦ 88.56 ◦ 89.36 ◦ 89.28 ◦ 89.39 ◦
pima 75.34 75.43 75.96 75.37 76.04 75.94 75.98
primary 44.72 45.65 45.85 45.41 45.76 46.05 45.64
promoters 80.73 84.73 84.15 82.65 83.08 85.10 83.67
ringnorm 86.63 88.43 87.80 88.73 88.10 88.80 89.03
sat 90.72 91.42 ◦ 91.49 ◦ 91.31 ◦ 91.37 ◦ 91.56 ◦ 91.44 ◦
segment 97.57 97.58 97.64 97.58 97.74 97.68 97.73
shuttle 99.97 99.98 99.98 99.98 99.98 99.98 99.98
sick 98.49 98.48 98.50 98.49 98.49 98.50 98.49
sonar 78.56 79.29 81.25 78.99 79.81 81.54 80.34
soybean-small 97.80 100.00 98.65 99.10 98.45 100.00 99.35
soybean 93.51 94.42 94.42 94.32 94.54 94.67 ◦ 94.60 ◦
splice 95.08 95.10 95.10 95.09 95.16 95.11 95.16
threenorm 78.07 84.57 ◦ 84.67 ◦ 81.70 84.10 ◦ 85.60 ◦ 84.77 ◦
tic-tac-toe 88.49 89.29 89.52 89.48 90.63 89.49 90.72 ◦
twonorm 82.87 95.47 ◦ 96.20 ◦ 94.03 ◦ 94.63 ◦ 96.13 ◦ 94.63 ◦
vehicle 74.49 74.54 74.57 74.34 74.42 74.32 74.32
vote1 89.45 90.37 89.61 90.12 89.89 90.55 90.23
voting 96.64 96.71 96.46 96.62 96.48 96.46 96.57
vowel-context 90.81 91.46 93.15 ◦ 91.40 93.30 ◦ 93.07 ◦ 93.06 ◦
vowel-nocontext 87.53 89.31 93.13 ◦ 88.73 92.57 ◦ 92.76 ◦ 92.26 ◦
waveform 82.77 83.16 83.37 82.97 83.25 83.52 83.21
yeast 59.78 61.21 61.25 61.18 61.26 61.39 61.61 ◦
zip 94.29 94.28 94.67 ◦ 94.25 94.59 94.68 ◦ 94.61
zoo 92.20 92.60 93.09 92.79 93.40 93.09 93.20
Victorias-Empates-Derrotas 7-55-0 13-49-0 5-57-0 12-50-0 15-47-0 16-46-0
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Tabla A.16: Tasas de acierto para las configuraciones de AdaBoost(W).
Conjunto AdaBoost(W) DNP DNV DNP A DNV A DNV P DN
abalone 22.59 22.48 23.11 22.45 23.06 22.60 22.85
anneal 99.63 99.63 99.63 99.60 99.64 99.60 99.66
audiology 84.61 85.05 85.58 84.96 85.45 86.11 85.84
autos 86.59 86.49 86.20 86.64 86.20 86.29 86.17
balance-scale 76.36 78.30 78.57 ◦ 76.72 76.80 78.57 ◦ 77.18
breast-w 96.61 96.61 96.71 96.67 96.60 96.67 96.84
breast-y 66.43 67.50 68.18 66.54 68.13 68.57 68.12
bupa 70.20 70.62 70.44 71.45 70.92 70.05 69.85
car 96.72 96.92 96.79 96.89 97.40 ◦ 96.78 97.26
credit-a 85.87 85.91 86.09 86.20 86.19 85.99 86.01
credit-g 73.75 74.18 73.88 74.17 74.54 74.09 74.36
crx 86.01 85.86 85.81 86.04 85.80 86.42 85.96
dna 95.04 95.01 94.99 95.03 95.02 95.06 95.05
ecoli 83.51 83.98 84.64 83.62 84.23 84.25 84.43
glass 78.08 78.45 77.79 78.72 77.57 77.84 77.75
heart-c 80.11 80.11 81.09 80.93 81.59 81.65 80.96
heart-h 79.40 79.02 77.93 78.82 78.58 78.04 78.68
heart-s 90.78 91.03 91.41 91.01 91.18 91.26 91.58
heart-statlog 80.44 81.11 81.07 80.19 80.33 81.04 81.19
heart-v 71.80 70.80 71.80 71.95 71.70 71.00 72.10
hepatitis 84.15 84.38 83.62 84.12 83.70 85.18 83.96
horse-colic 81.76 82.61 83.53 82.63 82.61 83.20 82.36
hypo 98.98 98.95 99.05 98.97 98.99 99.04 98.99
ionosphere 93.85 93.62 93.97 94.13 94.02 93.91 93.93
iris 94.53 94.20 94.07 94.13 94.00 94.27 94.27
kr-vs-kp 99.60 99.62 99.61 99.62 99.64 99.61 99.62
krk 89.47 89.60 89.73 89.82 89.94 ◦ 89.77 89.99 ◦
labor 89.10 92.07 91.90 90.10 89.27 92.03 91.37
led-24 69.80 71.99 ◦ 72.56 ◦ 71.72 ◦ 72.32 ◦ 72.72 ◦ 72.58 ◦
letter 97.03 97.00 97.03 96.99 97.03 97.01 97.04
lrd 88.17 88.12 88.42 87.85 88.25 88.53 87.91
lymphography 84.12 83.66 84.33 84.06 84.81 84.60 84.80
mushroom 100.00 99.98 99.99 100.00 100.00 99.98 99.99
nursery 99.75 99.76 99.77 99.76 99.80 99.74 99.81
optdigits 98.40 98.46 98.46 98.41 98.45 98.42 98.44
page 97.07 97.09 97.09 97.11 97.03 97.06 97.03
pendigits 99.38 99.38 99.38 99.36 99.38 99.38 99.39
phoneme 91.18 91.25 91.27 91.30 91.15 91.18 91.29
pima 73.71 73.67 74.06 73.77 74.23 73.94 74.38
primary 41.65 42.54 43.29 41.98 42.87 43.04 42.84
promoters 94.08 94.14 95.28 93.57 94.94 94.28 93.39
ringnorm 94.17 94.47 94.60 95.00 94.67 94.70 95.13
sat 92.13 92.20 92.19 92.21 92.19 92.21 92.08
segment 98.60 98.58 98.53 98.51 98.50 98.59 98.63
shuttle 99.99 99.99 99.99 99.99 99.99 99.99 99.99
sick 99.07 99.05 98.97 99.07 99.02 99.00 99.03
sonar 84.65 85.24 84.97 84.08 85.52 85.63 85.05
soybean-small 97.65 98.15 97.65 97.70 97.25 98.15 97.30
soybean 93.31 94.00 94.01 94.16 94.30 94.19 93.92
splice 94.91 94.88 94.94 94.87 94.92 94.94 94.92
threenorm 84.73 86.33 85.50 84.93 84.87 86.03 85.17
tic-tac-toe 98.92 98.93 98.90 98.97 98.85 98.89 98.92
twonorm 94.07 96.00 95.53 95.80 94.87 95.97 95.43
vehicle 77.41 77.60 77.69 77.74 77.83 77.00 77.07
vote1 89.17 89.22 89.61 89.26 89.75 89.56 89.72
voting 95.31 95.61 95.74 95.72 95.74 95.60 95.56
vowel-context 95.93 96.48 96.54 96.39 96.64 96.47 96.62
vowel-nocontext 95.23 95.81 96.31 95.74 96.22 96.36 96.45 ◦
waveform 84.35 84.41 84.63 84.30 84.59 84.47 84.48
yeast 58.44 59.14 59.45 59.06 59.58 59.54 59.55
zip 96.74 96.73 96.71 96.74 96.74 96.74 96.71
zoo 96.35 95.65 96.25 96.35 96.14 96.15 96.25
Victorias-Empates-Derrotas 1-61-0 2-60-0 1-61-0 3-59-0 2-60-0 3-59-0
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Tabla A.17: Tasas de acierto para las configuraciones de AdaBoost(S).
Conjunto AdaBoost(S) DNP DNV DNP A DNV A DNV P DN
abalone 23.21 23.12 23.31 23.17 23.50 23.40 23.27
anneal 99.67 99.63 99.64 99.66 99.66 99.64 99.69
audiology 84.56 84.82 85.63 84.75 85.32 85.72 85.18
autos 86.10 86.32 86.29 86.78 86.64 86.48 86.48
balance-scale 75.53 75.71 75.97 75.87 75.75 76.37 76.08
breast-w 96.68 96.70 96.68 96.55 96.78 96.72 96.87
breast-y 67.16 66.96 68.11 67.78 67.60 67.68 67.98
bupa 70.77 70.61 69.85 70.81 70.90 70.47 69.89
car 96.60 96.56 96.55 96.80 97.00 96.67 97.01
credit-a 86.39 86.23 86.39 86.41 85.94 86.39 86.45
credit-g 74.52 74.58 74.94 74.45 74.78 74.62 74.63
crx 85.88 85.87 86.29 85.94 86.64 86.13 86.42
dna 94.95 94.93 95.00 95.08 95.00 95.02 94.95
ecoli 83.99 84.70 84.82 84.55 84.59 85.12 84.43
glass 79.10 79.05 78.08 79.06 78.39 78.31 79.15
heart-c 79.78 80.33 80.30 81.02 80.93 80.97 80.96
heart-h 80.04 79.46 79.16 79.19 79.42 78.62 78.99
heart-s 91.33 91.10 91.65 91.19 91.01 90.44 91.03
heart-statlog 79.44 80.19 80.22 79.89 81.00 79.96 80.30
heart-v 70.40 70.95 71.35 71.35 70.95 72.40 71.85
hepatitis 84.61 84.10 83.69 83.91 83.33 84.53 83.95
horse-colic 82.09 82.80 82.85 82.44 83.18 82.95 83.12
hypo 98.99 98.99 99.04 99.08 99.05 99.05 99.07
ionosphere 94.22 94.22 94.39 94.05 94.33 94.22 94.08
iris 94.13 94.53 94.60 94.27 94.40 94.80 94.60
kr-vs-kp 99.61 99.64 99.63 99.62 99.63 99.60 99.61
krk 89.39 89.43 89.49 89.62 89.73 ◦ 89.46 89.73 ◦
labor 87.47 90.93 89.73 89.97 89.23 89.83 89.83
led-24 71.33 72.32 ◦ 73.07 ◦ 72.45 ◦ 72.99 ◦ 73.06 ◦ 72.89 ◦
letter 96.87 96.85 96.94 96.89 96.96 96.94 96.92
lrd 88.10 88.27 88.32 88.46 88.42 88.61 88.19
lymphography 83.72 84.45 83.93 83.63 84.41 84.51 83.66
mushroom 100.00 100.00 100.00 99.98 100.00 100.00 99.99
nursery 99.74 99.75 99.72 99.77 99.79 99.72 99.79
optdigits 98.42 98.44 98.41 98.41 98.45 98.46 98.38
page 97.11 97.08 97.20 97.11 97.12 97.16 97.11
pendigits 99.36 99.39 99.38 99.38 99.39 99.37 99.40
phoneme 91.27 91.33 91.41 91.30 91.39 91.20 91.37
pima 73.71 73.62 73.76 73.89 73.94 73.79 73.47
primary 42.37 42.21 42.39 41.65 42.25 42.07 42.30
promoters 93.78 93.96 93.11 92.45 92.74 93.31 93.65
ringnorm 95.67 95.37 95.73 95.70 95.40 95.30 95.77
sat 92.01 92.04 92.02 91.98 92.03 92.15 92.07
segment 98.57 98.55 98.54 98.58 98.59 98.52 98.59
shuttle 99.99 99.99 99.99 99.99 99.99 99.99 99.99
sick 99.06 99.05 99.00 99.07 98.99 99.00 99.06
sonar 82.41 82.89 83.58 82.36 83.16 83.12 83.76
soybean-small 98.35 99.55 99.30 99.50 98.35 99.55 99.35
soybean 93.31 94.04 94.04 93.88 94.25 94.23 93.95
splice 94.84 94.93 94.93 94.86 94.92 95.03 94.92
threenorm 84.10 85.17 85.57 84.53 84.93 85.27 85.27
tic-tac-toe 98.94 98.87 98.85 98.81 98.99 98.96 98.98
twonorm 94.33 95.43 95.33 94.97 95.30 95.57 94.80
vehicle 77.68 77.62 76.75 77.60 77.33 77.15 77.26
vote1 89.36 89.22 89.12 89.42 89.31 89.38 89.73
voting 95.10 95.49 95.70 95.44 95.56 95.72 95.44
vowel-context 96.26 96.57 96.64 96.86 96.83 96.74 96.70
vowel-nocontext 95.62 96.15 96.57 95.88 96.29 96.53 96.34
waveform 84.15 84.23 84.33 84.34 84.45 84.31 84.25
yeast 59.36 59.94 59.68 59.40 59.63 59.80 60.11
zip 96.59 96.62 96.64 96.64 96.62 96.62 96.66
zoo 95.06 95.26 95.35 95.25 95.66 95.65 96.15
Victorias-Empates-Derrotas 1-61-0 1-61-0 1-61-0 2-60-0 1-61-0 2-60-0
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Tabla A.18: Tasas de acierto para las configuraciones de MultiBoost(W).
Conjunto MultiBoost(W) DNP DNV DNP A DNV A DNV P DN
abalone 23.57 23.44 23.79 23.68 23.58 23.79 23.69
anneal 99.68 99.63 99.54 99.65 99.64 99.53 99.63
audiology 85.14 85.62 85.80 85.66 85.62 85.94 85.49
autos 86.10 86.04 86.10 85.70 86.15 85.99 85.90
balance-scale 80.60 82.38 ◦ 83.08 ◦ 81.28 81.72 82.77 ◦ 81.80
breast-w 96.60 96.65 96.57 96.78 96.67 96.90 96.77
breast-y 69.68 69.48 70.21 69.27 70.77 71.31 70.84
bupa 72.52 72.61 72.01 73.28 72.35 71.17 72.42
car 95.96 95.94 95.90 96.13 96.60 96.00 96.47
credit-a 86.90 86.74 86.71 86.67 86.80 86.81 86.70
credit-g 75.39 75.09 75.43 75.21 75.39 75.57 75.66
crx 86.84 86.36 86.71 86.62 86.99 87.33 86.96
dna 95.63 95.61 95.65 95.68 95.62 95.62 95.61
ecoli 84.58 85.20 85.15 84.76 85.39 85.41 85.00
glass 77.24 77.38 76.91 78.22 77.51 77.57 77.38
heart-c 81.28 81.78 82.71 80.93 82.38 82.64 82.50
heart-h 79.70 79.81 80.28 79.80 80.76 79.88 80.34
heart-s 90.93 91.01 91.41 90.93 91.66 91.49 91.83
heart-statlog 81.56 82.00 81.70 81.11 82.04 82.26 81.07
heart-v 74.40 74.25 73.90 74.05 74.55 74.45 74.00
hepatitis 83.57 84.21 84.00 83.71 83.23 83.44 83.45
horse-colic 84.67 84.39 84.59 84.02 84.37 84.50 84.13
hypo 99.12 99.13 99.17 99.11 99.15 99.17 99.13
ionosphere 93.73 93.88 93.85 93.88 94.28 94.25 94.02
iris 94.20 94.13 93.87 94.27 94.00 94.00 94.53
kr-vs-kp 99.65 99.64 99.62 99.64 99.65 99.64 99.65
krk 88.49 88.36 88.41 88.64 88.72 88.45 88.73
labor 86.57 91.77 89.03 89.87 88.70 90.97 90.50
led-24 72.60 73.60 ◦ 73.98 ◦ 73.45 ◦ 74.05 ◦ 73.99 ◦ 73.92 ◦
letter 96.67 96.64 96.70 96.68 96.72 96.69 96.70
lrd 87.65 87.68 87.67 87.85 87.91 87.87 87.44
lymphography 83.10 83.81 83.99 83.32 84.06 83.80 83.73
mushroom 100.00 99.98 99.99 100.00 100.00 99.98 99.99
nursery 99.70 99.69 99.59 99.70 99.70 99.59 • 99.71
optdigits 98.08 98.20 98.19 98.15 98.19 98.27 98.18
page 97.38 97.35 97.36 97.37 97.38 97.38 97.37
pendigits 99.24 99.28 99.25 99.25 99.29 99.27 99.26
phoneme 91.12 91.09 91.07 91.20 91.18 91.15 91.14
pima 75.54 75.52 75.32 75.18 75.76 75.58 75.17
primary 42.27 43.16 44.14 42.74 43.01 43.40 43.99
promoters 94.55 94.94 94.06 94.27 94.95 94.85 94.67
ringnorm 92.67 93.13 93.37 93.77 93.47 93.60 93.80
sat 91.83 91.92 91.99 91.93 91.94 91.92 91.98
segment 98.35 98.32 98.33 98.34 98.43 98.30 98.36
shuttle 99.99 99.99 99.99 99.99 99.99 99.99 99.99
sick 99.06 99.05 99.02 99.04 99.07 99.06 99.04
sonar 83.03 83.90 83.85 83.84 82.98 84.33 83.79
soybean-small 97.65 98.15 97.65 97.70 97.25 98.15 97.30
soybean 93.32 94.24 94.16 94.10 94.35 94.19 94.27
splice 95.56 95.60 95.54 95.61 95.47 95.55 95.58
threenorm 85.00 85.60 86.27 84.77 85.53 86.33 85.37
tic-tac-toe 98.31 98.26 98.57 98.31 98.43 98.32 98.59
twonorm 93.60 96.13 96.33 94.77 95.50 96.50 95.33
vehicle 76.63 76.19 76.57 76.87 76.54 76.60 76.77
vote1 89.84 89.91 90.25 90.02 90.16 89.93 90.07
voting 95.59 95.90 96.20 95.90 96.20 96.11 96.20
vowel-context 95.14 95.70 95.70 95.46 95.75 95.70 95.94
vowel-nocontext 94.41 95.24 95.75 94.73 95.44 95.68 95.27
waveform 84.57 84.61 84.86 84.68 84.72 84.80 84.82
yeast 60.66 60.60 60.81 60.46 61.23 61.22 61.06
zip 96.38 96.31 96.33 96.27 96.40 96.35 96.32
zoo 96.05 95.85 96.05 96.35 95.75 96.25 96.04
Victorias-Empates-Derrotas 2-60-0 2-60-0 1-61-0 1-61-0 2-59-1 1-61-0
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Tabla A.19: Tasas de acierto para las configuraciones de MultiBoost(S).
Conjunto Subspaces(50 %) DNP DNV DNP A DNV A DNV P DN
abalone 24.07 23.98 24.37 23.84 24.06 24.42 24.05
anneal 99.68 99.57 99.62 99.59 99.62 99.61 99.64
audiology 85.06 85.15 85.64 85.28 84.97 85.32 84.91
autos 85.99 85.85 84.92 85.31 84.83 85.81 85.41
balance-scale 80.33 81.23 81.40 80.68 81.33 81.45 81.41
breast-w 96.50 96.73 96.71 96.70 96.62 96.78 96.60
breast-y 69.35 70.64 70.92 70.01 70.67 70.08 70.57
bupa 72.84 72.61 71.56 72.81 72.90 71.89 72.64
car 95.80 95.73 95.64 95.93 96.23 95.78 96.32
credit-a 86.77 86.84 86.88 86.74 86.52 86.88 86.87
credit-g 75.29 75.48 75.87 75.50 75.24 75.32 75.79
crx 86.74 87.03 86.91 86.64 86.78 86.68 86.70
dna 95.52 95.48 95.56 95.54 95.47 95.53 95.55
ecoli 85.15 85.09 85.65 84.94 84.79 85.62 85.50
glass 78.50 79.11 77.47 78.95 78.31 77.51 77.57
heart-c 81.39 81.52 81.84 81.25 81.61 82.54 81.95
heart-h 80.68 80.28 80.79 80.41 80.48 80.99 79.90
heart-s 91.26 91.91 91.25 91.42 91.51 91.67 91.51
heart-statlog 80.78 80.89 81.93 81.26 81.56 81.59 81.74
heart-v 74.40 73.85 74.90 73.65 73.80 75.00 74.00
hepatitis 83.27 83.58 84.08 84.30 83.13 84.08 83.39
horse-colic 84.10 84.42 84.78 83.85 84.64 84.10 84.61
hypo 99.14 99.14 99.17 99.12 99.15 99.17 99.19
ionosphere 93.73 94.10 94.25 93.71 94.13 94.27 94.13
iris 94.53 94.33 94.47 94.40 94.07 94.53 94.20
kr-vs-kp 99.65 99.63 99.62 99.63 99.63 99.60 99.62
krk 88.48 88.27 88.26 88.63 88.73 88.23 88.66
labor 87.57 90.03 90.43 90.43 89.50 91.10 90.60
led-24 73.14 73.85 ◦ 74.17 ◦ 73.76 ◦ 74.18 ◦ 74.12 ◦ 74.15 ◦
letter 96.58 96.56 96.65 96.58 96.63 96.60 96.62
lrd 88.04 88.17 88.46 88.08 88.33 88.33 88.06
lymphography 83.40 84.53 84.62 84.00 84.21 84.27 84.06
mushroom 100.00 100.00 100.00 99.98 100.00 100.00 99.99
nursery 99.68 99.64 99.53 • 99.67 99.68 99.57 99.68
optdigits 98.10 98.16 98.18 98.12 98.16 98.20 98.14
page 97.39 97.37 97.41 97.42 97.39 97.43 97.39
pendigits 99.25 99.29 99.29 99.26 99.28 99.29 99.29
phoneme 91.14 91.10 91.23 91.17 91.07 91.13 91.05
pima 74.92 75.71 75.40 75.13 75.22 75.76 75.57
primary 43.60 43.24 43.69 43.27 44.40 43.92 44.07
promoters 94.27 92.75 94.68 93.95 94.10 93.81 93.25
ringnorm 94.10 94.53 94.70 95.00 94.43 95.23 94.80
sat 91.72 91.77 91.96 91.82 91.83 91.82 91.75
segment 98.34 98.29 98.42 98.32 98.39 98.39 98.39
shuttle 99.99 99.99 99.99 99.99 99.99 99.99 99.99
sick 99.04 99.04 99.00 99.02 99.01 98.99 98.99
sonar 81.44 82.41 81.99 82.09 82.89 81.93 81.99
soybean-small 98.15 99.30 99.10 99.05 97.85 99.30 98.80
soybean 93.54 94.16 94.30 94.25 94.25 94.32 94.38
splice 95.48 95.53 95.47 95.53 95.49 95.45 95.43
threenorm 83.97 85.47 85.47 84.27 85.33 84.97 85.17
tic-tac-toe 98.31 98.29 98.35 98.34 98.36 98.29 98.24
twonorm 93.67 95.93 96.07 94.97 94.47 95.57 95.60
vehicle 76.48 76.25 75.85 76.65 76.39 76.23 76.08
vote1 89.93 90.48 90.18 89.72 90.37 90.29 90.23
voting 95.56 96.09 96.16 95.79 96.09 96.18 96.18
vowel-context 95.15 95.63 95.90 95.55 95.59 95.74 95.64
vowel-nocontext 94.52 95.04 95.75 ◦ 94.87 95.38 95.48 95.17
waveform 84.57 84.59 84.58 84.54 84.65 84.52 84.72
yeast 60.97 60.95 61.10 61.12 61.54 61.16 61.28
zip 96.26 96.21 96.28 96.25 96.26 96.26 96.26
zoo 95.25 95.65 95.65 95.35 95.95 95.85 96.35
Victorias-Empates-Derrotas 1-61-0 2-59-1 1-61-0 1-61-0 1-61-0 1-61-0
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Tabla A.20: Tasas de acierto para RFW con a´rboles podados y p = 1 . . . 4.
Conjunto RFW1 RFW2 RFW3 RFW4
abalone 24.77 25.33 25.47 25.46
anneal 99.00 99.02 99.01 99.03
audiology 83.68 82.02 80.34 79.24
autos 84.87 83.84 83.27 83.11
balance-scale 78.76 79.29 79.48 79.71
breast-w 96.77 96.72 96.85 96.90
breast-y 73.68 73.72 73.55 73.44
bupa 69.54 70.44 70.79 70.99
car 93.75 93.61 93.28 92.95
credit-a 85.70 86.03 86.32 86.29
credit-g 75.41 75.73 75.24 74.29
crx 85.84 86.19 86.04 86.22
dna 95.18 95.45 95.56 95.61
ecoli 86.13 86.70 86.25 86.35
glass 76.18 77.44 78.32 78.75
heart-c 81.22 82.38 82.64 83.10
heart-h 80.72 81.13 81.50 81.78
heart-s 93.53 93.53 93.53 93.53
heart-statlog 82.78 83.22 83.63 83.89
heart-v 73.80 73.90 73.95 74.55
hepatitis 81.31 82.35 82.93 83.06
horse-colic 84.94 84.94 84.88 84.85
hypo 99.27 99.23 99.20 99.14
ionosphere 93.48 93.45 93.57 93.40
iris 94.93 95.07 95.13 95.13
kr-vs-kp 99.47 99.37 99.21 99.12
krk 88.21 88.82 88.75 88.41
labor 80.90 81.33 81.17 81.50
led-24 75.23 75.23 75.18 75.05
letter 96.46 96.11 95.69 95.27
lrd 87.08 87.57 87.74 87.99
lymphography 81.19 82.14 81.89 82.22
mushroom 100.00 100.00 100.00 100.00
nursery 97.18 96.88 96.75 96.55
optdigits 98.22 98.30 98.19 98.08
page 97.39 97.49 97.51 97.50
pendigits 99.14 99.12 99.08 99.01
phoneme 89.27 89.55 89.64 89.52
pima 74.97 75.30 75.61 75.81
primary 45.90 45.90 46.22 46.43
promoters 87.80 91.22 92.04 91.09
ringnorm 89.30 91.53 92.77 93.33
sat 91.88 91.78 91.75 91.61
segment 98.02 98.11 98.08 98.06
shuttle 99.98 99.98 99.98 99.98
sick 98.85 98.71 98.56 98.53
sonar 81.83 84.53 84.54 85.06
soybean-small 100.00 100.00 100.00 100.00
soybean 95.09 95.31 95.12 94.82
splice 95.19 95.66 95.99 96.07
threenorm 80.70 82.67 83.77 83.83
tic-tac-toe 93.93 93.58 92.44 91.53
twonorm 91.03 93.07 93.87 94.07
vehicle 75.76 75.76 75.73 75.26
vote1 89.91 90.21 90.46 90.58
voting 96.30 95.82 95.59 95.47
vowel-context 95.48 96.82 96.75 96.62
vowel-nocontext 94.85 95.45 95.49 95.31
waveform 84.36 84.76 84.82 84.83
yeast 61.13 62.28 62.17 62.15
zip 96.34 96.61 96.59 96.64
zoo 93.98 95.06 95.65 96.24
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Tabla A.21: Tasas de acierto para Bagging y Random Subspaces 50% y 75%
contra RFW p = 1 . . . 4 (para a´rboles podados en ambos casos). Las marcas
◦ indican una victoria significativa de la versio´n de RFW sobre el me´todo
correspondiente, mientras que las marcas • indican una derrota.
Bagging RFW Subspaces RFW Subspaces RFW
Conjunto 1 2 3 4 50 % 1 2 3 4 75 % 1 2 3 4
abalone 23.92 ◦ ◦ ◦ 25.53 24.08
anneal 98.80 98.75 98.64
audiology 80.88 79.23 ◦ 80.84
autos 84.19 85.24 85.67
balance-scale 82.23 • • • • 81.42 77.58
breast-w 96.24 96.57 95.78 ◦ ◦
breast-y 73.13 74.10 74.24
bupa 73.10 • 67.47 67.69
car 93.59 70.02 ◦ ◦ ◦ ◦ 92.38 ◦
credit-a 85.91 86.20 86.16
credit-g 74.36 74.70 73.73 ◦ ◦
crx 86.17 86.26 85.99
dna 94.89 ◦ 95.71 95.29
ecoli 84.76 85.57 84.94
glass 74.11 77.08 73.04
heart-c 80.10 82.11 78.88 ◦
heart-h 80.07 81.95 81.04
heart-s 93.21 93.53 93.53
heart-statlog 81.19 83.85 81.30
heart-v 75.75 73.95 73.55
hepatitis 81.50 83.12 80.79
horse-colic 85.26 84.93 85.18
hypo 99.26 98.71 ◦ ◦ ◦ ◦ 99.21
ionosphere 92.57 93.68 92.82
iris 94.60 94.60 94.73
kr-vs-kp 99.46 • 97.31 ◦ ◦ ◦ ◦ 99.21
krk 84.91 ◦ ◦ ◦ ◦ 42.81 ◦ ◦ ◦ ◦ 81.79 ◦ ◦ ◦ ◦
labor 85.23 80.57 79.83
led-24 74.59 ◦ 74.37 74.85
letter 93.72 ◦ ◦ ◦ ◦ 96.08 ◦ • • 95.88 ◦ •
lrd 86.88 86.09 ◦ 85.03 ◦ ◦ ◦ ◦
lymphography 79.82 79.82 78.03
mushroom 100.00 100.00 100.00
nursery 97.42 • • • • 91.41 ◦ ◦ ◦ ◦ 94.82 ◦ ◦ ◦ ◦
optdigits 95.75 ◦ ◦ ◦ ◦ 98.09 96.98 ◦ ◦ ◦ ◦
page 97.38 97.41 97.24 ◦ ◦
pendigits 98.23 ◦ ◦ ◦ ◦ 99.02 98.75 ◦ ◦ ◦ ◦
phoneme 89.56 85.68 ◦ ◦ ◦ ◦ 87.38 ◦ ◦ ◦ ◦
pima 76.05 74.88 75.34
primary 44.96 45.46 44.72
promoters 85.29 86.74 80.73 ◦ ◦ ◦
ringnorm 88.43 ◦ ◦ 90.57 86.63 ◦ ◦ ◦
sat 90.77 ◦ ◦ ◦ ◦ 91.65 90.72 ◦ ◦ ◦ ◦
segment 97.60 97.71 97.57 ◦
shuttle 99.97 ◦ ◦ 99.93 ◦ ◦ ◦ ◦ 99.97
sick 98.86 95.76 ◦ ◦ ◦ ◦ 98.49 ◦
sonar 80.30 82.31 78.56 ◦ ◦
soybean-small 97.65 98.95 97.80
soybean 93.03 ◦ ◦ ◦ 94.76 93.51 ◦ ◦ ◦
splice 94.66 ◦ ◦ ◦ ◦ 96.14 • 95.08 ◦ ◦ ◦
threenorm 82.10 83.00 78.07 ◦ ◦ ◦
tic-tac-toe 94.70 • • 80.96 ◦ ◦ ◦ ◦ 88.49 ◦ ◦ ◦ ◦
twonorm 90.27 ◦ ◦ 90.90 ◦ 82.87 ◦ ◦ ◦ ◦
vehicle 74.97 75.09 74.49
vote1 89.66 89.64 89.45
voting 96.71 • 95.38 96.64
vowel-context 92.23 ◦ ◦ ◦ ◦ 96.25 90.81 ◦ ◦ ◦ ◦
vowel-nocontext 91.78 ◦ ◦ ◦ ◦ 94.84 87.53 ◦ ◦ ◦ ◦
waveform 83.25 ◦ ◦ ◦ ◦ 84.45 82.77 ◦ ◦ ◦ ◦
yeast 60.92 59.36 ◦ ◦ ◦ 59.78 ◦ ◦ ◦
zip 93.17 ◦ ◦ ◦ ◦ 95.75 ◦ ◦ ◦ ◦ 94.29 ◦ ◦ ◦ ◦
zoo 93.20 94.08 92.20
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Tabla A.22: Tasas de acierto para las dos versiones de AdaBoost y MultiBoost
contra RFW p = 1 . . . 4 (para a´rboles podados en ambos casos). Las marcas
◦ indican una victoria significativa de la versio´n de RFW sobre el me´todo
correspondiente, mientras que las marcas • indican una derrota.
AdaBoost RFW AdaBoost RFW MultiBoost RFW MultiBoost RFW
Conjunto (W) 1 2 3 4 (S) 1 2 3 4 (W) 1 2 3 4 (S) 1 2 3 4
abalone 22.59 ◦ ◦ ◦ ◦ 23.21 ◦ ◦ ◦ ◦ 23.57 ◦ ◦ ◦ 24.07 ◦
anneal 99.63 99.67 • 99.68 • 99.68 •
audiology 84.61 • 84.56 • 85.14 • • 85.06 • •
autos 86.59 86.10 86.10 85.99
balance-scale 76.36 ◦ ◦ ◦ ◦ 75.53 ◦ ◦ ◦ ◦ 80.60 80.33
breast-w 96.61 96.68 96.60 96.50
breast-y 66.43 ◦ ◦ ◦ ◦ 67.16 ◦ ◦ ◦ ◦ 69.68 69.35
bupa 70.20 70.77 72.52 72.84
car 96.72 • • • • 96.60 • • • • 95.96 • • • • 95.80 • • • •
credit-a 85.87 86.39 86.90 86.77
credit-g 73.75 74.52 75.39 75.29
crx 86.01 85.88 86.84 86.74
dna 95.04 94.95 95.63 95.52
ecoli 83.51 83.99 84.58 85.15
glass 78.08 79.10 77.24 78.50
heart-c 80.11 79.78 81.28 81.39
heart-h 79.40 80.04 79.70 80.68
heart-s 90.78 91.33 90.93 91.26
heart-statlog 80.44 79.44 ◦ 81.56 80.78
heart-v 71.80 70.40 74.40 74.40
hepatitis 84.15 84.61 83.57 83.27
horse-colic 81.76 82.09 84.67 84.10
hypo 98.98 ◦ ◦ 98.99 ◦ 99.12 99.14
ionosphere 93.85 94.22 93.73 93.73
iris 94.53 94.13 94.20 94.53
kr-vs-kp 99.60 • • 99.61 • • 99.65 • • • 99.65 • • •
krk 89.47 • • • • 89.39 • • • • 88.49 88.48
labor 89.10 87.47 86.57 87.57
led-24 69.80 ◦ ◦ ◦ ◦ 71.33 ◦ ◦ ◦ ◦ 72.60 ◦ ◦ ◦ ◦ 73.14 ◦ ◦ ◦ ◦
letter 97.03 • • • • 96.87 • • • • 96.67 • • • 96.58 • • •
lrd 88.17 88.10 87.65 88.04
lymphography 84.12 83.72 83.10 83.40
mushroom 100.00 100.00 100.00 100.00
nursery 99.75 • • • • 99.74 • • • • 99.70 • • • • 99.68 • • • •
optdigits 98.40 98.42 98.08 98.10
page 97.07 ◦ ◦ ◦ 97.11 ◦ ◦ ◦ 97.38 97.39
pendigits 99.38 • • • • 99.36 • • • • 99.24 • • 99.25 • •
phoneme 91.18 • • • • 91.27 • • • • 91.12 • • • • 91.14 • • • •
pima 73.71 73.71 75.54 74.92
primary 41.65 ◦ ◦ ◦ ◦ 42.37 42.27 ◦ ◦ 43.60
promoters 94.08 93.78 94.55 • 94.27
ringnorm 94.17 • 95.67 • • • 92.67 94.10 •
sat 92.13 92.01 91.83 91.72
segment 98.60 • • • • 98.57 • • 98.35 98.34
shuttle 99.99 99.99 99.99 99.99
sick 99.07 • • • 99.06 • • • 99.06 • • • 99.04 • • •
sonar 84.65 82.41 83.03 81.44
soybean-small 97.65 98.35 97.65 98.15
soybean 93.31 ◦ 93.31 ◦ 93.32 ◦ ◦ ◦ 93.54
splice 94.91 ◦ ◦ 94.84 ◦ ◦ ◦ 95.56 95.48
threenorm 84.73 84.10 85.00 • 83.97
tic-tac-toe 98.92 • • • • 98.94 • • • • 98.31 • • • • 98.31 • • • •
twonorm 94.07 94.33 93.60 93.67
vehicle 77.41 77.68 • 76.63 76.48
vote1 89.17 89.36 89.84 89.93
voting 95.31 95.10 95.59 95.56
vowel-context 95.93 96.26 95.14 ◦ ◦ 95.15 ◦ ◦
vowel-nocontext 95.23 95.62 94.41 94.52
waveform 84.35 84.15 84.57 84.57
yeast 58.44 ◦ ◦ ◦ ◦ 59.36 ◦ ◦ ◦ 60.66 60.97
zip 96.74 • 96.59 96.38 96.26 ◦
zoo 96.35 95.06 96.05 95.25
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Tabla A.23: Tasas de acierto para RFW con a´rboles no podados y p = 1 . . . 4.
Conjunto RFW1 RFW2 RFW3 RFW4
abalone 24.76 25.08 25.39 25.42
anneal 99.11 99.22 99.21 99.17
audiology 84.75 83.06 82.09 81.62
autos 85.59 84.76 84.38 83.50
balance-scale 80.22 80.31 80.54 81.23
breast-w 96.45 96.65 96.65 96.85
breast-y 71.00 72.31 72.48 72.70
bupa 69.28 70.73 70.78 71.22
car 94.64 94.94 95.05 95.03
credit-a 84.99 85.97 86.45 86.72
credit-g 74.01 75.90 76.00 75.91
crx 85.13 86.22 86.41 86.43
dna 95.35 95.72 95.69 95.60
ecoli 85.62 86.40 86.07 86.01
glass 76.31 77.25 78.41 79.06
heart-c 81.22 82.18 82.48 82.38
heart-h 78.95 80.31 80.89 81.19
heart-s 90.04 91.10 91.44 92.08
heart-statlog 81.22 81.56 81.93 81.52
heart-v 73.85 75.15 75.90 76.10
hepatitis 81.79 82.87 83.82 83.95
horse-colic 85.43 85.67 85.10 85.13
hypo 99.24 99.15 99.13 99.11
ionosphere 93.42 93.48 93.51 93.42
iris 95.53 95.27 95.27 95.20
kr-vs-kp 99.54 99.46 99.36 99.26
krk 88.69 89.14 88.57 88.02
labor 83.00 84.07 85.27 85.63
led-24 74.74 74.98 74.83 74.58
letter 96.65 96.27 95.78 95.39
lrd 87.20 87.86 87.97 88.10
lymphography 82.61 84.10 84.30 85.11
mushroom 100.00 100.00 100.00 100.00
nursery 99.23 99.39 99.31 99.09
optdigits 98.29 98.35 98.24 98.15
page 97.30 97.42 97.49 97.48
pendigits 99.18 99.16 99.13 99.05
phoneme 89.44 89.66 89.74 89.69
pima 74.93 75.21 75.47 75.76
primary 45.25 45.57 45.54 45.81
promoters 90.75 92.15 92.94 91.24
ringnorm 89.50 91.57 92.57 93.47
sat 92.02 91.95 91.96 91.82
segment 98.12 98.20 98.23 98.16
shuttle 99.99 99.99 99.99 99.98
sick 98.94 98.97 98.93 98.81
sonar 81.74 84.58 84.39 84.82
soybean-small 100.00 100.00 100.00 100.00
soybean 94.61 94.85 94.83 94.54
splice 95.76 96.22 96.10 95.98
threenorm 80.97 82.67 83.47 83.70
tic-tac-toe 96.39 96.92 96.66 95.69
twonorm 91.00 93.23 93.93 93.97
vehicle 76.00 75.74 76.06 75.42
vote1 89.48 90.16 90.51 90.69
voting 96.62 96.57 96.48 96.32
vowel-context 96.11 97.23 97.12 96.82
vowel-nocontext 94.93 95.53 95.51 95.20
waveform 84.36 84.73 84.84 84.84
yeast 60.26 61.40 61.21 60.96
zip 96.46 96.70 96.70 96.70
zoo 94.29 95.65 96.14 96.24
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Tabla A.24: Tasas de acierto para Bagging, Random Forests y Random Subs-
paces 50% y 75% contra RFW p = 1 . . . 4 (para a´rboles sin podar en ambos
casos). Las marcas ◦ indican una victoria significativa de la versio´n de RFW
sobre el me´todo correspondiente, mientras que las marcas • indican una derrota.
Bagging RFW Random RFW Subspaces RFW Subspaces RFW
Conjunto 1 2 3 4 Forests 1 2 3 4 50 % 1 2 3 4 75 % 1 2 3 4
abalone 23.85 ◦ ◦ 23.68 ◦ ◦ 25.31 23.83 ◦ ◦
anneal 98.91 99.69 99.05 98.85
audiology 81.51 79.39 ◦ 79.74 ◦ 81.46 ◦
autos 85.71 83.99 86.15 86.40
balance-scale 81.58 80.48 83.21 80.36
breast-w 96.28 96.38 96.68 95.82
breast-y 70.40 70.02 73.05 70.56
bupa 73.13 71.77 68.22 67.98
car 94.24 94.44 70.29 ◦ ◦ ◦ ◦ 94.72
credit-a 85.43 86.04 86.29 85.23 ◦
credit-g 72.91 ◦ ◦ ◦ 75.62 75.52 72.48 ◦ ◦ ◦
crx 85.67 85.41 86.03 85.22
dna 94.92 ◦ ◦ 94.55 ◦ ◦ ◦ ◦ 95.74 95.36
ecoli 85.06 84.71 85.44 85.00
glass 74.16 78.72 77.09 73.18 ◦ ◦
heart-c 80.06 81.39 82.34 79.67
heart-h 78.82 80.59 82.29 79.57
heart-s 90.29 91.75 93.29 90.28
heart-statlog 81.30 82.00 82.74 80.96
heart-v 75.50 75.10 75.20 74.90
hepatitis 81.77 83.33 82.71 80.72
horse-colic 85.40 85.48 84.13 84.51
hypo 99.26 99.01 98.88 ◦ ◦ ◦ 99.23
ionosphere 92.48 93.68 93.73 92.79
iris 94.53 94.40 94.80 94.80
kr-vs-kp 99.48 99.26 ◦ 97.73 ◦ ◦ ◦ ◦ 99.38
krk 84.82 ◦ ◦ ◦ ◦ 84.89 ◦ ◦ ◦ ◦ 44.30 ◦ ◦ ◦ ◦ 83.60 ◦ ◦ ◦ ◦
labor 85.73 86.97 83.50 81.07
led-24 73.89 ◦ ◦ ◦ 74.43 73.46 ◦ ◦ ◦ ◦ 74.13 ◦
letter 93.90 ◦ ◦ ◦ ◦ 96.41 • • 96.30 ◦ • • 96.03 ◦ •
lrd 86.95 88.31 86.12 ◦ ◦ 85.11 ◦ ◦ ◦ ◦
lymphography 80.43 83.30 83.08 79.36 ◦
mushroom 100.00 100.00 100.00 100.00
nursery 98.66 ◦ ◦ ◦ ◦ 99.05 ◦ ◦ 92.16 ◦ ◦ ◦ ◦ 96.18 ◦ ◦ ◦ ◦
optdigits 95.81 ◦ ◦ ◦ ◦ 98.19 98.15 97.06 ◦ ◦ ◦ ◦
page 97.36 97.42 97.43 97.16 ◦ ◦ ◦
pendigits 98.31 ◦ ◦ ◦ ◦ 99.17 99.07 98.81 ◦ ◦ ◦ ◦
phoneme 89.64 91.25 • • • • 86.13 ◦ ◦ ◦ ◦ 87.57 ◦ ◦ ◦ ◦
pima 76.17 75.58 75.18 74.87
primary 43.92 43.27 46.26 45.58
promoters 88.00 88.98 90.27 84.41 ◦
ringnorm 88.57 ◦ ◦ 90.67 90.60 86.73 ◦ ◦ ◦
sat 90.89 ◦ ◦ ◦ ◦ 91.80 91.78 90.78 ◦ ◦ ◦ ◦
segment 97.70 ◦ ◦ 98.11 97.73 97.65 ◦ ◦
shuttle 99.98 ◦ 99.99 99.95 ◦ ◦ ◦ 99.98
sick 98.98 98.45 ◦ ◦ ◦ ◦ 96.88 ◦ ◦ ◦ ◦ 98.78
sonar 80.40 84.50 82.41 78.47 ◦ ◦
soybean-small 97.65 100.00 98.75 97.80
soybean 92.09 ◦ ◦ ◦ ◦ 93.24 ◦ 94.60 93.21 ◦ ◦
splice 94.69 ◦ ◦ ◦ ◦ 95.27 ◦ ◦ 96.16 95.24 ◦ ◦
threenorm 82.27 83.97 83.00 78.03 ◦ ◦ ◦
tic-tac-toe 96.29 96.42 84.82 ◦ ◦ ◦ ◦ 91.64 ◦ ◦ ◦ ◦
twonorm 90.23 ◦ ◦ 93.43 91.20 82.90 ◦ ◦ ◦ ◦
vehicle 75.03 75.07 75.28 74.60
vote1 89.01 89.54 90.51 89.38
voting 96.73 96.50 95.77 96.73
vowel-context 93.67 ◦ ◦ ◦ ◦ 97.85 • 96.43 91.79 ◦ ◦ ◦ ◦
vowel-nocontext 91.90 ◦ ◦ ◦ ◦ 95.94 94.86 87.65 ◦ ◦ ◦ ◦
waveform 83.27 ◦ ◦ ◦ ◦ 84.77 84.57 82.80 ◦ ◦ ◦ ◦
yeast 60.53 60.58 58.00 ◦ ◦ ◦ 59.04 ◦ ◦
zip 93.25 ◦ ◦ ◦ ◦ 96.28 ◦ ◦ ◦ 95.86 ◦ ◦ ◦ ◦ 94.38 ◦ ◦ ◦ ◦
zoo 93.60 96.23 94.17 92.60
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Tabla A.25: Tasas de acierto para las dos versiones de AdaBoost y MultiBoost
contra RFW p = 1 . . . 4 (para a´rboles sin podar en ambos casos). Las marcas
◦ indican una victoria significativa de la versio´n de RFW sobre el me´todo
correspondiente, mientras que las marcas • indican una derrota.
AdaBoost RFW AdaBoost RFW MultiBoost RFW MultiBoost RFW
Conjunto (W) 1 2 3 4 (S) 1 2 3 4 (W) 1 2 3 4 (S) 1 2 3 4
abalone 22.54 ◦ ◦ ◦ ◦ 22.96 ◦ ◦ ◦ ◦ 23.23 ◦ ◦ ◦ ◦ 24.26
anneal 99.59 99.68 99.57 99.57
audiology 84.66 85.05 83.94 85.19
autos 85.95 86.45 86.19 86.10
balance-scale 74.57 ◦ ◦ ◦ ◦ 74.87 ◦ ◦ ◦ ◦ 78.81 ◦ 79.48
breast-w 96.70 96.60 96.60 96.63
breast-y 67.53 ◦ 67.47 ◦ ◦ ◦ 69.00 69.73
bupa 70.03 69.91 72.35 72.29
car 96.38 • • • • 95.93 • • 95.78 • 95.59 •
credit-a 85.90 86.17 86.54 86.64
credit-g 74.59 74.21 75.17 75.61
crx 85.97 86.59 86.35 86.65
dna 94.92 ◦ ◦ 94.98 ◦ 95.56 95.52
ecoli 83.59 84.85 84.58 85.39
glass 78.59 78.82 77.40 78.58
heart-c 80.30 79.97 80.60 80.80
heart-h 79.46 79.15 79.62 79.97
heart-s 90.70 91.44 90.92 91.67
heart-statlog 79.96 80.33 81.11 79.89
heart-v 70.85 ◦ 71.00 73.10 73.25
hepatitis 83.79 83.58 83.45 83.38
horse-colic 81.62 ◦ ◦ 81.47 ◦ ◦ 84.21 83.83
hypo 98.98 98.98 99.10 99.15
ionosphere 94.10 94.02 93.82 93.88
iris 94.33 94.47 94.40 94.33
kr-vs-kp 99.62 • • 99.60 • • 99.60 • • 99.59 • •
krk 88.67 89.05 • 88.14 ◦ ◦ 88.15 ◦ ◦
labor 86.80 85.70 87.67 87.90
led-24 70.05 ◦ ◦ ◦ ◦ 71.22 ◦ ◦ ◦ ◦ 72.11 ◦ ◦ ◦ ◦ 72.96 ◦ ◦ ◦ ◦
letter 97.03 • • • • 96.87 • • • • 96.66 • • • 96.63 • • •
lrd 87.82 88.23 87.82 88.31
lymphography 84.11 83.78 83.32 83.04
mushroom 100.00 100.00 100.00 100.00
nursery 99.72 • • • • 99.70 • • • • 99.60 • • • • 99.65 • • • •
optdigits 98.42 98.34 98.09 98.09
page 97.04 ◦ ◦ ◦ 97.10 ◦ ◦ ◦ 97.34 97.40
pendigits 99.36 • • • • 99.39 • • • • 99.23 • 99.28 •
phoneme 91.11 • • • • 91.37 • • • • 91.09 • • • • 91.14 • • • •
pima 73.58 74.07 75.41 75.84
primary 42.04 41.21 ◦ ◦ 42.63 42.60
promoters 89.59 93.02 91.27 92.58
ringnorm 94.03 • 95.33 • • 92.57 94.20 •
sat 92.12 92.06 91.92 91.75
segment 98.50 98.50 98.35 98.33
shuttle 99.99 99.99 99.99 99.99
sick 99.00 99.00 99.01 99.02
sonar 84.69 82.79 83.70 81.69
soybean-small 97.65 98.15 97.65 98.15
soybean 93.04 ◦ ◦ ◦ 92.71 ◦ ◦ ◦ 93.18 ◦ ◦ 93.37
splice 94.55 ◦ ◦ ◦ ◦ 94.72 ◦ ◦ ◦ ◦ 95.42 ◦ 95.34 ◦ ◦
threenorm 84.50 84.83 84.03 84.13
tic-tac-toe 98.77 • • • • 98.76 • • • • 98.30 • • • • 98.40 • • • •
twonorm 94.17 94.30 93.73 93.57
vehicle 77.83 77.14 76.98 76.56
vote1 88.92 89.17 89.24 89.82
voting 95.08 95.35 95.56 95.45
vowel-context 97.14 96.56 96.53 96.06
vowel-nocontext 95.61 95.91 94.73 94.67
waveform 84.43 84.32 84.64 84.44
yeast 58.58 ◦ ◦ ◦ 59.32 60.62 60.73
zip 96.73 96.59 96.38 ◦ ◦ 96.19 ◦ ◦ ◦
zoo 97.05 95.06 96.35 95.25
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Tabla A.26: Tasas de acierto para RFW con a´rboles podados y p = 1 . . . 4, para
el caso de un error artificial del 10% en el conjunto de datos.
Conjunto RFW1 RFW2 RFW3 RFW4
abalone 22.67 23.1 23.44 23.39
anneal 89.18 89.25 89.25 89.32
audiology 76.45 74.51 73.04 72.74
autos 74.78 73.17 72.48 72.11
balance-scale 73.17 73.63 73.83 74.18
breast-w 87.37 87.73 87.93 87.91
breast-y 64.58 64.76 65.04 65.32
bupa 60.97 61.23 61.52 61.52
car 83.62 83.51 82.95 82.48
credit-a 77.51 77.97 78.23 78.39
credit-g 69.07 69.31 69.05 68.96
crx 79.32 79.86 79.97 80.23
dna 85.62 85.85 85.84 85.76
ecoli 73.76 74.47 74.5 74.86
glass 68.7 70.75 71.12 71.77
heart-c 71.08 72.45 73.15 73.38
heart-h 73.11 73.42 73.62 73.90
heart-s 82.94 83.34 83.67 83.75
heart-statlog 76.52 76.85 76.56 77.22
heart-v 67.8 68.3 68.45 68.50
hepatitis 75.81 76.14 77.12 76.82
horse-colic 78.98 78.85 79.53 79.50
hypo 89.06 89.08 89.08 89.02
ionosphere 83.04 83.01 83.36 83.16
iris 85.07 85.07 85.53 85.67
kr-vs-kp 89.29 89.25 88.97 88.73
krk 78.37 78.49 78.13 77.70
labor 82.6 83.27 82.73 81.30
led-24 67.94 68.14 68.04 68.15
letter 86.35 85.93 85.41 84.96
lrs 79.33 79.51 79.51 79.42
lymph 71.96 73.12 74 73.93
mushroom 89.99 89.99 89.99 89.99
nursery 87.04 86.73 86.19 85.67
optdigits 88.33 88.35 88.21 88.09
page-blocks 87.68 87.79 87.79 87.75
pendigits 89.1 89.09 88.98 88.84
phoneme 79.8 80.07 80.12 80.11
pima-diabetes 69.01 68.81 68.98 68.71
primary-tumor 41.27 41.6 41.47 41.62
promoters 77.75 79.91 81.06 82.38
ringnorm 80.4 82.3 82.8 82.77
sat 82.78 82.61 82.49 82.29
segment 87.69 87.82 87.89 87.82
shuttle 89.97 89.98 89.98 89.98
sick 88.74 88.77 88.8 88.74
sonar 69.67 70.72 70.81 71.83
soybean-small 88.1 88.95 88.95 88.95
soybean 85.61 85.53 84.93 84.64
splice 86.03 86.38 86.62 86.50
threenorm 69 71.67 71.93 71.97
tic-tac-toe 80.26 80.51 80.29 80.18
twonorm 80.83 82.7 83.8 84.17
vehicle 67.58 67.68 67.97 67.99
vote1 82.99 83.22 83.17 83.17
voting 87.29 87.31 87.17 87.04
vowel-context 84.33 85.26 84.88 84.29
vowel-nocontext 83.04 84.07 83.7 83.04
waveform-5000 76.55 76.81 76.92 76.86
yeast 55.77 56.2 56.39 55.78
zip 86.6 86.81 86.87 86.83
zoo 83.55 84.65 84.84 84.94
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Tabla A.27: Tasas de acierto para Bagging y las dos versiones de Random Subs-
paces contra RFW p = 1 . . . 4, para a´rboles podados y conjuntos de entrena-
miento con error artificial del 10% en ambos casos. Las marcas ◦ indican una
victoria significativa de la versio´n de RFW sobre el me´todo correspondiente,
mientras que las marcas • indican una derrota.
Bagging RFW Subspaces RFW Subspaces RFW
Conjunto 1 2 3 4 50 % 1 2 3 4 75 % 1 2 3 4
abalone 21.79 ◦ ◦ ◦ 22.96 21.13 ◦ ◦ ◦ ◦
anneal 89.02 89.20 89.18
audiology 74.81 72.52 ◦ 74.68
autos 72.61 74.33 73.46
balance-scale 75.12 • 74.51 71.73
breast-w 87.01 87.24 86.18 ◦ ◦ ◦ ◦
breast-y 65.94 64.41 64.72
bupa 64.92 59.99 60.33
car 83.22 63.95 ◦ ◦ ◦ ◦ 82.75
credit-a 77.74 77.41 77.48
credit-g 69.09 68.87 68.53
crx 79.67 79.54 79.59
dna 85.17 85.69 85.43
ecoli 74.05 74.02 73.82
glass 69.06 68.76 66.93
heart-c 71.16 72.18 69.92
heart-h 72.66 74.71 72.60
heart-s 82.54 84.15 83.10
heart-statlog 75.15 76.85 75.41
heart-v 70.25 68.70 67.95
hepatitis 76.02 75.96 75.25
horse-colic 79.20 79.30 79.12
hypo 89.11 88.89 89.06
ionosphere 82.33 83.33 81.68
iris 85.27 85.93 85.00
kr-vs-kp 89.12 87.78 ◦ ◦ ◦ ◦ 89.26 •
krk 75.20 ◦ ◦ ◦ ◦ 38.99 ◦ ◦ ◦ ◦ 72.57 ◦ ◦ ◦ ◦
labor 84.37 81.90 81.07
led-24 67.15 ◦ ◦ ◦ ◦ 67.37 67.65
letter 83.82 ◦ ◦ ◦ ◦ 86.02 ◦ • • 85.85 ◦ • •
lrs 79.00 79.06 77.25 ◦ ◦ ◦ ◦
lymph 69.33 71.10 67.25 ◦ ◦ ◦ ◦
mushroom 89.99 89.99 89.99
nursery 87.42 • • • • 82.42 ◦ ◦ ◦ ◦ 85.12 ◦ ◦ ◦ ◦
optdigits 86.11 ◦ ◦ ◦ ◦ 88.12 87.09 ◦ ◦ ◦ ◦
page-blocks 87.71 87.67 87.50
pendigits 88.51 ◦ ◦ ◦ ◦ 88.99 88.78 ◦ ◦
phoneme 80.38 76.97 ◦ ◦ ◦ ◦ 78.21 ◦ ◦ ◦ ◦
pima-diabetes 68.54 68.07 68.87
primary-tumor 39.56 40.35 40.80
promoters 77.15 76.40 72.06 ◦ ◦
ringnorm 82.67 81.50 77.67 ◦ ◦
sat 82.06 ◦ ◦ 82.56 81.54 ◦ ◦ ◦ ◦
segment 87.31 87.50 86.91 ◦ ◦ ◦ ◦
shuttle 89.96 ◦ ◦ ◦ 89.93 ◦ ◦ ◦ 89.96 ◦ ◦
sick 88.83 86.16 ◦ ◦ ◦ ◦ 88.73
sonar 70.20 70.64 66.00
soybean-small 85.10 87.70 85.60
soybean 83.45 ◦ ◦ 84.23 ◦ 83.43 ◦ ◦
splice 85.29 ◦ ◦ ◦ ◦ 86.53 85.56 ◦ ◦ ◦
threenorm 71.70 68.90 66.83
tic-tac-toe 81.59 74.39 ◦ ◦ ◦ ◦ 77.78 ◦ ◦ ◦ ◦
twonorm 81.90 81.77 77.33 ◦ ◦ ◦
vehicle 66.85 68.26 66.91
vote1 83.21 82.55 82.81
voting 87.03 86.57 86.92
vowel-context 82.11 ◦ ◦ ◦ ◦ 84.62 80.52 ◦ ◦ ◦ ◦
vowel-nocontext 81.22 ◦ ◦ ◦ 83.36 76.95 ◦ ◦ ◦ ◦
waveform-5000 75.94 ◦ ◦ ◦ 76.72 75.14 ◦ ◦ ◦ ◦
yeast 55.87 53.42 ◦ ◦ ◦ ◦ 54.20 ◦ ◦
zip 84.00 ◦ ◦ ◦ ◦ 85.94 ◦ ◦ ◦ ◦ 84.43 ◦ ◦ ◦ ◦
zoo 80.79 82.45 80.79
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Tabla A.28: Tasas de acierto para las dos versiones de AdaBoost y MultiBoost
contra RFW p = 1 . . . 4, para a´rboles podados y conjuntos de entrenamiento
con error artificial del 10% en ambos casos. Las marcas ◦ indican una victoria
significativa de la versio´n de RFW sobre el me´todo correspondiente, mientras
que las marcas • indican una derrota.
AdaBoost RFW AdaBoost RFW MultiBoost RFW MultiBoost RFW
Conjunto (W) 1 2 3 4 (S) 1 2 3 4 (W) 1 2 3 4 (S) 1 2 3 4
abalone 19.33 ◦ ◦ ◦ ◦ 20.80 ◦ ◦ ◦ ◦ 20.66 ◦ ◦ ◦ ◦ 21.64 ◦ ◦ ◦
anneal 82.38 ◦ ◦ ◦ ◦ 82.42 ◦ ◦ ◦ ◦ 85.10 ◦ ◦ ◦ ◦ 85.09 ◦ ◦ ◦ ◦
audiology 73.31 74.00 75.28 75.25
autos 70.75 71.35 71.62 72.08
balance-scale 65.80 ◦ ◦ ◦ ◦ 65.83 ◦ ◦ ◦ ◦ 71.15 ◦ ◦ 71.35 ◦
breast-w 84.04 ◦ ◦ ◦ ◦ 84.21 ◦ ◦ ◦ ◦ 86.78 86.64 ◦ ◦
breast-y 57.55 ◦ ◦ ◦ ◦ 58.27 ◦ ◦ ◦ ◦ 58.44 ◦ ◦ ◦ ◦ 58.39 ◦ ◦ ◦ ◦
bupa 62.71 64.22 65.06 65.98
car 81.34 ◦ ◦ ◦ 80.87 ◦ ◦ ◦ 83.07 82.78
credit-a 73.03 ◦ ◦ ◦ ◦ 73.38 ◦ ◦ ◦ ◦ 75.46 ◦ ◦ 76.23
credit-g 67.48 67.41 68.86 68.89
crx 75.70 ◦ ◦ ◦ ◦ 76.51 ◦ ◦ ◦ 78.09 78.61
dna 81.29 ◦ ◦ ◦ ◦ 81.23 ◦ ◦ ◦ ◦ 84.88 ◦ ◦ ◦ ◦ 84.83 ◦ ◦ ◦ ◦
ecoli 71.43 71.99 73.57 73.69
glass 67.84 68.88 69.19 70.37
heart-c 69.97 69.25 71.70 70.87
heart-h 73.24 72.03 74.71 74.97
heart-s 80.66 81.67 82.31 82.03
heart-statlog 71.11 ◦ ◦ ◦ ◦ 71.11 ◦ ◦ ◦ ◦ 72.52 ◦ 73.37
heart-v 64.45 65.35 68.20 68.20
hepatitis 75.39 75.93 77.79 78.00
horse-colic 74.39 ◦ ◦ ◦ ◦ 74.79 ◦ ◦ ◦ 78.87 78.82
hypo 85.29 ◦ ◦ ◦ ◦ 85.27 ◦ ◦ ◦ ◦ 88.02 ◦ ◦ ◦ ◦ 87.89 ◦ ◦ ◦ ◦
ionosphere 81.82 81.50 82.67 82.36
iris 81.47 ◦ ◦ 81.53 84.07 85.00
kr-vs-kp 82.28 ◦ ◦ ◦ ◦ 82.33 ◦ ◦ ◦ ◦ 86.32 ◦ ◦ ◦ ◦ 86.22 ◦ ◦ ◦ ◦
krk 71.43 ◦ ◦ ◦ ◦ 71.06 ◦ ◦ ◦ ◦ 74.86 ◦ ◦ ◦ ◦ 74.44 ◦ ◦ ◦ ◦
labor 80.97 79.57 82.57 82.67
led-24 61.69 ◦ ◦ ◦ ◦ 63.34 ◦ ◦ ◦ ◦ 64.80 ◦ ◦ ◦ ◦ 65.67 ◦ ◦ ◦ ◦
letter 80.99 ◦ ◦ ◦ ◦ 80.94 ◦ ◦ ◦ ◦ 84.56 ◦ ◦ ◦ ◦ 84.57 ◦ ◦ ◦
lrs 79.25 79.36 79.53 79.29
lymph 70.48 73.40 72.23 73.88
mushroom 83.28 ◦ ◦ ◦ ◦ 83.20 ◦ ◦ ◦ ◦ 87.76 ◦ ◦ ◦ ◦ 87.77 ◦ ◦ ◦ ◦
nursery 81.63 ◦ ◦ ◦ ◦ 81.27 ◦ ◦ ◦ ◦ 85.97 ◦ ◦ 85.97 ◦ ◦
optdigits 88.21 88.07 88.04 87.96 ◦
page-blocks 85.35 ◦ ◦ ◦ ◦ 85.33 ◦ ◦ ◦ ◦ 87.21 ◦ ◦ ◦ ◦ 87.10 ◦ ◦ ◦ ◦
pendigits 88.94 88.84 ◦ ◦ 89.05 88.95
phoneme 77.72 ◦ ◦ ◦ ◦ 78.16 ◦ ◦ ◦ ◦ 80.31 80.46
pima-diabetes 66.38 65.74 ◦ 67.24 66.85
primary-tumor 37.70 34.21 ◦ ◦ ◦ ◦ 37.40 35.19 ◦ ◦ ◦ ◦
promoters 75.08 76.48 79.22 79.04
ringnorm 83.17 83.43 83.17 84.13 •
sat 82.60 82.56 82.67 82.50
segment 85.07 ◦ ◦ ◦ ◦ 85.47 ◦ ◦ ◦ ◦ 86.44 ◦ ◦ ◦ ◦ 86.30 ◦ ◦ ◦ ◦
shuttle 85.72 ◦ ◦ ◦ ◦ 84.86 ◦ ◦ ◦ ◦ 88.72 ◦ ◦ ◦ ◦ 88.32 ◦ ◦ ◦ ◦
sick 85.50 ◦ ◦ ◦ ◦ 85.85 ◦ ◦ ◦ ◦ 88.12 ◦ ◦ ◦ ◦ 88.12 ◦ ◦ ◦ ◦
sonar 72.15 69.66 71.25 69.85
soybean-small 77.40 ◦ ◦ ◦ 76.35 ◦ ◦ ◦ ◦ 79.70 81.10
soybean 79.31 ◦ ◦ ◦ ◦ 78.41 ◦ ◦ ◦ ◦ 81.93 ◦ ◦ ◦ ◦ 81.60 ◦ ◦ ◦ ◦
splice 82.26 ◦ ◦ ◦ ◦ 82.40 ◦ ◦ ◦ ◦ 85.02 ◦ ◦ ◦ ◦ 84.98 ◦ ◦ ◦ ◦
threenorm 71.93 72.90 73.17 73.83
tic-tac-toe 82.97 • • • 82.91 • 84.04 • • • • 84.44 • • • •
twonorm 82.73 83.17 83.13 83.57
vehicle 68.02 68.15 67.77 68.02
vote1 78.80 ◦ ◦ ◦ ◦ 78.86 ◦ ◦ ◦ ◦ 81.13 80.90
voting 83.80 ◦ ◦ ◦ ◦ 83.22 ◦ ◦ ◦ ◦ 85.54 ◦ ◦ 85.52
vowel-context 81.21 ◦ ◦ ◦ ◦ 82.26 ◦ ◦ ◦ ◦ 82.29 ◦ ◦ ◦ ◦ 82.80 ◦ ◦
vowel-nocontext 81.56 ◦ ◦ 81.70 ◦ ◦ 82.12 ◦ 82.59 ◦
waveform-5000 76.15 75.95 76.82 76.30
yeast 52.22 ◦ ◦ ◦ ◦ 53.02 ◦ ◦ ◦ ◦ 54.49 55.00
zip 86.51 ◦ 86.16 ◦ ◦ ◦ ◦ 86.27 ◦ ◦ ◦ ◦ 85.97 ◦ ◦ ◦ ◦
zoo 81.96 82.66 82.66 83.16
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Tabla A.29: Tasas de acierto para RFW con a´rboles no podados y p = 1 . . . 4,
para el caso de un error artificial del 10% en el conjunto de datos.
Conjunto RFW1 RFW2 RFW3 RFW4
abalone 22.46 22.85 23.02 23.03
anneal 88.7 89.18 89.31 89.37
audiology 75.79 74.33 73.8 73.27
autos 73.96 72.83 71.86 71.38
balance-scale 72.61 73.19 73.54 73.86
breast-w 86.81 87.14 87.38 87.57
breast-y 58.95 58.95 59.55 60.04
bupa 60.6 60.69 61.27 60.93
car 83.55 83.94 83.63 83.34
credit-a 74.14 75.06 75.49 76.09
credit-g 67.97 69.14 69.44 69.44
crx 77.36 78.13 78.39 78.52
dna 85.25 85.42 85.15 85.10
ecoli 73.67 74.5 74.67 74.80
glass 68.27 70.28 70.74 71.35
heart-c 70.57 70.96 70.9 71.70
heart-h 71.36 72.53 72.66 73.27
heart-s 80.81 82.87 82.19 81.87
heart-statlog 75.07 75.63 75.63 75.59
heart-v 68.45 68.75 69.15 69.65
hepatitis 75.48 76.47 77.25 77.50
horse-colic 78.92 79.38 79.95 79.95
hypo 88.39 88.58 88.69 88.77
ionosphere 82.96 82.99 83.38 83.18
iris 83.87 84.2 84.67 84.87
kr-vs-kp 88.17 88.57 88.61 88.36
krk 78.45 77.44 76.25 75.53
labor 84.3 85.17 85.03 83.23
led-24 67.39 67.5 67.42 67.17
letter 86.42 85.96 85.4 84.97
lrs 79.38 79.47 79.55 79.55
lymph 73.15 75.87 76.17 75.77
mushroom 88.92 89.62 89.8 89.89
nursery 88.4 88.71 88.45 88.21
optdigits 88.44 88.39 88.31 88.12
page-blocks 87.55 87.75 87.77 87.79
pendigits 89.14 89.17 89.08 88.96
phoneme 79.89 80.26 80.21 80.18
pima-diabetes 69.15 68.68 68.67 68.58
primary-tumor 39.55 39.85 40.03 39.94
promoters 76.92 78.11 79.2 79.37
ringnorm 80.47 82.2 82.7 82.83
sat 82.93 82.8 82.72 82.58
segment 86.9 87.29 87.38 87.29
shuttle 89.77 89.8 89.83 89.85
sick 88.1 88.4 88.53 88.63
sonar 69.48 70.91 70.72 71.54
soybean-small 84.15 88.15 88.95 88.95
soybean 84.73 84.79 84.63 84.42
splice 85.58 85.66 85.61 85.21
threenorm 69.2 71.67 71.93 72.03
tic-tac-toe 83.06 84.34 83.96 83.73
twonorm 81 82.7 84 84.30
vehicle 67.51 67.74 68.01 67.95
vote1 82.14 82.2 82.27 82.30
voting 85.7 86.19 86.23 86.44
vowel-context 84.43 85.12 84.81 84.28
vowel-nocontext 83.14 84.2 83.85 82.77
waveform-5000 76.53 76.8 76.99 76.86
yeast 54.95 55.41 54.95 54.14
zip 86.81 86.95 86.99 87.00
zoo 83.95 84.95 85.24 85.54
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Tabla A.30: Tasas de acierto para Bagging, Random Forests y Random Subspa-
ces 50% y 75% contra RFW p = 1 . . . 4 para a´rboles sin podar y conjuntos de
entrenamiento con error artificial del 10% en ambos casos. Las marcas ◦ indican
una victoria significativa de la versio´n de RFW sobre el me´todo correspondien-
te, mientras que las marcas • indican una derrota.
Bagging RFW Random RFW Subspaces RFW Subspaces RFW
Conjunto 1 2 3 4 Forests 1 2 3 4 50 % 1 2 3 4 75 % 1 2 3 4
abalone 21.70 ◦ ◦ 21.50 ◦ ◦ 22.70 20.92 ◦ ◦ ◦ ◦
anneal 88.29 ◦ ◦ ◦ 86.38 ◦ ◦ ◦ ◦ 89.38 89.05
audiology 73.76 68.88 ◦ ◦ ◦ ◦ 72.42 72.83
autos 72.27 69.17 ◦ 73.07 71.26
balance-scale 74.02 71.36 75.57 • 73.17
breast-w 86.71 85.56 ◦ ◦ ◦ 87.44 86.11 ◦ ◦
breast-y 57.93 56.07 61.89 58.88
bupa 65.16 • 64.95 60.51 59.83
car 82.15 ◦ ◦ 83.61 64.31 ◦ ◦ ◦ ◦ 82.68
credit-a 75.67 75.41 76.57 75.10
credit-g 68.46 69.61 69.61 66.76 ◦ ◦
crx 77.96 77.48 79.64 77.64
dna 84.90 83.54 ◦ ◦ ◦ ◦ 85.32 84.96
ecoli 73.58 73.51 73.51 73.63
glass 68.88 71.10 68.56 66.08
heart-c 70.33 70.11 72.88 70.08
heart-h 72.35 74.66 75.49 • 71.81
heart-s 82.28 82.95 82.93 80.97
heart-statlog 73.89 74.19 76.56 73.70
heart-v 69.80 69.40 71.25 70.30
hepatitis 76.85 77.43 76.93 75.20
horse-colic 78.84 80.15 79.33 78.03
hypo 88.67 88.42 88.93 • 88.83 •
ionosphere 82.33 83.64 83.19 81.65
iris 85.00 81.60 86.00 84.27
kr-vs-kp 88.11 ◦ 86.99 ◦ ◦ ◦ ◦ 87.55 ◦ ◦ ◦ 88.63
krk 74.99 ◦ ◦ ◦ 72.42 ◦ ◦ ◦ ◦ 40.32 ◦ ◦ ◦ ◦ 73.70 ◦ ◦ ◦ ◦
labor 85.83 83.23 82.90 81.30
led-24 66.42 ◦ ◦ ◦ 66.92 66.14 ◦ ◦ ◦ 66.50 ◦ ◦ ◦
letter 83.91 ◦ ◦ ◦ ◦ 84.20 ◦ ◦ ◦ ◦ 86.16 ◦ • • 85.96 ◦ • •
lrs 79.04 79.68 79.04 76.88 ◦ ◦ ◦ ◦
lymph 69.81 ◦ ◦ ◦ 73.70 72.64 66.31 ◦ ◦ ◦ ◦
mushroom 88.95 ◦ ◦ ◦ 89.68 • ◦ 89.99 • • • • 89.91 • • •
nursery 86.70 ◦ ◦ ◦ ◦ 87.40 ◦ ◦ ◦ ◦ 83.21 ◦ ◦ ◦ ◦ 86.67 ◦ ◦ ◦ ◦
optdigits 86.14 ◦ ◦ ◦ ◦ 88.27 88.22 87.14 ◦ ◦ ◦ ◦
page-blocks 87.62 86.96 ◦ ◦ ◦ ◦ 87.73 87.29 ◦ ◦ ◦
pendigits 88.60 ◦ ◦ ◦ ◦ 89.07 89.11 88.84 ◦ ◦ ◦
phoneme 80.44 80.63 77.17 ◦ ◦ ◦ ◦ 78.32 ◦ ◦ ◦ ◦
pima-diabetes 68.31 67.48 67.90 69.04
primary-tumor 39.09 37.94 40.41 39.97
promoters 74.56 79.25 72.71 65.22 ◦ ◦ ◦ ◦
ringnorm 82.77 83.53 81.60 77.70 ◦ ◦
sat 82.08 ◦ ◦ ◦ 82.65 82.69 81.61 ◦ ◦ ◦ ◦
segment 86.94 86.29 ◦ ◦ ◦ 87.12 86.35 ◦ ◦ ◦
shuttle 89.87 • • 86.61 ◦ ◦ ◦ ◦ 89.95 • • • • 89.88 • •
sick 88.59 • 88.54 87.22 ◦ ◦ ◦ ◦ 88.67 •
sonar 70.06 73.84 70.30 66.10
soybean-small 81.80 88.30 83.20 79.10 ◦ ◦
soybean 82.01 ◦ ◦ ◦ ◦ 80.86 ◦ ◦ ◦ ◦ 84.39 82.65 ◦ ◦ ◦
splice 84.27 ◦ ◦ ◦ 84.02 ◦ ◦ ◦ ◦ 85.70 83.97 ◦ ◦ ◦ ◦
threenorm 71.73 73.33 69.03 67.00
tic-tac-toe 82.32 83.34 78.30 ◦ ◦ ◦ ◦ 80.67 ◦ ◦ ◦ ◦
twonorm 82.00 83.70 81.87 77.57 ◦ ◦ ◦
vehicle 66.62 67.18 68.24 66.23
vote1 81.93 80.48 82.32 82.09
voting 85.86 85.59 86.62 86.16
vowel-context 82.81 ◦ ◦ ◦ 82.54 ◦ ◦ ◦ 84.69 80.78 ◦ ◦ ◦ ◦
vowel-nocontext 81.35 ◦ ◦ ◦ 83.28 83.14 76.94 ◦ ◦ ◦ ◦
waveform-5000 75.96 ◦ 76.82 76.69 75.14 ◦ ◦ ◦ ◦
yeast 55.60 54.61 51.58 ◦ ◦ ◦ ◦ 52.86 ◦ ◦ ◦
zip 84.05 ◦ ◦ ◦ ◦ 86.53 ◦ ◦ ◦ 86.18 ◦ ◦ ◦ ◦ 84.58 ◦ ◦ ◦ ◦
zoo 80.79 81.75 82.95 81.18
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Tabla A.31: Tasas de acierto para las dos versiones de AdaBoost y MultiBoost
contra RFW p = 1 . . . 4, para a´rboles sin podar y conjuntos de entrenamiento
con error artificial del 10% en ambos casos. Las marcas ◦ indican una victoria
significativa de la versio´n de RFW sobre el me´todo correspondiente, mientras
que las marcas • indican una derrota.
AdaBoost RFW AdaBoost RFW MultiBoost RFW MultiBoost RFW
Conjunto (W) 1 2 3 4 (S) 1 2 3 4 (W) 1 2 3 4 (S) 1 2 3 4
abalone 19.51 ◦ ◦ ◦ ◦ 20.53 ◦ ◦ ◦ ◦ 20.57 ◦ ◦ ◦ ◦ 21.59 ◦
anneal 81.59 ◦ ◦ ◦ ◦ 81.85 ◦ ◦ ◦ ◦ 83.43 ◦ ◦ ◦ ◦ 83.75 ◦ ◦ ◦ ◦
audiology 70.92 ◦ 73.16 73.47 74.54
autos 70.38 71.99 71.16 71.90
balance-scale 65.63 ◦ ◦ ◦ ◦ 66.18 ◦ ◦ ◦ ◦ 70.58 ◦ ◦ ◦ 71.07 ◦ ◦
breast-w 83.45 ◦ ◦ ◦ ◦ 83.72 ◦ ◦ ◦ ◦ 86.21 ◦ 85.89 ◦ ◦
breast-y 56.47 56.55 57.04 57.35
bupa 62.98 64.07 65.41 65.27
car 80.87 ◦ ◦ ◦ ◦ 81.16 ◦ ◦ ◦ ◦ 81.44 ◦ ◦ ◦ ◦ 81.95 ◦ ◦ ◦
credit-a 74.09 73.59 75.51 75.67
credit-g 68.23 67.56 69.11 69.22
crx 76.26 77.16 77.77 78.04
dna 81.14 ◦ ◦ ◦ ◦ 81.42 ◦ ◦ ◦ ◦ 84.74 84.73
ecoli 71.04 ◦ ◦ ◦ 71.37 ◦ 72.65 73.60
glass 66.86 67.95 68.55 70.04
heart-c 69.45 69.24 70.40 71.03
heart-h 71.56 72.68 73.51 74.40
heart-s 81.84 80.83 80.84 82.86
heart-statlog 71.11 ◦ ◦ 71.00 ◦ 72.81 72.78
heart-v 64.65 64.80 67.50 67.50
hepatitis 76.21 76.48 76.41 78.14
horse-colic 74.47 ◦ ◦ ◦ 74.74 ◦ ◦ ◦ 77.51 77.70
hypo 85.36 ◦ ◦ ◦ ◦ 85.46 ◦ ◦ ◦ ◦ 87.78 ◦ ◦ ◦ ◦ 87.72 ◦ ◦ ◦ ◦
ionosphere 81.94 81.99 82.59 82.33
iris 81.73 81.80 83.87 84.27
kr-vs-kp 82.52 ◦ ◦ ◦ ◦ 82.39 ◦ ◦ ◦ ◦ 85.33 ◦ ◦ ◦ ◦ 85.66 ◦ ◦ ◦ ◦
krk 70.44 ◦ ◦ ◦ ◦ 70.44 ◦ ◦ ◦ ◦ 73.14 ◦ ◦ ◦ ◦ 73.61 ◦ ◦ ◦ ◦
labor 80.00 80.70 82.87 83.10
led-24 60.68 ◦ ◦ ◦ ◦ 62.97 ◦ ◦ ◦ ◦ 63.97 ◦ ◦ ◦ ◦ 65.19 ◦ ◦ ◦ ◦
letter 80.04 ◦ ◦ ◦ ◦ 80.15 ◦ ◦ ◦ ◦ 83.70 ◦ ◦ ◦ ◦ 84.10 ◦ ◦ ◦ ◦
lrs 79.32 79.44 79.40 79.25
lymph 70.33 71.45 71.76 72.46
mushroom 83.51 ◦ ◦ ◦ ◦ 82.96 ◦ ◦ ◦ ◦ 86.21 ◦ ◦ ◦ ◦ 86.52 ◦ ◦ ◦ ◦
nursery 81.43 ◦ ◦ ◦ ◦ 81.27 ◦ ◦ ◦ ◦ 83.70 ◦ ◦ ◦ ◦ 83.81 ◦ ◦ ◦ ◦
optdigits 88.08 88.05 87.90 ◦ ◦ ◦ 87.93 ◦ ◦
page-blocks 85.00 ◦ ◦ ◦ ◦ 85.02 ◦ ◦ ◦ ◦ 87.01 ◦ ◦ ◦ ◦ 86.97 ◦ ◦ ◦ ◦
pendigits 88.87 ◦ ◦ ◦ 88.74 ◦ ◦ ◦ 88.95 ◦ ◦ 88.92 ◦ ◦
phoneme 77.50 ◦ ◦ ◦ ◦ 78.46 ◦ ◦ ◦ ◦ 80.28 80.55
pima-diabetes 65.47 ◦ ◦ 65.99 ◦ ◦ 67.25 67.08
primary-tumor 35.69 34.60 ◦ ◦ ◦ ◦ 36.49 36.99
promoters 75.88 78.11 74.51 78.85
ringnorm 82.30 83.37 84.37 84.37
sat 82.60 82.47 82.67 82.57
segment 84.87 ◦ ◦ ◦ ◦ 85.32 ◦ ◦ ◦ ◦ 86.29 ◦ ◦ ◦ 86.23 ◦ ◦ ◦
shuttle 85.56 ◦ ◦ ◦ ◦ 84.57 ◦ ◦ ◦ ◦ 87.92 ◦ ◦ ◦ ◦ 87.62 ◦ ◦ ◦ ◦
sick 85.53 ◦ ◦ ◦ ◦ 85.73 ◦ ◦ ◦ ◦ 87.91 ◦ ◦ 88.04 ◦
sonar 72.27 70.81 70.72 70.57
soybean-small 76.15 ◦ ◦ ◦ 77.20 ◦ ◦ ◦ 77.70 ◦ ◦ 81.15
soybean 78.03 ◦ ◦ ◦ ◦ 77.34 ◦ ◦ ◦ ◦ 79.81 ◦ ◦ ◦ ◦ 80.35 ◦ ◦ ◦ ◦
splice 80.56 ◦ ◦ ◦ ◦ 80.92 ◦ ◦ ◦ ◦ 84.61 ◦ ◦ ◦ 84.66 ◦ ◦ ◦
threenorm 71.37 72.23 73.60 73.53
tic-tac-toe 82.28 82.95 83.48 83.73
twonorm 82.90 82.90 83.07 83.20
vehicle 68.29 68.05 67.88 68.20
vote1 79.03 ◦ ◦ ◦ ◦ 79.17 79.90 80.27
voting 83.41 83.60 ◦ ◦ ◦ 85.34 85.48
vowel-context 81.67 ◦ ◦ ◦ ◦ 82.12 ◦ ◦ ◦ ◦ 82.45 ◦ ◦ ◦ ◦ 83.02 ◦ ◦
vowel-nocontext 81.16 ◦ ◦ ◦ 82.17 ◦ 81.97 ◦ ◦ 82.26 ◦
waveform-5000 76.30 76.09 76.78 76.32
yeast 51.93 ◦ ◦ ◦ 52.53 ◦ ◦ ◦ 54.20 54.43
zip 86.38 ◦ ◦ ◦ ◦ 86.18 ◦ ◦ ◦ ◦ 86.24 ◦ ◦ ◦ ◦ 85.80 ◦ ◦ ◦ ◦
zoo 81.85 81.68 82.06 82.97
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Tabla A.32: Tasas de acierto para RFW con a´rboles podados y p = 1 . . . 4, para
el caso de un error artificial del 20% en el conjunto de datos.
Conjunto RFW1 RFW2 RFW3 RFW4
abalone 20.38 20.80 20.65 20.80
anneal 78.95 79.01 79.00 79.07
audiology 64.42 63.37 62.79 61.18
autos 61.17 60.77 60.96 60.28
balance-scale 66.38 66.82 66.76 66.81
breast-w 77.67 77.74 77.92 78.05
breast-y 61.15 61.59 62.20 62.17
bupa 53.21 53.58 54.07 54.03
car 74.04 73.99 73.77 73.32
credit-a 70.84 70.83 70.65 70.59
credit-g 62.77 63.56 63.51 63.33
crx 72.04 72.33 71.96 72.03
dna 75.88 76.11 75.93 75.53
ecoli 66.92 67.07 66.95 67.04
glass 61.66 62.74 62.94 62.80
heart-c 63.38 64.25 64.38 64.93
heart-h 68.54 68.57 68.47 68.51
heart-s 73.35 74.65 75.37 76.18
heart-statlog 61.63 63.44 64.78 64.89
heart-v 60.20 61.50 61.65 62.10
hepatitis 70.23 70.61 71.13 72.16
horse-colic 72.61 72.28 72.33 72.25
hypo 78.76 78.82 78.92 78.92
ionosphere 70.28 71.07 71.41 72.07
iris 74.33 74.87 75.33 75.73
kr-vs-kp 79.09 78.89 78.72 78.53
krk 68.21 68.18 67.72 67.32
labor 65.57 65.87 65.40 65.07
led-24 60.78 60.89 60.76 60.61
letter 76.16 75.64 75.11 74.79
lrs 71.47 71.77 71.56 71.70
lymph 61.17 62.79 63.81 63.42
mushroom 79.98 79.99 79.99 79.99
nursery 77.03 76.52 76.05 75.72
optdigits 78.39 78.36 78.20 78.05
page-blocks 77.82 77.92 77.93 77.92
pendigits 79.07 79.04 78.93 78.79
phoneme 69.91 70.29 70.32 70.26
pima-diabetes 61.25 61.62 61.55 61.33
primary-tumor 34.16 34.63 34.90 34.97
promoters 69.13 69.72 70.15 70.12
ringnorm 68.97 70.10 70.30 70.40
sat 73.23 73.16 73.03 72.89
segment 77.57 77.61 77.72 77.60
shuttle 79.96 79.97 79.97 79.97
sick 78.91 78.91 78.94 78.95
sonar 64.90 66.10 66.93 66.97
soybean-small 77.90 79.90 80.50 80.50
soybean 75.49 75.44 75.01 74.65
splice 76.53 76.84 76.81 76.56
threenorm 61.60 62.47 63.80 63.67
tic-tac-toe 70.50 71.34 71.51 71.33
twonorm 71.37 72.20 72.87 73.23
vehicle 59.98 60.43 60.50 60.63
vote1 74.19 74.19 74.12 74.29
voting 77.61 77.56 77.45 77.22
vowel-context 71.13 71.32 71.21 70.93
vowel-nocontext 70.75 70.68 70.25 69.47
waveform-5000 68.41 68.61 68.55 68.44
yeast 48.69 49.08 48.96 48.52
zip 76.82 77.01 77.06 77.05
zoo 74.57 74.67 74.76 74.47
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Tabla A.33: Tasas de acierto para Bagging y las dos versiones de Random Subs-
paces contra RFW p = 1 . . . 4, para a´rboles podados y conjuntos de entrena-
miento con error artificial del 20% en ambos casos. Las marcas ◦ indican una
victoria significativa de la versio´n de RFW sobre el me´todo correspondiente,
mientras que las marcas • indican una derrota.
Bagging RFW Subspaces RFW Subspaces RFW
Conjunto 1 2 3 4 50 % 1 2 3 4 75 % 1 2 3 4
abalone 19.05 ◦ ◦ ◦ 20.51 18.72 ◦ ◦ ◦ ◦
anneal 78.53 78.99 78.77
audiology 63.07 60.81 ◦ 62.06
autos 62.88 61.42 62.39
balance-scale 67.03 64.74 64.07
breast-w 77.35 77.64 76.91
breast-y 58.50 61.81 60.37
bupa 60.39 • • • • 55.62 53.16
car 73.41 57.99 ◦ ◦ ◦ ◦ 73.24
credit-a 70.38 70.49 70.72
credit-g 62.36 63.31 62.91
crx 71.58 71.94 71.61
dna 75.17 ◦ ◦ 75.70 75.49
ecoli 66.56 66.17 66.51
glass 61.02 62.21 59.25
heart-c 63.85 64.81 62.97
heart-h 68.67 69.80 68.67
heart-s 74.97 76.64 74.38
heart-statlog 61.67 64.85 62.11
heart-v 62.00 63.45 62.15
hepatitis 71.10 72.11 70.50
horse-colic 72.77 71.90 72.66
hypo 78.64 78.91 78.93
ionosphere 70.88 71.42 68.94
iris 75.20 76.67 74.33
kr-vs-kp 78.94 77.93 ◦ ◦ ◦ 78.81
krk 64.80 ◦ ◦ ◦ ◦ 35.14 ◦ ◦ ◦ ◦ 62.90 ◦ ◦ ◦ ◦
labor 71.20 65.63 63.47
led-24 59.30 ◦ ◦ ◦ ◦ 59.86 ◦ ◦ ◦ ◦ 60.48
letter 74.28 ◦ ◦ ◦ ◦ 75.95 • • • 75.74 ◦ • •
lrs 70.71 70.54 68.32 ◦ ◦ ◦ ◦
lymph 62.90 61.81 60.66
mushroom 79.93 80.00 79.99
nursery 77.39 • • • • 73.62 ◦ ◦ ◦ ◦ 75.58 ◦ ◦ ◦
optdigits 76.33 ◦ ◦ ◦ ◦ 78.20 77.07 ◦ ◦ ◦ ◦
page-blocks 77.53 ◦ ◦ ◦ 77.73 77.49 ◦ ◦ ◦ ◦
pendigits 78.50 ◦ ◦ ◦ ◦ 78.99 • 78.65 ◦ ◦ ◦
phoneme 70.70 • 67.84 ◦ ◦ ◦ ◦ 68.69 ◦ ◦ ◦ ◦
pima-diabetes 62.05 62.46 61.83
primary-tumor 32.39 36.08 34.49
promoters 70.35 70.15 67.16
ringnorm 71.30 70.03 67.20
sat 72.21 ◦ ◦ ◦ ◦ 73.10 71.91 ◦ ◦ ◦ ◦
segment 76.62 ◦ ◦ ◦ ◦ 77.26 76.68 ◦ ◦ ◦ ◦
shuttle 79.95 79.92 ◦ ◦ ◦ ◦ 79.95
sick 78.35 ◦ ◦ ◦ ◦ 77.03 ◦ ◦ ◦ ◦ 78.88
sonar 66.75 66.84 64.60
soybean-small 73.95 78.80 74.50
soybean 72.74 ◦ ◦ ◦ 73.80 ◦ ◦ 73.00 ◦ ◦ ◦
splice 75.63 ◦ ◦ ◦ 76.99 76.10
threenorm 64.47 62.10 61.63
tic-tac-toe 71.23 67.68 ◦ ◦ ◦ ◦ 68.23 ◦ ◦ ◦ ◦
twonorm 71.97 71.63 69.57
vehicle 59.24 59.94 58.11
vote1 73.87 73.39 73.50
voting 77.40 76.67 77.24
vowel-context 70.45 70.48 66.92 ◦ ◦ ◦ ◦
vowel-nocontext 69.19 70.46 64.99 ◦ ◦ ◦ ◦
waveform-5000 67.79 68.42 67.04 ◦ ◦ ◦ ◦
yeast 48.23 46.59 ◦ ◦ 47.00 ◦
zip 74.41 ◦ ◦ ◦ ◦ 76.28 ◦ ◦ ◦ ◦ 74.60 ◦ ◦ ◦ ◦
zoo 74.05 73.28 72.07
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Tabla A.34: Tasas de acierto para las dos versiones de AdaBoost y MultiBoost
contra RFW p = 1 . . . 4, para a´rboles podados y conjuntos de entrenamiento
con error artificial del 20% en ambos casos. Las marcas ◦ indican una victoria
significativa de la versio´n de RFW sobre el me´todo correspondiente, mientras
que las marcas • indican una derrota.
AdaBoost RFW AdaBoost RFW MultiBoost RFW MultiBoost RFW
Conjunto (W) 1 2 3 4 (S) 1 2 3 4 (W) 1 2 3 4 (S) 1 2 3 4
abalone 16.71 ◦ ◦ ◦ ◦ 17.88 ◦ ◦ ◦ ◦ 18.43 ◦ ◦ ◦ ◦ 19.00 ◦ ◦ ◦ ◦
anneal 66.79 ◦ ◦ ◦ ◦ 67.18 ◦ ◦ ◦ ◦ 73.83 ◦ ◦ ◦ ◦ 72.45 ◦ ◦ ◦ ◦
audiology 59.44 ◦ 60.75 61.95 63.19
autos 54.71 ◦ 55.40 57.37 57.40
balance-scale 57.03 ◦ ◦ ◦ ◦ 57.15 ◦ ◦ ◦ ◦ 63.35 ◦ ◦ ◦ ◦ 63.06 ◦ ◦ ◦ ◦
breast-w 74.43 ◦ ◦ ◦ ◦ 72.24 ◦ ◦ ◦ ◦ 75.49 ◦ ◦ ◦ ◦ 75.12 ◦ ◦ ◦ ◦
breast-y 52.60 ◦ ◦ ◦ ◦ 53.06 ◦ ◦ ◦ ◦ 53.40 ◦ ◦ ◦ ◦ 53.24 ◦ ◦ ◦ ◦
bupa 54.02 57.45 55.49 60.07 • •
car 67.19 ◦ ◦ ◦ ◦ 67.92 ◦ ◦ ◦ ◦ 72.01 ◦ ◦ ◦ 71.93 ◦ ◦ ◦
credit-a 64.13 ◦ ◦ ◦ ◦ 65.49 ◦ ◦ ◦ ◦ 66.80 ◦ ◦ ◦ ◦ 67.72
credit-g 58.97 ◦ ◦ ◦ ◦ 59.20 ◦ ◦ ◦ ◦ 61.06 60.96
crx 64.22 ◦ ◦ ◦ ◦ 65.29 ◦ ◦ ◦ ◦ 66.97 ◦ ◦ ◦ ◦ 67.91 ◦ ◦ ◦ ◦
dna 69.36 ◦ ◦ ◦ ◦ 69.35 ◦ ◦ ◦ ◦ 75.01 ◦ ◦ 74.99 ◦ ◦
ecoli 62.45 ◦ ◦ ◦ ◦ 63.11 ◦ ◦ ◦ ◦ 65.31 65.49
glass 58.42 59.66 60.94 61.29
heart-c 62.80 61.56 62.54 63.82
heart-h 63.71 ◦ ◦ ◦ ◦ 61.77 ◦ ◦ ◦ ◦ 66.35 65.91
heart-s 70.85 71.06 74.49 74.87
heart-statlog 58.96 ◦ 61.44 62.33 63.30
heart-v 59.60 57.05 60.20 59.10
hepatitis 63.42 ◦ ◦ ◦ 63.21 ◦ ◦ 66.48 68.51
horse-colic 65.44 ◦ ◦ ◦ ◦ 65.28 ◦ ◦ ◦ ◦ 70.74 71.38
hypo 75.59 ◦ ◦ ◦ ◦ 71.63 ◦ ◦ ◦ ◦ 76.81 ◦ ◦ ◦ ◦ 76.39 ◦ ◦ ◦ ◦
ionosphere 66.57 ◦ ◦ 66.92 ◦ 69.88 69.42
iris 73.13 72.13 73.80 74.00
kr-vs-kp 68.43 ◦ ◦ ◦ ◦ 68.47 ◦ ◦ ◦ ◦ 72.73 ◦ ◦ ◦ ◦ 72.76 ◦ ◦ ◦ ◦
krk 57.83 ◦ ◦ ◦ ◦ 57.67 ◦ ◦ ◦ ◦ 63.28 ◦ ◦ ◦ ◦ 62.51 ◦ ◦ ◦ ◦
labor 62.03 62.93 66.13 68.73
led-24 52.26 ◦ ◦ ◦ ◦ 54.66 ◦ ◦ ◦ ◦ 56.59 ◦ ◦ ◦ ◦ 57.48 ◦ ◦ ◦ ◦
letter 69.10 ◦ ◦ ◦ ◦ 68.91 ◦ ◦ ◦ ◦ 73.77 ◦ ◦ ◦ ◦ 73.64 ◦ ◦ ◦ ◦
lrs 70.24 70.40 71.26 70.92
lymph 55.72 ◦ 56.04 ◦ 59.52 60.30
mushroom 69.19 ◦ ◦ ◦ ◦ 69.00 ◦ ◦ ◦ ◦ 74.91 ◦ ◦ ◦ ◦ 74.94 ◦ ◦ ◦ ◦
nursery 67.29 ◦ ◦ ◦ ◦ 66.62 ◦ ◦ ◦ ◦ 74.63 ◦ ◦ ◦ ◦ 73.93 ◦ ◦ ◦ ◦
optdigits 77.71 ◦ ◦ ◦ 77.54 ◦ ◦ ◦ ◦ 77.85 ◦ ◦ 77.74 ◦ ◦ ◦
page-blocks 73.06 ◦ ◦ ◦ ◦ 72.99 ◦ ◦ ◦ ◦ 76.47 ◦ ◦ ◦ ◦ 76.40 ◦ ◦ ◦ ◦
pendigits 78.25 ◦ ◦ ◦ ◦ 78.20 ◦ ◦ ◦ ◦ 78.77 ◦ ◦ 78.69 ◦ ◦ ◦
phoneme 68.23 ◦ ◦ ◦ ◦ 67.84 ◦ ◦ ◦ ◦ 68.57 ◦ ◦ ◦ ◦ 70.45
pima-diabetes 60.08 57.53 ◦ ◦ 60.14 59.65
primary-tumor 31.01 ◦ ◦ ◦ 26.78 ◦ ◦ ◦ ◦ 31.01 ◦ ◦ ◦ 26.84 ◦ ◦ ◦ ◦
promoters 59.03 ◦ ◦ ◦ ◦ 57.60 ◦ ◦ ◦ ◦ 62.03 63.51
ringnorm 67.40 67.87 69.53 70.70
sat 72.65 ◦ 72.47 ◦ ◦ ◦ 72.95 72.84
segment 72.77 ◦ ◦ ◦ ◦ 73.00 ◦ ◦ ◦ ◦ 74.54 ◦ ◦ ◦ ◦ 74.54 ◦ ◦ ◦ ◦
shuttle 71.99 ◦ ◦ ◦ ◦ 71.36 ◦ ◦ ◦ ◦ 77.97 ◦ ◦ ◦ ◦ 77.12 ◦ ◦ ◦ ◦
sick 71.73 ◦ ◦ ◦ ◦ 71.47 ◦ ◦ ◦ ◦ 75.57 ◦ ◦ ◦ ◦ 76.15 ◦ ◦ ◦ ◦
sonar 64.02 65.05 66.89 65.16
soybean-small 60.60 ◦ ◦ ◦ ◦ 62.70 ◦ ◦ ◦ ◦ 69.00 ◦ ◦ ◦ 69.05 ◦ ◦ ◦
soybean 67.50 ◦ ◦ ◦ ◦ 66.44 ◦ ◦ ◦ ◦ 71.29 ◦ ◦ ◦ ◦ 71.01 ◦ ◦ ◦ ◦
splice 70.24 ◦ ◦ ◦ ◦ 70.51 ◦ ◦ ◦ ◦ 75.06 ◦ ◦ ◦ ◦ 74.87 ◦ ◦ ◦ ◦
threenorm 61.60 62.53 62.77 63.67
tic-tac-toe 68.75 68.09 ◦ ◦ 71.27 71.01
twonorm 70.57 71.27 73.20 71.97
vehicle 59.74 59.50 59.90 60.63
vote1 67.47 ◦ ◦ ◦ ◦ 67.45 ◦ ◦ ◦ ◦ 70.83 70.76
voting 72.16 ◦ ◦ ◦ ◦ 71.79 ◦ ◦ ◦ ◦ 74.99 ◦ ◦ 75.36
vowel-context 62.07 ◦ ◦ ◦ ◦ 64.04 ◦ ◦ ◦ ◦ 66.04 ◦ ◦ ◦ ◦ 68.34 ◦ ◦ ◦ ◦
vowel-nocontext 66.34 ◦ ◦ ◦ ◦ 67.12 ◦ ◦ ◦ 68.29 ◦ ◦ ◦ 68.72
waveform-5000 67.91 67.33 ◦ ◦ ◦ 68.47 68.04
yeast 43.96 ◦ ◦ ◦ ◦ 45.11 ◦ ◦ ◦ ◦ 47.36 47.65
zip 76.27 ◦ ◦ ◦ ◦ 75.80 ◦ ◦ ◦ ◦ 76.23 ◦ ◦ ◦ ◦ 75.81 ◦ ◦ ◦ ◦
zoo 71.93 69.31 71.11 70.62
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Tabla A.35: Tasas de acierto para RFW con a´rboles no podados y p = 1 . . . 4,
para el caso de un error artificial del 20% en el conjunto de datos.
Conjunto RFW1 RFW2 RFW3 RFW4
abalone 20.16 20.64 20.44 20.59
anneal 77.01 77.77 78.22 78.31
audiology 62.39 61.27 60.91 60.43
autos 61.27 60.53 60.57 59.83
balance-scale 64.01 64.79 64.47 64.84
breast-w 76.27 76.75 76.99 77.29
breast-y 55.20 54.94 54.18 54.36
bupa 53.66 53.72 53.77 54.03
car 73.07 73.34 72.93 72.53
credit-a 67.06 68.10 68.16 68.12
credit-g 60.47 61.91 62.13 62.62
crx 68.17 68.65 68.70 68.86
dna 75.56 75.63 75.33 74.86
ecoli 65.49 65.94 66.41 66.03
glass 60.95 62.32 62.47 62.09
heart-c 62.65 63.38 63.68 63.61
heart-h 64.59 65.67 65.78 66.73
heart-s 73.15 74.08 75.15 75.17
heart-statlog 58.33 61.30 61.63 62.44
heart-v 60.35 60.80 61.65 61.90
hepatitis 68.03 68.61 69.40 70.44
horse-colic 71.60 71.60 71.65 71.78
hypo 77.54 77.82 78.14 78.35
ionosphere 69.82 70.79 71.13 71.59
iris 73.47 73.67 74.07 74.27
kr-vs-kp 75.17 75.84 75.91 75.83
krk 67.33 65.48 64.18 63.60
labor 63.33 64.20 64.87 65.47
led-24 60.08 60.20 59.72 59.20
letter 75.92 75.42 74.82 74.44
lrs 71.30 71.58 71.49 71.70
lymph 61.48 63.59 63.73 65.17
mushroom 76.58 77.89 78.50 78.81
nursery 77.06 77.74 77.62 77.50
optdigits 78.36 78.38 78.20 78.08
page-blocks 77.21 77.52 77.64 77.68
pendigits 79.05 79.12 79.01 78.88
phoneme 70.04 70.38 70.44 70.38
pima-diabetes 61.13 61.40 61.33 61.26
primary-tumor 33.54 33.98 34.10 34.07
promoters 66.62 67.59 66.72 66.38
ringnorm 68.93 70.13 70.17 70.37
sat 73.22 73.20 73.08 73.07
segment 75.12 75.55 75.55 75.46
shuttle 79.00 79.20 79.28 79.40
sick 76.71 77.17 77.48 77.91
sonar 64.66 66.05 66.97 66.93
soybean-small 76.00 79.25 80.10 80.30
soybean 73.24 73.75 73.95 73.73
splice 75.32 75.46 75.12 74.47
threenorm 61.57 62.27 63.73 63.70
tic-tac-toe 71.47 71.93 72.28 71.98
twonorm 71.33 72.17 72.60 73.13
vehicle 59.80 60.31 60.05 60.08
vote1 71.65 72.63 73.52 73.64
voting 76.02 76.64 76.87 76.71
vowel-context 70.64 70.82 70.51 70.43
vowel-nocontext 70.08 70.15 69.82 68.99
waveform-5000 68.39 68.54 68.51 68.45
yeast 47.25 47.70 47.33 46.85
zip 76.86 77.08 77.17 77.16
zoo 74.77 75.05 74.85 74.85
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Tabla A.36: Tasas de acierto para Bagging, Random Forests y Random Subspa-
ces 50% y 75% contra RFW p = 1 . . . 4 para a´rboles sin podar y conjuntos de
entrenamiento con error artificial del 20% en ambos casos. Las marcas ◦ indican
una victoria significativa de la versio´n de RFW sobre el me´todo correspondien-
te, mientras que las marcas • indican una derrota.
Bagging RFW Random RFW Subspaces RFW Subspaces RFW
Conjunto 1 2 3 4 Forests 1 2 3 4 50 % 1 2 3 4 75 % 1 2 3 4
abalone 18.83 ◦ ◦ ◦ ◦ 18.64 ◦ ◦ ◦ ◦ 20.13 18.46 ◦ ◦ ◦ ◦
anneal 76.45 ◦ ◦ ◦ 71.82 ◦ ◦ ◦ ◦ 79.06 • • • 77.55
audiology 60.63 57.26 ◦ ◦ ◦ 60.05 59.79
autos 61.60 56.05 61.32 61.02
balance-scale 65.54 61.44 ◦ ◦ ◦ 66.55 65.22
breast-w 75.99 74.03 ◦ ◦ ◦ ◦ 77.69 76.82
breast-y 54.71 53.72 56.98 55.26
bupa 60.39 • • • • 59.33 55.39 53.05
car 69.90 ◦ ◦ ◦ ◦ 72.84 58.46 ◦ ◦ ◦ ◦ 71.99
credit-a 67.99 67.91 69.86 67.25
credit-g 61.16 61.66 61.89 59.48 ◦
crx 68.65 67.54 70.10 68.91
dna 75.00 73.37 ◦ ◦ ◦ ◦ 75.28 75.17
ecoli 66.17 64.57 64.66 64.33
glass 60.93 62.59 61.27 58.79
heart-c 62.98 64.35 65.07 62.82
heart-h 68.26 • 66.94 68.06 66.19
heart-s 74.31 76.19 76.69 73.65
heart-statlog 60.63 64.85 • 64.78 • 60.04
heart-v 60.90 60.25 64.55 61.75
hepatitis 69.21 71.23 70.16 69.08
horse-colic 71.49 72.99 71.11 70.22
hypo 77.95 77.33 ◦ ◦ 78.87 • • • • 78.38 •
ionosphere 70.74 70.70 71.28 68.54
iris 74.33 73.00 76.87 73.80
kr-vs-kp 75.34 73.84 ◦ ◦ ◦ ◦ 76.81 • • 76.48 •
krk 63.95 ◦ ◦ 59.67 ◦ ◦ ◦ ◦ 36.20 ◦ ◦ ◦ ◦ 63.16 ◦ ◦
labor 68.90 67.83 64.70 63.40
led-24 58.23 ◦ ◦ ◦ ◦ 59.00 ◦ ◦ 58.07 ◦ ◦ ◦ ◦ 58.79 ◦ ◦ ◦
letter 73.91 ◦ ◦ ◦ ◦ 72.01 ◦ ◦ ◦ ◦ 75.94 • • • 75.47 ◦ • •
lrs 70.71 71.36 70.56 68.02 ◦ ◦ ◦ ◦
lymph 60.53 60.41 62.77 58.57
mushroom 76.24 ◦ ◦ ◦ 78.09 • ◦ 79.95 • • • • 79.50 • • • •
nursery 72.59 ◦ ◦ ◦ ◦ 74.93 ◦ ◦ ◦ ◦ 74.32 ◦ ◦ ◦ ◦ 76.91 ◦ ◦ ◦
optdigits 76.26 ◦ ◦ ◦ ◦ 78.36 78.27 76.87 ◦ ◦ ◦ ◦
page-blocks 77.17 ◦ ◦ 75.97 ◦ ◦ ◦ ◦ 77.68 • 76.81 ◦ ◦ ◦ ◦
pendigits 78.45 ◦ ◦ ◦ ◦ 78.91 ◦ 79.03 78.48 ◦ ◦ ◦ ◦
phoneme 70.78 69.83 68.01 ◦ ◦ ◦ ◦ 68.71 ◦ ◦ ◦ ◦
pima-diabetes 61.88 60.92 62.28 61.44
primary-tumor 31.86 31.56 35.52 33.60
promoters 69.37 62.83 67.15 61.35
ringnorm 71.37 72.23 69.87 67.30
sat 72.17 ◦ ◦ ◦ ◦ 73.12 73.06 71.67 ◦ ◦ ◦ ◦
segment 75.36 74.67 ◦ ◦ ◦ 75.65 74.43 ◦ ◦
shuttle 79.16 • ◦ 72.83 ◦ ◦ ◦ ◦ 79.90 • • • • 79.47 • • •
sick 77.38 77.96 • • 77.60 78.23 • • •
sonar 66.51 69.32 66.79 64.55
soybean-small 71.30 75.30 75.95 71.25
soybean 69.74 ◦ ◦ ◦ ◦ 69.33 ◦ ◦ ◦ ◦ 73.53 70.82 ◦ ◦ ◦ ◦
splice 74.07 ◦ ◦ 72.75 ◦ ◦ ◦ ◦ 75.40 • 72.64 ◦ ◦ ◦ ◦
threenorm 64.43 64.53 61.67 61.70
tic-tac-toe 70.10 71.09 70.46 69.36 ◦ ◦ ◦ ◦
twonorm 72.00 74.33 71.80 69.77
vehicle 59.27 59.66 59.78 57.60 ◦
vote1 71.43 70.39 ◦ 74.07 72.46
voting 75.86 74.50 ◦ 77.13 75.93
vowel-context 70.18 66.41 ◦ ◦ ◦ ◦ 70.13 66.25 ◦ ◦ ◦ ◦
vowel-nocontext 69.04 68.41 70.11 64.31 ◦ ◦ ◦ ◦
waveform-5000 67.80 68.76 68.38 67.02 ◦ ◦ ◦ ◦
yeast 47.65 47.20 45.09 ◦ ◦ 45.15 ◦ ◦
zip 74.38 ◦ ◦ ◦ ◦ 76.70 ◦ ◦ 76.32 ◦ ◦ ◦ ◦ 74.39 ◦ ◦ ◦ ◦
zoo 74.15 65.16 ◦ ◦ ◦ ◦ 73.38 72.07
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Tabla A.37: Tasas de acierto para las dos versiones de AdaBoost y MultiBoost
contra RFW p = 1 . . . 4, para a´rboles sin podar y conjuntos de entrenamiento
con error artificial del 20% en ambos casos. Las marcas ◦ indican una victoria
significativa de la versio´n de RFW sobre el me´todo correspondiente, mientras
que las marcas • indican una derrota.
AdaBoost RFW AdaBoost RFW MultiBoost RFW MultiBoost RFW
Conjunto (W) 1 2 3 4 (S) 1 2 3 4 (W) 1 2 3 4 (S) 1 2 3 4
abalone 16.24 ◦ ◦ ◦ ◦ 17.61 ◦ ◦ ◦ ◦ 17.85 ◦ ◦ ◦ ◦ 18.84 ◦ ◦ ◦
anneal 65.55 ◦ ◦ ◦ ◦ 66.00 ◦ ◦ ◦ ◦ 69.69 ◦ ◦ ◦ ◦ 69.88 ◦ ◦ ◦ ◦
audiology 57.65 ◦ 59.48 58.98 60.89
autos 54.03 ◦ ◦ ◦ 55.64 ◦ 57.35 56.86
balance-scale 56.35 ◦ ◦ ◦ ◦ 57.19 ◦ ◦ ◦ ◦ 61.62 ◦ ◦ ◦ 61.96 ◦ ◦
breast-w 72.40 ◦ ◦ ◦ ◦ 71.90 ◦ ◦ ◦ ◦ 74.76 ◦ ◦ 74.55 ◦ ◦ ◦
breast-y 51.24 53.72 52.85 53.92
bupa 54.82 58.43 56.55 59.85
car 66.75 ◦ ◦ ◦ ◦ 67.83 ◦ ◦ ◦ ◦ 68.75 ◦ ◦ ◦ ◦ 69.95 ◦ ◦ ◦ ◦
credit-a 65.16 66.06 67.04 67.35
credit-g 59.61 ◦ 59.66 ◦ 60.10 ◦ 60.50
crx 65.77 ◦ ◦ 65.35 ◦ ◦ ◦ 67.10 67.72
dna 68.51 ◦ ◦ ◦ ◦ 69.05 ◦ ◦ ◦ ◦ 74.98 75.02
ecoli 62.31 ◦ ◦ ◦ 62.84 ◦ ◦ ◦ 64.57 65.43
glass 59.10 59.89 60.36 61.71
heart-c 61.54 61.64 62.70 62.94
heart-h 59.01 ◦ ◦ ◦ 60.70 ◦ 64.48 64.79
heart-s 72.02 70.98 74.90 74.19
heart-statlog 59.44 60.81 61.19 63.30
heart-v 57.50 56.40 58.30 58.00
hepatitis 65.60 62.85 ◦ 67.22 67.69
horse-colic 65.08 ◦ ◦ ◦ ◦ 65.24 ◦ ◦ ◦ ◦ 69.12 70.05
hypo 74.26 ◦ ◦ ◦ ◦ 71.61 ◦ ◦ ◦ ◦ 75.99 ◦ ◦ ◦ ◦ 75.83 ◦ ◦ ◦ ◦
ionosphere 66.97 67.45 69.59 69.97
iris 72.87 71.87 73.47 73.60
kr-vs-kp 68.53 ◦ ◦ ◦ ◦ 68.68 ◦ ◦ ◦ ◦ 71.73 ◦ ◦ ◦ ◦ 72.36 ◦ ◦ ◦ ◦
krk 55.11 ◦ ◦ ◦ ◦ 56.62 ◦ ◦ ◦ ◦ 60.82 ◦ ◦ ◦ ◦ 61.47 ◦ ◦ ◦ ◦
labor 64.97 65.13 67.20 68.30
led-24 51.06 ◦ ◦ ◦ ◦ 54.54 ◦ ◦ ◦ ◦ 54.76 ◦ ◦ ◦ ◦ 57.04 ◦ ◦ ◦ ◦
letter 66.64 ◦ ◦ ◦ ◦ 67.77 ◦ ◦ ◦ ◦ 71.89 ◦ ◦ ◦ ◦ 72.72 ◦ ◦ ◦ ◦
lrs 70.56 70.34 70.68 70.79
lymph 55.80 ◦ ◦ ◦ 57.12 ◦ 58.44 59.90
mushroom 69.41 ◦ ◦ ◦ ◦ 68.97 ◦ ◦ ◦ ◦ 73.04 ◦ ◦ ◦ ◦ 73.34 ◦ ◦ ◦ ◦
nursery 66.10 ◦ ◦ ◦ ◦ 65.86 ◦ ◦ ◦ ◦ 69.90 ◦ ◦ ◦ ◦ 69.85 ◦ ◦ ◦ ◦
optdigits 77.59 ◦ ◦ ◦ ◦ 77.59 ◦ ◦ ◦ ◦ 77.75 ◦ ◦ ◦ 77.70 ◦ ◦ ◦
page-blocks 72.51 ◦ ◦ ◦ ◦ 72.55 ◦ ◦ ◦ ◦ 76.05 ◦ ◦ ◦ ◦ 76.26 ◦ ◦ ◦ ◦
pendigits 78.10 ◦ ◦ ◦ ◦ 78.13 ◦ ◦ ◦ ◦ 78.59 ◦ ◦ ◦ ◦ 78.65 ◦ ◦ ◦
phoneme 68.20 ◦ ◦ ◦ ◦ 67.94 ◦ ◦ ◦ ◦ 68.61 ◦ ◦ ◦ ◦ 70.31
pima-diabetes 60.37 57.66 59.73 59.47
primary-tumor 28.53 ◦ ◦ ◦ ◦ 25.34 ◦ ◦ ◦ ◦ 28.35 ◦ ◦ ◦ ◦ 25.66 ◦ ◦ ◦ ◦
promoters 60.53 58.97 60.67 62.65
ringnorm 67.33 69.13 68.90 70.43
sat 72.72 72.44 ◦ ◦ ◦ ◦ 72.93 72.77
segment 71.83 ◦ ◦ ◦ ◦ 72.57 ◦ ◦ ◦ ◦ 74.23 ◦ ◦ ◦ ◦ 74.36 ◦ ◦ ◦
shuttle 71.35 ◦ ◦ ◦ ◦ 70.90 ◦ ◦ ◦ ◦ 75.81 ◦ ◦ ◦ ◦ 75.77 ◦ ◦ ◦ ◦
sick 71.55 ◦ ◦ ◦ ◦ 71.95 ◦ ◦ ◦ ◦ 75.40 ◦ ◦ ◦ ◦ 76.02 ◦ ◦ ◦
sonar 67.20 64.95 65.35 66.21
soybean-small 58.65 ◦ ◦ ◦ ◦ 60.05 ◦ ◦ ◦ ◦ 64.95 ◦ ◦ ◦ ◦ 67.60 ◦ ◦
soybean 63.90 ◦ ◦ ◦ ◦ 64.66 ◦ ◦ ◦ ◦ 67.70 ◦ ◦ ◦ ◦ 68.60 ◦ ◦ ◦ ◦
splice 67.51 ◦ ◦ ◦ ◦ 68.37 ◦ ◦ ◦ ◦ 74.30 ◦ ◦ 74.22 ◦ ◦
threenorm 60.83 62.33 62.47 64.13
tic-tac-toe 69.01 ◦ ◦ ◦ 68.56 ◦ ◦ ◦ ◦ 69.99 ◦ 70.15
twonorm 71.17 70.90 72.43 71.93
vehicle 59.45 59.71 59.82 60.52
vote1 67.33 ◦ ◦ ◦ ◦ 67.64 ◦ ◦ ◦ ◦ 69.25 ◦ ◦ ◦ 69.41 ◦ ◦
voting 71.42 ◦ ◦ ◦ ◦ 71.59 ◦ ◦ ◦ ◦ 74.18 ◦ ◦ ◦ 74.76
vowel-context 62.08 ◦ ◦ ◦ ◦ 64.00 ◦ ◦ ◦ ◦ 65.69 ◦ ◦ ◦ ◦ 67.75 ◦ ◦ ◦ ◦
vowel-nocontext 66.24 ◦ ◦ ◦ ◦ 67.09 ◦ ◦ ◦ 68.01 ◦ 68.96
waveform-5000 67.78 67.36 ◦ ◦ ◦ 68.54 68.00
yeast 43.67 ◦ ◦ ◦ ◦ 45.15 ◦ 46.85 47.74
zip 76.30 ◦ ◦ ◦ ◦ 75.86 ◦ ◦ ◦ ◦ 76.14 ◦ ◦ ◦ ◦ 75.75 ◦ ◦ ◦ ◦
zoo 69.75 67.05 ◦ ◦ ◦ 70.14 69.70
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Tabla A.38: Tasas de acierto para RFW-Bagging y RFW-Random Subspaces
50% y 75% contra sus versiones sin RFW, tanto para a´rboles podados (P) co-
mo sin podar (U) ). Las marcas ◦ indican una victoria significativa de la versio´n




























































































abalone 25.51 ◦ 25.48 ◦ 25.86 25.70 25.46 25.13
anneal 98.99 99.15 98.88 98.98 99.01 99.20
audiology 84.44 ◦ 84.04 78.64 81.25 82.59 82.94
autos 83.26 83.75 83.93 84.42 84.14 85.45
balance-scale 83.23 82.52 83.22 84.22 79.31 80.73
breast-w 96.81 96.74 96.88 96.78 96.81 96.68
breast-y 73.61 72.03 73.54 73.47 73.86 72.29
bupa 73.11 72.79 67.90 68.54 69.69 70.07
car 94.05 94.80 70.02 70.17 92.18 94.10
credit-a 86.81 86.45 86.54 86.74 86.49 86.41
credit-g 76.07 75.62 ◦ 73.75 75.19 75.28 75.49 ◦
crx 86.86 86.62 86.43 86.48 86.91 86.28
dna 95.33 95.44 95.70 95.77 95.53 95.67
ecoli 86.37 86.49 86.37 85.80 86.70 86.25
glass 78.60 ◦ 78.31 78.41 78.60 77.84 77.50
heart-c 81.69 81.33 83.27 83.13 82.11 82.20
heart-h 80.75 79.87 82.36 82.73 81.85 81.23
heart-s 93.53 91.35 93.53 93.37 93.53 91.92
heart-statlog 83.11 82.48 83.70 82.48 83.26 82.33
heart-v 75.35 75.45 74.20 75.70 73.80 75.55
hepatitis 82.41 82.85 83.78 84.51 82.28 83.43
horse-colic 85.07 85.67 84.74 84.37 85.04 85.48
hypo 99.23 99.21 98.65 98.82 99.18 99.22
ionosphere 93.39 93.42 93.42 93.54 93.73 93.65
iris 94.93 95.07 94.33 94.47 95.00 95.07
kr-vs-kp 99.41 99.48 97.16 97.55 99.18 99.31
krk 88.26 ◦ 88.38 ◦ 43.57 45.09 83.41 ◦ 84.57
labor 84.33 86.43 81.10 84.60 81.30 84.13
led-24 75.09 74.88 ◦ 74.70 73.55 75.08 74.72
letter 96.24 ◦ 96.35 ◦ 95.23 • 95.43 • 96.27 ◦ 96.45 ◦
lrd 87.72 87.74 87.80 87.86 87.46 ◦ 87.55 ◦
lymphography 82.25 82.46 83.07 85.16 81.45 83.68
mushroom 100.00 100.00 100.00 100.00 100.00 100.00
nursery 97.36 99.08 ◦ 91.44 92.29 94.49 96.21
optdigits 98.14 ◦ 98.20 ◦ 98.08 98.14 98.24 ◦ 98.30 ◦
page 97.49 97.46 97.40 97.45 97.48 ◦ 97.38
pendigits 99.11 ◦ 99.14 ◦ 98.93 98.99 99.11 ◦ 99.16 ◦
phoneme 90.02 90.09 86.48 ◦ 86.73 88.75 ◦ 88.93 ◦
pima 76.03 76.03 75.29 75.47 75.64 75.62
primary 45.57 44.63 45.91 46.61 46.20 45.87
promoters 91.19 92.41 91.92 93.09 90.95 ◦ 92.45 ◦
ringnorm 91.83 ◦ 92.17 ◦ 93.43 93.57 91.40 ◦ 91.60 ◦
sat 91.72 ◦ 91.81 ◦ 91.64 91.88 91.82 ◦ 92.05 ◦
segment 97.92 97.99 97.90 97.91 98.07 98.12
shuttle 99.98 99.99 ◦ 99.95 99.96 99.98 99.99
sick 98.80 99.00 95.58 96.74 98.53 98.71
sonar 82.85 82.75 84.42 84.42 84.19 ◦ 84.09 ◦
soybean-small 99.75 99.75 100.00 100.00 100.00 100.00
soybean 95.05 ◦ 94.32 ◦ 94.88 94.64 95.14 ◦ 95.18 ◦
splice 95.33 ◦ 95.71 ◦ 96.11 95.99 95.68 96.09 ◦
threenorm 84.23 84.33 84.13 84.10 83.03 ◦ 83.27 ◦
tic-tac-toe 94.56 96.85 81.25 84.34 89.31 94.41 ◦
twonorm 93.53 93.57 93.93 94.03 92.60 ◦ 92.40 ◦
vehicle 75.42 75.66 74.93 75.06 75.46 75.79
vote1 90.48 90.12 90.30 90.92 90.35 90.51
voting 96.07 96.50 95.31 95.50 96.09 96.69
vowel-context 96.33 ◦ 96.94 ◦ 96.74 97.00 96.43 ◦ 96.87 ◦
vowel-nocontext 95.09 ◦ 95.18 ◦ 95.10 95.10 95.63 ◦ 95.65 ◦
waveform 84.77 ◦ 84.79 ◦ 84.77 84.77 84.57 ◦ 84.61 ◦
yeast 62.04 61.78 60.38 58.84 61.84 ◦ 60.96
zip 96.14 ◦ 96.20 ◦ 96.57 ◦ 96.65 ◦ 96.47 ◦ 96.56 ◦
zoo 95.37 95.67 96.34 96.34 95.45 96.05
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Tabla A.39: Tasas de acierto para RFW-AdaBoost y RFW-MultiBoost contra
sus versiones sin RFW, tanto para las versiones con repesado (W) como para
las de remuestro (S), y tanto para a´rboles podados (P) como sin podar (U). Las
marcas ◦ indican una victoria significativa de la versio´n RFW sobre el me´todo

















































































































abalone 24.28 ◦ 24.03 ◦ 24.39 24.03 25.20 ◦ 24.92 ◦ 25.05 25.25
anneal 99.64 99.70 99.68 99.70 99.69 99.66 99.52 99.66
audiology 85.19 84.66 84.61 85.02 85.15 84.04 84.94 84.27
autos 86.29 85.26 84.87 85.59 84.68 84.56 85.71 84.90
balance-scale 74.59 • 74.35 74.37 74.78 80.06 79.02 79.90 79.71
breast-w 96.72 96.82 96.75 96.60 96.75 96.77 96.75 96.77
breast-y 67.24 66.79 68.18 67.82 69.90 69.85 70.63 69.32
bupa 68.82 70.41 70.69 71.41 72.50 72.73 72.13 71.76
car 96.89 96.64 96.83 96.37 96.03 95.78 95.80 95.70
credit-a 86.16 86.14 85.94 85.93 86.86 86.78 86.83 86.70
credit-g 74.06 74.51 73.92 74.33 75.51 75.23 75.64 75.79
crx 86.03 86.28 85.94 86.52 86.61 86.65 87.06 86.97
dna 95.19 94.95 94.77 94.72 95.91 95.73 95.80 95.69
ecoli 83.89 83.98 83.78 84.07 85.50 84.82 85.01 84.88
glass 79.20 79.05 78.12 78.16 78.73 79.06 77.55 77.96
heart-c 79.97 79.91 80.00 79.84 81.42 81.68 81.16 81.03
heart-h 79.05 79.22 78.93 79.97 80.12 80.11 80.55 80.01
heart-s 91.01 91.10 91.27 91.60 91.43 91.42 91.58 91.83
heart-statlog 80.15 81.26 79.85 79.85 81.26 81.67 81.00 81.33
heart-v 71.10 70.65 71.75 70.25 74.00 72.85 74.40 73.65
hepatitis 83.97 83.89 83.76 84.23 83.64 83.58 83.90 83.69
horse-colic 82.39 81.43 82.34 81.52 84.69 84.29 84.23 84.50
hypo 98.92 98.92 98.93 98.90 99.08 99.02 99.09 99.07
ionosphere 93.68 93.68 94.28 93.94 93.96 93.91 93.91 93.99
iris 93.87 94.07 94.40 94.33 94.40 94.60 94.33 94.53
kr-vs-kp 99.65 99.59 99.63 99.62 99.64 99.60 99.64 99.61
krk 91.94 ◦ 91.20 ◦ 91.62 ◦ 90.85 ◦ 90.20 ◦ 89.70 ◦ 90.03 ◦ 89.39 ◦
labor 87.13 88.23 88.50 88.33 88.53 89.03 89.27 88.50
led-24 73.15 ◦ 72.83 ◦ 72.91 ◦ 73.14 ◦ 74.45 ◦ 73.90 ◦ 74.20 ◦ 73.99 ◦
letter 96.93 96.97 96.90 96.89 96.70 96.73 96.65 96.63
lrd 88.52 88.21 88.42 88.50 88.46 88.17 88.27 88.25
lymphography 85.07 84.53 83.93 84.08 85.16 84.40 84.38 84.03
mushroom 100.00 100.00 99.99 100.00 100.00 100.00 99.99 100.00
nursery 99.85 99.78 99.84 99.76 99.74 99.60 99.73 99.67
optdigits 98.51 98.54 98.51 98.54 98.40 ◦ 98.42 98.38 98.34
page 97.10 97.09 97.05 97.04 97.40 97.43 97.40 97.38
pendigits 99.37 99.34 99.35 99.33 99.23 99.26 99.26 99.24
phoneme 90.93 90.93 91.03 90.88 90.84 90.86 90.83 90.75
pima 73.91 74.07 73.56 74.09 75.45 75.13 75.30 75.58
primary 40.33 40.77 39.20 40.03 40.51 43.90 40.59 43.04
promoters 93.06 91.14 92.34 92.36 93.82 90.24 93.26 91.88
ringnorm 95.63 95.40 95.63 96.10 95.10 94.67 95.73 95.57
sat 92.10 92.04 91.98 92.05 91.97 91.81 91.82 91.92
segment 98.48 98.42 98.41 98.37 98.33 98.29 98.27 98.29
shuttle 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
sick 98.89 98.86 98.96 98.94 98.94 98.86 98.92 98.92
sonar 84.36 85.02 82.74 83.42 83.80 83.47 82.93 82.98
soybean-small 99.10 98.65 98.95 98.45 99.10 98.65 98.70 98.25
soybean 94.39 93.69 93.78 93.22 94.46 94.30 94.42 94.50
splice 95.45 94.57 94.87 94.49 96.03 95.90 95.94 95.76
threenorm 84.17 84.63 83.33 84.00 84.80 84.77 84.03 83.93
tic-tac-toe 98.88 98.58 98.85 98.58 98.08 97.76 98.12 97.80
twonorm 95.20 94.60 93.67 94.47 94.17 94.13 94.50 94.53
vehicle 76.98 77.03 76.58 76.81 76.98 76.48 76.16 76.50
vote1 89.44 89.40 89.33 89.37 90.25 89.77 90.16 89.68
voting 94.80 95.47 95.12 95.14 95.79 95.72 95.52 95.84
vowel-context 97.49 ◦ 97.74 96.89 97.20 96.77 ◦ 97.51 96.05 96.61
vowel-nocontext 96.36 96.54 96.22 96.39 95.75 95.74 95.57 95.58
waveform 84.60 84.68 84.37 84.17 84.89 84.87 84.57 84.55
yeast 59.36 59.51 59.18 58.81 61.19 60.83 60.94 60.12
zip 96.70 96.74 96.66 96.61 96.56 96.61 96.48 96.47
zoo 96.15 95.95 95.75 95.84 96.05 95.95 95.95 96.15
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