We report the results of molecular dynamics simulation studies that explore two features of the phase diagrams of two two-dimensional systems composed of particles with everywhere repulsive isotropic pair potentials, one proposed by Piñeros, Baldea, and Truskett, and the other by Zhang, Stillinger, and Torquato, each of which supports a high-density Kagome lattice phase.
Introduction
Over the last few decades, computer simulations have revealed that a two-dimensional (2D) system composed of particles whose direct interaction is a monotonic isotropic everywhere repulsive pair potential can support a variety of intricate ordered phases. The structures of these phases include lattice symmetries that are triangular (hexagonal), square, honeycomb, Kagome, sigma, chain (a.k.a. "string" or "stripe"), and more [1] [2] [3] [4] [5] [6] [7] . The support of so many different ordered structures, stable in different density regimes, calls attention to the complexity of the entropic contribution to the effective interaction in these systems. We expect that entropic contribution, which has the character of a many-body interaction, must be very sensitive to the system density, and to the shape of the direct pair potential. This paper addresses four questions related to these expectations:
1. As a function of increasing density, do different isotropic monotonic repulsive pair potentials support the same phases, phase transitions and sequence of phases? 2. What are the qualitative relationships between the shape of the direct pair potential and the sequence of phases supported?
3. Does the spectrum of transient ordered fluctuations in the liquid phase of a system composed of particles whose direct interaction is a monotonic soft isotropic repulsive pair potential that supports many different ordered solid phases, differ from that in the hard disk liquid? 3 4. What transient ordered fluctuations in the liquid are associated with a transition from the liquid state to a solid with an open lattice, e.g. a Kagome lattice?
Question (1) is stimulated by the results of investigations of the phase diagrams of 2D systems with different everywhere repulsive central pair interactions. The results reported in references [3] [4] [5] [6] [7] and those obtained in this investigation reveal both similarities and differences in the sequence of phases and phase transitions supported as a function of isothermally increasing density. Given the centrosymmetric character of all of the sampled pair interactions, the appearance in the phase diagram of density regimes with hexagonal and square packed phases, as well as the more open honeycomb and Kagome packed phases, is arguably not surprising. What is, in our opinion, more unusual is the appearance in the phase diagram of density regimes with phases composed of pairs of particles, and of strings of particles. It is noteworthy that, as a function of the pair potential, the sequence of phases encountered as the density is increased along an isotherm exhibits both common and distinctive behavior. For the sampling of pair potentials we have considered the lowest density phase transition is always from the liquid to a hexagonal phase and the highest density ordered phase found is also hexagonal.
However, some of the pair potentials support a set of sequential transitions that involves the structures pairs→ strings → Kagome → hexagonal, while others support a more complex sequence that can include pentagonal and stretched hexagonal packings. The role played by the shape and range of the monotonic repulsive potential in determining the observed sequences of phase transitions (question (2) ) is incompletely understood.
Answers to questions (3) and (4) are related via our definition of a transient ordered fluctuation. Briefly put, we identify an ordered transient fluctuation as a symmetric configuration of a small number of particles whose diffraction pattern consists of discrete Bragg peaks. Each transient ordered fluctuation has a unique signature that distinguishes it from other transient structured fluctuations in the liquid phase. These signatures are determined from the aperture cross correlation function (ACCF) developed by Ackerson and Clark [8] . The ACCF correlates the appearance, at the same time or as a function of time difference, of two Bragg peaks in the radiation scattered from fluid contained within a small aperture. The scattered radiation is monitored by two detectors that can be chosen to probe the same or different values of the magnitude and direction of the scattering vector. We are concerned in this paper with the 4 same time cross correlation function. The utility of the ACCF is that it discovers an explicit signature of local order in the liquid phase instead of assigning order based on an arbitrarily assigned measure of the particle configurations' nearness to a preselected structure [9] .
It is reasonable to expect that a 2D liquid of particles with a direct pair interaction that is monotonic repulsive is capable of exhibiting many different types of transient structured fluctuations. This expectation follows from two observations. First, the average number density around a particle in the liquid, described by the radial distribution function, shows that the radial density distribution is inhomogeneous. Instantaneous realizations of the distributions of particles around a central particle deviate from the mean described by the radial distribution function; the deviations in number density are comparable in magnitude with the magnitude of the inhomogeneities in the average radial density [10] , implying that there is ample accessible configuration space for many different transient orderings of the particles. Second, the mostly entropy driven self-assembly of repulsive particles into an ordered configuration requires a delicate balance in the multiple interparticle interactions and spatial arrangements. Given that fluctuations in the liquid are large and the relationship between the favored structure and pair potential delicate, it is reasonable to expect to find numerous transient structured fluctuation motifs within the liquid, including some not associated with the ordered solid structures of the system.
We have previously reported studies of the occurrence of transient ordered fluctuations in the liquid phase of the hard disc system [11] and the liquid phase of a 2D system with a pair potential designed by Dudalov et al [13] [14] [15] , the latter known to support two hexagonal solid phases, a square solid phase, and a 12-fold ordered phase [15] . In both systems our calculations revealed evidence of neighboring particles fleetingly favoring ordered configurations both adjacent to phase transition lines and when the system is deep within the liquid phase.
Moreover, these structured fluctuations exhibited the same symmetries as the ordered phases in the system; no other symmetries were observed to occur. Because the phase diagrams of the systems studied have only close-packed solid phases, the character of transient ordered fluctuations close to a transition into an ordered phase with an "open" lattice has not been studied. In this paper we explore the existence of transient structured fluctuations in a 2D liquid phase that shares a transition boundary with a Kagome phase, and in a 2D string phase that 5 shares a transition boundary with a Kagome phase, to learn how ordered fluctuations in a nominally close packed phase develop the open ordered configuration characteristic of the destination solid.
Systems and Methods

Truskett and Torquato Model 2D Systems
In this study, molecular dynamic simulations of 2D systems with periodic boundary conditions containing, respectively, 1200 particles and 11250 particles, were performed using Sandia National Laboratory's LAMMPS package [16] . Systems with two different pair interactions were simulated: one consisting of particles interacting with a pair potential designed by Truskett et al [1] and another consisting of particles interacting with a pair potential designed by Torquato et al [2] . For the sake of clarity, these pair potentials will be subsequently referred to as the Truskett potential and the Torquato potential.
The Truskett potential has the form [1] 
where ϵ and σ represent the energy and length scales, H is the Heaviside function, rcut is the cutoff radius (=3.00000), and the rest of the parameters have the values A= 0.01978, n = 5.49978, λ1 = -0.06066, k1 = 2.53278, 1 = 1.94071, λ2 = 1.06271, k2 = 1.73321, 2 = 1.04372).
The Torquato potential has the form [2] 
with b = 5.9860 × 10 −2 , c0 = −1.2811, c1 = 2.1521, and rcut = 2.0364 [2] . Throughout the remainder of this paper we use the reduced units r* ≡ r/σ, P* ≡ Pσ 2 /ε, V* ≡ V/Nσ 2 , ρ * = # W * , τ* ≡ (mσ 2 /ε) 1/2 , and T* ≡ kBT/ε. And, as we deal only with the representation in reduced variables, from here onwards the asterisks will be omitted. The Truskett and Torquato pair potentials and their corresponding pair forces are plotted together in Figure 1 . Both potentials are monotonic repulsive, and divergent at the origin. Each has a small shoulder; the shoulder of 6 the Torquato potential is more pronounced than that of the Truskett potential. The pair force generated by the Torquato potential has a shallow minimum at about r = 1 whereas that generated by the Truskett potential has a gently sloping plateau at about r = 1. We have carried out simulations at constant temperature and density along the isotherms T = 0.005, T = 0.010, T = 0.020, T = 0.023, and T = 0.030. For the Truskett system, the densities of the simulations ranged from ρ = 0.100 to ρ = 1.600, and for the Torquato system the densities of the simulations ranged from ρ = 0.100 to ρ = 1.100. These density ranges were chosen such that in both systems the phase diagram included the high-density transition out of the Kagome phase. Our execution of the simulations included a six-step process of cooling according to the following scheme:
1) Equilibrate at high temperature for 500,000 timesteps;
2) Cool from the high temperature to an intermediate temperature over 500,000 timesteps; 7 3) Equilibrate at the intermediate temperature for 500,000 timesteps; 4) Cool from the intermediate temperature to a target temperature over 500,000 timesteps; 5) Equilibrate at the target temperature for 10 6 timesteps; 6) Data collection over 10 6 timesteps.
The timestep used was 0.001 τ. For the T = 0.005 isotherm simulations, the high temperature was T = 0.023, the intermediate temperature was T = 0.010, and the target temperature was T = 0.005. The corresponding temperatures for the other simulations are displayed in Table 1 . The cooling scheme described was chosen to imitate that used in Truskett et al's 2016 paper. In that paper a Monte Carlo method was employed to simulate a two-dimensional Kagome lattice phase at T = 0.005 and ρ = 1.400. Truskett and coworkers' system consisted of 1200 particles initially equilibrated at T = 0.023 before being quenched at constant density to T = 0.010 and then to T = 0.005 [1] . This procedure is mimicked in our T = 0.005 isotherm simulations. For higher temperature isotherms, we used a different approach. As indicated by the data in Table 1 , for the T = 0.030 isotherm, for example, the simulations were equilibrated at T = 0.030 for 3,000,000 timesteps before data were collected over another 1,000,000 timesteps. The same process was used for the T = 0.023 isotherm simulations. In all of the simulation runs, the total energy was monitored to ensure that the system reached equilibrium before data collection was started. The 8 coordinates of the particles were recorded every 100 timesteps and displayed using the program Visual Molecular Dynamics (VMD) [17] .
Methods of Analysis
The analysis of the data accumulated in the several simulations included the shape of the pressure-density isotherms, calculation of the diffraction patterns and structure functions for the equilibrium particle configurations, calculation of ACCFs for selected temperature-density points, and visual examination of particle configurations. Instantaneous pressure-density isotherms were calculated every 1000 timesteps using the virial theorem expression and taking account of the number of images of atoms outside yet close to the periodic boundaries of the simulation cell. The instantaneous pressures for the full 10 6 -timestep data collection were averaged together to produce the pressure-density isotherms. An example, the T = 0.005 isotherm plot for the 1200 particle system with Truskett pair interaction (Eq. (1)), is displayed in The pressure-density plot displayed in Fig. 2 clearly suggests that that under isothermal compression the system passes through a sequence of phases; the locations of phase transitions signaled by the changes in shape of the isotherm are indicated by the vertical lines. Our interpretation of the simulation data relies on use of the calculated structure function, the image of the corresponding diffraction pattern and, for the liquid phase, the ACCF of the system.
The structure function, S(q), describes the intensity of radiation scattered from the system that is monitored with a single detector. We have computed S(q) for our 2D systems from the time-averaged instantaneous scattered intensity with wave vector q, I(q,t),
using the last 100,000 timesteps of each simulation. Particle coordinates were sampled every 100 timesteps and converted into an image in pixels. The squared absolute value of the Fourier transform of each image was then taken to produce the corresponding instantaneous structure function, with subsequent averaging of the instantaneous structure functions as in Eq. (4). In Eq.
(5) the sum is over all of the particles in the simulation cell.
The same-time normalized ACCF of a system, defined by
provides information not contained in S(q). In Eq. (6), the average is over particles contained within a small aperture and the scattered intensity is measured with two detectors located to monitor scattered radiation with wave vectors q and k. When one detector is kept stationary and | | = | |, the cross correlated intensity with respect to angle takes the form 10 C(φ) = 〈m(p q )m(p q rp)〉 〈m(p q )〉〈m(p q rp)〉 (7) with φ O constant corresponding to the fixed direction of the detector at k and (φ O + φ) the angle between the detectors at k and q [8] . Choosing | | = | | implies that the structure of an ordered fluctuation can be inferred from the intensity distribution in one ring of the diffraction pattern;
we have previously chosen | | to correspond to the first diffraction ring [12, 13] . That choice works well for simple ordered structures, such as hexagonal and square, but not for distributions with symmetries related to more complex lattices. For example, the diffraction patterns of both the hexagonal and Kagome lattices (see Fig. 3 ) have first diffraction rings with six spots of equal intensity, hence an ACCF that is limited to the representation of the first ring intensity distribution cannot distinguish between transient hexagonal and transient Kagome ordering. The intensities of the spots in the second rings of the diffraction patterns of these lattices differ; they are all the same for the hexagonal lattice whereas for the Kagome lattice the intensities at the second ring's six vertices are larger than the intensities halfway along the lines between the vertices. To uniquely identify an ordered fluctuation with Kagome structure we compute the ACCF for the values of q and k that characterize the vertices and the halfway points along the lines connecting the vertices in the second ring of the diffraction pattern. Comparison of these 11 ACCFs, computed simultaneously for the same aperture, reveals the modulation and angular distributions of diffraction intensity that characterize the structure of the ordered fluctuation. For all of the ACCF calculations described in this paper the apertures chosen were illuminated at individual timesteps such that, over the timespan of the equilibrated simulation, the total area of the simulation box is illuminated at least once. The aperture from which the scattered intensity was collected was chosen to be circular with a radius 4 , which is comparable to or larger than the correlation length for the structured fluctuations. Increasing the density further generates a smooth transition from the pairs phase to the string phase, and when the density is increased from ρ = 1.100 to ρ = 1.236, the system is gradually transformed from the string phase to the Kagome phase via particles within the string phase encroaching into the regions between the chains. Lastly, there is a loop in the pressure-density isotherm at around ρ = 1.580, representing the first order transition from the Kagome phase to the high-density hexagonal solid phase with clear phase-coexistence.
Results
2D Phases Supported by the Truskett Pair Interaction
Pair correlation functions for the several phases identified are displayed in Fig. 8 . A more detailed representation of the pair correlation function in the string phase, and its decay, is displayed in Fig. 9 . We note that the envelope of the pair correlation function for the string phase decays algebraically, the signature of quasi-long-range translational order. We are not aware of any prior report of a phase consisting of spontaneously formed dimers in any of the 2D systems that exhibit a string phase. There is a report [6] , that we will discuss later, of an ordered 2D phase of permanent dimers in a system that also has a string phase. Given that the Truskett pair interaction is monotonic repulsive, why do pairs of particles become stable and why is that stability a function of density? We find, from the pair correlation function for the Truskett system displayed in Fig. 6C and the pair force function displayed in The string phase in the Truskett system emerges from the pairs phase when the density is increased. The formation of a string phase in a 2D system has been reported for several different monotonic repulsive central pair potentials. For example, the 2D system with a hard disc plus rectangular step repulsion (so-called core-corona potential), studied by Pattabhiraman and Dijkstra [3] , exhibits a string phase with overlapping coronas of nearest neighbor particles on the same string and no overlap of coronas of particles on different neighbor strings. In this case, with discontinuities in the pair potential at the core and at the edge of the corona, there is a convincing argument that string formation is accounted for by minimization of the system potential energy. The overlap of the corona of one particle with that of two other particles in the same string is energetically favorable relative to that associated with the overlap of the corona of one particle with more than two other coronas, as happens if the strings are not separated. The smooth monotonic decline of the Truskett potential with increasing pair separation, displayed in Fig. 1 , is very different from the shape of the core-corona potential, and the argument vis a vis string stabilization by minimization of the potential energy is harder to make. Nevertheless, the arrangement of particles in the Truskett system string phase appears to be sensibly the same as that in the core-corona system strings phase [3] . A difference is that the strings in the Truskett system span the simulation cell at all densities whereas those in the core-corona system start as small chains that, with increasing density, grow to span the simulation cell. The pair correlation function for the string phase, with ρ = 1.000 at T = 0.005, when compared with the Truskett pair force function shown in Fig. 1 , reveals that the nearest neighbor peak corresponds to a particle separation along the string that is very close to the separation at which the pair force starts to 19 become strongly repulsive (there is no minimum in the pair force function) and that the next peak corresponds to separation of the strings at a distance that is the end of the plateau in the pair force. The next two peaks in the pair correlation function correspond to the separation of a particle from second and third neighbors along the same string.
2D Phases Supported by the Torquato Pair Interaction
Simulations similar to those reported in the previous Section were carried out for 2D systems with the Torquato pair interaction. A set of superimposed pressure-density isotherms is displayed in Fig. 10 . We find that the Torquato system passes through a sequence of phases similar to those in the Truskett system, namely:
Liquid → Low-Density Hexagonal → String → Kagome → High-Density Hexagonal. The particle configurations in Figs. 11 and 12 suggest that along the T = 0.005 isotherm, the Torquato system begins in a liquid phase at low density before transitioning into a low-density hexagonal solid phase. This hexagonal solid phase undergoes a first-order transition into a phase with paired particles, and these pairs then grow into longer chains as the density is increased. The chains then transform into the Kagome phase via a process that is slightly different from that found in the Truskett system. The winding nature of the chains in the Torquato system allows for pockets to form via select particles entering into the region between the chains. This differs from the transition into the Kagome phase in the Truskett system, during which the particles seem to collectively and gradually encroach into the region between the chains. The sequence of transitions described above is reflected in the superimposed pressure-density plots in Fig. 10 .
There, one observes loops at ρ = 0.348 and ρ = 1.076 where the hexagonal solid to pairs phase and the Kagome phase to high-density hexgonal solid phase transitions occur, respectively.
These are first-order transitions, as suggested by the phase coexistence seen in the images.
The string phase in the Torquato system first appears with short strings that then grow to span the simulation cell. It transforms, at higher density, to a hexagonal phase. This behavior is like that in the core-corona system. Indeed, the shape of the Torquato pair interaction resembles a softened core-corona interaction in that there is a strong increase in repulsion at a rather welldefined particle separation, followed by a near plateau in the interaction as separation is increased, and then a decay of the interaction to zero. 21 Figure 11 . Snapshots of particles in the Torquato system with 1200 particles at different densities and T = 0.005.
22 Figure 12 . Snapshots of particles in the Torquato system with 1200 particles at different densities and T = 0.005.
Structured Fluctuations Near the Liquid-Kagome and the String-Kagome Phase
Boundaries
As noted in the Introduction, previous studies of structured fluctuations in the liquid phases of 2D systems that support a variety of ordered solids have revealed that they exhibit the We consider first the string-to-liquid and liquid-to-Kagome transition in a system with the Truskett interaction. To do so we extended our simulations of the Truskett system to higher temperature than discussed above. Along this higher temperature isotherm (T = 0.023), the Truskett system passes through the following sequence of phases:
Liquid #1 à Low-Density Hexagonal à String à Liquid #2 à Kagome à Liquid #3.
The absence of a pairs phase and square phase when T = 0.023 is similar to the sequence of phases along the T =0.005 isotherm for the Torquato system, with the exception of the second and third liquid phases in the Truskett system. Fig. 13 indicates the densities at which this new Liquid #2 phase is entered from the string phase and exited into the Kagome phase. Here, the Liquid phase #2 in the T= 0.023 Truskett system succeeds the string phase at ρ = 1.052, as visualized in the diffraction patterns of Fig. 14. A Liquid #2-to-Kagome transition then occurs around ρ = 1.252 (see Fig. 15 ). Along this isotherm, the Truskett system subsequently undergoes 24 a second transition from the Kagome phase into an even higher density liquid phase (Liquid #3) at ρ = 1.414. Figure 13 . Pressure-density isotherms at T = 0.023 for the Truskett system with 1200 particles.
The dashed line in A marks the phase transition from the string phase to the Liquid #2 phase.
The dashed line in B marks the phase transition from the Liquid #2 phase to the Kagome phase.
Figure 14.
Diffraction patterns calculated along the T = 0.023 isotherm for the 11250-particle
Truskett system. For ρ ³ 1.052 the system is in the high-density liquid phase. At lower densities the system is in the string phase.
25 Figure 15 . Diffraction patterns calculated along the T = 0.023 isotherm for the 11250-particle
Truskett system. For ρ < 1.250 the system is in the high-density liquid phase. At higher densities the system is in the Kagome phase.
Evidence for the emergence of the Kagome-to-Liquid #3 transition is also found in Figs.
16 and 17. Fig. 16 displays a set of such higher temperature pressure-density isotherms for the Truskett system. We note that as the temperature increases the Kagome-to-high-density
hexagonal solid first-order transition is shifted to lower densities until it disappears along the isotherms T = 0.023 and T = 0.030, as verified by the diffraction patterns shown in Fig. 16 . Increasing the temperature from T = 0.005 to T = 0.023 induces the emergence of the Liquid #2 phase (1.052 < ρ < 1.250) in the Truskett system. Given that this liquid phase spans the density range of the string phase and pockets phase at T = 0.005, and given that the pockets phase may be considered an area of string-Kagome coexistence, we expected that evidence of six-fold order might be found along the string-to-Kagome transition not only in the Truskett system but also the Torquato system. As mentioned earlier, Figs. 5 and 12 already convey that 29 the string phase of the Truskett system is different in form from that of the Torquato system. At T = 0.005, the particle array in the Truskett string phase is more linear, and in the Torquato string phase is more coiled. Moreover, these alternative string phases approach the Kagome phase in dissimilar fashions. Examination of the particle configurations generated by compression of the Truskett system at T = 0.005 suggests that the Truskett string-to-Kagome transformation pathway includes intermediate stages with local particle arrangements with honeycomb symmetry (Fig. 19C ). As the area of the simulation box is decreased, alternating particles along the string move inward in a zig-zag pattern that then becomes honeycomb packing. Upon further compression, this honeycomb packing buckles into the Kagome lattice. In contrast, examination of the particle configurations generated by compression of the Torquato system suggests that the Kagome phase is formed by coiled strings merging together at three-particle joining sites (Fig.   19H ). The increased concentration of these joining sites as the density increases generates a Kagome phase with imperfections such as 8-particle rings (Fig. 19J ).
Figure 19. Particle configurations generated by compression of the Truskett system (A-E) and
Torquato system (F-J) along the path from the string phase to the Kagome phase. The red dots mark the locations of the particle centers and are not representative of particle size. The gray lines show the Voronoi tessellations of the particle configurations.
Using the ACCF, we offer a more quantitative picture of the pockets in the Truskett system and the inter-string particles in the Torquato system that give way to the Kagome phase. Fig. 20 suggests that the Truskett system's pockets phase has stronger six-fold transient order than the inter-string particles in the Torquato system. The presence of ACCF peaks at angular 30 separations other than 60º and 120 º in both systems' string-to-Kagome density range is unambiguous evidence that in both systems there exist transient local configurations with other than six-fold symmetry, noting that the narrower peaks in the Truskett ACCF's indicate greater preference in the that system for six-fold symmetry. The Torquato system's ACCF's, such as when ρ = 0.720, suggest that the transition path into the Kagome phase-via coiled strings with increasingly more inter-chain particles-involves many non-six-fold particle configurations.
Together, the ACCF calculations and Voronoi tessellations for the Truskett and Torquato systems suggest that the pathways utilized by the two systems in their respective transition to the Kagome phase are different. One possible determinant of the different mechanisms is the uncoiled vs. coiled nature of the preceding string phases. However, a recent paper by Zhu, Truskett, and Bonnecaze offers one figure that shows a string phase similar to the Torquato string phase transitioning into a honeycomb phase [7] . At present we cannot determine whether or not the transition from a string phase to a Kagome phase will always involve intermediate particle configurations with honeycomb symmetry. system at T = 0.005 in the string, pockets, and Kagome phases. Plot B displays ACCF's from the 1200-particle Torquato system at T = 0.005 in the string, coexistence, and Kagome phases.
We have also calculated the ACCF's for the Truskett system with T = 0.023 for the density range 1.400 ≤ ρ ≤ 1.450, bracketing the Kagome lattice-to-liquid transition at ρ = 1.414. Fig. 21 displays these ACCF's for values of k and q corresponding to the circles that pass through the vertices and the midpoints between the vertices of the second ring of a Kagome lattice diffraction pattern. The ACCF's for densities ρ ≤ 1.414, i.e. in the ordered solid, show clearly the alteration of intensity of diffraction spots in the second ring that is characteristic of Kagome packing. The ACCF's for densities ρ > 1.414, i.e. in the liquid, show a clear but much weaker persistence of this pattern, thereby identifying transient ordered fluctuations in the liquid very close to the liquid-Kagome transition with the same structural motif as the solid. We note that the intensity of the diffraction spots at the vertices relative to that at the diffraction spots midway between the vertices decreases as the density moves away from the transition density. for several values of . For this set of pair interactions, along a suitably chosen low-temperature isotherm that in each system passes through all of the phases, one observes the following sequences of phases: 
Hexagonal
All of these pair potentials are everywhere repulsive. For all of these potentials, along a lowtemperature isotherm that passes through all of the phases of the system the structure of the lowest density ordered phase is hexagonal, as is the structure of the highest density phase. The sequence of higher density phase transitions, String → Kagome → Hexagonal, is common to the systems with Truskett, Torquato and LJY interactions, while the system with Hertzian potential 34 exhibits a richer sequence of phases and phase transitions. The sequences of phases for systems with the Truskett and Torquato interactions differs from that of the system with the LJY interaction via the appearance, in the former cases, of phases with Square, Pair and Strings structures. All of the pair interactions cited above refer to unstructured monomeric particles [1] [2] [3] [4] [5] [6] [7] . Surprisingly, simulation studies by Yang et al reveal that the phase diagram of a 2D system composed of dumbbell particles (two particles connected by a rigid bond of length σ), consists of a similar sequence of structures, including a stripe phase [6] . Their dumbbells are comprised of two particles connected by a rigid bond of length σ, with all particles interacting via the isotropic LJY potential function displayed in Eq. (4). The sequence of transitions found for the dumbbell system from low density to high density along the T = 0.005 isotherm is [6] :
LJY dimer: Triangular à Stripe-Triangular à Hexagonal à Kagome à coexistence à
Triangular
An interesting feature of the "stripe-triangular" phase is that, towards the high-density end of the range of stability of this phase, the stripe pattern can be superimposed on a triangular lattice when the particle separation is less than that corresponding to the "minimum repulsive force" well (1.4 ) between the particles [6] .
The commonalities in the phase diagrams of the several 2D systems described suggests the existence of a universal yet still not fully understood mechanism driving all to favor a similar series of packing arrangements as the density is increased. The characteristics of a pair potential that supports, as a function of increasing density, many ground state lattices, has been a subject of interest for some time. An important theorem by Süto [18, 19] states that if the Fourier Transform of the pair potential is non-negative and decays to zero at a wave number greater than K0, then at a dimension-dependent density ρd approximately below K0 d , the system supports an infinite number of unique periodic ground state configurations. At densities above K0 d , the ground state configurations are continuously degenerate [18, 19] . Considering the several pair potentials we have discussed, we note that the Truskett, Torquato, LJY, and Core-Corona potentials have the following qualitative differences from the Hertzian potential: The former four monotonic repulsive interactions have a shoulder at some finite r whereas the Hertzian potential does not, and the former four interactions diverge at the origin, whereas the Hertzian potential is finite at the origin. Meanwhile, the Daoud-Cotton potential does not have a shoulder like the 35 Truskett, Torquato, LJY, and Core-Corona potentials; however, it does diverge at the origin.
Consequently, the Truskett, Torquato, LJY, Core-Corona and Daoud-Cotton potentials do not have a Fourier Transform, whereas the Hertzian potential does. We infer that satisfying the Süto theorem is not a necessary condition for the support of multiple distinct lattice structures by a particular pair potential.
