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ABSTRACT
In this dissertation, we consider two distinct, yet complementary, classes of
inquiry. First we consider problems dealing with information flow, where
function follows form. We look at how certain network structures affect in-
formation propagation in those networks, and what consequence that holds
for inferences about such flows. We examine the problem of rumor source
identification in line graphs. As the size of the infected region grows arbi-
trarily large, we show that unlike the single source case, where the likelihood
function concentrates near the midpoint of the infected region, the support
of the likelihood function in the two-source case remains widely distributed
over the middle half of the infected region. This makes the rumor sources
impossible to localize with high probability on any scale smaller than that of
the infection size itself.
We then turn our attention to a class of trees called extended star networks.
We present and analyze a highly tractable approximation, the types center,
to the ML source estimate using the method of types. We show empirically
that this approximator is exact for some small test cases. We prove that
the approximation error is at most logarithmic in the size of the infection,
providing highly efficient source identification on large networks (especially
compared to the accuracy in similar problems, such as the O(
√
n) best pos-
sible accuracy estimate in a line network). We also show that this estimator
has different qualitative properties than rumor centrality on extended star
networks. We propose a heuristic-based generalization of this approach to
other types of trees, the relative-leaf counting algorithm. In simulations on
regular and non-regular trees, its performance is competitive with rumor cen-
trality (which is optimal for d-regular trees), while requiring less computation
time.
We also generalize that result to a class of hypertrees which, although
somewhat structurally analogous, provides a much richer representation space.
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In particular, this approach can be used to estimate patient zero sources, even
when the infection has been propagated via large group gatherings rather
than person-to-person spread, and when it is spreading through interrelated
social bubbles with varying degrees of overlap. In contact tracing contexts,
this estimator may be used to identify the source of a local outbreak, which
can then be used for forward tracing or for further backward tracing (by
similar or other means) to an upstream source.
Secondly, we consider problems where form follows function — the in-
tended goals of a self-organized network (or its constituent nodes) affect
the structure that it takes on. We introduce the idea of multilayer net-
works consisting of awareness layers and active layers. Nodes themselves
seek to build (or weight) links in active layers based on information avail-
able through their connections in awareness layers. Using simulation-based
methods, along with analytical approaches where the opportunity arises, we
examine the properties of generative models of such networks, using both
noiseless and noisy maximization techniques, and discuss their application
to discrete choice models.
We then use the multinomial logit model for discrete choice to analyze a
large corpus of county-to-county trade data in freight, electronics, and agri-
cultural goods. We estimate parameters for the gravity model and price
elasticity for each buyer, and show that purchasing patterns are more con-
centrated than would be expected, especially for buyers with many suppliers.
These findings are consistent with the theory of rational inattention, and il-
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Social and societal networks are a longstanding field of inquiry, yet interest
in them has arguably never been higher. Technological developments in ar-
eas such as computing, communications, and transportation have effectively
shrunk our world, making it possible for people to relate in ways that were
unimaginable just a few years ago. At the same time, cultural, political, and
economic forces have spurred specialization and interdependence. Together,
the “pull” of opportunity and the “push” of necessity have driven the rapid
pace of changes in the ways we relate to one another.
As an area of study, social networks lie at the intersection of mathematical
fields such as graph theory, combinatorics, and probability; social sciences
such as psychology, economics, and sociology; and computational topics such
as scalability, visualization, and modeling. For present purposes, we define a
social network as an interconnected set of individual people, while a societal
network can represent larger entities — organizations or collections of peo-
ple connected by shared interests, roles, decision making, etc.— especially
relating to functions essential to the survival and general well-being of the
community.
In this dissertation, we consider two distinct, yet complementary, classes
of inquiry. First we consider problems dealing with information flow. Infor-
mation is fundamentally not a conserved quantity — when it is sent from one
node to another, the source node still retains it as well. In these problems,
we examine how function follows form. We look at how certain network
structures affect how information propagates in those networks, and what
consequence that holds for inferences about such flows.
Secondly, we consider problems where form follows function — the in-
tended goals of a self-organized network (or its constituent nodes) affect the
structure that it takes on. While the fundamental tools can be applied more
generally, our application work centers on flows of conserved quantities —
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material goods or energy. When these items are sent from one node to an-
other, they no longer exist at the source.
In Chapter 2, we examine the problem of rumor source identification in
line graphs. We assume the SI model for rumor propagation with exponen-
tial waiting times. We consider the case where a rumor originates from two
sources simultaneously, and evaluate the likelihood function for the given
observations given those sources. As the size of the infected region grows
arbitrarily large, we show that unlike the single source case, where the like-
lihood function concentrates near the midpoint of the infected region, the
support of the likelihood function in this case remains widely distributed
over the middle half of the infected region. This makes the rumor sources
impossible to localize with high probability on any scale smaller than that of
the infection size itself.
In Chapter 3, we are interested in identifying a rumor source on a tree
network. We begin with extended star networks under the SI infection model
with exponential waiting times. We present and analyze a highly tractable
approximation, the types center, to the ML source estimate using the method
of types. We show empirically that this approximator is exact for some small
test cases. We prove that the approximation error is at most logarithmic
in the size of the infection, providing highly efficient source identification
on large networks (especially compared to the accuracy in similar problems,
such as the O(
√
n) best possible accuracy estimate in a line network). We
also show that this estimator has different qualitative properties than rumor
centrality on extended star networks.
We further propose a heuristic-based generalization of this approach to
trees, the relative-leaf counting algorithm. In simulations on regular and non-
regular trees, types center’s performance is competitive with rumor centrality
(which is optimal for d-regular trees), while requiring less computation time.
In addition to providing a faster (and sometimes more accurate) alternative
on its own, our approach could potentially be used in combination with
rumor centrality to provide improved results with less than twice the total
computation time.
In Chapter 4, we generalize that result to a class of hypertrees which,
although somewhat structurally analogous, provides a much richer represen-
tation space. In particular, this approach can be used to estimate patient
zero sources, even when the infection has been propagated via large group
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gatherings rather than person-to-person spread, and when it is spreading
through interrelated social bubbles with varying degrees of overlap. In con-
tact tracing contexts, this estimator may be used to identify the source of
a local outbreak, which can then be used for forward tracing or for further
backward tracing (by similar or other means) to an upstream source.
In Chapter 5, we introduce the idea of multilayer networks consisting of
awareness layers and active layers. Awareness layers represent avenues by
which information is made available to nodes, such as social media links. Ac-
tive layers represent more concrete bonds that satisfy higher goals, such as
buyer-seller relationships. Rather than merely looking at static relationships
or centrally designed and coordinated structures, we consider an agent-based
framework. Nodes themselves seek to build (or weight) links in active lay-
ers that maximize an objective function representing their perceived utility
(subject to constraints). They do so based on information available through
their connections in awareness layers.
Using simulation-based methods, along with analytical approaches where
the opportunity arises, we examine the properties of generative models of
such networks. We study different agent-based models, investigating various
classes of optimizations (choice of objective functions, as well as information,
selection, and noise models, etc.), and look at characteristics of the resulting
networks (convergence, degree distribution, distance properties, etc.). We
consider both noiseless and noisy maximization techniques, and discuss their
application to discrete choice models. We also examine the effects of scaling,
both in terms of the overall network size and the connectivity of the aware-
ness layer. One particularly notable finding is that greater awareness layer
connectivity leads to greater efficiency but less diversity in formation of the
active layer.
In Chapter 6, we take the findings about such generative models and apply
them to real data derived from food, energy, and water system (FEWS)
networks. We use the multinomial logit model for discrete choice to analyze
a large corpus of county-to-county trade data in freight, electronics, and
agricultural goods. We estimate parameters for the gravity model and price
elasticity for each buyer, expressing the impact of a seller’s pricing, distance,
and total sales volume on each buyer’s purchasing decisions. We show that
the actual purchasing patterns are more concentrated than would be expected
based on those factors alone, especially for buyers with many suppliers. In
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this respect, such empirical results agree with the simulation-based results on
diversity in generative models from Chapter 5. These findings are consistent
with the theory of rational inattention, and further illustrate the role of
information in the trade-off between market efficiency and sustainability.
4
CHAPTER 2
ON THE IMPOSSIBILITY OF
LOCALIZING MULTIPLE RUMOR
SOURCES IN A LINE GRAPH
2.1 Introduction
Rumor propagation and source detection problems (and their mathematical
analogs) arise in a variety of contexts, including cybersecurity, information
assurance, privacy, epidemiology, and social network analysis. Here we con-
sider the problem of rumor source detection in undirected line graphs. Given
a snapshot of the state of the network at an unknown point in time, we
wish to estimate the likelihood function of that state ever arising from a
given set of sources. For a uniform prior, this is equivalent to estimating the
probability that these were the true sources.
Similar problems and approaches have been considered previously. In [1],
the authors present the problem of maximum likelihood estimation of a single
source of a rumor which propagates according to the SI model. Despite its
structural simplicity, a line graph is actually shown to be a tougher challenge
than trees of higher degree. Here, we will generalize the approach to consider
a rumor with two sources. In [2], the authors consider the problem of multiple
sources in a tree under the SIR model, and where the infection process occurs
in discrete time. While the use of the SIR model actually allows for more
generality in the infection process, their method does not apply to trees of
degree 2, which is equivalent to our line graph model. Other current work in
this area includes [3], which looks at this problem from the opposite side —




Our propagation model is as follows. We represent our line graph (a regular
tree of degree 2) as the set of integers on the number line. We use the SI
infection model with edge-based propagation in continuous time to describe
the spreading of the rumor. That is, nodes are either “susceptible” (have not
yet heard the rumor) or “infected” (have already heard it). If a susceptible
node shares an edge with an infected neighbor, then the infection will “tra-
verse” that edge and infect the susceptible node with a waiting time that is
exponentially distributed with mean T . This means that if a susceptible node
has two infected neighbors, then the waiting time for it to become infected
remains exponential, but the mean drops to T/2. Once infected, a node re-
mains that way indefinitely. An important consequence of this model is that
we can invoke the memoryless property of the system to state that at any
given time, the next infection to occur is equally likely along any outgoing
edge from the current infected set.
2.2.1 Initial Setup
Our initial infections take place at two nodes simultaneously, at an unknown
time. If the initially infected nodes are not adjacent to each other, subsequent
infections can proceed from either source (or an interval of infected nodes
containing that source), and spread either to the left or the right, until the last
uninfected node between the two intervals becomes infected, at which point
subsequent infections can proceed from either end of the unified interval. If
the initially infected nodes are adjacent, then infections proceed according
to the “unified interval” case from the outset. We assume that at our time of
interest, the infected region is a single interval of integers on the number line.
If instead the infection were still two distinct intervals, we could be sure that
each interval had its own (single) source, and simply compute the likelihood
function for the source of each individual interval using the approach in
[1], resulting in a binomial distribution over the nodes of each interval. It
should be noted that while the probability of correctly identifying the exact
source node within such an interval goes to 0 as the size of the infection
increases (assuming a uniform prior), the source node can be localized with
high probability within a region whose size goes to zero as a fraction of the
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size of the infection. We will further assume that our single infected interval
is of even size. For simplicity, we will represent our eventual infected set as
the interval [1, 2K + 2] for some value of K. That way, once we place the
two initial infections, there are 2K remaining infections that need to occur
in order to reach our observed end state.
2.2.2 Sequential Evolution
Next, rather than considering the evolution of the system in a temporal
sense per se, we will invoke the memoryless property of the system, and
consider only the sequence in which infections occur. Beginning from the
initial two nodes, we will define an i.i.d. sequence of random variables Dn for
n = 1, 2, 3, . . . , which take on the values {1, 2, 3, 4} with equal probabilities.
A value of 1 corresponds to the next infection proceeding to the left from the
leftmost origin or interval (specifically, from the leftmost infected point of the
left interval), 2 corresponds to a rightward infection from the left interval, 3
corresponds to a leftward infection from the right interval, and 4 corresponds
to a rightward infection from the right interval. This is shown in Figure 2.1.
Note that once the two intervals become joined, it is no longer possible for
the infections corresponding to 2 and 3 to occur. However, for our purposes,
these cases will make no difference, so we will simply state for now that such
“extraneous” values of Dn will have no physical interpretation.
2.3 Analysis
It will also be useful for us to define a set of counting functions C1(N), C2(N),
C3(N), and C4(N), which simply count the number of instances in which
Dn takes on the corresponding values as n ranges from 1 to N . Formally,
let Cl(N) =
∑N
n=1 1{Dn=l}. Note that these functions are monotonically
increasing in N , and thus so are any sums of them.
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Figure 2.1: Infection sequence possibilities and uninfected regions. The
values of Dn correspond to the four possible ways the infection can grow.
2.3.1 Success Conditions
By using these functions, we can make precise the necessary and sufficient
conditions needed for infections at the two initial sources to lead to our de-
sired end state at some point, without requiring an explicit dependence on
time. For the moment, let S1 be the set of uninfected nodes in [1, 2K + 2] to
the left of the leftmost source, S2 be the set of uninfected nodes between the
sources, and S3 be the set of uninfected nodes to the right of the rightmost
source, as shown in Figure 2.1. Since we do not know the time at which
our end state would be reached, we must consider intermediate states, and
evaluate their interpretation with respect to our desired end state. We know
that once a node is infected, it remains that way. Therefore, if any node
which is uninfected in our desired end state is infected in an intermediate
state, then that state cannot “grow” into the desired state. Accordingly, our
infection must reach every node we desire to be infected before reaching any
node which we do not. If so, then our desired end state has been reached,
and if not, then it has not, and can never be. Since the sets of presently
uninfected nodes that we desire to see infected are S1, S2, and S3, and the
first undesired nodes that would be infected are those immediately to the left
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of S1 or immediately to the right of S3, then we can decompose the above
necessary and sufficient requirement for reaching the desired end state into
two conditions, which are:
Condition 1 : The two end intervals S1 and S3 must each become com-
pletely infected before the other end exceeds its bound. This is equivalent to
saying that when the total number of infections in these two regions reaches
their total size, the number of infections in each must match its size exactly.
Formally, let N0 be the last time at which C1(N0) + C4(N0) = |S1| + |S3|.
Then we require that C1(N0) = |S1| and C4(N0) = |S3|.
Condition 2 : The middle interval S2 must be completely filled before ei-
ther of the end intervals exceeds its bound. Let N1 be the first time that
C2(N1) + C3(N1) = |S2|. If we assume Condition 1 to be true, then the first
time one of the ends will exceed its bound is at N0 +1. Therefore, we require
N1 < N0 + 1.
Since the second condition assumes the first, the probability of both condi-
tions being satisfied is simply the product of the two individual probabilities.
Note that |S1|+ |S2|+ |S3| = 2K. Given Condition 1, it should be intuitively
clear that the most likely cases will be those where |S1| = |S3|. Since the prob-
abilities thatDn takes on 1 or 4 are equal, then for a given total sum |S1|+|S3|,
the allocation of that sum between C1(N0) and C4(N0) is a binomial distri-
bution, and the most likely partitioning of values is for C1(N0) = C4(N0).
(assuming an even total sum). This maximizes the probability of satisfying
Condition 1, and since we have not changed |S2|, the probability of satis-
fying Condition 2 has not changed either. Thus, we have maximized the
overall probability of success by positioning the sources equidistant from the
two ends of the infected region. (The case where |S1| 6= |S3| is not shown





Therefore, we will hereafter let |S1| = |S3| = k1, |S2| = 2k2, and k1 + k2 =




We now compute the probability of satisfying Condition 1. To do so, let us
consider only the values of n for which Dn = 1 or 4, and find the probability
that C1(N0) = C4(N0) = k1 given that C1(N0) + C4(N0) = 2k1. This is
equivalent to the probability, given 2k1 objects that are independent and
equally likely to be of one kind or another, that exactly k1 are of one kind
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For Condition 2, we can aggregate the outcomes Dn = 1 and 4 together,
and Dn = 2 and 3 together. We then wish to know the probability that
C2(N) +C3(N) = 2k2 before C1(N) +C4(N) = 2k1 + 1. While at first glance
this could appear to be difficult due to the uncertain end time, we can simply
consider the case where N = 2k1 + 2k2 = 2K. Since (C1(2K) + C4(2K)) +
(C2(2K) + C3(2K)) = 2K, then either C2(2K) + C3(2K) ≥ 2k2 (in which
case C1(2K) +C4(2K) < 2k1 + 1), or C1(2K) +C4(2K) ≥ 2k1 + 1 (in which
case C2(2K) +C3(2K) < 2k2). Thus, while the “end state” may actually be
reached earlier, it can be uniquely determined by observing the propagation
sequence at precisely this stage. Since these two aggregated outcomes are
equally likely, and k1 + k2 = K, we can consider the probability, given 2K
independent objects equally likely to be of one kind or another, that no
more than 2k1 are of a specified kind. This can be written in terms of the
regularized incomplete beta function as F (2k1; 2K, 0.5). While space does
not permit a derivation here, it can be shown that
lim
K→∞
F (2k1; 2K, 0.5) =

0 if k1 < 0.25(2K)
0.5 if k1 = 0.25(2K)
1 if k1 > 0.25(2K).
Accordingly, we can multiply the probabilities for Condition 1 and Condition
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2, and conclude that as K → ∞, the total probability of observing the
desired pattern of a single interval of 2K infected nodes at any point given




P (k1, K) =

0 if k1 < 0.25(2K)
0.5√
πk1
if k1 = 0.25(2K)
1√
πk1
if k1 > 0.25(2K).
2.4 Simulation
The foregoing model was tested by constructing a simulation model in MAT-
LAB. Results are shown in Figure 2.2 for instances of 2K ranging from 62 to
50,000. Note the increasingly steep drop-off on the left side of k1/2K = 0.25,
but the steady, gradual decay to the right. These empirical results agree with
the findings in the previous section.
2.5 Comparison and Conclusion
For a single source, it can be shown using the approach from [1] that the
likelihood function for the source given the observation follows a binomial
distribution, which converges to a Gaussian whose standard deviation grows
as
√
K. This means that, as K increases, the source can be localized with
high probability within a region whose size grows as
√
K, which becomes
vanishingly narrow relative to large values of K. In contrast, for the two-
source case, we have shown that for a given desired probability of correctness,
the size of the region within which the sources can be located grows as K, and
thus takes on a relatively constant fraction of the entire range (specifically, the
middle half). This makes localization of the sources essentially impossible.
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Figure 2.2: Simulation results validating theoretical findings. The top
graph shows the results for various infection sizes, while the lower graph







The propagation of infections in contagion networks is an important problem
that arises in many different contexts. Processes such as information dissem-
ination via rumors, creation of cultural fads, spread of computer viruses, and
similar phenomena can be studied by modeling one or more infections on
a graph of the underlying connections. One longstanding class of problems
(dating back at least as far as epidemiological studies of the London cholera
epidemic of 1854) is the identification of infection sources and their effect on
subsequent propagation.
Due to the large number of nodes and connections that are typically present
in such networks, source identification must be computationally efficient. In
current literature, the source identification problem has been studied un-
der varying assumptions about the infection process, the class of graphs,
the number of sources, and the information available regarding the infection
state.
Literature discussing centrality measures such as the Jordan center and
rumor center are relevant in the context of this work. In particular, [4]
proposes the rumor centrality measure which is proven to be optimal for d-
regular trees. Rumor centrality and its implementation through the message-
passing algorithm proposed in [4] are, therefore, a natural point of comparison
for the approaches that we propose in this paper.
The accuracy of rumor centrality as an ML estimator for various graph
classes is discussed in [1,4–6] for the SI (susceptible-infected) infection model.
On the other hand, the universality of the Jordan center for estimating the
location of a single source in a tree network for SI, SIS, SIR and SIRI models
is presented in [7]. In [8, 9], assuming a single source and SI model on tree
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networks, when the set of the infected nodes is only partially revealed, the
Jordan center is shown to be the source estimator that starts the infection
along its most probable infection path among the revealed nodes.
The location of a single infection source, given the infection snapshot, is
studied for SIS, SIR and SIRI infection models in [10], [2] and [11], respec-
tively. However, the study of infection sources is not restricted to the assump-
tion of a single source. Unlike the estimation of a single rumor source on a
line graph with an SI infection model, the localization of two rumor sources
for the same model is shown to be impossible in [12]. In [13], the number of
sources in a tree network is estimated. The problem of identifying multiple
rumor sources with different start times is studied in [14]. This work pro-
poses a two-source joint estimation algorithm that utilizes any known single
source estimation algorithm. The joint source estimation algorithm is shown
to converge to a local optimum of the estimation function when the network
is a quasi-regular tree with respect to the choice of single source estimator.
In [15,16] and [17], the problem of identifying multiple infection sources and
their respective infection partitions is studied under the assumption that the
order in which the nodes are infected is known. When the number of sources
is known to be two, the algorithm is shown to identify the infection sources
with probability approaching 1 as the network size increases. The problem
of identifying multiple infection sources and infection regions is studied for
the SIR infection model in [18,19] and [20].
A time-varying network under the SIR infection model is studied in [21].
At the macroscopic level, partial observations of a node’s geographic loca-
tion, connectivity, and its infection state are aggregated to create static but
partial estimates of the network in limited time windows. The nodes that
can facilitate complete rumor propagation paths are called ‘suspects’. Lastly,
the likelihood of each ‘suspect’ being the source is computed, and the most
likely ‘suspect’ node is identified as the rumor source. The recent work [22]
also uses a macroscopic model to study the minimum number of messen-
ger nodes needed for rumor source identification on directed and undirected
graphs. Identifying groups of individuals as single nodes, with infection states
defined by the fraction of local population infected, the number of messen-
ger nodes required is calculated using observability theory. An undirected,
scale-free graph is shown to need only one messenger node.
While [1, 4, 5] and [6] use a message passing algorithm for rumor source
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detection on trees and extend these results to general graphs by using their
spanning trees, [23] and [24] solve belief propagation equations and dynamic
message passing equations, respectively, on general graphs to detect the
source. The equations for belief propagation and DMP algorithms are exact
for trees.
The complementary problem of hiding the rumor source to impede reliable
detection has also been studied. If a significant fraction of the nodes are
equally likely to be sources, then probability of source detection might not
be very high. Therefore, an intelligent source can design strategies to spread
information while diminishing the probability of detection. The adaptive
diffusion model in [3, 25] and [26] hides the source perfectly in an infinite,
regular tree and for irregular trees limits the detection probability. In [27], a
strategic game between the rumor source and its adversary, the rumor source
locator, is designed.
Our work is based on the single source estimator for a stylized model
(extended star network) proposed in [28] (where it is referred to as a “star
network”). In [28], the ML estimate of a single rumor source is analyzed based
on an infection snapshot of the extended star network under the SI infection
model. Using the method of types, a tractable approximation to the ML
source is identified as the “ML center” (which we call the types center in this
work, to avoid confusion). The types center is argued to be asymptotically
accurate. In addition, numerical results indicate that the types center might
be accurate even for small infection sizes.
Since the types center offers a computationally tractable, yet accurate ap-
proximation, we use a heuristic to extend the types center measure into a
method for finding sources on general trees (the heuristic types center), and
design an algorithm to carry out the method. The performance and accuracy
of the resulting relative-leaf counting algorithm are compared to the message-
passing algorithm for rumor centrality, on both regular and non-regular trees
(rumor centrality is proven to be the optimal ML source estimator for infec-
tions on regular trees).
In Section 4.3, we outline the characteristics of an extended star network
and the assumptions of our model. In Section 3.2.2, we formulate the “true”
maximum likelihood (ML) estimator of the rumor source. In Section 3.2.3,
we recount the derivation of the types center, a method of types-based ap-
proximation to the ML source estimate. In Section 3.2.4, we discuss the
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qualitative properties of the types center, and show some contrasts with the
properties of the rumor center for extended star networks. Furthermore, in
Section 3.3 we extend the principle of the types center to design the heuristic
types center source estimator for general trees. In Section 3.3.1, we lay out
a specific procedure for computing this center. The computational efficiency
and the accuracy of the heuristic types center are compared to those of the
rumor center in Sections 3.3.2 and 3.3.3, respectively.
3.2 Source Estimation in Extended Star Networks
3.2.1 Model
In this work, we define an extended star network as a hub node, O, with m
“arms” of nodes proceeding outward from O. The nodes of each arm will be
numbered starting with 1 (for the node adjacent to O) and increasing from
there.
We use the SI infection model with edge-based propagation in continu-
ous time to describe the spreading of the rumor. That is, nodes are either
“susceptible” (have not yet heard the rumor) or “infected” (have already
heard it). If a susceptible node shares an edge with an infected neighbor,
then the infection will “traverse” that edge and infect the susceptible node
with a waiting time that is exponentially distributed with mean T . Once
infected, a node remains that way indefinitely. An important consequence
of this model is that we can invoke the memoryless property of the system
to state that at any given time, the next infection is equally likely to occur
along any outgoing edge from the current infected set. For a given observed
infection pattern (the subgraph of infected nodes at some point in time), we
wish to find the maximum likelihood estimate of the source giving rise to
that infection pattern.
Our infection pattern consists of O, along with the closest ki nodes along
each arm i. If the infection were confined to m = 1 or 2 arms, we could
simply consider the problem on a line graph, and the ML solution is well-
known to be the midpoint of the infection (in fact, for a uniform prior,
the likelihood function follows a binomial distribution on the infected nodes
[4,12]). Since the infection arises from a single source, it must be contiguous,
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Figure 3.1: A sample infection on an extended star network for m = 5.
so any infection which spans multiple arms must also include O. This is
illustrated in Figure 3.1.
3.2.2 ML Source Estimation in Extended Star Networks
For a given infection pattern (as described in Section 4.3), we compute the
likelihood of the observed pattern occurring at some point in time, given that
the rumor originated at O. Each of the m arms is set to acquire an additional
infected node after its own IID waiting time. Since the waiting time RVs are
memoryless (because they are exponentially distributed) and independent,
with identical infection rates, 1
T
, each of the m arms has an equal probability
( 1
m
) of acquiring the next infected node in the sequence.
Let κ := (k1, k2, · · · , km) and K =
∑m
i=1 ki. Then the probability of ob-
serving ki infections along arm i is given by a multinomial distribution
P (O;κ) =
K!
k1!k2! . . . km!mK
. (3.1)
If instead, the rumor source is located along one of the arms (let us as-
sume, without loss of generality, that the source is located on arm 1) at node
l, then the propagation of the rumor occurs in two phases: At first, the in-
fection spreads along arm 1 in either direction, until the inward propagation
reaches O. At that point, it can spread outward along any of the m arms.
Accordingly, we decompose the set of possibilities according to the extent
that the infection proceeds outward along arm 1 before the inward propaga-
17
Figure 3.2: Illustrating the calculation in (3.3). Note that r can range from
0 up to k1 − l.
tion reaches O. Suppose the infection reaches an additional r nodes beyond l
before reaching O, as shown in Figure 3.2. Then the probability of r outward
infections and l− 1 inward infections (in any order) followed the last inward






. Afterwards, the probability of fulfilling the
remaining infections exactly can be computed using (3.1), replacing k1 with
k1 − (r + l). Multiplying these two probabilities, we obtain






(K − (r + l))!
(k1 − (r + l))!k2! . . . km!mK−(r+l)
=
(r + l − 1)!
r!(l − 1)!2r+l
(K − (r + l))!
(k1 − (r + l))!k2! . . . km!mK−(r+l)
. (3.2)









(K − (r + l))!




(r + l − 1)!
r!(l − 1)!2r+l
(K − (r + l))!
(k1 − (r + l))!k2! . . . km!mK−(r+l)
. (3.3)
3.2.3 Derivation of the Method of Types Approximation,
Types Center
In order to further analyze the situation, we will use the method of types.
For a source with a uniform distribution on X, the probability of observing




2−nsD(Q||UX) ≤ P (T ns(Q)) ≤ 2−nsD(Q||UX), (3.4)
where |χ| is the size of the set of choices [29]. Note that the lower and
upper bounds are the same except for the leading term in the lower bound.
Therefore, we will work with the upper bound for now, and consider the
effect of the leading term in the lower bound afterwards.
P (T ns(Q)) ≤2−nsD(Q||UX) = 2−ns(log |X|−H(Q))
=2−ns(log |X|+
∑
X Q(x) logQ(x)). (3.5)






where h(l, r;κ) = h1(l, r;κ) + h2(l, r;κ) with
















k1 − (r + l)
K − (r + l)
,
k2
K − (r + l)
, . . . ,
km
K − (r + l)
)]
. (3.9)
Remember that we are interested in finding the value of l that maximizes
this expression, and observe that the value of the sum is asymptotically
dominated by the term with the largest (or least negative) exponent. Fur-
thermore, notice that the terms of the sum depend only on r+ l rather than r




) in the first exponent.
This value is maximized when r = l. Therefore, we can conclude that the
dominant term of the sum for the maximizing value of l occurs when r = l.
If this were not the case, we could replace r with r′ and l with l′, where
r′ = l′ = r+l
2
and obtain a more dominant term with a different value of l.
Accordingly, we will replace r with l going forward, and in the process, we
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eliminate the first part of the dominant term.
































Taking the exponent, and setting the derivative with respect to l to zero, we
obtain









In other words, l is chosen so that the remaining length of arm 1 once
O is reached is equal to the arithmetic mean of the other arms. Since we
can apply this reasoning to any arm, we have a local maximum for any arm
whose length is above average. However, the form of the exact solution in
(3.3) makes it clear that the global maximum is attained when the longest
arm is chosen to be arm 1. Let us denote this choice of l as the types center,
l̂.
Having chosen l̂ to optimize the upper bound, let us consider the effect of
the leading coefficient in the lower bound. While it is different for each term















Consider what happens if we allow the pattern to grow larger, but maintain
the relative sizes of the k’s (in other words, replace each k by nk, and let n
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go to infinity). Then

















Remember that the types center, l̂, was chosen (proportional to the ki’s)
in such a way as to minimize the (negated) exponent in (3.11). Therefore,
letting l = nl̂ will yield the minimum exponent in (3.14) and (3.15) (n times
the old optimal exponent). If, instead, we were to choose l = l′ 6= nl̂ (relative
to the k’s), then the higher (negated) exponent will eventually cause the
upper bound in (3.14) evaluated at l′ to drop below the lower bound in
(3.15) evaluated at l̂. Therefore, for sufficiently large instances, our choice of
l = l̂ must be optimal. In fact, our empirical results suggest that this is the
case even for smaller instances.
3.2.4 Qualitative Properties of the Types and Rumor Centers
in Extended Star Networks
In this section, we consider some qualitative properties of the types center,
and contrast them with those of the rumor center [4]. We consider a spe-
cial case of the extended star network. Based on the visual similarity to a
biological structure, let us define a neuron as a region of an extended star
network that includes O, and whose arms only take on two distinct lengths.
The shorter arms, called dendrites, have length L0, while the longer arms,
called axons, have length L0 +L1, and we stipulate that both L0 and L1 are
strictly greater than 0. This is illustrated in Figure 3.3.
Suppose our infection pattern is a neuron with a single axon. If there is
only a single dendrite as well (meaning m = 2), then effectively this is the
same as a line graph of length 2L0 +L1. In this case, the distance center and
the types center would both be on the axon at node L1/2.
Firstly, consider an increase in the number of dendrites (and the corre-
sponding m). (Note that this is different from choosing a larger m to begin
with and allowing the “extra” arms to have length 0 at the outset.) The
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Figure 3.3: A neuron with two axons and five dendrites.
types center remains at 2L0 + L1, because the second term in the numera-
tor of (3.12) remains constant. However, the distance center would begin to
move towards O, and eventually reach it and stay there. Thus, the types
center and the distance center will no longer be the same. In contrast, [4]
tells us that the distance center and rumor center are the same if the latter
is unique, so we know that the types center (which is unique in this case)
and the rumor center cannot be equivalent. (This is not inconsistent with
the findings in [4], since they do not claim the rumor center to be optimal in
the ML sense for non-regular trees, but we have identified a fairly simple yet
clear example where these two may differ significantly.)
To illustrate a second significant difference between these two centrality
measures, consider a neuron with n dendrites and n+ 1 axons, where n > 2.
It can be easily shown that the (unique) rumor center in this case is at O
(otherwise there would be at least n equivalent rumor centers by symmetry,
while [4] guarantees us that a tree can have at most 2 rumor centers). How-
ever, (3.12) tells us that there are n + 1 equiprobable types centers, located
at node L1/4 on each of the axons.
3.2.5 Computational Results
Since the types center derivation in Section 3.2.3 relies on large deviation
theory, we include some computational results in Table 3.1. These results
were derived using the exact combinatorial expression in (3.3), not the sub-
sequent approximations. Note that in each case, the types center coincides
exactly with the ML source estimate.
The early examples show how the results scale for different sized regions
with the same proportions, and suggest that the types center in (3.12) often
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Table 3.1: ML source estimate coincides with types center.
m Arm Lengths ML source (Assume Arm 1)
3 4, 2, 2 1
3 20, 10, 10 5
3 200, 100, 100 50
3 40, 40, 20 5 (Arms 1 & 2)
3 200, 200,100 25 (Arms 1 & 2)
3 20, 20, 0 5 (Arms 1 & 2)
3 100, 100, 0 25 (Arms 1 & 2)
3 300, 200, 100 75
3 5, 1, 1 2
3 50, 10, 10 20
3 500, 100, 100 200
4 500, 100, 100, 100 200
5 500, 100, 100, 100, 100 200
5 500, 500, 100, 100, 100 150 (Arms 1 & 2)
5 160, 120, 80, 0, 0 55
5 1000, 800, 600, 400, 200 250
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works exactly, even for very small cases (despite the fact that we used large
deviation methods to derive it). The later ones show the results to hold for
larger m and more diverse arm lengths. (Of course, this table only represents
a tiny fraction of possible arm length combinations, which are all reasonably
small and were chosen to have results that are easy to interpret, so it is
entirely possible that not every case will work this well, especially at larger
scales.)
3.3 Heuristics for Extension of the Types Center
Metric to General Trees
In this section, we extend the definition of the types center to cases with
a single infection source and a general tree as the underlying network. We
propose an algorithm to compute this heuristic types center for an infection
on a tree network. We prove that, for an extended star network, the algorithm
converges to the types center defined previously. We provide an analysis of
the computational complexity involved, and compare the accuracy of the
heuristic types center to that of the rumor center, on regular trees as well as
non-regular trees.
3.3.1 The Relative-leaf Counting Algorithm
The expression found in (3.12) is satisfying in multiple ways. On one hand,
it provides very strong performance (its deviation from the ML source grows
only as the logarithm of the network size, and it is anecdotally even better in
many cases, as shown in Table 3.1). On the other hand, the computational
work required is negligible – for a fixed κ, it is a simple expression involving
only non-iterative computation. Therefore, it is natural to ask whether this
approach, which works so well on extended star networks, can be generalized
to address rumor source identification problems on more general graphical
structures. Here, we will consider the case of trees, as is commonly done in
rumor source identification literature (such as [4, 7] and [9]).
In considering how such an extension might be done, we will make two
observations about how the method in Section 3.2.3 works.
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Figure 3.4: Modifications to the extended star network.
For our first observation, we note that in (3.12), replacing the shorter arms
with arms of their average length µ−1 does not change the types center, be-
cause l̂ is only a function of k1 and µ−1. Looking further back at (3.3), we
see that modifying k2, · · · , km in this way only affects the second multipli-
cand within the summation, and only by a constant scaling factor which is
independent of k1, r and l.
P (l;κ′) =
k2! ∗ · · · ∗ km!
(µ−1!)m−1
· P (l;κ) (3.16)
where κ = (k1, k2, · · · , km), κ′ = (k1, µ−1, · · · , µ−1).
Therefore, for every l, the probability of observing the new infection pat-
tern is a constant scaling of the probability of observing the original infection
pattern. This preserves not only the location of the maximum, but also the
relative probabilities for all values of l on arm 1. Thus, we can replace an
extended star network with a “neuron” (Section 3.2.4) without changing the
source estimation along arm 1 in any way, as shown in Figure 3.4(a).
For our second observation, we revisit our first observation from Sec-
tion 3.2.4. There, we noted that increasing the number of “dendrites” (shorter
arms of equal length) does not change the types center along arm 1. This is
also consistent with (3.12), which only depends on the average length of the
shorter arms, not on their number.
The opposite argument is also true. Decreasing the number of dendrites
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does not change the location of the types center along arm 1. If we reduce
the number of dendrites to 1, we essentially replace a “neuron” with a “line,”
as shown in Figure 3.4(b). Unfortunately, this reduction lacks the precision
of the previous one – while the location of the maximum is preserved, the
relative values of the likelihood of the other candidate nodes do not scale
uniformly as before. Nevertheless, we consider this a useful heuristic for
simplifying trees.
Using these two simplifications and the observation from (3.12) that the
distance to the types center along the longest arm depends only on the aver-
age length of the shorter arms, we propose applying a sequence of such sim-
plifications to any tree-shaped infection pattern, successively reducing it to
a simpler structure (while maintaining and updating the average arm length
information accordingly), until we are left with an extended star network.
We can then use the aggregated average length data to define the heuristic
types center, just as we did before. From here on, we will also refer to the
heuristic types center as the types center. To calculate the types center,
consider the undirected graph that describes the underlying tree, given by
G = (V , E). Let the infection graph be Gi = (Vi, Ei), where Vi ⊆ V are the
infected nodes and (u, v) ∈ Ei ⊆ E iff u, v ∈ Vi and (u, v) ∈ E .
Practically speaking, we will proceed by starting at the leaves of the tree Gi
and working our way “in,” keeping track of the distance to the first generation
of uninfected descendants. We call this distance “arm length.”
Whenever we reach a branching point, we wait until we have the arm
lengths for all neighbors but one (i.e. the “children”), and posit that the
remaining neighbor must therefore be the “parent.”1 We then implement
both of the aforementioned simplifications in principle. We consider the
branching point as the beginning of an infected arm with length (distance
to the first generation of uninfected descendants) equal to the average of its
children’s arm lengths plus one. We call such a branching point a “relative-
leaf.” This relative-leaf is then appended to the list of leaves.
In mathematical terms, for every undirected edge (u, v) ∈ E with u ∈ Vi
and v ∈ V , l̄u(v) is the average “arm length” of v as seen from u, as described
1We assume that the algorithm is implemented in such a way that there is no am-









|NG(v)\{u}| , if v ∈ Vi, |N
Gi(v)| 6= 1.
1, if v ∈ Vi, |N Gi(v)| = 1.
0, if v /∈ Vi, u ∈ Vi.
(3.17)
l̄u(v) measures a weighted average distance of v from the first generation
of uninfected descendants, which belong to the largest subtree on G, that
contains v but excludes u.
We continue processing leaves and relative-leaves until we reach a putative
“root,” all of whose neighbors have been accounted for as children. At this
juncture, we examine the accumulated average arm lengths of root’s children,
l̄root(u), ∀u ∈ N G(root). Then, if the longest arm is more than one hop
longer than the average of the shorter arms, we revise our estimate of the
root (moving one hop along the longest arm), then recompute.
To illustrate this point, we look back to extended star networks and (3.12).
We know that the types center for an extended star network is x := 1
2
(k1 −
µ−1) hops away from the hub node O on the longest arm (arm 1). The types
center has
{
m neighbors, if l̂=O.
2 neighbors, if l̂ 6=O.
In both cases, l̂ is such that l̄l̂(u) is (nearly) the
same for all u ∈ N G(l̂). That is, for u : (l̂, u) ∈ E ,
{l̄l̂(u)}u =
{
{k1 − x, x+ µ−1}, if l̂ 6= O.
{k1, k2, · · · , km}, if l̂ = O ⇐ constant ki.
More precisely, the estimate of the root node is modified until l̄root(u), ∀u ∈
N G(root) satisfy (3.18) from Theorem 1.
The algorithm for implementing this process is described below.
Algorithm 1. The relative-leaf counting algorithm for source detec-
tion in tree networks.
Inputs: G (network graph), Vi (infected nodes)










/* Discover Leaves */
for all v ∈ Vi do
N G0 (v)← uninfectedNeighbors(v) 2





if numNeighbors(v)− |v.children| == 0 then
root← v
end if
if numNeighbors(v)− |v.children| == 1 then




/*Discover Parent, Average Arm Lengths, Update Leaves List*/
while leaves 6= {} do
v ← leaves(1) /*Random leaf for asynchronous version.*/
par ← Neighbors(v) \ v.children /* par = parent */
par.children← par.children ∪ {v}
par.armLens← par.armLens ∪ {v.avgLen}
leaves← leaves \ {v}
if numNeighbors(par)− |par.children| == 1 then
2Assume that each infected node has a table of the nodes it has not infected with the
rumor.
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par.avgLen← 1 + avg(par.armLens)
leaves← leaves ∪ {par}
end if
if numNeighbors(par)− |par.children| == 0 then
root← par
leaves← leaves \ {par}
end if
end while
/*Move root along longest arm until arm lengths are balanced.*/
whilemax(root.armLens)−1 > avg(root.armLens\{max(root.armLens)})
do
/* If multiple maxima exist, run each individually. */
maxIdx← index(max(root.armLens))
ṽ ← root.children(maxIdx)
root.children← root.children \ {ṽ}
root.armLens ← root. armLens\ {root. armLens (maxIdx)}
root.avgLen← 1 + avg(root.armLens)
ṽ.children← ṽ.children ∪ {root}
ṽ.armLens← ṽ.armLens ∪ {root.avgLen}




Theorem 1. On a tree graph, the relative-leaf counting algorithm converges
to a solution, v∗ ∈ Vi, such that
l̄v∗(u
∗)− l̄u∗(v∗) ≤ 0, (3.18)
where u∗ = arg max
u∈NG(v∗)
l̄v∗(u).
The rationale behind (3.18) is as follows:
On the extended star network, l̂ on (longest) arm 1 locates the midpoint
between two arms of length k1 and µ−1 =
k2+···+km
m−1 . (Refer to Equation 3.12.)
On the general tree G, u∗ is the child of v∗ with the longest arm of length
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l̄v∗(u






|N G(v∗) \ {u∗}|
≤ 1.
But, l̄u∗(v




|N G(v∗) \ {u∗}|
.
Corollary 1. For the extended star network, the relative-leaf counting algo-
rithm converges to the types center, as given by (3.12).
3.3.2 Analysis of Computational Complexity
In this section, we present the run times of the types and rumor centers.
Furthermore, we study the worst-case complexity of calculating the types
and rumor centers. We find that the relative-leaf counting algorithm for
calculating the heuristic types center on trees offers an improvement in com-
putational efficiency when compared to the message-passing algorithm for
finding the rumor center [5].
We begin by considering average case running time, based on empirical
testing in simulation. We choose five different non-regular trees at random.
(For testing purposes, we generate trees with random uniform degree distri-
bution, the degrees 2, 3, 4, 5 and 6 being assigned equiprobably and inde-
pendently.) For each random tree, we create 100 different infection patterns
of various sizes (for each set, we define a hard minimum size, and compute
an average size as well), and measure the running time needed to compute
each of the metrics. As shown in Table 3.2, the run times increase fairly
Table 3.2: Run time (averaged over 100 infections of varying sizes N on
each of five different random non-regular trees).
Nmin Navg Types Center Rumor Center
100 111.82 0.4372 s 0.5026 s
70 82.92 0.3545 s 0.3991 s
50 62.60 0.2779 s 0.3181 s
40 53.33 0.2453 s 0.2796 s
25 36.15 0.1945 s 0.2069 s
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linearly with Navg for both the types and rumor centers. Except for the
smallest infection set, the types center consistently requires about 12-13%
less computation time than the rumor center. As expected, we notice that
the gap between the run times for the types and rumor centers increases with
increasing Navg on an absolute basis.
Now we turn our attention to worst case running time, which we examine
through asymptotic analysis. Calculation of the types and rumor centers
occurs in O(N) computations,3 where N = |Vi|. All the quantities in the
message-passing algorithm for the rumor center are integers in the range of
[1, N !]. However, the relative-leaf counting algorithm for the types center
utilizes real (rational) numbers in the range [1, N ]. Assume that for the
relative-leaf counting algorithm we utilize ρN ≤ log(N) decimal places.
a1) At a node of degree d, the rumor center needs:
(a) d summations of worst-case complexity:
O(log(N)).
(b) 2d multiplications of worst-case complexity:4
O(log p log log p log log log p), where p = O(N !).5
a2) At a node of degree d, the heuristic types center needs:
 at least d and at most 2d summations of worst-case complexity:
O(log(N) + ρN).
 at least 1 and at most 2 divisions of worst-case complexity:
O(q log q log log q), where q = logN + ρN .
b) For the rumor center, the node selected as root in the message-passing
algorithm of [5] needs to compute the factorial of N−1 and its product
with N − 1 numbers.
 Worst-case complexity for the factorial is:
O(log p log log p log log log p), p = O(N logN).
3We will disregard the computation time for the finding the node(s) with the highest
(arm length, rumor centrality) attributes.
4As per Schönhage-Strassen’s algorithm.
5Since the multiplicands are product of the number of nodes in each subtree.
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 N − 1 divisions of worst-case complexity:
O(log p log log p log log log p), where p = O(N !).
Therefore, the worst-case complexity of the relative-leaf counting algorithm
at any node is O(q log q log log q), where q = logN + ρN and the worst-case
complexity of the message-passing algorithm at any node is
O(log p log log p log log log p), where p = O(N !).
3.3.3 Performance of the Types and Rumor Centers in
General Trees
In this section, we simulate infections on d-regular as well as non-regular
infinite trees in order to compare the performance of rumor center and types
center approaches. Then, we provide some overall remarks on how these
two different rumor source estimators compare. Throughout the section, we
examine performance by generating infections over different types of graphs,
and then comparing the proximity of the actual infection source to both the
types center and the rumor center estimates.
Regular Trees
In our first round of performance testing, we simulate infections on regular
infinite trees of degrees 2, 3 and 4. Note that in such regular trees, the
rumor center is proven to be the optimal ML source estimator [5]. There-
fore, the question of interest in these cases is whether types center achieves
similar performance as rumor center. To that end, we generated exponen-
tially distributed infection times to create infected subtrees with at least 100
nodes. In practical implementation, the types center can be computed in
a synchronous (as described above) or asynchronous fashion (in which case
each node might experience a random delay before it relays information to
its parent). Allowing for this delay may affect the order in which nodes get
processed, but allows more flexibility to execute a parallel implementation of
the algorithm. Therefore, in our simulations we examine the performance of
both synchronous and asynchronous approaches.
The types and rumor centers are computed for 500 infection instances for
each value of d, and the statistics of their distances from the actual source are
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(a) (2,3,4)-regular trees. (b) (3,4)-regular trees.
(c) Non-regular trees.
Figure 3.5: Accuracy of source estimators on trees of size ≥ 100.
plotted in Figures 3.5a (degrees 2, 3, and 4) and 3.5b (degrees 3 and 4 only,
thus focusing on shorter-tailed cases). These results show that the types
center distances are indeed very similar to the ML-optimal rumor center
distances. Moreover, in Figures 3.6a and 3.6b we compare the difference
between the distance of the rumor and the types centers from the actual
source for the same infection instances. These figures reveal that the two
centers achieve very close proximity to the source as desired, with types
center being no more than 3 hops farther than the rumor center in all cases,
and being at most 1 hop farther than the rumor center in ∼ 95% of the cases.
Non-regular Trees
Having observed the proximity of types and rumor centers in regular trees,
we next simulate infections on non-regular infinite trees. To that end, we
generate trees with random uniform degree distribution, the degrees 2, 3,
4, 5 and 6 being assigned equiprobably and independently at every node.
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Note that for such non-regular trees, neither rumor nor types center has any
optimality guarantees. Applying an exponential distribution on infection
times as before, we create infected subtrees with at least 100 nodes over the
non-regular trees. The types and rumor centers are computed for 20 infec-
tion instances on each of 250 different non-regular trees, and the statistics
of their distances from the actual source are plotted in Figure 3.5c. When
compared to the regular-tree cases, we observe that the performance differ-
ence between the types and rumor center appears to reduce. In fact, this
observation is further reinforced in Figure 3.6c, which shows that the types
center actually had a smaller distance from the true source about 25% of the
time, the same distance about 37% of the time, and a larger distance about
38% of the time when compared to the rumor center. As such, we observe
that the estimation provided by the types center becomes more competitive
against the estimation provided by the rumor center for non-regular trees.
Moreover, as seen in Figure 3.5 for both regular and non-regular trees, the
asynchronous implementation of the relative-leaf counting algorithm reduces
accuracy minimally, while utilizing the same amount of computation time as
the synchronous operation of the relative-leaf counting algorithm.
Table 3.3: Mean and variance of distance from true source to estimates for








µ σ2 µ σ2 µ σ2
100 0.8838 0.8374 0.6806 0.7110 1.0696 1.0610
70 0.9940 0.9242 0.8758 0.7465 1.1836 1.1307
50 1.1790 0.9879 0.9794 0.8248 1.3928 1.2314
40 1.3128 1.0755 1.0246 0.8663 1.4860 1.2580
25 1.3932 1.0940 1.0956 0.9155 1.5612 1.2688
Table 3.3 investigates the performance of rumor center as well as syn-
chronous and asynchronous types centers as the size of infections grow. They
show the reassuring property that the estimation errors of each center de-
crease in mean and in variance as the infection size grows. However, the
growth of the infection size also increases the computational complexity, and
thus the run time of the estimators (as discussed in Section 3.3.2 and in
Table 3.2).
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(a) (2,3,4)-regular trees. (b) (3,4)-regular trees.
(c) Non-regular trees.
Figure 3.6: Case by case comparison of the types and rumor centers on
trees of size ≥ 100.
One interpretation of these results is that, in applications where computa-
tion time is at a premium, the types center might be an acceptable alternative
to the rumor center for non-regular trees, since it provides very similar per-
formance at a lower computational cost. This may be especially true for
larger cases, where the savings in absolute terms may be substantial. In such
cases, the relatively marginal performance difference may not be of tremen-
dous concern, especially since the error magnitude actually decreases with
increasing network size (for either metric).
Another possibility is that, in cases where computation time is somewhat
less of a concern, but we wish to put a premium on accuracy, we could
actually run both algorithms, and use the results together in some fashion
– either as cross-validation, or using a synthesis strategy that utilizes both
centers. For example, in an application where the estimated center is to
be used as a starting point for in-depth forensic analysis (perhaps involving
closer investigation of a particular person, computer on a network, etc., all
of which can be far more costly or disruptive than running an algorithm),
then the search space could be modified to prioritize nodes that are near
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one or both centers, or on/near the path between them, etc. Especially in
applications where nodes might have high degree, and even a small distance
can lead to a large search space, any refinement of such a space could provide
significant benefits on the back end, which could more than justify the higher
computational costs in such cases (less than double, according to our results).
3.4 Conclusion
In this work, we aim to efficiently locate the source of an infection in tree-
structured networks under the SI infection model. Starting with the case of
extended star networks, we derive the types center, a method of types-based
approximation to the ML source estimator on the infection graph. We show
empirically that this estimator is exact for a selection of relatively small test
cases, and prove that it is asymptotically accurate to within an O(log(n))
neighborhood within the network, providing highly efficient source identifica-
tion even in large networks (especially compared to the error margins seen in
other, similar problems, such as the O(
√
n) best possible accuracy for single
source identification in a line network [4]). We also show that this estima-
tor has different qualitative properties than the rumor centrality measure for
infections on extended star networks.
Next, we extend this estimation approach from extended star networks to
general trees, using the same principles to design the relative-leaf counting al-
gorithm. Preliminary simulation testing shows that as network size increases,
the required computation time goes up, but the estimation error goes down.
When compared to the rumor centrality measure, the heuristic types center
offers a trade-off – competitive error performance (sometimes higher, some-
times lower, though slightly higher on average), but lower computation time.
Therefore, our algorithm makes sense either as an alternative method in ap-
plications where computation cost is at a premium, or as a supplemental
tool to be used in combination with rumor centrality in a diversity-based
approach, in cases where improved performance (or a reduced search space)








Localizing sources of spreading processes in networks has become a well-
studied inference problem in information theory and signal processing [4,16,
30]. As part of the COVID-19 pandemic response, there has been a strong
focus on (forward) contact tracing to determine who might have been exposed
to the pathogen. Due to the clustered nature of this disease spread, however,
there has been recent interest in backward contact tracing to determine the
source of a pathogen, which in turn facilitates forward tracing [31–33]. We
wish to be able to analyze the effects of so-called superspreading events,
where one or more infected individuals can potentially infect a large number
of others all at once. This could arise from something like shared airspace, or
contamination of a physical object or surface that was subsequently touched
by many others. This is especially important since it is estimated that 80
percent of infections arise from only about 10 percent of cases [34,35], making
the outsized role of such events in this case particularly clear.
Distinct from the clustered nature of disease spread, much has been made
of the concept of social distancing as a barrier against transmission, but in
practice, most people exist in one or more situations where such isolation
is not consistently maintained – perhaps due to a lack of available space,
necessary interaction, or just personal preference. Transmission within such
settings may well occur far more easily and quickly than through less direct,
sustained interactions. There is greater clustering in social networks them-
selves as people form social bubbles due to such contact adaptation [36]. Some
naturally occurring examples of this might include immediate family mem-
bers living together, co-workers in close quarters, a group of friends at a social
gathering, or children in school or daycare. In addition to such externally
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driven structures, some individuals and/or families have deliberately chosen
to form social bubbles of others with whom they interact regularly, while lim-
iting contact with outsiders. This may take the form of small groups, such as
a pair of neighboring families, or large ones, including sports leagues such as
the National Basketball Association or National Hockey League. However,
these bubbles may not necessarily be exclusive, in that people may choose to
participate in more than one such bubble (with or without the knowledge or
approval of others in those bubbles). In practice, such settings may overlap
in one or more individuals: a workplace employee also has a family, a couple
might attend multiple social gatherings together, or several children from
one family may go to the same daycare. As such, spreading models that cap-
ture group-based transmission may be more insightful than ones based on
person-to-person transmission, so as to localize COVID-19 superspreading
events.
To model pathogen spread via groups, one may use bipartite graphs [37]
where people are one kind of node and associations another. As an alterna-
tive, we consider spread over hypergraphs that correspond to such bipartite
graphs, where nodes are people and hyperedges are associations. As sum-
marized in a very recent review paper [38, Sec. 7.1.2], there is some study of
spreading process dynamics in hypergraphs [39–42], but no study on source
localization.
Since infection source localization in general networks is mathematically
difficult, one must make some simplifying assumptions to define a more
tractable problem. In our case, we extend the model of susceptible-infected
(SI) spreading over extended star networks [28] to an analogous class of ex-
tended star hypertrees. For the situations described by our model, we define a
computationally efficient approximation to the maximum likelihood estimate
(MLE) of the hyperedge containing the source of the infection relative to the
particular infected set in an observed snapshot of data. We then prove the
approximation is close to MLE (in the sense of [28]), and also give simulations
demonstrating efficacy of the estimator.
Beyond COVID-19 and similar pandemics, our approach also models infor-
mation propagation when transmitted in a one-to-many manner, rather than
via one-to-one communication as modeled in traditional rumor spreading [4].
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4.2 Source Localization for Graphs
Let us review the standard SI compartment model of infection spreading on
graphs, with edge-based propagation in continuous time. That is, at any
particular point in time, nodes are either susceptible or they are infected and
capable of infecting susceptible individuals. All nodes begin as susceptible,
except for one (the source), which becomes infected through some outside
action. Subsequently, if a susceptible node shares an edge with an infected
neighbor, the infection will traverse that edge and infect the susceptible node
with a waiting time that is exponentially distributed with mean T . Once
infected, a node remains that way indefinitely. Due to the memorylessness
property of the system, at any given time the next infection is equally likely
to occur along any outgoing edge from the current infected set.
Assume there is a single source. Source localization in a graph is then,
given an observed infection pattern (the subgraph of nodes infected at some
point in time), finding the MLE of the source node giving rise to that infection
pattern.
Let an extended star network be a tree with exactly one node of degree
> 2: this center node is denoted O. The m neighbors of this node give rise
to m arms—chains of successive nodes of degree 2. The nodes of each arm
are numbered starting with 1 (for the node adjacent to O) and increasing
from there.
If the contagion were confined to a single arm, source localization reduces
to a problem on a line graph, and the MLE is well known to be the midpoint
of the infection (in fact, for a uniform prior, the likelihood function follows
a binomial distribution [4, 12]). Therefore, we assume that any nontrivial
infection pattern will comprise O, along with the closest ki nodes along each
arm i. For an extended star network, there is a simple, closed-form expression









Further analysis in [43] tightened the approximation bound for this estimator.
Note that estimator (4.1) is scale-invariant—all arm lengths ki can be scaled
by a constant, and the resulting value of ` will be scaled by the same constant.
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Figure 4.1: The hypertree generalization of an extended star tree.
4.3 Spreading Process on Hypergraphs
Having an understanding of spreading and source localization on graphs, now
we turn to hypergraphs.
A hypergraph is a generalization of a graph, consisting of a set of nodes
and hyperedges. Unlike in a graph, where an edge can only connect two
nodes, a hyperedge can connect two or more nodes. For present purposes,
we further define a hypertree (cf. junction trees in statistical inference [44])
as a hypergraph that inherits the conventional properties of trees—that is,
it is connected, undirected, and acyclic.
For source localization, our hypertree consists of a set of nodes represent-
ing all individuals under study, and a set of hyperedges representing the
various non-distanced groupings in which these nodes exist. We denote these
hyperedges as
{E0, E1,1, . . . , E1,k1 , E2,1, . . . , E2,k2 , . . . , Em,1, . . . , Em,km}
such that for all i, E0 ∩ Ei,1 6= ∅; for all i, j, Ei,j ∩ Ei,j+1 6= ∅; and all other
intersections are empty. This is shown in Figure 4.1.
Intuitively, E0 represents a superspreading event, with its members being
individuals in attendance. The remaining hyperedges are arranged in m arms
of lengths {k1, . . . , km}. The first hyperedge of each arm has an overlap with
E0, as do successive neighboring hyperedges within each arm.
To develop a hypergraph SI model, we consider each hyperedge to be in
either a susceptible or infected state, since we assume close and continuing
contact among members of a hyperedge. Once infected, a hyperedge remains
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that way indefinitely. We recognize this means a node can be a member of
both a susceptible hyperedge and an infected hyperedge at the same time,
but such an ambiguity is at worst only temporary. If necessary, ambiguities
may be resolved as desired (presumably in accordance with an appropriate
physical model), as long as it is done in a consistent manner.
Spreading is still modeled in continuous time. When v members of a
susceptible hyperedge are also members of a different, infected hyperedge,
the entire set of nodes in the susceptible hyperedge becomes infected with
a waiting time that is exponentially distributed with mean T/v. To see
why this makes sense, suppose we were to consider infections as taking place
over simple edges (hyperedges of size 2), then we would model waiting time
as exponentially distributed with mean T . Since there are v nodes in the
overlap, we stipulate that transmission over any one of them is sufficient to
convey infected status from one hyperedge to the other (since nodes within a
single hyperedge are assumed to have close, continuing contact). Accordingly,
the appropriate transmission time is distributed as the lesser of the two node-
based transmission times, which provides the desired result (exponentially
distributed with mean T/v).
4.4 Source Localization for Hypergraphs
How does the source localization result for extended star graphs from Sec-
tion 4.2 extend to our hypergraph setting in Section 4.3? If we consider our
hyperedges to be nodes in a graph, then we also have an infection spreading
over an extended star network. However, the difference is that the propaga-
tion times are now no longer uniformly exponentially distributed with mean
T , but instead vary with each hop.
We must determine the effect of shorter, variable transmission times on
the growth of the infected set. Consider a case where two arms are growing
simultaneously. The first arm consists of edges with waiting time T . The
second arm consists of edges with waiting time T/v. Intuitively, it is clear
that, over time, the second arm will grow at v times the rate of the first
arm. Alternatively, if we were to look at a snapshot of the second arm and
find it to have length k, the maximum likelihood estimate for the length of
the first arm would be k/v. Accordingly, we conclude that we should apply
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a weight corresponding to this rate to each hyperedge transmission in our
model, so that the weighted length of an arm of hyperedges represents, in a
typical sense, the equivalent unweighted length of an equivalent set of simple
edges. Thus, since a simple edge hop is considered to have length 1, we will
denote a hyperedge hop with v overlapping nodes to have equivalent length
1/v. We now show this more formally.
Claim 1. Under the spreading dynamics described above, over an equivalent
period of time, the probability of observing vx hops on an arm of hyperedges
with successive overlap v is equal to the probability of observing x hops on a
singly-connected arm.
Proof. Consider two related structures. Let the first be an extended star
network with v+ 1 arms of singly-connected simple edges. Let the second be
a hypertree with an origin node, one arm of singly-connected simple edges,
and one arm of hyperedges with successive overlap v. In each case, there
are always v + 1 possibilities for the next step in the propagation of the
infection. Since the waiting times for each step are exponentially distributed,
each of those distributions is memoryless, and thus each of the choices for the
potential next steps is equiprobable. Let us label a step along the simple edge
arm as choice 1, and the remaining possible steps, all along the hyperedge
arm, as choices 2, . . . , v + 1. Now, suppose we have K total steps taken.
Then the probability for a given breakdown {k1, k2, . . . , kv+1} of each of the
choices can be written as
P (k1, k2, . . . , kv+1) =
K!
k1!k2! . . . kv+1!(v + 1)K
. (4.2)
From this expression, it is clear that the maximum likelihood is attained
when all of the ki values are equal (let us call this value an unsubscripted
k). To see that this is the case, consider what happens if we replace one of
the k values with k + 1, and another with k − 1. Then the numerator of
the probability remains unchanged, but the denominator loses a factor of k
while gaining a factor of k+ 1. This net increase in the denominator implies
a decrease in the overall probability. Since any perturbation from equal k
values can be decomposed as a sequence of similar steps (removing smaller
factors from the denominator and replacing them with larger factors), the
resulting probability would be strictly less. Now, since each of the choices
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{2, . . . , v + 1} implies a step along the hyperedge arm, we conclude that in
a maximum likelihood growth pattern, this arm would grow at v times the
rate of a singly-connected arm.
Claim 2. If a simple edge hop is considered to have length 1, a hyperedge
hop with v overlapping nodes can be considered to have equivalent length 1/v.
Proof. Denote the correct equivalent length of the hyperedge hop by z. Now,
if we scale up the problem by a factor of v, then we have v single hops and
v2 hops along the hyperedge. By the assumption, the total length of the v
single hops is v, and since they are equivalent, the v2 hyperedge hops must
total to the same. Therefore, each hyperedge hop can be considered to have
equivalent length 1/v.
Therefore, let vi,1 = |Ei,1 ∩ E0| and vi,j = |Ei,j ∩ Ei,j−1| for j > 1. Then
let wi =
∑ki
j=1 1/vi,j . Now, by weighting each transmission and arm length
accordingly, and applying the formula from the edge-based model, we can
state that our resulting maximum likelihood hyperedges are given by the
following. That is to say, this is the proposed estimator.
Claim 3. Under the spreading dynamics given above, the maximum likelihood














Proof. Substitute the weighted edge lengths into the maximum likelihood
expression from [28].
4.5 Sensitivity to Noisy Data
In most real-world settings, data is subject to errors. We consider a few
classes of errors, and evaluate their impact on the source estimate. Since
results will depend on the weights of the links between successive nodes in
the vicinity of the optimal ML estimate, they are given as order results. We
assume the overlaps wi are distributed such that E[(1/wi)] is finite.
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Missing Arm (Non-longest) If we miss an entire arm by not observing
one of the outgrowths of the superspreader event (e.g. at a protest, with-
out attendance information), the impact is likely to be small, as long as the
equivalent length of that arm is typical of the other non-longest arms. Specif-
ically, in the summation in the numerator of (4.3), we will lose one of the
wi values in the calculation of the average length of the non-longest arms.
This error would be zero mean, standard deviation Θ(σ/(m − 1)), where σ
represents the standard deviation of the weighted lengths of the non-longest
arms.
Missing Step (Non-longest Arm) If a single step is lost from a non-
longest arm, the corresponding wi will be reduced by the weighted length
of that hop, which will then reduce the computed average weighted length
of the non-longest arms. This will have an Θ(1/m) impact in an outward
direction along the longest arm.
Missing Arm (Longest) This error is the most serious. Since we do not
have the arm on which the MLE lies, the ML source node will definitely be
lost entirely, and a source on the next longest arm (or at the center node O)
will be chosen instead.
Missing Step (Longest Arm) This error is more significant than if it were
on a different arm. Since the reduction is now in w1, it is no longer divided
by m− 1, and due to the sign change, it would have an impact of Θ(1) in an
inward direction along the longest arm, rather than Θ(1/m) outward. This
also assumes that this missing step does not change which arm appears to be
the longest. If it did, the source estimate would now be on a different arm
entirely, a nonlinear estimation-theoretic threshold phenomenon [45].
4.6 Numerical Experiments
We examine increasingly more realistic but less general random infection
patterns, and compare results from our estimator against those from a de-
tailed time-domain simulation. All random choices are uniform. The random
patterns chosen include:
1. Unconstrained : There are a random number of 2–6 arms, each of ran-
dom length 1–50, and each hyperedge overlap size is random 1–6.
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2. Constrained : The number of arms is random (2–6) as before, but now
all arms but one have random length (11–30), while a randomly cho-
sen arm has random length (31–50). The overlap sizes are randomly
selected (1–6). There is a distinct longest arm, but since we are inter-
ested in the weighted length rather than the number of overlaps per se,
this may not carry over.
3. Typical : This setting reflects spread patterns that are typical in the
information-theoretic sense. The structure begins similarly to the con-
strained case: 2–6 arms, one of length 31–50, the rest of length 21–30,
and overlap size 1–6. Now, we compute the weighted lengths of each
arm. Arms with the smallest and largest weighted lengths remain un-
changed. For each remaining arm, we begin at the center and work our
way outwards, computing a running total of the weighted length as we
go. Once we surpass the smallest weighted length, the remaining part
of the arm is truncated. This process ensures the non-longest arms all
have similar weighted lengths, as expected for a typical growth pattern.
We also consider all three models, but with unit overlap (called single rather
than multiple). This mimics simple graphs to an extent. The difference is
that in simple graphs, the infection originates at a single node and spreads
in all directions from there. In our hypertree model, the infection begins
within a hyperedge, and the initial spread is through overlaps with adjacent
hyperedges. This means the effective length of the longest arm is arguably
one hop longer than in the simple graph case. We examine the effect of
adding a small offset to the w1 term in (4.3) to counter this difference.
In each case, we run 1000 trials using the chosen parameters and model,
and compute when our estimator selects a different arm than the time-domain
simulation (including when one or the other chooses the central hub, called
“Arm 0”), as well as when the two methods give different node results (given
that arm selections match). In addition to these two error rates, we measure
the average hops of node errors, and the positivity rate for the errors (how
often the index of the estimated node is larger than the index from the sim-
ulation) to identify systematic bias. Results without offsets are in Table 4.1,
whereas those with small offsets are in Tables 4.2–4.5.
In some cases, the listed “errors” are not truly errors—merely ties broken
differently—but we report them anyway. For the constrained and uncon-
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Table 4.1: Estimator performance (no offset).
arm error node error error size positivity
unconstr. (sing.) 0.60% 9.40% 1.00 88.20%
unconstr. (mult.) 2.10% 33.20% 1.22 12.60%
constr. (sing.) 0.00% 4.80% 1.00 97.90%
constr. (mult.) 0.80% 20.70% 1.01 85.90%
typical (sing.) 0.00% 0.40% 1.00 0.00%
typical (mult.) 0.00% 25.90% 1.00 97.70%
Table 4.2: Estimator performance (0.125 offset).
arm error node error error size positivity
unconstr. (sing.) 0.10% 10.00% 1.00 82.00%
unconstr. (mult.) 2.80% 37.60% 1.24 4.70%
constr. (sing.) 0.30% 5.40% 1.00 96.30%
constr. (mult.) 0.90% 17.30% 1.01 42.10%
typical (sing.) 0.00% 0.10% 1.00 0.00%
typical (mult.) 0.00% 11.40% 1.00 70.20%
Table 4.3: Estimator performance (0.16 offset).
arm error node error error size positivity
unconstr. (sing.) 0.30% 9.30% 1.00 82.80%
unconstr. (mult.) 2.70% 42.90% 1.29 4.60%
constr. (sing.) 0.00% 5.70% 1.00 93.00%
constr. (mult.) 0.80% 18.30% 1.00 31.50%
typical (sing.) 0.00% 0.60% 1.00 0.00%
typical (mult.) 0.00% 12.50% 1.00 55.20%
Table 4.4: Estimator performance (0.25 offset).
arm error node error error size positivity
unconstr. (sing.) 0.40% 5.20% 1.00 59.60%
unconstr. (mult.) 4.00% 47.00% 1.28 0.70%
constr. (sing.) 0.00% 2.60% 1.00 69.20%
constr. (mult.) 1.10% 22.50% 1.02 10.40%
typical (sing.) 0.00% 0.40% 1.00 0.00%
typical (mult.) 0.00% 13.30% 1.00 15.80%
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Table 4.5: Estimator performance (0.5 offset).
arm error node error error size positivity
unconstr. (sing.) 0.50% 11.10% 1.00 3.60%
unconstr. (mult.) 2.70% 67.50% 1.32 0.20%
constr. (sing.) 0.30% 11.70% 1.00 0.00%
constr. (mult.) 0.90% 44.60% 1.05 0.20%
typical (sing.) 0.00% 0.10% 1.00 0.00%
typical (mult.) 0.00% 38.20% 1.03 0.00%
strained single cases, all observed arm errors occur either (a) when there are
two arms of length n and n + 1 respectively, so the source is equally likely
be the central hub or one spot out on the longer arm, or (b) when two arms
are tied for longest. In the typical single case, all observed node errors occur
when there are two arms, and the total number of overlaps is odd, so it is
equally likely for the source to have been on either side of the center overlap.
Similar non-errors may arise in other cases, but they are not the only (or
even dominant) contributors to those error rates.
For multiple overlaps, arm errors tend to occur when the two largest
weighted lengths are very close in value, and due to granularity the ob-
served maximum on the shorter arm is actually higher than on the longer
arm. The frequency of such errors is relatively independent of the offset
value. Further, arm length constraints reduce the incidence of such cases (as
it becomes less likely the top two weighted arm lengths are close together),
and they disappear entirely under typicality.
Node errors occur more frequently than in the single case, as larger overlaps
correspond to smaller increments in the weighed length. Errors are most
common when there is a wide discrepancy in the weighted lengths of the
non-longest arms—a circumstance less likely under constraints, and even
less so under typicality. Unsurprisingly, lower error rates are observed when
using offsets that yield positivity rates close to 50%, i.e., biased outcomes
tend to be less accurate. Among the offsets examined, 0.25 provides the
best performance for single overlap settings, whereas 0.125 seems to work
best overall for multiple overlap settings. This makes sense, since we are
essentially trying to account for a difference of a single hop, and multiple
overlaps correspond to shorter weighted lengths per hop on average than
single hops.
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4.6.1 Time Domain Simulation
The reference values for our testing are computed as follows.
We start by observing that if we ever reach the desired state, the expected
time that we will remain there is fixed. For our purposes, and with the as-
sumption given below, that time will be 1
m
. Therefore, to measure maximum
likelihood, we can simply compute the expected time in the desired state as
a proxy for the probability.
Letf(t;λ) and g(t;λ) be the PDF and CDF, respectively, of an exponen-
tial distribution with rate λ, computed for t ∈ [0,∞). Then for each arm
{1, . . . ,m}, let
Pi(t) = f(t; vi,1) ∗ f(t; vi,2) ∗ · · · ∗ f(t; vi,ki) ∗ (1− g(t; 1))
where the ∗ operator represents convolution. This represents the probability
that at time t, the infection has reached Ei,ki , but no farther. Since there is
no “next hyperedge” to establish an overlap with the last infected hyperedge
on each arm, we choose to define all the endpoints to have size 1.
To calculate the expected time spent in the desired state if the infection







For all other source hyperedges Ei,j, we compute
P+i,j(t) = f(t; vi,1) ∗ f(t; vi,2) ∗ · · · ∗ f(t; vi,j)










P+i,j(t) represents the time trajectory to reach the center hyperedge from
the source, and thus is convolved in front of the product of the other arms
(since the other arms all effectively start anew from the center hyperedge once
it is reached). P−i,j(t) represents the temporal trajectory from the source to
the end of its own arm, and thus is multiplied with the previous expression
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to compute the probability of all arm end states being true simultaneously.
For precision and computability purposes, each unit of time was discretized
with 100 samples, and each distribution (f, g) was computed to a length of
20 times its expected mean (1/λ).
4.7 Conclusion
By generalizing the extended star network to hypertrees, we leverage a known
result for maximum likelihood source estimation to a much wider set of
cases. In particular, we now consider superspreading events, as well as
nontrivial interactions between overlapping social bubbles. Both of these
social/epidemiological model enhancements are significant in understanding
the propagation of contagion processes such as COVID-19. We have shown
our approach is a solid method to address such challenges, preserves the op-
timality of the tree-based method, and has some desirable robustness proper-
ties as well. As extensions, we aim to study settings with multiple sources [14]







Within the broad area of social networks, here we are studying multilayer
networks – networks where a given node may be connected to other nodes in
different ways. One layer of a social network might represent familial connec-
tions, while another might represent Facebook friendship, and a third might
represent having met “in real life”. For a societal network, one layer might
represent trade in a particular commodity, while another might represent
transportation infrastructure links. This representation is able to capture
more complex relationships than a simple graph model. In order to balance
broad applicability and representational richness with computational and an-
alytical tractability, we consider such networks to have two types of layers:
awareness layers and active layers. Awareness layers represent avenues by
which information is made available to nodes, such as social media links.
Active layers represent more concrete bonds that satisfy higher goals, such
as buyer-seller relationships.
Rather than merely looking at static relationships or centrally designed
and coordinated structures, we consider an agent-based framework. Nodes
themselves seek to build (or weight) links in active layers that maximize
an objective function representing their perceived utility (subject to con-
straints). They do so based on information available through their connec-
tions in awareness layers.
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5.2 Background
Multilayer networks [47] are relatively new as an identified class, though as-
pects of their structure have been present in problems for much longer, if not
under that name. Our particular formulation is a special case of multilayer
network known as a multiplex network [48, 49]. The distinguishing charac-
teristic here is that cross-layer links are limited to a single node on multiple
layers - a single edge cannot traverse both nodes and layers at the same time.
An argument for an agent-based approach to link management is made
in [50]. Whereas the goal there is bandwidth allocation, we can apply the
same idea to heterogeneous classes of ties, which differ in kind, not merely
degree. These classes of ties, which give rise to the multiplex structure of
our proposed network, are somewhat similar to the weak ties / strong ties
dichotomy of [51].
Additional related work is described in [52]. At a fundamental level, that
paper describes a model where individual nodes make decisions about con-
necting to other nodes in a single-layer network by using utility functions.
Each agent i chooses an alternative j by attempting to maximize a utility
function (defined as a linear function of the features of j), subject to noise in
the measurements. The choice mechanisms themselves vary (such as the logit
model), but include elements of noise and randomness, yet flexibly address
properties such as independence of irrelevant alternatives.
One important point is that [52] makes a strong defense of using directed
graph models, arguing that even if some social relationships are functionally
undirected (e.g. Facebook friendship), the formation of such relationships is
generally driven by the initiative of one party or the other (with the other’s
implicit assent). This provides valuable support for the similar approach we
have chosen to represent social relationships. In terms of the FEWS data in
Chapter 6, we assume that transactions are initiated by the purchaser, under
terms that are acceptable to the seller.
In other ways, there are notable differences between the works. Most
significantly, [52] considers single-layer networks, introducing implications for
many of the points of contrast. By default, ALL other nodes are available
to be chosen as neighbors, whereas our system effectively restricts the array
of choices via the awareness layer. (In subsequent developments, their paper
introduces the idea of a restricted candidate set.) The paper also rejects the
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idea of working from a “snapshot” of the network, but assumes temporal
information is available, which we do not. In their model, nodes “arrive” to
the network one at a time, and choose edges as they join. In our formulation,
the nodes essentially make their choices in parallel, which makes sense in our
case (at least as presently constructed) because the choices are made using
information from a layer of the network which is not being changed in the
process. In their single-layer formulation, the choices made by each node
necessarily affect the choices of the nodes to follow.
5.3 Problem Formulation
In general, let us consider a set of N nodes {X} = {x1, x2, . . . , xN}. Our
awareness layer is characterized by an N × N adjacency matrix A, whose
elements are defined by a(i, j). We will also stipulate that a(i, i) = 0 iden-
tically (i.e. no self-loops). Also, we define a scoring function fA(i, j), where
fA(i, j) ≥ 0 for all pairs i, j in N , and fA(i, i) = 0 identically. This repre-
sents the utility of node xj to node xi. Finally, we consider our active layer
to be characterized by an N × N adjacency matrix B, whose elements will
be determined according to fA(i, j).
5.4 Pure/Noiseless Maximization
For our initial inquiries, we will consider the following additional specifica-
tions:
1. Let the awareness layer be a random graph in the Erdos-Renyi sense –
that is, a(i, j) = 1 with probability p if i 6= j, and a(x, y) = 0 otherwise.
2. Let the scoring function be the outdegree of each candidate node in A
– that is, fA(i, j) =
∑N
l=1 a(j, l).
3. For each i, let b(i, j) = 1 for the k values of j for which fA(i, j) is
largest, and b(i, j) = 0 otherwise, with ties broken at random.
Notionally, this represents a setting where nodes are able to operate from
perfect information over their set of neighbors in the awareness layer, and
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where they make choices based strictly on the stated utility function, without
any unknown confounding factors. Note that this particular formulation
differs from preferential attachment in at least two important ways. First,
nodes are targeted for connections in the active layer based on their outdegree
in the awareness layer, not their indegree. Second, since the scoring is done
based on the awareness layer but the resulting connections take place in
the active layer, it lacks the “self-reinforcing” characteristic of preferential
attachment schemes.
5.4.1 Structural Metrics and Results
For the following analyses, we will consider networks of 100 nodes, specify
the edge density in A, and choose k to yield a desired edge density in B. We
will characterize the resulting B matrices in several ways.
Relative Degree Distribution Trajectories
For our first analysis, we defined the A density (0.1, then 0.5), then defined
the B density to be 20%, 40%, 60%, and 80% of the A density. We then
ran 100 runs of this simulation for each set of densities, and for each run,
we sorted the resulting indegrees of the nodes in the B matrix in descending
order. This serves as a measure of the “popularity” of each node. These
plots are superimposed on the same set of axes, allowing us to see the overall
trend of relative indegrees within an instantiation, as well as the individual
trajectories by color. Two such plots are shown in Figures 5.1 and 5.2.
Distance and Clustering Properties
Next, we conducted tests to explore the distance and clustering properties of
the A and B matrices, as well as the small world metric value (derived from
those values). We let the A density range from 0.1 to 0.9, and the B density
(as a fraction of the A density) range from 10% to 90%. These values are
show in Tables 5.1 to 5.6.
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Indegree Distribution for 100 runs of 100 nodes, AEdgeProb = 0.1, BEdgeProb = 0.08
Figure 5.1: Indegree distribution for 100 runs of 100 nodes. The edge
probability for A is 0.1, the edge probability for B is 0.08.
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Indegree Distribution for 100 runs of 100 nodes, AEdgeProb = 0.5, BEdgeProb = 0.4
Figure 5.2: Indegree distribution for 100 runs of 100 nodes. The edge
probability for A is 0.5, the edge probability for B is 0.4. These are in the
same proportion as above, but notice the “double hill” shape of the curve.
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Table 5.1: A layer distance.
A Distance B Relative Density 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A Density
0.1 2.2402 2.2339 2.2408 2.2319 2.2375 2.2355 2.2374 2.2351 2.2395
0.2 1.8131 1.8148 1.8153 1.8151 1.8148 1.8143 1.8169 1.8156 1.8154
0.3 1.7005 1.7002 1.7011 1.6998 1.6999 1.7004 1.6996 1.6999 1.6997
0.4 1.5996 1.6006 1.6007 1.5993 1.6006 1.5994 1.6009 1.5997 1.6001
0.5 1.5007 1.5008 1.5004 1.4998 1.5007 1.5000 1.4997 1.4999 1.5002
0.6 1.3990 1.4008 1.4006 1.4004 1.4012 1.4008 1.4003 1.4002 1.4008
0.7 1.3001 1.2999 1.3003 1.2995 1.2998 1.2995 1.2997 1.3002 1.2995
0.8 1.2005 1.2001 1.1999 1.2003 1.1996 1.2001 1.2000 1.2003 1.2002
0.9 1.0997 1.1000 1.1003 1.1001 1.1006 1.0999 1.1003 1.0999 1.1000
Table 5.2: B layer distance.
B Distance B Relative Density 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A Density
0.1 1.7700 3.5490 3.2039 3.0522 2.9396 2.9615 2.7264 2.4757 2.3206
0.2 2.6027 2.4599 2.3201 2.2386 2.1687 2.1678 2.2073 1.9832 1.8663
0.3 2.1879 2.0540 1.9882 1.9363 1.9004 1.9068 1.9307 1.8595 1.7373
0.4 1.9015 1.8383 1.8041 1.7785 1.7612 1.7518 1.7638 1.7794 1.6408
0.5 1.6957 1.6885 1.6691 1.6419 1.6318 1.6261 1.6295 1.6944 1.5496
0.6 1.5946 1.5688 1.5398 1.5305 1.5203 1.5122 1.5142 1.5488 1.4598
0.7 1.4857 1.4521 1.4438 1.4320 1.4078 1.4047 1.3932 1.4008 1.3737
0.8 1.3806 1.3625 1.3520 1.3287 1.3044 1.3006 1.2839 1.2821 1.2937
0.9 1.2846 1.2990 1.2467 1.2269 1.2151 1.1982 1.1900 1.1689 1.1794
Table 5.3: A layer clustering coefficient.
A Clustering Coeff B Relative Density 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A Density
0.1 0.0991 0.1004 0.1002 0.1001 0.0997 0.1011 0.0997 0.1007 0.0997
0.2 0.2007 0.2000 0.1997 0.1993 0.2004 0.2002 0.1987 0.1998 0.1996
0.3 0.2994 0.3001 0.2989 0.3004 0.3002 0.2996 0.3005 0.3003 0.3005
0.4 0.4007 0.3994 0.3995 0.4005 0.3992 0.4002 0.3993 0.4003 0.4000
0.5 0.4994 0.4993 0.4996 0.5002 0.4993 0.4998 0.5003 0.5002 0.4997
0.6 0.6010 0.5994 0.5995 0.5996 0.5989 0.5992 0.5998 0.5996 0.5991
0.7 0.6999 0.7001 0.6997 0.7006 0.7001 0.7004 0.7003 0.6997 0.7004
0.8 0.7995 0.7999 0.8001 0.7997 0.8005 0.7999 0.8000 0.7997 0.7998
0.9 0.9003 0.9000 0.8997 0.8999 0.8994 0.9001 0.8997 0.9001 0.9000
Table 5.4: B layer clustering coefficient.
B Clustering Coeff B Relative Density 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A Density
0.1 0 0.1015 0.1007 0.1006 0.0964 0.0940 0.0917 0.0951 0.0995
0.2 0.1763 0.1982 0.2037 0.2014 0.1986 0.1950 0.1863 0.1882 0.1947
0.3 0.2938 0.3063 0.2996 0.3019 0.2988 0.2960 0.2903 0.2851 0.2911
0.4 0.3884 0.4039 0.4003 0.4031 0.3989 0.3965 0.3904 0.3826 0.3872
0.5 0.4950 0.5073 0.5039 0.5010 0.5003 0.4966 0.4921 0.4827 0.4840
0.6 0.5946 0.5987 0.6041 0.6011 0.5977 0.5946 0.5919 0.5836 0.5812
0.7 0.6861 0.6908 0.6972 0.6956 0.6961 0.6946 0.6924 0.6866 0.6818
0.8 0.7615 0.7799 0.7849 0.7899 0.7903 0.7888 0.7911 0.7870 0.7819
0.9 0.8422 0.8480 0.8615 0.8687 0.8769 0.8814 0.8839 0.8857 0.8854
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Table 5.5: A layer small world metric.
A Small World Metric B Relative Density 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A Density
0.1 0.3500 0.3502 0.3526 0.3489 0.3503 0.3524 0.3502 0.3513 0.3511
0.2 0.4087 0.4081 0.4079 0.4070 0.4089 0.4082 0.4067 0.4083 0.4078
0.3 0.5991 0.6003 0.5984 0.6007 0.6003 0.5994 0.6008 0.6006 0.6008
0.4 0.8011 0.7992 0.7995 0.8006 0.7988 0.8001 0.7991 0.8004 0.8000
0.5 0.9992 0.9991 0.9995 0.9999 0.9990 0.9996 0.9996 0.9997 0.9996
0.6 0.7988 0.8007 0.8005 0.8004 0.8014 0.8009 0.8002 0.8006 0.8012
0.7 0.6002 0.5999 0.6004 0.5992 0.5999 0.5995 0.5995 0.6004 0.5995
0.8 0.4005 0.4002 0.3999 0.4003 0.3994 0.4002 0.4001 0.4003 0.4002
0.9 0.1997 0.2000 0.2003 0.2001 0.2007 0.2000 0.2003 0.1998 0.2000
Table 5.6: B layer small world metric.
B Small World Metric B Relative Density 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A Density
0.1 -0.1243 0.6423 0.5803 0.5492 0.5157 0.5161 0.4534 0.3864 0.3414
0.2 0.5919 0.5996 0.5626 0.5273 0.4934 0.4859 0.4846 0.3882 0.3392
0.3 0.7010 0.6680 0.6385 0.6174 0.5926 0.5903 0.5914 0.5430 0.4827
0.4 0.7881 0.7851 0.7585 0.7717 0.7531 0.7427 0.7376 0.7311 0.6530
0.5 0.9285 0.9485 0.9294 0.9057 0.9282 0.9170 0.9102 0.9326 0.8386
0.6 0.8768 0.8861 0.8959 0.9086 0.9227 0.8953 0.8992 0.8916 0.9611
0.7 0.6913 0.7064 0.6999 0.7122 0.7301 0.7356 0.6990 0.7047 0.7355
0.8 0.5201 0.4971 0.4952 0.5040 0.5233 0.5296 0.5394 0.4867 0.4874
0.9 0.3120 0.2894 0.3037 0.3060 0.2996 0.3056 0.3078 0.3237 0.2382
5.4.2 Degree Distribution and Scaling
We will now explore other characteristics of these models, using a deep dive on
the degree distribution itself. Note that while our earlier discussion focused
on the relative degree distribution within an instantiation (the distribution
of the degree of the most connected node, second most connected node, etc.),
we will now examine the overall distribution of degrees, on a larger scale and
in greater detail than before.
Formulation
Here, we attempt to derive an expression for the distribution of the indegrees
of nodes in B. (Since the outdegree in B is governed by the assumptions of
our model, and at present is defined to be constant, there is no need to
analyze this component.) Let the gB(i) be the indegree of each node in B –
that is, gB(i) =
∑N
l=1 b(l, i). We wish to find the distribution of this quantity,
which we will denote as DB(n).
In order to consider this distribution, we will start with two predecessors,
which are both essential to the computation of the distribution of interest,
and easier to analyze directly. The first is the distribution of the indegrees
of nodes in A, and the second is the probability that if edge (i, j) is found in
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layer A, then it will also be found in layer B.
The first distribution can simply be modeled binomial distribution with
N − 1 trials, each with success probability p. Some results are shown in
Figures 5.3 - 5.5.







In the current formulation, the value of fA(i, j) is independent of i, which
simplifies things considerably. We will then write this value as fA(j).
The second distribution can be considered as the probability that, given
that edge (i, j) is found in layer A, that there do not exist k other nodes l
such that (i, l) is also found in layer A and fA(l) > fA(j). Then the second
can be written in terms of the rank of the target node j by value of fA. Some
results are shown in Figures 5.6 - 5.8.
Let R(j) denote the ranking of fA(j) among the set of nodes. That is,
R(j) = 1 if fA(j) is the largest such value, and R(j) = N if fA(j) is the small-
est. For simplicity of analysis, ties will be broken arbitrarily, but uniformly -
that is, we will make a single choice of ordering, and use it throughout. This
is in contrast to the actual selection algorithm, which breaks ties randomly









Note that for R < k + 1, this is always 1.
Now, let X be a randomly selected node. Then its indegree in A is fA(X),
and its indegree in B can be estimated as
ĝB(X) = fA(X) ∗ SA[R(X)].
Our task is to consider the distribution of this quantity over all random
assignments of X and R.
It is hard to write this directly, since ĝB(X) takes on non-integral values
but gB(i) does not. However, we can approximate this by considering each
possible ranking spot, along with each bin of the original DA(n). Doing so
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Figure 5.3: A layer indegree distribution for p = 0.1.
Figure 5.4: A layer indegree distribution for p = 0.5.
Figure 5.5: A layer indegree distribution for p = 0.9.
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Figure 5.6: Selection probability for N = 100, p = 0.1, k = 3.
Figure 5.7: Selection probability for N = 100, p = 0.5, k = 15.
Figure 5.8: Selection probability for N = 100, p = 0.5, k = 45.
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computationally, and rounding each fractional degree to the nearest integer,
we obtain results such as those shown in Figures 5.9 - 5.11.
Observations
The model predictions seem to match the simulation results fairly closely.
The differences seem to be greatest for low degrees and infrequent occur-
rences. These could be attributable to small sample sizes, inaccurate tail
computations, artifacts of the rounding regime, or the difference in the ap-
proaches to breaking ties.
It should be noted that the only property needed for fA(i, j) was that it
was independent of i. Therefore, these degree characteristics should carry
over to any f of that form, as long as the max selection rule is used. If, on
the other hand, the values of f are used as a weight of some sort (say, using
a norm other than ∞), then the results would be different.
Building upon our original simulation and analytical approximations, we
investigated the effects of scaling changes in two regards.
Scaling - Number of Runs
First of all, we reran the same simulations as before, but for many more
iterations. One of the common types of error identified before was significant
fluctuation and variation in low to intermediate indegree regions of the graph,
where the number of occurrences was very small in both the model and
the simulation (often less than one occurrence expected per run for certain
indegrees). Accordingly, we reran the same simulations, but with 10,000 runs
per set of parameters rather than 100 runs.
Comparing Figures 5.12 - 5.13 and Figures 5.14 - 5.15 we see that when
we perform the larger number of runs, the fluctuations observed for 100 runs
seem to have disappeared completely. While not particularly surprising, nei-
ther was this a given, especially considering the almost periodic fluctuations
in the discretized analytical model. As observed previously, this model is
susceptible to artifacts from a variety of potential sources, but since its val-
ues are computed probabilities rather than Monte Carlo outcomes, none of
them are related to the number of runs. We conclude that these fluctua-
tions in the model are more likely attributable to rounding, computation,
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Figure 5.9: B layer indegree distribution for N = 100, p = 0.5, k = 15.
Figure 5.10: B layer indegree distribution for N = 100, p = 0.5, k = 45.
Figure 5.11: B layer indegree distribution for N = 100, p = 0.9, k = 81.
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Figure 5.12: B layer indegree distribution for N = 100, p = 0.5, k = 45 (100
runs).
Figure 5.13: B layer indegree distribution for N = 100, p = 0.5, k = 45
(10,000 runs).
62
Figure 5.14: B layer indegree distribution for N = 100, p = 0.9, k = 81 (100
runs).
Figure 5.15: B layer indegree distribution for N = 100, p = 0.9, k = 81
(10,000 runs).
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and/or discretization issues, rather than true variations in the underlying
phenomena.
Scaling - Number of Nodes
In our next round of testing, we increased the number of nodes from 100 to
1000. Figures 5.16 - 5.17 and Figures 5.18 - 5.19 show pairwise comparisons
for identical (or scaled, as appropriate) parameters.
Both pairs show us that the fluctuations in the model become reduced
in size (especially for less dense graphs) and are more closely spaced rela-
tive to the scale of the network. We also observe in the first pair that the
broad range of intermediate degrees has been replaced by a much more bi-
modal distribution. Over all of the parameter combinations investigated for
1000 nodes, the only ones that show significant numbers of intermediate de-
grees are shown in Figures 5.20 - 5.21. It would appear that there is a sort
of percolation-like phenomenon at work, where there is a narrow range of
densities over which the connectivity decisions go from essentially local to
essentially global, resulting in much more bimodal indegree distributions.
5.4.3 Awareness Layer Effects
We will now consider two pairs of cases to illustrate the effect of awareness
layer density, as shown in Figures 5.22 - 5.23 and Figures 5.24 - 5.25. Within
each pair, one case has a higher awareness layer density than the other, but
the density in the active layer is the same.
Since the rank-ordering of nodes according to the scoring function is fixed
across all observers, we find that as awareness layer connectivity increases,
active layer connections are increasingly concentrated on a smaller set of
nodes with the highest scoring function values. The location of the peak is
centered around the expected number of incoming edges in the awareness
layer - that is, the number of other nodes which can see these highest scoring
nodes. This leads to an increasingly “winner-take-all” set of outcomes, where
a smaller number of nodes (converging to k) have larger indegrees in the
active layer (converging to N − 1), and other nodes have little to none. In
the limit of complete connectivity, the k nodes with the highest scores would
have indegree N − 1, the node with the (k + 1)th highest score would have
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Figure 5.16: B layer indegree distribution for N = 100, p = 0.5, k = 45
(10,000 runs).
Figure 5.17: B layer indegree distribution for N = 1000, p = 0.5, k = 450
(10,000 runs).
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Figure 5.18: B layer indegree distribution for N = 100, p = 0.9, k = 81
(10,000 runs).
Figure 5.19: B layer indegree distribution for N = 1000, p = 0.9, k = 810
(10,000 runs).
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Figure 5.20: B layer indegree distribution for N = 1000, p = 0.1, k = 70
(10,000 runs).
Figure 5.21: B layer indegree distribution for N = 1000, p = 0.1, k = 90
(10,000 runs).
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Figure 5.22: B layer indegree distribution for N = 100, p = 0.5, k = 45
(10,000 runs).
Figure 5.23: B layer indegree distribution for N = 100, p = 0.9, k = 45
(10,000 runs).
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Figure 5.24: B layer indegree distribution for N = 1000, p = 0.3, k = 150
(10,000 runs).
Figure 5.25: B layer indegree distribution for N = 1000, p = 0.5, k = 150
(10,000 runs).
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indegree k, and all other nodes would have indegree 0. The ramifications of
this in practical cases will be discussed later.
5.5 Discrete Choice Models
The framework we have been describing fits perfectly with a technique from
economics called a discrete choice model [53, 54]. There are several specific
formulations of such models, which we will now examine.
5.5.1 Logit Models
Conditional multinomial logit models assume that the noise in the utility
measurements follows an extreme value (also called Gumbel) distribution.
This assumption means that the difference between the noise terms of two
alternatives follows a logistic distribution. Therefore, it is only the difference
in the utility values for two alternatives that is important.
The most immediate benefit of choosing this noise model is that the prob-
ability of i choosing j is proportional to the exponentiated value of the utility
function, normalized over the entire set of feasible alternatives. In this way,
this framework can be adapted to replicate many other models, such as ran-
dom attachment, preferential attachment, and friends of friends.
Note that this framework assumes that exactly one of the available (mu-
tually exclusive) options will be chosen. It also necessarily imposes the inde-
pendence of irrelevant alternatives (IIA) property - that is, if one choice is
eliminated, the relative ratios of the likelihoods of all other choices remains
constant.
Several generalizations of this model allow greater flexibility in the repre-
sentation:
 Nested logit models allow a group of alternatives to be considered as a
whole at earlier stages, then decided among at later stages. This can
be helpful in cases where the IIA property does not make sense due to
replacement patterns. For example, if a product category is obtained
from multiple vendors by different modalities (e.g. fresh seafood must
be flown in, while beef can be sent by truck), and a new supplier be-
comes available which is only connected by truck, then it would likely
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cut into the volume of trade done with other truck-connected suppli-
ers, but not those from whom air shipments are available. In a social
network context, a node might be looking at forming links with dif-
ferentiated roles - for example, some to nodes with high total degree,
others to nodes with neighbors with which it is not already connected.
A change in availability in one category would affect alternatives in the
same category more than those outside it.
 Rank-ordered, or “exploded” logit models allow one to model an or-
dering of preferences, rather than just a favorite. Essentially, each
possible ordering of the alternatives is considered as an “alternative”
in this framework.
 Mixed logit models allow multiple logits to be combined by parameter-
izing two or more utility functions. In [52], this is illustrated by using
mixtures of models (choice is made by utility function 1 with proba-
bility p, and utility function 2 with probability 1 − p). Other sources
suggest using the parameter more generally to vary the “taste” of the
utility function in a random way.
5.5.2 Probit Models
Probit models are similar to logit models in many ways. The chief difference
is in the noise model. While the logit model assumes Gumbel noise as de-
scribed above, the probit model assumes Gaussian noise (and thus Gaussian
differences). This leads to both potential advantages and disadvantages. On
the negative side, the simple and elegant relationship between the values of
the utility function and the probabilities of selection no longer holds. On
the other hand, Gibbs sampling can be used with these models, and the
implementation may be easier for certain applications. There can also be
advantages in handling cases of correlated noise (since Gaussianity is pre-
served).
It would appear that the main rationale for choosing one model over the
other would be driven by complexity and other application-specific consid-
erations. As shown in Figure 5.26, the actual numerical difference between
the two cases is rather small, or can be made so with appropriate choice of
parameters.
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Figure 5.26: Logit vs. scaled probit functions, with matched slopes at
y = 0. https://en.wikipedia.org/wiki/Logit#/media/File:Logit-probit.svg.
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5.6 Weighted/Noisy Maximization
We will now shift our attention back to our network formation problem, and
consider the case where selections are no longer made by a pure, noiseless
maximization process, but by a weighted random selection process instead.
This could represent a deliberate attempt to diversify choices while still fa-
voring more promising candidates, or, as in the case of the multinomial logit
formulation just discussed, a result of noise in the observation of the desired
parameters, or a consequence of unseen ancillary preferences.
In this case, we will use it to yield a sort of “pseudo-preferential attach-
ment”, where, at any given decision point, the likelihood of selecting a node
to connect to in the active layer is proportional to the outdegree of that node
in the awareness layer. To be consistent with the notion of the discrete choice
model, we will consider these choices to be made one at a time, in succession,
until the specified number of connections has been made.
More explicitly, the process for selecting edges in the active layer is as
follows:
1. Let the awareness layer be a random graph in the Erdos-Renyi sense –
that is, a(i, j) = 1 with probability p if i 6= j, and a(x, y) = 0 otherwise.
2. Let the scoring function be the outdegree of each candidate node in
A – that is, fA(i, j) =
∑N
l=1 a(j, l). (For the moment, we are calculat-
ing selection probabilities directly, rather than scoring under the MNL
model where due to the noise model, the probability of selection is
proportional to the exponentiated value of the scoring function.)
3. Repeat k times:
(a) Select a candidate node l at random from the candidate pool C,
with probability Pi(j) = fA(i, j)/
∑
c∈C fA(i, c).
(b) Let b(i, l) = 1.
(c) Remove element l from the candidate pool C.
(d) Repeat steps (a)-(c) to select the next edge.
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5.6.1 Relative Degree Distribution Trajectories
For our first analysis, we compare the degree distribution trajectories for
networks constructed with this weighted approach with those constructed
with the noiseless approach from earlier. We defined the A density (0.1, then
0.5), then defined the B density to be 20%, 40%, 60%, and 80% of the A
density. We then ran 100 runs of this simulation for each set of densities,
and for each run, we sorted the resulting indegrees of the nodes in the B
matrix in descending order. This serves as a measure of the “popularity” of
each node. These plots are superimposed on the same set of axes, allowing
us to see the overall trend, as well as the individual trajectories by color.
Two such comparisons are shown in Figures 5.27 - 5.28 and 5.29 - 5.30.
5.6.2 Sequential Selection vs. Joint Scoring
We note that the discrete choice models described earlier are designed to
account for selection of one option at a time. When multiple choices are made
with replacement, such as recurring, independent purchases of non-durable
goods, a frequentist approach is an adequate method of generalization to
multiple choices - we can simply interpret the relative frequency of selections
over time as a proxy for their probability, and vice versa. However, in other
situations, such as the edge selection problem we have been discussing, this is
not the case. Each selection affects the set of available options for subsequent
choices, thus affecting the relative probabilities as well. These effects are
particularly significant when there are large differences in the scores between
competing options, or when some options have high probabilities relative to
the number of selections to be made (i.e. the probability of selection times
the number of selections to be made is nontrivial compared to 1).
While the sequential selection process described above is suitable for sim-
ulation approaches, other types of analysis are better suited to a unified
scoring model, where we can assign a score to each set of selections as an
ensemble, which can then be analyzed as a single “choice” unto itself. We
will examine a few simple approaches for doing so, and demonstrate that
they lead to divergent results, even for some simple cases.
Notationally, we will designate options as {1, . . . , n}, with scores {s1, . . . , sn}
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Indegree Distribution for 100 runs of 100 nodes, AEdgeProb = 0.1, BEdgeProb = 0.08
Figure 5.27: Indegree distribution for 100 noiseless runs of 100 nodes. The
edge probability for A is 0.1, the edge probability for B is 0.08.
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Indegree Distribution (Weighted) for 100 runs of 100 nodes, AEdgeProb = 0.1, BEdgeProb = 0.08
Figure 5.28: Indegree distribution for 100 weighted runs of 100 nodes. The
edge probability for A is 0.1, the edge probability for B is 0.08. The shape
of the curve is broadly similar to the noiseless case, with a slightly flatter
descent across the midrange.
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Indegree Distribution for 100 runs of 100 nodes, AEdgeProb = 0.5, BEdgeProb = 0.4
Figure 5.29: Indegree distribution for 100 noiseless runs of 100 nodes. The
edge probability for A is 0.5, the edge probability for B is 0.4. These are in
the same proportion as above, but notice the ”double hill” shape of the
curve.
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Indegree Distribution (Weighted) for 100 runs of 100 nodes, AEdgeProb = 0.5, BEdgeProb = 0.4
Figure 5.30: Indegree distribution for 100 weighted runs of 100 nodes. The
edge probability for A is 0.5, the edge probability for B is 0.4. The
difference from the noiseless case is more evident here, with a steady
descent across the range, and no “double hill”.
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p([ij]) = probability of selecting i, then j
p({ij}) = probability of selecting i and j in any order
Additive Scoring
Let us first consider the possibility of additive scoring, where the score for
an ensemble is the sum of the scores of the constituent selections.
Method 1: Sequential Selection
First item: p(i) = si
S
Second item: Assume item i selected first. Then p(j) =
sj
S−Si .
Method 2: Joint selection






Now, consider items 1-4 with scores 6, 3, 2, and 1 respectively. We will
consider choices of 1 and 2 elements.







p([1 2]) = (1/2)*(1/2)
p([1 3]) = (1/2)*(1/3)
p([1 4]) = (1/2)*(1/6)
p([2 1]) = (1/4)*(2/3)
p([2 3]) = (1/4)*(2/9)
p([2 4]) = (1/4)*(1/9)
p([3 1]) = (1/6)*(3/5)
p([3 2]) = (1/6)*(3/10)
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p([3 4]) = (1/6)*(1/10)
p([4 1]) = (1/12)*(6/11)
p([4 2]) = (1/12)*(3/11)
p([4 3]) = (1/12)*(2/11)
p( { 1 2 } ) = (1/4)+(1/6) = 5/12 = 0.417
p( { 1 3 } ) = (1/6)+(1/10) = 4/15 = 0.267
p( { 1 4 } ) = (1/12)+(1/22) = 17/132 = 0.129
p( { 2 3 } ) = (1/18)+(1/20) = 19/180 = 0.106
p( { 2 4 } ) = (1/36)+(1/44) = 5/99 = 0.051
p( { 3 4 } ) = (1/60)+(1/66) = 7/220 = 0.032












p( { 1 2 } ) = 1/4 = 0.250
p( { 1 3 } ) = 2/9 = 0.222
p( { 1 4 } ) = 7/36 = 0.194
p( { 2 3 } ) = 5/36 = 0.139
p( { 2 4 } ) = 1/9 = 0.111
p( { 3 4 } ) = 1/12 = 0.083
Marginal probabilities (2 choices)
p(1) = 2/3 = 0.667 (vs. 0.812)
p(2) = 1/2 = 0.500 (vs. 0.573)
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p(3) = 4/9 = 0.444 (vs. 0.404)
p(4) = 7/18 = 0.389 (vs. 0.211)
Clearly the resulting marginal distributions do not match.
Multiplicative Scoring
Another option would be to consider letting the score for an ensemble be the
product of the scores of the constituent selections. This would be consistent
with adding the scores in the log domain, which might be suggested by the
MNL model, where scores are interpreted this way. Again, a simple numerical
example shows that this is not equivalent to the sequential selection model.
Method 1: Sequential Selection
First item: p(i) = si
S
Second item: Assume item i selected first. Then p(j) =
sj
S−Si .
Method 2: Joint selection
Joint scoring rule: s({ij}) = si ∗ sj
p({ij}) = si∗Sj∑
k 6=l(sk∗sl)
Now, consider items 1-3 with scores 2, 1, and 1 respectively. We will
consider choices of 1 and 2 elements.






p([1 2]) = (1/2)*(1/2)
p([1 3]) = (1/2)*(1/2)
p([2 1]) = (1/4)*(2/3)
p([2 3]) = (1/4)*(1/3)
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p([3 1]) = (1/4)*(2/3)
p([3 2]) = (1/4)*(1/3)
p( { 1 2 } ) = (1/4)+(1/6) = 5/12 = 0.417
p( { 1 3 } ) = (1/4)+(1/6) = 5/12 = 0.417
p( { 2 3 } ) = (1/12)+(1/12) = 1/6 = 0.167










p( { 1 2 } ) = 2/5 = 0.4
p( { 1 3 } ) = 2/5 = 0.4
p( { 2 3 } ) = 1/5 = 0.2
Marginal probabilities (2 choices)
p(1) = 4/5 = 0.8 (vs. 0.8333)
p(2) = 3/5 = 0.6 (vs. 0.5833)
p(3) = 3/5 = 0.6 (vs. 0.5833)
The resulting marginal distributions are now closer, but still do not match.
5.6.3 Sequential Choices on Larger Sets
In the first set of data (“linear”), the scores are defined as si = i. In the
second set (“binomial”), a set of n nodes was created, the probability of a
connection from each node i to node j 6= i was set to 0.5, and the score for
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each node was set to the indegree plus 1 (to avoid zero scores, and to make the
expected total the same as in the linear case). The scores were then sorted
from lowest to highest. In the third set (“binomial relaxed”), the previous
procedure was repeated many times, and the scores in each position (after
sorting) were averaged across all the runs. This led to nonintegral scores,
but provided a more precise profile of expected behavior, and eliminated the
high degree of degeneracy, especially across the middle range of nodes.
Figures 5.31 - 5.50 show probability distributions on both a per-pick and
aggregate (all picks to that point) basis for the linear and binomial relaxed
cases. That is, they represent the probability of a given node being selected
on that iteration, and the total probability of having been selected on any
iteration up to and including that one.
5.7 Conclusion
We characterized the behavior and structural characteristics of agent-based
multilayer networks, as formed by either pure/noiseless maximization, or a
weighted/noisy selection process. We examined the effects of scaling the size
of the network, as well as the connectivities. We profiled relative degree
trajectories within a network, as well as overall degree distributions using
an analytical model. Finally, we assessed some of the issues involved in
extending a discrete choice model to multiple selections without replacement.
Of particular interest for Chapter 6 is the observation that as the density of
the awareness layer increases, connections in the active layer become increas-
ingly concentrated on a few target nodes. These nodes become fewer in num-
ber, but take on increasingly higher indegrees. In the case of pure/noiseless
maximization, this trend does not depend on the particular values of the
scoring function, only their order, so the result holds quite generally.
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Figure 5.31: Pick 1, linear scores.
Figure 5.32: Pick 11, linear scores.
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Figure 5.33: Pick 21, linear scores.
Figure 5.34: Pick 31, linear scores.
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Figure 5.35: Pick 41, linear scores.
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Figure 5.36: Pick 1, linear scores.
Figure 5.37: Aggregated Picks 1-11, linear scores.
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Figure 5.38: Aggregated Picks 1-21, linear scores.
Figure 5.39: Aggregated Picks 1-31, linear scores.
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Figure 5.40: Aggregated Picks 1-41, linear scores.
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Figure 5.41: Pick 1, relaxed binomial scores.
Figure 5.42: Pick 11, relaxed binomial scores.
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Figure 5.43: Pick 21, relaxed binomial scores.
Figure 5.44: Pick 31, relaxed binomial scores.
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Figure 5.45: Pick 41, relaxed binomial scores.
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Figure 5.46: Pick 1, relaxed binomial scores.
Figure 5.47: Aggregated Picks 1-11, relaxed binomial scores.
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Figure 5.48: Aggregated Picks 1-21, relaxed binomial scores.
Figure 5.49: Aggregated Picks 1-31, relaxed binomial scores.
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NETWORKS TO FOOD, ENERGY, AND
WATER SYSTEMS
6.1 Introduction
We use discrete choice theory and the gravity model of trade to model com-
modity flow between jurisdictions. We find that our empirical data points to
the same conclusion as the theory of rational inattention - that buyers with
large amounts of information tend to have less diverse purchasing patterns.
This suggests that attention and availability of information play a key role
in a trade-off between market efficiency and sustainability.
6.2 Background
FEWS (Food, Energy, and Water Systems) data is derived from trade in-
formation compiled by the US Department of Transportation. It represents
commodity flows from one US region to another, in quantity and value, along
with the mode of transportation. This data is generally collected for Freight
Analysis Framework (FAF) zones, but as part of the NSF FEWSION project,
it is being refined to the individual county level [55–57].
The gravity model [58, 59] is a longstanding approach to modeling trade,
especially between nations. In its basic form, it represents trade volume as
being proportional to the economic size of the parties, and inversely propor-
tional to distance, both subject to appropriate exponents. In practice, this is
done by stating the relationship in logarithmic terms with coefficients to be
determined. Similarly, price elasticity of demand (which dates to the 19th
century) can be treated using a weighed exponent.
In [60], the notion of inattentive importers is discussed. The argument is
made that even when data is available on lots of potential markets, informa-
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tion processing costs become a significant factor, so buyers will practice ra-
tional inattention, responding to exogenous pricing information and changes
by concentrating their focus (and purchasing decisions) on a few sellers. In
such a way, even small differences in pricing or desirability become amplified,
and lead to a less diverse set of commodity flows.
In [61], the idea of rational inattention is brought to bear more directly
on the conventional logit model for discrete choice. Additive terms are in-
troduced to account for initial preferences of the agents, along with a scaling
divisor representing the cost of information. Formally, instead of each op-
tion’s probability being proportional to evi , where vi is the value of the scoring
function for option i, it is instead proportional to e(vi+ai)/λ, where ai repre-
sents the agent’s initial bias, and λ represents the cost of information. The
decision process is broken into two stages: In the first, the agent chooses an
information strategy for investigating and refining the payoff parameters of
the various options. In the second, an option is chosen using the information
garnered in the first stage.
While the multinomial logit formulation easily lends itself to an interpreta-
tion as a weighted random choice by the agent, it is important to remember
that this view does not represent the agent’s intent in the process. The agent
is not trying to make a randomized choice, weighted or otherwise. It is trying
to choose the option with the highest scoring function value, bar none. The
logit expression is a way of capturing the fact that this choice is being made
with imperfect information. In the discrete choice model, this imperfection
is modeled as noise with an extreme value distribution. In the rational inat-
tention framework of [61], it is modeled as a mutual information constraint.
In this way, the two approaches are related.
Such a lack of diversity in suppliers can lead to “winner-take-all” scenarios
[62]. In time, the ultimate result can be a lack of market sustainability.
A small number of suppliers command an outsized share of the market, and
other suppliers may find it difficult to remain in business. This can lead to an
aggregate supply shortfall, or a situation in which resiliency is compromised
due to a lack of viable alternatives should a supplier or the associated supply
chain infrastructure be compromised due to a natural disaster, for example.
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6.3 Problem Formulation
6.3.1 Discrete Choice Theory
We model purchase behavior as an instance of discrete choice theory. We
assume that transactions are initiated by the purchaser, under terms that
are acceptable to the seller, and are defined in a “marketplace” context. As
we introduced in Chapter 5, we choose to use a conditional multinomial logit
model. This allows us to take advantage of the logarithmic nature of the
scoring function (which coincides with our economic model), while allowing
for variance both among the “tastes” of our buyers (weights assigned to each
attribute) as well as among the corresponding values for our sellers. We are
using a frequentist interpretation of the selection probabilities as a portion
of the total purchase volume. Since there is no issue of “non-replacement” or
other dependence among successive selections, this is a reasonable approach.
6.3.2 Gravity Model and Price Elasticity of Demand
Combining price elasticity of demand with the gravity model and taking logs
of both sides, we obtain
logF(i,j) = W
(P )
i ∗ logP(i,j) +W
(D)
i ∗ logD(i,j) +W
(S)
i ∗ logSj +W
(C)
i
where F(i,j) is the quantity purchased by buyer i from seller j, D(i,j) is the







i , and W
(C)
i are the sensitivities of buyer i to price,
distance, seller size, and a constant offset, respectively. We attempt to si-






i , and W
(C)
i using all
values of j for which the flow is strictly positive.
6.3.3 Gini Coefficient
The Gini coefficient is a measure of inequality that ranges from 0 for a uniform
distribution, up to 1 for complete concentration. For our purposes,
 Let f1, . . . , fn be the set of flows in ascending order.
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 Let F =
∑n
i=1 fi.








As mentioned earlier, our FEWSION data consists of commodity flows from
one county to another, including quantity, dollar value, and modality of trans-
portation (truck, rail, air, pipeline, etc.). Note that the term “county” is used
here to denote any of 3143 such similar jurisdictions, including parishes in
Louisiana, boroughs and census designated places in Alaska, and indepen-
dent cities such as Baltimore, MD, St. Louis, MO, Carson City, NV, and
approximately 38 more in Virginia. For our purposes, multiple flows of the
same commodity between the same buyer and seller using different modalities
are aggregated into a single flow.
The commodities we will study represent three Standard Classification of
Transported Goods (SCTG) categories:
 SCTG43 – Mixed Freight (“Freight”)
 SCTG35 – Electronic and Other Electrical Equipment and Compo-
nents, and Office Equipment (“Electronics”)
 SCTG3 – Agricultural Products Except for Animal Feed, Cereal Grains,
and Forage Products (“Agriculture”)
Outdegree vs. indegree plots for a few commodities are shown in Figures
6.1 and 6.2, along with some basic insights on their interpretation.
6.3.5 Other Data
Pricing information is computed for each buyer-seller pair by examining the
(known) flow data, and dividing the total value of the flow in dollars by the
volume. This is only computed for pairs in which the flow is strictly positive.
Seller size is the total quantity of the commodity in question that the seller
sends to all buyers combined.
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Figure 6.1: Degree and flow analysis for trade in natural gas. Note that the
upper right plot is concentrated along the axes, showing that nodes may
import or export a large volume of gas, but rarely do both.
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Figure 6.2: Degree and flow analysis for trade in electronics. Note that the
upper plots both concentrate along the y = x line, showing that counties
that buy from many sellers also tend to sell to many buyers, and vice versa.
Presumably attributable to population or economic related scaling, this
shows a contrast with the gas data above.
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Figure 6.3: Self-distance vs. area for known counties.
County to county distance information (in miles) is taken from the National
Bureau of Economic Research database (https://www.nber.org/research/data/
county-distance-database). However, this table does not include county self-
distances. Fortunately, a partial list of 2520 self-distances was derived under
the FEWSION program using ZIP code level information. For the remaining
counties, we constructed a linear regression model for self-distance in terms of
the square root of county area. Using US Census Bureau data for county ar-
eas (https://www.census.gov/library/publications/2011/compendia/usa-
counties-2011.html) in combination with the known self-distances, we found
a least squares approximation of
Self-distance = 0.5316 ∗
√
Area + 0.3075
An illustration of this regression is shown in Figure 6.3. The corresponding
line of best fit was used to estimate self-distances for the remaining 623
counties.
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Table 6.1: Price sensitivity exponents for freight, electronics, and
agriculture.
Average Buyer Sensitivity Exponents
Density Price Distance Seller Size Constant
Freight 0.227 -0.2638 -1.4511 0.4856 2.2096
Electronics 0.137 -0.157 -0.6933 0.3993 -2.0644
Agriculture 0.2704 0.1498 -0.954 0.4889 -0.9754
6.4 Results
6.4.1 Sensitivities by Commodity
Figures 6.4, 6.5, 6.6, and 6.7 show histograms for the price, distance, and
seller size sensitivities, as well as the constant factor exponents, for each of
the commodities of interest, while the mean values are summarized in Table
6.1. At a glance, we can observe that the distance sensitivity for electronics
is relatively weak, while that for freight is comparatively high. This would
be consistent with the idea that electronics and related items are high value
per unit weight, and thus transportation costs are less of a factor. It could
also be attributable to a higher degree of differentiation among suppliers,
such that replacement of a product from a distant supplier with the same
or similar product from a closer supplier is not as easy for electronics as for
freight.
A small number of outliers were excised from the agriculture data. Wildly
implausible values arose, apparently due to an insufficient number of buyer
relationships from which to estimate the model parameters reliably.
6.4.2 Predicted vs. Actual Purchase Concentration
Once we calculated the price, distance, and seller size sensitivities (as well
as the constant term) for each buyer in our regression model, we substituted
these values back into the model to predict the purchase pattern for each
buyer if these were the only criteria used in purchasing decisions. We then
evaluated the concentration (as measured by the Gini coefficient) of the pre-
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Figure 6.4: Price sensitivity exponents for freight, electronics, and
agriculture.
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Figure 6.5: Distance sensitivity exponents for freight, electronics, and
agriculture.
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Figure 6.6: Seller size sensitivity exponents for freight, electronics, and
agriculture.
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Figure 6.7: Constant offset exponents for freight, electronics, and
agriculture.
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dicted purchase patterns, as well as the concentration of the actual purchase
data used to estimate the sensitivities. Figure 6.8 shows a scatter plot of
these two values for each buyer, while Figure 6.9 shows a histogram of the
“excess concentration” of the actual purchases by each buyer, measured by
subtracting the Gini of predicted purchases from the Gini of actual purchases.
Observe that for all three scatter plots in Figure 6.8, the vast majority
of points lie below the y = x line. Similarly, most values in Figure 6.9 are
slightly to moderately positive. In both cases, this tells us that the actual
purchases made by our buyers are significantly more concentrated than we
would expect if such decisions were being made strictly in response to price,
distance, and seller size, assuming the preferences we found and the use of
perfect, complete information by the buyer. While it is certainly possible
(quite likely, in fact) that other factors, such as product differentiation, are
playing a role in the decision making, such factors could just as easily lead to
more diverse choices as more concentrated ones. However, this concentration
of purchases beyond what would be expected given perfect information is well
explained by the concept of rational inattention as described in [60]. Also, the
sensitivities themselves appear to be on the smaller side of what is typically
found in other economic studies [63,64] (for example, the seller size exponent
would typically fall closer to 1, while our results show values less than half
that). This observation is consistent with the “cost of information” divisor
(λ) in the exponent of the modified logit model proposed in [61], further
supporting the notion of rational inattention at work here.
6.4.3 Purchase Concentration vs. Indegree
Figure 6.10 shows the relationship between the Gini coefficient of each buyer’s
purchases and the indegree of that buyer. It is immediately apparent that
there is a strong relationship between the two - Gini (inequality) clearly
increases with indegree in what appears to be a highly structured fashion.
There are discernible “streaks” within the data, but they are not all the
same shape, and some do even intersect. These likely represent geographical
correlations, and may be artifacts from the decomposition from FAF zone
data. The isolated offshoot below the main region in the agriculture portion
corresponds to the city of St. Louis and the surrounding counties (Warren,
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Figure 6.8: Predicted buyer Gini vs. actual buyer Gini for freight,
electronics, and agriculture.
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Figure 6.9: Excess purchase concentration for freight, electronics, and
agriculture.
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Lincoln, St. Francois, Franklin, Jefferson, St. Louis, and St. Charles), for
example. However, if similar sets of highly correlated county data were re-
aggregated into FAF zones, we would expect to see similar balances and
indegrees, so while our scatter plots would likely become sparser, the overall
shape would not change.
This result is also consistent with the notion of rational inattention - buyers
with a larger number of available sellers show a greater tendency to concen-
trate the bulk of their purchases from just a few than buyers with a smaller
assortment of sellers to choose from. Since this trend is so consistent across
all three commodities under study, it is not unreasonable to suggest that this
trend can be attributed (at least in part) to the information costs of fully
exploring a greater number of options.
6.5 Limitations and Other Considerations
Like most empirical studies, ours has limitations. Many of these are inherent
in the available data — for example, the categories of commodities we exam-
ine are not fungible. “Freight”, “Electronics”, and “Agriculture” encompass
a wide variety of offerings, which may be differentiated in a myriad of ways
that are neither captured in the data set nor accounted for in the model.
Data sets for other commodities were available, but introduced other serious
drawbacks, such as a lack of pricing information (electricity) or sparse con-
nectivity (gas). The purchases made here are not chosen by a single decision
maker per county, so we are observing the composite effect of many decision
makers, some of whose interests are likely aligned, while others are not. It is
also possible that artifacts of the geographical refinement process are affect-
ing our results in ways that are not significant in a “bulk flow” sense, but
may affect the number and size of flows per county, as suggested by some
of the “streaks” in the Gini plots. As discussed earlier, this is likely not a
major cause for concern.
At a higher level, we do not have true insight into the “awareness layer”
of decision makers. We make inferences based on the available transaction
data, but it is impossible to directly observe the information available to
purchasers or the internals of their decision making processes, especially given
the composite nature of the observations as stated earlier. We investigated
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Figure 6.10: Buyer Gini vs. indegree for freight, electronics, and agriculture.
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the possibility of using other types of data, such as social media, but finding
joint data on information flow and transactions over the same set of nodes
has proven elusive so far.
6.6 Conclusion
Through our analysis of the decision processes undertaken by buyers (as we
understand them), we find that, perhaps counterintuitively, having awareness
of a larger number of sellers actually corresponds to less diverse purchasing
patterns. This finding, which held over all three of the commodity markets
studied, is consistent with the theory of rational inattention as applied to
discrete choice models — that when information is in abundance, buyers find
it to their advantage not to explore all possibilities fully, but concentrate their
purchases on a smaller set of sellers which are thought to be worth the effort.
While this may enhance market efficiency for the buyer, it has the ancillary
effect of potentially reducing long-term market sustainability by not allowing
as many sellers to remain viable.
6.7 Challenges and Future Work
With the information available to us, we have primarily considered the ques-
tion of robustness in terms of sustainability - that is, in the long term, does
the market function in a way that permits a broad class of suppliers to reach
buyers under prevailing circumstances? However, we can also frame that con-
cept in terms of resiliency - the ability (of individual nodes, or the network in
general) to continue to connect buyers and sellers in the event of disruptions
in the supply chain - either in the suppliers themselves, or in the transporta-
tion infrastructure, for example. This would most likely require more detailed
trade models of things like surplus capacity, transportation modalities, relay
capability, and even human factors such as social capital [65] for forming new
trade relationships or expanding old ones.
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