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Introduction
Unlike their general-purpose counterparts, embedded systems typically execute a well-defined application mix, which results in a higher predictability of the execution and memory access patterns. This fact offers additional opportunities for optimizing the performance or the energy consumption of the system, by allowing powerful applicationspecific optimizations that have been particularly successful in the design of the memory hierarchy (see [2, 3] for a survey). Such type of optimizations is also suitable for caches, in spite of their natural adaptation to different workloads, and thus, to different application mixes. One of the most natural way of exploiting the predictability of a given application mix in a cache is that of constructively using the high locality of its memory references. As experimentally observed in several works, typical embedded applications can be decomposed into a few localities, each one accessing a small number of memory regions. In the context of a cache, this translates to a limited number of tags which could potentially be used for comparison. The most interesting property of these localities is their size; experiments show that, regardless of how many localities an application may contain, each locality span a limited range of addresses, which very seldom exceeds the size of a few tens of cache lines. This translates into the use of no more than 5-6 tag bits for most memory accesses. Using a reduced number of tags in a cache, however, may result in incorrectly classifying an actual miss as a hit, since matching two values will in general require the comparison of the full tags. This false positive is called false hit, which cannot obviously be allowed in the execution of a program. At the same time, however, this solution seems to be quite appealing, since, the area and energy consumption of the tag portion can be sizable, especially for relatively small caches, like those typically used in embedded systems. The use of partial tags in a cache has already been proposed in the literature [11, 12, 13, 14, 15] ; most solution, however, require complex cache arrangements (such as the circuitry for selectively activating or disactivating columns of the cell array), or even external hardware. In this work, we propose an energy-efficient cache structure which relies on the partial tag mechanism and a minimal amount of additional hardware external to the cache. The scheme is based on bringing most of the tag bits outside the cache, into a register which works as a sort of level-0 cache, and identifies the current locality. On a memory access, this register is first checked against the most significant bits of the address to determine whether we are inside the current locality or not. On a hit, the partial-tag cache is accessed normally (yet with a small cost); on a miss, the normal miss procedure is followed, with minor modifications. Two are the main strengths of the proposed scheme. First, it uses a fixed number of tag bits in the cache; thus, it does not require any activation circuitry for changing the number of active tags, thus allowing to use a regular, yet smaller cache. Second, it achieves a tag energy reduction comparable to other schemes, yet with a much smaller hardware overhead (one register, two comparators, and a 3 bit-counter in the most complex configuration). The proposed architecture allows to save 51% on tag energy (corresponding to a 20% saving on total cache energy) on average, measured on a set of typical embedded applications [16] .
Motivation
Tags may take a significant portion of cache area and power, especially for relatively small caches, as those typically used in resource-constrained embedded systems. Their contribution is approximately proportional to the rel-ative weight of the tags with respect to the total number of bits in a cache line. For instance, for a 4KB cache with a line size of 4 bytes and 32-bit address, tags take 20 bits, which roughly translates to 20/52 = 38.4% of total cache power. This figures can even be much larger in the case virtual caches (i.e., where the core accesses the cache using virtual addresses) in 64-bit address spaces, although the latter are not very common in the embedded systems domain. In these cases, all processes see the entire virtual address space and the cache must in principle store the entire tags. The relative weight of tags in caches motivates the use of techniques that reduce the size of the tags. Experimental evidence, on the other hand, shows that it is actually possible to reduce them. Typical embedded applications, in fact, due to their high locality of execution, tend to access a small number of memory regions, which would require a limited number of tags for identification. As a matter of fact, previous works [12, 14] have shown that using as few as 5-6 tag bits for address matching provides hit rates that are almost identical to full tag matching. This is confirmed by our analysis on a different platform and using different applications, as shown in Figure 1 . The plot, referred to one of the PowerStone benchmarks [16] , shows that four bits suffice to achieve the same hit rate of a full-tag comparison. Similar plots have been observed for the other benchmarks. Notice also that even using a zero-tag comparison would provide in this case a hit rate that is only marginally degraded. However, how it will be shown later, other issues than just hit rate must be considered in deciding the optimal number of tag bits to be considered.
Previous Work
The vast literature on application-specific memory optimizations only marginally involves caches, mainly because the terms "application-specific" and "cache" have historically been intrinsically contrasting terms. More recently, many authors have begun to use the high predictability of memory access patterns of embedded systems for cache optimization. One class of solutions leverage a configurable cache structure in which line sizes, associativity, and other features can be dynamically reconfigured at runtime, upon detection of a decrease in performance, such as an increased miss rate ( [4, 5, 6, 7, 8] ). The technique proposed by Villa et al. exploits the dominance of 0's in cached values by dynamically compressing zeroed data in the cache [9] , resulting in lower energy thanks to reduced traffic. Givargis [10] proposes an application-specific cache indexing mechanism based on bit selection. Although the approach is meant for reduction of miss rate, energy efficiency is achieved as a byproduct.
A totally different class of approaches targets the optimization of the consumption of tag memory. In these approaches, power reduction is achieved through the reduction of the number of tag bits to be used for the comparisons; yet they differ in the choice of what and how many tag bits must actually be considered. The knowledge of the memory access pattern of the application may then be used to make this choice more effective.
Comparing addresses using a reduced number of tags, however, may result in incorrectly classifying an actual miss as a hit. We call this situation a false hit, which cannot obviously be tolerated because it does alter the correct behavior of a program. For this reason, matching with reduced tags must be used carefully. For instance, some authors have used it where the cost of a misprediction is not critical, such as in branch prediction engines [11, 12] . The solutions proposed in [13, 14] deal instead with false hits by combining a detection scheme with a two-level comparison. On detection of a false hit, the remaining tag bits are enabled and used to complete the comparison. These solutions are indeed effective, but require a re-design of the caches, in order to accommodate the activation/deactivation mechanisms. A completely different solution is proposed by Petrov and Orailoglu [15] , in which addresses belonging to different localities of the application are encoded into a minimal-length tag. Encoding is implemented by an external block, which can be programmable. This solution, besides needing a relatively complex encoder, requires the capability of selectively disabling a sparse subset of the tag bits in the cache, since they can be dynamically adapted to the program locality.
Our approach is closer to [15] , in that it is a combination of an architectural arrangement (the encoder) and a re-organization of the cache structure. However, it substantially differs in several aspects. First, it does not require any custom modification to the cache structure; no shutdown or selective activation circuitry whatsoever is required. We rather use a regular cache, yet with a reduced number of tags which is predefined up-front. Second, the complexity of the extra logic required by our solution is almost negligible.
Since our approach does not require modification of the cache structure, it might seems comparable to purely architectural techniques, such as the method proposed by of Bellas et al. [17] , in which a small L0 instruction cache is employed to store only the most frequently executed basic blocks. Our method, however, sensibly differs from this approach because it does not increase the depth of the memory hierarchy, and therefore, the additional register does not work as a filter of cache accesses;
Reduced-Tag Cache Architecture
Let n be the number of bits of the address, split into b bits of byte offset, s index bits, and t tag bits. The cache will thus consist of S = 2 s lines, each one with size L = 2 b bytes. The proposed architecture is based on using a cache with k < t tag bits; this implies that, of the t tag bits of the address, only k bits are actually fed to the cache. The actual value of k is determined up-front by profiling of the application mix during the software development phase, using a criterion which will be discussed later. The remaining t−k bits represent the locality around which the application is supposed to evolve for a large number of memory accesses. This implies that, except when locality changes, these t − k bits do not change. The idea is thus to store this value and use it as a reference one, against which each memory access is compared. We called this locality value tag overflow value, and tag overflow buffer (TOB) the register used to store it; the name emphasizes that fact that the TOB represents an extension of the cache tag array. In practice, since we assume that for most of the cache lines these tag bits are identical, it is more energy efficient to take it out from the cache. Figure 2 shows a block diagram of the reduced-tag architecture. The shaded box represents the block which implements the TOB-based operations. The figure emphasizes the fact that the TOB does not filter the accesses to the cache; rather, the TOB and the cache are always accessed in parallel at each memory reference. The outcome of the TOB lookup tells whether an access to the reduced-tag cache is feasible. The functional operations are as follows. On a memory reference, the t − k most significant bits of the address are fed to the TOB. If the two values match (a TOB hit), then we can safely access the reduced-tag cache without worrying about false hits. Clearly, the lookup in the cache may result in a hit or miss as any access to a regular cache. In case of cache miss, the missed line would be replaced using some replacement strategy. A TOB miss, conversely, regardless of the possible cache outcome, results in an equivalent cache miss. In fact, a TOB miss corresponds to a change in locality; a corresponding hit in the cache would result in a false hit, since the full tag does not actually match. There is however one important difference with respect to a regular cache miss: on a TOB miss, we do not fetch the corresponding line into the cache, that is, we do not replace the missed line in the cache. In fact, since we are referring to a single locality value, we regard a change in locality (a TOB miss) as a "sporadic" event. Therefore, the data contained in the cache are not modified. In other words, the replacement of a cache line occurs only within the context of the pre-defined locality value. From the above discussion, it clearly emerges that a key issue for the efficient operations of this scheme is the choice of value of the TOB. The most reasonable choice, at a slight expense of hardware complexity, is to allow the TOB value to change and to dynamically adapt to possible changes in locality. This is the task of the block labeled "Locality Change Detection", which, based on the observation of both the address and TOB miss output decides whether or not to enable the loading of a new locality value (i.e., the t − k bits of the current address). When this occurs, the cache must be flushed, since all the values it contains actually refer to the previous locality. The functional operations of the dynamic architecture are summarized in Table 1 .
TOB-Based Architecture
Concerning the actual implementation of the locality change detection, we opted for a very simple realization, based on the sole observation of the TOB miss output. Specifically, a change in locality is determined as the number of consecutive TOB misses exceeding a given threshold.
The value of the threshold may be critical, since we want to avoid an excessive number of locality switches. An explorative analysis has experimentally shown that a threshold of 7 suffices to track the actual locality changes. Although more sophisticated schemes do exist for locality detection (e.g., [18] ), the simple scheme of Figure 3 works reasonably fine, and meets the tight constraints of embedded systems.
It is important to emphasize that that the TOB-based architecture exhibits a tradeoff between the access to a reducedtag, energy-efficient cache and an increase of the miss rate. In fact, a TOB miss will always be considered as a cache miss, regardless of what the result of a cache lookup would be. Clearly, the overall scheme is advantageous, energywise, if (i) the TOB miss rate is very low, and (ii) the access to the reduced cache (i.e., the common case) is more energyefficient than the conventional cache. Section 4.2 discusses an analytical solution to this tradeoff.
Choosing the Optimal Tag Size
In the above discussion we have assumed that the value of k is given; however, its choice is actually the most critical design issue for making the TOB architecture effective. In the following, we propose a derivation of the optimal value of k, based on an analytical formulation of the total memory energy E mem as a function of k. Let E cache (k) the energy consumed by a single cache access. For simplicity, in this discussion we do not distinguish between read and write energy. E cache (k) is monotonically increasing with respect to k; for k = 0 (i.e., no tag) E cache is the energy of the data array only, whereas for k = t E cache is the energy of a full-tag cache. To decouple the dependence of E cache versus k, we can express it as the sum of a constant term (the energy per access in the data array) plus the tag contribution, that is, E cache (k) = E data + E tag (k).
As discussed in Section 4, the use of the TOB trades off a reduced energy access cost in the cache (E cache (k)) for a slight increase in the overall miss rate (in correspondence of TOB misses). Clearly, the miss rate will also depend on k: as k increases and tends to t, the miss rate will tend to reach the miss rate value of the full-tag cache. In other terms, the miss rate is monotonically decreasing with respect to k. We denote the miss rate with MR(k). The total energy of memory accesses is thus given by:
where E miss denotes the energy cost of a miss penalty, and can be assumed as a constant. Equation 1 consists of the sum of two quantities with opposite behavior with respect to k. Therefore, there must be a value k opt of k which minimizes the expression for E tot , which is used as a value for k in the architecture of Figure 2 . Figure 4 shows the plots of the quantities of Equation 1 for the same benchmark used for Figure 1 , for a value of miss penalty of 5 (i.e., E miss /E cache = 5). This value, although apparently small, is typical of systems-on-chip architectures, where even the background memory is on-chip, connected through a fast interconnect. Notice how M R(k) (the middle curve) is not actually monotonically decreasing up to the value k that saturates the miss rate (k = 3, from Figure 1 ). Notice also the linear behavior of E cache . In general, the energy is maximally reduced by applying Equation 1 for each individual application, in order to determine an optimal value of k for each application. The application-specific nature of the architecture could be partially relaxed, however, by computing an "average" value of k opt , derived from the memory access characteristic of a set of applications, at the expense of reduced energy savings.
Architectural Refinement
Some applications, such as loop-intensive kernels (e.g., FFT), may be highly localized so that a single main locality does exist; in these cases, the dynamic locality detection mechanism is somehow wasted, since it will not detect any significant locality change. These situations, which can be identified during the profiling phase, a static TOB-based architecture may be as effective as the dynamic one, yet with a smaller hardware overhead. By static we mean that the value in the TOB does not change during system operations; this fixed value represents the most "typical" locality value of the application. Although a static arrangement seems to be overly simplistic, it actually eliminates the possibility of a cache flush: in a static scheme, since no change in locality is allowed, a TOB miss always incurs only in the penalty of an ordinary cache miss. As Section 5 will show, some embedded applications may benefit from the use of a fixed locality value. The static scheme simplifies the architecture of Figure 2 by eliminating the counter and the comparison with the threshold value, so that the additional hardware consists just of the TOB register and a comparator; besides reduced capacitance, switching activity is also much lower, since they switch only in correspondence of TOB misses.
Performance Issues
One important point to emphasize is that the above architecture do not affect the cycle time of the cache, since the TOB and the cache are accessed in parallel, and the former has a much shorter delay than the cache. Rather, these schemes actually improve cache access time, as a byproduct. Since the tag has reduced size, any access to the cache (be it a miss or a hit) will require a shorter time (not just less energy) than accessing a full-tag cache.
Experimental Results
We have applied to proposed architecture to the PowerStone suite, a set of widely used embedded benchmarks, which includes typical multimedia, control, filtering, decoding, and communication kernels [16] . Memory reference traces have been derived after compilation and execution of the benchmarks on the Platune simulation platform [19] . Simulations of the architecture have been carried out using a in-house cache simulator, augmented with energy and performance models. The latter are based on an empirical model, derived from interpolation of data extracted from a memory generator by STMicroelectronics in a 0.13 µm technology. The model is parameterized with respect to the number of rows and column, and has been derived by least-mean square regression of a set of energy values obtained with the memory generator for different memory sizes. The intrinsic error of the energy and cycle time models, with respect to actual data, is below 2%. Tables 2 and 3 show the energy saving results for a 1KB, direct-mapped cache with a 4-byte line size, for instruction and data cache, respectively. Reported data include tag energy, as well as total cache energy, with the relative savings, plus, for each benchmark, the corresponding value of k opt . The average tag energy savings are 51% for the I-cache and 38% for the D-cache; these figures translate into a 21% and a 16% for the total cache energy. The first comment is related to the quantification of the savings. Since the TOB-based architecture targets the reduction of tag energy only, there is an upper bound to the achievable energy savings; in the best case, we can reduce tag energy to zero, and cache energy proportionally to the ratio t/(t + l), where t is the original number of tag bits, and l the size of a line in bits. The cache configuration of Tables 1 and 2 corresponds to a t = 22 bit tag cache, with a l = 32 bit line; therefore, we can achieve no more than 22/(22 + 32) = 40% saving on cache energy, neglecting the overhead. This bound, however, is simplistic and it is based on the assumption that energy perfectly scales with respect to the width (in bits) of the cache; the actual bound is in fact lower because of the design rules of the memory array, which tends to keep the aspect ratio as square as possible. This fact is reflected in the memory models we have used, and explains why the tag energy savings reported are smaller than the expected value; for instance, benchmarks that use only 1 bit of tag actually save less than the simple ratio ((22 − 21)/22). This is also important when comparing our results to those of other approaches which are based on less accurate models ( [13, 14, 15] . The second observation is concerned with the limited effectiveness of the method for data streams. This is somehow expected, since it is a well-known fact that data references exhibit smallesmaller locality than instruction ones. Entries in the tables which are marked with an asterisk denote benchmarks for which the static scheme proved more effective than the dynamic one. For the I-cache, these cases (adpcm and des) correspond to the situation in which the locality detection hardware would force to use an unnecessarily large number of bits in the tag memory, to avoid a large number of cache flushes (402 for adpcm and 191 for des, using a 1-bit dynamic TOB). For the D-cache, the saving for the blit benchmark actually exceeds the above mentioned upper bound. As a matter of fact, this is due to the cache pollution that occurs for the full-tag cache, while the use of a reduced tag avoids the loading of non useful data into the cache.
Sensitivity to Cache Parameters
The data of Tables 2 and 3 refer to a good cache configuration for the TOB scheme, since it has a large number of tags bits. In this section we report cache energy results for different cache configurations, in order to assess when and how much the proposed architecture can be reasonably used as an energy-efficient optimization. tags because of the increased number of index bits. In addition, since the energy model depends on both the number of rows and columns of the cache, the increase in the number of rows (i.e, cache lines) partially offsets the decrease in the number of columns due to reduced tags. The plot shows a progressive decrease of the energy savings from 20% to about 10%. Finally, Figure 7 shows how energy savings scales with respect to cache associativity. In principle, associativity should not affect the savings significantly, since doubling the number of ways should even reduce the number of index bits, and each way has its own set of tags. The plot confirms From the above analysis we can conclude that the proposed technique is maximally effective in the case of small caches and with small line sizes, that is, the typical scenario of small-scale, resource-constrained embedded systems. Large caches, conversely, tend to rapidly nullify the benefits of the TOB-based architecture, since their large access cost reduces the "importance" of tag energy reduction.
Encoder Implementation
We have implemented the TOB encoder, synthesizing a RTL description of the architecture of Figure 2 using Synopsys DesignCompiler and a 0.13µm technology library by STMicroelectronics. An encoder with a 15-bit TOB consumes about 0.09 pJ per access. This figure compare favorably to the energy per access of the cache. As a reference value, the energy per access a 16KB, direct-mapped cache with 16 bytes per line is 166.8 pJ. This makes the worst case overhead around 0.6%, and 0.0048% for the best case. Concerning delay, the arrival time of the TOB hit output is 80 ps, and 140 ps for the cache flush output. As a reference figure, the access time for a 16KB cache (on a low-power version of the technology library) is 5ns.
Conclusions
Embedded applications which exhibit high locality may benefit from an architectural arrangement where most of the cache tag bits are moved out of the cache into a special device called tag overflow buffer (TOB). The TOB-based scheme allows to use a reduced-tag cache on most memory references, thus providing a low-overhead and minimally intrusive technique to improve the energy consumption of the memory subsystem. The proposed technique is orthogonal to many similar cache optimization techniques, and provides tag energy savings of 51% on average, corresponding to a 20% average saving of total cache energy.
