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Introduction
Modeling the term structure of interest rates using risk factors is a vast and expanding research frontier in financial economics.
1 Diebold and Li (2006) propose a dynamic Nelson-Siegel (NS) model in order to predict the yield curve.
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However, Altavilla, Giacomini and Ragusa (2014) indicate that the original version of the dynamic NS model without macro information has weaker predictive power in the past twenty years. Various attempts have been made to tackle the weakening predictive power of term structure models. While Ang and Piazzesi (2003) and Diebold, Rudebusch and Aruoba (2006) stress the importance of key macro variables for the yield curve modeling, Dewachter and Iania (2012) and Dewachter, Iania and Lyrio (2014) show financial factors to be more prominent for explaining yields. This evidence is supported by other researchers, such as Moench (2008), who show that a term structure model augmented with a broad macro-finance information set can provide superior forecasts.
That said, the majority of term structure studies rely on fixed information sets, that is preselection of all possible predictors, and they rarely question whether the introduction of different predictors per se can become a source of forecast uncertainty as suggested in Dangl and Halling (2012) . Moreover, it is well documented by many econometricians that economic and financial predictors have short-lived predictive content and econometric relationships are unstable; see the general review by Rossi (2013) , as well as Dangl and Halling (2012) , Koop and Korobilis (2012) and Byrne, Korobilis and Ribeiro (2018) for examples pertaining to stock return, inflation and exchange rate predictability, respectively. In this paper, therefore, we raise and attempt to answer the following questions: To what extent does the consideration of various predictors proliferate forecast uncertainty of term structure models? How do we improve bond yield forecasts when predictors are possibly unstable and short-lived? To answer these questions, our paper builds upon previous work and proposes a modeling framework for term structure forecasting that has several salient features.
Firstly, we incorporate financial information in addition to traditional macro variables, as the global financial crisis highlighted the importance of the financial market for macroeconomic activity and bond yields more generally. We incorporate a substantial range of macro-finance risk factors with model combination techniques that distil large datasets.
and financial factors is a non-trivial task due to the proliferation of parameters in large dimensions, see Carriero, Kapetanios and Marcellino (2012) and Coroneo, Giannone and Modugno (2015) . Therefore, following Koop and Korobilis (2013) a Bayesian shrinkage estimation methodology is adopted, in order to estimate our large system with many variables. Secondly, we employ time-varying parameter (TVP) VARs to fully capture different degrees of structural change and both coefficient instability and stochastic volatility are taken into account. Van Dijk et al. (2014) suggest that a term structure model considering time-varying parameters can significantly improve its predictive power. In the same spirit, our forecasting exercises are conducted in a TVP dynamic Nelson-Siegel setup that extends Bianchi, Mumtaz and Surico (2009) .
Our key methodological contribution is to adopt a model averaging methodology that can potentially mitigate forecast uncertainty originating from different choices of predictors. The proposed Dynamic Model Averaging (DMA) method can determine in a data-based manner which macroeconomic or financial risks are relevant for the yield curve at each point in time. That is, unlike traditional model averaging approaches that select important predictors that are relevant during the whole data sample 4 , DMA is a probabilistic framework that allows at each point in time different predictors to be relevant for forecasting. Our application of DMA extends Koop and Korobilis (2013) from the VAR setting to a more general factor-augmented system for term structure modeling, which is new to the literature. We choose at different points in time between three candidate models: i) one with three pricing factors only; ii) pricing factors plus three key macroeconomic indicators; and iii) pricing factors augmented using up to fifteen macro and financial factors. The third macro-finance model is like a 'kitchen sink' model allowing for much more macro-finance information to be incorporated in the spirit of Moench (2008) . Model probabilities are assigned to each of the models at each point in time and, thus, averaging is dynamically implemented. When compared to alternative time-varying parameter estimation methodologies, this method is more robust as it encompasses moderate to sudden changes in economic conditions. DMA allows agents to flexibly shift to a more plausible model specification conditional on the most recent information, and Elliott and Timmermann (2008) indicate that model averaging methods in general can reduce the total forecast risk associated with using only a single 'best' model. Moreover, our setup allows a quantitative evaluation of various sources of forecast uncertainty, by employing an informative variance decomposition following Dangl and Halling (2012) . We quantify the relative importance of parameter uncertainty and model uncertainty in terms of different predictors, and show that both parameter uncertainty Ludvigson and Ng (2009) that large datasets can improve forecasting power. and model uncertainty are important and in total account for one third of predictive variance. Therefore, when choice of predictors is uncertain, DMA that builds upon TVP models is promising in assimilating macro-finance information dynamically.
We examine empirically U.S. term structure dynamics using over fourty years of monthly observations. The proposed approach has useful empirical properties in yield forecasting, as it considers parameter and model uncertainty and is robust to potential structural breaks. We compare the forecast performance of DMA to a basic dynamic Nelson-Siegel model and several variants, and show that substantial gains in yield predictability are due to the ensemble of salient features -time-varying parameters and dynamic model averaging. The contribution of each feature we incorporate in our model is significant and time-varying, and we find macro-finance information is important during recessions. The superior out-of-sample forecasting performance of DMA, especially for short rates, reveals plausible expectations of market participants in real time.
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Using only conditional information, DMA provides successful term premium alternatives to full-sample estimates produced by the no-arbitrage term structure models of Kim and Wright (2005) , Wright (2011) and Wu (2014) . This paper is structured as follows. Section 2 describes the framework and the estimation method for modeling bond yield dynamics. Section 3 describes the data and discusses the results. Specifically, the first two subsections test the parameter instability and elaborate on the usefulness of employing DMA. Section 3.4 displays the point and density forecasting performance of our term structure model. Section 3.6 shows the model-implied term premia has informative economic implications. Section 4 concludes.
Methods

Cross-Sectional Restrictions and Yield Factor Dynamics
Following Nelson and Siegel (1987) and Diebold and Li (2006) we assume that three factors summarize most of the information in the term structure of interest rates. The Nelson and Siegel (1987) (NS) approach has an appealing structure that is parsimonious, flexible, and allows for an easy interpretation of the estimated factors. Let y t (τ ) denote
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The indicators of real activity and the stock market are helpful in explaining the movements, see Appendix C.5. This is consistent with Kurmann and Otrok (2013) and Bansal, Connolly and Stivers (2014) , who relate the changes in the term structure to news shocks on total factor productivity and asset-class risk, respectively. yields at maturity τ , then the factor model we use is of the form:
where L
N S t
is the "Level" factor, S N S t is the "Slope" factor, C N S t is the "Curvature" factor and ε t (τ ) is the error term. In the formulation above, λ N S is a parameter that controls the shapes of loadings for the NS factors. For estimation purposes, we can rewrite equation (2.1) in the equivalent form,
is the vector of three NS factors, B(τ ) is the loading vector and ε t (τ ) is the error term.
The above Nelson-Siegel restrictions on loadings are restrictions that apply on the cross-section of yields. We use simple ordinary least squares (OLS) to extract three NS factors, and following Diebold and Li (2006) , Bianchi, Mumtaz and Surico (2009) and Van Dijk et al. (2014) , we set λ N S = 0.0609. We assume these factors are observed without errors, which is a standard assumption in term structure modeling. The interpretation of the Nelson-Siegel factors is of considerable empirical importance. The Level factor L N S t loads on all maturities evenly. The Slope factor S N S t approximates the long-short spread, and its movements are captured by placing more weights on shorter maturities. The Curvature factor C N S t captures changes that have their largest impact on medium-term maturities, and therefore medium-term maturities load more heavily on this factor. In particular, using the setting λ N S = 0.0609, the C N S t has the largest impact on the bond at 30-month maturity, see Diebold and Li (2006) . Time-series dynamics An important and novel aspect of our methodology is in modeling the factor dynamics. Following Bianchi, Mumtaz and Surico (2009) , the extracted Nelson-Siegel factors augmented with macroeconomic variables follow a time-varying parameter vector autoregression (TVP-VAR) of order p of the form
This is an asymptotically flat approximating function, and Siegel and Nelson (1988) Coroneo, Giannone and Modugno (2015) and Joslin, Priebsch and Singleton (2014) , we do not impose additional restrictions on the VAR system above. In our framework instead macro-finance variables only affect the unobserved NS factors and do not interact contemporaneously with the observed yields, so that they are unspanned by the yields. In other words, a 'knife-edge' restriction is imposed on the coefficients of macro-finance variables in the cross section, while the time-series dynamics (VAR model) are left unconstrained.
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For the purpose of econometric estimation, we work with a more compact form of Eq. (2.2). We can show that the p-lag TVP-VAR can be written as
where
is a vector summarizing all VAR coefficients, v t ∼ N (0, Σ t ) with Σ t an n × n covariance matrix. This regression-type equation is completed by describing the law of motion of the time-varying parameters β t and Σ t . For β t we follow the standard practice in the literature from Bianchi, Mumtaz and Surico (2009) and consider random walk evolution for the VAR coefficients,
based upon a prior β 0 discussed below, and µ t ∼ N (0, Q t ). Following Koop and Korobilis (2013) we set Q t = (Λ −1 − 1) cov (β t−1 |D t−1 ) where D t−1 denotes all the available data at time t − 1 and scalar Λ ∈ (0, 1] is a 'forgetting factor' discounting older observations. The covariance matrix Σ t evolves according to a Wishart matrix discount process (Prado and West (2010) ) of the form:
5)
where n t and S t are the degrees of freedom and scale matrix, respectively, of the inverse Wishart distribution, δ is a 'decay factor' discounting older observations, and f v t v t is 8 Bauer and Rudebusch (2017) test the knife-edge restrictions and point out these restrictions, though statistically rejected, have only small effects on cross-sectional fit and estimated term premia. Therefore, we follow Joslin, Priebsch and Singleton (2014) and Coroneo, Giannone and Modugno (2015) for the tractability of our proposed model. a specific function of the squared residuals of our model and explained in the Appendix A.1. The pair of forgetting/decay factors (Λ, δ) can be interpreted as a Bayesian prior on the amount of time-variation expected in the drifting coefficients β t and the volatilities Σ t , respectively. Following recommendations in Koop and Korobilis (2013) and Dangl and Halling (2012) , we set the forgetting factor Λ = 0.99 and the decay factor δ = 0.95.
To sum up, we have specified a VAR with drifting coefficients and stochastic volatility which allows for modeling structural instability and regime changes in the joint dynamics of the NS factors and the macroeconomic and financial factors. The Nelson-Siegel restrictions allow for straightforward estimation and interpretation, and shift our focus on the time-series dynamics of the estimated factors. Given ample empirical evidence about the importance of structural change and volatility in forecasting macroeconomic and financial variables, 9 our approach is more pragmatic: by specifying a flexible VAR structure with time-varying parameters and stochastic volatility, as well as relevant macro-finance information that can switch over time, we expect to obtain better forecasts of the underlying yield curve.
Model Uncertainty and the Role of Macro-Finance Factors
This paper argues that the possible set of risk factors relevant for characterizing the yield curve can change over time. We focus on Eq. (2.3) and work with three possible information sets: small, medium, and large. The small-size (NS) model only contains the three yield factors extracted from the Nelson-Siegel model and zero macro variable, therefore q = 0 in Eq. (2.3). The middle-size (NS + macro) model includes, in addition to the Nelson-Siegel factors, Federal Fund Rate, CPI inflation and Industrial Production, so q = 3. The large (NS + macro-finance) model includes q = 15 macroeconomic and financial variables.
Having three candidate models i = 1, 2, 3, in our model space, we use the recursive nature of the Kalman filter to choose among different models at each point in time. That is, for each t we obtain the probability/weight for each model i
under the regularity conditions
, and where L t−1 is the model selected at time t − 1. We estimate these model weights in a recursive manner, in the spirit of the Kalman filtering approach. We follow Koop and Korobilis (2013) and define
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See for example, Dangl and Halling (2012) , Koop and Korobilis (2012) , Van Dijk et al. (2014) and Byrne, Korobilis and Ribeiro (2018) . the updating step
where the quantity p (i) (z t |D t−1 ) is the time t predictive likelihood of model i, using information up to time t−1. This quantity is readily available from the Kalman filter and it provides an out-of-sample measure of fit for each model which allows us to construct model probabilities. In this paper we focus on the predictive likelihoods of the three Nelson-Siegel factors when implementing DMA. The time t prior π
where 0 < α ≤ 1 is a decay factor which allows discounting exponentially past forecasting performance, see Koop and Korobilis (2013) for more information. When α → 0 we have the case that at each point in time we update our beliefs with a prior of equal weights for each model. When α = 1 the predictive likelihood of each observation has the same weight which is basically equivalent to recursively implementing static Bayesian Model Averaging. For all other values between (0, 1) Dynamic Model Averaging occurs. In this paper a sufficiently small value is used for α such that the time t prior is flat, and we subsequently show this can capture changing economic conditions and increase the predictive performance.
Empirics
Data
The smoothed yields provided from the US Federal Reserve by Gürkaynak, Sack and Wright (2007) are used in the term-structure model specified in the previous section. We also include 3-and 6-month Treasury Bills (Secondary Market Rate). The empirical analysis focuses on yields with maturities of 3, 6, 12, 24, 36, 48, 60, 72, 84, 96, 108 and 120 months. The key macroeconomic and financial variables that enter our Dynamic Model Averaging model are obtained from St. Louis Federal Reserve Economic Data (FRED). These include inflation, real activity indicators, monetary variables, as well as the stock market, exchange rate, house prices and other financial market indicators; the details can be found in the Data Appendix. The full sample is from November 1971 to November 2013 and we use end of the month yield data. We present the yields' descriptive statistics in Table 1 . As expected, the mean of yields increase with maturity, consistent with the existence of a risk premium for long maturities. Yields have high autocorrelation which declines with lag length and increases with maturity. The short end of the yield curve is more volatile than the long end.
Different numbers of macro-finance variables are selected for the three VAR sizes entering the dynamic model averaging framework. As mentioned above, the small-size VAR (NS) does not include any macro or financial variables, but only the Nelson-Siegel factors. The middle-size VAR (i.e. NS + macro) includes Federal Fund Rate, inflation and Industrial Production, which are also used in related literature such as Ang and Piazzesi (2003) and Diebold, Rudebusch and Aruoba (2006) . The large VAR (i.e. NS + macrofinance) includes all 15 macro and financial variables, which should comprehensively include the information the market players are able to acquire. 
Evidence on Parameter Instability
In this section we seek to motivate the use of time-varying parameter methods. There is a vast selection of different tests of parameter instability and structural breaks in the literature from both a frequentist and a Bayesian perspective; see for example, Andrews and Ploberger (1994) , Hanson (2002) and Rossi (2005 (2007), we construct a likelihood-based test on the small VAR system of the factor dynamics, using the 1983-2013 sample. We bootstrap 5000 samples to recover the test statistics following Feng and McCulloch (1996) . Based on our test, the null hypothesis that the coefficients of the VAR are constant over time is rejected at 1% significance level, which means employing the TVP-VAR model is appropriate. Nevertheless, such tests of parameter instability are in-sample tests and fail to provide evidence concerning structural instability and predictability out-of-sample. Instead, we follow a different strategy and we note that the constant parameter version of the Nelson-Siegel model can be obtained as a special case of our proposed time-varying specification.
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Since our ultimate purpose is to obtain optimal forecasts of the yield curve, "testing" for parameter instability can conveniently boil down to a comparison of pseudo out-of-sample predictive power between the TVP-VAR and a constant parameter VAR. We employ the test proposed by Diebold and Mariano (1995) and evaluate the predictive power of competing models across four forecast horizons (h = 1, 3, 6, 12 months) and for all of our maturities. The p-values of the tests are reported in Table 2 , which correspond to the test of the null hypothesis that the competing TVP-VAR model has equal expected square prediction error relative to the benchmark forecasting model constant parameter VAR (i.e. Diebold and Li (2006) ), against the alternative hypothesis that the competing TVP-VAR forecasting model has a lower expected square prediction error than the benchmark forecasting model. Table 2 indicates the TVP-VAR consistently outperforms the constant parameter VAR. The test statistic rejects the null for most of the maturities, and especially at longer forecast horizons, so the time-varying parameter model should be preferred as it can provide more robust estimates.
To highlight the importance of the TVP feature, Figure 1 sets out the time-varying persistence of factor dynamics in the small-size VAR. This can be examined by considering the behavior of the eigenvalues. We can detect significant changes in all eigenvalues, which reflects indispensable changes in the persistence of pricing factors over time. The first eigenvalue seem relatively stable, but the mild variation in the eigenvalue would translate into sufficiently large changes in long-term expectations. Another observation is the clear rising trend for the third eigenvalue, which implies the third pricing factor is becoming
In particular, as Koop and Korobilis (2013) show, by setting the forgetting and decay factors Λ = δ = 1, our model is equivalent to the recursive estimation of a model with constant coefficients and constant variance. more persistent. Moreover, we find that the second and third eigenvalues have important changes in near recession periods, which is connected to the shifting dynamics of Slope and Curvature factors. This is evidence of sudden structural changes. As macro-finance information is considered important during recessions as suggested by Bernanke, Gertler and Gilchrist (1996) , it is uncertain whether the small-size VAR can still produce plausible forecasts when faced with structural instability. 
Model Dynamics
Graphical evidence of the usefulness of our model averaging approach is provided by the Figure 2 . The upper two panels set out the relative importance of the small, medium and large VAR models used in DMA. In general, there is substantial time variation in the weights, and the empirical observations are of economic importance.
It is worth reiterating the importance of the large macro-finance VAR, as Altavilla, Giacomini and Ragusa (2014) indicate that the original version of the dynamic NS model without macro information has weaker predictive power in recent years. We show the large-size VAR significantly boosts the forecast performance because of its superior performance during the recession periods. Moreover, model averaging expands the model set when compared with a single-model setup or model selection, and potentially mitigates the misspecification problem. Intuitively, the consideration of models with richer information sets allows to effectively 'hedge' the risk of using a single model as Elliott and Timmermann (2008) suggest.
Since the changes in model weights are very sensitive to new information, DMA reacts to sudden, rather than smooth, changes in coefficients. Without model averaging or selection, a time-varying parameter model with a specific information set may have volatile forecasting performance, as the true dynamics may not be captured well during certain periods. The DMA approach encompasses moderate to sudden changes in the economic environment and accordingly is promising in producing consistently superior forecasting performance, a point we discuss in detail in the following sections.
Forecasting Performance
At each time, we generate forecasts using the proposed DMA model with the data only up to that period. As described in the methodology section, we obtain the full posterior distribution of state variables and parameters, and the predictive density of yields, using only data up to time t. Specifically, the out-of-sample forecasts of yields are generated in the following two-step procedure. The first stage is using the Kalman filter and DMA to generate predictions of the three Nelson-Siegel yield factors with macro variables. That is, at each time, β t is estimated using the Kalman filter and Σ t is estimated according to the forgetting factor method. For each of the three candidate models (the small, meddle or large), we use Eq. (2.3) with the predictedβ
t to forecast pricing factors. Also at each time a model averaging method is recursively implemented to generate a weighted average of the forecasts by three candidate models, as decried in Section 2.2. The second stage is forecasting the yields with the predicted NS factors and the fixed NS loadings. This step is straightforward as bond yields are just linear combinations of three NS factors. The macro variables are not directly used to predict the yields in the second step, because of the knife-edge cross-sectional restrictions.
We use a training sample from 1971:11 to 1983:10, which gives a long forecast evaluation period from 1983:11 to the 2013:11. To thoroughly investigate the predictive power of our proposed model, we produce out-of-sample monthly forecasts for 30 years, and the predictive horizons range from one month to twelve months. To better evaluate the predictive performance of DMA, we have the following seven variants of dynamic Nelson-Siegel models: recursive estimation of factor dynamics using a standard VAR following Diebold and Li (2006) DL is the two-step forecasting model proposed by Diebold and Li (2006) , which recursively estimates the factor dynamics using a standard VAR. In other words, DL estimates the VAR model of factors recursively with historical data, extending through all the following periods. We have four variations of the DL model: 10-year rolling-window estimations (DL-R10); recursive estimations with three macro variables of Fed Fund Rate, Inflation and Industrial Production (DL-M); and recursive estimations with three principal components of our whole macro-finance dataset (DL-SW). In the DL-SW model, three macro principal components are drawn using the method proposed by Stock and Watson (2002) to augment DL. Lastly, we include two extensions of DL using a time-varying parameter VAR without macro information and a time-varying parameter VAR with three macro variables to characterize the factor dynamics, denoted TVP and TVP-M, respectively; the latter is essentially the model estimated in Bianchi, Mumtaz and Surico (2009) using MCMC methods. We report the performance of all models relative to the random walk (RW) forecast, which allows us to evaluate whether the term structure models successfully capture the high persistence in bond yields.
The point forecast precision of all term structure models is assessed in Table 3 which displays the one and three period ahead Mean Squared Forecast Error (MSFE) of the competing specifications relative to the MSFE of the random walk. Lower values of the relative MSFEs indicate better performance in general, while values lower than one indicate better performance relative to the random walk in particular. The core empirical results are very encouraging for the proposed method. As can be seen in this table, the DMA model consistently outperforms all the benchmark models. In many cases the relative MSFEs are also below one, meaning that the model fairs well compared to the random walk. Nevertheless, in some cases the relative MSFEs are higher than one, or they are not substantially lower than one in order to be considered significant. Table  4 shows relative MSFEs for horizons of six and twelve months ahead and it reveals that the DMA is also preferred at relatively long forecast horizons. Moving from point to density forecasts, that is forecasts that take into account the uncertainty in the predictive distribution, we find that also DMA performs well. In Tables 3 and 4 we find that DMA has the highest value of the log predictive score; see Geweke and Amisano (2010) for a definition of this metric. Given that DMA is outperforming all other specifications in all instances on average using this measure, we simply denote this in the two tables by using the symbol † . Figure 3 goes one step further and instead of quoting the average predictive log-scores, it plots the cumulative sum of predictive log-scores during the whole evaluation period, for selected maturities and for the DMA/DMS and Diebold-Li approaches. The predictive density of the DMA specification is more accurate compared to the predictive density of the Diebold-Li (DL) across all maturities, especially for short rates.
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Among all models, the results indicate DMA is the only one comparable in forecasting
Significance of relative MSFEs can also be measured using the Diebold and Mariano (1995) statistic we used in Table 2 to measure the predictive differences between constant and time-varying parameter specifications. Diebold and Li (2006) estimates based 10-year rolling windows; DL-M: factor dynamics in Diebold and Li (2006) are augmented with three macro variables: fund rate, inflation and industrial production, using recursive estimations; DL-SW: factor dynamics in Diebold and Li (2006) are augmented with three principal components (see Stock and Watson (2002) ) of our macro/finance data, using recursive estimations. Diebold and Li (2006) estimates based 10-year rolling windows; DL-M: factor dynamics in Diebold and Li (2006) are augmented with three macro variables: fund rate, inflation and industrial production, using recursive estimations; DL-SW: factor dynamics in Diebold and Li (2006) are augmented with three principal components (see Stock and Watson (2002) ) of our macro/finance data, using recursive estimations. performance to, or better than, the RW. In fact, DMA not only successfully captures the persistence in bond yields, but also reveals robust short rate expectations and risk premium estimates because of its superior performance in short rate forecasts. It is worth noting that the rolling-window forecasts perform much less favorably. In addition, the predictive power of DL-SW is not satisfactory. The macro principal components alone cannot provide useful information in terms of yield forecasting, since the method fails to exclude irrelevant information in a time-varying manner. This is an example of an unstable forecasting relationship, where the same information in macro-finance variables may not be useful in forecasting at all periods and forecast horizons. Hence, this result indicates the relative advantages of DMA as a plausible adaptive method for forecasting using only relevant information at each time period.
In the Nelson-Siegel setup long-term yields are almost exclusively driven by the Level factor which is very persistent and has relatively lower volatility, so long-rate forecasts at longer horizons should be quite stable for capable term structure models. For long yields, the forecast performance of a term structure model should be very close to the random walk if the model successfully captures the high persistence as suggested by Duffee (2011a) . In contrast, if short yields are anchored by policy rates, this implies shorthorizon forecasts of short yields are accurate as long as monetary policy is predictable in the short run. However, without further information, forecasts of short yields at longer forecast horizons deteriorate substantially, given that the monetary policy target or market expectations may shift in the long run. In comparing our results to the existing literature, Diebold and Li (2006) shows the DL beats the RW for forecast horizons up to 12 months before 2000. But Diebold and Rudebusch (2013) and Altavilla, Giacomini and Ragusa (2014) imply NS can no longer beat a RW, which is in line with the increased persistence as we have shown previously. Our extended NS model consistently improves upon DL across all horizons and maturities, which is confirmed by relative MSFEs, predictive log-scores, and the Diebold-Mariano test. Moreover, at shorter horizons, and to some extent at longer horizons, our proposed method improves upon the RW.
Fluctuation Test
In addition to the relative MSFE and the cumulative log predictive likelihoods, we formally test for forecasting ability over time in the presence of instabilities by implementing the Giacomini and Rossi (2010) one-sided Fluctuation test (Ft-test) . Under the null hypothesis, the Ft-test gauges whether the local relative forecasting performance (based on Diebold and Mariano (1995) test) of the competing model and the benchmark model (say DL) is equal at each point in time. The alternative is that the competing model forecasts better than the DL. Hence, when the Ft-test statistic is above its critical value at the 10% level of significance, the competing model forecasts signifi-cantly better than the DL at that point in time. Otherwise, if the Ft-test is below its critical value, the evidence suggests the absence of forecasting ability of the model. To compute the test, we follow the recommendations in Giacomini and Rossi (2010) and set the size of moving local window to a third of the in-sample observations.
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The Ft-tests for the h = 3, 6 and 12 month forecast horizons are reported in Figures  4, 5 and 6 . At the 3-month and 6-month horizons, both DMA and TVP(TVP-M) display significant forecasting ability except the very long maturity, as the Ft-test is usually above its critical value. At the twelve month forecast horizon, DMA and TVP(TVP-M) perform even better, as the Ft-test is consistently above the critical value for all maturities. Overall, DMA performs better than TVP or TVP-M as the test statistics are consistently higher, especially for shorter maturities. This is a further piece of evidence regarding the importance of systematically taking into account time-variation in parameters of term structure models, as well as model uncertainty.
Predictive Gains and Sources of Instability
Since the pricing dynamics of most competing methods are fully characterized by the NS restrictions, we can conclude that the predictive gains in our preferred specification are purely from its time-series dynamics. Specifically these gains seem to be stemming from the fact that parameter and model uncertainty are fully taken into account. In this subsection our desire is to further highlight and decompose the various sources of these predictive gains. In the previous results we have found that time-varying parameter models improve over constant parameter versions, whether these include macro-finance information or not. Further improvements can be achieved by allowing the dimension of the model to switch over time. In order to pin down the exact sources of predictive gains we first conduct a statistical test to evaluate the out-of-sample forecasting performance. In Table 5 we show results of the Diebold and Mariano (1995) test, in order to evaluate the forecasting performance of DMA relative to DL and TVP-M. The Diebold and Mariano (1995) statistic is also used by Diebold and Li (2006) and Altavilla, Giacomini and Ragusa (2014) . The relative MSFE is shown in Table 5 for forecasting horizons 1, 3, 6 and 12 months. These results indicate that the DMA clearly outperforms the DL and TVP-M, not only since MSFE are consistently lower but also the differences are statistically significant.
However, to what extent the constituent components of our DMA model contribute It also displays the one-sided Ft-test critical value at 10% level of significance. When the Ft-test statistic is above its critical value, we reject the null of equal local relative forecasting performance between the competing model and the DL, concluding that the method under consideration forecasts significantly better than the DL at that point in time. When the Ft-test is below its critical value, the evidence is consistent with the absence of forecasting ability of the method under consideration. The forecasting horizon is h = 3 months. It also displays the one-sided Ft-test critical value at 10% level of significance. When the Ft-test statistic is above its critical value, we reject the null of equal local relative forecasting performance between the competing model and the DL, concluding that the method under consideration forecasts significantly better than the DL at that point in time. When the Ft-test is below its critical value, the evidence is consistent with the absence of forecasting ability of the method under consideration. The forecasting horizon is h = 6 months. It also displays the one-sided Ft-test critical value at 10% level of significance. When the Ft-test statistic is above its critical value, we reject the null of equal local relative forecasting performance between the competing model and the DL, concluding that the method under consideration forecasts significantly better than the DL at that point in time. When the Ft-test is below its critical value, the evidence is consistent with the absence of forecasting ability of the method under consideration. The forecasting horizon is h = 12 months. 2. Statistical significance for the relative MSFE statistics is based on the p-value for the Diebold and Mariano (1995) statistic; the statistic corresponds to the test of the null hypothesis that the competing DMA model has equal expected square prediction error relative to the benchmark forecasting model (DL or TVP-M) against the alternative hypothesis that the competing forecasting model has a lower expected square prediction error than the benchmark forecasting model. *, ** and *** indicate significance at the 10%, 5%, and 1% levels, respectively.
to the predictive gains is still unclear. To provide a straightforward answer to this question, we perform a simple but informative decomposition to pin down various sources of instability that might affect the out-of-sample forecasting performance of DMA. In particular, this decomposition quantifies exactly the relative contribution of time-varying parameters or model uncertainty to the prediction variance of bond yields, highlighting sources that potentially hinder the bond yield forecasts. We use the law of total variance to decompose the variance of a random variable into its constituent parts. Following Dangl and Halling (2012) , we begin with the decomposition of pricing factor forecasts with respect to different choices of forecasting model L:
After some algebra and using the expressions detailed in previous sections, we have
Observational variance
Parameter uncertainty
Model uncertainty , where Σ t denotes the variance of the disturbance term in the observation equation, Φ t|t−1 denotes the unconditional variance of the time-t prior of the coefficient vector
t+1 is the weighted average over all candidate models. The individual terms of Equation (3.2) state the sources of prediction uncertainty and have intuitive interpretations. The first term measures the expected observational variance, calculated over different choices of forecast model L. This term in fact captures the random fluctuations or risks in the pricing factors, relative to the predictable drift component. The second term is the expected variance from errors in the estimation of the coefficient vector, which can be interpreted as the source of estimation or parameter uncertainty. The third term captures model uncertainty, which can also be considered as the time variability of predictors used to generate forecasts. Figure 7 displays the variance decomposition for three pricing factors, where Panel A shows that the predominant source of uncertainty is observational variance except during the 1980s. On average observational variance accounts for more than 70% of predictive variance for all three pricing factors. This is consistent with the findings of Dangl and Halling (2012) , as the asset prices frequently fluctuate randomly over their expected values. These fluctuations serve as the source of risk premia, and dominate the drift components in the term structure model. Therefore the fluctuations in fact contaminate the predictive power of term structure models, especially during the periods when pricing factors are highly persistent. In Panel B of Figure 7 , by excluding the observational variance we can focus upon the relative weights of the remaining sources of prediction uncertainty. The parameter uncertainty turns out to be a main source of prediction uncertainty after 1990, on average above 60%, which implies parameter instability is another crucial reason causing interest
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This does not at all mean term structure models are not useful. For instance, term structure models can reveal informative dynamics of market prices of risks and have reliable term premia of long-term bonds, which can not be offered by the random walk model. rate unpredictability during that time. Therefore, a successful forecasting model should at least consider the feature of time-varying parameters. The model uncertainty is also important especially during certain periods. For example, model uncertainty rises steeply during the 1980s, accounting for more than 90% of total variance. This observation suggests without considering model uncertainty the predictive power of term structure models may be significantly compromised. The contribution of each source is time-varying but comparable for the three pricing factors. It highlights that the consideration of both parameter uncertainty and model uncertainty regarding different choices of indicators is a better way to produce more reliable interest rate forecasts.
Model-Implied Term Premia
In this section we set out a visual comparison of our term premium estimates.
14 We plot the DMA time-varying risk premia from 1985 for a medium-term bond (maturity 36 months) and a long-term bond (maturity 120 months) in Figure 8 . For comparison, we also plot the model-implied term premia estimated from no-arbitrage term structure models proposed by Kim and Wright (2005) , Wright (2011) and Wu (2014) , all of which use full-sample data.
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Note that we use monthly data when applying the methods of Wright (2011) and Wu (2014) , and the physical VAR dynamics are all augmented with three macro variables as in our mediumsize model in this paper. As a result, the term premium measures from these two methods are similar, which helps resolve a discrepancy indicated in Bauer, Rudebusch and Wu (2014) .
It is worth emphasizing that DMA captures plausible term premia using conditional information only. As it is shown in the upper panel of Figure 8 , the 36-month term premium estimates of DMA are highly consistent with the full-sample estimates of Wright (2011) and Wu (2014) . In general all term premia estimates display countercyclical behavior, as they rise in and around US recessions, except from the estimates of Kim and Wright (2005) . The difference between the estimates of Kim and Wright (2005) (KW) and other models is due to the estimated expectation of future short rate. As indicated in Christensen and Rudebusch (2012) , in the KW measure the factor dynamics tend to display distinctively different persistence from other measures 14 A more thorough discussion about term premia and risk-neutral rates, as well as the underlying drivers, can be found in Appendix C.5.
The comparison between the DMA term premia and recursively estimated term premia from dynamic Nelson-Siegel is shown in Appendix C.5.1. The DMA approach seems to be more robust than the constant-parameter dynamic Nelson-Siegel model, as the dynamic Nelson-Siegel model proposed by Diebold and Li (2006) tends to overestimate the future short rates and hence underestimate the term premia.
because of the augmentation of survey data. According to the observations here, the expected future short rates from the survey tend to be very stable, so the KW term premia has a relatively lower variance and may display an acyclical pattern. 
Notes:
1. The top panel is the 36-month term premia and the bottom is the 120-month term premia. The EH consistent 36-and 120-month bond yields are estimated using Eq. (C.1); we then calculate the term premia using Eq. (C.2). 2. In addition to DMA, we use the whole sample to separately estimate two types of term premia employing the methods proposed by Wright (2011) and Wu (2014) . The Kim and Wright (2005) Among all measures considered, the DMA term premia seem to be more sensitive to changes in the economic environment, which can be seen more clearly from the lower panel of Figure 8 of the long-term term premia. The reason is that expectations of the future short rates move flexibly in DMA and, hence, the 10-year term premia presents a more significant countercyclical pattern. For example, the short rate was continuously decreasing from 1990 to 1993 so the expectation of future short rates was also decreasing. Long rates were relatively stable in contrast, which leads to the increasing risk premia that peaked in 1993.
Conclusion
The Nelson-Siegel approach of yield curve modeling has been extended by Diebold and Li (2006) , Diebold, Rudebusch and Aruoba (2006) and Bianchi, Mumtaz and Surico (2009) . We further extend this literature by proposing a Dynamic Model Averaging (DMA) approach with the consideration of a large set of macro-finance factors, in order to better characterize the nonlinear dynamics of yield factors and further improve yield forecasts. We explore the time-varying predictive power of term structure models and unfold the time variation of sources that significantly drive the predictive variance of the yield curve. The DMA method significantly improves the predictive accuracy for bond yields, short rates in particular, and successfully identifies plausible dynamics of term premia in real time.
Specifying the interactions between the yield factors and macro-finance information using time varying parameters, stochastic volatility, and switching information set, causes additional econometric challenges in terms of tractability of estimation. Such challenges are addressed here by bringing in a fast and simple estimation technique. The proposed yield curve specification is robust to various sources of structural instabilities, and it is highly consistent with the theoretical and empirical findings in the previous yield curve literature. Future research could employ a one-step estimation approach to provide forecasts with higher accuracy, in which case a trade-off should be made between predictive accuracy and estimation efficiency. Finally, disentangling the real part of the term structure from inflation expectations is meaningful and desirable, but it is beyond the scope of this paper and can also be considered in further work.
Predict term structure of US interest rates in a data rich environment Allow the model dimension and parameters to change over time More macro-finance information is chosen to be relevant during recessions As a result forecasts of yield curve are superior relative to benchmarks We also evaluate estimates of term premia using our approach
