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Abstract
Stynes and O’Riordan, Math. Comp. 56 (1991) 663–675 considered a local exponentially %tted %nite element (FE)
scheme for a singular perturbed two-point boundary value problem, and gave an -uniform error estimate of h1=2 order in
the energy norm. In the present paper, we will %rst prove that this scheme actually possesses an -uniform convergence
order h|ln h|1=2 in the energy norm, then consider two other higher-order schemes. c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction
We consider the singularly perturbed two-point boundary value problem
−u′′ + b(x)u′ + a(x)u= f; x ∈ [0; 1];
u(0) = u(1) = 0;
a(x)− b′=2¿
¿ 0;
b(x)¿¿ 0;
(1.1)
where ; 
 and  are real numbers, and 0¡1. Such problems appear in various physical pro-
cesses. The solution typically exhibits boundary layers, which make (1.1) diAcult to solve numeri-
cally.
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There are many publications dealing with problem (1.1). After the well-known papers Il’in [5] and
Kellogg and Tsan [6], many other authors introduced various numerical methods to get -uniform
convergence, such as Groen and Hemker [4], El-Mistikawy and Werle [1], Gartland [2,3], Stynes and
O’Riordan [11–13] and Shiskin [10]. In [13], Stynes and O’Riordan %rstly constructed a framework
suitable for the purely %nite element analysis of such problems.
Miller [7] proved that on a uniform mesh, exponential %tting is necessary for a scheme to converge
uniformly with respect to . And it is known that for a global exponentially %tted FE scheme,
the optimal -uniform accuracy order is h1=2 in the energy norm (see [8,9]). In [13], the authors
considered a local exponentially %tted FE scheme, which we call “local exponentially %tted P1-FE
method” (Scheme I). They used exponential splines only in the boundary layer region, and outside
the layer, the normal continuous piecewise linear function instead. They derived an estimate of
higher-order h1=2(|ln |)1=2 for the interpolation error in the energy norm, but they failed to derive
the same order error estimate for the whole scheme. While numerical experiments shows that it is
almost of order h in the energy norm.
In Section 2, we will derive an -uniform h|ln h|1=2 order error estimate in the energy norm for
this scheme, under the assumption that the mesh is quasi-uniform.
In Section 3, we will consider a local exponentially %tted Pk-FE scheme (Scheme II), in which
higher-order piecewise polynomials are used outside the layer region. Scheme II can be regarded
as a simpli%ed scheme of Groen and Hemker 79 [4]. These two schemes have similar convergent
property, but Scheme II is more Nexible (see Remark 3.3 below).
Observing that the previous exponential splines in [4,8,13] actually %tted the exact solution with
order O(), in Section 4 we construct a higher-order %tted spline in the boundary layer region to
replace the original exponential splines. So we get a “local higher-order exponentially %tted scheme”
(Scheme III). And we prove that it possesses higher-order -uniform accuracy than the other schemes.
In Section 5, we will show some numerical examples. In the whole paper, C denotes a generic
positive constant independent of , the solution u(x) and the mesh size h. For simplicity, we assume
that the data b; a; f are suAciently smooth.
2. Local exponentially tted P1-FE scheme
In this section, we will introduce Stynes and O’Riordan’s local exponentially %tted scheme, and
then give a sharper -uniform error estimate in the energy norm.
2.1. Scheme I
Before discretization, we need the following lemma on the property of the exact solution u of
(1.1).
Lemma 2.1 (Kellogg and Tsan [6]). If b; a; f are su7ciently smooth and independent of ; then
the solution u of (1:1) satis8es
|u(i)(x)|6C(1 + −ie−(1−x)=); x ∈ [0; 1]; i = 0; 1; 2; : : : : (2.1)
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Consider a partition 0 = x0 ¡x1 ¡ · · ·¡xN = 1. Set Ii = (xi; xi+1); hi = xi+1 − xi; Phi+1 = (hi+1 +
hi)=2; i = 0; : : : ; N − 1, and h=maxi hi. Let
xK =max{xi: xi61− 2|ln |=}; (2.2)
where we may assume that xK¿ 12 since we consider the singularly perturbed case, i.e.   1.
The domain [0; 1] can be divided into two parts: [0; xK ] and [xK ; 1], which are the so-called regular
region and layer region, respectively.
It is easy to know from Lemma 2.1 that in the regular region
|u′(x)|; |u′′(x)|6C; x ∈ (0; xK): (2.3)
Assumption. The mesh is quasi-uniform, i.e.
h=hi6C; 06i¡N: (2.4)
Problem (1.1) has a variational form, namely
Find u ∈ H 10 (0; 1); such that
B(u; v) = (f; v); ∀v ∈ H 10 (0; 1);
(2.5)
where B(u; v) = (u′; v′) + (bu′; v) + (au; v), and (·; ·) stands for the usual L2[0; 1] inner product.
To discretize (1.1), we de%ne the %nite-dimensional trial space S and test space T as
S = {v(x) ∈ H 10 (0; 1): v′′(x)|Ii = 0; i = 0; : : : ; K − 1;
−v′′ + Pbv′|Ii = 0; i = K; : : : ; N − 1}
and
T = {v ∈ H 10 (0; 1): v′′|Ii = 0; i = 0; : : : ; N − 1};
where Pb(x) = (b(xi) + b(xi−1))=2, if x ∈ [xi−1; xi).
Then a Petrov–Galerkin method can be formulated as follows:
Scheme I
Find uh ∈ S; such that
PB(uh; v) = (f; v)h; ∀v ∈ T;
(2.6)
where PB(u; v) = (u′; v′) + ( Pbu′; v) + (au; v)h. One can de%ne a discrete L2-inner product as (u; v)h ≡∑N−1
i=1 u(xi)v(xi) Phi, and denote the associated norm by ‖u‖2h ≡
∑N−1
i=1 u
2(xi) Phi. Then the discrete energy
norm can be de%ned as ‖u‖2 ≡ ‖u′‖2 + ‖u‖2h.
Lemma 2.2 (Stynes and O’Riordan [13]).
∀v ∈ S; PB(v; vT )¿C1‖v‖2 ;
where C1 is independent of  and h, vT ∈ T interpolates to v at the nodes.
This lemma yields the existence and uniqueness of Scheme I.
Remark 2.1. T is the normal continuous piecewise linear function space, and S=span{’1; : : : ; ’K ; : : : ;
’N−1}, where ’1; : : : ; ’K−1 are the piecewise linear interpolation bases corresponding to the nodes
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in the regular region: x1; : : : ; xK−1; ’K+1; : : : ; ’N−1 are exponential spline bases corresponding to the
nodes in the layer region: xK+1; : : : ; xN−1, de%ned as follows:
For i = K; : : : ; N − 1,
L’i ≡ −’′′i + Pb’′i = 0; in
N−1⋃
j=K
Ij;
’i(xj) = ij; for j = K; : : : ; N:
(2.7)
It can be seen that supp{’i}=[xi−1; xi+1] for each i=K +1; : : : ; N − 1. In particular, ’K is a hybrid
polynomial/exponential-spline basis.
2.2. Error estimates
For the interpolation error, [13] gave some estimates.
Lemma 2.3 (Stynes and O’Riordan [13]). If u is the solution of (1:1); and uI ∈ S is the interpolant
of u; then
(1) |(u− uI)(x)|6Ch2i ; if x ∈ Ii; i = 0; : : : ; K − 1
(2) |(u− uI)(x)|6Chi(1− e−i); if x ∈ Ii; i = K; : : : ; N − 1;
where i = hi=.
Set u− uh = u− uI + uI − uh ≡  + !. We have
Lemma 2.4 (Stynes and O’Riordan [13]).
‖ ‖26C(h2 + h|ln |(1− e−));
where = h=.
The following theorem claims that ! actually has the same convergence order as the interpolation
error  .
Theorem 2.5. If the mesh is quasi-uniform; then
‖!‖26C(h2 + |ln |h(1− e−)):
The proof is postponed till the end of this section. From Lemma 2.4 and Theorem 2.5, we have
Theorem 2.6. For h su7ciently small;
‖u− uh‖26C(h2 + |ln |h(1− e−))6Ch2|ln h|:
Proof. The %rst inequality follows directly from Lemma 2.4 and Theorem 2.5. To prove the second
inequality, one only needs to check two cases: (1) ¿h, and (2) ¡h.
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(1) In the case of ¿h, since 1− e− ¡= h=,
C(h2 + h(1− e−)|ln |)6C(h2|ln |)6Ch2|ln h|:
(2) If ¡h, noting that the function g(t) = t|ln t| is monotonic increasing when t ∈ (0; e−1), it
follows that |ln |6h|ln h| for h suAciently small, so the second inequality is always true.
To prove Theorem 2.5, one needs the following two lemmas.
Lemma 2.7 (Stynes and O’Riordan [13]). For w ∈ S and i ∈ {K + 1; : : : ; N};
∫ xi
xi−1
|w′| dx6C(1− e−i)1=21=2
(∫ xi
xi−1
|w′|2 dx
)1=2
:
In contrast to the method of [13], we always treat the regular and layer region separately. The
following lemma plays an important role in this section. It gives an estimate of !′ in the L1-norm
in the layer region. The key point is that this lemma is used to estimate the L∞-norm of ! in the
layer region.
Lemma 2.8.
h
∫ 1
xK
|!′| dx6C(%)[h(1− e−)|ln |+ h2] + %
∫ 1
xK
|!′|2 dx; ∀%¿ 0:
Proof. From Lemma 2.7,
h
∫ 1
xK
|!′| dx6Ch
N−1∑
i=K
(
(1− e−i+1)
∫ xi+1
xi
|!′|2 dx
)1=2
6Ch
(
N−1∑
i=K
1
)1=2(N−1∑
i=K
(1− e−i+1)
∫ xi+1
xi
|!′|2 dx
)1=2
6C(%)h(1− e−)(|ln |+ h) + %
∫ 1
xK
|!′|2 dx:
We have used the usual inequality 2ab6%a2 + (1=%)b2, the assumption of (2.4) and the de%nition
of xK in (2.2).
We now can give the proof of Theorem 2.5.
Proof of Theorem 2.5. From Lemma 2.2,
C1‖!‖26 PB(!; !T ) =− PB( ; !T ) + PB(u− uh; !T ):
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Integrating by parts and noting that !T ∈ T is piecewise linear, we get
− PB( ; !T ) =
N−1∑
i=0
∫
Ii
(!′′T + Pb!
′
T ) dx6
K−1∑
i=0
∫
Ii
Pb !′T dx +
∫ 1
xK
Pb !′T dx
6Ch2
K−1∑
i=0
∫
Ii
∣∣∣∣!(xi+1)− !(xi)hi
∣∣∣∣ dx + Ch(1− e−)
∫ 1
xK
|!′| dx
6C(h2 + h|ln |(1− e−)) + 1
8
(

∫ 1
0
|!′|2 dx + ‖!‖2h
)
;
where we have used Lemmas 2.3 and 2.8, the arithmetic–geometric mean inequality, assumption
(2.4) and the fact
∫
Ii
|!′T | dx6
∫
Ii
|!′| dx. It follows that
PB(u− uh; !T ) = (( Pb− b)u′; !T ) + (f − au; !T )− (f − au; !T )h
and
|(( Pb− b)u′; !T )|6Ch
∫ xK
0
|u′!T | dx + Ch
∫ 1
xK
|u′!T | dx;
6Ch
∫ xK
0
|!T | dx + Ch
∫ 1
xK
|u′||!T (x)− !T (1)| dx;
6Ch2 + 18‖!‖
2
h + Ch
∫ 1
xK
|u′| dx
∫ 1
xK
|!′T | dx;
6C(h2 + h|ln |(1− e−)) + 18‖!‖
2
 : (2.8)
In the above, we have used (2.3), Lemma 2.8 and the fact that ‖!T‖6C‖!T‖h =C‖!‖h;
∫ 1
xK
|u′|6C.
Let &= f − au, and note that T = span{ 1;  2; : : : ;  N−1}, where  i is the piecewise linear inter-
polation basis at node xi. It can be seen that (1;  i) = Phi; i = 1; : : : ; N − 1. Then
|(&; !T )− (&; !T )h| =
∣∣∣∣∣
N−1∑
i=1
(&− &(xi);  i)!(xi)
∣∣∣∣∣ ;
6
N−1∑
i=1
hi|!(xi)|
∫
Ii
|&′| dx +
N−1∑
i=1
hi−1|!(xi)|
∫
Ii−1
|&′| dx;
≡ (I) + (II):
These two terms can be treated in the same way. We only need to bound the %rst one:
(I) =
K−1∑
i=1
hi|!(xi)|
∫
Ii
|&′| dx +
N−1∑
i=K
hi|!(xi)|
∫
Ii
|&′| dx;
≡ (I1) + (I2):
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By Lemma 2.1, we have
∫ 1
xK
|&′| dx6C; ∫ xK0 |&′|2 dx6C. Therefore,
(I1)6 %
K−1∑
i=1
(!(xi))2hi + C(%)
K−1∑
i=1
hi
(∫
Ii
|&′| dx
)2
6
1
8
‖!‖2h + Ch2
K−1∑
i=1
∫
Ii
|&′|2 dx (for %¿ 0 small enough)
6 18‖!‖
2
h + Ch
2;
where we have used HQolder’s inequality. Then from Lemma 2.8,
(I2)6
N−1∑
i=K
hi|!(xi)− !(1)|
∫
Ii
|&′| dx6Ch
∫ 1
xK
|!′| dx
6C(h2 + h(1− e−)|ln |) + 1
8

∫ 1
xK
|!′|2 dx:
Estimating (II) in the same way, we get at last
‖!‖26C(h2 + h|ln |(1− e−)):
This completes the proof of Theorem 2.5.
3. Local exponentially tted Pk-FE scheme
In this section, instead of the P1 %nite element, a higher order Pk %nite element is used outside
the layer region. In the following, we take k = 2 as an example.
3.1. Scheme II
First, divide the domain (0,1) into regular and layer regions: (0; xˆ) and (xˆ; 1), select xˆ such that
1− xˆ = 3|ln |=:
From Lemma 2.1,
|u(i)(x)|6C; ∀x ∈ [0; xˆ]; i = 1; 2; 3: (3.1)
Then, discretize the two regions separately:
0 = x0 ¡x1 ¡ · · ·¡xN = xˆ; xˆ = xN ¡xN+1 ¡ · · ·¡xN+M = 1
with the restriction that the mesh in (0; xˆ) is quasi-uniform and the one in (xˆ; 1) is uniform.
Set hi = xi+1 − xi; Ii = [xi; xi+1], and introduce the regular region step hr = max06i6N hi, and the
layer region step hb = (1− xˆ)=M .
De%ne the test function space T2 as
T2 = {v(x) ∈ H 10 (0; 1): v(3)(x)|Ii ; = 0; i = 0; : : : ; N − 1; v′′(x)|Ii = 0; i = N; : : : ; N +M − 1};
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i.e., if v ∈ T2, then v(x) ∈ C0[0; 1] and v(x) is piecewise polynomial of degree two in (0; xˆ),
piecewise linear in [xˆ; 1]. The trial function space S2 is de%ned by
S2 = {v(x) ∈ H 10 (0; 1): v(3)(x)|Ii = 0; i = 0; : : : ; N − 1;
(−v′′ + bˆ(xi)v′)|Ii = 0; i = N; : : : ; N +M − 1};
where
bˆ(x) =
{
b(x); x ∈ [0; xˆ];
(b(xi) + b(xi+1))=2; x ∈ [xi; xi+1); i = N; : : : ; N +M − 1;
i.e., v ∈ S2 is a piecewise polynomial of degree two in [0; xˆ] and a piecewise exponential spline in
[xˆ; 1] .
We now can formulate the local exponentially %tted Pk-FE scheme:
Scheme II
Find uh ∈ S2; such that
Bˆ(uh; vh) = (f; vh); ∀vh ∈ T2;
(3.2)
where Bˆ(u; v) = (u′; v′) + (bˆu′; v) + (au; v), the discrete inner product is de%ned as
(g; w) =
∫ xˆ
0
gw dx + g(xN )w(xN )hb=2 +
N+M−1∑
i=N+1
g(xi)w(xi)hb
and the associated L2-norm is ‖g‖2 = (g; g). Then the energy norm can be de%ned as ‖u‖2 =

∫ 1
0 |u′|2 dx + ‖u‖2.
3.2. Error estimates
Lemma 3.1. For any v ∈ S2; vT ∈ T2 interpolates to v. Then
Bˆ(v; vT )¿C2‖v‖2 :
The proof of this lemma is similar to the one for Lemma 2.2.
Lemma 3.2 (Gartland [3]). Consider the following problem:
−u′′ + b(x)u′ + a(x)u= f(x); x ∈ [0; 1];
u(0) = r0; u(1) = r1: (3.3)
If b(x) ∈ L∞; a(x); f ∈ L1; b(x)¿¿ 0, then for su7ciently small ,
‖u‖L∞ + ‖u′‖L∞6C‖f‖L1 + d0|r0|+ d1|r1|;
where d0; d1 are independent of .
This lemma was proved in [3] by a subtle analysis of the associated Green’s function. In the case
that b; a and f are suAciently smooth, we can give a simple elementary proof as follows.
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Proof. One only needs to check the case of u(0)= u(1)=0. Let s(x)=
∫ x
0 (a(t)=b(t)) dt, and rewrite
(3.3) as
− 
b
es(x)u′′ + (es(x)u)′ = es(x)
f
b
: (3.4)
Set |u(x0)|=max |u(x)|. Then it follows that u′(x0) = 0. Integrating (3.4) against es(x)u over (0; x0),
we get for suAciently small ,
e2s(x0)
2
u2(x0) +
∫ x0
0

b
e2s(x)(u′)2 = 
∫ x0
0
b′ − 2a
b2
e2s(x)uu′ dx +
∫ x0
0
f
b
e2s(x)u dx;
6Cu2(x0) + C‖f‖2L16C‖f‖2L1 :
We now obtain
‖u‖L∞6C‖f‖L1 :
Noting that u(0) = u(1) = 0, it follows from Rolle’s lemma that there exists some x1 ∈ [0; 1], such
that u′(x1) = 0. For ∀x ∈ [0; 1], integrating (3.3) from x1 to x,
|u′(x)| =
∣∣∣∣
∫ x
x1
(bu′ + au− f) dx
∣∣∣∣ ;
6 |b(x1)u(x1)− b(x)u(x)|+
∫ 1
0
|(a− b′)u| dx +
∫ 1
0
|f| dx;
6C‖u‖L∞(0;1) + ‖f‖L1(0;1)6C‖f‖L1(0;1):
So this lemma is proved.
Using Lemma 3.2 on each subinterval Ii in the layer region, we get
Lemma 3.3. If u is the solution of (1:1); uI ∈ S2 is the node interpolant of u; then
1. |(u− uI)(s)(x)|6Ch3−sr ; s= 0; 1; x ∈ (0; xˆ),
2. |(u− uI)(x)|6Chb(1− e−hb=); x ∈ (xˆ; 1); |(u− uI)′(x)|6Chb=; x ∈ (xˆ; 1).
Let u− uh = u− uI + uI − uh ≡  + !.
Lemma 3.4.
‖ ‖26C(h4r + h2b|ln |):
Proof. From Lemma 3.3,
‖ ‖2 = 
(∫ xˆ
0
+
∫ 1
xˆ
)
| ′|2 dx +
∫ xˆ
0
 2 dx +  2(xN )hb=2 +
N+M−1∑
i=N+1
hb 2(xi);
6C(h4r + h
6
r + (hb=)
2|ln |+ h2b(1− e−hb=)2|ln |);
6Ch4r + Ch
2
b|ln |:
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Theorem 3.5.
‖!‖26Ch4r + Chb|ln |(1− e−hb=)6C(h4r + h2b|ln |):
Proof. From Lemma 3.1,
C2‖!‖26Bˆ(!; !T ) = Bˆ(− ; !T ) + Bˆ(u; !T )− B(u; !T ):
Observing that !T = ! in (0; xˆ),
∫
Ii
|!′T | dx6
∫
Ii
|!′| dx; for i = N; : : : ; N + M − 1 and  (xi) = 0; for
i = 0; : : : ; N +M , we obtain by integrating by parts and using Lemma 3.3,
|Bˆ( ; !T )| =
∣∣∣∣∣
∫ xˆ
0
( ′!′ + bˆ ′!+ a !) dx +
∫ 1
xˆ
( ′!′T − bˆ !′T ) dx
∣∣∣∣∣ ;
6Ch4r + Chb
∫ 1
xˆ
|!′| dx + 18‖!‖
2
 ;
6C(h4r + h
2
b|ln |) + 14‖!‖
2
 :
To derive the last inequality, we have used that
∫ 1
xˆ
|!′| dx6
(∫ 1
xˆ
1 dx
)1=2(∫ 1
xˆ
|!′|2 dx
)1=2
6C
(
|ln |
∫ 1
xˆ
|!′|2 dx
)1=2
:
Bˆ(u; !T )− B(u; !T ) = a(xN )u(xN )!(xN )hb=2 +
N+M−1∑
i=N
a(xi)u(xi)!(xi)hb
−
∫ 1
xˆ
au!T dx + ((bˆ− b)u′; !T ):
Treating this equation in the same way as in Section 2 and using 1− e− ¡= hb=, we get
|((bˆ− b)u′; !T )| =
∣∣∣∣∣
∫ 1
xˆ
(bˆ− b)u′!T dx
∣∣∣∣∣6Chb(1− e−)|ln |+ 18‖!′‖2;
6Ch2b|ln |+ 18‖!′‖
2

and
a(xN )u(xN )!(xN )hb=2 +
N+M−1∑
i=N
a(xi)u(xi)!(xi)hb −
∫ 1
xˆ
au!T dx
6Chb|ln |(1− e−) + 18‖!‖
2
 ;
6Ch2b|ln |+ 18‖!‖
2
 :
Combining all the above ends the proof of Theorem 3.5.
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From Lemma 3.4 and Theorem 3.5, the following result is readily found:
Theorem 3.6.
‖u− uh‖6C(h2r + hb|ln |1=2)6C(h2r + |ln |3=2=M):
Remark 3.1. In the case of k ¿ 2, one needs to select xˆ such that 1− xˆ= (k +1)|ln |=, and gets
%nally
‖u− uh‖6C(hkr + |ln |3=2=M):
Remark 3.2. Observing that in our error estimates, hr and hb are independent of each other,
we can discretize the regular region and layer region in di(erent scales. If necessary, we can,
for example, locally re%ne the layer region to balance the terms in the error estimates of
Theorem 3.6.
Remark 3.3. Groen and Hemker [4] introduced a Petrov–Galerkin FE scheme for the same
problem.
Trial function space
Ek = {u(x) ∈ H 10 (0; 1): Dk+1(D − b(xi))u|Ii = 0; i = 0; : : : ; L}
and test function space:
Fk = {u(x) ∈ H 10 (0; 1): Dk+1(D + b(xi))u|Ii = 0; i = 0; : : : ; L};
where D = d=dx and L= N +M − 1. Obviously,
Ek = {u ∈ H 10 (0; 1): u(k+1)|Ii = 0; 06i6L}
⊕{u ∈ H 10 (0; 1): (−u′′ + b(xi)u′)|Ii = 0; 06i6L};
and
Fk = {u ∈ H 10 (0; 1): u(k+1)|Ii = 0; 06i6L}
⊕{u ∈ H 10 (0; 1): (u′′ + b(xi)u′)|Ii = 0; 06i6L};
i.e., both the piecewise Pk polynomials and exponentially %tted splines are used on the whole domain.
The scheme is de%ned as follows:
Find uh ∈ Ek; such that
B(uh; vh) = (f; vh); ∀vh ∈ Fk:
They gave the error estimate in the energy norm as
‖u− uh‖6C(hk + ):
This scheme only works when  is much smaller. Scheme (3.2) is more simple and Nexible.
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4. Local higher-order exponentially tted scheme
In this section, we still consider problem (1.1), but require that f ≡ 0.
−u′′ + b(x)u′ + a(x)u= 0; x ∈ [0; 1];
u(0) = r0; u(1) = 0;
a(x)− b′(x)=2¿
¿ 0;
b(x)¿¿ 0:
(4.1)
Noting that the exponentially %tted splines used in the layer region in Sections 2 and 3 actually %t
the exact solution u(x) with %rst order O(), one naturally wants to know how to use higher-order
%tted splines in the layer region (for example, O(2) order) instead of the original %rst-order %tted
splines. Then one gets the ‘local higher-order exponentially %tted scheme’ (Scheme III).
4.1. Construction of the higher-order exponentially 8tted spline
Pick xˆ as in Section 3, such that 1 − xˆ = 3|ln |=, regard [xˆ; 1] as an element, and only take a
partition on [0; xˆ]:
0 = x0 ¡x1 ¡ · · ·¡xN = xˆ:
Let hi = xi+1 − xi; Ii = [xi; xi+1]; i = 0; : : : ; N − 1; h=max06i¡N hi, and
b˜(x) =


b(x); x ∈ [0; xˆ];
b(xˆ)
x − 1
xˆ − 1 + b(1)
x − xˆ
1− xˆ ; x ∈ [xˆ; 1];
a˜ is de%ned in a similar way as b˜. Obviously, one has
|b− b˜|+ |a− a˜|6C2|ln |2
by the property of linear interpolation.
Consider the following problem:
L˜u ≡ −u′′ + b˜(x)u′ + a˜(x)u= 0; x ∈ [xˆ; 1]: (4.2)
Taking the transformation  = (1− x)=, we %nd
− 1

u  − 1 b˜(1−  )u + a˜(1−  )u= 0;  ∈ [0; 3|ln |=]: (4.3)
Assuming that u( ) = u 0 + u 1 + 2u 2 + · · ·, substituting into the above equation, and comparing the
coeAcients of the terms −1 and 0, we see that
d2
d 2
u 0 + b(1)
du 0
d 
= 0; (4.4)
d2
d 2
u 1 + b(1)
du 1
d 
=
b(xˆ)− b(1)
xˆ − 1  
du 0
d 
+ a(1)u 0: (4.5)
Eq. (4.4) is subject to the boundary value: u 0(0) = 0; u 0(3|ln |=) = 1; while (4.5) is subject to:
u 1(0) = 0; u 1(3|ln |=) = 0:
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Solving these two problems, one gets u 0( ); u 1( ):
u 0( ) =
1− e−b1 
1− e−b1 0
and
u 1( ) =−(c1 + c2) e−b1 + c3(1− e−b1 ) + c4 ;
where b1 = b(1);  0 = 3|ln |=, %= (b(xˆ)− b(1))=(xˆ− 1), 0=1− e−b1 0 , c1 = %=(20), c2 = c1=(2b1)−
a(1)=(b10), c4 = a(1)=(b10) and c3 is chosen to satisfy u 1( 0) = 0.
Then the higher-order exponentially %tted spline is de%ned as
’N (x) = u 0
(
1− x

)
+ u 1
(
1− x

)
:
4.2. Scheme III and error estimates
A Galerkin-FE scheme can be formulated as
Scheme III
Find uh; such that uh − r ∈ S˜0; and
B˜(uh; vh) = (f; vh); ∀vh ∈ S˜0;
(4.6)
where r(x) ∈ H 1(0; 1); r(0) = r0 and r(1) = 0,
B˜(u; v) ≡ (u′; v′) + (b˜u′; v) + (a˜u; v);
S˜ = {v ∈ H 1(0; 1): v(3)(x)|Ii = 0; 06i¡N; v(x) = 1’N (x); 1 ∈ R1; x ∈ [xˆ; 1]}
and S˜0 = S˜ ∩ H 10 (0; 1).
De%ne the energy norm as ‖v‖2 = 
∫ 1
0 |v′|2 +
∫ 1
0 v
2.
Lemma 4.1. For v ∈ S˜0 and su7ciently small ;
B˜(v; v)¿C3‖v‖2 :
This lemma ensures the existence and uniqueness of the solution for Scheme III.
On the interpolation error, we have
Lemma 4.2. If uI ∈ S˜ is an interpolant of the solution u of (4:1); then
1. |(u− uI)(s)(x)|6Ch3−s; s= 0; 1; x ∈ [0; xˆ];
2. |(u− uI)(x)|+ |(u− uI)′(x)|6C2|ln |2; x ∈ [xˆ; 1].
Proof. We only need to prove the second result. Consider the following problem in x ∈ (xˆ; 1):
|L˜(u− uI)| = |(b˜− b)u′ + (a˜− a)u− L˜uI |
6C(2|ln |2(|u′|+ |u|) + |ln |(1 + e−b(1)(1−x)=)); (4.7)
(u− uI)(xˆ) = (u− uI)(1) = 0:
From Lemmas 3.2 and 2.1, the desired result follows.
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Set u− uh = (u− uI) + (uI − uh) ≡  + !. It follows from Lemma 4.2 that
‖ ‖6C(h2 + 2|ln |5=2):
On the error !, we have
Theorem 4.3.
‖!‖6C(h2 + 2|ln |5=2):
Proof. From Lemma 4.1,
C3‖!‖6B˜(!; !) =−B˜( ; !) + B˜(u; !)− B(u; !):
In the same way as for (2.8),
B˜(u; !)− B(u; !) =
∫ 1
xˆ
((b˜− b)u′!+ (a˜− a)u!) dx;
6C2|ln |2
∫ 1
xˆ
|(u′ + u)!| dx;
6C2|ln |2
∫ 1
xˆ
|u′ + u| dx
∫ 1
xˆ
|!′| dx;
6C4|ln |5 + 18‖!′‖
2:
The remaining thing is to bound the term B˜( ; !). Using Lemma 4.2 and integrating by parts,
|B˜( ; !)| =
∣∣∣∣∣
(∫ xˆ
0
+
∫ 1
xˆ
)
( ′!′ + b˜ ′!+ a˜ !) dx
∣∣∣∣∣ ;
6Ch4 + 18‖!‖
2
 +
∣∣∣∣∣
∫ 1
xˆ
(L˜ )! dx −  ′(xˆ + 0)!(xˆ))
∣∣∣∣∣ :
From (4.5) and similarly to (2.8),∫ 1
xˆ
|L˜ !| dx6
∫ 1
xˆ
|L˜ | dx
∫ 1
xˆ
|!′| dx6C2|ln |2
∫ 1
xˆ
|!′| dx;
6C4|ln |5 + 18‖!′‖
2:
To end the proof of Theorem 4.3, we need the estimate
| ′(xˆ + 0)!(xˆ)|6C2|ln |2|!(xˆ)|6C2|ln |2
∫ 1
xˆ
|!′| dx;
6C4|ln5 |+ 18‖!′‖
2:
The proof is ended by combining the above formulae.
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Table 1
Scheme I,  = 10−5; h= 1:=N
N L∞ error Energy error ‖ · ‖
10 1:788451 · 10−1 1:797198 · 10−1
100 1:496277 · 10−2 1:782453 · 10−2
1000 9:884962 · 10−4 1:347513 · 10−3
5000 1:891140 · 10−4 2:566655 · 10−4
Finally, we come to
Theorem 4.4.
‖u− uh‖6C(h2 + 2|ln |5=2):
Remark. If one uses piecewise polynomials of degree larger than 2 degree (k ¿ 2) outside the layer
region, then xˆ should be chosen as xˆ = 1− (k + 1)|ln |=. Similarly, one can derive
‖u− uh‖6C(hk + 2|ln |5=2):
If one uses exponential splines %tting the solution to more than second order in the boundary layer,
then one gets a scheme whose solution converges uniformly of order (hk + l); l¿ 2, in the energy
norm.
5. Numerical examples
In this part, we will show three numerical examples for each of the three schemes.
Example I. We consider the problem
−u′′ + (1 + sin(x))u′ + cos(x)u= f(x); x ∈ (0; 1); (5.1)
with an exact solution
u(x) = exp
(
−1− x − cos(1:) + cos(x)

)
+ x2:
Scheme I is used, and the numerical results can be seen in Tables 1 and 2.
Example II. Consider the same problem in Example I. But Scheme II is used to solve it. Numerical
results are in Tables 3 and 4.
Example III. Consider the following problem
−u′′ + 1
x + 1
u′ = 0; x ∈ (0; 1);
u(0) = 1; u(1) = 0
(5.2)
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Table 2
Scheme I,  = 10−7; h= 1:=N
N L∞ error Energy error ‖ · ‖
10 1:792879 · 10−1 1:798642 · 10−1
100 1:972980 · 10−2 1:911507 · 10−2
1000 1:506454 · 10−3 1:793755 · 10−3
5000 1:999583 · 10−4 2:758252 · 10−4
Table 3
Scheme II, N = 100; M = 1
 L∞ error Energy error ‖ · ‖
10−4 5:960567 · 10−3 8:704289 · 10−3
10−5 1:232679 · 10−3 9:125656 · 10−4
10−6 1:793309 · 10−4 1:056269 · 10−4
10−7 2:135833 · 10−5 1:229556 · 10−5
Table 4
Scheme II, N = 1000; M = 1
 L∞ error Energy error ‖ · ‖
10−4 6:486493 · 10−3 8:737710 · 10−3
10−5 8:123486 · 10−4 1:100183 · 10−3
10−6 8:948093 · 10−5 1:312825 · 10−4
10−7 1:744242 · 10−5 1:282762 · 10−5
Table 5
Scheme III, N = 100
 L∞ error Energy error ‖ · ‖
10−4 9:891248 · 10−7 5:088328 · 10−7
10−5 3:157019 · 10−8 1:583345 · 10−8
10−6 9:997638 · 10−10 5:000425 · 10−10
10−7 3:162292 · 10−11 1:581199 · 10−11
with an exact solution
u(x) = 1− 1− (1 + x)
(1+)=
1− 2(1+)= :
Numerical results are shown in Tables 5 and 6.
Remark. Tables 1 and 2 show that Scheme I is almost of order h accuracy.
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Table 6
Scheme III, N = 1000
 L∞ error Energy error ‖ · ‖
10−4 9:891248 · 10−7 6:001380 · 10−7
10−5 3:157020 · 10−8 1:616066 · 10−8
10−6 9:997556 · 10−10 5:010868 · 10−10
10−7 3:162936 · 10−11 1:581853 · 10−11
Tables 3 and 4 say that Scheme II gives a more accurate approximate solution. Since in the
regular region the exact solution is very smooth and Nat, the coarser mesh gives enough accurate
solution in this part, and the main error occurs nearby the layer region.
Tables 5 and 6 show that Scheme III actually possesses a higher-order convergent rate with respect
to  than Scheme II.
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