The regional availability of oxygen in brain tissue is traditionally inferred from the magnitude of cerebral blood flow (CBF) and the concentration of oxygen in arterial blood. Measurements of CBF are therefore widely used in the localization of neuronal response to stimulation and in the evaluation of patients suspected of acute ischemic stroke or flow-limiting carotid stenosis. It was recently demonstrated that capillary transit time heterogeneity (CTH) limits maximum oxygen extraction fraction (OEF max ) that can be achieved for a given CBF. Here we present a statistical approach for determining CTH, mean transit time (MTT), and CBF using dynamic susceptibility contrast magnetic resonance imaging (DSC-MRI). Using numerical simulations, we demonstrate that CTH, MTT, and OEF max can be estimated with low bias and variance across a wide range of microvascular flow patterns, even at modest signal-to-noise ratios. Mean transit time estimated by singular value decomposition (SVD) deconvolution, however, is confounded by CTH. The proposed technique readily identifies malperfused tissue in acute stroke patients and appears to highlight information not detected by the standard SVD technique. We speculate that this technique permits the non-invasive detection of tissue with impaired oxygen delivery in neurologic disorders such as acute ischemic stroke and Alzheimer's disease during routine diagnostic imaging.
INTRODUCTION
Normal brain function requires a continuous supply of oxygen to meet the metabolic demands of neuroglial activity. The regional availability of oxygen in brain tissue is traditionally inferred from the magnitude of cerebral blood flow (CBF) and the concentration of oxygen in arterial blood. Cerebral blood flow is sensitive to regional levels of neuronal activity-known as neurovascular coupling-and methods to detect changes in CBF therefore provide powerful means of mapping brain function.
In disease, measurements of CBF are widely used in the evaluation of patients suspected having acute ischemic stroke or stenoocclusive carotid artery disease. The extent of CBF reduction below the ischemic threshold is thought to predict the development of permanent infarction in acute stroke, 1 while the CBF response to well-defined vasodilator responses is used in the assessment of carotid artery disease severity. 2 The microscopic distribution of CBF in brain tissue is rarely considered in the study of the pathogenesis of brain disorders. We recently demonstrated that the heterogeneity of capillary transit times affect oxygen extraction efficacy in tissue. 3 By extending the classic flow-diffusion equation, we showed that the capillary blood mean transit time (MTT) and capillary transit time heterogeneity (CTH) combined determines the maximum oxygen extraction fraction (OEF max ) that can be achieved for a given tissue oxygen tension. In a series of recent papers, we review the putative effects of elevated CTH as a result of changes in capillary morphology in Alzheimer's disease, 4 acute ischemic stroke, 5 tumors, 6 and subarachnoid hemorrhage. 7 These reviews suggest that elevated CTH may reduce tissue oxygen availability, and thereby add to the propagation of tissue damage in these diseases. To study these hypotheses further, it is necessary to develop robust techniques for reliable estimation the MTT, CTH, and OEF max . Such methods might reveal important information about the extent to which cerebral metabolism is limited by CBF, by the inability to homogenize capillary flows (so-called capillary dysfunction), or both. 3 The heterogeneity of erythrocyte velocities along individual brain capillaries can be studied by direct microscopy in animal models. [8] [9] [10] In humans, tracking of the passage of bolus-injected intravascular contrast agent by either computerized tomography or dynamic susceptibility contrast magnetic resonance imaging (DSC-MRI) can be used to indirectly quantify the retention of plasma in the cerebral microvasculature. The relative CBF and the tissue residue function, which denotes the proportion of contrast agent that remains in the vasculature at time t after it was injected as a narrow pulse, can be determined by deconvolving the tissue contrast concentration time curve with that of an artery. 11 The residue function, in turn, is directly related to the distribution of vascular transit times, h(t), and hence to CTH. 12 Owing to the inherent signal-to-noise constraints of computerized tomography and DSC-MRI, however, the use of model-free approaches may be suboptimal because of the unphysiological oscillations in the estimated residue function, 13 which would propagate to its derivative and thereby CTH. While the regularization steps of model-free deconvolution approaches 11, 13 may stabilize CBF estimates, [14] [15] [16] they are not optimized to detect salient features of the residue function. This has led to the development of deconvolution approaches that instead use flexible, yet realistic, parametrized models to describe tissue residue in the deconvolution step. 16, 17 We show that the expectation-maximization (EM) and Levenberg-Marquardt steps of an existing parametric approach 17 can be explicitly calculated to allow simple and efficient computation of CTH and oxygen extraction capacity (OEF max ) in addition to the traditional 'macroscopic' perfusion markers such as CBF and MTT. We assess the performance of the algorithm across a wide range of physiologic hemodynamic conditions, 3 and evaluate its robustness to low signal-to-noise ratio (SNR) as well as bolus delay, and compare with model-free approaches. 11, 13 Finally, we illustrate key similarities and differences between the new and the traditional perfusion maps in patients with acute ischemic stroke. Theory Tracer kinetic model. We assume that for a given tissue voxel, an intravascular tracer is delivered to the capillary bed with a characteristic arterial blood concentration denoted where t denotes time. Using indicator-dilution theory, the concentration of tracer in the capillaries at time t is proportional to the convolution of the arterial supply with the residue function, which represents the fraction of tracer still present in the capillaries at time t.
where the constant k depends on the hematocrit in the arterioles and capillaries, and the density of brain tissue, but is assumed constant in this paper. 18 We adopt a gamma distribution for the capillary transit times 3, 17, 19 to permit parametric estimation of the residue function. hðt j a; bÞ ¼ À
The gamma distribution has been used previously in studies of the dependence between CMRO 2 and CBF. 19 To accommodate any delay in tracer delivery to the capillaries relative to the site of arterial input function (AIF) measurement, an additional parameter is included in the model to permit shifts in the AIF timing, i.e., C a (t)-C a (t À d).
Parameter estimation. For measurements of the contrast concentration over time, we assume the nonlinear observation model
where f denotes the right hand side in equation (1) , and y represents the unknown parameter y ¼ (CBF,a,b,d). We assume that the observation error e follows a zero mean Gaussian distribution with covariance C e . The parameter vector is also assumed to be stochastic with mean Z y and covariance matrix C y . Parameter estimation can be performed from a frequentist point of view using the marginal distribution p(y) of y ¼ (y 1 ,y,y N ).
Owing to the unobserved stochastic elements in equation (4), EM is a natural way to estimate the free parameters. 20 In the following, we use an EM-type algorithm based on a commonly applied linear expansion around a current estimate of the random effect, [21] [22] [23] which still permits prior distributions on y. 17, 21 In contrast to previous methods, we develop an explicit equation for exact maximization in the M-step. A detailed description is provided in Appendix A. In brief, we use a Taylor expansion of the nonlinear function in equation (3) using the Jacobian.
This leads to a linear model for the residual r ¼ y À
where y denotes the tissue concentration curve.
Parameter estimates can then be obtained by iteratively computing the posterior mean and covariance, Z y|y and C y|y (see Appendix), and an exact expression of the variance.
MATERIALS AND METHODS

Calculating Oxygen Extraction Capacity
The relations between capillary transit times and OEF max are described in detail in study by Jespersen and Østergaard. 3 OEF max is defined as
where h(t) is the capillary transit time distribution (equation (2)) and Q is the oxygen extraction along a single capillary with transit time t. Further details of the computation of Q are presented in the Appendix.
Specifying the Prior Mean and Covariance
Computationally efficient estimates of CBF and MTT can be obtained using singular value decomposition (SVD). 24 Although these estimates are known to be biased, 13, 17 they may provide feasible first approximations, and are therefore used to center the prior. Delay is estimated as the time T-max to the maximum of the non-parametric estimate of the residue function. 25 For the prior, we assume that the residue function is exponential by setting a ¼ 1 in equation (2), which implies b ¼ MTT.
Acknowledging the inaccuracy of non-parametric estimates, the quality of the fit using the estimates of the EM algorithm is monitored by a relative root mean square error measure, i.e.,
where y i represents data point i, andŷ i the corresponding estimated value. If the squared error criterion exceeds a preset value for the final EM estimates (e thr 40.03), we reset the prior mean of CBF and d to the current estimates while a is set to a ¼ 1 and b ¼ MTT. The EM procedure is then repeated. This approach works well here, although we forego direct optimization of e thr .
For the prior covariance of the parameters, i.e., C y , we use a diagonal matrix, which reflects typical relative magnitudes of the corresponding parameters. Specifically, we set C y ¼ diag(0.1,1,1,10). As in the study by Mouridsen et al, 17 we model parameters on a log-scale, and the variances in C y therefore apply to the log-transformed parameters. We examine robustness to misspecification of C y below, see the section 'Digital Phantom Images'.
Simulations
Concentration time curves were generated equation (1) , and subsequently transformed to MRI signal. Specifically, the AIF was simulated using a gamma-variate function, 26
with a ¼ 1, t 0 ¼ 10, b ¼ 3, and c ¼ 1.5 to generate an arterial concentration time curve with a shape and amplitude typical of standard clinical injection Parametric estimation of transit time distributions K Mouridsen et al schemes. 13, 17, 18, 24 Simulations were performed for CBV ¼ 4%. 27 Signal curves were then generated using 13, 17, 18 to produce signal drops typically observed in DSC data, such that a CBF of 60 ml per 100 g/minute and a CBV of 4% produces a 40% signal drop relative to the baseline as is typical for normal gray matter. For the AIF, kr 2 was fixed to produce a 60% signal drop relative to baseline. 13 Gaussian noise with zero mean was added to the signal curves equation (11) to produce specific baseline SNRs. The sampling rate was fixed at repetition time ¼ 1.5 seconds and an acquisition time of 99 seconds including a 10.5 seconds baseline was simulated.
Digital Phantom Images
The capillary transit time distribution h(t) in equation (8) is completely specified by its mean, MTT ¼ ab and s.d. CTH¼b ffiffi ffi a p . To assess whether MTT and CTH can be independently estimated, we created a digital phantom where these quantities vary across a grid. This mimics Figure 4A in study by Jespersen and Østergaard, 3 which illustrates the dependence of OEF max on the transit time distribution, although in the present study, we consider a broader range of MTT and CTH values. Each phantom consists of 7 Â 7 squares, all of which correspond to a certain combination of MTT and CTH. Each square is subdivided into 14 Â 14 voxels, all with identical MTT and CTH, but different noise realizations. Mean transit time varied from 2 seconds to 20 seconds along the x-direction and CTH from 2 seconds to 20 seconds along the y-direction. Squares were separated by two voxels.
The true values of CTH and OEF max are shown in the left column in Figure 1 and the true MTT values are displayed in the left column in Figure 3 .
Phantoms were generated with SNRs between 10 and 500. We also simulated arterial tracer arrival delays by introducing a time difference between the start of the AIF and the start of the tissue curves C(t). Delays were varied between 0 seconds and 10 seconds.
While the non-parametric SVD provides adequate initial estimates of hemodynamic parameters to serve as centers of the prior distribution, the prior covariance is more difficult to determine. We examine the robustness to misspecification by varying the scales of CBF and the transport function parameter a, which together represent overall flow (CBF) and transit time distribution (a). We consider an alternative covariance matrixC y where the variance of CBF has been scaled up by a factor of 10 and the variance of a has been scaled down by the same factor. This effectively interchanges the scales of CBF and a. We also evaluate algorithm performance in the digital phantom for covariance matrices with intermediate scale changes using as prior covariance matrix
and calculate the mean square error in the phantom for values of z ranging from z ¼ 0 to z ¼ 1 with increments of 1/20. We compare results of the present algorithm with exact maximization to the iterative Fisher Scoring scheme in the study by Mouridsen et al. 17 
Patient Data
Magnetic resonance imaging from seven patients with anterior circulation strokes were studied to compare the hemodynamic maps produced with the proposed algorithm to the standard SVD methods. Patient data were obtained as part of the I-Know stroke imaging project (www.i-know-stroke.eu).
The multicenter protocol was approved by the respective national Ethics Committees and informed consent was obtained before patient enrollment. Standard DSC-MRI was performed on a Siemens Avanto 1.5, a Siemens Sonata 1.5, or a Philips Intera 1.5 scanner. Dynamic echo planar imaging (echo time ¼ 50 ms, repetition time ¼ 1,500 ms, field-of-view ¼ 24 cm, matrix 128 Â 128, slice thickness 5 mm) was performed during intravenous injection of Gadolinium-based contrast (0.1 mmol/kg) at rate of 5 ml/ second, followed by 30 mL of physiologic saline injected at the same rate. Follow-up fluid-attenuated inversion recovery (FLAIR) images were acquired after 1 week or 1 month to assess the extent of the final infarct.
Image Processing
Analysis of phantom images as well as patient data was performed with the Penguin perfusion software developed at our institution (www. cfin.au.dk/software/penguin). In the clinical data, an AIF was identified semi-automatically by an expert radiologist. Parametric estimation of hemodynamic parameter maps was performed with the presets described above. Standard SVD was applied with a threshold of 0.2, 24 and with oscillatory SVD (oSVD), 13 the oscillation index was set to 0.095. With the SVD methods, delay was estimated as the time to maximum of the residue function (T-max). 25 
Quantification of Parameter Estimation Performance
Within fields in the digital phantom, we summarize the ability to estimate each marker using bias between true and estimated values and s.d. It is known that the mean square error can be decomposed into the sum of the squared bias and variance, but we consider the components individually to characterize accuracy as well as precision. Specifically, variance, bias and mean square error are calculated as
where N voxel is the number of voxels in a square, y i is the true value, andŷ i is the estimated value. To summarize the performance over the entire phantom we use the average bias and s.d. across the 49 fields.
RESULTS
Estimation of Capillary Transit Time Heterogeneity and Maximum
Oxygen Extraction Fraction at specific Signal-to-Noise Ratios Figure 1 shows OEF max and CTH estimates in the digital phantom at SNR ¼ 100 and SNR ¼ 20. The true values are displayed in the phantom in the left column. At SNR ¼ 100 (center column), estimates of CTH and OEF max are in good agreement with the true values, demonstrating no appreciable bias and little within-field intensity variation. At SNR ¼ 20, the CTH estimates show low bias and little variation among squares in the horizontal direction, indicating that CTH can be estimated independently of MTT even in conditions with considerable image noise. As expected, within-square variance increases at the lower SNR, but CTH differences remain discernible across MTT levels. As shown by the lower panels, the variance and bias of the OEF max estimates behaved in a similar fashion, except for some bias (overestimation) of OEF max in cases of very high flow (low MTT) and high transit time heterogeneity.
In Figure 2 , the bias and s.d. of the OEF max and CTH parameters are plotted for SNR ranging from 10 to 500. Both parameters exhibit fast convergence about improvements in the SNR in terms of both bias and s.d., and it is observed that bias dominates over s.d., albeit the quantities are relatively small. The higher bias at low SNR results from cases with very high heterogeneity and flow as seen in Figure 1 . This corresponds to the residue function rapidly dropping from its maximum to a level close to zero, which is maintained over a long time period to account for the high heterogeneity. At low SNR, this subtle characteristic may be difficult to identify.
Estimation of Mean Transit Time at Specific Signal-to-Noise Ratios
While CTH and OEF max estimates are specific to our technique, MTT estimates can be compared with standard SVD (sSVD) and oSVD. Figure 3 shows MTT estimates by the parametric model and by the two SVD techniques at SNR ¼ 100 (top panels) and SNR ¼ 20 (bottom panels). Comparing with the true MTT values shown to the far left, we note that at SNR ¼ 100, the parametric model exhibits no discernible bias and exhibits low within-field variation. Combined with the similar results for CTH in Figure 1 , this ascertains the algorithm's ability to provide independent estimates of MTT and CTH. In comparison, sSVD and oSVD both demonstrate substantial bias in MTT estimates. When CTH is low, as in the lower rows of the phantom, this bias is low, but it increases for moderate CTH (middle rows) and for high CTH, the MTT estimates appear close to uniform across columns, indicating little agreement with the varying true MTT values in the phantom across the columns.
At SNR ¼ 20, the parametric procedure demonstrates a slight bias in MTT for mid-range values of CTH. For high CTH values, the bias is more pronounced for low MTT values (upper left corner), and as for the CTH estimates discussed above we attribute the bias to the intricate behavior of the residue function for this particular combination of CTH and MTT. Meanwhile, the SVD methods display substantial bias even at very low CTH.
We note that the residue function is exponential along the diagonal from the lower left to the upper right corner. Both SVD techniques appear to give reasonable estimates of MTT along this direction, which is consistent with previous results 13, 24 in this special case.
General Signal-to-Noise Ratio Sensitivity of Mean Transit Time To compare the performance of the perfusion algorithms across a wider range of conditions, Figure 4 summarizes the concordance between the estimated and the true MTT values in terms of s.d. ( Figure 4A ) and bias ( Figure 4B ). Both quantities are observed to decrease rapidly as SNR increases for the parametric algorithm. For the SVD methods, only the s.d. decreases as SNR improves. The bias is observed to be virtually independent of SNR, leveling out at B6 seconds (oSVD) and 7 seconds (sSVD), respectively. This is in contrast to bias for the parametric method, which is below 0.5 seconds at high SNR. This confirms the visual assessment of For all comparable parameters (MTT, CBF, delay), the performance on bias and s.d. is better with the parametric approach than SVD, with the exception of the CBF s.d. Notably, the bias in MTT is 2 to 3 seconds higher with SVD than the parametric approach, and the bias in SVD delay estimates averages B3 seconds, with the parametric delay maps below one. Although some dependence on tracer delay is observed in all curves, there appears to be no discernible systematic trends, and the order across modalities and techniques in terms of their bias and s.d. appears mostly unaffected by delay changes.
Parametric Model: Robustness about Prior Covariance In Figure 6 , z ¼ 0 corresponds to the prior covariance matrix used in this study and z ¼ 1 represents an alternative covariance matrix where the scales of CBF and a have changed by a factor of 10. Figure 6 shows the effect of scale changes in the prior covariance matrix on, respectively, the previously described approach 17 and the present. We see that the exact optimization approach is more robust to prior covariance misspecification than the iterative procedure, where a sudden increase in bias is observed across all modalities around z ¼ 0.5. The s.d. is observed ( Figure 6A) ) to vary for both the iterative and exact step algorithms, but on much smaller scale compared with the bias in Figure 6B ).
Patient Data
Clinical data for the seven stroke patients, labeled A to G, are presented in Table 1 . Figure 7 shows perfusion maps from the parametric procedure and the SVD techniques, as well as followup FLAIR images showing the subsequent lesion. To visualize differences in CTH and MTT maps, we also generated maps of their ratio, CTH/MTT, which is the coefficient of variation for the transit time distribution (CoV).
In patient A, all metrics demonstrate a large hypoperfused region consistent with the patient's neurologic deficits (national institutes of health stroke scale ¼ 11). Parametric MTT and CTH images, however, seem to distinguish the hypoperfused tissue more clearly from surrounding, unaffected tissue. Although MTT and CTH are both elevated, their ratio as indicated in the CoV map, display a more homogeneous distribution than the MTT and CTH maps within the lesion area. Note that CTH and MTT appear 'matched', with CoV values just above unity, in unaffected tissue.
In patient B, the lesion appears much less clear on SVD MTT maps, compared with maps of parametric MTT, OEF max , and CTH. Notably, the anterior boundary of the lesion is difficult to identify on SVD images, possibly because of the image noise. The CoV map indicates that the MTT increase is matched by an increase in CTH. We notice, however, a marked decrease in CTH relative to MTT (lower CoV) in a smaller subregion in which follow-up images show subsequent infarction (see arrow).
Scattered noise in SVD-based perfusion maps is common, as shown in patient C, in the hemisphere contralateral to the hypoperfused tissue. Low raw data contrast-to-noise ratios (typically 3 to 5 in this patient) result in negative values in the concentration time curves of single voxels, and therefore, fast oscillating residue functions and inaccurate CBF estimates after SVD deconvolution. The parametric model fits to realistic and flexible residue curves that, by construction, cannot become negative, and may therefore still fit meaningful values from the shape of the bolus passage. This finding is consistent with our phantom simulations, in which low SNR gave rise to a significant overestimation of MTT for the SVD methods, see Figure 3 . In this patient, the MTT prolongation is matched by a CTH increase.
In patient D, there is less consistency in the lesion estimate across SVD and parametric images, with parametric MTT displaying a high-intensity volume consistent with the final outcome, whereas the SVD MTT maps may suggest less grading of intensities. Capillary transit time heterogeneity appears to be elevated throughout the lesion. According to the simulation results above, the lesion patterns on SVD MTT maps could represent bias due to elevated transit time heterogeneity. Again, only the region with low CoV showed signs of infarction on follow-up FLAIR.
The apparent overestimation of perfusion lesions with the SVD methods is more evident in patient E, in which parametric MTT and CTH are only slightly elevated. The modest degree of tissue involvement is consistent with the moderate neurologic deficits, national institutes of health stroke scale ¼ 4. In this patient, parametric and SVD methods all indicated a large bolus delay within an area that corresponds to the SVD MTT lesion (data not shown). This phenomenon may suggest that neurologic function was preserved because of the efficient collateral blood supply in the MCA territory. The CoV map indicates a minor CTH decrease relative to MTT.
In contrast to patient E, patients F and G do not show any hypoperfusion on oSVD MTT, whereas lesions are clearly visible on parametric MTT, OEF max and CTH. The lesion is visible on the sSVD MTT map for patient G, but less so in patient F. In both cases, the lesions observed in the parametric perfusion images are consistent with the 1-month follow-up FLAIR lesions. Inspection of the underlying signal curves revealed that short data acquisition time, resulting in truncated signal curves in hypoperfused tissues, may have contributed to the low sensitivity of the oSVD MTT map. The parametric model maps and standard SVD MTT map seemed unaffected by the truncation phenomenon in these patients. Low CoV again appears to accurately match the 1-month follow-up lesions.
In addition to the visual assessment, Supplementary Figure 1 displays the summary of a quantitative analysis. We used the consensus outlines of end infarct as delineated on the follow-up FLAIR images by four experienced readers (with consensus defined as two or more 'votes' for each voxel) to identify actual tissue outcome. For each patient and hemodynamic marker, we computed the average and s.d. of image intensities in the acute images in the location corresponding to the final infarct. We also computed analogous values in a region around, but not including, the end lesions. This region was established as a 10-voxel dilation of the end infarct (discounting CSF and non-brain voxels). This analysis was not limited to the image slices shown in Figure 7 . After the arrangement in Figure 7 , the Supplementary Figure 1 displays pairs of values in the end-lesion and perilesion areas for each patient. All values are relative to contralateral white matter. The top three bar plots confirm that the proposed method provides better contrast between regions that ultimately infarct, compared with the surrounding tissue. We also note that OEF max values are consistently higher in tissue that proceeds to infarction, and we observe that s.d. values appear relatively small compared with the mean values. Furthermore, as is seen in the bottom graph, this numerical analysis confirms that CoV is typically lower in the tissue proceeding to infarct.
DISCUSSION
We have modeled the combined effect of CBF, and its microscopic distribution across the capillary bed, on the tracer retention observed in DSC-MRI. We developed a statistical technique for estimating the resulting parameters, CTH and MTT, and determined the derived oxygen extraction capacity, OEF max , based on raw data typical of clinical DSC-MRI. This method extends existing techniques for the estimation of 'macroscopic' perfusion indices-CBF, CBV, and MTT-to take the effects of CTH on the retention of tracer in tissue into account. Our simulation results demonstrate low bias and variance in MTT, CTH, and OEF max estimates across a wide range of residue functions, even in data with poor SNR. Importantly, these estimates are also relatively insensitive to delays between the site of AIF measurement and region of interest, which is a common concern in acute stroke imaging. We have examined how MTT estimates made by sSVD and oSVD reflect the underlying MTT and CTH values. We found that the MTT values retrieved by these widely used techniques fail to reflect the underlying MTT in cases where CTH is high (Figure 3 ), even at low noise levels (SNR ¼ 100). We examined cases of acute ischemic stroke to confirm our simulation results, namely the characterization of tracer retention in brain tissue by CTH and MTT reveals information not detected by conventional MTT maps alone. This analysis revealed cases in which patients with severe neurologic symptoms showed no lesions on oSVD perfusion maps. In these cases, the new parameter maps revealed lesions at the location of subsequent infarction. We also observed cases in which lesions in parametric maps appeared more congruent with the neurologic deficits of the patients than those of the oSVD and SVD techniques. These preliminary findings are consistent with earlier reports, which suggested that abnormal capillary heterogeneity provides prognostic information not available by conventional MTT maps. Mean transit time and CTH are hypothesized to co-determine net oxygen extraction in tissue. 3 Elevated CTH reduces the oxygen extraction efficacy OEF max , whereas increased MTT has competing effects in that it increases OEF max on one hand, while reducing total oxygen supply (CBF falls rapidly as MTT increases) on the other. This phenomenon is particularly important in acute stroke, where a thromboembolic event is likely to reduce CBF and thus cause an increase in MTT, while changes in blood rheology or capillary morphology (as a result of cerebrovascular risk factors or prolonged ischemia), are likely to affect CTH. 7 We observed clear differences between MTT and CTH maps, as illustrated with the CoV images. A low CTH relative to MTT appears to signal infarct across all patient cases with a specificity seemingly exceeding MTT alone (patients B, D) . With the accuracy of the technique demonstrated in our simulations this is encouraging, but further investigations in larger patient cohorts are necessary to support this finding.
Our simulations clearly demonstrate shortcomings in the SVD techniques in accounting for more subtle characteristics of the residue function such as CTH. While so-called model-free deconvolution, (such as SVD) suggests that any residue function shape can be retrieved because the 'range' of possible functions is not limited a priori, in practice, the range is indeed limited, and a model is indeed suggested albeit implicitly. For the SVD approach, residue functions are constructed as linear combinations of the columns of the inverse of the AIF (in matrix form). 3 Therefore, a 'model' is indirectly established that determines the range of possible residue functions (specifically functions in the column space of the inverse AIF matrix). Critically, random measurement error in the AIF will translate to systematic bias in the possible residue functions, which can be formed with this model, and may therefore prevent the detection of subtle characteristics in the microvascular flow. While noise reduction approaches will reduce oscillations by effectively reducing the complexity of the basis functions, they cannot overcome the inherent inadequacy of the model, and may further reduce the sensitivity to intricate residue function characteristics. Moreover, the residue function for a particular voxel is formed by weighing the basis functions by the values of the concentration curve, which are also offset by noise. In sum, SVD is not model independent, but rather establishes a model based entirely on the measured AIF, thereby inheriting its noise components, and uses as model coefficients the error prone measured concentrations. We therefore believe that the approach suggested in this study offers both a more realistic and flexible model and a more favorable noise reduction than the SVD by (a) directly addressing the residue functions (instead of the measured AIF), (b) fitting a realistic and noise-free model of the tracer retention to the data, rather than a model derived from noisy observations of an AIF typically measured relatively far from the voxel-of-interest and (c) avoiding restricting the physiologic plausibility of the residue functions in the regularization approach.
Limitations of the Study
The dimensions of a typical capillary bed in the human brain are typically of the order of hundreds of micrometers-far smaller than the typical image voxel of raw perfusion MRI images (typically 2.5 Â 2.5 Â 5 mm). Therefore, the fitted residue function represents the average retention across hundreds of (possibly interconnected) capillary beds. The extent to which the transit time characteristics of capillary beds vary in space (across neighboring capillary bed or regionally) and time (The model is typically fitted to 20 to 30 seconds of perfusion-weighted imaging data) remains poorly understood. Microscopy studies that examine the temporal and spatial dynamics of capillary flow patterns are therefore needed to address to which extent the values of CTH determined by this approach are typical of individual capillary bed. For example, large spatial and temporal variability in the MTT of individual capillary beds could be interpreted as a condition of high CTH by our method even if the capillary flow patterns of each capillary bed were homogenously distributed. We expect the capillary flow patterns of individual capillary beds to be very heterogeneous, 3 but also note that redistribution of blood flow on the microscopic scale at a time scale of seconds by vasomotion may affect its estimates.
Perfusion-weighted imaging is sensitive to the susceptibility contrast generated by Gd-based contrast agent, which distributes only in plasma. The transit time characteristics determined by our method are therefore those of plasma rather than full blood, and, more specifically, those of plasma in the vascular compartments that the perfusion-weighted imaging method is most sensitive to. In healthy brain capillaries, transit time heterogeneity for plasma is slightly smaller than that of blood, seemingly because blood cells fail to compartmentalize plasma completely during their passage through individual capillaries. 28 In disease, capillary morphology is often severely disturbed, and one might therefore expect the capillary passage of erythrocytes to be more affected in disease conditions than that of plasma. Perfusion-weighted imaging is typically performed by gradient echo echo planar imaging, which is sensitive to contrast agent in primarily larger, non-capillary vessels, whereas spin echo echo planar imaging is relatively more sensitive to contrast agent in capillary-sized vessels. 29, 30 The use of spin echo-based perfusion-weighted imaging may therefore provide data that are relatively specific to the retention of tracer in capillaries as opposed to in larger, downstream venules and veins. Meanwhile, gradient echo-based perfusion-weighted imaging data may provide higher sensitivity to heterogeneity of capillary flow patterns among (as opposed to within) capillary beds within an image voxel by being sensitive to the transit time distributions of downstream venules and veins. Finally, we note that susceptibility contrast mechanisms may differ according to the distribution of plasma and red blood cells in individual capillaries. 31 The present work improves the estimation step of our earlier technique 17 by deriving the exact maximum in the M-step of the EM algorithm. When combined with a reinitialization strategy in case of poor convergence, the algorithm performs substantially better than the iterative optimization method across all perfusion markers ( Figure 6 ). The estimation scheme still depends on the accuracy of the first order approximation (equation (13)). The error introduced by ignoring the nonlinearity in equation (3) could be characterized 32 by means of Monte Carlo simulations, but the accuracy of perfusion estimates demonstrated above suggests the linear approximation to be adequate, and any further gain would come at the cost of excessive computing time.
We have compared the performance of our approach to that of the traditional sSVD and oSVD. Several model independent methods for retrieving CBF and MTT have been suggested, 15, 33, 34 along with flexible analytical algorithms. 14, 16 However, the SVDbased techniques are the most widely used techniques, and it is beyond the scope of this study to perform a comparison with other approaches.
The simulations in our work are based on a gamma distribution for the capillary transit times. This is in line with previous work 17 and the gamma distribution has previously been applied in studies on the relation between CMRO 2 and CBF. 19 The choice of this more complex transit time model extends previous investigations on the estimation of hemodynamic parameters, 13, 18, 24 in which only simple residue functions (exponential, box-car and linear) were considered. We note that these simple residue functions, while intuitively compelling, restrict the variability of MTT and CTH. The exponential function models the microvasculature as a well-mixed compartment, and corresponds to the gamma distribution with the constraint MTT ¼ CTH. The boxcar residue function models 'plug' flow and occur only in the special case of CTH ¼ 0. The linear residue function, in turn, implies
. This study instead addresses a broad range of capillary transit time distribution, such as those studied in Jespersen. 3 The gamma distribution represents a wide range of microvascular flow patterns and has been used previously in related studies. 19 Still, direct measurements of transit time distributions by microscopy in animal models or preoperatively in humans, or rigorous simulation models of capillary systems 35 could be used to examine the appropriateness of this choice in the healthy and diseased brain.
Perspectives
In clinical stroke data, an interesting evaluation of the proposed methodology would be the assessment of correspondence between clinical manifestations (national institutes of health stroke scale score) and volume or level of hypoperfusion as estimated by MTT and CTH, as patient examples A and E indicate the current method may estimate perfusion deficits in better correspondence with clinical findings. An even more detailed assessment taking into account differences in eloquence across different brain regions could be obtained with so called voxellevel predictive algorithms.
Although the oxygen extraction capacity computed with the proposed technique represent the maximum amount affordable for particular levels of MTT and CTH, a direct comparison in clinical data with positron emission tomography could give additional important information on the performance of this method. This may be an option primarily in other diseases than acute stroke, as any time difference between MRI and positron emission tomography acquisitions may influence the interpretability of the results.
In a recent review, we demonstrated that tissue oxygen availability might be critically reduced in conditions in which CTH is elevated. 7 We expect CTH to be elevated as a result of cerebrovascular risk factors that alter the morphology and function of capillaries, thereby preventing the normal regulation of capillary flow patterns. Under such conditions, additional increases in CTH (caused for example by altered blood viscosity after infections or dehydration) or minor CBF changes (hypotensive episodes or a minor thromboembolic event) may elicit critical reductions in tissue oxygenation and trigger neurologic symptoms. 5 While such patients may present with symptoms of an acute stroke and display lesions on both diffusion and perfusion-weighted MRI, this hypothesis predicts that tissue oxygenation can be improved by reducing CTH, for example, by managing blood rheology via rehydration or reduction of leukocytosis by appropriate management of infections. In this way, some neuroprotection may be instigated before thrombolytic therapy, and in patients who are ineligible for recanalization therapy. Similarly, ischemia has been shown to result in deteriorating capillary flow patterns 36 and widespread capillary constrictions, 37, 38 possibly contributing to the metabolic derangement of periinfarct tissue. We therefore speculate that knowledge of CTH may improve our understanding of acute stroke pathophysiology and the future management of this condition. 
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APPENDIX
Oxygen Extraction Fraction
To calculate the oxygen extraction fraction in equation (9), we compute the numerical solution to the ordinary differential equation (see study by Jespersen and Østergaard 3 for details)
where k describes the capillary wall permeability to oxygen, C is the concentration of oxygen, and t is the capillary transit time. Solving equation (9) for the oxygen concentration C immediately produces the oxygen extraction fraction, for a given transit time t, as Q ¼ 1 À C(1)/C(0.) The maximum oxygen extraction for a tissue voxel can then be calculated by equation (8) when the distribution of transit times is estimated. The remaining constants have been adopted from the study by Jespersen and Østergaard 3 and are a H ¼ 3.1 Â 10 À 5 /mm Hg, B ¼ 0.1943 ml/mL, P 50 ¼ 26 mm Hg , and C t ¼ 25 mm Hg. The rate constant k is set by requiring OEF max ¼ 30% in normal-appearing white matter in the clinical stroke data included in this paper. The resulting value is found to be k ¼ 38/second.
Expectation-Maximization
In this appendix, we derive the exact expressions for the E-and M-step in the estimation algorithm described under 'Theory'. Following Friston, 20 we consider the first order expansion of f about a current estimateŷ i ð Þ of the random effect (equations (3),(4)),
where J ¼ @f C a ; y ð Þ @y assuming that e and e y are independent on each other. Effectively, this is a special case of a statistical linear mixed model, where the second term in the covariance structure in equation (14) results from the random effects. 39 However, to allow regularization of parameter estimates, we use a Bayesian approach where the hyperparameters N (Z y , C y ) of y are given. An EM-type algorithm naturally applies to estimating the error covariance C e and the posterior mean Z y|y and covariance C y|y of y.
Estep :
Mstep : arg max
E-step. The joint density p(y,r|C e ) in equation (15) The posterior density q(y|y) is also Gaussian with parameters Z y|y and C y|y given by
To calculate the mean of ln p(y,r|C e ) when y has the posterior density q, we use that the expectation of the quadratic form z 0 Az is
Where A is a matrix, Ez ¼ m and CoV(z) ¼ S. Therefore, as under the posterior distribution we have y À Z y $ N Z yjy À Z y ; C yjy ð22Þ it follows that E q y À Z y ð Þ 0 C À 1 y y À Z y ð Þ¼tr C À 1 y C yjy À Á þ Z yjy À Z y 0 C À 1 y Z yjy À Z y
Analogously r À Jy $ N r À JZ yjy ; JC yjy J 0 ð24Þ
which gives E q r À Jy ð Þ 0 C À 1 e r À Jy ð Þ¼tr C À 1 e JC yjy J 0 À Á þ r À JZ yjy 0 C À 1 e r À JZ yjy
Therefore, the expression to be maximized about C e in the M-step is E q ln p y; rjC e ð Þ¼À 1 2 ln C y j jÀ 1 2 tr C À 1 y C yjy À Á À 1 2 Z yjy À Z y 0 C À 1 y Z yjy À Z y À 1 2 ln C e j jÀ 1 2 tr C À 1 e JC yjy J 0 À Á À 1 2 r À JZ yjy 0 C À 1 y r À JZ yjy ð26Þ M-step. To derive the exact optimization in the M-step, we first let C e ¼ s 2 Q, where Q describes the structure (e.g., weighting) of covariances, and calculate the partial derivative of equation (26) . We note that C À 1 E QC À 1 E r À JZ yjy where P ¼ C À 1 e À C À 1 e JC yjy J 0 C À 1 e ð29Þ Now consider the case, where there is only a single variance component, i.e., C e ¼ s 2 I. In this case, equation (28) reduces to @ @s 2 E q n ð Þ ln p y; rjs 2 À Á ¼ s À 2 N À s À 4 r À JZ yjy 0 r À JZ yjy þ tr JC yjy J 0
where N is the number of observations. The optimal value can now be found directly by setting the differential equal to zero, yielding
As in study by Mouridsen et al, 17 the expansion point, in equation (13) is reset using regularization with a Levenberg-Marquardt damping factor, by taking advantage of the equivalence of the EM-approach to estimating the posterior modes with a Newton algorithm maximizing the posterior density of y, as pointed out in Friston. 20 
