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This paper attempts to investigate the extent to which trade openness has
had an impact on the levels of income and rates of growth in a sample of
115 developing countries for the period 1970–2009. Additionally, to assess
whether there is an income level threshold for a country to benefit from
international trade, the sample is broken down into three mutually exclusive
groups of countries: low-income, lower middle-income, and upper middle-
income countries. The main novelty of the paper lies on the use, on the one
hand, of a new and better trade openness measure and, on the other hand,
of non-stationary heterogeneous panel cointegration techniques to cope with
the problem of cross-sectional dependence. The results show a positive bi-
directional relationship between trade openness and income level in the long
run, thus suggesting that trade openness is both a cause and a consequence
of the level of income. The results for the short run, that is, the link between
openness growth and economic growth, go in the same direction.
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1. Introduction
A well-established strand of the literature on international trade has made clear that
trade openness is fundamental in fostering economic growth in both developed
and developing countries (DCs) and, thereby, in raising their income levels. There
is, however, an ongoing debate on the extent to which these effects occur, mostly
with relation to DCs.1
It is therefore not surprising that many recent empirical studies have been
devoted to the analysis of the relationship between trade openness and economic
growth/income levels (e.g. López 2005; Herzer 2013). Overall, these studies have
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2 D. Sakyi et al.
established a positive link between these variables. The strength of this association
often depends, apart from the characteristics of the sample (time span, countries)
under consideration, on several factors. Among these, the most relevant are: (1)
the model specification and the control variables employed; (2) the estimation
techniques used (time series, cross section, or panel data) and the treatment of
the potential endogeneity of trade openness; and (3) the way trade openness is
measured. Regarding this issue, Rodrı́guez and Rodrik (2001) criticised previous
analyses because they consider them being plagued by methodological problems
such as inappropriate measurement of trade openness and the specification of
estimated models.
Within this context, the main aim of this paper is to respond to the call
for more research made by Rodrı́guez and Rodrik (2001). To be precise, and
after revising the different trade openness measures proposed in the literature and
discussing their appropriateness, we focus the study on methodological issues. This
is because the econometric techniques commonly used to assess the relationship
between trade and growth, namely cross-sectional regressions and homogeneous
panel data techniques, may produce inconsistent and biased estimates.2 These
methodologies, by neglecting the problem of cross-sectional dependence that arises
from unobserved common factors, shocks and/or omitted variables, often do not
take into consideration the potential non-stationarity of regressors and cross-
country heterogeneity. Moreover, issues of potential endogeneity of trade openness
are often not addressed in papers using conventional methodologies. For this
reason, this work also copes with the problem of a potential reverse causation
running from income levels to trade openness.
Accordingly, the main contribution of this paper lies on taking advantage
of the recent development of non-stationary heterogeneous panel cointegration
techniques to appraise the impact of trade openness on the level of income and the
rate of economic growth. More specifically, the paper provides more robust results
than previous research by employing the Common Correlated Effects Mean
Group (CCEMG) estimator, developed by Pesaran (2006), and the Group Mean
estimators – the Fully Modified Ordinary Least Squares (FMOLS) and the
Dynamic Ordinary Least Squares (DOLS) – developed by Pedroni (2000, 2001).
Non-stationary heterogeneous panel cointegration estimators, such as those
mentioned before, are robust to the problems associated with cross-sectional and
homogeneous panel studies, namely slope heterogeneity, endogeneity regressors,
and omitted variables (see Pedroni 2007; Coe, Helpman, and Hoffmaister 2009;
Herzer 2013).
To this end, we use a sample of 115 DCs over the period 1970–2009 as our
case study. In addition, we split the sample into three subsamples according to
their relative income level.3 The reason for doing so is, in line with Kim and Lin
(2009), Kim (2011), and Kim, Lin, and Suen (2011), although generally trade
openness may have a positive effect on the income level of countries, there might
be an income level threshold below which more openness would even harm the
level of income.
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The Journal of International Trade & Economic Development 3
The rest of the paper is structured as follows. Next section provides a brief
literature survey of the link between trade openness, income levels, and economic
growth, as well as a review of the different trade openness measures proposed in this
area. The empirical model we use as a benchmark, data employed, and estimation
strategy are outlined in Section 3. Section 4 is devoted to the empirical analysis,
presenting the results obtained for the long-run relationship between trade and
income, as well as the short-run dynamics by addressing causality issues. Finally,
Section 5 shows the implications of the study and offers some concluding remarks.
2. Literature review
This section is divided into two parts. The first one provides a survey of the
literature on the theoretical and empirical links between trade openness and income
levels/income growth, while the second part is devoted to a review of how to
measure trade openness.
2.1. Trade openness, income levels, and economic growth:
a brief survey
According to the literature, there are potential benefits for economic growth and
development that can be derived from trade openness. These benefits – which
run through technological progress4 and increased international and domestic
competition – are made explicit by both extended standard neoclassical exo-
geneous and endogeneous economic growth models (see, e.g. Grossman and
Helpman 1990, 1991; Rivera-Batiz and Romer 1991; Ben-David and Loewy
1998, 2000, 2003; Spilimbergo 2000; Perera-Tallo 2003). The framework for
these models, although quite general, differentiates between groups of countries –
developed or developing, the various factors through which openness promote
economic growth, and which is the group that benefits the most from trade
openness.
Both extended neoclassical exogeneous and endogeneous growth models con-
sider that growth depends on the rate of knowledge accumulation which, among
many other factors, is fostered through unilateral and multilateral trade liberal-
isation policies and, then, trade openness. In the particular case of DCs, trade
openness connects them to more advanced economies not only by allowing the
former to acquire foreign exchange through exports, but also most importantly
through the access to intermediate and high-tech goods via imports, which fa-
cilitate the diffusion of knowledge and technology (see Grossman and Helpman
1990, 1991; Rodrik 1999; Almeida and Fernandes 2008). Within this theoreti-
cal framework, comparative advantage is created endogeneously in research and
development (R&D) activities of firms which is crucial for the transfer of new
technologies for these countries.
These, notwithstanding, trade openness could also be potentially detrimental
to economic growth and income for DCs if it led them to specialise in sectors
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4 D. Sakyi et al.
where R&D activities are not the core ones (Rodrik 1999; Perera-Tallo 2003;
Almeida and Fernandes 2008). This is the case because the endogeneous growth
literature has been diverse enough to provide models in which trade openness
can increase or decrease growth (Grossman and Helpman 1990; Romer 1990;
Rivera-Batiz and Romer 1991; Yanikkaya 2003). Young (1991) and Perera-Tallo
(2003), for example, have shown that, although trade openness may affect the
level of income positively, the impact on economic growth might be negative or,
if positive, not necessarily robust. This potentially low or even negative growth
effect of trade openness for DCs could be explained by the existence of an income
threshold below which more openness hinders the growth prospects of these
countries, basically due to their human capital constraints and inability to take full
advantage of international technology transfers (Kim and Lin 2009; Kim 2011).
Kali, Méndez, and Reyes (2007), however, attribute this effect to the structure of
international trade in DCs and argue that it not only matters to a country how large
its volume of trade is, but also the number of trading partners that is able to benefit
from and the type of goods (capital intensive, manufactured, or primary products)
it actually trades.
Bearing these considerations in mind, it is not surprising that empirical evi-
dence on the impact of openness on income and economic growth still remains
mixed and inconclusive.5 While most recent empirical studies provide support for
a positive link (e.g. Vamvakidis 2002; Irwin and Tervio 2002; Brunner 2003; Lee,
Ricci, and Rigobon 2004; Alcalá and Ciccone 2004; Noguer and Siscart 2005;
Salinas and Aksoy 2006; Rassekh 2007; Freund and Bolaky 2008; Wacziarg and
Welch 2008; Chang, Kaltani, and Loayza 2009; Dufrénot, Mignon, and Tsan-
garides 2010; Squalli and Wilson 2011; Sakyi et al. 2012), a few others cast
doubts about it, specifically for the developing world (see Dowrick and Golley
2004; Kim and Lin 2009; Kim 2011; Kim, Lin, and Suen 2011). In particular,
Kim, Lin, and Suen (2011) have shown that international trade openness benefits
rich countries more than the poor ones due to the inability of the latter to exploit
knowledge accumulation and technology spillovers. All in all, these arguments
suggest that not all countries take equal or similar advantage from openness, and
that the income level already attained by a country and the structure of its trade
seem to be key elements in trade openness to have a larger or smaller impact on
income and economic growth of the country.
2.2. Trade openness measurement issues
We have noted in Section 1 that one of the key issues confronting empirical
research on trade openness is how to measure it precisely. There exists, in fact,
a vast and expanding literature on this topic to the point that trade openness has
been defined in many different ways (e.g. Sachs and Warner 1995; Harrison 1996;
Alcalá and Ciccone 2004; Rodrik, Subramanian, and Trebbi 2004; Ferrieri 2006;
Estrada and Yap 2006; De Lombaerde 2009; Squalli and Wilson 2011).
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The Journal of International Trade & Economic Development 5
Existing openness measures can broadly be classified into two groups: non-
trade shares (Non-TS) and trade shares (TS) based measures. Non-TS-based
measures include, among others, the following: the use of the arbitrary binary
(1, 0) measure or the Sachs and Warner index (see Sachs and Warner 1995;
Greenaway, Morgan, and Wright 1998; Wacziarg and Welch 2008), the black mar-
ket exchange rate premium (Sachs and Warner 1995; Harrison 1996; Rodrı́guez
and Rodrik 2001; Vamvakidis 2002; Lee, Ricci, and Rigobon 2004), the aggre-
gation of tariff and non-tariff barriers (Harrison 1996; Dollar and Kraay 2003),
and international trade taxes (Yanikkaya 2003; Lee, Ricci, and Rigobon 2004).
On the other side, TS-based openness measures refer either to the export share in
GDP (X/GDP), the import share in GDP (M/GDP), or the share of total trade in
GDP ((X + M)/GDP) (Harrison 1996; Irwin and Tervio 2002; Yanikkaya 2003;
Lee, Ricci, and Rigobon 2004; Kim and Lin 2009; Kim 2011), as well as some
modifications of them (Li et al. 2004; Alcalá and Ciccone 2004; Ferrieri 2006;
Squalli and Wilson 2011).
Although it is true that when it comes to deciding between Non-TS and TS
measures the literature is somewhat mixed; in our opinion, the latter are more
pertinent than the former. There still exists a heated debate and considerable
disagreement, however, regarding which one of the TS-proposed measures more
adequately captures trade openness. Harrison (1996) argued, for example, that
the simplest openness measures are those based on the share of trade flows in
GDP. Consequently, in most empirical studies, the standard summary measure of
trade openness (the one we call ‘nominal trade shares’ (hereafter NTS)) is given
by (X + M)/GDP (see Yanikkaya 2003; Lee, Ricci, and Rigobon 2004; Rodrik,
Subramanian, and Trebbi 2004; Kim and Lin 2009; Kim 2011; Sakyi et al. 2012;
Gries and Redlin 2012).
This conventional measure, however, has come in recent years under severe
criticism, not only for lack of theoretical foundation but also, most importantly,
because it seems to measure country size and international integration of countries
rather than their true trade openness. For this reason, several modified versions
of the NTS measure have been recently employed in empirical studies to address
some of its limitations. In particular, there is an ample discussion about the way
exports, imports, and GDP are measured; that is, about the use of nominal trade
shares or real trade shares (see Alcalá and Ciccone 2004; Rodrik, Subramanian,
and Trebbi 2004; Alesina, Spolaore, and Wacziarg 2005). Additionally, there is
an intense debate regarding the use of single trade share or composite trade share
measures (see Squalli and Wilson 2011).
As for the nominal or real measures issue, Alcalá and Ciccone (2004) have
argued that it is theoretically more appealing to use real ones. These authors
define ‘real international trade openness (RTS)’ as nominal exports plus nominal
imports relative to purchasing power parity (PPP) adjusted GDP. This is important
because, in accordance with the Balassa–Samuelson hypothesis, productivity gains
are greater in the tradable manufacturing sector than in the non-tradable service
sector. This result would lead to an increase in the relative price of services of
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6 D. Sakyi et al.
non-tradables and a decrease in the conventionally measured international trade
openness. Therefore, using the NTS measure could result in an estimate of the trade
openness effect on income and/or economic growth that is biased downwards.
Using real openness (RTS), however, would eliminate ‘distortions due to cross-
country differences in the relative price of nontradable goods’ (Alcalá and Ciccone
2004, 614).
It is important to note that the argument raised by Alcalá and Ciccone (2004)
has not gone down well with Rodrik, Subramanian, and Trebbi (2004). This is
because using PPP-adjusted GDP as the denominator for the RTS indicator drives
up measured trade openness and ‘generates a positive correlation between income
and openness that is entirely spurious’ (Rodrik, Subramanian, and Trebbi 2004,
159). Alesina, Spolaore, and Wacziarg (2005), however, stress the simultaneous
use of both NTS and RTS indicators in order to address the issues raised by Alcalá
and Ciccone (2004) and to allow for comparability of the results with previous
studies.
More recently, regarding the issue of single or composite measures, Squalli
and Wilson (2011) have also criticised the use of the NTS indicator because it
overestimates (underestimates) the openness degree of small (large) trading coun-
tries. Using Penn World Table (PWT) data for 2000, they show that some of the
world’s largest trading countries such as the USA, Argentina, Brazil, China, and
India are relatively closed economies when the NTS indicator is applied, which
makes it somewhat questionable, particularly in cross-country studies. Conse-
quently, Squalli and Wilson (2011) propose a new indicator, the ‘composite trade
shares (CTS)’ measure, capturing the two dimensions (‘an open economy must
trade heavily and must be a substantial contributor to world trade’ [Squalli and
Wilson 2011, 1747]) the authors believe better describe trade openness.
At this point, and in order to decide which measure is more reliable, we make
use of PWT 7.0 to compute the three previously mentioned indicators of openness:
NTS, RTS,6 and CTS.7 What we call NTS is labelled as OPENC in PWT 7.0, so this
implies that we can calculate RTS as OPENC times P and CTS as OPENC times W,
where P stands for the domestic price level of GDP (relative to the US price level)
and W represents the proportion of a country’s international trade relative to the
average world trade. When comparing NTS to CTS, our results are generally not
different to those obtained by Squalli and Wilson (2011). For example, comparing
the data for just two selected countries (China and Seychelles) over the years 2000,
2005, and 2009,8 we observe from Table 1 that when the NTS measure is used,
China (Seychelles) ranks 92nd (3rd), 71st (5th), and 64th (1st) among the 115 DCs
for 2000, 2005, and 2009, respectively. However, when the CTS measure is used,
China (Seychelles) ranks 2nd (71st), 1st (71st), and 1st (57th). It is important to
recall that the results are roughly similar when we compare the RTS and the CTS
measures for these two countries.
Therefore, information reported in Table 1 is a clear sign that, as Squalli and
Wilson (2011) suggested, the use of single indicators (regardless of being nominal
or real) tends to overestimate the openness degree of small trading countries, and
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Table 1. Penn World Tables Version 7.0: comparing trade openness measures.
Country Year NTS RTS CTS
China 2000 92nd 99th 2nd
2005 71st 85th 1st
2009 64th 72nd 1st
Seychelles 2000 3rd 9th 71st
2005 5th 13th 71st
2009 1st 6th 57th
Source: Authors’ elaboration using data from Penn World Tables 7.0.
underestimate that of large trading ones. For this reason, in this study, we have
opted for using the CTS as our trade openness indicator.
3. Empirical methodology
3.1. The empirical model
To determine the long-run impact of trade openness on income levels, we consider
as our benchmark a panel cointegrated model with the following specification:
lnINCOMEit = αi + βi lnOPENNESSit + uit ,
i = 1, 2, 3..., N, t = 1, 2, 3..., T (1)
where INCOMEit is real per capita income of country i in year t , OPENNESSit
denotes a CTS measure of trade openness, ln is the logarithm operator, αi is the
country-specific fixed effect, βi are the country parameters related to trade open-
ness, and uit is the error term. The average parameter β, namely β = N−1
∑N
i=1 βi
– which reflects the long-run relationship between trade openness and income lev-
els, is allowed to be heterogeneous across countries (see Pesaran 2006). The
short-run effects and their adjustment to the long-run are captured by the error
term uit .
3.2. Data and descriptive statistics
As mentioned before, we have one full sample and three subsamples. The full
sample consists of 115 countries classified by the World Bank as DCs, while
the three subsamples refer, respectively, to 30 low-income countries (LICs), 45
lower-middle-income countries (LMICs), and 40 upper-middle-income countries
(UMICs).9 The period of analysis goes from 1970 to 2009. We begin the analysis
in 1970 not only to maximise the number of countries we have in the sample, but
also because, as Vamvakidis (2002) has exhibited, the positive link between trade
openness and economic growth is rather a recent phenomenon mostly driven by
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8 D. Sakyi et al.
Table 2. Descriptive statistics (1970–2009 averages).
Number of Standard
Variable observations Mean deviation Minimum Maximum
lnINCOME 4600 7.755 0.980 4.767 10.191
lnCTS 4600 6.120 1.942 −2.724 12.426
Source: Authors’ elaboration using PWT 7.0.
the unprecedented expansion in world trade which began in the 1970s. Data on
income levels (i.e. real GDP per capita in constant 2005 PPP dollars) and the data
needed to compute CTS measures are obtained from PWT 7.0 (Heston, Summers,
and Aten 2011). Table 2 displays the summary statistics for these variables.
3.3. Estimation issues
In order to obtain consistent and unbiased estimates of β coefficient in equation
(1), various econometric issues need to be addressed. First, the issue of cross-
sectional dependence that results from unobserved common factors. As noted by
Driscoll and Kraay (1998), if the individual variables as well as the error term uit
suffer from this problem, the estimated β and its associated standard error will be
biased and inconsistent. To deal with this issue, we have run the cross-sectional
dependence (CD) tests for the whole sample and the three subsamples over the
period 1970–2009 and the error term uit , and found that the associated error terms
for all indicators of trade openness are plagued by cross-sectional dependence
(Table 3).10
Second, by applying panel cointegration techniques to estimate equation (1),
we assume that both lnINCOMEit and lnOPENNESSit are integrated of order 1
(i.e. I (1)), and the error term uit is stationary (i.e. I (0)). This implies that equation
(1) does not suffer the omitted variable problem (see Herzer 2010; Cavalcanti,
Mohaddes, and Raissi 2011), and that satisfactory inference can be made on the
long-run relationship. To ensure that these conditions are satisfied, we performed
panel unit root and cointegration tests that take into consideration the problem of
cross-sectional dependence. These tests (see Appendix B) clearly show that for the
whole sample and the three subsamples, all variables exhibit unit root properties.
As for the cointegration results (see Appendix C), it happens that although we find
Table 3. CD test statistics.
Variable 115 DC 40 UMIC 45 LMIC 30 LIC
lnCTS 85.94∗∗∗ (0.168) 61.58∗∗∗ (0.349) 38.37∗∗∗ (0.193) 5.44∗∗∗ (0.041)
Notes: Symbol ∗∗∗ denotes rejection of the null hypothesis at the 1% level. In parenthesis are the
average cross-correlation coefficients. The CD test statistics are Pesaran’s CD tests on the residual of
traditional Mean Group (MG) estimator.
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The Journal of International Trade & Economic Development 9
enough evidence in support of cointegration for the 115 DCs, 40 UMICs, and 45
LMICs, we are unable to find evidence of cointegration for the panel of 30 LICs.
Therefore, from now on we do not consider the LIC sample separately.
4. Empirical analysis
In this section, we provide estimates of the long-run cointegration relationship in
equation (1) for the full and the two middle-income samples. Additionally, issues
of robustness of the results as well as the estimation of short-run dynamics and
adjustment to the long-run are addressed.
4.1. Estimation of long-run relationship and robustness issues
We stated in Section 3.3 that the error term uit in equation (1) is plagued by
problems of cross-sectional dependence. For this reason, we estimate the long-run
relationship in equation (1) using the CCEMG estimator suggested by Pesaran
(2006), which augments the ordinary least squares (OLS) regression in equation
(1) with the cross-sectional averages of the dependent variable (lnINCOMEt )
and the regressor (lnOPENNESSt ). This estimator has been shown as the way to
properly eliminate both strong and weak common factors in large cross-sectionally
dependent panel data models, and is consistent even when the associated errors
are weakly cross-sectionally dependent (see Pesaran 2006; Holly, Pesaran, and
Yamagata 2010; Pesaran and Tosetti 2011). In the application of the CCEMG
estimator, Pesaran (2006) assumes that the error term (uit ) follows a multi-factor
structure defined by uit = ϑ ′i ft + πit , where ft , which is a vector of unobserved
common shocks, is allowed to be stationary or non-stationary, serially correlated
and possibly correlated with lnOPENNESSit (see Holly, Pesaran, and Yamagata
2010; Kapetanios, Pesaran, and Yamagata 2011; Cavalcanti, Mohaddes, and Raissi
2011), while the individual-specific error term (πit ) is assumed to be distributed
independently of ft and lnOPENNESSit and allowed to be weakly dependent across
i and serially correlated over t . Given this, the CCEMG estimator is based on an
OLS regression of the following specification:
lnINCOMEit = αi + βi lnOPENNESSit
+ bi0lnINCOMEit + bi1lnOPENNESSit + εit (2)
where the included cross-sectional averages (lnINCOMEt ) and (lnOPENNESSt )
only serve as proxies for the common factors and may not have any interpretable
meaning (see Pesaran 2006). The coefficient of interest is computed as the simple
average of the N countries (i.e. β̂ = N−1 ∑Ni=1 β̂i).
To assess the robustness of Pesaran’s CCEMG results, we also estimate equa-
tion (1) by two other unbiased estimators – the group mean FMOLS and the group
mean DOLS – suggested by Pedroni (2000, 2001), which capture the impact of
D
ow
nl
oa
de
d 
by
 [
A
do
lf
o 
M
az
a]
 a
t 1
1:
21
 1
1 
D
ec
em
be
r 
20
14
 
10 D. Sakyi et al.
Table 4. Long-run results for 115 developing countries.
lnCTS
Whole sample
CCEMG 0.131∗∗∗ (0.015)
FMOLS 0.167∗∗∗ (0.005)
DOLS 0.170∗∗∗ (0.005)
Upper-middle-income countries
CCEMG 0.157∗∗∗ (0.025)
FMOLS 0.169∗∗∗ (0.009)
DOLS 0.180∗∗∗ (0.008)
Lower-middle-income countries
CCEMG 0.145∗∗∗ (0.019)
FMOLS 0.140∗∗∗ (0.008)
DOLS 0.138∗∗∗ (0.008)
Notes: Dependent variable lnINCOMEit . Standard errors are reported in parenthesis. Symbol ∗∗∗
denotes rejection of the null hypothesis at the 1% significance level.
cross-sectional dependence through common time effects. According to Pedroni
(2001), these estimators – based on the between-dimension of the panel – are
promising in estimating the true mean value of β in equation (1) in heterogeneous
cointegrated panels. Moreover, a consistent and efficient estimation of cointe-
gration vector is achieved when these estimators (i.e. FMOLS and DOLS) are
used, in particular where non-stationarity, endogeneity of regressors, and serial
correlation problems are suspected. Table 4 reports the estimated CCEMG,
FMOLS, and DOLS results for the 115 DCs, 40 UMICs, and 45 LMICs.
Starting with the full sample, the Pesaran’s CCEMG estimator clearly reveals
that the trade openness’ impact on income is positive (0.131) and highly significant.
The results are roughly the same when we use both the Pedroni’s group mean
FMOLS and DOLS estimators, thereby clearly showing that there is a robust long-
run relationship between trade openness and the level of income. The estimated
coefficients are, however, smaller11 (and statistically superior) than those reported
by other studies. (e.g. Frankel and Romer 1999; Herzer 2013). With respect to
subsamples, it is worth noticing that, regardless of the estimator employed, the
impact of trade on income is higher for the UMICs than for the LMICs.
The mere fact that the results for the whole sample reveal a positive and
statistically significant relationship between trade openness and the level of income
does not necessarily mean that each individual country benefits from trade. For
this reason, we report the country-level CCEMG results in Table 5. As expected,
they show considerable heterogeneity, going from −0.003 (Venezuela) to 0.777
(Maldives). It is worth emphasising that out of the 115 countries, trade openness
has statistically significant positive effect on the level of income in 78 countries, no
statistically significant effect in 30 countries, and statistically significant negative
effect in 7 countries.
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Table 5. CCEMG country-specific results.
Country lnCTS Country lnCTS
40 Upper-middle-income countries
Albania 0.121∗∗∗ (0.039) Lebanon♣ 0.266∗∗∗ (0.045)
Algeria♣ 0.025 (0.025) Malaysia♣ 0.358∗∗∗ (0.018)
Antigua and Barbuda 0.350∗∗∗ (0.053) Maldives 0.777∗∗∗ (0.093)
Argentina♣ 0.059∗∗∗ (0.023) Mauritius♣ 0.350∗∗∗ (0.063)
Botswana♣ 0.422∗∗∗ (0.093) Mexico♣ 0.044 (0.026)
Brazil♣ 0.092∗∗∗ (0.024) Namibia♣ 0.138∗∗∗ (0.028)
Bulgaria♣ 0.280∗∗∗ (0.079) Panama♣ 0.074 (0.053)
Chile♣ 0.218∗ (0.131) Peru♣ 0.184∗∗∗ (0.027)
China Version 1♣ 0.208∗∗∗ (0.037) Romania♣ 0.112∗∗∗ (0.021)
Colombia♣ 0.129∗∗∗ (0.046) Seychelles −0.054 (0.062)
Costa Rica♣ 0.065∗∗ (0.032) South Africa♣ 0.153∗∗∗ (0.024)
Cuba♣ 0.141∗∗∗ (0.019) St. Kitts & Nevis 0.293∗∗ (0.138)
Dominica♣ 0.612∗∗∗ (0.085) St. Lucia 0.227∗∗∗ (0.067)
Dominican Republic −0.016 (0.029) St. Vincent &
Grenadines
−0.034 (0.064)
Ecuador♣ 0.142∗∗ (0.052) Suriname −0.073∗∗ (0.029)
Gabon♣ 0.257∗∗∗ (0.061) Thailand♣ 0.407∗∗∗ (0.025)
Grenada 0.237∗∗ (0.122) Tunisia♣ 0.049 (0.043)
Iran♣ 0.205∗∗∗ (0.028) Turkey♣ 0.080∗∗∗ (0.020)
Jamaica♣ −0.100 (0.077) Uruguay −0.193∗∗ (0.068)
Jordan♣ 0.186∗∗∗ (0.037) Venezuela♣ −0.003 (0.049)
45 Lower-middle-income countries
Angola♣ 0.017 (0.055) Mauritania 0.067∗∗∗ (0.017)
Belize 0.072 (0.063) Micronesia, Fed.
Sts
0.245∗∗ (0.111)
Bhutan 0.289∗∗∗ (0.091) Mongolia −0.080 (0.078)
Bolivia♣ 0.067∗∗ (0.029) Morocco♣ 0.040 (0.059)
Cameroon♣ 0.245∗∗ (0.093) Nicaragua 0.084 (0.050)
Cape Verde 0.210∗∗ (0.087) Nigeria♣ 0.070 (0.054)
Republic of Congo 0.084 (0.063) Pakistan♣ 0.228∗∗∗ (0.036)
Cote d’Ivoire♣ −0.005 (0.040) Papau New♣
Guinea
0.286∗∗ (0.140)
Djibouti 0.125∗∗ (0.061) Paraguay♣ 0.100∗∗∗ (0.032)
Egypt♣ 0.130∗∗ (0.060) Philippines♣ −0.011 (0.021)
El Salvador♣ 0.189 ∗∗∗ (0.022) Samoa 0.014 (0.059)
Fiji 0.201∗∗∗ (0.061) Sao Tome and
Principe
−0.048 (0.049)
Ghana 0.052∗∗∗ (0.014) Senegal 0.147∗∗∗ (0.042)
Guatemala♣ 0.022 (0.034) Solomon Islands 0.137∗∗∗ (0.035)
Guyana 0.191∗∗ (0.097) Sri Lanka♣ 0.187∗∗∗ (0.045)
Honduras♣ −0.155∗∗∗ (0.027) Sudan 0.118∗∗∗ (0.020)
India♣ 0.189∗∗∗ (0.030) Swaziland♣ 0.379∗∗∗ (0.040)
Indonesia♣ 0.280∗∗∗ (0.044) Syria♣ 0.080 (0.058)
Iraq♣ 0.188∗∗∗ (0.026) Tonga 0.055 (0.081)
(continued)
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Table 5. (Continued).
Country lnCTS Country lnCTS
Kiribati 0.012 (0.126) Vanuatu 0.324∗∗∗ (0.081)
Laos 0.046∗∗∗ (0.009) Vietnam♣ 0.301∗∗∗ (0.039)
Lesotho 0.072 (0.045) Zambia♣ 0.425∗∗∗ (0.037)
Marshall Islands 0.263∗∗∗ (0.034)
30 Low-income countries
Afghanistan −0.262∗∗∗ (0.081) Kenya♣ −0.011 (0.022)
Bangladesh♣ 0.120∗∗∗ (0.029) Liberia 0.403∗∗∗ (0.036)
Benin −0.048 (0.042) Madagascar 0.038 (0.029)
Burkina Faso −0.021 (0.033) Malawi 0.128∗∗ (0.065)
Burundi 0.093∗∗∗ (0.025) Mali −0.117∗∗ (0.047)
Cambodia 0.132∗∗∗ (0.022) Mozambique 0.010 (0.027)
Central African Republic 0.198∗∗∗ (0.037) Nepal 0.080∗∗∗ (0.015)
Chad 0.303∗∗∗ (0.049) Niger 0.245∗∗∗ (0.058)
Comoros 0.245∗∗∗ (0.039) Rwanda −0.024 (0.071)
Dem. Rep. Congo 0.330∗∗∗ (0.059) Sierra Leone 0.018∗∗∗ (0.059)
Ethiopia 0.143∗∗∗ (0.035) Somalia 0.064∗∗∗ (0.008)
The Gambia −0.188∗∗∗ (0.028) Tanzania 0.052∗∗∗ (0.018)
Guinea 0.052∗∗∗ (0.015) Togo 0.110∗∗∗ (0.030)
Guinea-Bissau −0.193∗∗∗ (0.066) Uganda 0.173∗∗∗ (0.038)
Haiti 0.171∗∗∗ (0.019) Zimbabwe 0.032 (0.018)
Notes: Dependent variable lnINCOMEit . Standard errors are reported in parenthesis. Symbols ∗∗∗[∗∗,∗] denote rejection of the null hypothesis at the 1% [5%, 10%] significance levels. Symbol ♣ denotes
countries with an average openness degree above the sample average.
As an additional point, we have attempted to assess whether the results across
countries differ not only according to their income level but also to their degree of
openness. As it is evident from Table 5, out of the 5312 countries with an average
openness degree above the sample average, 38 have positive and statistically
significant trade – income effect, 14 has no effect with only Honduras having
a negative and statistically significant effect. This implies that countries more
integrated into the world economy in terms of trade generally tend to benefit more
from it.
4.2. Causality, short-run dynamics, and adjustment to the long run
We have just shown that a positive long-run relationship exists between trade
openness and income levels. Another important issue is to determine the short-
and long-run causal relationship between the two variables and, in particular,
whether trade openness also affects the rate of income growth. Moreover, we are
also interested in detecting the long-run Granger causality, given that our long-run
cointegration results between trade openness and income only imply causality in
one direction (see Herzer 2013). This is crucial because, as the long-run results
have revealed, trade benefits tend to increase with the level of income. To deal with
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this issue, we estimate a panel vector error correction model using the following
equations:
 lnINCOMEit = c1i +
p∑
j=1
φ11j lnINCOMEi,t−j
+
p∑
j=1
φ12j lnOPENNESSi,t−j + γ1ecti,t−1 + vit (3)
 lnOPENNESSit = c2i +
p∑
j=1
φ21j lnINCOMEi,t−j
+
p∑
j=1
φ22j lnOPENNESSi,t−j + γ2ecti,t−1 + vit (4)
where the symbol  is the first difference operator,  lnINCOMEit represents the
rate of income growth, and ecti,t−1 is the lagged error correction term computed
from the long-run cointegration relationship of equation (1) with the formula
ectit = lnINCOMEit − α̂ − β̂i lnOPENNESSit . Here we investigate two important
issues. First, given that a significant coefficient on the lagged error correction
terms provides evidence in support of the existence of a long-run relationship, we
need to determine whether this is the case. We do this by assessing whether the
coefficients on the lagged error correction terms are statistically different from
zero (i.e. γ1 = 0 and γ2 = 0). If this were not the case for at least one of them,
we would not be able to rely on the panel cointegration results, which establish a
long-run cointegration relationship in equation (1), and hence there would not be
any evidence for long-run Granger causality. Second, we determine whether there
is any evidence of a short-run Granger causality by implementing a χ2−test for
the null hypothesis of short-run Granger non-causality on the lags of the short-run
coefficients. If the null hypothesis were to be rejected, there would exist evidence
in favour of a short-run Granger causality. To implement the short- and long-run
Granger causality tests, we estimate equations (3) and (4) by CCEMG. The results,
reported in Table 6, show that the adjustment coefficient is negative in all cases
and highly significant (at the 1% level), indicating that the long-run cointegrating
relationship for equation (1) truly holds.
The rejection of the χ2−test for the null hypothesis of long-run Granger non-
causality on the coefficients of ecti,t−1 indicates a long-run bi-directional Granger
causality between openness and the level of income, suggesting that increased
openness is both a cause and a consequence of increased levels of income. This
result is consistent for the whole sample and the two middle-income group samples.
The evidence in favour of a short-run Granger causality is, once again, quite
conclusive not only for the whole sample but also for the two middle-income
groups in both directions.
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Table 6. Causality results for 115 developing countries – CCEMG.
lnYit lnCTSit
Whole sample
ecti,t−1 −0.183∗∗∗ −0.315∗∗∗
ecti,t−1[χ 2(1)] 161.11∗∗∗ 204.65∗∗∗
 lnYi,t−1 0.793∗∗∗
 lnYi,t−1[χ 2(1)] 42.36∗∗∗
 lnOi,t−1 0.054∗∗∗
 lnOi,t−1[χ 2(1)] 36.43∗∗∗
Upper-middle-income countries
ecti,t−1 −0.147∗∗∗ −0.306∗∗∗
ecti,t−1[χ 2(1)] 62.32∗∗∗ 113.35∗∗∗
 lnYi,t−1 0.691∗∗∗
 lnYi,t−1[χ 2(1)] 12.04∗∗∗
 lnOi,t−1 0.062∗∗∗
 lnOi,t−1[χ 2(1)] 20.23∗∗∗
Lower-middle-income countries
ecti,t−1 −0.151∗∗∗ −0.375∗∗∗
ecti,t−1[χ 2(1)] 64.48∗∗∗ 111.36∗∗∗
 lnYi,t−1 0.685∗∗∗
 lnYi,t−1[χ 2(1)] 16.79∗∗∗
 lnOi,t−1 0.067∗∗∗
 lnOi,t−1[χ 2(1)] 19.47∗∗∗
Notes: Symbol ∗∗∗ indicates rejection of the null hypothesis at the 1% significance level. Y = INCOME,
O = OPENNESS.
Summing up, the main conclusion is that both the long- and short-run Granger
causality are bi-directional for the whole sample and the two subgroups, suggesting
that trade openness is both a cause and a consequence of the level of income of
countries.
5. Concluding remarks
This paper has investigated the extent to which trade openness has had an impact
on the levels of income and rates of growth in a sample of 115 DCs for the period
1970–2009. In order to address this issue, it has made use of a CTS measure of
trade openness as this has proved to be the most reliable. In addition, the paper has
employed non-stationary heterogeneous panel cointegration techniques to cope
with the drawbacks of cross-sectional and homogeneous panel data techniques,
and also to deal with the potential endogeneity of trade openness. In particular,
and for the sake of robustness, three alternative estimators have been computed.
Additionally, to assess whether the level of income is crucial for a country to
benefit from international trade, the analysis has been developed not only for
the full sample but also for three exhaustive and mutually exclusive groups of
countries: low-income, lower-middle income and upper-middle-income countries.
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The results suggest the existence of a long-run cointegration relationship be-
tween trade openness and the levels of income for the whole sample and two
subsamples (those including the middle-income countries). The long-run coef-
ficients generally indicate a positive and significant effect of trade openness on
the income level, thereby implying that the former promotes the latter. The long-
run Granger non-causality test further reveals that this effect is bi-directional,
suggesting that trade is both a cause and a consequence of the level of in-
come. It is also convenient to note that the link between openness and income
is higher for the UMICs than for the LMICs. Summing up, the results provide
support for a positive long-run heterogeneous openness–income relationship, in
which the level of income that a country has initially reached seems to be quite
relevant.13
On the contrary, the results for the sample of LICs are not encouraging as
they show not enough evidence to support a long-run cointegration relationship
between trade openness and the level of income. In any case, the results obtained
do not imply that, generally speaking, trade openness negatively affects the levels
of income and economic growth in this type of countries, but they rather call for
policy interventions that could help deepen their trade integration across the globe
and change their structure of trade. Should these policies be implemented, these
countries would most likely benefit from additional increases in their openness
degrees.
As for the short-run Granger non-causality results, the paper has found quite
robust results. Specifically, it has shown that there exists a short-run relationship
between trade openness and economic growth that, once again, is bi-directional.
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Notes
1. This being the case, it should be mentioned that the import substitution industriali-
sation strategies formulated by Prebisch (1950) and Singer (1950) have the opposite
view.
2. See cross-sectional studies by Frankel and Romer (1999) and Rodrı́guez and Rodrik
(2001) and Panel GMM studies by Dollar and Kraay (2003) and Felbermayr (2005).
As Herzer (2013) notes most of these cross-sectional and panel studies report either
insignificant effect of trade on income/growth or very high significant effect.
3. The complete list of countries is presented in Appendix A.
D
ow
nl
oa
de
d 
by
 [
A
do
lf
o 
M
az
a]
 a
t 1
1:
21
 1
1 
D
ec
em
be
r 
20
14
 
16 D. Sakyi et al.
4. As stated by Gersbach, Schneider, Schneller (2013, 33), this may be so because
“higher openness tends to encourage more investment in basic research which, in
turn, yields a larger share of leading sectors”.
5. For an exhaustive review, readers are referred to Singh (2010).
6. RT S = (X+M)/ER$US
GDP/PPP $US = ((X+M)/ER$US)(GDP )(ER$US/P ) = OPENC × P
where ER$US refers to Exchange Rate Dollar and PPP$US refers to PPP Dollar.
7. CT S = CT Si = (X+M)i(1/N) ∑Nj=1 (X+M)j
(X+M)i
GDPi
= (X+M)i
(1/N)
∑N
j=1 (X+M)j
× OPENCi =
W × OPENC. This indicator has been computed for the full sample of 157
developing and developed countries (see Appendix A), although the information
later used refers to the 115 developing countries we are interested in.
8. To save space, however, the results for all the 115 developing countries considered
are not reported; they are available from the authors upon request.
9. Readers are referred to World Bank Classification of economies, July 2011,
http://data.worldbank.org/about/country-classifications/country-and-lending-groups
for further details.
10. For brevity, we report only the CD test statistics associated with the error term,
uit . For the individual variables (i.e. the OLS residuals from ADF (p) regressions
of INCOMEit and the OPENNESSit indicator), which also show evidence of cross-
sectional dependence, CD test statistics are available from the authors upon request.
11. According to Squalli and Wilson (2011), the small but statistically significant coeffi-
cient of trade openness on the level of income results from different combinations of
changes of W and/or NTS that combine to increase CTS.
12. Out of these 53 countries (identified in Table 5 with the symbol ♣), 29 are upper-
middle-income countries, 22 are lower-middle-income countries with only 2 being
low-income countries.
13. An interesting issue for further research is the use of panel smooth transition regres-
sion techniques in order to determine, without previous splitting of the countries in
the sample, the threshold over which openness has a positive impact on income.
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Appendix A. List of countries included in the analysis
30 low-income countries
Afghanistan, Bangladesh, Benin, Burkina Faso, Burundi, Cambodia, Central
African Republic, Chad, Comoros, Democratic Republic of the Congo, Ethiopia,
The Gambia, Guinea, Guinea-Bissau, Haiti, Kenya, Liberia, Madagascar, Mali,
Malawi, Mozambique, Nepal, Niger, Rwanda, Sierra Leone, Somalia, Tanzania,
Togo, Uganda, and Zimbabwe.
45 lower-middle-income countries
Angola, Belize, Bhutan, Bolivia, Cameroon, Cape Verde, Republic of Congo,
Cote d’Ivoire, Djibouti, Egypt, El Salvador, Fiji, Ghana, Guatemala, Guyana,
Honduras, India, Indonesia, Iraq, Kiribati, Laos, Lesotho, Marshall Islands, Mau-
ritania, Federated States of Micronesia, Mongolia, Morocco, Nicaragua, Nige-
ria, Pakistan, Papua New Guinea, Paraguay, Philippines, Samoa, Sao Tome and
Principe, Senegal, Solomon Islands, Sri Lanka, Sudan, Swaziland, Syria, Tonga,
Vanuatu, Vietnam, and Zambia.
40 upper-middle-income countries
Albania, Algeria, Antigua and Barbuda, Argentina, Botswana, Brazil, Bulgaria,
Chile, China Version 1, Colombia, Costa Rica, Cuba, Dominica, Dominican Re-
public, Ecuador, Gabon, Grenada, Iran, Jamaica, Jordan, Lebanon, Malaysia, Mal-
dives, Mauritius, Mexico, Namibia, Panama, Peru, Romania, Seychelles, South
Africa, St. Kitts & Nevis, St. Lucia, St. Vincent & Grenadines, Suriname, Thailand,
Tunisia, Turkey, Uruguay, and Venezuela.
High-income countries
Australia, Austria, Bahamas, Bahrain, Barbados, Belgium, Bermuda, Brunei,
Canada, Cyprus, Denmark, Equatorial Guinea, Finland, France, Germany, Greece,
Hong Kong, Hungary, Iceland, Ireland, Israel, Italy, Japan, Republic of Korea,
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Luxembourg, The Netherlands, New Zealand, Norway, Macao, Malta, Oman,
Poland, Portugal, Puerto Rico, Singapore, Spain, Sweden, Switzerland, Taiwan,
Trinidad & Tobago, United Kingdom, and United States.
Appendix B. Panel unit roots test results
We have made use of panel unit root tests that allow us to treat the effect of cross-
sectional dependence. Specifically, the cross-sectionally augmented IPS (CIPS)
test (Pesaran 2007) which incorporates cross-sectional heterogeneity is used. The
panel unit root test statistics, reported in Tables B1 to B4, allow us to treat both
income and all international trade openness indicators as I (1) variables.
Table B1. CIPS panel unit roots test for 115 developing countries.
Variables CADF(1) CADF(2) CADF(3) CADF(4)
No trend
lnINCOME −1.867 −1.715 −1.769 −1.582
lnCTS −1.760 −1.500 −1.462 −1.399
lnINCOME −4.175∗∗∗ −3.292∗∗∗ −2.969∗∗∗ −2.510∗∗∗
lnCTS −4.474∗∗∗ −3.348∗∗∗ −2.873∗∗∗ −2.469∗∗∗
With trend
lnINCOME −2.563∗∗ −2.441 −2.423 −2.219
lnCTS −2.365 −2.038 −2.060 −1.914
Notes: The critical values at the 1%(5%)[10%] level for Pesaran’s CIPS test statistics are
−2.140(−2.060)[−2.010] with no trend case, and −2.620(−2.540)[−2.500] with a trend case.
Symbols ∗∗∗(∗∗) indicate rejection of the null hypothesis of non-stationary variable at the 1%(5%)
significance levels.
Table B2. CIPS panel unit root test for 40 upper-middle-income countries.
Variables CADF(1) CADF(2) CADF(3) CADF(4)
No trend
lnINCOME −2.022 −1.935 −2.007 −1.797
lnCTS −1.801 −1.641 −1.570 −1.414
lnINCOME −3.972∗∗∗ −3.177∗∗∗ −2.807∗∗∗ −2.301∗∗∗
lnCTS −4.483∗∗∗ −3.573∗∗∗ −3.142∗∗∗ −2.492∗∗∗
With trend
lnINCOME −2.283 −2.174 −2.169 −2.039
lnCTS −2.294 −2.173 −2.066 −1.906
Notes: The critical values at the 1%(5%)[10%] level for Pesaran’s CIPS test statistics are
−2.230(−2.110)[−2.500] with no trend case, and −2.720(−2.600)[−2.550] with a trend case.
Symbol ∗∗∗ indicates rejection of the null hypothesis of non-stationary variable at the 1% signifi-
cance level.
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Table B3. CIPS panel unit root test for 45 lower-middle-income countries.
Variables CADF(1) CADF(2) CADF(3) CADF(4)
No trend
lnINCOME −1.945 −1.769 −1.822 −1.630
lnCTS −1.992 −1.716 −1.718 −1.514
lnINCOME −4.217∗∗∗ −3.453∗∗∗ −2.951∗∗∗ −2.417∗∗∗
lnCTS −4.463∗∗∗ −3.315∗∗∗ −2.895∗∗∗ −2.460∗∗∗
With trend
lnINCOME −2.511 −2.379 −2.312 −2.073
lnCTS −2.296 −1.946 −1.978 −1.765
Notes: The critical values at the 1%(5%)[10%] level for Pesaran’s CIPS test statistics are
−2.230(−2.110)[−2.050] with no trend case, and −2.720(−2.600)[−2.550] with a trend case.
Symbol ∗∗∗ indicates rejection of the null hypothesis of non-stationary variable at the 1% signifi-
cance level.
Table B4. CIPS panel unit root test for 30 low-income countries.
Variables CADF(1) CADF(2) CADF(3) CADF(4)
No trend
InINCOME −1.451 −1.389 −1.533 −1.352
lnCTS −2.129∗ −1.954 −1.867 −1.815
lnINCOME −4.355∗∗∗ −3.312∗∗∗ −3.210∗∗∗ −2.640∗∗∗
lnCTS −4.760∗∗∗ −3.360∗∗∗ −2.898∗∗∗ −2.340∗∗∗
With trend
lnINCOME −2.721∗∗ −2.563 −2.736∗∗ −2.294
lnCTS −2.501 −2.121 −2.230 −2.178
Notes: The critical values at the 1%(5%)[10%] level for Pesaran’s CIPS test statistics are
−2.300(−2.160)[−2.080] with no trend case, and −2.780(−2.650)[−2.580] with a trend case.
Symbols ∗∗∗(∗∗)[∗] indicate rejection of the null hypothesis of non-stationary variable at the
1%(5%)[10%] significance levels.D
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Appendix C. Panel cointegration test results
We have established that all the variables that enter equation (1) exhibit unit
root properties. For this reason, we are able to determine whether the series are
cointegrated. This would allow us to avoid any spurious regressions problems.
Both the CIPS (based on residuals of MG regressions) and Pedroni’s tests statistics
suggest that the series are cointegrated (Tables C1 to C4).
Table C1. CIPS and Pedroni test statistics for 115 developing countries.
(a) CIPS test statistics (based on residuals of MG regression)a
CADF(1) CADF(2) CADF(3) CADF(4)
lnCTS −2.432∗∗∗ −2.195∗∗∗ −2.154∗∗∗ −2.039∗
(b) Pedroni’s test statisticsb
No trend With trend
Rho PP ADF Rho PP ADF
lnCTS 2.098∗∗ −0.239 5.447∗∗∗ 0.789 −2.831∗∗∗ 6.113∗∗∗
Notes: aThe critical values of Pesaran’s CIPS test statistics at the 1%(5%)[10%] level are
−2.140(−2.060)[−2.010]. Symbols ∗∗∗[∗] indicate rejection of the null hypothesis of no cointegration
at the 1%[10%] significance levels.
bRho, PP, and ADF are the group mean test statistics of Pedroni that tend to N (0, 1) under the null
hypothesis of no cointegration. Pedroni’s test statistics are based on data that have been demeaned.
Symbols ∗∗∗(∗∗) indicate rejection of the null hypothesis of no cointegration at the 1%(5%) significance
levels.
Table C2. CIPS and Pedroni test statistics for 40 upper-middle-income countries.
(a) CIPS test statistics (based on residuals of MG regression)a
CADF(1) CADF(2) CADF(3) CADF(4)
lnCTS −2.434∗∗∗ −2.160∗∗ −1.989 −1.942
(b) Pedroni’s test statisticsb
No trend With trend
Rho PP ADF Rho PP ADF
lnCTS 1.460 −0.485 3.940∗∗∗ 0.846 −1.523 6.042∗∗∗
Notes: aThe critical values of Pesaran’s CIPS test statistics at the 1%(5%)[10%] level are
−2.230(−2.110)[−2.050]. Symbols ∗∗∗(∗∗) indicate rejection of the null hypothesis of no cointe-
gration at the 1%(5%) significance levels.
bRho, PP, and ADF are the group mean test statistics of Pedroni that tend to N (0, 1) under the null
hypothesis of no cointegration. Pedroni’s test statistics are based on data that have been demeaned.
Symbol ∗∗∗ indicates rejection of the null hypothesis of no cointegration at the 1% significance level.
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Table C3. CIPS and Pedroni test statistics for 45 lower-middle-income countries.
(a) CIPS test statistics (based on residuals of MG regression)a
CADF(1) CADF(2) CADF(3) CADF(4)
lnCTS −2.275∗∗∗ −2.067∗ −2.045 −2.052∗
(b) Pedroni’s test statisticsb
No trend With trend
Rho PP ADF Rho PP ADF
lnCTS 1.847∗ 0.072 4.853∗∗∗ 1.237 −1.188 3.948∗∗∗
Notes: aThe critical values of Pesaran’s CIPS test statistics at the 1%(5%)[10%] level are
−2.230(−2.110)[−2.050]. Symbols ∗∗∗[∗] indicate rejection of the null hypothesis of no cointegration
at the 1%[10%] significance levels.
bRho, PP, and ADF are the group mean test statistics of Pedroni that tend to N (0, 1) under the null
hypothesis of no cointegration. Pedroni’s test statistics are based on data that have been demeaned.
Symbols ∗∗∗[∗] indicate rejection of the null hypothesis of no cointegration at the 1%[10%] significance
levels.
Table C4. CIPS and Pedroni test statistics for 30 low-income countries.
(a) CIPS test statistics (based on residuals of MG regression)a
CADF(1) CADF(2) CADF(3) CADF(4)
lnCTS −2.111∗ −1.819 −1.844 −1.664
(b) Pedroni’s test statisticsb
No trend With trend
Rho PP ADF Rho PP ADF
lnCTS −0.301 −0.300 0.326 0.464 −1.005 0.146
Notes: aThe critical values of Pesaran’s CIPS test statistics at the 1%(5%)[10%] level are
−2.300(−2.160)[−2.080]. Symbol [∗] indicates rejection of the null hypothesis of no cointegration at
the [10%] significance level.
bRho, PP, and ADF are the group mean test statistics of Pedroni that tend to N (0, 1) under the null
hypothesis of no cointegration. Pedroni’s test statistics are based on data that have been demeaned.
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