We de ne and analyze several variants of the box method for discretizing elliptic boundary value problems in the plane. Our estimates show the error to be comparable to a standard Galerkin nite element method using piecewise linear polynomials.
1. Introduction. In this work we derive some error estimates for the box method applied to self-adjoint, positive de nite elliptic boundary value problems in regions of the plane. The \classical" box method, as described in, say, Varga 9] , is a nite di erence approximation to an integral formulation of the problem after applying Green's Theorem. In the present work, the box method is generalized and cast as a Galerkin procedure more in the spirit of the nite element method. In this Galerkin formulation, the boxes are constructed as a dual mesh of an underlying triangular grid. The classical box method is one speci c instance of this more general formulation.
In the classical box method, the di erence equations are formulated on the dual mesh of boxes without explicit reference to the underlying triangular mesh. On the other hand, in our Galerkin procedure, the trial space consists of continuous piecewise linear polynomials on the triangular mesh, while the test space consists of piecewise constants on the dual box mesh.
The main result of this paper is that, under reasonable hypotheses, the solution generated by the box method, u B , is of comparable accuracy to the solution u L generated by the standard Ritz-Galerkin procedure using piecewise linear nite elements.
In particular, if u of the true solution and j j j j j j denotes the energy norm, we have, for
Poisson's equation j j ju ? u L j j j j j ju ? u B j j j Cj j ju ? u L j j j:
(1.1)
Our proof of (1.1) follows the strategy of Babu ska and Aziz outlined in 2] , in that we show the bilinear form associated with the box method satis es and infsup condition. Because this bilinear form involves certain line integrals of u, an additional assumption on u (inequality (2.4)), beyond that imposed by the standard nite element method, is required. For more general self-adjoint elliptic equations with zero-order terms there is an additional term on the right hand side of (1.1). Inequality (1.1) is true for general irregular and nonuniform meshes, which are required to satisfy a shape regularity property for the triangular elements. Results having the same avor, but treating di erent methods and using di erent proof techniques, have been shown for one-dimensional problems and for tensor product-like meshes for higherdimensional problems by Kreiss et al. 5] and Manteu el and White 6] . See also Tikhonov and Samarskii 8] . In related work, Nakata, Weiser and Wheeler have shown certain block centered nite di erence schemes on rectangular meshes are equivalent to a mixed nite element procedure 7] .
In the proof of (1.1) it is revealed that the linear system for the box method and standard linear nite elements are strikingly similar. This is widely known for the special case of the Laplacian on a uniform square n n mesh, where both methods reduce to the standard 5-point centered nite di erence approximation. In fact, the box method and linear nite elements always produce the same matrix for the Laplacian when the standard basis functions are used. We rst observed this when using the box method for the system of elliptic partial di erential equations used in modeling semiconductor devices 4, 3] , and this served as motivation for the present theoretical investigation.
This observation has signi cant practical as well as theoretical importance. For example, in assembling the sparse linear system, the traditional nite element approach has been to assemble matrices and right-hand sides triangle by triangle, while the traditional nite di erence approach has been to carry out the assembly process equation by equation. Armed with the knowledge that the end result will be the same, one can shift freely between both viewpoints, choosing those algorithms best suited to exploit parallelism and other facets of the machine architecture.
The remainder of this paper is organized as follows: In Section 2, we establish notation and prove some preliminary lemmas. In Section 3, we analyze the box method for Poisson's equation; and in Section 4, we consider the box method applied to more general elliptic equations.
2. Preliminaries. Let be a bounded polygonal region in IR 2 with boundary @ . Let T denote a triangulation of . We require triangles t 2 T to be shape regular but do not require the mesh as a whole to be quasi-uniform.
In particular, for t 2 T , let h t denote the diameter of the circumscribing circle for t and k t denote the diameter of the inscribing circle. We assume there is a positive constant 0 such that ?
? ? ? ?
For most of our results, we do not require p to lie in the strict interior of t; p can be on @t and even coincide with a vertex. This could result in some boxes having zero area but nontrivial perimeters. In other cases, notably Lemma 2.2 and Theorem 4.1 that follow, we require boxes to have nontrivial area. There we assume there exists a constant > 0 such that jb i j j i j for all b i 2 B:
In the classical box method, p is chosen as the intersection of the perpendicular bisectors of the three edges. This choice requires max i =2 in order that p 2 t. A second natural choice for p is the barycenter, in which case a 1 = a 2 = a 3 = jtj=3.
Let E denote the set of edges generated by this process. Three (unique) members of E can be associated with each t 2 T . A box b 2 B corresponding to a boundary vertex (on lying on @ ) has a boundary with nontrivial intersection with @ . However, the notation @b will refer only to that part of the actual boundary consisting of edges in E.
We now de ne the function spaces which are relevant to our analysis. Let L 2 (R) and H 1 (R) denote the usual Sobolev spaces equipped with the norms j juj j 2 
where j jruj j 2 L 2 (R) = R R ru ru dx. Other Sobolev spaces are not used. Let P 1 (T ) H 1 ( ) denote the space of C 0 piecewise linear polynomials associated with T . We will denote by S 0 (B) the space of piecewise H 1 functions with respect to B.
S 0 (B) = fv 2 L 2 ( )jv 2 H 1 (b) for all b 2 Bg: Let e 2 E and u 2 S 0 (B). We denote the jump in u across e at x 2 e by u J (x) = u(
where u(x 0) are the two limit values of u(x) along the normal directions for e.
(The normal can have either sign, but once chosen, will be used consistently.) We let P 0 S 0 (B) denote the space of discontinuous piecewise constants with respect to the boxes.
We let S 1 (T ) H 1 ( ) denote the class of functions u 2 H 1 ( ) which satisfy
for ( 0 ) independent of max h t . Generally speaking, S 1 (T ) is that set of functions in H 1 ( ) which can be well approximated by piecewise linear polynomials on T . Finally, we denote by H 1 0 ( ), P 1 0 (T ), S 1 0 (T ), P 0 0 (B), and S 0 0 (B) those subsets of H 1 ( ), P 1 (T ), S 1 (T ), P 0 (B), and S 0 (B), respectively, whose elements are zero on @ .
There is a natural correspondence between the spaces P 1 (T ) and P 0 (B) (which have equal dimension) that we shall exploit. Let f i g denote the usual nodal basis for P 1 (T ), satisfying The energy norm j j j j j j is de ned for u 2 H 1 0 ( ) by j j juj j j 2 = a(u; u) = j jruj j 2 L 2 ( ) : (3. 3)
The standard nite element approximation using the space P 1 0 (T ) is given by:
The solution u L is known to be the best approximation of the solution u of (3.2) in the energy norm, i.e., j j ju ? u L j j j = inf For v 2 P 0 0 (B), we de ne the \energy norm" j j j vj j j by setting j j j vj j j = j j jvj j j v = G ?1 ( v).
By Lemma 2.1, j j j vj j j is comparable to( P e j v J j 2 ) 1=2 . The main result of this section is the following theorem. We consider the last term in (3.13) on a triangle by triangle basis. Summing (3.14) over t 2 T , then using (2.4) and (3.13) we have j a(u ? ; v)j C( 0 ; )j j j vj j jj j ju ? j j j: (3.15) Combining (3.12) and (3.15) we prove the result, since j j ju ? u B j j j j j ju ? j j j + j j ju B ? j j j To analyze the error, we begin with the analogue of (3. where C = C(a; a; ; ; 0 ) and j j j vj j j = j j jG ?1 ( v)j j j.
The left-hand side of (4.6) is treated analogously to the corresponding term in (3.12). Using Lemmas 2.1 and 2.2 and (2.4), we obtain a(u ? ; v) + ( (u ? ); v) C j j ju ? j j jj j j vj j j + j ju ? j j L 2 ( ) j j vj j L 2 ( ) (4.8) where C = C(a; a; ; ; 0 ). Since j j vj j L 2 ( ) Cj j j vj j j, we have the next theorem. 
