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This paper proposes a method of constructing emotional dictionaries and recommending sim-
ilar areas. Recently, social media has been popular with the spread of smartphones. From social
media, we can obtain reviews about various items (e.g. tourist spots, real estates and products)
which contain useful information for making decisions on which items to buy or visit.
However, it costs a lot of time to nd relevant items by reading reviews. To solve this problem,
this paper proposes an area recommender system which calculates the similarity among areas in
terms of impression. The impression of areas is estimated by extracting impression from reviews
using emotional word dictionaries.
The eectiveness of the proposed system is evaluated from the viewpoints of precision of
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ことであり，この改善として Theｌ enらは Basilisk[38]，Pantelらは Espresso[39]と呼ばれる拡張
Bootstrap法を提案している．これらの各手法では，パターンや単語を抽出する際に，信頼度を用い
ることで，意味ドリフトの発生確率を低減させている．Basilisk では，シードと共起する全パター






紹介した Plutchikの感情軸 [8] などを表現する際に使用される．マルチラベルなデータセットを拡
張する場合に，Bootstrap法をラベル別に実施してしまうと，複数ラベルが付与された新シードが多
く抽出され，ラベル付きデータの精度が大幅に低下してしまう可能性がある．そこで，マルチラベル





















































































提案手法では，日本語 WordNet と Weblio 類語辞典*25を用いて語彙の拡張を行う．日本語
WordNetとは，国立研究開発法人情報通信研究機構（NICT）が公開しているシソーラスで，語を類
















感情 感情表現辞典 日本語WordNet Weblio類語辞典
喜 246 470 1,550
安 105 163 909
哀 237 432 1,264
厭 489 1,066 3,010
怖 157 565 861
好 214 565 1,605
驚 (怒，恥を含む) 608 1,473 3,095
恥 (削除) 67 0 0
計 2,123 4,734 12,294
3.1.2 Bootstrap法に基づく拡張















図 3.3 1. 拡張辞書内の語をシードとして文章データからシードが出現する文章を探し，素性を抽出
図 3.4 2. 抽出した素性の内，各素性の信頼度 rpatterni が閾値以上の素性を抽出
図 3.5 3. 素性が出現する文章からシード以外の語を抽出
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図 3.6 抽出した語の信頼度 rseed が，閾値以上であれば拡張辞書に追加
信頼度は，Espressoを参考にして定義する．図 3.4で用いている，素性 patterniの信頼度 rpatterni
の定義を式 3.1 に示す．文章データセットにおいて patterni と共起するシードを seedj，その総数
をM とする．式 3.2はシード seedi の信頼度であり，N はシードの総数である．pmiは自己相互情
報量であり，式 3.3で定義される．P (x)は文章データセットにおける xの出現確率を示し，P (x; y)
は文章データセットにおいて x; y が同時に出現する確率を示す．rseedi は図 3.6 でも用いられる．
rpatterni は，その素性と共起しやすい (自己相互情報量が大きい) シードが多いほど，値が大きくな
り，単一シードと共起しやすい場合，値が小さくなる．Bootstrap法は，前述したように複数回繰り
返し実行することができ，その繰り返しの中で各信頼度を更新し続けることによって，繰り返しによ














maxfpmi(seedi; patternj); j = 1;    ; Ng (3.2)



































た．表 3.2に全組み合わせによる辞書と単語数を示す．表 4.5は，表 3.2の組み合わせ名の定義を示





表 3.2 日本語WordNetを用いた拡張辞書に Bootstrap法を適用した拡張辞書一覧
PPPPPPPPPP感情
組み合わせ
WordNet p+f p+b p+f,b m+f m+b m+f,b
喜 470 677 785 779 684 1,313 1,459
安 163 259 306 289 264 356 433
哀 432 540 578 569 542 601 684
厭 1,066 1,413 1,473 1,473 1,872 1,348 2,063
怖 565 424 429 398 506 600 764
好 565 794 950 855 1,141 1,241 1,748
驚 1,473 1,802 2,395 1,831 1,886 2,007 2,305
計 4,734 5,909 6,878 5,984 6,895 7,466 10,771
表 3.3 表 3.2で用いる組み合わせの説明
組み合わせ名 利用素性 利用データセット
p+f 前後パターン (p) 不満調査データ (f)
p+b 前後パターン ブログデータ (b)
p+f, b 前後パターン 不満調査データ +ブログデータ
m+f 修飾・被修飾関係 (m) 不満調査データ
m+b 修飾・被修飾関係 ブログデータ




















ポジティブな感情のみで定義している．k 番目の印象の強さ impressionk の定義を式 3.4 に示す．
レビュー内で出現する感情語を emotional wordi，その総数を N とし，emotional wordi の重みを






好感度 厭 ネガティブ () ポジティブ 好
安心度 怖 ネガティブ () ポジティブ 安
興奮度 ネガティブ () ポジティブ 驚
楽しさ ネガティブ () ポジティブ 喜






























2.04 とても, 非常に, 大変, はなはだ, ごく, すこぶる, 極めて, めっちゃ, すごい
1.32 だいぶ, ずいぶん, 相当, 大層, かなり, よほど
0.5 わりあい, わりに, わりと, けっこう, なかなか, 比較的, そこそこ, まぁまぁ
0.2 すこし, ちょっと, 少々, 多少, 心持ち, やや, 少し, 一部












































































レビューごとに 3.2節で定義した 5印象に付与する (表 4.1)．
表 4.1 印象ラベル
ネガティブ    | | 印象なし | |  ! ポジティブ











の評価を行った．式 4.1にスピアマンの順位相関係数を示す．ここで用いる x;y は順位ベクトルで
あり，N は x;yの次元数を示す．
 = 1  6
PN
i=1 jxi   yij
N3  N (4.1)
また，スピアマンの順位相関係数は同順位があった場合にも，一部式を変更することで適用でき
る．式 4.2に同順位に適用したスピアマンの順位相関係数を示す．式 4.3に示す Tx の定義において，
nx は，順位ベクトル xに発生する同順位の件数 ，そのうち先頭から k 番目で同順位となる印象数
を txk 個とする．Ty も同様に定義される．例えば，順位ベクトル x = (1; 1; 3; 4; 5; 5; 5)においては，
nx = 2; tx1 = 2; tx5 = 3となる．また，順位ベクトルで同順位となる部分は順位の平均化を行う必要




Tx + Ty  
PN




























True True Positive (TP) False Positive (FP)






図 4.2 閾値 5の際の正解データの閾値による変換 (ポジティブ)
図 4.3 閾値 0の際の抽出データの閾値による変換 (ネガティブ)
これら 2 つの評価指標を用いて，表 4.3 に示す辞書と提案手法により構築した辞書の比較評価を















印象 ポジティブ () ネガティブ
好感度 信頼感 () 嫌悪感
興奮度 驚き () 怒り
安心度 信頼感 () 不安
楽しさ 楽しい
哀しさ 悲しい





辞書名 ベース辞書 文章データセット 素性
b wordnet ブログデータ 前後パターン
f wordnet 不満調査データ 前後パターン
bf wordnet ブログデータ +不満調査データ 前後パターン
b c wordnet ブログデータ 修飾・非修飾語
f c wordnet 不満調査データ 修飾・非修飾語
bf c wordnet ブログデータ +不満調査データ 修飾・非修飾語


























図 4.12 b cを用いた場合の印象値分布
図 4.13 f cを用いた場合の印象値分布
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辞書 base wordnet b bc f fc bf bfc
相関（ 0.2） 175 240 249 247 250 246 248 243
無相関（ 0:2 <  < 0:2） 275 98 135 132 133 138 136 134
逆相関（   0:2） 50 107 116 121 117 116 116 123










表 4.7 Weblio類語辞 +Bootstrap法によって拡張した感情辞書の語数

















4.6，4.7 に示すように 0 以外の印象を持つ印象語の出現確率が一番高いが，出現する語を確認する






辞書名 weblio weblio+bf jiwc jiwc+bf
相関 238 266 162 186
無相関 130 118 122 104
逆相関 132 116 216 210
4.1.3 実験結果 (閾値による精度評価)
図 4.16{4.20 は，抽出データの閾値を 0 以上で大きくしながら描画した，各印象のポジティブ側
の PR曲線を示す．正解データは，各印象について 7段階の評価が 5以上の値を持つ場合にその印























図 4.16 安心度（ポジティブ）の PR曲線
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図 4.17 好感度（ポジティブ）の PR曲線
図 4.18 楽しさ（ポジティブ）の PR曲線
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図 4.19 興奮度（ポジティブ）の PR曲線
図 4.20 哀しさ（ポジティブ）の PR曲線
各印象について，7段階の評価で 5以上の場合をポジティブとみなして各辞書の評価を行ったが，

























図 4.21 安心度（ネガティブ）の PR曲線
図 4.22 好感度（ネガティブ）の PR曲線
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図 4.23 楽しさ（ネガティブ）の PR曲線
図 4.24 興奮度（ネガティブ）の PR曲線
48
















































選択駅 選択人数 選択駅 選択人数 選択駅 選択人数
渋谷 50 浜松町 31 御茶ノ水 53
恵比寿 18 品川 28 九段下 25
目黒 15 東京 22 秋葉原 18
秋葉原 15 錦糸町 21 恵比寿 14
上野 13 赤羽 21 浜松町 12
池袋 12 高田馬場 16 目黒 11
五反田 11 大井町 14 赤羽 10
浅草 9 池袋 12 巣鴨 10
東京 8 蒲田 12 溜池山王 9
巣鴨 8 秋葉原 11 東京 7
品川 8 豊洲 9 上野 7
三鷹 6 九段下 9 三軒茶屋 7
国分寺 6 代々木 9 国分寺 6
銀座 5 吉祥寺 8 王子 5
北千住 4 亀戸 7 大井町 5
溜池山王 2 北千住 7 立川 5
赤羽 2 荻窪 6 蒲田 5
豊洲 2 町田 5 武蔵境 4
新橋 1 溜池山王 4 大崎 3




選択駅 選択人数 選択駅 選択人数 選択駅 選択人数
御茶ノ水 36 吉祥寺 29 亀戸 27
高田馬場 20 錦糸町 18 町田 20
目黒 19 新橋 18 大崎 18
九段下 17 表参道 15 浜松町 17
有楽町 15 荻窪 11 荻窪 14
水道橋 14 銀座 10 品川 14
荻窪 12 調布 10 池袋 13
三鷹 12 九段下 10 練馬 13
田町 10 新宿 10 立川 12
王子 7 北千住 10 秋葉原 10
御徒町 7 練馬 10 国分寺 10
町田 7 町田 9 三軒茶屋 10
池袋 6 上野 9 四ツ谷 9
新宿 6 八王子 8 豊洲 9
豊洲 5 御茶ノ水 8 浅草 9
練馬 5 立川 7 代々木 9
亀戸 5 秋葉原 7 武蔵境 6
綾瀬 4 巣鴨 7 恵比寿 6
溜池山王 4 東京 5 小竹向原 3










@Rank 件とする．これらのパラメータ @Rank，N を変更しながら評価を行った．正解の判定に用
いた Nの値は 5,10,15の 3種類であり，それぞれ回答者全体の約 5,10,15%によって選択された場合
に相当する．この時，正解となる駅数は，ターゲット駅によらずほぼ同等であり，N = 5のとき 18
駅，N = 10のとき 10駅，N = 15のとき 5駅前後となった．
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では N = 5の場合，@Rank に関わらず適合率 0.8以上となることがわかる．5人以上が選択した駅
は多数存在するため適合率が高くなるのは当然と言えるが，@Rank=10の時には N によらず再現率
も 0.3以上となるため，推薦精度はある程度良いといえる．また，N = 15の場合の方が N = 10よ
りも再現率が高いことから，多数の人が類似すると判断した駅を推薦できていることがわかる．目黒
駅では @Rank = 3の場合を除いて，新橋駅と近い結果となっている．この結果から，推薦リスト上
位が類似駅の選択人数上位に含まれていないが，推薦数を大きくすることで，適合率・再現率が向上
するため，推薦精度はある程度良いと考える．水道橋駅では N = 5の場合を除いて，適合率 0.2以
下，再現率 0.3以下と小さい値になっている．この結果から，選択人数が少ない駅が推薦リストに多
く含まれており，推薦精度は他の駅と比較して低いといえる．
表 4.12 上位件数 (@Rank) と選択人数 (N) の各組み合わせによる提案手法のターゲット駅別適合率・再現率
@Rank N
原宿 新橋 水道橋 代々木 目黒 蒲田
P R P R P R P R P R P R
3 5 1.00 0.21 1.00 0.17 0.33 0.06 0.67 0.12 1.00 0.16 1.00 0.17
3 10 1.00 0.43 0.33 0.10 0.00 0.00 0.33 0.11 0.00 0.00 0.67 0.17
3 15 0.33 0.25 0.33 0.17 0.00 0.00 0.33 0.20 0.00 0.00 0.33 0.25
5 5 1.00 0.36 0.80 0.22 0.60 0.18 0.80 0.24 1.00 0.26 1.00 0.28
5 10 0.60 0.43 0.40 0.20 0.00 0.00 0.20 0.11 0.40 0.18 0.80 0.33
5 15 0.20 0.25 0.40 0.33 0.00 0.00 0.20 0.20 0.40 0.50 0.40 0.50
10 5 0.90 0.64 0.90 0.50 0.80 0.47 0.90 0.53 1.00 0.53 0.90 0.50
10 10 0.50 0.71 0.40 0.40 0.20 0.25 0.30 0.33 0.50 0.45 0.80 0.67
10 15 0.30 0.75 0.40 0.67 0.00 0.00 0.20 0.40 0.20 0.50 0.40 1.00
ランダム推薦と提案手法の比較結果を表 4.13に示す．ランダム推薦の場合，推薦順位はないため
@Rank = 10の場合の結果を比較している．駅別に比較すると，原宿駅と蒲田駅では，推薦リストの
方が適合率・再現率が共に良い結果となっている．新橋駅では，N = 5は同等であるが，N = 10で
はランダム推薦，N = 15では提案手法が適合率，再現率共に良い結果となっている．目黒駅では，










表 4.13 各選択人数 (N) による提案手法とランダム手法のターゲット駅別適合率・再現率の比較
ターゲット駅 システム P / R 選択人数 N
5 10 15
原宿
提案 P 0.90 0.50 0.30
R 0.64 0.71 0.75
ランダム P 0.50 0.20 0.10
R 0.36 0.29 0.25
新橋
提案 P 0.90 0.40 0.40
R 0.50 0.40 0.67
ランダム P 0.90 0.60 0.20
R 0.50 0.60 0.33
水道橋
提案 P 0.80 0.20 0.00
R 0.47 0.25 0.00
ランダム P 0.90 0.60 0.30
R 0.53 0.75 1.00
代々木
提案 P 0.90 0.30 0.20
R 0.53 0.33 0.40
ランダム P 0.80 0.60 0.30
R 0.47 0.67 0.60
目黒
提案 P 1.00 0.50 0.20
R 0.53 0.45 0.50
ランダム P 0.90 0.60 0.20
R 0.47 0.55 0.50
蒲田
提案 P 0.90 0.80 0.40
R 0.50 0.67 1.00
ランダム P 0.90 0.40 0.00





























駅 安心度 好感度 興奮度 楽しさ 哀しさ
原宿 1.0 -0.21 -0.25 0.9 0.01
新橋 0.8 -0.23 0.55 0.3 0.1
水道橋 1.0 0.5 0.5 0.3 0.04
目黒 1.0 -0.24 0.49 0.53 -0.01
代々木 0.8 -0.01 0.57 0.86 0





















ユーザ ID 先に利用するシステム 条件路線 後に利用するシステム 条件路線
1 Goo不動産 都営三田線 提案システム 都営浅草線
2 Goo不動産 都営三田線 提案システム 都営浅草線
3 提案システム 都営浅草線 Goo不動産 都営三田線
































協力者 ID 使いやすさ 役立ち度 今後利用したいか 実施時間 (分:秒)
Goo 提案 Goo 提案 Goo 提案 Goo 提案
1 4 3 5 4 Yes Yes 19:25 19:23
2 3 3 3 3 No Yes 17:22 11:29
3 3 5 4 5 Yes Yes 9:28 15:23
4 2 5 2 5 No Yes 10:26 15:21





協力者 ID 使いやすさ 役立ち度 今後利用したいか 実施時間 (分:秒)
Home's 提案 Home's 提案 Home's 提案 Home's 提案
5 5 4 5 5 Yes Yes 17:40 22:03
6 5 4 4 5 Yes Yes 14:42 14:28
7 5 4 5 5 Yes Yes 07:00 06.23
8 4 4 4 5 Yes Yes 測定ミス

















表 4.20 提案システムに関する各質問（表 4.21）に対する回答
ユーザ ID 質問 1 質問 2 質問 3-1 質問 3-2 質問 4
1 3 5 はい はい 3
2 1 5 いいえ 4
3 4 5 はい はい 1
4 4 4 いいえ 1
5 3 5 はい いいえ 3
6 5 3 いいえ 3
7 2 5 はい はい 2
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