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Die tragende Idee des Grid Com-
putings ist die Zurverfügungstel-
lung von heterogenen Ressour-
cen wie CPU-Leistung, Platten-
und Archivspeicher aber auch die
Unterstützung der Benutzer
(GGUS: Global Grid User Sup-
port) und die Einbindung von Ex-
perimental-Großgeräten. Um alle
diese Herausforderungen ange-
hen zu können, hat das Institut 
für Wissenschaftliches Rechnen
(IWR) das Projekt CampusGrid
mit Beginn des Jahres 2004 ge-
startet. Anwendungen aus der
Physik, der Bioinformatik, Nano-
technologie und Meteorologie
werden als Testanwendungen ins
CampusGrid integriert und sollen






lösung im Speicherbereich (glo-
bales Filesystem) nutzen. 
Es werden die Grundzüge des
Projektes, der momentane Status
sowie ein Ausblick in die Zukunft
gegeben. Diese Aktivitäten ste-
hen im Zusammenhang mit den
anderen Grid und Hochleistungs-
rechner (HPC) Aktivitäten im IWR. 
Hochleitungsrechnen im For-
schungszentrum Karlsruhe star-
tete 1983 mit den gemeinsamen
Aktivitäten der Universität Karls-
ruhe und des Forschungszen-
trums. Mit Standort an der Univer-
sität Karlsruhe wurde eine Cyber
205 beschafft und gemeinsam
genutzt. Erschwerend für die Ak-
zeptanz war die völlig eigenstän-
dige Nutzung der Cyber an der
Universität und der IBM Rechner-
landschaft im Forschungszen-
trum, d.h. Dateiverwaltung, Be-
nutzerverwaltung, Jobsprache
und vieles mehr waren voneinan-
der unabhängig und in höchstem
Maße verschieden. Der Nutzer
musste sich jeweils von neuem
um seine maschinenspezifische
Umgebung kümmern. 1997 än-
derte sich mit der Beschaffung ei-
nes Vektorrechners VP50 für das
Forschungszentrum dieser Zu-
stand. Das Rechenzentrum er-
möglichte den Benutzern von
dem zentralen Rechner des For-
schungszentrums aus (IBM 3090
unter MVS) die einfache Nutzung
der VP50 und später der
VP400EX durch einen so genann-
ten Präprozessor.
Jedoch wurde diese Lösung von
den Benutzern nur bedingt ange-
nommen, so dass die Nachfol-
geinstallationen (Cray J916,
VPP300, VPP5000) völlig unab-
hängig von den IBM (MVS, AIX)
und später auch Linux Rechnern
betrieben wurden. Die Benutzer
mussten ihre Daten mehrfach
halten, wenn sie auf mehr als ei-
ner Rechnerplattform arbeiten
wollten.
Die Rechner im Projekt Campus-
Grid sollen für den Anwender im
Forschungszentrum transparen-
ter miteinander verknüpft werden
um eine globale Sicht der Dinge
zu ermöglichen. Daraus ergibt
sich eine Zieldefinition für das
Projekt, wobei einige Zielsetzun-
gen in der aktuellen Produktions-
umgebung des Instituts für Wis-
senschaftliches Rechnen (IWR)
bereits realisiert wurden, jedoch
im CampusGrid Projekt neu zu
überdenken sind:
● Globale Benutzerverwaltung
und Verwendung eines Pass-
wortes für die Benutzer-
authentifizierung (Arbeits-
platzrechner und Compute-
server) bis hin zum Single-
Sign-On.
● Aufbau einer Virtuellen Organi-
sation (VO) zur Akzeptanz
auch von Zertifikaten von etwa
GridKa.
● Mindestens ein schnelles ge-
meinsames Filesystem zur
globalen Datensicht der Be-
nutzer auf den Computeser-
vern.
● Zugriff der Arbeitsplatzrechner
(meist unter dem Betriebssys-
tem Windows oder Linux) auf
das schnelle Filesystem der
Computeserver.
● Globale Jobverwaltung unter
Hinzuziehung eines Brokers
zur effizienten und bedarfsge-
rechten Nutzung der Ressour-






und Antwortzeit bzw. Preisvor-
stellung der geeignete Com-
puteserver automatisch ge-




● Integration weiterer Ressour-
cen des Forschungszentrums
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hier bietet sich etwa eine
Schnittstelle zum Höchstlei-
stungsrechner JUMP im For-
schungszentrum Jülich an. Die
Nutzung von UNICORE
(www.fz-juelich.de/unicorep-





der und in Entwicklung befind-
licher Grid-Standards und
„Best Practices“.
● Ein API (Application Pro-
gram(ming) Interface) zur Nut-
zung der CampusGrid-Res-
sourcen ist zu definieren.
● Nutzung des CampusGrids
durch Experimente (Echtzeit-
fähigkeit).
● Einrichtung von Problemlö-
sungsumgebungen (PSEs) 
● Die Entwicklung netzwerkzen-
trischer Anwendungen muss
verstärkt angegangen werden.
● Portierung von Anwendungen





Das Projekt CampusGrid wur-
de im Rahmen der PoF (Pro-
grammorientierte Förderung) im
Programm „Wissenschaftliches
Rechnen“ im Mai 2004 positiv
beurteilt. Dies lässt die Projekt-
partner hoffen, dass einer Förde-
rung bis 2009 nichts im Wege
steht. Bereits für 2004 wurden
deshalb die folgenden Arbeiten in
Angriff genommen:
● Auswahl zweier globalen File-
systems (SAN-FS von IBM,
StorNextFS von Adic) zum
Test unter den relevanten Ser-
verplattformen, wobei zusätz-
lich das experimentelle Filesys-
tem Oracle 10G hinzugenom-
men wird. Diese Filesysteme
werden in einem Storage Area
Network (SAN) Testumfeld auf
ihre Tauglichkeit, speziell die
Skalierbarkeit und Ausfallsi-
cherheit, untersucht.
● Aufbau unterschiedlicher Hard-
ware zur Portierung von An-
wendungen und zum Design
der Middleware (Schnittstelle
zwischen Benutzer/Anwen-
dung und Betriebssystem): 
– SX-5 (siehe Abb. 1) und 
SX-6i Vektorcomputer von
NEC
– p630 AIX-Rechner von IBM
– Infiniband-Cluster
– Blade-Center mit PowerPC
und Intel Prozessoren 
(Infiniband und SAN)
– Xeon Testsystem mit 
Infiniband Netzwerk 
(siehe Abb. 2)
● Aufbau einer SAN Testumge-
bung mit Cisco MDS Fabric
zum Test von FC (Fibre Chan-
nel, Protokoll), iSCSI (Protokoll




Abb. 1: Aufbau eines Vektorrechners.
Abb. 2: Kupferleitungen ermög-
lichen schnelle Kommunika-
tion.
In 2005 wird die Entscheidung für
das globale Filesystem gefällt
werden und die Designphase für
die Middleware abgeschlossen
sein. 
Neben den Instituten des For-
schungszentrums (IFIA, IFP, IMK-
ASF, INT, IWR) sind Firmen wie
NEC High Performance Compu-
ting Europe, Microsoft, MTU Aero
Engines, ParTec AG und Emplics
AG sowie nationale (Fakultät für
Informatik der Universität Karls-
ruhe) und internationale Partner
(CEAZA aus Chile und Center for
Mathematical Modeling von der
University of Chile) aus der For-
schung an diesem Projekt betei-
ligt.
Das Projekt CampusGrid ist auf
mehrere Arbeitsgruppen verteilt.
Dies sind die Arbeitsgruppen
– File systems
– User administration
– Resource Broker & Monitor
– Applications
– Cluster systems
welche mit Hilfe des Savannah-
Servers http://gridportal.fzk.de
koordiniert und Ergebnisse archi-
viert werden (siehe Abb. 3).
Im Projekt CampusGrid wird die
Virtualisierung der IT-Ressourcen
im Forschungszentrum ange-
strebt. Den Anwender soll eine
einheitliche Sicht dieser Ressour-






Abb. 3: Informationsaustauch mit Savannah.
Schnittstelle (Middleware) er-
möglicht werden. Zur besseren
Verteilung wird ein Broker zur Ver-
fügung gestellt. Die Entwicklung
vom Beginn des Projektes bis
2009 ist in Abb. 4 dargestellt. Ziel
für das Jahr 2009 wird die voll-
ständige Integration heterogener
Hardwareressourcen (Rechner,
Storage) sowie eine einheitliche
Sicht auf die Daten und deren
globale Nutzung auf dem Gelände
des Forschungszentrums sein.
Parallele Anwendungen über das
CampusGrid sollten dann selbst-
verständlich sein und der Broker
































Virtualization of a heterogenous
IT Environment for Scientific Computing
Project CampusGrid
● R&D topics
● Several generations of testbeds
– Real-time data transfer protocols 
   with efficient binary data
– Grid file system
– Global optimization (Resource broker)
Heterogeneous IT Environment for R&D
