The SEG/EAGE overthrust model is a synthetic onshore velocity model that was used to generate several large synthetic seismic data sets using acoustic finite-difference modeling. From this database, several realistic subdata sets were extracted and made available for testing 3D processing methods. For example, classic onshore-type data-acquisition geometries are available such as a swath acquisition, which is characterized by a nonuniform distribution of long offsets with azimuth and midpoints.
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ABSTRACT
The SEG/EAGE overthrust model is a synthetic onshore velocity model that was used to generate several large synthetic seismic data sets using acoustic finite-difference modeling. From this database, several realistic subdata sets were extracted and made available for testing 3D processing methods. For example, classic onshore-type data-acquisition geometries are available such as a swath acquisition, which is characterized by a nonuniform distribution of long offsets with azimuth and midpoints.
In this paper, we present an application of 2.5D and 3D ray+Born migration/inversion to several classical data sets from the SEG/EAGE overthrust experiment. The method is formulated as a linearized inversion of the scattered wavefield. The method allows quantitative estimates of short wavelength components of the velocity model.
First, we apply a 3D migration/inversion formula formerly developed for marine acquisitions to the swath data set. The migrated sections exhibit significant amplitude artifacts and acquisition footprints, also revealed by the shape of the local spatial resolution filters. From the analysis of these spatial resolution filters, we propose a new formula significantly improving the migrated dip section. We also present 3D migrated results for the strike section and a small 3D target containing a channel.
Finally, the applications demonstrate, that the ray+ Born migration formula must be adapted to the acquisition geometry to obtain reliable estimates of the true amplitude of the model perturbations. This adaptation is relatively straightforward in the frame of the ray+Born formalism and can be guided by the analysis of the resolution operator.
INTRODUCTION: THE 3D SEG/EAGE OVERTHRUST EXPERIMENT
This paper is the second of two papers that review and apply the 3D ray+Born migration/inversion to the 3D SEG/ EAGE overthrust experiment. In our first paper (Lambaré et al., 2003) , we reviewed the theory of 3D ray+Born migration/ inversion with a special emphasis on the resolution analysis of the method. We clarified how the method can deal with the data redundancy and how the formalism can be adapted to the acquisition geometry in order to optimize the resolution of the migrated images. In this paper, we applied these theoretical concepts to some of the 3D SEG/EAGE overthrust data sets.
The general need for realistic 3D synthetic data sets motivated the creation of the 3D SEG-EAGE modeling project, resulting in two geologically realistic models: the 3D salt model and the overthrust model (Aminzadeh et al., 1997 finite difference synthetic seismograms were computed in these models.
The 3D SEG/EAGE overthrust model used in this paper is a constant density acoustic model (Figure 1 ) covering an area of 20 km × 20 km × 4 km. It is discretized with 25-m cubic cells, representating an uniform mesh of 801 × 801 × 187 nodes. The dominant frequency of the simulated seismic experiment is about 15 Hz. Geologically speaking, the overthrust model represents an onshore structure affected by erosion. This leads to important lateral velocity variations at the surface (weathering zone) with velocities ranging between 2178 and 3513 m/s. The complex geological structure was affected by compressive tectonics. It contains mainly a thrusted sedimentary sequence, affected by two main faults which converge laterally, constructed on top of a structurally decoupled extensional basement block. At the base of the basement block, a salt layer acts as a detachment surface for the thrusts. The base of the salt generates an energetic and flat seismic marker used as a reference level for the seismic data processing. Threedimensional properties are important in the area where the two main faults merge and in the basement, which is oriented perpendicular to the thrust. Several types of superficial lateral velocity variations are included in the model, such as buried topography, channels and lenses, and a superficial heterogeneous layer (Aminzadeh et al., 1997) .
From the viewpoint of wave propagation, the overthrust model is far less complex than its famous predecessor in two dimensions, the Marmousi model (Versteeg, 1991) . In particular, when accounting for source bandwidth, ray fields propagated in a smoothed version of the overthrust model almost never show triplications. As a consequence, although very encouraging results on the feasibility and accuracy of asymptotic ray-based imaging in very complex 2D or 3D media were obtained (Operto et al., 1998 (Operto et al., , 2000 Xu and Lambaré, 2000a, b; Xu et al., 2000 Xu et al., , 2001 , the application proposed in this paper is not intended to address this level of complexity.
In this paper, we present an application of 3D ray+Born migration/inversion (Thierry et al., 1999b) to two data sets from the SEG-EAGE overthrust experiment: data of phases A1 and A4 (Aminzadeh et al., 1997) . In the companion paper (Lambaré et al., 2003) , we analysed the migration operator resolution for the two acquisition geometries (a classic 2D geometry and a 3D swath geometry) used here. We designed the migration formula which accounts best for these geometries and which should allow attenuating the artifacts resulting from its irregularities (acquisition footprints). The relevance of these improvements is demonstrated here with both 2.5D and 3D ray+Born migration/inversion to subdata sets of the overthrust experiment. These subdata sets are migrated to image a dip and a strike section of the overthrust model, as well as a small volume centered on a channel.
ACQUISITION GEOMETRIES AND TARGETS
We migrated two surface seismic subdata sets extracted from the 3D overthrust experiment characterized by two different acquisition geometries (phases A1-dip/strike and A4-dip/strike) (Aminzadeh et al., 1997) . The first data set (phase A1-dip and A1-strike) consists of one line of sources and one line of receivers (2D acquisition). A shot gather consists of 321 traces. Receivers are spread symmetrically with respect to the shot position in the inline direction with a maximum offset of 4000 m. The distance between shots is 50 m, and the distance between receivers is 25 m. Sources and receivers are at depth of 25 m. Two lines of sources, oriented in the dip and strike directions, were available (phases A1-dip, and A1-strike, respectively). We applied 2.5D ray+Born migration/inversion to these data sets to image the dip and strike sections of the overthrust model (Figure 2) .
The second data set (phases A4-dip and A4-strike) corresponds to a swath acquisition of eight double lines, 300-m apart without line overlap [see Figure 4 (Lambaré et al., 2003) ]. A double line corresponds to two lines of 120 receivers, 50-m apart. This layout is applied to a single line of shots which corresponds to a swath-type acquisition. Two subdata sets were available with the line of sources oriented in the dip and strike directions (phases A4-dip and A4-strike, respectively). We applied 3D ray+Born migration/inversion to these data sets to image the same dip and strike sections as in 2.5 dimensions (Figure 2 ).
DATA AND PREPROCESSING
The dominant frequency of the data is 15 Hz, and the sampling rate is 8 ms. For ray+Born migration/inversion of the 3D overthrust model, preprocessing consists mainly of deconvolving the data from the far-field signature of the source and from the ghost reflections. Because the source signature was known, we applied a deterministic deconvolution. In our case, the far-field signature is the convolution of the source signature by the ghost filters at the shot and receiver points. The source signature is a second derivative of a Gaussian:
where
with a = (1/π ) f 0 , f 0 = 15 Hz, and t 0 = 86.66 ms. Since there were significant velocity variations near the surface, the ghost filters varied with respect to the shot and receiver positions. For numerical implementation reasons that we discuss later, we decomposed the far-field signature into the convolution of two terms assigned to the source and to the receiver, respectively (see Appendix A for the derivation):
with
where and t s and t r are the time shifts associated with the ghosts. We approximated them by the vertical two-way traveltimes given by
where (s x , s y ) are the (x, y)-coordinates of the ray shooting position. We did not account for the variation of angle with offset for the ghost reflection, which we assumed to follow a vertical raypath. We computed the inverse filters for the source and receiver in the spectral domain with a damping factor of 7% of the maximum amplitude. Finally, we convolved these two inverse filters with the data. For CPU efficiency, we tabulated these inverse filters for a series of surface velocities. In the migration program, each time a trace is read, we pick the two inverse filters corresponding to the source and receiver positions and perform the convolution in the migration program. For 2.5D ray+Born migration/inversion, the filter F [equation (18) Lambaré et al., 2003] , was also applied to the data as required by the 2.5D formula (Thierry et al., 1999a) .
THE VELOCITY MACROMODEL
In our implementation of 3D ray+Born migration/inversion, the forward problem is performed with a 3D wavefront con- (b) Strike section of the velocity macromodel with superimposed 2D ray tracing for a source at y = 10000 m (the rays were computed in two dimensions for the smooth strike section). struction based on paraxial ray tracing . The ray-tracing algorithm requires to build a smooth velocity macro model (described with cubic cardinal B-splines) from the exact model. The main difficulty of this task arises from the size of the 3D overthrust model (480 Mb). The construction of the velocity macromodel requires two steps:
1) The 3D overthrust slowness model is smoothed using a 3D Gaussian filter. At this step, we obtain a finelydiscretized smooth velocity macromodel. 2) The smooth velocity macromodel is "projected" by least-square fitting onto a 3D cardinal cubic B-spline interpolated function.
This procedure appeared computationally expensive if these two steps were to be done sequentially. Moreover, if the procedure was done as a 3D process, it appeared almost unfeasible, due to the dimension of the slowness grid (the spline "projection" requires the inversion of a huge square matrix whose dimension equals the square of the dimension of the 3D slowness model).
Thus, we designed an algorithm which allows us to split the 3D processing into a cascade of three 1D processings and to merge the dual processes (smoothing and B-spline projection) into a single procedure. Appendix B describes the mathematical basis and some practical aspects of this algorithm. For this study, we smoothed the 3D overthrust model with a Gaussian filter, whose correlation length (see parameter τ in Appendix B) in each direction was 150 m. Spacing between B-spline knots was also 150 m (see Appendix B for a justification). This value was chosen heuristically according to a previous study on the 2D Marmousi data set for which τ = 75 m was chosen (Thierry et al., 1999a) . The dip and strike sections extracted from the finely-sampled smooth velocity macromodel are shown on Figures 3a and 4a. Twodimensional ray fields computed for a source at x = 6000 m and y = 10000 m, are superimposed on the model on Figures 3b  and 4b , respectively, where up going rays are eliminated.
FIG.
7. Dip section after 3D ray+Born migration/inversion when using ξ = |q|. Caustics develop only at large offsets and large incidence angles and, thus, we can assume a single-valued ray field during migration. Once we built the velocity macromodel, we computed the "exact" perturbation model to quantitatively check the results of the inversion ( Figure 5 ). The exact perturbation models were obtained by subtracting the velocity macromodel from the exact model. Then, the resultant model is converted from depth to vertical time using the velocity macromodel, and band-pass filtered to account for the spectral bandwidth of the source. Finally, the model is converted back to depth for comparison with the migrated sections.
IMPLEMENTATION OF RAY+BORN MIGRATION/INVERSION
All the ray-based parameters required by ray+Born migration/inversion were computed in a smooth velocity macromodel using a dynamic ray-tracing code based on the wavefront construction method Lucio et al., 1996) .
For the migration/inversion itself, we used the numerical strategies described by Thierry et al. (1999a, b) , including interpolation at the surface of maps of ray-related parameters (traveltimes, amplitude, take-off angles, etc.), interpolation of the migration operator (phase and amplitude) from a coarse target to a fine target, and limitation of trace contributions around the common midpoint (CMP).
Note that the interpolation strategies are different for the 2.5D and the 3D cases (an extra interpolation is used in the 3D case). The reader is referred to Thierry et al. (1999a, b) for more details concerning the practical aspects of ray+Born migration/inversion. The parameters used for inversion are (1) The aperture limitation of trace contributions extending to 2000 m around the CMP for the 2.5D and 3D cases, (2) The sampling steps in the coarse target fixed to x = y = z = 200 m for the 2.5D and 3D cases, and (3) the surface sampling step is 200 m for Green's functions for the 2.5D and 3D cases. The initial ray shooting from the surface for the 3D case used a spacing of 400 m in x and y [see Thierry et al. (1999b) for explanations].
INVERSION RESULTS

Phase A1 dip: 2.5D results
The acquisition geometry of phases A1 dip and strike is redundant, except at line boundaries. It involves identical traces 
This acquisition geometry corresponds to two marine lines. We migrated the full data set in one pass for ξ = θ and ξ = |q| [see Figure 1 and equation (9) of Lambaré et al. (2003) for the definition of the parameters θ , |q| and ξ ]. For ξ = θ , the sign of θ allows us to discriminate between traces (r, s) and (s, r). This allows us to account properly for the boundaries of the model where [θ] max min is not necessarily equal to 2(|θ | max − |θ| min ). For ξ = |q|, we can not discriminate between traces (r, s) and (s, r) and, due to the double coverage of the k-space, we approximated the asymptotic Hessian by
This approximation causes an error in the amplitude of the velocity perturbations associated with scatterers close to the boundaries of the model, which are not reciprocally covered by shot and receiver positions. The dip sections obtained from 2.5D ray+Born migration/inversion using ξ = θ and ξ = |q| can be compared in Figures 6a and 6b . These migrated sections are plotted with the same color scale as the exact perturbation dip section (Figure 5a ). In terms of positioning of the discontinuities, the two migrated sections are equivalent. The images are fairly good on the right part of the dip section, which, is almost tabular, whereas the thrusts on the left part are severely mispositioned by strong 3D effects. As we expected from the resolution analysis of the 2D canonical case developed in Lambaré et al. (2003) , the image obtained with ξ = θ is better in terms of amplitudes than the image obtained with ξ = |q|. This is particularly true for dipping reflectors which are the most affected by the truncation of the resolution filters [see Figures 2 and 3 in Lambaré et al. (2003) ].
Phase A4 dip: First 3D results
The acquisition geometry of phase A4 is an onshore-type acquisition characterized by nonuniform, large offset coverage with azimuth and CMP [see Figure 4 of Lambaré et al. (2003) ]. Until now, 3D ray+Born inversion/migration had been applied by Thierry et al. (1996) and Thierry et al. (1999b) to a 3D real marine data set and by Operto et al. (1997) model in a preliminary application. In both cases, the formula obtained with ξ = |q| was used. For phase A4, the reciprocity relation is no longer satisfied for large out-of-plane offset traces. Thus, the approximation of the asymptotic Hessian when using ξ = |q| [equation (8)] penalizes dips which are covered only once for a given value of |q|, and may cause amplitude artifacts in the velocity perturbations. The dip-migrated section obtained from migration of the swath data with ξ = |q| can be compared with the exact perturbation section (Figure 7 and 5a) . In terms of positioning, we can note that 3D migration produces a much more accurate image of the thrusts than 2.5D migration (compare the left part of the sections in Figures 6 and 7) . However, the 3D image underestimates the amplitude of the velocity perturbations. In fact, amplitude recovery was even better in the two 2.5D migrated sections, particularly at the locations where the 2.5D assumption is acceptable (see the logs located at x = 5000 m and x = 12000 m between depths of 2000 and 3500 m in Figure 8 ).
The resolution analysis presented in Lambaré et al. (2003) allows us to understand this phenomenon. The severe amplitude underestimation results from the poor coverage of lateral dips when using ξ = |q|. For example, zero-offset data correspond- of Lambaré et al. (2003) ] shows that, paradoxically, the amplitudes of laterally dipping events are understimated to a much greater extent when using this 3D formulation rather than a 2D one. Moreover, we observed acquisition footprints on the 3D migrated section. They take the form of periodic amplitude oscillations appearing along plane reflectors (Figure 9 ). These oscillations have a wavelength of about 1.2 km, which corresponds approximately to the spacing between midpoints of type 1 and 5 on Figure 5 of Lambaré et al. (2003) . These oscillations may have two origins. First, they can be due to the variability of long offset coverage over midpoints. This can be checked by examining the sections of the resolution filter R x0 t(k) [Figure 7 of Lambaré et al. (2003) ] for a point characterized by a strong asymmetrical distribution of long offsets [point of type 3 in Figure 5 of Lambaré et al. (2003) ]. Indeed, the asymmetrical coverage of large offsets modifies the resolution filter R x0 (k) compared to the one of Figure 6 of Lambaré et al. (2003) (obtained for a midpoint of type 5). The acquisition footprints in the migrated images may be due to lateral variations of R x0 (k). Second, these artifacts may results from the inaccuracies of the Born approximation at large aperture (i.e., in many cases, at large offsets).
Phase A4 dip: Improved 3D results
We now present the 3D migrated section obtained with ξ = (see Lambaré et al., 2003) (Figure 10 ). Remember that ξ = is the cross product of the inline components of the source and receiver slowness vectors and thus involves a type of projection onto the inline plane:
The image obtained with ξ = exhibits much better amplitude recovery than the one obtained with ξ = |q| (Figure 11 ). These Acquisition footprints are also significantly reduced (compare Figures 9 and 12) . The reduction of the acquisition footprints results from the fact that the constant ξ migrated images, which have the best resolution and which are not affected by the acquisition irregularities (schematically, the migrated images built with the short offset traces), are favored during the averaging of the constant migrated images.
The fact that may fold for large apertures (sin(θ ) folds beyond [−90
• , 90 • ]), or even for lateral contributions, may be a problem (it may provide an overestimation of the spatial spectral component associated with the folded ). However, is stationary with respect to traces around the folding points and, even if aperture extends beyond these points, it should correspond only to slight variations of , i.e., only to small contributions in the final image (we recall that the final image is an average of constant migrated images for regularly spaced ). We can see gentle artifacts resulting from this problem in the upper left part of the model, while the image is improved everywhere else. These artifacts could be avoided by muting large aperture contributions in the data.
Phases A1 and A4 strike: 2.5D versus 3D imaging
We inverted data of phase A1-strike and A4-strike to image the strike section of the overthrust model (Figures 5b and 13 ), using ξ = θ in 2.5 dimensions and ξ = in three dimensions. Reflectors are more continuous on the section after 3D inversion than on the section after 2.5D inversion (compare the right part of the sections at 1500 m depth on Figures 13a and 13b) . Nevertheless, the amplitude match is significantly poorer than for the dip line, and the benefit provided by 3D processing for amplitude recovery is less obvious (Figures 13 and 14) . This is simply due to the fact that the resolution filter, R x0 (k), provides rapidly underestimated results for laterally dipping events.
Phase A4 dip: Imaging of a channel
To test the out-of-plane resolution of formula (30) in Lambaré et al. (2003) for the phase A4 dip data set, we imaged a small volume centered on a channel of the overthrust model. The coordinates of the origin (front upper left corner) of the volume are (x = 12 km, y = 10.5 km, z = 2 km) and its dimensions are 3 km × 4 km × 1 km. An horizontal slice of the volume crosscutting the channel is shown in Figure 15a with the associated velocity macromodel (Figure 15b) . The exact perturbation model and the migrated image of the channel are shown on Figures 15c and 15d , respectively. The contour of the channel is well identified, but the image lacks lateral resolution, as expected from the analysis of the resolution filter (Lambaré et al., 2003) .
CONCLUSION
In this paper, we presented an application of 3D ray+Born migration/inversion in the framework of the SEG/EAGE overthrust experiment. This synthetic case study allowed us to examine carefully the capacity of the method to recover the true amplitude of the model parameters in the case of a realistic 3D acquisition geometry.
From a detailed analysis of the theoretical resolution of the method presented in the companion paper (Lambaré et al., 2003) , we were able to propose a relatively straightforward procedure for checking the choice of parameter ξ . This parameter acts as a tuning parameter for multichannel ray+Born migration/inversion since it controls the way the multichannel migration decomposes the final image into individual migrated images (or, in other words, the way it decomposes the full data set into subdata sets) and the way it stacks these individual images.
In the case of the onshore swath data set, we were able to improve the originally proposed formula. We introduced a new ξ designed to account properly for the swath acquisition, which is characterized by a poor coverage of the lateral dips. Whereas the original ξ parameter, designed for 3D marine acquisition, was directly related to the diffracting angle (namely, the angle between the source and the receiver slowness vectors at the diffracting point), the ξ parameter, used for the swath acquisition, only depended on the inline components of the source and receiver slowness vectors.
This study emphasized the necessary adaptation of multichannel ray+Born migration/inversion formula to the acquisition geometry, and provides a practical tool for doing this adaptation.
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APPENDIX A DECOMPOSITION OF THE FAR FIELD
The source signature is given by equation (1):
Applying the ghost filter, we have
(A-4)
After Fourier transform of S, we havẽ
where υ is frequency and˜indicates the Fourier transform of a function.
We look for a function C such that S can be written as
where A is a constant to be defined. To determine C, we explicitely develop the expression ofg(υ):
(A-10)
APPENDIX B ALGORITHM FOR SMOOTHING AND COARSE PARAMETERIZATION OF LARGE VELOCITY MODELS
To generate a smooth reference model for ray+Born migration/inversion, we had to develop an algorithm for smoothing and projecting onto a cardinal cubic B-spline basis a huge slowness model.
We first describe how to construct a 3D Gaussian filter as a cascade of three 1D Gaussian filters. Then, we show how to reduce the 3D B-spline projection into a cascade of three 1D B-spline projections. Third, we show how to merge efficiently these two steps into one single step. Finally, we explain how to choose in a consistent way the input parameters related to Gaussian filtering and B-spline parameterization.
To smooth the overthrust model, we used a Gaussian filter for two reasons: (1) a multidimensional Gaussian filter is isotropic (namely, it does not favor any preferential direction); (2) a multidimensional Gaussian filter can be formulated as a cascade of 1D filters.
A normalized 1D Gaussian filter is given by
where the correlation lenght τ parameterizes the filter. In discrete form, we used the formulas of Toomey et al. [1994, equations (10) and (11)], which properly accounts for the edges of the model.
In matrix form, we have
where u smooth and u are the smooth and the raw slowness model, respectively, and G 1D the matrix containing the coefficients of the discretized Gaussian filter.
In three dimensions, we have
where the symbol ⊗ denotes the tensor product of two matrices. Thus, taking advantage of the property of the exponential function, any multidimensional Gaussian filter can be split in several 1D Gaussian filters. The 3D finely discretized smooth velocity macromodel is then coarsely parameterized by projection on a basis of cardinal cubic B-spline functions.
A monovariate spline function can be represented as a linear combination of B-splines (Dierckx, 1993) . In matrix notation, we have
where s 1D denotes the spline function. B is the matrix containing the values of B-splines, and c are the B-spline coefficients.
In the 3D case, we take advantage of the tensor product construction of the multivariate spline function to write
(B-5)
The spline function, which best fits the smooth slowness model, is found by least-square minimization of the misfit between the smooth slowness model u smooth 3D
(the data space) and the spline function parametrized by c 3D (the model space . (B-6) In the case of the overthrust model, the rank of the square matrix B T xyz B xyz is 801 × 801 × 187, which makes the problem quite discouraging.
Using some properties of the tensor product (see Dierckx, 1993, 169-170) 
.
(B-8) 
(B-9)
Using again the properties of tensor product [Dierckx, 1993, 170, equation (10.2d The third step remains an expensive task. Nevertheless, for sufficiently large models, the matrix O −1 is sparse and has a band structure (Figure B-1) . Moreover, each row has identical nonzero terms provided the B-spline grid spacing is an integral multiple of the original grid spacing. In this case, two consecutive rows are shifted by ndecim columns, where ndecim is the ratio between the spacings. We take advantage of this band structure to speedup the calculation of the tensor product by considering only the nonzero terms of one line of the matrix.
Note also that the memory storage of the full model is not required by the algorithm. The model can be partitioned and the tensor product be applied sequentially to each partition.
The smoothness of the velocity macromodel is controlled by the Gaussian filter. Our last discussion concerns the effective choice for the spacing c between B-spline knots (or equivalently, between B-spline coefficients) given the correlation lenght τ of the Gaussian filter. The impulse response and spectrum of the Gaussian filter and the spline filter (i.e., the filter which relates the raw slowness model to the bestfitting spline function) are plotted in Figure B -2. The spectrum of the spline filter exhibits a ripple due to the Gibbs phenomenon. To attenuate this ripple, we pragmatically chose c = τ , where c is the spacing between B-spline nodes. Note that this condition obliges us to overparameterize the smooth velocity macromodel in the B-spline basis given the wavenumbers preserved by the Gaussian filter in the velocity macromodel. Other strategies, more adapted to the spline parameterization, were proposed to smooth the model by introducing a smoothing criterion in the least-squares fitting problem (Dierckx, 1993) . However, the resulting 3D filter is no longer isotropic. 
