This paper studies h e a r parametrically varying systems (LPVS) with brief instabilities. LPVs are ubiquitous because they provide an elalbeit c o m a t i v e 6amewok for the study of nonlinar systems. This is done by analyzing a related family of h e a r time- required that the system matrices in the h u l y o f -
Introduction
It is often possible to express the dynamics of a nonlinear system as (1) where the function p takes values in some "parameter" set P and { A(p) : p E P } can be viewed as a family of matrices parameterized by the elements of the set P. This motivates the study of h e a r paramebically varying systems (LPVs) that are simply defined as (2) where p is an arbitrary signal taking values in the parameter set P.
Since every solution to the nonlinear system (I) is a solution to the linear time-varying system (2) (for an appropriately defined signal p(t)), LPVs allow one to prove stability-like properties of a nonlinear system by analyzing a family of time-vruying linear systems. The price paid for this simplification is the conservativeness that arises from the fact that the set of solutions to (2) is generally much larger than the set of solutions to (1). This paper attempts to reduce the conservativeness of this type of design by considering restricted classes of signalsp.
If one assumes that any piecewise-continuous signal p is al-per shows how, with an appropriate notion of "brief instability", it is possible that an LPV remain uniformly exponentially stable even when some of the matrices A(p) are unstable for brief periods of time. Necessary conditions for this to occur are cast in terms of a parameterized family of Linear Matrix Inequalities (LMIs). Furthermore, the paper analyzes the impact of brief instabilities on the performance of an LPV system, as measured in terms of its L2-induced norm. In particular, a parameterized set of LMIs is derived that, when feasible, provides an upper bound on the L2-induced norm of an LPV system with brief instabilities. Often, it is not possible to satisfy the parameterized LMIs for all values of the parameter p. To deal with this situation, "local" versions of the results above are provided in which it is assumed that the state of (1) starts inside an ellipsoid, thus restricting the values that can take. These results explore directly the fact that the LPV system (2) is an abstraction of the more complex nonlinear system (1).
The analysis of LPV systems with brief instabilitis is inspiired by previous work of the fvst author on switched systems [22, 23] , as well as by the work reported in [24, 25] . Switched systems can be viewed as a form of LPV systems where the signal p(t) in (2) is restricted to be constant between two consecutive discontinuities. The idea of brief instabilities was introduced in [24] for switched systems', where the authors provide conditions for exponential stability of switched system with brief instabilities. These results were extended in [25] for L2 disturbance attenuation.
The work reported in this paper is also closely related to that described in [26] , where the authors pmvide conditions for the stability of Asynchronous Dynamical Systems (ADSs). The latter that can also be viewed as a particular form of switched systems for which the system dynamics change in response to external asynchronous events. These events may make the system become unstable for certain periods of time, In [26] the authors provide LMIs that guarantee exponential convergence of the state of ADS. Feasibility of the LMIs requires that the periods of instability occur for a small fraction of the time. Because the authors of [26] only consider asymptotic rates for the occurrence of the events that trigger changes in the dynamics, their results are only asymptotic and do not provide uniform bounds on the state.
In this paper, the results on LPV systems with brief instabilities are shown to provide a new framework for the design of navigation filters that rely on vision and inertial sensors. See [lo] for an inhduction to this problem and its application to the design of a navigation system for an aircraft approaching an aircraft carrier under the constraint that only passive sensors be used. The basic nonlinear filter structure adopted is described in [IO] , where the authors have derived sufficient conditions for the existence of nonlinear integrated visiodinertial filters with guaranteed regional stability and pertorm-
Although in [24] the authors consider a slightly more conservative definition of brief instabilities, their results seem to be easily extendable to the definition given in Section 2.
ance. However, they did not address the fact that instabilities do occur when the vision system that is used to compensate for the drift that is introduced by inertial sensors cannot be used temporarily because of out-of-frame events, i.e., periods of time when the vision system is unable to see the target due to occlusions or the limited field of view. The results in [IO] are extended in this paper to accommodate out-offrame events.
The paper is organized as follows. In section 2 the stability and performance results on the LPV systems with brief instabilities are introduced. Section 3 applies the theory developed in Section 2 to the design of an integrated visiodinertial filter. This section also includes description of the experimental setup used to test the filter performance. The paper ends with conclusions.
LPVs with Brief Instabilities
Consider the homogeneous Linear Parameter Varying (LPV) system where p denotes a piecewise-continuous' time-varying parameter taking values in the set P c and A: P + 9Inxn and C P + %"'""' are functions that map the parameter set to the system dynamics. In what follows denoted the subset of P for which A@) is a stability matrix, that is, A@) is stable if and only if p E Pstoblr . The remaining elements of P fonn the set Punrtoble . We assume that P is a compact subset of a finite dimensiod space and that A and Care continuous functions. Because of these assumptions, it is straightforward to show that Puns,ohle is also compact. In the sequel we derive conditions on p that are sufficient to guarantee that x converge to zero exponentially fast. We will also compute an upper bound on the transient response of the output y.
For a given time-varying parameter p and t >e 0, let T, (r, t ) denote the amount of time in the interval (7, t ) that p re- Note. When (5) holds, (6) will always hold for sufficiently large .
Moreover, we can always scale P so that (7) also holds. Proof: For a particular solution x of (3), let
From (5)- (6) The results above shows that x'Xx and y'Ry decay exponentially along solutions of (3) provided that /z > 0 .
LPV models such as (3) are often used to model nonlinear systems where the time-varying parameter p is a function of the state,
e.g.,
where j VIn x[O,m) + P . When this happens (5)-(7) often do not hold globally and a local version of Lemma 2.1 is needed. Take a positive definite matrix R E !RmX'" and consider the set of states for which the output y is guaranteed to be in the ellipsoid defined by y '~y s 1, i.e.,
We now consider a version of Len-ma 2.1 that is local to the set CL To this effect, suppose that there exists a symmetric positive definite mahk P E W"'" and positive scalars A. , for which
(13) By requiring that the initialization of (3) satisfy e(' "'~x(O)'XX(O) < 1 , it is straightforward to prove by contradiction (cf. equation (1 0)) that x(t) will always remain inside R along solutions to (3). The following corollary of Lemma 2.1 is thus proved. (13) The analysis that follows shows how to compute the Lrinduced norm from u to z whenp has brief instabilities. 
Corollary 2.2 Assume that (11)-
on this interval and therefore Similarly, on an interval ( t 2 , f 3 ) on which p E <,mlable , it follows from (16) that Iterating (1 8) and (1 9) over consecutive intervals yields V t t 7 2 0. Using the above relationship, the two following inequalities are also obtained for Vf t 7 t 0 :
Suppose now that has brief instabilities with instability bound Tn and asymptotic instability ratio , that is, (9) holds with
. From (9) and (20) it can be concluded that
Using (9) in (21) A local version of Lemma 2.3 is derived next. To this effect take a positive defGte matrix R E %'""" and consider the set of states for which the output y is guaranteed to be in the ellipsoid defined by yTRy < 1 ,i.e.,
Suppose now that there exists a symmetric positive definite matrix P E !)Inxn and positive scalars A,, and ysuchthat
where 3 is defined as (17 In this section we apply the ideas formulated above to the design of integrated visindinertial filters. A basic filtering structure has been introduced in [lo] , where the authors obtained sufficient conditions for the existence of nonlinear integrated visiodinertial filters with guaranteed regional stability and performance. These results are extended in this paper to include so-called out-of-frame events.
Problem formulation
This section introduces the navigation problem that is the main focus of the paper and describes its mathematical formulation in terms of an equivalent filter design problem. For the sake of clarity, we first introduce some required notation and review the kinematic relationships of an aircraft / ship camer ensemble, where the former is equipped with a vision based system. Consider Figure 1 , which depicts an aircraft equipped with a vision camera operating in the vicinity of a ship. Let {I} denote an inertial reference {E/ a body-fixed frame that moves with the aircraft, and {C/ a camera-fixed frame. The symbol {S} denotes a ship-fixed body frame. The following symbols will be u d ( 
Kinematic relations
The rotation matrix R satisfies the orthonormality condition
where We introduce the following assumption:
zero.
From the above definitions, it follows that d 2
and since x p s = 0 (assumption Al) we obtain
Equation (29) shows that aside from a change in sign, the relative acceleration of the ship with respect to the aircraft resolved in {I/ is equal to the aircraft's inertial acceleration resolved in {I}. However, in the case of strapdown inertial navigation systems widely in use today [I31 the aircraft's inertial acceleration is given in {E). Therefore, since d 2 7 p n = i R E a dt it follows that
The nonlinear filters developed in this paper provide estimates of the relative position and velocity of an aircraft with respect to a point on the ship. This information, together with the aircraft's inertial velocity, is sufficient to estimate the ship's inertial velocity and, therefore, its heading. As argued in [14] , in the unstructured environment of sea operations the best way to find a ship is by using an IR (infrared) camera. As shown in Figure 2 , simple thresholding of an IR image will easily provide information on the coordinates of the centroid of the ship's hottest region (usually its smokestack or boiler room). Therefore, it is only natural that the origin of the ship's coordinate system {S/ be attached to that point. It is with respect to this same point that the proposed nonlinear filters obtain relative position and velocity. In the immediate vicinity of the ship, where the relative orientation becomes critical, standard structure from motion solutions can be used
We assume that the image of the origin of {S} acquired by a camera installed on-board the aircraft is obtained using a simple pinhole camera model of the form [ 161 (see Figure 3) 1151.
wherefis the focal length of the camera and A2 -x, > 0 , that is, the ship is always located infront of the camera's imageplane; A3 -the rotation matrices and / R are available from the onThis assumption is quite reasonable, considering the sophistication We also make the following assumptions: board attitude measurement system. achieved hy such systems today.
-/----\ 
and am and y, denote the measured values of a and y, respectively, the measurements being corrupted by the process noises w, and w, . In what follows, the deterministic set-up of H, filtering [ 171 will be adopted.
Problem definition
The problem that we consider in this paper consists of determining the relative position and relative velocity of an aircraft with respect to a landing site using vision and other on-board passive sensors. For the sake of clarity, we first tackle the simplified problem of designing a filter with no measurement noise in the model. This exercise is simple, yet it captures some of the key ideas used in the development that follows.
The additional notation that is required is introduced next.
We let p and i denote estimates of p and v, respectively. In the camera frame, they are denoted by p, , i , . are determined from the geometry of the problem at hand. The set Pc can be determined as follows. First, compute Pc for a nominal orientation of the camera (usually inertial orientation). Determine the maximum range of camera orientation angles with respect to the nominal orientation. Then compute Pc by allowing the angles to vary within these predetermined bounds.
In a realistic scenario the image of the ship smokestack will be lost by the onboard camera due, for example, to aircraft rotational motions. This phenomenon is known as an out-of-frame Furthermore, for a given binary signal s and t> r> 0, let us denote by T, (r,t) the amount of time in the interval (?,t) that
The following assumption plays a crucial role in the development that follows. A I -s has brief out-o$frame event, i.e.. 
T,( ,t)<T,+a(t-
)
pC-Ycl<Ym.,-Y,," + d Y , l i c -z ,~~Z , , , -~, , + d z } .
where dx, dy and dz are positive numbers, and dx < x , , , . provided that ~/ G ; c~o~-P c~~~, i .~o~-~~o~) r /~~~o .
Notice that the problem described aims at finding a filter that complements the information available from the vision system / barometric pressure sensor with that available from the inertial sensors.
The problem F1 focuses on the stability of the filter. The second filtering problem addresses the scenario where the performance of the filter in the presence of disturbances is considered. ~~T,~~z,i < y , where e := p -p is the estimation error and T, : w + e .
F2:
Notice the technical requirement that an allowable set of position estimates Pc be specified. As is shown later, this requirement is essential to establishing the bonndedness of a certain operator for all possible values of the estimates p . In practice, the "size" of the allowable region P plays the role of a design parameter. ' Given a signal z we denote by 11~11, the Lz-norm of z, Le., As long as w E L, we always get convergence to zero. The next result is adopted from [5] and plays a key role in the development that follows. In particular, identity (35) makes it possible to show that the proposed nonlinear filter error dynamics represent an LPV system. This leads to the utilization of the LPV framework to reduce the estimation problem to that of determining the feasibility of a set of LMI's (see proofs of Theorems 3. The solvability of the inequality (37) is addressed in [lo] .
Proposed solution

F~X + X F -~(~-~, )~E C~C I -~~X ,
There, it is shown that the inequality has a solution if and only if rx <1. The next theorem provides a solution to the filtering problem F2. To prove thatp, E hc, it is sufficient to show that liel 1 1 I 6 , or equivalently that [er e: r remains in R := {el llCellI 6) .
From Corollary 2.4 (with p := y e(&+')4 ) and A7, we conclude that this is h u e provided that there exists a matrix x > 0 and constants I,,, , u such that (52) and ( The above expmion shows that the lower bound on the achievable y in the absence of out of fmme events converges to the lower boundderived in [IO].
The bound detived in (61) is similar to the classical Positional Dilution of Precision (PDOP) metric that is commonly used in navigation systems to determine a lower bound on the achievable m r covariance as a function of geometry of the underlying navigation problem Furthermore, the algorithm used by the nonlinear solver requires inverting the Jacobian. In a noisy environment this may lead to excessive noise amplification. This problem is entirely avoided by the filters proposed in this paper as well as by the nonlinear observer in [5]. Finally, the gains used by every filter in this paper are of the form similar to the gains of optimal filters obtained for the linear time invariant (LTI) case. This is important, since in the LTI case even if the output matrix is invertible the optimal gain does not require inversion of this matrix.
Numerical implementation and performance studies
In the absence of out-of-frame events ( a = 0, To = 0 ) the matrix inqualities developed in Theorem 3.4 can be reduced to the following form:
where E is inversely proportional to the size of Pc , y determines the filter's performance and a, -the bound on the initial error in position and velocity estimates. Clearly from the design standpoint, one would like to minimize E , y and maximize a,. Let w, = y 2 , w2 =a,", w, = E . Define the cost functional J = cI w, + c2 w2 + cj w, , where CI, c2, c j are positive weights to be selected by the designer. Now the design problem discussed above can be reduced to the following convex optimization problem:
find min J subject to
This optimization problem was solved numerically using MAT-
The resulting values of X,a,, andy where then used to study the impact of the out-of-frame events on the filter performance. For example, in the absence of out-of-frame events the value of the perfomnce bound y achieved by the filter was 35. However, in the presence of out-of-frame events, as discussed above, the value of y increases as a function of To as illustrated in Figure 5 . (Recall that we assumed that on any finite interval tt, t>t the duration of an out-of-fiame event is bounded above by
Since the numerical values of a obtained were on the order of 105-104 their impact on the levels of achievable y was negligible. Furthermore, as the graph in Figure 5 suggests To exhibits logarithmic dependence on y . This implies that for values of To > 2.5 sec, small increases in To result in large increases in achievable y , i.e. the filter performance deteriorates rapidly once To passes this threshold Another interesting trade-off is shown in Figure 6 , where for two value pairs of (T,,y) = (0.52,55), (T,,y) = (2.5,250) the graphs of Z V.S. @ are plotted. Recall, in this paper defines the bound on the norm of the initial estimation error (33), while i 5 defines the bound on the norm of the sensor noise. Figure 6 shows the trade-off between the size of the initial estimation error tolerated by the filter and the bound on the sensor noise. Clearly, as To increases the achievable values of 7;r and a, decrease. 
Experimental setuD and flight-test results
This section describes the experimental setup and the flight test experiments that were performed to test the performance of the nonlinear filter obtained in the previous section. The Frog UAV operated by the controls lab at NPS was equipped with an Infrared video camera. The camera included a Boeing U3000A uncooled 8-12 microns (micrometers). The pixel resolution of the camera was 320x240. The UAV was also equipped with a Trimble AgGPS 132 Differential Global Positioning System (DGPS). An illustration of the flight test setup is provided in Figure 7 . As a result an image-processing algorithm was developed to find and track the hot spots observed by the IR camera onboard the UAV Frog. The algorithm consisted of two steps. The first step included finding the hot spots in the initial image and involved a search over the complete image plane (see Figure 12) . Once the hot spots were found in the initial image, they were tracked for the remainder of the approach (see Figure 12) . The critical element of this second step was reliance on the inertial data to predict the approximate location of the hot spots in the next image and to recover from the out-of-frame events.
The image plane coordinates and GPS altitude were used by the integrated IFUInertial filter to compute relative position and velocity with respect to the nearest hot spot. Figure 13 shows the results of applying the integrated IWInertial filter to the flight test data. In particular, the upper graph shows the DGPS landing approach trajectory. The bottom left graph shows the estimation errors computed by comparing the DGPS position with the position estimates produced by the filter. Finally, the bottom right graph shows the response of the filter to an out of frame event. Clearly, the filter performed well.
Conclusions
This paper introduced the concept of LPV systems with brief instabilities and derived new results for stability and performance ity andperformance id the presence of out-of-frame events. Numerical trade-off studies were conducted to determine filter's achievable performance versus the duration of the out-of-frame events. Finally, the filter was tested using flight test data collected by a UAV equipped with inertial sensors and IR camera. The results of the test showed the filter to perform well in the presence of out-of- 
