Abstract. We introduce the notion of ideals in implicative semigroups, and then state the characterizations of the ideals. [5] discussed ordered filters of implicative semigroups. In this paper, we introduce the notion of ideals in implicative semigroups. By introducing special subsets of an implicative semigroups, we provide a condition for the special subset to be an ideal. We establish two characterizations of ideals.
(9) x ≤ y * x, (10) if x ≤ y then x * z ≥ y * z and z * x ≤ z * y, (11) x ≤ y if and only if x * y = 1, (12) x * (y * z) = (x · y) * z, (13) if S is commutative then x * y ≤ (s · x) * (s · y) for all s in S. Now we note important elementary properties of a commutative implicative semigroup, which follows from (5), (6) , and (12).
Observation 2.2. If S is a commutative implicative semigroup, then for any x, y, z ∈ S, (14) x * (y * z) = y * (x * z), (15) y * z ≤ (x * y) * (x * z), (16) x ≤ (x * y) * y.
Ideals of implicative semigroups.
In what follows let S denote an implicative semigroup unless otherwise specified. We begin by defining the notion of ideals of S. 
We know that {1,a,b} is an ideal of S, but {1,a} is not an ideal of S, Proof. The proof follows from (6) and (I1). Proof. Let a ∈ I and x ∈ S be such that a ≤ x. Using (6) and Lemma 3.4, we have x = 1 * x = (a * x) * x ∈ I. This completes the proof.
Proof. Let a ∈ I and x ∈ S be such that a ≤ x. Then x * (a * 1) = x * 1 = 1 ∈ I by (6) and (I3), and so x = x * 1 ∈ I by (I4). This completes the proof.
The following is a characterization of ideals.
Theorem 3.7. Let S be a commutative implicative semigroup. A subset I of S is an ideal of S if and only if it satisfies conditions (I3) and (I4).
Proof. Let I be an ideal of S. Then 1 ∈ I by Lemma 3.3. Let x, y, z ∈ S be such that x * (y * z) ∈ I and y ∈ I. Using Lemma 3.4, we get (y * z) * z ∈ I. It follows from (6), (15), and (I2) that
Conversely, assume that I satisfies conditions (I3) and (I4). Let x ∈ S and a ∈ I.
for all b ∈ I. Thus, by Lemma 3.6, we have (b * (a * x)) * (b * x) ∈ I. Using (I4), we conclude that (b * (a * x)) * x ∈ I which proves (I2). Hence I is an ideal of S.
For any u, v ∈ S, consider a set
In Example 3.2, the set S(1,a) = {1,a} is not an ideal of S. Hence we know that S(u, v) may not be an ideal of S in general. 
Proof. Let x ∈ S and a, b ∈ S(u, v). Then
u * v * (x * a) = u * (v * x) * u * (v * a) = u * (v * x) * 1 = 1, u * v * a * (b * x) * x = u * v * a * (b * x) * u * (v * x) = u * (v * a) * u * v * (b * x) * u * (v * x) = 1 * u * (v * b) * u * (v * x) * u * (v * x) = u * (v * x) * u * (v * x) = 1. (3.5) Hence x * a ∈ S(u, v) and (a * (b * x)) * x ∈ S(u, v), which shows that S(u, v) is an ideal of S.
Lemma 3.9. Let S be an implicative semigroup. If y ∈ S satisfies y * z = 1 for all z ∈ S, then S(x, y) = S = S(y, x) for all x ∈ S.
Proof. The proof is straightforward. It is easy to check that S satisfies the left self-distributive law under * , that is,
y, z ∈ S. By Lemma 3.9 we have S(x, d) = S(d, x) = S for all x ∈ S. Furthermore we know that S(1, 1) = {1}, S(1,a) = S(a, 1) = S(a, a) = S(a, b) = {1,a}, S(1,b) = S(b, 1) = S(b, b) = {1,b}, S(1,c) = S(a, c) = S(c, 1) = S(c, a) = S(c, c) = {1,a,c}, S(b, a) = {1,a,b}, and S(c, b) = S are ideals of S.
Using the set S(u, v), we describe a characterization of ideals.
Theorem 3.11. Let S be a commutative implicative semigroup and let I be a nonempty subset of S. Then I is an ideal of S if and only if S(u, v) ⊆ I for all u, v ∈ I.

Proof. Assume that I is an ideal of S and let
Conversely, suppose that S(u, v) ⊆ I for all u, v ∈ I. Note that 1 ∈ S(u, v) ⊆ I. Let x, y, z ∈ S be such that x * (y * z) ∈ I and y ∈ I. Since
we have x * z ∈ S(x * (y * z), y) ⊆ I. Applying Theorem 3.7, we conclude that I is an ideal of S.
Theorem 3.12. Let S be a commutative implicative semigroup. If I is an ideal of S, then
Proof. Let I be an ideal of S and let x ∈ I. Obviously, x ∈ S(x, 1) and so 
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