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Abstract
We construct the hierarchy of a multi-component generalisation of modified KdV
equation and find exact solutions to its associated members. The construction of the
hierarchy and its conservation laws is based on the Drinfel’d-Sokolov scheme, however,
in our case the Lax operator contains a constant non-regular element of the underlying
Lie algebra. We also derive the associated recursion operator of the hierarchy using the
symmetry structure of the Lax operators. Finally, using the rational dressing method,
we obtain the one soliton solution, and we find the one breather solution of general
rank in terms of determinants.
1 Introduction
In this paper we study the vector modified Korteweg-de Vries equation (vmKdV)
ut + uxxx +
3
2
‖u‖2ux = 0 , with u = u(x, t) ∈ RN . (1)
In what follows, we denote vectors by boldface, and the upper index T denotes trans-
position, so that the standard Euclidean norm is ‖u‖ =
√
uTu. When N = 1, equation
(1) reduces to the well-known modified KdV equation (mKdV)
ut + uxxx +
3
2
u2ux = 0 ,
while for N = 2 one obtains the complex mKdV (also known as Hirota equation [7])
vt + vxxx +
3
2
|v|2vx = 0
for the complex field v = u1 + iu2.
Equation (1) appeared in [3, 4] in the study of the evolution of a curve in a (N+1)-
dimensional Riemannian manifold, while several generalisations of the mKdV equation
have been introduced by various authors such as, for example, Iwao and Hirota [30],
Fordy and Athorne [11] in association with symmetric spaces, Sokolov and Wolf [36]
using the symmetry approach, Svinolupov and Sokolov [8, 9] in relation to Jordan
algebras, and non-associative algebras in general [35]. Moreover, the study of soli-
ton solutions and their interactions for several multi-component generalisations of the
scalar mKdV equation have been studied using the inverse scattering transform, or the
Hirota, dressing, or other methods, see for example [6, 30, 31, 32, 33, 34]. For the case
of the vmKdV equation (1), its integrability properties, such as the Lax representa-
tion, recursion operator and Hamiltonian structure, where presented by Sanders and
Wang in [4], while the recursion operator and Hamiltonian structure where further
investigated by Anco in [5]. Moreover, in [21], efficient numerical integration schemes
of (1) where considered. We note here that the vmKdV equation which is the third
member of the vector nonlinear Schro¨dinger (vNLS) hierarchy (see for example [25])
is of the form
ut + uxxx +
3
4
uTuxu+
3
4
‖u‖2ux = 0 ,
thus, different from the vmKdV equation that we consider in this paper. A relation
between (1) and the nonlinear Schro¨dinger equation (NLS) is discussed in Section 3.3.
In this work we construct the hierarchy associated to equation (1), and derive
the one soliton and one breather solution of general rank for the whole hierarchy. A
method for constructing integrable hierarchies based on a given Lie algebra g was
introduced by Drinfel’d and Sokolov in [1, 2], and later explored further in e.g. [12, 13,
14, 15], and relies on the idea of dressing or formal (in the spectral parameter) Darboux
transformations. A basic ingredient in the construction presented in these works is a
Lax operator containing a constant regular element of g. Here, the construction of the
hierarchy and its corresponding conservation laws are derived based on the ideas of the
seminal works [1, 2], considering, however, a Lax operator with a constant non-regular
element of the underlying Lie algebra. An additional property of the Lax operator is
the invariance under the Cartan involution introduced in Section 2. In particular, in
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Section 2 we present the Lax structure for the vmKdV equation (1) and its associated
symmetries that will be extensively used in the following sections. Then, Section 3
is dedicated to the construction of the vmKdV hierarchy and its conservation laws,
while the commutativity of the members of the hierarchy is also proved. The recursion
operator for the hierarchy is also derived using an alternative method than those used
in [4, 5]. As mentioned previously, a relation to the NLS equation is discussed in Section
3.3. Finally, in Section 4, we employ the method of rational dressing [23, 24], which is
based on the concept of Darboux transformations, in order to construct solutions for
the hierarchy. We derive the one soliton solution, as well as the one breather solution
of general rank in terms of determinants.
2 Lax structure
We consider the following differential operator
L(λ) = Dx − U(λ) with U(λ) = λJ + U , (2)
which constitutes the spatial part of the Lax pair associated to the vmKdV equation
(1), see [4]. Here J and U are elements of the Lie algebra g := soN+2(R) and are of
the form
J =
 0 1 0T−1 0 0T
0 0 0
 , U =
0 0 0T0 0 uT
0 −u 0
 , (3)
where 0 stands for the N ×N zero matrix. When there is no ambiguity, we will use 0
to denote a square zero matrix of any dimension. Also, λ ∈ C = C∪{∞} is a spectral
parameter of the linear spectral problem L(λ)Ψ = 0, U(λ) is an element of the loop
algebra g[λ], and L(λ) is in the ring of differential operators g[λ][Dx].
The Lax operator (2) is invariant under the action of a group of automorphisms
generated by the following transformations
t : L(λ)→ −L(λ)† , (4)
q : L(λ)→ QL(−λ)Q−1 , (5)
r : L(λ)→ L(λ∗)∗ . (6)
Here, L(λ)† := −Dx − λJT − UT denotes the formal adjoint of L(λ), the ∗ denotes
complex conjugation, and Q = diag(−1, 1, . . . , 1). The reality requirement for the
entries of U is equivalent to the invariance of L under the action of r. Invariance of L
under t implies that the matrices J, U are skew symmetric. Since the transformations
t, q, r are involutions and commute with each other they generate the group Z2×Z2×
Z2. Such symmetry groups are known as reduction groups [17, 18] and have been
extensively used in the theory of integrable systems, see for example [16, 19].
The automorphism a→ QaQ−1 of the Lie algebra g is an involution and hence its
eigenvalues are ±1. We define the corresponding eigenspaces
g(j) = {a ∈ g | QaQ−1 = (−1)ja}, j ∈ Z2, (7)
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which satisfy the following commutation relations[
g(i), g(j)
] ⊆ g(i+j), (8)
and thus define the Z2-grading g = g
(0) ⊕ g(1) known as Cartan decomposition of a
Lie algebra [28]. Such reductions to symmetric spaces have been used in [10, 11] to
construct multi-component integrable equations of KdV, mKdV, and NLS type. They
have also appeared in [26, 27] in relation to a vectorial generalisation of the sine-
Gordon equation. Elements that belong to either g(0) or g(1) are called homogeneous,
and in particular elements of g(0) are called even while those of g(1) are called odd, and
they are of the form  0 0 0T0 0 ∗T1
0 −∗1 ∗
 ,
 0 ∗1 ∗T2−∗1 0 0T
−∗2 0 0
 , (9)
respectively. In particular, in (3) U is even while J is odd. We further define the map
adJ(a) := [J, a] , ∀a ∈ g, and the spaces K = Ker adJ and I = Im adJ , such that
g = K⊕ I . (10)
Using the Z2 gradation given above, we further define the spaces K
(i) = K ∩ g(i) and
I(i) = I ∩ g(i), with i ∈ Z2, which obey the following commutation relations
[K(1),K(1)] = 0 , [K(0),K(0)] ⊆ K(0), [K(0),K(1)] = 0 , (11)
and thus provide the decomposition K = K(0) ⊕ K(1). We remark here that the con-
struction in which K is an abelian subalgebra of g was presented in [2], as well as used
in later works e.g. [10, 12, 13]. In the current situation, although K is not abelian,
the decomposition of K to odd and even parts is crucial for the construction of the
vmKdV hierarchy and its conservation laws. In the case where N = 2, K(0) is abelian
and thus from (11) it follows that K is also abelian. We discuss this situation further
in Section 3.3. We will use the above definitions together with the properties of the
L(λ) operator (2) in the following section, where we construct the vmKdV hierarchy
following the ideas of Drinfel’d and Sokolov.
3 The vector mKdV hierarchy
The vmKdV hierarchy is defined as the set of all compatibility conditions [L(λ),Ak(λ)] =
0, k ∈ Z+, of the systems of spectral problems L(λ)Ψ = 0, Ak(λ)Ψ = 0, where L(λ)
is given in (2) and Ak(λ) are of the form
Ak(λ) = Dtk − Vk(λ). (12)
Each Vk(λ) is an appropriately chosen matrix-valued polynomial in λ of degree k. The
case where k = −1 was considered in [26, 27] in relation to the vector sine-Gordon
equation.
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For given k, the compatibility condition [L,Ak] = 0 is equivalent to the Lax equa-
tion
DtkL = [Vk,L] . (13)
The left-hand side of equation (13) is equal to
DtkL = −DtkU = −
0 0 0T0 0 uTtk
0 −utk 0
 , (14)
therefore, if the commutator [Vk,L] is of the same form as (14) then we obtain con-
sistent evolutionary equations, integrable in the Lax sense. Hence, the problem of
determining the vmKdV hierarchy reduces to finding all those Vk such that [Vk,L] is
λ-independent and skew-symmetric matrix of the form (14). To this end, we define
the set of formal series
g((λ−1))〈q〉 :=
{ l∑
i=−∞
aiλ
i , ai ∈ g , l ∈ Z+ , q(ai) = (−1)i mod 2ai
}
and the projections of a(λ) ∈ g((λ−1))〈q〉 to its polynomial in λ part a(λ)+, and the
part consisting of strictly negative powers in λ, a(λ)− = a(λ)− a(λ)+. The following
Lemma gives sufficient conditions for the characterisation of the Vk(λ) as described
above.
Lemma 3.1. Let a(λ) =
∑k
i=−∞ aiλ
i ∈ g((λ−1))〈q〉, with ak non-zero, and such that
[a(λ),L(λ)] = 0. Then, [a(λ)+,L(λ)] is λ-independent and of the form (14). Moreover,
if k is an odd positive integer then ak = J .
Proof. The condition [a(λ),L(λ)] = 0 implies that [a(λ)+,L(λ)] = −[a(λ)−,L(λ)].
The left-hand side of this relation is polynomial in λ, while the right-hand side contains
non-positive powers of λ. It follows that
[a(λ)+,L(λ)] = −[J, a−1] ∈ I(0) (15)
and thus is of the same form as (14). Then, expanding [a(λ),L(λ)] = 0 in λ we obtain
the following equations for the coefficients ai of a(λ)
[J, ak] = 0 , Dxai = [U, ai] + [J, ai−1] , i ≤ k . (16)
If k is odd, it follows that ak ∈ K(1) = spanR(J), thus ak = c J , with c a scalar function.
From the second equation in (16), for i = k we obtain that Dxc = 0. Hence, since c is
x-independent it can be set to one without affecting the Lax equation.
From the discussion so far it follows that those Vk(λ) which give consistent Lax
equations (13) are of the form a(λ)+, with a(λ) as in Lemma (3.1). Moreover, above
we show that if k is odd then ak is determined uniquely. If k is even then ak ∈ K(0) and
then equations (16) will involve terms which are in the image of D−1x , hence the Lax
equations (13) will be non-local. Such types of evolutionary non-local equations were
studied in, for example, [37] and have been shown to admit very interesting solutions
4
(boomerons). Also, in [10] the existence of such non-local equations within the NLS
hierarchy was remarked. In this work we will primarily consider the case of odd k
where ak = J .
From Lemma 3.1 it follows that in order to determine a(λ) we have to study
equation [a(λ),L(λ)] = 0, which is equivalent to the Lax equation
Dxa(λ) = [U(λ), a(λ)] . (17)
Equation (17) implies that
a(λ) = P (λ)C(λ)P (λ)−1 , with DxP (λ) = U(λ)P (λ) (18)
and C(λ) a constant matrix with respect to x. Since we are interested in autonomous
equations we also assume that C(λ) is independent of tk. Moreover, the fundamental
solution P (λ) of the differential equation (18) is an element of the corresponding loop
group
LG〈q〉 := {A(λ) ∈ SON+2(R) , λ ∈ C , q (A(λ)) = A(λ)} .
Assuming that U is bounded as λ → ∞, P (λ) with initial condition P (x = 0, λ) = 1
behaves as P (λ) ∼ eλxJ . This asymptotic behaviour suggests the transformation
P (λ) =M(λ)eλxJ , (19)
where M(λ) = P (λ)e−λxJ ∈ LG〈q〉 is of the form
M(λ) = 1+ λ−1M1 + · · · . (20)
Substituting (19) in the differential equation (18) we obtain the following equation for
M(λ)
DxM+ λ [M, J ] = UM . (21)
Hence, the Lax matrices Vk(λ) are of the form Vk(λ) =
(M(λ)eλxJC(λ)e−λxJM(λ)−1)
+
.
Proposition 1. Equation (21) admits a formal solution M(λ) ∈ LG〈q〉 of the form
(20), where the coefficients Mn can be found recursively.
Proof. Comparing powers of λ in (21) we obtain the following equations for Mn
adJ(M1) = −U , adJ(Mn+1) = DxMn − UMn , n = 1, 2, . . . . (22)
To solve the above equations we use the direct sum decomposition (10). The restriction
of adJ to I is invertible with the inverse given by
ad−1J = −
5
4
adJ − 1
4
ad3J .
Moreover, it follows that the projectors to I and K are
PI = −5
4
ad2J −
1
4
ad4J and PK = id− PI ,
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respectively. In order to determine theMn we apply projectors PI and PK in equations
(22) and solve them recursively. In particular,
PI(Mn+1) = ad−1J (DxMn − UMn).
The projections in K will lead to integrations and thus non-local terms in u and its
derivatives in x. Any remaining freedom in the components of PK(Mn) can be fixed
by requiring M(λ) ∈ LG〈q〉.
Equation (21) can be re-written as
L(λ)M(λ) =M(λ)L0(λ) (23)
where L0(λ) = Dx − λJ . This means that the matrix M(λ) is a formal Darboux-
Dressing matrix [22, 23] of the trivial L0(λ) operator which corresponds to the potential
u0 = 0. In Section 4, we construct a closed form Darboux matrix M(λ) which maps
u0 to the one soliton and one breather solution of the vmKdV hierarchy. Next we
prove that the formal Darboux matrix M(λ) admits a factorisation which simplifies
the construction of the vmKdV hierarchy and also provides its conservation laws. Such
factorisations also appear in e.g. [2, 15].
Proposition 2. The Darboux matrix M(λ) can be factorised as
M(λ) =W (λ)H(λ) , (24)
where W (λ), H(λ) ∈ LG〈q〉 and are of the form
W (λ) = 1+
1
λ
W1 + · · · , H(λ) = 1+ 1
λ
H1 + · · · , (25)
satisfying H(λ)JH(λ)−1 = J and
DxW +Wh+ λ [W,J ] = UW , h = HxH
−1 ∈ K((λ−1))〈q〉 . (26)
Proof. If the Darboux matrix (20) is written as the product of W (λ) and H(λ) which
are elements of LG〈q〉 for all λ, and of the form (25), then equation (21) takes the form
(26), assuming that H(λ)JH(λ)−1 = J for all λ. It follows from (25) that
h(λ) = HxH
−1 =
1
λ
h1 +
1
λ2
h2 + · · · , (27)
with each hi ∈ K(i mod 2). Comparing powers of λ in equation (26), we obtain the
following relation for the coefficients of W (λ) and h(λ) at λ−n
n∑
i=0
Wihn−i + [Wn+1, J ]− UWn +DxWn = 0 , n = 0, 1, . . . , (28)
with W0 = 1 and h0 = 0. Hence, the coefficients Wi and hi can be recursively deter-
mined from (28) using the decomposition (10) and requiring that W (λ) ∈ LG〈q〉. The
factorisation (24) is not unique since we have that the transformation (W (λ), H(λ))→
(W (λ)S(λ), S(λ)−1H(λ)), with S(λ) = S0 +
1
λ
S1 + · · · , leaves M(λ) invariant. We
can use this gauge freedom to fix the asymptotic behaviour of W (λ) and H(λ) at
λ = ∞. Finally, any remaining freedom in W (λ) is fixed by additionally requiring
[S(λ), J ] = 0.
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The following proposition determines the Lax matrices Vk(λ) and effectively defines
the vmKdV hierarchy.
Proposition 3. If Vk(λ) is given by
Vk(λ) =
(
λkM(λ)JM(λ)−1)
+
=
(
λkW (λ)JW (λ)−1
)
+
, k = 1, 3, . . . , (29)
where W (λ) is as in Proposition 2, then the Lax equations (13) are local evolutionary
PDEs which admit the Lie symmetry
(x, tk, u) 7→ (x˜, t˜k, u˜) = (eǫx, ekǫtk, e−ǫu), k = 1, 3, ..., (30)
respectively.
Proof. The members of the vmKdV hierarchy are given by the Lax equations (13),
which can also be written as −Utk = [Vk,L]. From Lemma 3.1 we have that Vk(λ) =
a(λ)+ = (P (λ)C(λ)P (λ)
−1)+ with a(λ) ∼ λkJ as λ → ∞, and from (18) we obtain
that C(λ) ∼ λkJ . If we choose C(λ) = λkJ , then, following Lemma 3.1, we can write
the Lax equation in the form Utk = [J, a−1], with
a−1 = Res(a(λ)) =
∑
i+j=k+1
WiJW
T
j ,
where Wi are calculated according to Proposition 2. Equation (28) is invariant under
the Lie group
(x, U,Wn, hn) 7→ (x˜, U˜ , W˜n, h˜n) = (eǫx, e−ǫU, e−nǫWn, e−(n+1)ǫhn) .
Since Wn is homogeneous of degree n, it follows that a−1 is homogeneous of degree
k + 1. Therefore the term Utk is of the same degree. This implies that the expression
Utk − [J, a−1] is homogeneous of degree k + 1, hence each Lax equation (13) admits
the symmetry (30).
Example. For k = 1 we find
V1(λ) =
(
λW (λ)JW (λ)T
)
+
= λJ +
(
JW T1 +W1J
)
.
Solving equations (28) recursively we find W1 = adJ(U), hence we have that V1(λ) =
λJ + U = U(λ). Therefore, the Lax equation (13) provides the first equation of the
hierarchy, ut1 = ux. In a similar manner, the case k = 3 provides the next member of
the hierarchy. In particular, we obtain the following matrix
V3 =
 0 λ3 − λ
‖u‖2
2
−λuTx
−λ3 + λ‖u‖2
2
0 λ2uT − ‖u‖2
2
uT − uTxx
λux −λ2uT + ‖u‖
2
2
uT + uTxx uu
T
x − uxuT
 , (31)
such that the compatibility of A3(λ) = Dt3 − V3(λ) and L(λ) is equivalent to the
vmKdV equation (1).
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The flows defined by the Lax equations (13) commute, namely [Dtn , Dtm ]u = 0,
for n,m = 1, 3, . . .. We prove this below following the ideas in [2], also taking into
account the reduction group generated by (4)-(6).
Lemma 3.2. The Lax operators Ak, k = 1, 3, . . ., commute.
Proof. The Lax equation [Ak,L] = 0, in view of relation (23), takes the form
[M−1AkM,L0] = 0 , with M−1AkM = Dtk −M−1VkM+M−1Mtk .
Since Vk(λ) = (λkM(λ)JM(λ)−1)+, it follows that M−1AkM = Dtk − λkJ − Vˆk(λ),
with Vˆk(λ) = −M−1Mtk −M−1(λkMJM−1)−M∈ g((λ−1))〈q〉 and of the form
Vˆk(λ) = 1
λ
Vˆ1 +
1
λ2
Vˆ2 + · · · .
The commutativity relation [M−1AkM,L0] = 0 is equivalent to DxVˆk = λ[J, Vˆk].
Comparing powers of λ we obtain
adJ Vˆ1 = 0 , DxVˆi = adJ Vˆi+1 , i = 1, 2, . . . .
Recursively we find thatDxVˆi ∈ K(i mod 2) while adJ Vˆi+1 ∈ I(i mod 2), thereforeDxVˆk(λ) =
0 and Vˆk(λ) ∈ K. We have that [An,Am] = [An,Am]+, as the Lax operators An, Am
are polynomial in λ, hence
[An,Am]+ =
(
M(DtmVˆn −Dtn Vˆm + [Vˆn, Vˆm])M−1
)
+
= 0 .
The commutativity of the flows [Dtn , Dtm ]u = 0 follows from the Lax equations
(13) and the Jacobi identity. Indeed, we have [Dtn , Dtm ]L = [[An,Am],L] = 0 from
the above lemma.
3.1 The recursion operator
In this section we construct the recursion operator for the vmKdV hierarchy (13). This
recursion operator was first derived in [4] and later in [5] using the bi-Hamiltonian
formalism. Here we present an alternative construction, following [20], using the Lax
matrices of the hierarchy (29) and its reduction group (4)-(6).
Proposition 4. The recursion operator R for the vmKdV hierarchy is given by
Rf = −D2xf − ‖u‖2f − uxD−1x
(
uT f
)−D−1x (ux ∧ f)u , (32)
where a ∧ b = abT − baT .
Proof. We split (29) in polynomial and purely negative powers in λ as follows
V2n+1(λ) =
(
λ2λ2n−1WJW T
)
+
=
(
λ2V2n−1(λ)
)
+
+
(
λ2
(
λ2n−1WJW T
)
−
)
+
.
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Hence we can write the following recursive expression for the Lax matrices Vk(λ), for
k = 1, 3, . . .,
V2n+1(λ) = λ2V2n−1(λ) + λA2n−1 +B2n−1 . (33)
Since V2n+1(λ) ,V2n−1(λ) ∈ g[λ]〈q〉 and λ2 is invariant under λ 7→ −λ, it follows that
A2n−1 ∈ g(1) and B2n−1 ∈ g(0). Then from the Lax equations (13) we have
Lt2n+1 = λ2Lt2n−1 + λ[A2n−1,L] + [B2n−1,L] ,
from which, comparing powers of λ, we obtain
Ut2n+1 = DxB2n−1 + [B2n−1, U ] ,
DxA2n−1 = [U,A2n−1] + [J,B2n−1] , (34)
Ut2n−1 = [J,A2n−1] .
The above equations provide the relation between two members of the vmKdV hi-
erarchy, while fixing A2n−1, B2n−1 in terms of u and ut2n−1 . In particular, we have
that
ut2n+1 = −D2x ut2n−1 − ‖u‖2ut2n−1 − uxD−1x
(
uTut2n−1
)−D−1x (ux ∧ ut2n−1)u .
Hence, we can write ut2n+1 = Rut2n−1 , with R given in (32).
Example. Acting with the recursion operator (32) on the first equation of the hier-
archy, ut1 = ux, we obtain the vmKdV equation
ut3 = Rut1 = Rux = −uxxx − 32‖u‖2ux .
Accordingly, we find the next equation of the hierarchy to be
ut5 = uxxxxx+
5
2
(
uTu
)
uxxx+
5
2
(
uTxux
)
ux+5
(
uTux
)
uxx+5
(
uTuxx
)
ux+
15
8
(
uTu
)2
ux .
From equation (33) we obtain a recursion relation for the Lax matrices. Using
projections PK and PI, introduced in Proposition 1, in equations (34) we find
A2n−1 = −adJ(Ut2n−1)−D−1x (uTut2n−1)J ,
B2n−1 = −DxUt2n−1 −D−1x (uTut2n−1)U +D−1x
[
DxUt2n−1 , U
]
.
Hence, relation (33) can be written in matrix form as follows for n = 1, 2, . . .
V2n+1(λ) = λ2V2n−1(λ) + λ
 0 −D−1x (uTut2n−1) −uTt2n−1D−1x (uTut2n−1) 0 0T
ut2n−1 0 0

+
0 0 0T0 0 −Dx(uTt2n−1)−D−1x (uTt2n−1u)uT
0 Dx(ut2n−1) +D
−1
x (u
Tut2n−1)u D
−1
x (u ∧Dx(ut2n−1))
 ,
with V1(λ) = λJ + U and ut1 = ux.
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3.2 Conservation laws
The vmKdV hierarchy admits an infinite number of conservation laws. In the present
section we construct a generating function for conservation laws using the Lax rep-
resentation of the hierarchy as presented in the previous section. The conservation
laws for the scalar mKdV equation first appeared in [29], while the first few conserved
densities and corresponding fluxes related to the vmKdV equation first appeared in
[21]. We also point the reader to [6], where the complex mKdV and Sasa-Satsuma
equations are treated.
Proposition 5. The vmKdV hierarchy admits an infinite number of scalar conserva-
tion laws, with the (1, 2) element of matrix h(λ) in (27) being a generating function
of the corresponding densities.
Proof. Given the factorisation (24) of the Darboux matrix M(λ), the Lax equations
[Ak,L] = 0 can be written as [W−1AkW,HL0H−1] = 0, where HL0H−1 = Dx− λJ −
h(λ) and W−1AkW = Dtk − λkJ − V˜k(λ), with V˜k(λ) ∈ g((λ−1))〈q〉 of the form
V˜k(λ) = V˜k,1
λ
+
V˜k,2
λ2
+ · · · .
We have that V˜k = HVˆkH−1 + HtkH−1, with Vˆk(λ) ∈ K as in Lemma 3.2 and H as
in Proposition 2. Therefore, V˜k(λ) ∈ K, and thus [W−1AkW,HL0H−1] = 0 takes the
form
Dtkh(λ)−DxV˜k(λ) + [h(λ), V˜k(λ)] = 0 . (35)
Given that h(λ) , V˜k(λ) ∈ K and in view of relations (11), it follows from (35) that
Dtk
(
h(λ)12
)
= Dx
(
V˜k(λ)12
)
for k = 1, 3, . . . ,
hence the element h(λ)12 is a generating function of conserved scalar densities for the
vmKdV hierarchy, with the corresponding fluxes given by V˜k(λ)12.
The first three conserved densities, up to equivalence modulo Im(Dx), are given by
f1 =
1
2
‖u‖2 , f2 = −18‖u‖4 + 12‖ux‖2 ,
f3 =
1
2
‖u‖6 + 4‖uxx‖2 + 6‖u‖2uTuxx + 8(uTux)2 .
Remark. While the conserved densities obtained from the generating function h(λ)12
are ON -invariant, there exist additional conserved densities which are ON -invariant
modulo terms in Im(Dx). Indeed, there exists a matrix conservation law for the
vmKdV hierarchy given by
Dtk(h2) = Dx(V˜k,2) ,
with h2 , V˜k,2 ∈ K(0). The corresponding densities are uiDx(uj). Additionally, we
observe that contrary to the case of the scalar mKdV equation, the vmKdV hierarchy
does not admit u as a conserved density. This implies that the conservation of mass
no longer holds in the vectorial case. See also [6] for a discussion.
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3.3 Special case: g = so4(R)
The current section is dedicated to the case where N = 2, so u = (u1, u2)
T . In this
case the vmKdV equation (1) is equivalent to the system of two equations
u1t + u1xxx +
3
2
(u21 + u
2
2)u1x = 0 , u2t + u2xxx +
3
2
(u21 + u
2
2)u2x = 0 .
After setting v = u1 + iu2, we find that the field v = v(x, t) satisfies the complex
mKdV equation, also known as Hirota equation [7],
vt + vxxx +
3
2
|v|2vx = 0 , where |v|2 = v∗v = u21 + u22 . (36)
In Proposition 3 we showed that the Lax equations DtkL = [Vk,L] define the vmKdV
hierarchy for Vk(λ) =
(
λkWJW T
)
+
, with k odd. For generic N , if k is even then the
coefficients of Vk(λ) contain non-local elements, hence leading in general to non-local
Lax equations. More specifically, the first non-local elements appear in the coefficient
of λk−2 and are of the form D−1x (uu
T
xA+Auxu
T ), with A ∈ soN . However, when N = 2
we obtain local equations for even k, since in this case the term uuTxA + Auxu
T is in
the image of Dx and proportional to A, as the basis of so2 is one dimensional.
Proposition 6. When g = so4(R) the hierarchy generated by the Lax operator L(λ)
in (2) contains the nonlinear Schro¨dinger equation.
Proof. When k = 2 the Lax matrix Vk(λ) is of the form V2(λ) = λ2a2+λa1+ a0, with
a1 ∈ g(1) and a0, a2 ∈ g(0). From equations (16) we have that a2 ∈ K(0), hence is of
the form 0 0 0T0 0 0T
0 0 A
 , with A = ( 0 1−1 0
)
∈ so2 ,
while for a1 and a0 we find
a1 =
 0 0 uTA0 0 0T
Au 0 0
 , a0 =
0 0 0T0 0 uTxA
0 Aux −12‖u‖2A
 .
Then, the Lax equation (13) is equivalent to the system of equations
u1t + u2xx +
1
2
(u21 + u
2
2)u2 = 0 , u2t − u1xx − 12(u21 + u22)u1 = 0 .
Setting v = u1 − iu2 we find that the complex field v = v(x, t) satisfies the NLS
equation
ivt − vxx − 12 |v|2v = 0 , where |v|2 = v∗v . (37)
Further, when N = 2 there also exist additional conservation laws for the vmKdV
hierarchy. Indeed, since V˜k(λ), h(λ) ∈ K and K is abelian when N = 2, (35) takes the
form of a conservation law
Dtkh(λ) = DxV˜k(λ) for k = 1, 2, 3, . . . .
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For example, we obtain the conserved density
f4 =
1
2
‖u‖2u1u2x + u1
(
u2xxx + u
2
2u2x
)
.
In addition, in the N = 2 case there exists a relation between the recursion operator
RNLS of the NLS equation and that of the vmKdV equation R given in (32). This
relation was also remarked in [4].
Proposition 7. The recursion operators of the two-component vmKdV (32) and the
NLS equations (37) are related according to R2NLS = R.
Proof. The recursion operator of the (self-focusing) NLS equation is
RNLSf = −iDxf − i2 uD−1x (fu∗ + uf ∗) .
Setting u = u1+ iu2, and considering the action of RNLS in real plane vectors, we can
represent RNLS in matrix form as
RNLS =
(
u2D
−1
x u1 Dx + u2D
−1
x u2
−Dx − u1D−1x u1 −u1D−1x u2
)
.
The recursion operator of the vmKdV hierarchy (32) in the case where N = 2 and
u = (u1, u2)
T can be expressed in matrix form as
R = −
(
D2x + ‖u‖2 + u1xD−1x u1 − u2D−1x u2x u1xD−1x u2 + u2D−1x u1x
u2xD
−1
x u1 + u1D
−1
x u2x D
2
x + ‖u‖2 + u2xD−1x u2 − u1D−1x u1x
)
Finally, it can be verified that R2NLS = R.
4 Soliton solutions for the vector mKdV hierarchy
The vmKdV hierarchy admits both soliton and breather solutions. In this section we
present the Darboux transformations and the corresponding dressing formulas that
produce such solutions. A Darboux-dressing matrix M(λ) defines the transformations
L˜(λ) =M(λ)L(λ)M(λ)−1 , A˜k(λ) =M(λ)Ak(λ)M(λ)−1 , (38)
where in (38) L(λ), Ak(λ) are as in (2), (12), while L˜(λ) = L(u˜, λ), A˜k(λ) = Ak(u˜, λ),
and u˜ is the ‘dressed’ solution of the vmKdV hierarchy. Additionally, the Darboux
matrices M(λ) of the vmKdV hierarchy satisfy
M(λ)M(λ)T = 1 , M(λ) = QM(−λ)Q−1 , M(λ) =M(λ∗)∗ , (39)
which follow from the reduction group (4)-(6) of the Lax operators. Such types of Dar-
boux transformations were also used in [26, 27] for the study of soliton and breather
solutions, their interactions, and related integrable structures associated with the vec-
tor sine-Gordon equation.
The Darboux matrices M(λ) have rational dependence on the spectral parameter
λ, and have simple poles. The soliton solutions correspond to Darboux matrices
12
with purely imaginary poles, while the Darboux matrices for the breather solutions
have poles at generic points in the complex plane. Moreover, each of these Darboux
matrices is parametrised by an element of the Grassmannian Gr(s,CN+2), with s =
1, 2, . . . , N + 1 in the case of a breather solution, and s = 1 for a soliton solution.
Given that M(λ) satisfies (39), it follows that it will have poles at group orbits of
the group Z2 × Z2 generated by q and r. We focus on Darboux matrices that have
poles in only one orbit, and we call them elementary Darboux matrices. A Darboux
matrix, with poles at a generic orbit {µ,−µ, µ∗,−µ∗}, of the form
M(λ) = 1+
M0
λ− µ −
QM0Q
λ+ µ
+
M∗0
λ− µ∗ −
QM∗0Q
λ+ µ∗
, (40)
leads to a breather solution. A soliton solution corresponds to a degenerate orbit
{iµ,−iµ} formed by a purely imaginary pole with a Darboux matrix given by
M(λ) = 1+
M0
λ− iµ −
QM0Q
λ+ iµ
, with M0 = −QM∗0Q . (41)
One can verify that matrices of the form (40) and (41) are invariant under q and r.
The orthogonality condition in (39) will be imposed separately for each of the Darboux
matrices given above. We define the rank of a soliton or breather solution to be the
rank of matrix M0. In what follows we construct the Darboux-dressing matrix for
the one soliton and breather solutions for the vmKdV hierarchy, using the dressing
formula
U˜ = U − adJ
(
Res
λ=0
M(λ)
)
, (42)
which follows from (38).
4.1 Soliton solution
In this section, we use the Darboux matrix (41) in order to derive the one soliton
solution for the vmKdV hierarchy. We find that the one soliton solution is parametrised
by a point in the imaginary line (the pole of the Darboux matrix (41)) and a point in
the sphere SN .
Proposition 8. A Darboux matrix with poles on a degenerate orbit, i.e. of the form
(41), satisfies the orthogonality condition M(λ)M(λ)T = 1 if and only if
M0 = 2iµP with P =
QqqT
qTQq
and qTq = 0 , (43)
where q ∈ CPN+1.
Proof. The double pole at λ = iµ of the orthogonality condition implies thatM0M
T
0 =
0. It follows that M0 is not of full rank, and together with the reality condition
M0 = −QM∗0Q we have that rank(M0) = 1. For a proof see [26], and [27] for a
discussion. In this case, M0 can be parametrised by two N + 2 dimensional complex
vectors p,q as
M0 = pq
T , with qTq = 0 .
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The residue at λ = iµ of relation M(λ)M(λ)T = 1 implies the relation
p =
2iµ
qTQq
Qq .
The matrix P is invariant under the scaling q 7→ αq with α a complex valued func-
tion of the independent variables. Therefore, q is an element in the Grassmannian
Gr(1,CN+2) ≃ CPN+1.
Remark. From the proposition above it follows that the Darboux matrix in (41) takes
the form
M(λ) = 1+
2iµ
λ− iµP −
2iµ
λ+ iµ
QPQ , with P ∗ = QPQ . (44)
We observe that the matrix P is a projector, i.e. satisfies P 2 = P .
From the double pole at λ = iµ of the Lax-Darboux equations (38) we obtain that
the vector q satisfies
L(iµ)q = 0, Ak(iµ)q = 0 .
Thus, we have that
q = Ψ(iµ)C , with CTC = 0 , (45)
where Ψ(iµ) is the common fundamental solution of the Lax operators of the vmKdV
hierarchy at λ = iµ.
Given the form (44) of the Darboux matrix M(λ), the dressing formula (42) can
be written as
U˜ = U − 2iµ adJ (P − P ∗) . (46)
Then, taking into account the structure of U in (3) and P in (43), the dressing formula
(46) for the vmKdV hierarchy takes the form
u˜j = uj − 4iµ q1 qj+2−q21 +
∑N+2
k=2 q
2
k
, j = 1, 2, . . . , N , (47)
with qj , u˜j the components of vector q and transformed vmKdV field u˜, respectively.
Example. We start with the trivial solution u0 = 0. In this case the Lax operators
of the vmKdV hierarchy at λ = iµ take the form
L(iµ) = Dx − iµJ , Ak(iµ) = Dtk − (iµ)kJ , with k = 1, 3, . . . .
Hence, the fundamental solution for the above systems of operators is
Ψ(iµ) =
 cosh ξ i sinh ξ 0T−i sinh ξ cosh ξ 0T
0 0 1
 , with ξ(µ, tk) = ∞∑
n=0
(−1)nµ2n+1t2n+1 .
Then, from expression (45) and the reality condition P ∗ = QPQ in (44) we obtain that
C = (i, c0, c
T )T , with c0 ∈ R, and c ∈ RN a constant vector such that c20+c21+· · ·+c2N =
1. Thus, it follows that the vector q can be expressed as
q = (i cosh ξ + ic0 sinh ξ, c0 cosh ξ + sinh ξ, c
T )T , (48)
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and then expression (47) leads to the one-soliton solution for the vmKdV hierarchy
u =
2µ c
cosh ξ + c0 sinh ξ
.
In the case when N = 1 and N = 2 the above reduces to the one soliton solution of the
mKdV and complex mKdV equations, respectively, see also [6] and references therein.
Higher soliton solutions can be recursively constructed using the dressing formula (46).
4.2 Breather solution
Here, we consider a Darboux matrix M(λ) of the form (40), and we present the
corresponding dressing formula that leads to breather-type solutions for the vmKdV
hierarchy. As an example, we derive the simplest one breather solution, we express it
as a ratio of determinants, and we find that it is parametrised by two constant unit
vectors normal to each other.
Proposition 9. A Darboux matrix with poles on a generic orbit, i.e. of the form (40),
satisfies the orthogonality condition M(λ)M(λ)T = 1 if and only if
M0 = q
∗BqT +QqCqT +Qq∗DqT , with qTq = 0 , (49)
and q ∈ Gr(s,CN+2) ≃ MN+2,s(C)/GLs(C), with s = 1, 2, . . . , N + 1. Additionally,
D,B,C ∈Ms,s(C) are of the form
D = − (FH−1F ∗ +G∗H∗−1G∗ −H∗)−1 , B = DG∗H∗−1, C = −D∗F ∗H∗−1 , (50)
where F,G,H are given by
F =
qTQq
2µ
, G =
q∗T q
µ− µ∗ , H =
q∗TQq
µ+ µ∗
. (51)
Proof. The double pole at λ = µ of the orthogonality condition implies that M0M
T
0 =
0. Hence, M0 is not of full rank, i.e. rank(M0) = s with s = 1, 2, . . . , N + 1. We
parametrise M0 in terms of two matrices p, q ∈MN+2,s(C) as
M0 = pq
T , with qTq = 0 .
From the residue at λ = µ of relation M(λ)M(λ)T = 1 it follows that
p = q∗B +QqC +Qq∗D , (52)
with B,C,D as in (50). The matrix M0 is invariant under transformation q 7→ qA,
where A ∈Ms,s(C) and detA 6= 0, hence q ∈ Gr(s,CN+2).
We write the matrix q in terms ofN+2 dimensional vectors ql = (ql1, q
l
2, . . . , q
l
N+2)
T ,
for l = 1, . . . , s, as q = (q1,q2, . . . ,qs). Then, using relation (52) we express the
components of p in terms of the components of matrix q according to
pli =
s∑
k=1
(
q∗ki Bkl − qki Ckl − q∗ki Dkl
)
, i = 1, 2, . . . , N + 2 . (53)
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Similar to the soliton case considered in the previous section, from the double pole
at λ = µ of the Lax-Darboux equations (38) it follows that
L(µ)q = 0, Ak(µ)q = 0 ,
thus, we can express the matrix q in terms of the fundamental solutions of the linear
problems L(µ)Ψ = 0 , Ak(µ)Ψ = 0 as
q = Ψ(µ)R , with RTR = 0 , (54)
and R ∈MN+2,s(C) a constant matrix.
Expression (42) leads to the following dressing formula
U˜ = U + [K −QKQ, J ] with K = pqT + p∗q∗T = 2Re
s∑
l=1
plqlT , (55)
which can be written as
u˜j = uj + 4Re
(
s∑
l=1
pl1q
l
j+2
)
, j = 1, 2, . . . , N . (56)
Using expression (53) for i = 1, we obtain the dressing transformation for the vmKdV
hierarchy, leading to breather-type solutions,
u˜j = uj − 4Re
s∑
k,l=1
∣∣∣∣∣∣
qk1 0 0
0 qlj+2 B
∗
kl −D∗kl
0 q∗lj+2 Ckl
∣∣∣∣∣∣ , j = 1, 2, . . . , N , (57)
with B,C,D given in (50).
Example. In the case s = 1, expression (52) takes the form
p =
1
∆
(Gq∗ + F ∗Qq−HQq∗) , ∆ = G2 −H2 + |F |2 , (58)
where G,F,H are given in (51) and are now scalar quantities. Then, the dressing
transformation (57) becomes
u˜j = uj − 4Re ∆j
∆
, j = 1, 2, . . . , N ,
with ∆j and ∆ the following determinants
∆j =
∣∣∣∣∣∣
q1 0 0
0 qj+2 H −G
0 q∗j+2 F
∗
∣∣∣∣∣∣ , ∆ =
∣∣∣∣ F H −GG+H F ∗
∣∣∣∣ .
Starting with the trivial solution u0 = 0, we have that
Ψ(µ) =
 cos ξ sin ξ 0T− sin ξ cos ξ 0T
0 0 1
 , with ξ = ∞∑
n=0
µ2n+1t2n+1 ,
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hence, from (54) we obtain the one breather solution
u = − 4
∆
Re
(
(R1 cos ξ +R2 sin ξ)(F
∗r+ (G−H)r∗)) ,
where R = (R1, R2, r
T )T such that RTR = 0. The latter condition implies that the
real and imaginary parts of vector R have the same length, and furthermore they are
normal to each other. Using the fact that R is in CPN+1 we can normalise its real
and imaginary parts and assume their length is equal to one. It follows that the one
breather solution for the vmKdV hierarchy is parametrised by a complex number (the
pole of the Darboux matrix (40)) and an element of the unit tangent bundle T1
(
SN+1
)
of the sphere
T1
(
S
N+1
)
= {(v1,v2) ∈ R2(N+2)| 〈v1,v2〉 = 0 , ‖v1‖ = ‖v2‖ = 1} .
5 Conclusions
In this paper we studied the hierarchy and solutions of a vector mKdV equation
which is not a member the vector NLS hierarchy. An interesting characteristic of the
vector mKdV equation that we studied here is that it is an example of an integrable
equation admitting a Lax operator that contains a constant non-regular element of
the underlying Lie algebra. Furthermore, the Lax operator admits a reduction group
isomorphic to Z2 × Z2 × Z2, as opposed to the case of vector NLS equation. These
properties of the Lax operator are important ingredients in the construction of the
hierarchy and associated conservation laws, as well as the recursion operator. The
reduction group plays also an important role in the construction of solutions to the
hierarchy. Specifically, in this work we constructed Darboux transformations for soliton
and breather solutions for the whole hierarchy, and presented general formulas for the
one soliton and higher-rank one breather solution. An interesting direction of future
study would be the construction of higher soliton and breather solutions and their
interactions, the expression of the general n-soliton solution in terms of determinants,
and, consequently, connections with Hirota’s τ functions and bilinear form for the
hierarchy.
Acknowledgments - We would like to thank A. Doikou, A.P. Fordy, A.V. Mikhailov,
and B. Vicedo for useful discussions. G.P. greatly acknowledges the support by the
Engineering and Physical Sciences Research Council grant EP/P012655/1.
References
[1] V.G. Drinfel’d and V.V. Sokolov, Equations of Korteweg-de Vries type, and simple
Lie algebras, Dokl. Akad. Nauk SSSR 258 (1981) 11-16
[2] V.G. Drinfel’d and V.V. Sokolov, Lie algebras and equations of Korteweg- de Vries
type, J. Sov. Math. 30 (1985) 1975-2036
17
[3] G. Mar´ı Beffa, J.A. Sanders and J.P. Wang, Integrable systems in three-
dimensional Riemannian geometry, J. Nonlinear Sci. 12 (2002) 143-167
[4] J.A. Sanders and J.P. Wang, Integrable systems in n-dimensional Riemannian
geometry, Mosc. Math. J. 3 (2003) 1369-1393
[5] S.C. Anco, Hamiltonian flows of curves in G/SO(N) and vector soliton equations
of mKdV and Sine-Gordon type, Symmetry, Integrability and Geometry: Methods
and Applications 2 (2006) 044.
[6] S.C. Anco, N.T. Ngatat and M. Willoughby, Interaction properties of complex
modified Korteweg-de Vries (mKdV) solitons, Physica D 240 (2011) 1378-1394
[7] R. Hirota, Exact envelope-soliton solutions of a nonlinear wave equation, J. Math.
Phys. 14 (1973) 805-809
[8] S.I. Svinolupov, Jordan algebras and integrable systems, Funct. Anal. Appl. 27
(1993) 257-265
[9] S.I. Svinolupov and V.V. Sokolov, Vector-matrix generalizations of classical inte-
grable equations, Theor. Math. Phys. 100 (1994) 959-962
[10] A.P. Fordy and P.P. Kulish, Nonlinear Schro¨dinger equations and simple Lie
algebras, Commun. Math. Phys. 89 (1983) 427-443
[11] C. Athorne and A.P. Fordy, Generalised KdV and mKdV equations associated
with symmetric spaces, J. Phys. A: Math. Gen. 20 (1987) 1377-1386
[12] G. Wilson, The modified Lax and two-dimensional Toda lattice equations associ-
ated with simple Lie algebras, Ergod. Th. & Dynam. Sys. 1 (1981) 361-380
[13] M.F. de Groot, T.J. Hollowood and J.L. Miramontes, Generalized Drinfel’d-
Sokolov hierarchies, Commun. Math. Phys. 145 (1992) 57-84
[14] L. Fehe´r, J. Harnad and I. Marshall, Generalized Drinfeld-Sokolov Reductions
and KdV Type Hierarchies, Commun. Math. Phys 154 (1993) 181-214
[15] A.V. Mikhailov, Formal Diagonalisation of Lax-Darboux Schemes, Modeling and
Analysis of Information Systems 22 (6) (2015) 795-817
[16] A.V. Mikhailov, Integrability of the two-dimensional generalization of Toda chain,
JETP Lett. 30 (7) (1979) 414-418
[17] A.V. Mikhailov, Reduction in integrable systems. The reduction group, JETP
Lett. 32 (1980) 174-178
[18] A.V. Mikhailov, The reduction problem and the inverse scattering method, Phys-
ica D 3 (1981) 73-117
[19] A. A. Belavin and V.G. Drinfel’d, Solutions of the classical Yang-Baxter equation
for simple Lie algebras, Funct. Anal. Appl. 16 (1982) 159-180
18
[20] M. Gu¨rses, A. Karasu and V.V. Sokolov, On construction of recursion operators
from Lax representation, J. Math. Phys. 40 (1999) 6473
[21] J. Jackaman, G. Papamikos and T. Pryer, The design of conservative finite ele-
ment discretisations for the vectorial modified KdV equation, Applied Num. Math.
137 (2019) 230-251
[22] V.B. Matveev and M.A. Salle, Darboux transformations and solitons, Springer-
Verlag, Berlin (1991)
[23] V.E. Zakharov and A.B. Shabat, Integration of nonlinear equations of Mathemat-
ical Physics by the Method of Inverse Scattering. II, Funct. Anal. Appl. 13 (1979)
166-174
[24] V.E. Zakharov and A.V. Mikhailov, Relativistically invariant two-dimensional
models of field theory which are integrable by means of the inverse scattering
problem method, Soviet Phys. JETP 47 (1978) 1017-1027
[25] P. Adamopoulou, A. Doikou and G. Papamikos, Darboux–Ba¨cklund transforma-
tions, dressing and impurities in multi-component NLS, Nucl. Phys. B 918 (2017)
91-114
[26] A.V. Mikhailov, G. Papamikos and J.P. Wang, Dressing method for the vector
sine-Gordon equation and its soliton interactions, Physica D: Nonlinear Phenom-
ena 325 (2016) 53-62
[27] A.V. Mikhailov, G. Papamikos and J.P. Wang, Darboux transformation for the
vector sine-Gordon equation and integrable equations on a sphere, Lett. Math.
Phys. 106 (2016) 973-996
[28] S. Helgason, Differential Geometry, Lie Groups and Symmetric Spaces, American
Mathematical Society (2001)
[29] R.M. Miura, C.S. Gardner and M.D. Kruskal, Korteweg-de Vries equation and
generalizations. II. Existence of Conservation Laws and Constants of Motion , J.
Math. Phys. 9 (1968) 1204-1209
[30] M. Iwao and R. Hirota, Soliton solutions of a coupled modified KdV equations,
J. Phys. Soc. Jpn 66 (1997) 577-588
[31] T. Tsuchida and M. Wadati, The coupled modified Korteweg-de Vries equations,
J. Phys. Soc. Jpn 67 (1998) 1175-1187
[32] T. Tsuchida, Multisoliton solutions of the vector nonlinear Schro¨dinger equa-
tion (Kulish-Sklyanin model) and the vector mKdV equation, arXiv:1512.01840
[nlin.SI]
[33] V. Fenchenko and E. Khruslov, Nonlinear dynamics of solitons for the vector
modified Korteweg-de Vries equation, arXiv:1706.01105 [nlin.SI] (2017)
19
[34] D.E. Pelinovsky and Y.A. Stepanyants, Helical solitons in vector modified
Korteweg-de Vries equations, Phys. Lett. A 382 (2018) 3165-3171
[35] I.P. Shestakov and V.V. Sokolov, Multi-component generalizations of mKdV equa-
tion and non-associative algebraic structures, arXiv:1905.01016 [nlin.SI] (2019)
[36] V.V. Sokolov and T. Wolf, Classification of integrable polynomial vector evolution
equations, J. Phys. A: Math. Gen. 34 (2001) 11139-11148
[37] F. Calogero and A. Degasperis, New integrable equations of Nonlinear Schro¨dinger
type, Studies in Applied Mathematics 113 (2004) 91-137
20
