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AN UPPER BOUND ON THE SIZE OF OBSTRUCTIONS FOR
BOUNDED LINEAR RANK-WIDTH
MAMADOU MOUSTAPHA KANTÉ AND O-JOUNG KWON
Abstract. We provide a doubly exponential upper bound in p on the size of
forbidden pivot-minors for symmetric or skew-symmetric matrices over a fixed
finite field F of linear rank-width at most p. As a corollary, we obtain a doubly
exponential upper bound in p on the size of forbidden vertex-minors for graphs
of linear rank-width at most p. This solves an open question raised by Jeong,
Kwon, and Oum [Excluded vertex-minors for graphs of linear rank-width at
most k. European J. Combin., 41:242–257, 2014]. We also give a doubly
exponential upper bound in p on the size of forbidden minors for matroids
representable over a fixed finite field of path-width at most p.
Our basic tool is the pseudo-minor order used by Lagergren [Upper Bounds
on the Size of Obstructions and Interwines, Journal of Combinatorial The-
ory Series B, 73:7–40, 1998] to bound the size of forbidden graph minors for
bounded path-width. To adapt this notion into linear rank-width, it is nec-
essary to well define partial pieces of graphs and merging operations that fit
to pivot-minors. Using the algebraic operations introduced by Courcelle and
Kanté, and then extended to (skew-)symmetric matrices by Kanté and Rao,
we define boundaried s-labelled graphs and prove similar structure theorems
for pivot-minor and linear rank-width.
1. Introduction
Rank-width is a graph width parameter, introduced by Oum and Seymour [18],
generalizing tree-width in the sense that graphs of bounded tree-width have bounded
rank-width. Linear rank-width is a variant of rank-width where the relationship
between rank-width and linear rank-width is similar to that between tree-width and
path-width. Various properties of rank-width has been developed recently, but the
understanding of linear rank-width is still very restricted. Vertex-minor and pivot-
minor are the graph containment relations where rank-width and linear rank-width
do not increase when taking one of these operations.
One way to understand the structure of a graph class is to identify the obstruction
set. Since graphs of (linear) rank-width at most p are closed under taking vertex or
pivot-minor one would know whether the set of vertex or pivot-minors obstructions
for (linear) rank-width p can be constructed or at least described. For instance,
Oum proved that the obstructions for rank-width at most p have sizes bounded
by (6p+1 − 1)/5 [16], meaning that the obstruction set for rank-width at most p
Date: October 24, 2018.
Key words and phrases. path-width; linear rank-width; binary matroid; vertex-minor; pivot-
minor; matroid minor; obstruction.
M.M. Kanté is supported by the French Agency for Research under the DORSO project.
O. Kwon is supported by Basic Science Research Program through the National Research
Foundation of Korea (NRF) funded by the Ministry of Science, ICT & Future Planning (2011-
0011653).
1
2 MAMADOU MOUSTAPHA KANTÉ AND O-JOUNG KWON
Figure 1. Forbidden vertex-minors for graphs of linear rank-
width 1.
has bounded size. Therefore, one would wonder if this is still true for all graph
classes closed under taking vertex or pivot-minor. While this question is still open,
Oum [17] proved that for every infinite sequence G1, G2, . . . of graphs of bounded
rank-width, there exist i < j such that Gi is isomorphic to a vertex-minor of Gj .
A direct consequence is that every vertex or pivot-minor closed class of graphs of
bounded rank-width has a finite set of obstructions. Since rank-width is always less
than or equal to linear rank-width and linear rank-width at most p is closed under
taking vertex or pivot-minor we can deduce the following as a corollary.
Corollary 1. For fixed p, there exists a finite list of graphs G1, . . . , Gm such that a
graph has linear rank-width at most p if and only if it does not have a vertex-minor
isomorphic to Gi for some i ∈ {1, 2, . . . ,m}.
A consequence of Corollary 1 is, for fixed p, the existence of a Fixed Parameter
Tractable (FPT for short) algorithm on p that checks whether a graph has linear
rank-width at most p. However, from Corollary 1 the algorithm is only existential
because even though for a fixed graph H there is an FPT algorithm on p and the
size of H that checks whether H is a vertex-minor of a graph of rank-width p [5],
we do not know how to construct the set of obstructions. Indeed, Corollary 1 does
not tell how to identify all members of such a list, the cardinality of the list, or even
the order of the largest graph of the list. In this context, the following question is
raised by Jeong, Kwon, and Oum.
Question 1 ([11]). For fixed p, find an explicit upper bound on the number of
vertices in a forbidden vertex-minor for graphs of linear rank-width at most p.
The case for p = 1 is answered by Adler, Farley, and Proskurowski who gave
in [1] the complete list of forbidden vertex-minors for the class of graphs with
linear rank-width at most 1 (see Figure 1). For p ≥ 2, Jeong, Kwon, and Oum [11]
provided a general construction of forbidden vertex-minors for graphs of linear rank-
width at most p, which shows that the number of graphs in the list is at least doubly
exponential in p. Later, Adler, Kanté, and Kwon [2] established a way to construct
all forbidden vertex-minors for linear rank-width at most p that are graphs of rank-
width 1. Nevertheless, there is no known result on the general upper bounds on
the size of forbidden vertex-minors.
In this paper, we answer this question in a more general setting with matrices
over a finite field and the pivot operation. As usual, standard undirected graphs
can be regarded as symmetric matrices over the binary field, which represent the
adjacencies of the graphs. The notion of pivot complementation in a graph, from
which is based the notion of pivot-minor, originated from the study of pivots of
matrices, sometimes called principal pivot transforms [20]. Let M be a V × V
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matrix over a field F of the form
M :=
( S V \ S
S A B
V \ S C D
)
.
If A = M [S] is nonsingular, then we define the pivot at S as the matrix
M ∗ S :=
( S V \ S
S A−1 A−1B
V \ S −CA−1 D − CA−1B
)
.
One notices that the pivot operation preserves the (skew-) symmetricity of ma-
trices, and also preserve the rank-width of matrices (definitions will be given in
the next section), and in fact several results concerning graph classes of bounded
rank-width can be extended to (skew-)symmetric matrices of bounded rank-width.
For instance Kanté and Rao [12] proved that the obstructions for (skew-) sym-
metric matrices of rank-width at most p have sizes bounded by (6p+1 − 1)/5, and
Oum [10] proved that (skew-) symmetric matrices of bounded rank-width are well-
quasi-ordered by the pivot operation.
We will consider the more general notion of σ-symmetric matrices over a finite
field F, developed by Kanté and Rao [12], where σ, called sesqui-morphism on F, is
a bijective function on F satisfying additional conditions. We can just observe that
σ-symmetric matrices generalize both symmetric and skew-symmetric matrices. We
call G a σ-symmetric F∗-graph if the adjacency matrix of it is a σ-symmetric matrix
over the field F.
The main theorem of this paper is the following.
Theorem 5 (Main Theorem). Let p be a positive integer, F be a finite field of order
c, and σ be a sesqui-morphism on F. The number of vertices of every pivot-minor
obstruction for σ-symmetric F∗-graphs of linear rank-width at most p is bounded by
cc
O(p)
.
For usual graphs, it is well-known that every pivot-minor of a graph is also a
vertex-minor of it (see for instance [16]), and therefore, we obtain the following
as a corollary. (Notice that the notion of vertex-minor does not always exist for
σ-symmetric F∗-graphs [12].)
Corollary 2. Let p be a positive integer. The number of vertices of every vertex-
minor obstruction for linear rank-width at most p is bounded by 22
O(p)
.
Now, we can explicitly construct an FPT algorithm for linear rank-width using
Corollary 2. Moreover, if we slightly modify the result by Courcelle and Oum [5],
then for a fixed σ-symmetric F∗-graph H we can also show that there exists an
FPT algorithm on p and the size of H to test whether a σ-symmetric F∗-graph G
of rank-width p contains a pivot-minor isomorphic to H . Therefore, more strongly,
we can explicitly construct an FPT algorithm to test whether a given σ-symmetric
F
∗-graph has linear rank-width at most p or not using pivot-minors.
The second main corollary of Theorem 1 is on the size of obstructions for rep-
resentable matroids over a finite field of bounded path-width (definitions are given
in Section 5). Geelen, Gerards, and Whittle [7] showed that for a fixed finite field
F and every infinite sequence M1, M2, . . . of F-representable matroids of bounded
branch-width, there exist i < j such that Mi is isomorphic to a minor of Mj . It
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implies that the class of F-representable matroids of path-width at most p can be
characterized by a finite list of forbidden minors where F is a finite field. For a
prime q, Kashyap [13] provided the forbidden minors for the GF (q)-representable
matroids of path-width at most 1, and a partial set for path-width at most 2. Kout-
sonas, Thilikos, and Yamazaki [14] characterized the cycle matroids of outerplanar
graphs with path-width at most p. Our main theorem implies the following on
F-representable matroids for any finite field F.
Corollary 3. Let p be a positive integer, and F be a finite field of order c. If M is
an F-representable matroid and a minor obstruction for path-width at most p, then
the size of the ground set of M is bounded by cc
O(p)
.
Hliněný [8, 9] proved that for every positive integer p, every finite field F of
order c and every fixed F-representable matroid N , there exists an FPT algorithm
on (p, c,N ) that checks whether a given F-representable matroidM of branch-width
p and given with its representation, contains a minor isomorphic to N . Using this
algorithm, for fixed p and finite field F of order c we can explicitly construct an
FPT algorithm on p and c that checks whether a given F-representable matroidM,
given with its representation, has path-width at most p.
The main tools of this paper are the algebraic operations introduced by Courcelle
and Kanté [3] and then generalised to σ-symmetric matrices by Kanté and Rao [12],
and the notion of pseudo-minor order used by Lagergren [15] to obtain an upper
bound on the size of minor obstructions for graphs of bounded path-width. Similar
to the paper by Lagergren, we define a quasi-order . on σ-symmetric F∗-graphs,
called a pseudo-minor order, such that
(1) if H is a pivot-minor of G, then H . G,
(2) if lrwd(G⊗H) ≤ k and G′ . G, then lrwd(G′ ⊗H) ≤ k.
where lrwd(G) denotes the linear rank-width of G, and G ⊗H denotes a kind of
a sum of two σ-symmetric F∗-graphs. For the sum of two σ-symmetric F∗-graphs,
we will use a labeling on the vertices, which has a similar role with the notion of
boundary vertices or terminal vertices when we consider the clique sum in the graph
minor theory. The proof consists of three parts.
(1) We encode each linear layout of width p of a forbidden pivot-minor G in
a compact way satisfying that if the number of vertices in G is at least
1 +
∑k
i=0 c(c + 1)
i, then we have a sequence of graphs G1, G2, . . . , Gc+1
where Gi is a proper pivot-minor of Gi+1 for each 1 ≤ i ≤ c.
(2) We define a pseudo-minor order . on σ-symmetric F∗-graphs.
(3) We prove that the length of the maximal chain with respect to . is bounded
by (2p+ 1) · cc
2p·(6p+c)+2p2+2p where c is the order of F
Assuming the statement (1), together with the definition of pseudo-minor order,
we may get an arbitrary long chain of graphs with respect to . as we want, by
increasing the size of vertices in a forbidden pivot-minor. However, it contradicts
to the statement (3), and therefore, we conclude that the size of forbidden pivot-
minor is bounded.
For F-representable matroids, we will establish a relation between F-representable
matroids and skew-symmetric bipartite F∗-graphs, which can be seen as their fun-
damental graphs. Indeed, we relate the minors of a F-representable matroid to the
pivot-minors of its fundamental graph, and its path-width to the linear rank-width
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of its fundamental graph. We remark that Oum [16] already proved the same re-
lations in the case of binary matroids, and our proof uses similar arguments. To
our knowledge, this relation has not yet been noticed and we add the proof for
completeness. Therefore, Corollary 3 directly follows from the main theorem.
The paper is organized as follows. General notations, definitions and preliminary
results are given in Section 2. We then adapt some results by Lagergren [15] to
our setting in Section 3. In Section 4 we prove that the number of vertices of an
obstruction for linear rank-width at most p is at most doubly exponential in O(p).
We conclude in Section 5 by proving that, for a fixed finite field F, the number
of elements of any F-representable obstruction for path-width at most p is also at
most doubly exponential in O(p).
2. Preliminaries
2.1. General definitions. The size of a set A is denoted by |A|. For two sets A
and B, we let A \ B := {x ∈ A | x /∈ B}, and let A∆B := (X \ Y ) ∪ (Y \ X).
The power-set of a set V is denoted by 2V . We often write x to denote the set
{x}. We denote by N the set containing zero and the positive integers, and by
[s] the set {1, . . . , s}. For a finite set V , we say that the function f : 2V → N is
symmetric if for anyX ⊆ V, f(X) = f(V \X); f is submodular if for anyX,Y ⊆ V ,
f(X ∪ Y ) + f(X ∩ Y ) ≤ f(X) + f(Y ).
Let F be a finite field with characteristic p. We denote by |F| the order of F, and
let F∗ := F \ {0}. For s ∈ N, we denote by Fs the set of vectors over F of size s. A
set X is called an F-multiset if X can have at most (p− 1) copies of each element.
For an F-multiset X , we define that
X∆F{x} :=
{
X ∪ {x} X has at most p− 2 copies of x ,
X \ {x, . . . , x} (remove all x) X has p− 1 copies of x.
2.2. Matrices. For sets R and C, an (R,C)-matrix is a matrix where the rows are
indexed by elements in R and columns indexed by elements in C. For an (R,C)-
matrix M , if X ⊆ R and Y ⊆ C, we let M [X,Y ] be the submatrix of M where the
rows and the columns are indexed by X and Y respectively. (If X = Y we simply
write M [X ], and if one of X or Y is empty, by convention we let M [X,Y ] := (0).)
We let rk be the matrix rank-function (the field will be clear from the context).
The order of an (R,C)-matrix is defined as |R| × |C|. We often write k× ℓ-matrix
to denote a matrix of order k × ℓ. We denote by M t the transpose of a matrix M .
Let M be a matrix. A row operation on M is a matrix obtained from M by
applying one of the following operations: (1) copy a row, (2) replace a row
by a linear combination of rows. We define similarly a column operation on M .
Given two matrices M and M ′, we write M r M ′ and M c M ′ whenever
M is a submatrix of a matrix obtained from M ′ by row and column operations
respectively. We also write M ∼= M ′ if M can be obtained from M ′ by row and
column operations and vice-versa. It is well-known that rk(M) ≤ rk(M ′) whenever
M r M ′ or M c M ′, and hence rk(M) = rk(M ′) if M ∼= M ′.
We extend the matrix product as follows. Let M and N be two matrices. If the
number of columns of M equals the number of rows of N , then the product of M
and N is as usual and we say that it is well-defined. Otherwise, we add some zero
columns to M (or zero rows to N) so that the product of the resulting matrices is
well-defined.
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2.3. Linear Width. Let f : 2V → N be a symmetric function. A linear layout of
f is an injective mapping π : V → [n]. The width of π is max
1≤i≤n−1
{
f(π−1([i]))
}
.
The linear width of f is defined as
min{width of π | π is a linear layout of f}.
Let π : V → [n] be a linear layout of an integer valued symmetric submodular
function f : 2V → N. For two distinct 1 ≤ i < j ≤ n− 1 we call i and j linked if
min
i≤ℓ≤j
f(π−1([ℓ])) = min
π−1([i])⊆Z⊆V \π−1({j+1,...,n})
f(Z).
A linear layout π : V → [n] of an integer valued symmetric submodular function
f : 2V → N is said linked if every two distinct 1 ≤ i < j ≤ n − 1 are linked. The
following is a straightforward adaptation of the proof of [7, Theorem 2.1].
Theorem 1 ([7, Theorem 2.1]). Every integer valued symmetric submodular func-
tion with linear width k has a linked linear layout of width k.
Proof. A careful analysis of the proof in [7, Theorem 2.1] shows that the given
modification of the linear layout still produces a linear layout, and since the rest of
the proof depends only on the fact that the function is an integer valued symmetric
submodular one, we can conclude the statement. 
Let π : V → [n] be a linear layout of an integer valued symmetric submodular
function f : 2V → N and let λ : [n− 1]→ [p]. We say that i and j > i are λ-linked
if λ(ℓ) ≥ λ(i) = λ(j) for all i ≤ ℓ ≤ j.
2.4. Graphs. Our graph terminology is standard, see for instance [6]. All graphs
are finite, loop-free and undirected. The vertex set of a graph G is denoted by VG
and its edge set by EG. We will write xy for an edge between x and y instead of
{x, y}. For a graph G, we denote by G[X ], called the subgraph of G induced by
X ⊆ VG, the graph (X,EG ∩ (X ×X)); we let G\X be the subgraph G[VG \X ].
Two graphs G and H are isomorphic if there exists a bijection h : VG → VH such
that xy ∈ EG if and only if h(x)h(y) ∈ EH .
For every undirected graph G, we let MG be its adjacency (VG, VG)-matrix over
the binary field F2 where MG[x, y] := 1 if and only if xy ∈ EG. The cut-rank
function of every graph G is the function cutrkG : 2
VG → N where cutrkG(X) :=
rk(MG[X,VG\X]). (By our convention on sub-matrices if one of X and VG \ X
is empty, cutrkG(X) is equal to 0.) This function is symmetric and submodular.
A linear layout of a graph G is a linear layout of cutrkG, and the linear rank-
width of G, denoted by lrwd(G), is the linear width of cutrkG. One easily verifies
that the linear rank-width of a graph is the maximum over the linear rank-width
of its connected components (concatenate optimal linear layouts of its connected
components). Therefore, we will only deal from now on with connected graphs.
The cut-rank function was introduced by Oum and Seymour [18] and was the
base for the definition of rank-width, which is a good approximation for clique-
width (see [4] for the definition of clique-width). Rank-width is more interesting
than clique-width and is actually related to a relation on undirected graphs, called
vertex-minor [16]. Let us discuss about its trivial consequences on linear rank-
width.
For a graph G and a vertex x of G, the local complementation at x of G consists
in replacing the subgraph induced on the neighbors of x by its complement. The
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resulting graph is denoted by G ∗ x. For an edge xy of G we denote by G ∧ xy
the graph G ∗ x ∗ y ∗ x. It is well-known that G ∧ xy = G ∧ yx [16]. This latter
operation is called pivot complementation. A graph H is locally equivalent (or
pivot equivalent) to a graph G if H can be obtained from G be a sequence of
local complementations (or pivot-complementations); it is called a vertex-minor
(or pivot-minor) of a graph G if H is isomorphic to an induced subgraph of a graph
locally equivalent (or pivot equivalent) to G, and it is a proper vertex-minor (or
proper pivot-minor) if V (H) ⊂ V (G). It is worth noticing that a pivot-minor is
also a vertex-minor.
Proposition 1 ([16]). Let G be a graph and x a vertex of G. For every X ⊆ V (G),
we have cutrkG∗x(X) = cutrkG(X). Hence, if H is a vertex-minor (or a pivot-
minor) of a graph G then lrwd(H) ≤ lrwd(G).
2.5. σ-Symmetric F∗-Graphs and Pivot complementations. Let F be a field.
An F∗-graph G is a graph with an F∗-edge coloring ℓ of G where ℓ : EG → F
∗ is the
coloring function. It is worth noticing that ℓ is not necessarily symmetric, i.e., we
may have ℓ(x, y) 6= ℓ(y, x). For an F∗-graphG, we letMG be its adjacency (VG, VG)-
matrix over the field F where MG[x, y] := ℓ(xy) if xy ∈ EG and MG[x, y] := 0 if
otherwise.
Kanté and Rao [12] extended the notion of pivot complementations of usual
undirected graphs into F∗-graphs having a certain property, called σ-symmetric.
These σ-symmetric matrices generalize symmetric and skew-symmetric matrices.
For a field F, a bijective function σ : F → F is an involution if σ(σ(a)) = a for all
a ∈ F. An involution σ is called a sesqui-morphism if the mapping that sends x to
σ(x)/σ(1) is an automorphism. An (X,X)-matrix M over a field F is σ-symmetric
if for every x, y ∈ X , M [x, y] = σ(M [y, x]). A F∗-graph G is σ-symmetric if MG
is σ-symmetric. Two σ-symmetric F∗-graphs G and H are simply isomorphic if
there is a bijection h : VG → VH such that for every x and y in VG we have that
MG[x, y] = MH [h(x), h(y)].
We define pivot complementations on F∗-graphs. Let G be a σ-symmetric F∗-
graphs, and let x, y ∈ VG such that MG[x, y] 6= 0. The pivot complementation at
xy in G is the graph G ∧ xy where MG∧xy[z, z] := 0 for all z ∈ VG, and for all
s, t ∈ VG \ {x, y} where s 6= t,
MG∧xy[s, t] := MG[s, t]−
MG[s, x] ·MG[y, t]
MG[y, x]
−
MG[s, y] ·MG[x, t]
MG[x, y]
,
MG∧xy[x, t] :=
MG[y, t]
MG[y, x]
, MG∧xy[y, t] :=
σ(1) ·MG[x, t]
MG[x, y]
,
MG∧xy[s, x] :=
σ(1) ·MG[s, y]
MG[x, y]
, MG∧xy[s, y] :=
MG[s, x]
MG[y, x]
,
MG∧xy[x, y] := −
1
MG[y, x]
, MG∧xy[y, x] := −
(σ(1))2
MG[x, y]
.
Lemma 1 ([12]). Let G be a σ-symmetric F∗-graph and let x, y ∈ VG such that
MG[x, y] 6= 0. Then G ∧ xy is also σ-symmetric.
The cut-rank function of every σ-symmetric F∗-graphG is defined as the function
cutrkFG : 2
VG → N where cutrkFG(X) := rk(MG[X,VG\X]) and the rank is computed
over F. This function is also symmetric and submodular [12]. A linear layout of a
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σ-symmetric F∗-graph G is a linear layout of cutrkFG, and the linear rank-width of
G, denoted by lrwd(G), is the linear width of cutrkFG. If the field F is clear from
the context, we remove it from the notation.
Lemma 2 ([12]). Let G be a σ-symmetric F∗-graph and let x, y ∈ VG such that
MG[x, y] 6= 0. For every subset X of VG, cutrk
F
G∧xy(X) = cutrk
F
G(X).
For an (R,C)-matrix M = (mi,j) over a field F, let Cx, Cy be functions from
R∪C to F, and t ∈ F∗, and σ be a sesqui-morphism on F. We defineM∗(σ,Cx, Cy, t)
as the matrix M ′ = (m′i,j) where
m′i,j := mi,j − (σ(Cx(i)) · Cy(j))/σ(t)− (σ(Cy(i)) · Cx(j))/t.
If σ is clear from the context, we remove it from the notation M ∗ (σ,Cx, Cy, t). We
remark that if F is a finite field of characteristic p, then the matrix obtained fromM
by applying p times the same operation ∗(σ,Cx, Cy , t) is again M . This operation
is related to pivot complementations. We also note that if M is a σ-symmetric
matrix over F, then this operation preserves σ-symmetricity.
Lemma 3. Let M be a σ-symmetric (X,X)-matrix over a field F and let Cx, Cy
be functions from X to F, and t ∈ F∗. Then M ∗ (σ,Cx, Cy , t) is also σ-symmetric.
Proof. We let M ′ be the (X ∪ {x, y}, X ∪ {x, y})-matrix such that
(1) M ′[x, x] = M ′[y, y] = 0,
(2) M ′[x, y] = t, M ′[y, x] = σ(t), and
(3) for all z ∈ X , M ′[x, z] = Cx(z), M ′[z, x] = σ(Cx(z)), M ′[y, z] = Cy(z), and
M ′[z, y] = σ(Cy(z)).
If G is the graph having M ′ as the adjacency matrix, then MG∧xy[X ] is exactly the
same as M ∗ (σ,Cx, Cy, t). By Lemma 1, M ∗ (σ,Cx, Cy, t) is σ-symmetric. 
2.6. Linear encodings. Let F be a field and let σ be a sesqui-morphism on F. A
linear encoding of a σ-symmetric F∗-graph G is a tuple (N,P,M,L, t) where t is
an integer, L : VG → [t] is an injective mapping, and for each i ∈ [t− 1] we require
that N(i), P (i) and M(i) are respectively ℓi × ni, ℓi × pi and ni × pi-matrices over
F such that ℓi ≤ 2ni , ℓi ≤ 2pi , and MG[Xi, Xi] ∼= N(i) × M(i) × P (i)t, where
Xi := {x ∈ VG | L(x) ≤ i} and Xi := VG \Xi. The width is the maximum, over all
i ∈ [t− 1], of max{li, pi}. The following is proved implicitly in [3].
Theorem 2 ([3]). Let G be a σ-symmetric F∗-graph. For every linear layout π :
VG → [n] of width k of G one can construct a linear encoding (N,P,M,L, n) of G
of width k such that for each i ∈ [n] L(xi) := π(xi), and for each i ∈ [n− 1],
(1) M(i) := MG[Bi, Bi] where Bi and Bi are indices
1 of, respectively, row and
column basis of MG[Xi, Xi].
(2) For each x ∈ Xi, there is a row u ∈ N(i) such that MG[x,Xi] c u ·
M(i) · P (i)t. Similarly, for each y ∈ Xi, there is a row v ∈ P (i) such that
MG[Xi, y] r N(i) ·M(i) · vt.
(3) N(i) and P (i) have different row vectors.
Conversely, if (N,P,M,L, t) is a linear encoding of width k of G, then L is a
linear layout of G of width at most k.
1the smallest indices w.r.t. pi.
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2.7. s-Labelled σ-Symmetric F∗-Graphs. Let s ≥ 0 be an integer and F be
a field. An s-labelled F∗-graph is a pair (G, γ) where G is an F∗-graph and γ :
VG → Fs is a function such that the dimension of the vector space generated by
{γ(x) | x ∈ VG} has dimension s. We denote by Γ the matrix the rows of which
are the vectors γ(x) for x ∈ VG, and Γ[X ] is Γ restricted to X ⊆ VG. In addition,
a boundaried s-labelled F∗-graph is a triple (G, γ, µ) where (G, γ) is an s-labelled
F
∗-graph and µ is a F-multiset of triples {(vi, vj , t) | vi, vj ∈ Fs, t ∈ F∗}. We call
µ the boundary of (G, γ, µ). An (s, σ,F∗)-graph (G, γ) is always regarded as a
boundaried (s, σ,F∗)-graph with the empty boundary. For a sesqui-morphism σ on
a field F, we shortly call as (s, σ,F∗)-graph for an s-labelled σ-symmetric F∗-graph.
Two (s, σ,F∗)-graphs (G, γG, µG) and (H, γH , µH) are simply isomorphic if there is
a simple isomorphism h : VG → VH between G and H such that µG = µH and for
every vertex x ∈ VG we have γG(x) = γH(h(x)).
For a pair of a boundaried (s, σ,F∗)-graph (G, γG, µG) and an (s, σ,F
∗)-graph
(H, γH), and an s× s-matrix M over the field F, let (G, γG, µG)⊗M (H, γH) be the
s-labelled F∗-graph (K, γK) on the vertex set VG ∪ VH with the labelling γG ∪ γH
such that
(1) MK [VG] := MG,
(2) for v ∈ VG, w ∈ VH , MK [v, w] := γG(x) · M · γH(y)t, and MK [w, v] :=
σ(Mk[v, w]),
(3) MK [VH ] := MH ∗ (Cv11 , Cv12 , t1) ∗ (Cv21 , Cv22 , t2) ∗ · · · ∗ (Cvk1 , Cvk2 , tk) where
µG = {(v11 , v
1
2 , t1), (v
2
1 , v
2
2 , t2), . . . , (v
k
1 , v
k
2 , tk)} and for each 1 ≤ i ≤ k, Cvij
is a function from VH to F that maps y ∈ VH to vij ·M · γH(y)
t.
By Lemma 3, MK [VH ] is again σ-symmetric, and therefore, (K, γK) is again σ-
symmetric.
Let (G, γG, µG) be a boundaried (s, σ,F
∗)-graph and let xy ∈ EG such that
MG[x, y] = t 6= 0. A pivot complementation at xy of (G, γG, µG), denoted by
(G, γG, µG) ∧ xy, is the boundaried (s, σ,F∗)-graph (G ∧ xy, γ, µ) where µ :=
µG∆F{(γ(x), γ(y), t)} and
γ(z) :=

(1/σ(t)) · γG(y) z = x,
(σ(1)/t) · γG(x) z = y,
γG(z)− (MG[z, x]/σ(t)) · γG(y)− (MG[z, y]/t) · γG(x) otherwise.
A deletion of a vertex x from a boundaried (s, σ,F∗)-graph (G, γG, µG), denoted
by (G, γG, µG) \ x, is the (s, σ,F∗)-graph (G \ x, γ, µ) where γ is a restriction of γG
on V (G) \ {x} and µ := µG. For S ⊆ V (G), the induced subgraph of (G, γG, µG)
on S is obtained by removing the vertices in V (G) \ S. A boundaried (s, σ,F∗)-
graph (H, γH , µH) is a pivot equivalent of (G, γG, µG) if (H, γH , µH) can be obtained
from (G, γG, µG) by a sequence of pivot complementations. A boundaried (s, σ,F
∗)-
graph (H, γH , µH) is a (proper) pivot-minor of (G, γG, µG) if (H, γH , µH) is simply
isomorphic to a (proper) induced subgraph of a boundaried (s, σ,F∗)-graph pivot
equivalent to (G, γG, µG).
Let L be a pivot-minor closed class of σ-symmetric F∗-graphs. A pseudo-minor
order (pmo) for L on the boundaried (s, σ,F∗)-graphs is a quasi-order  such that
(1) ( respects L) if (G, γG, µG), (H, γH , µH) are boundaried (s, σ,F∗)-graphs
and (K, γK) is an (s, σ,F
∗)-graph with (H, γH , µH)  (G, γG, µG) then
(G, γG, µG)⊗M (K, γK) ∈ L implies (H, γH , µH)⊗M (K, γK) ∈ L,
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(2) ( is a pmo) if (H, γH , µH) is a proper pivot-minor of (G, γG, µG), then
(H, γH , µH)  (G, γG, µG).
The length of a pmo is its maximum chain length. The p-length of L is the maximum
over all s ∈ [p] of the minimum length of a pmo for L on the (s, σ,F∗)-graphs.
3. Bounds on the Length of Pseudo-Minor Orders
We prove that if G is a pivot-minor obstruction for linear rank-width at most
p, and G is large, then we can find a sufficiently long strict chain of boundaried
(s, σ,F∗)-graphs G1, . . . , Gt with respect to the pivot-minor notion, i.e., G1 is a
proper pivot-minor of G2, G2 is a proper pivot-minor of G3 and so on. Instead of
the property of bounded linear rank-width, we can generally prove it for the pivot-
minor closed class L, but we need the condition that the obstruction has bounded
linear rank-width. Using the notion of the p-length of a pmo, we can state it as
follows.
Theorem 3. Let F be a finite field and let σ be a sesqui-morphism on F. Let L be
a pivot-minor closed class of σ-symmetric F∗-graphs of p-length at most c. If G is
an obstruction for L of linear rank-width at most p, then the number of vertices of
G is bounded by cO(p).
We fix a finite field F and σ a sesqui-morphism on F. Most of the results in this
section are generalizations of results in [15, 16, 17], and we will also use Theorem
1. The following is trivial.
Lemma 4. Every n-vertex σ-symmetric F∗-graph of linear rank-width k admits a
linked linear layout π : V (G)→ [n] of width k.
Let us first recall some useful results.
Lemma 5 ([12]). Let G be a σ-symmetric F∗-graph and v ∈ V (G) and let w be an
arbitrary neighbor of v in G. If (X1, X2) and (Y1, Y2) are partitions of V (G) \ v,
then
cutrkG\v(X1) + cutrkG∧vw\v(Y1) ≥ cutrkG (X1 ∪ Y1) + cutrkG(X2 ∩ Y2)− 1.
We prove an elementary version of the analogue of Tutte’s linking theorem for
σ-symmetric F∗-graphs. For usual graph cases, we refer to [16, Theorem 6.1].
Theorem 4. Let G be a σ-symmetric F∗-graph and let X and Y be disjoint subsets
of V (G) such that cutrkG(Z) = k for Z ∈ {X,Y }. The following are equivalent.
(1) min
X⊆Z⊆V (G)\Y
cutrkG(Z) ≥ k.
(2) There exists a σ-symmetric F∗-graph G′ pivot equivalent to G such that
cutrkG′[X∪Y ](X) = k
and for each pair of subsets A,B where V (G) \ Y ⊆ A and B ⊆ V (G) \A,
cutrkG′[A∪B](A) = cutrkG[A∪B](A).
(3) There exists a sequence of pairs (a1, b1), (a2, b2), . . . , (am, bm) which consist
of vertices in V (G) \ Y such that
cutrk(G∧a1b1∧a2b2···∧ambm)[X∪Y ](X) = k.
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Proof. Clearly, (3) implies that (2) because all vertices a1, b1, a2, b2, . . . , am, bm are
contained in V (G)\Y . For the part ((2)⇒ (1)), suppose that G′ is pivot equivalent
to G. Then for all Z satisfying X ⊆ Z ⊆ V (G) \ Y , we have
k = cutrkG′[X∪Y ](X) ≤ cutrkG′(Z) = cutrkG(Z).
We show that (1) implies (3) by induction on |V (G) \ (X ∪Y )|. We may assume
that V (G)\(X ∪Y ) 6= ∅. First suppose that for every vertex v in V (G)\(X ∪Y ), it
has no neighbors on V (G)\Y . In this case, we can take an empty sequence because
cutrkG[X∪Y ](X) = cutrkG(X) = k. So, we may assume that V (G) \ (X ∪ Y )
contains a vertex v where v has a neighbor w in V (G) \ Y .
If
min
X⊆Z⊆V (G\v)\Y
cutrkG(Z) ≥ k,
then by induction hypothesis, there exists a sequence of pairs (a1, b1), (a2, b2), . . . ,
(am, bm) which consist of vertices in V (G \ v) \ Y such that
cutrk((G\v)∧a1b1∧a2b2···∧ambm)[X∪Y ](X) = k.
Since (G \ v) ∧ a1b1 ∧ a2b2 · · · ∧ ambm = (G ∧ a1b1 ∧ a2b2 · · · ∧ ambm) \ v, we have
that
cutrk(G∧a1b1∧a2b2···∧ambm)[X∪Y ](X) = k.
So, we may assume that there exists a vertex set Z1 such thatX ⊆ Z1 ⊆ V (G\v)\Y
and cutrkG\v(Z1) ≤ k − 1. By the same argument, we may also assume that there
exists a vertex set Z2 such that X ⊆ Z2 ⊆ V (G∧vw\v)\Y and cutrkG∧vw\v(Z2) ≤
k − 1. By Lemma 5, either cutrkG(Z1 ∩ Z2) ≤ k − 1 or cutrkG(Z1 ∪ Z2) ≤ k − 1.
Therefore,
min
X⊆Z⊆V (G)\Y
cutrkG(Z) ≤ k − 1,
which is contradiction. 
Given a linear layout π : V (G) → [n] of width k of a σ-symmetric F∗-graph G
and for each i ∈ [n − 1], with Theorem 2, one can associate with one boundaried
(s, σ,F∗)-graph αi := (Gi, γi, µi = ∅) and a (s, σ,F∗)-graph βi := (G′i, γ
′
i) and a
matrix Mi of order s × s such that G = αi ⊗Mi βi. To be short we will call
(αi, βi,Mi) a well-defined triplet. Using Theorem 4 we can state the following.
Lemma 6. Let π : V (G)→ [n] be a linked linear layout of an n-vertex σ-symmetric
F
∗-graph G of width k, and let λ : [n − 1] → [k] be such that λ(i) := cutrkG(Xi).
With every sequence i1 < i2 < · · · < ip of p ≥ 2 indices such that λ(ij) = s, and ij
and ij+1 are λ-linked, one can associate a σ-symmetric F
∗-graph G′ pivot equivalent
to G such that cutrkG′[Xij∪Xij+1 ]
(Xij ) = s for every j ∈ [p].
Proof. We prove it by induction on p. Assume first that p = 2. By Theorem 4
there is a graph G′ pivot equivalent to G such that cutrkG′[Xi1∪Xi2 ]
(Xi1) = s. So
we can conclude the statement.
Assume now that p ≥ 3, and let i2 < i3 < · · · < ip be a sequence of p− 1 indices
that are λ-linked. By inductive hypothesis there is a graph G′ pivot equivalent
to G such that cutrkG′[Xij∪Xij+1 ]
(Xij ) = s for every 2 ≤ j ≤ p. Since pivot
complementations do not change the widths of the cuts (Xi, Xi) the index i1 is still
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λ-linked with the index i2. By Theorem 4, there exists a graph G
′′ pivot equivalent
to G′ such that
cutrkG′′[Xi1∪Xi2 ]
(Xi1) = s
and for each pair of subsets A,B where V (G′) \ Xi2 ⊆ A and B ⊆ V (G
′) \ A,
cutrkG′′[A∪B](A) = cutrkG′[A∪B](A). For every 2 ≤ j ≤ p, since V (G
′) \Xi2 ⊆ Xij
and Xij+1 ⊆ V (G
′) \Xij , from the second statement, we have that
cutrkG′′[Xij∪Xij+1 ]
(Xij ) = cutrkG′[Xij∪Xij+1 ]
(Xij ) = s.
Therefore, we conclude the result. 
The following now follows the same proof line as in [15, Section 3]. Let L be
a pivot-minor closed class of σ-symmetric F∗-graphs and let G be an n-vertex
obstruction for L of linear rank-width at most k, which is a σ-symmetric F∗-graph.
We moreover assume that we are given a fixed linked linear layout π : V (G) → [n]
of width k of G, and λ : [n− 1]→ [k] such that λ(i) := cutrkG(Xi). Let
lk(c) := 1 +
k∑
i=0
c(c+ 1)i.
Lemma 7. If n ≥ lk(c) then for some 0 ≤ s ≤ k there is a sequence S :=
(i1, i2, . . . , ic+1) of (c + 1) indices such that i1 < i2 < · · · < ic+1, λ(ij) = s for all
1 ≤ j ≤ c+ 1 and any two consecutive indices ij < iℓ are λ-linked.
Proof. The proof is similar to the one in [15, Lemma 3.2], we include it for com-
pleteness. Let ℓ ≥ 0 be the greatest number such that there is a sub-interval I of
[n] of length ≥ 1 +
∑k
i=ℓ c(c+ 1)
i−ℓ where for each i ∈ I we have λ(i) ≥ ℓ. Notice
that such an integer ℓ and interval I exist because n ≥ 1 +
∑k
j=0 c(c+ 1)
j .
Assume first that ℓ = k. Then,
∑k
j=ℓ c(c + 1)
j−ℓ = c, i.e., I has length at least
c+1 and for each i ∈ I we have λ(i) = k. Therefore, we can choose in I a sequence
S of length c+ 1 as stated in the lemma.
Assume now that ℓ < k, and let S := {j ∈ I | λ(j) = ℓ}. If the lemma is false
then |S| ≤ c. Therefore, there are at most c+1 sub-intervals of I without an index
j ∈ S. At least one such sub-interval I ′ should have length at least∑k
i=ℓ c(c+ 1)
i−ℓ − c
c+ 1
=
∑k
i=ℓ+1 c(c+ 1)
i−ℓ
c+ 1
=
k∑
i=ℓ+1
c(c+ 1)i−(ℓ+1).
Since for each j ∈ I ′ we have λ(j) ≥ ℓ + 1, we contradict the choice of ℓ to be the
maximum. Hence, |S| ≥ c + 1, and again we can choose c + 1 indices as stated in
the lemma. 
Lemma 8. If L has k-length at most c, then n < lk(c).
Proof. The proof is the same as in [15, Lemma 3.3], and again we include it for
completeness. Assume that n ≥ lk(c). By Lemma 7 for some 0 ≤ s ≤ k there is a
sequence S := (i1, i2, . . . , ic+1) of c+ 1 indices such that i1 < i2 < · · · < ic < ic+1,
λ(ij) = s and ij and ij+1 are λ-linked. Let . be a pmo with k-length at most c for L
on the s-labelled graphs. By Lemma 6 there exists a graph G′ pivot equivalent to G
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such that cutrkG′[Xij∪Xij+1 ]
(Xij ) = s for every j ∈ [c+1]. Let (αic+1 , βic+1 ,Mic+1)
be the well-defined triplet at ic+1 associated with π and G
′, and for every ij < ic+1
let αij be the subgraph of αic+1 induced by Xij . Since whenever ij < iℓ we have
αij is an induced subgraph of αiℓ , we can then conclude that αij . αiℓ because .
is a pmo.
Since the pmo . has k-length at most c, there are ij and iℓ in S such that ij < iℓ
and αiℓ . αij . Let us choose ij and iℓ to be the greatest indices with the property
that αiℓ . αij . We can deduce then that iℓ = ij+1, otherwise since αij is a proper
pivot-minor of αij+1 we would also have by transitivity αiℓ . αij+1 contradicting
(ij, iℓ) are the greatest indices.
Since λ(Xij+1 ) = s and cutrkG′[Xij+1∪Xij+2 ]
(Xij ) = s, one can deduce from
Theorem 2 that there exist an s-labelled graph βij+1 and an s × s-matrix Mij+1
such that (αij+1 , βij+1 ,Mij+1) is a well-defined triplet at ij+1 associated with π and
G′. From Proposition 1 we know that G′ is not in L. Now αij ⊗Mij+1 βij+1 is not
in L otherwise G′ = αij+1 ⊗Mij+1 βij+1 would be in L because αij+1 . αij and .
is a pmo. Now, αij ⊗Mij+1 βij+1 is a proper induced subgraph of G
′, i.e., G has a
proper pivot-minor not in L. This contradicts the fact that G is an obstruction for
L, and then we conclude that that n < lk(c). 
Proof of Theorem 3. By Lemma 4 G has a linked linear layout π : V (G)→ [|V (G)|]
of width at most p. By Lemma 8 |V (G)| ≤ cO(p). 
4. Obstructions for Linear Rank-Width
In this section, we prove the main result of this paper.
Theorem 5 (Main Theorem). Let F be a finite field and let σ be a sesqui-morphism
on F. If G is a pivot-minor obstruction for σ-symmetric F∗-graphs of linear rank-
width at most p, then |VG| is at most doubly exponential in O(p).
To prove this theorem, we first construct a pseudo-minor order in terms of some
systems, called linear s-profiles, which can be obtained from linear layouts by ex-
tracting essential sets of vectors. In the second phase, we show that the p-length of
this particular pseudo-minor order is bounded, by proving that the number of all
possible minimal linear s-profiles is bounded.
4.1. Constructing a Proper Pseudo-Minor Order. Let s ≥ 0. We fix a fi-
nite field Fand σ a sesqui-morphism on F. A linear s-profile is a tuple (Y :=
(Y1, Y2), Z := (Z1, Z2), µ,M, t) where t is an integer, and for every i ∈ [t], M(i),
Y (i) := (Y1(i) Y2(i)) and Z(i) := (Z1(i) Z2(i)) are matrices over F such that the
rows of Y2(i) and Z2(i) are vectors in F
s, µ is a F-multiset of triples {(vi, vj , t) |
vi, vj ∈ F
s, t ∈ F∗}, and Y1(i) ·M(i) · Z1(i)
t is well-defined. We moreover require
that for each 1 ≤ i ≤ t the matrix Rest(Y2(i)) is always a sub-matrix of Rest(Y2(j))
for all j > i, and similarly Rest(Z2(j)) is a sub-matrix of Rest(Z2(i)) for all i < j,
where Rest(A) is the matrix restricted to non-repeated row vectors.
We now define widths of linear s-profiles. An (s, p)-matrix tuple is a tuple D :=
(Γ, N, P := (P1, P2), Q := (Q1, Q2)) where Γ is of order s×s, P2 and Q2 of order at
most |F|p+s×s, P1 and Q1 of order at most |F|p+s×p and N of order at most p×p.
The row indices of P and Q are denoted by V (P ) and V (Q), respectively. Let E :=
(Y, Z, µ,M, t) be a linear s-profile with µ = {(v11 , v
1
2 , t1), (v
2
1 , v
2
2 , t2), . . . , (v
k
1 , v
k
2 , tk)}.
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For each i ∈ [t] and an (s, p)-matrix tuple D with p ≥ max{rk(Y1(i) ·M(i) ·Z1(i)t |
i ∈ [t]} let
AE,D(i) :=
(
Y1(i) ·M(i) · Z1(i)t Y2(i) · Γ ·Q2
t
(Z2(i) · Γ · P2
t)t P ′
)
.
where P ′ = (P1 · N · Qt1) ∗ (Cv11 , Cv12 , t1) ∗ (Cv21 , Cv22 , t2) ∗ · · · ∗ (Cvk1 , Cvk2 , tk) where
for each 1 ≤ i ≤ k,
(1) Cvi1 is the function from V (P ) to F that maps y ∈ V (P ) to v
i
1 · Γ · P2(y)
t,
(2) Cvi2 is the function from V (Q) to F that maps y ∈ V (Q) to v
i
2 · Γ ·Q2(y)
t.
For each i, let
p− wd(i) := max
over all (s, p)-matrix tuple D
{rk(AE,D(i))}.
The p-width of E is defined as max{p − wd(i) | i ∈ [t]}. It is worth noticing that
the p-width of a linear s-profile is always a finite integer.
Fact 1. If (Y, Z, µ,M, t) is a linear s-profile of p-width k, then (Y ′, Z ′, µ,M ′, t) is
also a linear s-profile of p-width k with Y ′(i) := Z(t− i+ 1), Z ′(i) := Y (t− i+1),
and M ′(i) :=M(t− i+1)t, called the dual of E and denoted by Ed. Furthermore,
for every (s, p)-matrix tuple D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) we have
rk(AE,D(t− i+ 1)) = rk(AEd,Dd(i)) where D
d := (Γ, N t, (Q1, Q2), (P1, P2)).
Let (G, γ, µ) be a boundaried (s, σ,F∗)-graph and (N,P,M,L, t) a linear encod-
ing of G of width k constructed from Theorem 2. Recall that an (s, σ,F∗)-graph
(G, γ) is regarded as a boundaried (s, σ,F∗)-graph with the empty boundary. Then
the tuple (Y, Z, µ,M, t) where Y (t) := (0 γ), Z(t) := 0, M(t) := 0, and for each
i ∈ [t− 1] we have the matrix Y (i) as a set of rows (ordered following the order of
N and γ)
{(u v) | ∃ x ∈ Xi, u ∈ N(i), γ(x) = v, MG[x,Xi] = u ·M(i) · P (i)
t}
and similarly the matrix Z(i) as a set of rows
{(u v) | ∃ y ∈ Xi, u ∈ P (i), γ(y) = v, MG[Xi, y] = N(i) ·M(i) · u
t},
is a linear s-profile of k-width at most |F|2·(k+s) called the (G, γ, µ)-profile of
(N,P,M,L, t). A linear s-profile E of k-width at most |F|2·(k+s) is a linear s-
profile of (G, γ, µ) if E is a (G, γ, µ)-profile of some linear encoding of G of width
≤ k.
Definition 1. Let (Y, Z, µ,M, t) be a linear s-profile and i ∈ [t]. Then (Y ′, Z ′, µ,M ′, t+
1) is a subdivision of (Y, Z, µ,M, t) at i if the following conditions are satisfied
• Y ′(j) := Y (j), Z ′(j) := Z(j), M ′(j) :=M(j) for all j ≤ i,
• Y ′(j + 1) := Y (j), Z ′(j + 1) := Z(j), M ′(j + 1) :=M(j) for all i ≤ j ≤ t.
If there is a sequence E1, . . . , Er of linear s-profiles such that Ei+1 is a subdivision
of Ei, then we also call Er a subdivision of E1.
It is worth noticing that if E is a linear s-profile of p-width k of (G, γ, µ), then
any subdivision of E is also a linear s-profile of p-width k of (G, γ, µ).
Definition 2. A linear s-profile E := (Y, Z, µ,M, t) is directly p-dominated by
another linear s-profile E′ := (Y ′, Z ′, µ′,M ′, t), written E ≤pDD E
′, if for each
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i ∈ [t] and each (s, p)-matrix tuple D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) we
have
rk
(
AE,D(i)
)
≤ rk
(
AE′,D(i)
)
.
One can easily check that the relation ≤pDD is transitive and since it is reflexive
is a quasi-order. A linear s-profile E1 is p-dominated by another linear s-profile
E2, written E1 ≤
p
D E2, if there are subdivisions E
′
1 and E
′
2 of respectively E1 and
E2 such that E
′
1 ≤
p
DD E
′
2.
Fact 2 ([15]). If E′ is a subdivision of a linear s-profile E at i, and E ≤pDD F
then there exists a subdivision F ′ of F at i such that E′ ≤pDD F
′. Therefore, if
E1, . . . , Er is a sequence of linear s-profiles such that Ei+1 is a subdivision of Ei at
ij, and E1 ≤
p
DD F1, then there exists a sequence F1, . . . , Fr of linear s-profiles such
that Fi+1 is a subdivision of Fi at ij and Ei+1 ≤
p
DD Fi+1.
Lemma 9 ([15]). If E′ and E′′ are two subdivisions of a linear s-profile E, then
there exists a common subdivision F of E′ and E′′.
Proposition 2. [15, Theorem 4.3] The relation ≤pD is a quasi-order.
We denote by ≃pD the relation such that E ≃
p
D F if E ≤
p
D F and F ≤
p
D E. It is
clearly an equivalence relation from Proposition 2.
Observation 1. Let E := (Y, Z, µ,M, t) be a linear s-profile. We first observe
that if rk(Y1(i) ·M(i) · Z1(i)t) = k then we can respectively replace Y (i), Z(i) and
M(i) by some Y ′(i), Z ′(i) and M ′(i), each of Y ′(i) and Z ′(i) of order at most
|F|k+s × (k+ s), M ′(i) of order k× k, and obtain a linear s-profile equivalent to E
w.r.t. ≃pD. Moreover, the linear s-profile E
′ := (Y ′, Z ′, µ,M ′, t) obtained from E
by adding to Y (i), Z(i) and M(i) some zero rows and zero columns for some i ∈ [t]
is equivalent to E w.r.t. ≃pD. We can therefore assume that if E := (Y, Z, µ,M, t)
is a linear s-profile, then for each i 6= j, Y (i) and Y (j) have the same number of
rows and columns, and similarly for Z(i) and Z(j), and M(i) and M(j), and if
k := max{rk(Y1(i) ·M(i) · Z1(i)t) | i ∈ [t]}, the M(i)s are of order k × k, and the
Y (i) and Z(i)s are of order at most |F|k+s × (k + s).
Let p ≥ 0 be a positive integer. For a boundaried (s, σ,F∗)-graph (G, γ, µ)
we denote by Extp(G, γ, µ) the set of all subdivisions of all its linear s-profiles
of p-width at most p. Let .p be the relation such that for any two boundaried
(s, σ,F∗)-graphs (G, γG, µG) and (H, γH , µH) we have (H, γH , µH) .
p (G, γG, µG)
if for every F ∈ Extp(G, γG, µG) there is E ∈ Extp(H, γH , µH) such that E ≤
p
DD F ,
and if (NG, PG,MG, LG, t) and (NH , PH ,MH , LH , t) are linear encodings associated
respectively with E and F , then for each 1 ≤ i ≤ t we have |L−1H (i)| ≤ |L
−1
G (i)|.
We want to prove that .p is a pmo for graphs of linear rank-width at most p on
(s, σ,F∗)-graphs.
As in [15] let us introduce a notion of mergeability. Let Γ be a matrix and let
(N,P,Q,L, t) and (N ′, P ′, Q′, L′, t) be two linear encodings of G and H respec-
tively, and let E := (Y, Z, µG,M, t) and E
′ := (Y ′, Z ′, µH ,M
′, t) be (G, γG, µG)
and (H, γH , µH) profiles of (N,P,Q,L, t) and (N
′, P ′, Q′, L′, t) respectively, where
µG = {(v11 , v
1
2 , t1), (v
2
1 , v
2
2 , t2), . . . , (v
k
1 , v
k
2 , tk)} and µH = ∅. The row indices of Y
′
and Z ′ are denoted by V (Y ′) and V (Z ′), respectively.
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We say that E is p-mergeable with E′ by Γ if for every i ∈ [t]
rk
Y1(i) ·M(i) · Z1(i)t Y2(i) · Γ · Z ′2(i)t
(Z2(i) · Γ · Y ′2(i)t)
t
N
 ≤ p.
where N = (Y ′1(i) ·M ′(i) ·Z ′1(i)t)∗(Cv11 , Cv12 , t1)∗(Cv21 , Cv22 , t2)∗· · ·∗(Cvk1 , Cvk2 , tk)
and for each 1 ≤ i ≤ k,
(1) Cvi1 is a function from V (Y
′) to F that maps y ∈ V (Y ′) to vi1 · Γ · Y
′
2(y)
t,
(2) Cvi2 is a function from V (Z
′) to F that maps y ∈ V (Z ′) to vi2 · Γ · Z
′
2(y)
t.
The following is a direct consequence of the definitions of direct p-dominance
and p-mergeability.
Fact 3. Let E,E′ and E′′ be linear s-profiles, and Γ a matrix. If E′ ≤pDD E, and
E is p-mergeable with F by Γ, then E′ is p-mergeable with F by Γ.
Lemma 10. Let E and F be linear s-profiles of respectively (G, γG, µG) and (H, γH),
and let (N,P,M,L, t) and (N ′, P ′,M ′, L′, t) be linear encodings of G and H asso-
ciated with E and F respectively. If for each 1 ≤ i ≤ t at most one vertex of
VG ∪ VH is mapped into i by L ∪ L′, and E is p-mergeable with F by Γ then
lrwd((G, γG, µG)⊗Γ (H, γH)) ≤ p.
Proof. Let E := (Y, Z, µG,M, t) and F := (Y
′, Z ′, µH ,M
′, t) where µH = ∅ and
µG = {(v11 , v
1
2 , t1), (v
2
1 , v
2
2 , t2), . . . , (v
k
1 , v
k
2 , tk)}. We define that
(1) Cvi1 is a function from V (Y
′) to F that maps y ∈ V (Y ′) to vi1 · Γ · Y
′
2(y)
t,
(2) Cvi2 is a function from V (Z
′) to F that maps y ∈ V (Z ′) to vi2 · Γ · Z
′
2(y)
t,
where the row indices of Y ′ and Z ′ are denoted by V (Y ′) and V (Z ′), respectively.
Let π : VG ∪ VH → [t] such that
π(x) :=
{
L(x) if x ∈ VG,
L′(x) if x ∈ VH .
By the assumption π is an injective mapping, and let us take it as a linear layout
of K := (G, γG, µG)⊗Γ (H, γH). For each j < t let Xj := {x ∈ VG∪VH | π(x) ≤ j},
and let
A(j) :=
Y1(j) ·M(j) · Z1(j)t Y2(j) · Γ · Z ′2(j)t
(Z2(j) · Γ · Y ′2(j)t)
t
N
 .
where N = (Y ′1(j)·M ′(j)·Z ′1(j)t)∗(Cv11 , Cv12 , t1)∗(Cv21 , Cv22 , t2)∗· · ·∗(Cvk1 , Cvk2 , tk).
By the definition of p-mergeability rk(A(j)) ≤ p. Now by the definition of linear
s-profiles of s-labelled graphs and Theorem 2 we have that MK [Xj , Xj] is obtained
from A(j) by copying rows and columns, i.e., rk(MK [Xj , Xj ]) ≤ p. Hence, each
cut (Xj , Xj) of π has rank at most p, i.e., lrwd(K) ≤ p. 
The following proves that .p respects L.
Proposition 3. Let (G, γG, µG), (G
′, γG′ , µG′) be two boundaried (s, σ,F
∗)-graphs,
and let (H, γH) be an (s, σ,F
∗)-graph. Let Γ be a matrix. If lrwd((G, γG, µG) ⊗Γ
(H, γH)) ≤ p and (G′, γG′ , µG′) .p (G, γG, µG), then lrwd((G′, γG′ , µG′)⊗Γ(H, γH)) ≤
p.
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Proof. Let π := x1x2 . . . xt be a linear layout of (G, γG, µG)⊗Γ (H, γH) of width at
most p. Let LG : VG → [t] be such that LG(x) := L(x), and let us similarly de-
fine LH . From Theorem 2 one can construct linear encodings (NG, PG,MG, LG, t)
of width pG and (NH , PH ,MH , LH , t) of width pH of (G, γG, µG) and (H, γH) re-
spectively. Let us denote by EG and EH the (G, γG, µG) and (H, γH) profiles of
(NG, PG,MG, LG, t) and (NH , PH ,MH , LH , t) respectively. Clearly, from their def-
initions, EG is p-mergeable with EH by Γ.
Since (G′, γG′ , µG′) .
p (G, γG, µG) there is a linear s-profile EG′ of (G
′, γG′ , µG′)
such that EG′ ≤
p
D EG. Hence, there are subdivisions E
′
G and E
′
G′ of EG and
EG′ respectively such that E
′
G′ ≤
p
DD E
′
G. Moreover, if (NG, PG,MG, LG, ℓ) and
(NG′ , PG′ ,MG′ , LG′ , ℓ) are respectively linear encodings of (G, γG, µG) and (G
′, γG′ , µG′)
associated with E′G and E
′
G′ respectively, then for each 1 ≤ i ≤ t we have that
|L−1G′ (i)| ≤ |L
−1
G (i)|. Let E
(1)
G := EG, E
(2)
G , . . . , E
(l)
G := E
′
G be a sequence of linear
s-profiles such that E
(r+1)
G is a subdivision of E
(r)
G at ir for 1 ≤ r ≤ l−1. Let us de-
note by (N
(r)
G , P
(r)
G ,M
(r)
G , L
(r)
G , t+ r) the linear encoding of G associated with E
(r)
G .
One can subsequently define a sequence of linear s-profiles E
(1)
H := EH , . . . , E
(l)
H
such that E
(r+1)
H is a subdivision of E
(r)
H at ir, for 1 ≤ r ≤ l − 1, and E
(r)
G is
p-mergeable with E
(r)
H for 1 ≤ r ≤ l. One can moreover associate with every E
(r)
H a
linear encoding (N
(r)
H , P
(r)
H ,M
(r)
H , L
(r)
H , t+ r) of H such that for each 1 ≤ i ≤ t+ r
at most one of VG ∪ VH is mapped into i by L
(r)
G ∪ L
(r)
H .
One notices that E′G′ and E
(l)
H are linear s-profiles of (G
′, γG′ , µG′) and (H, γH)
respectively, and furthermore (G′, γG′ , µG′) is p-mergeable with (H, γH) from Fact 3.
Since |L−1G′ (i)| ≤ |L
−1
G (i)| and at most one vertex in VG ∪ VH is mapped into i by
LG∪L
(l)
H , one can conclude from Lemma 10 that lrwd((G
′, γG′ , µG′)⊗Γ (H, γH)) ≤
p. 
We can now prove that .p is a pmo.
Lemma 11. Let (G, γG, µG) be an s-labelled graph. For every induced subgraph
(H, γH , µH) of (G, γG, µG) we have that (H, γH , µH) .
p (G, γG, µG).
Proof. LetE := (Y, Z, µ,M, t) be a linear s-profile of (G, γG, µG) and let (N,P,M,L, t)
be a linear encoding of G of width k such that E is its (G, γG, µG) profile. Sup-
pose (H, γH , µH) is an induced subgraph of (G, γG, µG), and let L
′ be the restric-
tion of L to VH . By the definition of induced subgraph, µH = µG. From Theo-
rem 2 one can deduce from (N,P,M,L, t) a linear encoding (N ′, P ′,M ′, L′, t) of
(H, γH , µH) of width at most k such that N
′, P ′ and M ′ are sub-matrices of N , P
and M respectively. Now, let E′ := (Y ′, Z ′, µH ,M
′, t) be the (H, γH , µH) profile
of (N ′, P ′,M ′, L′, t). From the definition of E′ the matrices Y ′, Z ′ and M ′ are
sub-matrices of Y , Z and M respectively. Therefore, E′ ≤pDD E since for each i we
have, by construction of E′, that rk(AE′,D(i)) ≤ rk(AE,D(i)). 
Lemma 12. Let (G, γG, µG) be a boundaried (s, σ,F
∗)-graph and let x, y ∈ VG such
that MG[x, y] = t. If (G
′, γ, µ) is a pivot complementation at xy of (G, γG, µG),
then (G′, γ, µ) .p (G, γG, µG).
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Proof. By the definition of pivot complementation we know that G′ = G ∧ xy,
µ := µG∆F{(γ(x), γ(y), t)}, and
γ(z) =

(1/σ(t)) · γG(y) z = x,
(σ(1)/t) · γG(x) z = y,
γG(z)− (MG[z, x]/σ(t)) · γG(y)− (MG[z, y]/t) · γG(x) otherwise.
Let µG = {(v11 , v
1
2 , t1), (v
2
1 , v
2
2 , t2), . . . , (v
k
1 , v
k
2 , tk)}.
Let E := (Y, Z, µG,M, t) be a linear s-profile of (G, γG, µG) and let (N,P,M,L, t)
be the linear encoding of G such that E is its (G, γG, µG) profile. From Theorem
2 one can deduce a linear encoding (N ′, P ′,M ′, L, t) of G ∧ xy, of same width as
(N,P,M,L, t), such that for each i ≤ t ,N ′(i)·M ′(i)·P ′(i)t = MG∧vw[V (N(i)), V (P (i))]
where V (N(i)), V (P (i)) are the sets of row indices of N(i) and P (i), respec-
tively. Let E′ := (Y ′, Z ′, µ,M ′, t) be the linear s-profile of (G′, γ, µ) associated with
(N ′, P ′,M ′, L, t). From the construction of E′ it remains to prove that E′ ≤pDD E.
Let i ≤ t, and let D := (Γ, R, P := (P1, P2), Q := (Q1, Q2)) be an (s, p)-matrix
tuple and let VP and VQ be the row indices of P and Q, respectively. We define
that for each 1 ≤ i ≤ k,
(1) Cvi1 is a function from VP to F that maps y ∈ VP to v
i
1 · Γ · P2(y)
t,
(2) Cvi2 is a function from VQ to F that maps y ∈ VQ to v
i
2 · Γ ·Q2(y)
t.
Also, let us define
A := Y1(i) ·M(i) · Z1(i)
t B := Y2(i) · Γ ·Q
t
2 C := (Z2(i) · Γ · P2
t)t
A′ := Y ′1(i) ·M(i) · Z
′
1(i)
t
B′ := Y ′2(i) · Γ ·Q2
t C′ := (Z ′2(i) · Γ · P2
t)t
and
D := (P1 ·R ·Q
t
1) ∗ (Cv11 , Cv12 , t1) ∗ (Cv21 , Cv22 , t2) ∗ · · · ∗ (Cvk1 , Cvk2 , tk)
D′ := D ∗ (γ(x), γ(y), t).
Then by definition,
AE,D(i) :=
(
A B
C D
)
and AE′,D(i) :=
(
A′ B′
C′ D′
)
.
Now we claim that rk(AE,D(i)) = rk(AE′,D(i)). We choose S, T ⊆ VG that are
indices of N(i), P (i), respectively, such that MG[S, T ] = A. If MG[x, VG \ {x, y}] =
MG[y, VG \ {x, y}] and γG(x) = γG(y), then pivoting xy will not change anything.
So, we may assume that at least one of the equalities does not hold, and therefore
we can assume without loss of generality that {x, y} ⊆ S ∪ T . Let H be the graph
with VH = S ∪ T ∪VP ∪ VQ such that MH [S ∪T ] = MG[S ∪ T ], MH [VP ∪ VQ] = D,
and MH [U, VR] = U2(i) · Γ · Rt2 for each U ∈ {Y, Z} and R ∈ {P,Q}. From the
construction of H , it is clear that MH [S ∪ VP , T ∪ VQ] = AE,D(i). By Lemma 2, it
is enough to show that MH∧xy[S ∪ VP , T ∪ VQ] = AE′,D(i).
In the encoding (N ′, P ′,M ′, L, t), N ′(i) and P ′(i) satisfy that N ′(i) · M ′(i) ·
P ′(i)t = MG∧xy[V (N(i)), V (P (i))]. Since Y1(i) and Z1(i) consist of vectors in N
′(i)
and P ′(i) respectively, A′ = Y ′1(i) ·M
′(i) · Z ′1(i)
t = MG∧xy[S, T ] =MH∧xy[S, T ].
Now we want to observe the submatrices B and C. Note that by the change of γ
from γG, Y
′
2(i) and Z
′
2(i) are transformed from Y2(i) and Z2(i), respectively. From
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this fact, we can observe that for z ∈ S and q ∈ VQ,
B′[z, q] = (Y ′2(i) · Γ ·Q
t
2)[z, q]
=

(1/σ(t)) ·MH [y, q] z = x,
(σ(1)/t) ·MH [x, q] z = y,
MH [z, q]− (MG[z, x]/σ(t)) ·MH [y, q]− (MG[z, y]/t) ·MH [x, q] otherwise
=MH∧xy[z, q].
This implies that MH∧xy[S, VQ] = B
′, and similarly, we can easily check that
MH∧xy[T, VP ] = (C
′)t.
It remains to show that D′ = MH∧xy[VP , VQ]. From the definition of pivot
complementation, for each p ∈ VP , q ∈ VQ, we know that
MH∧xy[p, q] =MH [p, q]− (MH [p, x] ·MH [y, q])/σ(t)− (MH [p, y] ·MH [x, q])/t
For each z ∈ {x, y} and r ∈ {p, q}, since γ(z) · Γ · P2(r)t = MH [z, r], we have that
Cγ(z)(r) = MH [z, r]. Therefore,
MH [p, q]− (MH [p, x] ·MH [y, q])/σ(t)− (MH [p, y] ·MH [x, q])/t
=MH [p, q]− (σ(Cγ(x)(p)) · Cγ(y)(q))/σ(t)− (σ(Cγ(y)(p)) · Cγ(x)(q))/t
= (MH [VP , VQ] ∗ (Cγ(x), Cγ(y), t))[p, q].
Finally, we have that
D′ = D ∗ (Cγ(x), Cγ(y), t) = MH [VP , VQ] ∗ (Cγ(x), Cγ(y), t) =MH∧vw[VP , VQ].
Altogether, we prove that MH∧xy[S ∪ VP , T ∪ VQ] = AE′,D(i), and therefore
rk(AE,D(i)) = rk(AE′,D(i)).
Since i is arbitrary, we conclude that E′ ≤pDD E. 
From Lemmas 11 and 12 we can deduce that .p is a pmo.
Proposition 4. Let (G, γG, µG) be a boundaried s-labelled graph. For every (H, γH , µH)
that is a pivot-minor of (G, γG, µG), we have that (H, γH , µH) .
p (G, γG, µG).
4.2. Bounding the Length of a Pseudo-Minor Order. The goal now is to
bound the size of the chains of the pmo .p. The method consists in defining an
equivalence relation and proving that in each equivalence class there is a member
of bounded size.
A linear s-profile (Y, Z, µ,M, t) is redundant if there are indices i and j such that
|j − i− 1| ≥ 1 and for each min{i, j} ≤ ℓ ≤ max{i, j}
(R1) Rest(Y2(i)) = Rest(Y2(ℓ)) = Rest(Y2(j)) andRest(Z2(i)) = Rest(Z2(ℓ)) =
Rest(Z2(j)),
(R2) For each (s, p)-matrix tuple D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) we
have
rk(AE,D(i)) ≤ rk(AE,D(ℓ)) ≤ rk(AE,D(j)).
We call the pair (i, j) a p-redundant pair. Given E := (Y, Z, µ,M, t) and a
p-redundant pair (i, j), the p-shortcut of E at (i, j) is the linear s-profile E′ :=
(Y ′, Z ′, µ,M ′, t− (j − i− 1)) where for each s ≤ i,
(Y ′(s), Z ′(s),M ′(s)) := (Y (s), Z(s),M(s))
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and for each s > i,
(Y ′(s),Z ′(s),M ′(s)) :=
(Y (s+ (j − i− 1)), Z(s+ (j − i− 1)),M(s+ (j − i− 1)))).
Proposition 5. Let E be a linear s-profile and E′ a p-shortcut of E at (i, j). Then
E ≃pD E
′.
Proof. We can assume without loss of generality that j > i. If we subdivide E′ at i
for (j − i− 1) times and denote it by F ′ we clearly have F ′ ≤pDD E, i.e., E
′ ≤pD E.
Similarly, if we subdivide E′ at j for (j − i− 1) times and denote it by F ′′ we also
have E ≤pDD F
′′, i.e., E ≤pD E
′. Therefore, E′ ≃pD E. 
A linear s-profile is called non-p-redundant if it does not contain a p-redundant
pair. Now for each equivalence class w.r.t. ≃pD we can only consider non-p-
redundant ones thanks to Proposition 5.
A non-p-redundant linear s-profile E := (Y, Z, µ,M, t) is called a p-homogenous
linear s-profile if for each i 6= j we have
(Rest(Y2(i)), Rest(Z2(i))) = (Rest(Y2(j)), Rest(Z2(j))).
For a p-homogenous linear s-profile (Y, Z, µ,M, t) and (s, p)-matrix tuple D :=
(Γ, N, P := (P1, P2), Q := (Q1, Q2)) the index i ∈ [t] is called an extreme index
w.r.t. D if either
(
rk(AE,D(i)) > rk(AE,D(i
′)) for all i′ 6= i
)
, or
(
rk(AE,D(i)) <
rk(AE,D(i
′)) for all i′ 6= i
)
.
Lemma 13. Let D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) be an (s, p)-matrix
tuple. Every p-homogenous linear s-profile (Y, Z, µ,M, t) with t ≥ 2 has an extreme
index w.r.t. D.
Proof. The proof is the same as in [15, Lemma 4.8]. Let us define Inf := min{rk(AE,D(s)) |
s ∈ [t]} and Sup := max{rk(AE,D(s)) | s ∈ [t]}. LetMin := {s ∈ [t] | rk(AE,D(s)) =
Inf} and let Max := {s ∈ [t] | rk(AE,D(s)) = Sup}. If the lemma is false then
since neither Min nor Max is empty, we have clearly that |Min|, |Max| ≥ 2. Let
us enumerate the indices of Min ∪Max as i1 < i2 < · · · < ip.
Assume first there is 1 ≤ j ≤ p such that ij and ij+1 are both in the same
set, say Min. If ij+2 is in Max, then the pair (ij , ij+2) is p-redundant since for
each ij ≤ ℓ ≤ ij+2 we have rk(AE,D(ij)) ≤ rk(AE,D(ℓ)) ≤ rk(AE,D(ij+2)) and
|ij+2 − ij| ≥ 1 because ij ≤ ij+1 ≤ ij+2. Similarly, if ij−1 is in Max, then also for
similar reasons (ij+1, ij−1) is a p-redundant pair. In both cases we contradict the
non-p-redundancy of E. The case when ij and ij+1 are in Max is analogous.
From above if i1 ∈ Min, then i4 ∈ Max, and similarly if i1 ∈ Max, then
i4 ∈ Min. In the first case (i1, i4) is a p-redundant pair, and in the second case
(i4, i1) is a p-redundant pair. We again contradict the non-p-redundancy of E. We
can thus conclude that one of Min and Max has exactly one element. 
Lemma 14. Let D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) be an (s, p)-matrix
tuple. Let E := (Y, Z, µ,M, t) with t ≥ 2 be a p-homogenous linear s-profile such
that 1 is an extreme index w.r.t. D. Then 2 is also an extreme index w.r.t. D.
Proof. The proof is similar to [15, Lemma 4.9]. Suppose that rk(AE,D(1)) <
rk(AE,D(i)) for all 1 < i ≤ t. We claim that rk(AE,D(2)) > rk(AE,D(i)) for
all i 6= 2. Let Sup := max{rk(AE,D(j)) | j ∈ [t]} and let Max := {j ∈ [t] |
rk(AE,D(j)) = Max}. Let ik be the greatest index in Max. If ik 6= 2, then (1, ik)
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is a p-redundant pair, contradicting that E is non-p-redundant. We conclude that
ik = 2, which implies that rk(AE,D(2)) > rk(AE,D(i)) for all i 6= 2. The case
rk(AE,D(1)) > rk(AE,D(i)) for all 1 < i ≤ t is similar. 
Lemma 15. Let D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) be an (s, p)-matrix
tuple and let E := (Y, Z, µ,M, t) be a p-homogenous linear s-profile such that
max{rk(AE,D(i)) | i ∈ [t]} ≤ p′. If 1 is an extreme index w.r.t. D then t ≤ p′ + 1.
Proof. By induction on p′. If p′ = 0, then if 1 is an extreme index we have
rk(AE,D(1)) = 0, and then we cannot have another index with value strictly greater
and smaller than 0. Assume now that p′ > 0. If rk(AE,D(1)) > rk(AE,D(i))
for all 1 < i ≤ t, then let E′ := (Y ′, Z ′,M ′, t − 1) which is the restriction of
E to {2, . . . , t} and if rk(AE,D(1)) < rk(AE,D(i)) for all 1 < i ≤ t, then let
E′ := (Y ′, Z ′,M ′, t − 1) which is the restriction of E to {1, 3, . . . , t}. In both
cases E′ is also a p-homogenous linear s-profile, and in the first case 2 is an ex-
treme index w.r.t. D (by Lemma 14) and in the second case 1 is still an extreme
index w.r.t. D. Moreover, max{rk(AE′,D(i)) | i ∈ [t − 1]} ≤ p′ − 1 since in the
first case max{rk(AE,D(i)) | 2 ≤ i ≤ t} ≤ p′ − 1, and in the second case by Lemma
14 rk(AE,D(2)) > rk(AE,D(i)) for all i 6= 2 . By inductive hypothesis t − 1 ≤ p
′,
meaning t ≤ p′ + 1. 
Lemma 16. Let D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) be an (s, p)-matrix
tuple and let E := (Y, Z, µ,M, t) be a p-homogenous linear s-profile such that
max{rk(AE,D(i)) | i ∈ [t]} ≤ p′. Then t ≤ 2p′ + 1.
Proof. By Lemma 13 E has an extreme index i w.r.t. D. Let E1 be E restricted to
the first i indicies, and let E2 be E restricted to the last indices {i, . . . , t}. In both
cases i is an extreme index w.r.t. D. By Lemma 15 we know that (1) t−i+1 ≤ p′+1.
And with Fact 1 we know that max{rk(AEd1 ,Dd(j)) | j ∈ [i]} = max{rk(AE,D(j)) |
j ∈ [i]} ≤ p′, and then again by Lemma 15 we know that (2) i ≤ p′ + 1. Using (1)
and (2) we can conclude that t ≤ 2p′ + 1. 
Lemma 17. Let D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) be an (s, p)-matrix
tuple and let E := (Y, Z, µ,M, t) be a non-p-redundant linear s-profile such that
max{rk(AE,D(i)) | i ∈ [t]} ≤ p′. Then t ≤ |F|2s · (2p′ + 1).
Proof. Since in a linear s-profile we have the matrices Rest(Y2) that are increasing
and Rest(Z2) that are decreasing, both w.r.t. sub-matrix inclusion, the number of
indices i 6= j such that Rest(Y2(i)) 6= Rest(Y2(j)) is bounded by |F|s and the num-
ber of different indices i′ 6= j′ such that Rest(Z2(i′)) 6= Rest(Z2(j′)) is also bounded
by |F|s, i.e., the number of indices i 6= j such that (Rest(Y2(i)), Rest(Z2(i))) 6=
(Rest(Y2(j)), Rest(Z2(j))) is bounded by |F|
2s. So, the number of maximal p-
homogenous linear s-profiles that are restrictions of E is bounded by |F|2s. By
Lemma 17 the size of each such p-homogenous linear s-profile is bounded by 2p′+1,
i.e., t ≤ |F|2s · (2p′ + 1). 
Proposition 6. The pmo .p for linear rank-width at most p on the linear s-profiles
has length at most (2p+ 1) · |F|p
2+s2+2s+|F|p+s·(4p+2s)+|F|2s+1 .
Proof. Since in each equivalence class of ≃pD one can find a non-p-redundant linear
s-profile, it is enough to bound the number of non-p-redundant linear s-profiles.
Since we are interested in linear s-profiles of p-width at most p, by Observation 1
22 MAMADOU MOUSTAPHA KANTÉ AND O-JOUNG KWON
we are only interested in non-p-redundant linear s-profiles such that each Y (i), Z(i)
is of order |F|p+s × p and each M(i) of order p × p. By Lemma 17 for each D :=
(Γ, N, P := (P1, P2), Q := (Q1, Q2)) and such linear s-profile E := (Y, Z, µ,M, t),
we have that t ≤ |F|2s · (2p+ 1). Also, since each boundary µ is a F-multiset that
consists of triples v1, v2 ∈ F
s, t ∈ F, the maximum of different elements in µ is
|F|2s+1. Then, for each D := (Γ, N, P := (P1, P2), Q := (Q1, Q2)) the number of
such linear s-profiles is bounded by
|F|2s · (2p+ 1) · |F|2·|F|
p+s·p · |F||F|
2s+1
· |F|p
2
.
Since for each such D the matrix Γ is of order at most s × s, P1, Q1 are of order
|F|p+s× p, P2 and Q2 are of order |F|p+s × s, so the number of such Ds is bounded
by
|F|s
2
· |F|2·|F|
p+s·s · |F|2·|F|
p+s·p.
So, the number of such linear s-profiles is bounded by
(2p+ 1) · |F|p
2+s2+2s+|F|p+s·(4p+2s)+|F|2s+1. 
Proof of Main Theorem (Theorem 5). By Proposition 6 linear rank-width at most
p has s-length at most
(2p+ 1) · |F|p
2+s2+2s+|F|p+s·(4p+2s)+|F|2s+1.
Since any obstruction for linear rank-width p has linear rank-width at most p+ 1
we can conclude using Theorem 3 that the number of vertices of G is bounded by(
|F||F|
(2p+1)+log|F|(6p+1)
)O(p+1)
= |F||F|
(2p+1)+2 log|F|(O(p+1))
≤ |F||F|
O(p)
. 
5. Obstructions for Path-Width of Representable Matroids
As a corollary of Theorem 5, we can obtain an upper bound on the size of
obstructions for F-representable matroids of bounded path-width, where F is a
finite field. For connecting our result with matroids, we establish a direct relation
between F-representable matroids and skew-symmetric bipartite F∗-graphs, which
is similar to the relation between binary matroids and bipartite graphs.
We recall the necessary materials about matroids. Let F be a finite field. We
refer to [19] for our matroid terminology. There exist several characterisations of
matroids, but we will define and use only one of them.
A pair M = (EM, IM) is called a matroid if EM, called ground set of M, is a
finite set and IM, called independent sets ofM, is a nonempty collection of subsets
of EM satisfying the following conditions:
(I1): if I ∈ IM and J ⊆ I, then J ∈ IM,
(I2): if I, J ∈ IM and |I| < |J |, then I ∪ {z} ∈ IM for some z ∈ J\I.
A maximal independent set in M is called a base of M. It is well-known that,
if B1 and B2 are bases of M, then |B1| = |B2|. Two matroids M and N are
isomorphic if there exists a bijection h : EM → EN such that I ∈ IM if and only
if h(I) ∈ IN .
If M is a matroid and X a subset of EM, we let (X, {I ⊆ X | I ∈ IM}) be the
matroid denoted by M X . The size of a base of M X is called the rank of X and
the rank function of M is the function rM : 2EM → N that maps every X ⊆ EM
to its rank. The rank of EM is called the rank of M. It is well-known that the
rank function is submodular.
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Let A be a matrix over a field F and let E be the column labels of A. Let I
be the collection of all those subsets I of E such that the columns of A with index
in I are linearly independent. Then M(A) := (E, I) is a matroid. Any matroid
isomorphic to M(A) for some matrix A is said representable over F and A is called
a representation of M over F.
We now define the matroid minor notion. LetM be a matroid. The dual ofM,
denoted by M∗, is the matroid (I ⊆ EM, {EM \ B | B ∈ IM and B is a base}).
For X ⊆ EM, we let M \ X be the matroid M (EM\X) called the deletion of X
from M, and we let M/X be the matroid (M∗ \X)∗ called the contraction of X
from M. A matroid N is a minor of a matroid M if it is isomorphic to M\X/Y
for disjoint subsets X and Y of EM. Observe that F-representable matroids are
closed under minors.
We finish these preliminaries with the notion of path-width of matroids. If M
is a matroid, we let λM, called the connectivity function of M, be such that for
every subset X of EM, λM(X) = rM(X) + rM(E \X)− rM(EM) + 1. It is well-
known that the function λM is symmetric and submodular. The path-width of M,
denoted by pwd(M), is the linear width of λM. The path-width is sometimes called
linear width or linear branch-width. A matroid is said connected if λM(X) ≥ 1
for every subset X of EM. The (inclusionwise) maximal subsets X of EM such
that λM(X) = 1 are called connected components of X . One can easily check that
the path-width of a matroid is equal to the maximum path-width of its connected
components (concatenate optimal linear layouts of its connected components). The
path-width of a matroid does not increase when taking a minor.
Proposition 7 ([19]). Let M be a matroid and N a minor of M. Then, λN (X) ≤
λM(X) for every subset X of EN . Therefore, pwd(N ) ≤ pwd(M).
The main result of this section is the following.
Theorem 6. Let F be a finite field. If M is an F-representable matroid and is an
obstruction for path-width at most p, then |EM| is at most doubly exponential in
O(p).
Let G be a skew-symmetric bipartite F∗-graph with a bipartition (A,B). We
defineMF(G,A,B) as the F-representable matroid represented by the A×V matrix
(IA MG[A,B]) where IA is the A×A identity matrix. IfM =MF(G,A,B), then
we call G a fundamental graph of M.
We can relate the rank function of a F-representable matroid M with the cut-
rank function of its fundamental graph.
Proposition 8. Let G be a skew-symmetric bipartite F∗-graph with a bipartition
(A,B) and let M := MF(G,A,B). For every X ⊆ VG, cutrkG(X) = λM(X)− 1.
Thus, lrwd(G) = pwd(M)− 1.
Proof. We first observe that
MG[X,VG \X ] =
(
0 MG[X ∩A, (VG \X) ∩B]
MG[X ∩B, (VG \X) ∩ A] 0
)
.
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From the definition of the rank function of a matroid, we have that
λM(X)− 1 = rkM(X) + rkM(VG \X)− rkM(VG)
= rk
(
0 MG[(VG \X) ∩ A,X ∩B]
IX∩A MG[X ∩A,X ∩B]
)
+ rk
(
I(VG\X)∩A MG[(VG \X) ∩A, (VG \X) ∩B]
0 MG[X ∩ A, (VG \X) ∩B]
)
− |A|
= rk(MG[(VG \X) ∩ A,X ∩B]) + rk(MG[X ∩A, (VG \X) ∩B])
= cutrkG(X). 
Minors of F-representable matroids are related with pivot-minors of their fun-
damental graphs. From the definition of pivot complementation, it is not hard to
check that every pivot-minor of a skew-symmetric bipartite F∗-graph is a skew-
symmetric bipartite F∗-graph. The next proposition is similar to [16, Proposition
3.3], but for the second statement, we need to be careful thatMG is not symmetric.
Proposition 9. Let G be a skew-symmetric bipartite F∗-graph with a bipartition
(A,B) and let M :=MF(G,A,B). Then the following are satisfied.
(1) MF(G,B,A) =M∗.
(2) For x ∈ A and y ∈ B, MF(G∧xy,A∆{x, y}, B∆{x, y}) =M and MF(G∧
yx,A∆{x, y}, B∆{x, y}) =M.
(3) For x ∈ VG, MF(G \ x,A \ {x}, B \ {x}) =
{
M/x if x ∈ A,
M\ x if x ∈ B.
.
Proof. (1) Since MG is skew-symmetric, M∗ has the following as a representation
(see for instance [19])
(−MG[A,B]
t IB) = (MG[B,A] IB),
which implies that MF(G,B,A) =M
∗.
(2) Note that M has a representation M = (IA MG[A,B]) and any row op-
erations do not change the associated matroid. Also, replacing a column with a
multiple of this column does not change the associated matroid.
We first consider G ∧ xy. The representation matrix M can be written as(
1 0 MG[x, y] MG[x,B \ {y}]
0 IA\{x} MG[A \ {x}, y] MG[A \ {x}, B \ {y}]
)
.
We first multiply the first row by (−MG[z, y]/MG[x, y]) and add it to the row
indexed by z for each z ∈ A\{x}. Then by multiplying the first row by−1/MG[x, y],
and the third column by −1, we obtain a new matrix
M ′ =
(
−1/MG[x, y] 0 1 −MG[x,B \ {y}]/MG[x, y]
−MG[A \ {x}, y]/MG[x, y] IA\{x} 0 M˜
)
,
where
M˜ = MG[A \ {x}, B \ {y}]− (MG[A \ {x}, y] ·MG[x,B \ {y}])/MG[x, y].
By permuting the two columns indexed by x, y and replacing the index of the first
row by y on M ′, we have the matrix(
IA∆{x,y} MG∧xy[A∆{x, y}, B∆{x, y}]
)
.
Therefore, MF(G ∧ xy,A∆{x, y}, B∆{x, y}) =M.
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If we do pivot complementation at yx, then from the definition of pivot comple-
mentation, MG∧yx[A \ {x}, B \ {y}] = MG∧xy[A \ {x}, B \ {y}], and we have
MG∧yx[y, x] =
−1
MG[x, y]
= MG∧xy[y, x],
MG∧yx[y,B \ {y}] =
MG[x,B \ {y}]
MG[x, y]
= −MG∧xy[y,B \ {y}],
MG∧yx[A \ {x}, x] =
MG[A \ {x}, y]
MG[x, y]
= −MG∧xy[A \ {x}, y].
In this case, we first multiply the first column of M by −1. Also, we multiply
the first row by (MG[z, y]/MG[x, y]) and add it to the row indexed by z for each
z ∈ A \ {x}, and multiply the first row by 1/MG[x, y]. Then we have a matrix
M ′′ =
(
−1/MG[x, y] 0 1 MG[x,B \ {y}]/MG[x, y]
MG[A \ {x}, y]/MG[x, y] IA\{x} 0 M˜
)
.
By permuting the two columns indexed by x, y and replacing the index of the first
row by y on M ′′, we obtain the matrix
(IA∆{x,y} MG∧yx[A∆{x, y}, B∆{x, y}]),
and we conclude that MF(G ∧ yx,A∆{x, y}, B∆{x, y}) =M.
(3) If x ∈ B, then M ′ = (IA,MG[A,B \ {x}]) is a representation of M \ x.
Thus, MF(G \ x,A \ {x}, B \ {x}) = M \ x. If x ∈ A, (IB MG[B,A]) is a
representation of M∗ and (IB MG[B,A \ {x}]) is a representation of M
∗ \ x.
Therefore, (IA MG[A \ {x}, B]) is a representation of (M∗ \ x)∗ = M/x, as
required. 
Proposition 10. Let G be a skew-symmetric bipartite F∗-graph with a bipartition
(A,B) and let M := MF(G,A,B). Let x ∈ VG. If x has no neighbor in G, then
M/x = M\ x = MF(G \ x,A \ {x}, B \ {x}). Suppose x has a neighbor y in G.
Then
M\ x =
{
MF(G ∧ xy \ x,A∆{x, y}, B∆{x, y} \ {x}) if x ∈ A
MF(G \ x,A \ {x}, B \ {x}) otherwise,
and,
M/x =
{
MF(G ∧ xy \ x,A∆{x, y} \ {x}, B∆{x, y}) if x ∈ B
MF(G \ x,A \ {x}, B \ {x}) otherwise,
Proof. It is easy to check that if x has no neighbor in G, then M/x = M \ x =
MF(G\x,A\{x}, B\{x}). Suppose that x has a neighbor y inG. If x ∈ B, thenM\
x corresponds to removing the column indexed by x. So,M =MF(G\x,A\{x}, B\
{x}). If x ∈ A, then by Proposition 9, M =MF(G∧ xy,A∆{x, y}, B∆{x, y}) and
M\ x =MF(G ∧ xy \ x,A∆{x, y}, B∆{x, y} \ {x}).
Now we consider the contraction operation. If x ∈ A, then by Proposition 9,
M/x =MF(G\x,A\{x}, B\{x}). If x ∈ B, thenM =MF(G∧xy,A∆{x, y}, B∆{x, y})
and M/x =MF(G ∧ xy \ x,A∆{x, y} \ {x}, B∆{x, y}). 
Corollary 4. For each i ∈ {1, 2}, let Gi be a skew-symmetric bipartite F∗-graph
with a bipartition (Ai, Bi) such that MF(G1, A1, B1) =MF(G2, A2, B2). Then G1
is pivot equivalent to G2.
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Proof. Let M := MF(G1, A1, B1). We prove it by induction on |A1∆A2|. If
A1 = A2, then B1 = B2 and the edges between Ai and Bi should be same because
MF(G1, A1, B1) =MF(G2, A2, B2). Therefore G1 = G2.
Suppose that |A1∆A2| 6= 0. Note that A1 and A2 are basis ofM. If x ∈ A1 \A2,
then by the second condition (I2) for being a matroid, there exists y ∈ A2 \A1 such
thatA1\{x}∪{y} is a base. By Proposition 9,MF(G1∧xy,A1∆{x, y}, B1∆{x, y}) =
M, and since |(A1∆{x, y})∆A2| = |A1∆A2| − 1, by induction hypothesis, G1 ∧ xy
is pivot equivalent to G2. Therefore, G1 is pivot equivalent to G2. 
Proposition 11. (1) Let M1, M2 be F-representable matroids, and let G1
and G2 be fundamental graphs of M1 and M2 respectively. If M1 is a
minor of M2, then G1 is a pivot-minor of G2.
(2) Let G be a skew-symmetric bipartite F∗-graph with a bipartition (A,B). If
G′ is a pivot-minor of G, then there is a bipartition (A′, B′) of G′ such that
MF(G′, A′, B′) is a minor of MF(G,A,B).
Proof. (1) By Proposition 10, there exists a fundamental graph G′1 of M1 such
that G′1 can be obtained from G2 by applying pivot complementations and vertex
deletions. Since both G1 and G
′
1 are fundamental graphs of M1, by Corollary 4,
G1 is pivot equivalent to G
′
1. Therefore, G1 is a pivot-minor of G2.
(2) This is clear from Proposition 9. 
We can deduce this easy lemma.
Lemma 18. Let k be a positive integer. Let M be an F-representable matroid and
G a fundamental graph of M. Then M is a minor obstruction for path-width at
most k if and only if G is a pivot-minor obstruction for linear rank-width at most
k + 1.
Proof. Assume M is an obstruction for path-width at most k. By Proposition 8,
pwd(M) = k + 1 and lrwd(G) = k + 2. If G is not a pivot-minor obstruction for
linear rank-width k+1, then there is a proper pivot-minor G′ that has linear rank-
width k + 2. By Proposition 11 there exists a bipartition (A′, B′) of G′ such that
MF(G′, A′, B′) is a proper minor ofM and has path-width k+1. It contradicts to
that M is a minor obstruction for path-width at most k.
Suppose G is a pivot-minor obstruction for linear rank-width at most k + 1 and
M is not an obstruction for path-width at most k. Then there is a proper minor
N of M that has path-width k + 1. Then by Proposition 11 a fundamental graph
of N is a proper pivot-minor of G and has path-width k + 1, contradicting that G
is a pivot-minor obstruction. 
As a corollary we have the following.
Corollary 5. If M is an F-representable matroid and a minor obstruction for
path-width at most p, then |EM| is at most doubly exponential in O(p).
Proof. Let G be a fundamental graph of M. By Lemma 18 G is a pivot-minor
obstruction for linear rank-width at most p + 1. By Theorem 5 we have that
|EM| = |V (G)| is doubly exponential in O(p). 
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6. Concluding Remarks
We present an |F||F|
O(p)
upper bound on the size of pivot-minor obstructions for
σ-symmetric F∗-graphs of linear rank-width at most p, by exploring the ideas of
Lagergren [15] to bound the size of minor obstructions for graphs of bounded path-
width. For undirected graphs, it implies that vertex-minor obstructions for linear
rank-width at most p have size at most 22
O(p)
, which answers the open question
explicitly posted by Jeong, Kwon, and Oum [11]. As mentioned in the paper, in
theory, one can enumerate all graphs up to that bound and construct the list of
forbidden vertex-minors. This gives the first explicit FPT algorithm on p to decide
whether a given graph has linear rank-width at most p.
Also, as a corollary of the main result, we have an |F||F|
O(p)
upper bound on the
size of minor obstructions for F-representable matroids of path-width at most p.
By the same argument, we have a fixed parameter algorithm to decide whether a
given F-representable matroid with a representation has path-width at most p.
We conclude with some questions.
(1) The bound on the size of the σ-symmetric F∗-graph obstructions for rank-
width at most p does not depend on the size of the field, while our bound
depends on it. Can we obtain a bound not depending on the size of the
field?
(2) Our bound on the size of the vertex-minor obstructions for bounded linear
rank-width is doubly exponential, however the best lower bound is singly
exponential [11]. Is our bound optimal?
References
[1] Isolde Adler, Arthur M. Farley, and Andrzej Proskurowski. Obstructions for linear rank-width
at most 1. Discrete Appl. Math., 168:3–13, 2014.
[2] Isolde Adler, Mamadou Moustapha Kanté, and O-joung Kwon. Linear rank-width of distance-
hereditary graphs. In Dieter Kratsch and Ioan Todinca, editors, Graph-Theoretic Concepts in
Computer Science, volume 8747 of Lecture Notes in Computer Science, pages 42–55. Springer
International Publishing, 2014.
[3] Bruno Courcelle and Mamadou Moustapha Kanté. Graph operations characterizing rank-
width. Discrete Applied Mathematics, 157(4):627–640, 2009.
[4] Bruno Courcelle and Stephan Olariu. Upper bounds to the clique width of graphs. Discrete
Applied Mathematics, 101(1-3):77–114, 2000.
[5] Bruno Courcelle and Sang-il Oum. Vertex-minors, monadic second-order logic, and a conjec-
ture by seese. Journal of Combinatorial Theory, Series B, 97(1):91–126, 2007.
[6] Reinhard Diestel. Graph Theory. Number 173 in Graduate Texts in Mathematics. Springer,
third edition, 2005.
[7] James F. Geelen, Bert Gerards, and Geoff Whittle. Branch-width and well-quasi-ordering
in matroids and graphs. Journal of Combinatorial Theory, Series B, 84(2):270–290, 2002. A
correction is available at http://www.math.uwaterloo.ca/∼jfgeelen/Publications/bn-corr.pdf.
[8] Petr Hliněný. On matroid properties definable in the MSO logic. In Mathematical foundations
of computer science 2003, volume 2747 of Lecture Notes in Comput. Sci., pages 470–479.
Springer, Berlin, 2003.
[9] Petr Hliněný. Branch-width, parse trees, and monadic second-order logic for matroids. J.
Combin. Theory Ser. B, 96(3):325–351, 2006.
[10] Sang il Oum. Rank-width and well-quasi-ordering of skew-symmetric or symmetric matrices.
Linear Algebra and its Applications, 436(7):2008 – 2036, 2012.
[11] Jisu Jeong, O-joung Kwon, and Sang-il Oum. Excluded vertex-minors for graphs of linear
rank-width at most k. European J. Combin., 41:242–257, 2014.
[12] Mamadou Moustapha Kanté and Michaël Rao. The rank-width of edge-coloured graphs.
Theory of Computing Systems, 52(4):599–644, 2013.
28 MAMADOU MOUSTAPHA KANTÉ AND O-JOUNG KWON
[13] Navin Kashyap. Matroid pathwidth and code trellis complexity. SIAM J. Discrete Math.,
22(1):256–272, 2008.
[14] Athanassios Koutsonas, Dimitrios M. Thilikos, and Koichi Yamazaki. Outerplanar obstruc-
tions for matroid pathwidth. Discrete Math., 315:95–101, 2014.
[15] Jens Lagergren. Upper bounds on the size of obstructions and intertwines. J. Comb. Theory,
Ser. B, 73(1):7–40, 1998.
[16] Sang-Il Oum. Rank-width and vertex-minors. Journal of Combinatorial Theory, Series B,
95(1):79–100, 2005.
[17] Sang-il Oum. Rank-width and well-quasi-ordering. SIAM J. Discrete Math., 22(2):666–682,
2008.
[18] Sang-Il Oum and Paul D. Seymour. Approximating clique-width and branch-width. Journal
of Combinatorial Theory, Series B, 96(4):514–528, 2006.
[19] James Oxley. Matroid Theory. Number 21 in Oxford Graduate Texts in Mathematics. Oxford
University Press, second edition, 2012.
[20] Michael J. Tsatsomeros. Principal pivot transforms: properties and applications. Linear Al-
gebra Appl., 307(1-3):151–165, 2000.
Clermont-Université, Université Blaise Pascal, LIMOS, CNRS, Complexe Scien-
tifique des Cézeaux 63173 Aubiére Cedex, France
E-mail address: mamadou.kante@isima.fr
Department of Mathematical Sciences, KAIST, 291 Daehak-ro Yuseong-gu Dae-
jeon, 305-701 South Korea.
E-mail address: ojoung@kaist.ac.kr
