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Abstract
For units δ and α in Fpm, the structure of (δ + αu
2)-constacyclic codes
of length pk over Fpm + uFpm + u
2
Fpm is studied and self-dual (δ + αu
2)-
constacyclic codes are analyzed.
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1 Introduction
The class of constacyclic codes is an important class of linear codes in coding theory,
which can be viewed as a generalization of cyclic codes. Let R be a finite chain ring,
a nonempty subset C of Rn is called a linear code of length n over R if C is an
R-submodule of Rn. For any unit λ in the ring R, C is said to be λ-constacyclic if
(λcn−1, c0, . . . , cn−2) ∈ C for all (c0, c1, . . . , cn−1) ∈ C. If an n-tuple (c0, c1, . . . , cn−1)
is identified with the polynomial c0+ c1x+ . . .+ cn−1x
n−1 in the ring R[x]/〈xn − λ〉,
then λ-constacyclic codes of a given length n over R are in correspondence with
ideals of the ring R[x]/〈xn − λ〉. Special classes of repeated-root constacyclic codes
over certain finite chain rings have been studied by numerous authors.
For any s ≥ 2, let R be the ring Fpm[u]/〈us〉. The ring R has been widely used
as alphabets in certain constacyclic codes (See, for example, [1,2,7,9,10,13,15] and
1E-mail addresses: r.sobhani@sci.ui.ac.ir (R. Sobhani), sunzhonghuas@163.com (Z. Sun), liqi-
wangg@163.com (L. Wang), zhushixin@hfut.edu.cn (S. Zhu).
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the references therein). In general, it seems to be difficult to classify all constacyclic
codes over R and only some constacyclic codes of certain lengths are classified yet.
Dinh [4] classified all constacyclic codes of length 2s over the Galois extension rings
of F2[u]/〈u2〉 and gave their detailed structure. Later, he classified and gave all
constacyclic codes of length ps over Fpm[u]/〈u2〉 in [5]. Recently, Dinh et al. [8]
classified negacyclic codes of 2ps over Fpm[u]/〈u2〉, analyzed the form of dual codes
due to each type and identified self-dual constacyclic codes. Chen et al. [3] classified
all constacyclic codes of length 2ps over Fpm[u]/〈u2〉. Also (1 + αu)-constacyclic
codes of arbitrary length n over Fp[u]/〈us〉 have been studied in details in [9], where
α is a unit element in Fp[u]/〈us〉.
From the above studies, we could see that little work had been done on repeated-
root (δ + αui)-constacyclic codes over R, where s ≥ 3 and i ≥ 2. Recently, the first
author considered (δ + αu2)-constacyclic codes of length pk over Fpm[u]/〈u3〉 and
classified all (δ+αu2)-constacyclic codes of length pk over such ring in [14]. However,
we have discovered a wrong conclusion claiming that a certain polynomial g(x) is
constant, in the proof of Theorem 8 in [14]. Even though, that polynomial may
not be constant, the results before that theorem in [14] are all correct and those in
the continuation of that theorem are correct only for all constant such polynomials.
Hence the classification of the corresponding codes (for the non-constant case) and
specially self-dual codes, would be still incomplete. In this paper we review some
of the results presented in [14] and provide a complete classification for (δ + αu2)-
constacyclic codes of length pk over Fpm [u]/〈u3〉. We also try to classify self-dual
such codes and obtain some results in this respect.
2 (1 + αu2)-Constacyclic codes
In this section we take a review to some structural results presented in [14]. Let
R be the ring Fpm[u]/〈u3〉, α be a nonzero element in Fpm and S be the ring
R[x]/〈xpk − (1 + αu2)〉. Let S be the ring Fpm[x]/〈xpk − 1〉 and µ : S −→ S be
the map which sends f(x) to f(x) mod u. For an ideal C in S and 0 ≤ i ≤ 2, define
Tori(C) to be µ({f(x) ∈ S|uif(x) ∈ C}) which is an ideal of the ring S and we
call it the i-th torsion code of C. Clearly we have Tor0(C) ⊆ Tor1(C) ⊆ Tor2(C).
Hence, related to C, there are integers a ≥ b ≥ c such that Tor0(C) = 〈(x− 1)a〉,
Tor1(C) =
〈
(x− 1)b〉 and Tor2(C) = 〈(x− 1)c〉. The following theorem is a varia-
2
tion of Theorem 2 in [14].
Theorem 1 Let C be an ideal of S and a, b, c are as above. Then C is uniquely
generated by the polynomials
f0(x) = (x− 1)a + u(x− 1)tg(x) + u2h(x),
f1(x) = u(x− 1)b + u2r(x),
f2(x) = u
2(x− 1)c,
in C, where g(x), h(x) and r(x) are polynomials in Fpm [x] with the property that
g(x) = 0 or g(x) is a unit in S with t + deg(g(x)) < b, r(x) = 0 or deg(r(x)) < c
and h(x) = 0 or deg(h(x)) < c. 
If C is an ideal with the unique generators described in Theorem 1, we write C =
〈〈f0(x), f1(x), f2(x)〉〉. Let I be the set of all ideals of S. In [14], the set I has been
divided to the following subsets.
A := {C ∈ I | c = 0 and a+ b ≤ pk},
A′ := {C ∈ I | c = 0 and a+ b ≥ pk},
B := {C ∈ I | a = pk and b+ c ≤ pk},
B′ := {C ∈ I | a = pk and b+ c ≥ pk},
C := {C ∈ I | a < pk, c > 0 and a + c ≤ pk},
C′ := {C ∈ I | a < pk, c > 0 and a+ c ≥ pk}.
We refer to [14] for the structure of ideals in A ∪A′ ∪ B ∪ B′. Here we only review
the structure of ideals in C ∪ C′. Let C be an ideal of S. The annihilator of C,
denoted by Ann(C), is defined to be the set {f(x)|f(x)g(x) = 0, for all g(x) ∈ C}.
Clearly, Ann(C) is also an ideal of S. As declared in [14], the map η : C −→ C′
sending C to Ann(C) is a bijection and hence we only need to determine ideals in
C. The following theorem is indeed [14, Theorem 7].
Theorem 2 Let C = 〈〈f0(x), f1(x), f2(x)〉〉 be an element of C. Then we must have
the following:
(I) b = pk − a+ t,
(II) g(x) is a unit and r(x) = αg−1(x) mod 〈u, (x− 1)c〉,
3
(III) when t 6= 2a− pk − t we have c ≤ min{t, 2a− pk − t}. 
In Theorem 8 of [14] it is claimed that for ideals in C, the polynomial g(x) is
a constant polynomial. This claim is not true in general and g(x) may be non-
constant. In fact, the conclusion made at lines 4 and 5 at page 131 in [14] is wrong.
To be more accurate, in the following, we present a counter-example.
Example 1 Let R = F3[u]/〈u3〉, S = R[x]/〈x9 − (1 + u2)〉 and
C = 〈〈f0(x), f1(x), f2(x)〉〉,
where
f0(x) = (x− 1)7 + u(x− 1)2(1 + (x− 1))
f1(x) = u(x− 1)4 + u2(1− (x− 1))
f2(x) = u
2(x− 1)2.
It is easy to verify that C is in the unique form and we are done.
In the following theorem we provide a correct version of Theorems 8, 9 and 10 in [14].
Theorem 3 Let C = 〈〈f0(x), f1(x), f2(x)〉〉 be an element of C. Then
1) If 1 ≤ c ≤ min{t, 2a− pk − t} then we must have ⌈(pk + 2)/2⌉ ≤ a ≤ pk − 1,
1 ≤ t ≤ 2a − pk − 1, a + c ≤ pk, g(x) ∈ S is a unit with deg(g(x)) < pk − a,
r(x) = αg−1(x) mod (x−1)c and h(x) ∈ S is a polynomial with deg(h(x)) < c.
2) If c > min{t, 2a − pk − t} then we must have p = 2, 0 ≤ t < 2k−2, a =
t + 2k−1, t < c ≤ 2k−1 − t, g(x) ∈ S is a unit with deg(g(x)) < 2k−1 − t,
r(x) = αg−1(x) mod (x − 1)c, r(x) = g(x) mod (x − 1)c−t and h(x) ∈ S is a
polynomial with deg(h(x)) < c.
Moreover, in both cases, if g(x)r(x) = α + (x− 1)cl(x) then we have
Ann(C) = 〈〈f ′0(x), f ′1(x), f ′2(x)〉〉,
where
f ′0(x) = (x− 1)p
k−c + u(x− 1)a−c−t[−r(x)] + u2[−l(x)− (x− 1)pk−a−ch(x)],
f ′1(x) = u(x− 1)a−t + u2[−g(x)],
f ′2(x) = u
2(x− 1)pk−a.
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Proof. First, we assume that c ≤ min{t, 2a − pk − t}. Note that, since c ≥ 1,
we can not have t = 0 and also we can not have 2a = pk + t. Hence t ≥ 1 and
2a ≥ pk+t+1 ≥ pk+2 and consequently a ≥ ⌈pk+2
2
⌉. Also we have 1 ≤ t ≤ 2a−pk−1.
Other conditions comes from Theorems 1 and 2. Also, if D := 〈f ′0(x), f ′1(x), f ′2(x)〉
one can easily conclude that CD = 0 and hence similar arguments as those used
in [14] shows that D = Ann(C) and both C and D are in the unique form. Now, if
c > min{t, 2a−pk−t} then according to Theorem 2 we must have t = 2a−pk−t and
hence p = 2 and a = 2k−1 + t. Clearly, in this case, the representation of Ann(C)
must has the form 〈〈F ′0(x), F ′1(x), F ′2(x)〉〉, where
F ′0(x) := (x− 1)2
k−c + u(x− 1)2k−1−cg′(x) + u2h′(x),
F ′1(x) := u(x− 1)2
k−1
+ u2r′(x),
F ′2(x) := u
2(x− 1)2k−a.
From 0 = F0(x)F
′
1(x) we can conclude that g
′(x) = r(x) and from 0 = F ′0(x)F1(x) we
can deduce that r′(x) = g(x). Now, 0 = F0(x)F
′
0(x) implies that r(x) = g(x) mod
(x − 1)c−t. Now, setting D := 〈f ′0(x), f ′1(x), f ′2(x)〉, the remaining of the proof is
similar to that for the first part. 
Remark 1 As it was proved in [13], the above obtained results can be extended to
(δ + αu2)-constacyclic codes of length pk over R.
3 Self-dual (1 + αu2)-constacyclic codes
In this section we try to find Euclidean self-dual (1 + αu2)-constacyclic codes of
length pk. For two polynomials f(x) =
∑pk−1
i=0 fix
i and g(x) =
∑pk−1
i=0 gix
i in S we
define the inner product of f(x) and g(x) to be
f(x) · g(x) =
pk−1∑
i=0
figi.
With respect to this inner product, the dual of an ideal C of S, denoted by C⊥, is
defined as
C⊥ = {f(x) ∈ S | f(x) · g(x) = 0 for all g(x) ∈ C}.
The ideal C is said to be self-dual, if C = C⊥. To determine self-dual codes we need
the following definition.
5
Definition 1 Let f(x) =
∑pk−1
i=0 aix
i be an element of S. The reciprocal of f(x),
denoted f ∗(x), is the element
∑pk−1
i=0 aix
pk−i of S. For any subset E of S, the set
{e∗ | e ∈ E} is denoted by E∗.
We know from [14, Lemma 1] that C⊥ = Ann(C)∗. Also, we know from [14] that,
self-dual (1 + αu2)-constacyclic codes exist only in the case p = 2 and the only
self-dual ideal in A∪A′ ∪ B ∪ B′ is the ideal
〈〈
u(x− 1)2k−1 , u2
〉〉
.
Now, let C be a self-dual ideal in C. Since we must have
2k − a+ t = T1(C) = T1(C⊥) = T1(Ann(C)) = a− t,
hence we have t = a− 2k−1. Also we have
a+c = T0(C)+T2(C) = T0(C
⊥)+T2(C
⊥) = T2(Ann(C))+T0(Ann(C)) = 2
k−a+2k−c,
and hence a+c = 2k. Therefore a self-dual ideal C must belong to C∩C′. By now, a
self-dual ideal C in S must has the representation C = 〈〈f0(x), f1(x), f2(x)〉〉, where
f0(x) = (x+ 1)
2k−1+t + u(x+ 1)tg(x) + u2h(x),
f1(x) = u(x+ 1)
2k−1 + u2r(x),
f2(x) = u
2(x+ 1)2
k−1−t,
0 ≤ t < 2k−1, g(x) ∈ S is invertible with deg(g(x)) < 2k−1 − t, r(x) = αg−1(x) mod
(x+ 1)2
k−1−t and h(x) ∈ S is a polynomial with deg(h(x)) < 2k−1 − t. Moreover if
t < 2k−2 then, additionally, we must have g(x) = r(x) mod (x+1)2
k−1−t. From now
on, we denote such an ideal C with Ideal(k, t, g(x), h(x)). It can be deduced from
C⊥ = Ann(C)∗ and some simple calculations that C⊥ = Ideal(k, t, G(x), H(x)),
where
G(x) = (αg−1(x))∗ mod (x+ 1)2
k−1−t,
H(x) = [α(x+ 1)t + x2
k−1+th∗(x) + q(x)g∗(x)] mod (x+ 1)2
k−1−t,
and q(x) is such that (αg−1(x))∗ = (x + 1)2
k−1−tq(x) + G(x). As a consequence of
the above discussions and with the same notation, we have the following theorem.
Theorem 4 Let k be a positive integer, 0 ≤ t < 2k−1 and C = Ideal(k, t, g(x), h(x))
be an element of S. Then C is a self-dual ideal, if and only if, all the following
conditions hold.
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1) g(x)g∗(x) = α mod (x+ 1)2
k−1−t.
2) if t < 2k−2, then g2(x) = α mod (x+ 1)2
k−1−2t.
3) H(x) = h(x). 
The first step to find self-dual ideals of S is to find polynomials g(x) ∈ Fpm[x] for
which we have deg(g(x)) < 2k−1 − t and g(x)g∗(x) = α mod (x+ 1)2k−1−t. Clearly,
the constant polynomial g(x) =
√
α, considered in [14], is one of such polynomials.
Write g(x) =
∑2k−1−t−1
i=0 gi(x+ 1)
i. Then we have
g∗(x) =
2k−1−t−1∑
i=0
gi(x+ 1)
ix2
k−i
=
2k−1−t−1∑
i=0
gi(x+ 1)
i
2k−i∑
j=0
(
2k − i
j
)
(x+ 1)j
=
2k−1−t−1∑
i=0
(
i∑
j=0
(
2k − j
i− j
)
gj
)
(x+ 1)i mod (x+ 1)2
k−1−t.
For 0 ≤ s ≤ 2k−1− t− 1, set σs :=
∑s
i=0
∑s−i
j=0
(
2k−j
s−i−j
)
gigj . The first condition in
Theorem 4 now becomes σ0 = α, i.e. g0 =
√
α, and for 1 ≤ s ≤ 2k−1− t− 1, σs = 0.
This is a nonlinear system of equations and solving it is not an easy task! To estimate
the form of solutions, let us assume that g(x) has the form g0+g1(x+1)+g2(x+1)
2,
i.e. gi = 0 for i ≥ 3. In this case, the equations become

σ0 = g
2
0 = α
σ1 = 0
σ2 = σ3 = g1(g0 + g1) = 0
σ4 = (g0 + g1)(g1 + g2) + g
2
2 = 0
...
Therefore, if 2k−1 − t ≥ 5 then g(x) = √α, g(x) = √αx and g(x) = √αx2 are the
only solutions for the system of equations. Other solutions corresponding to the
case 2k−1 − t ≤ 4, rather than those of the form given above, are as follows:
2k−1 − t = 2 =⇒ g(x) = √α+ β(x+ 1)
2k−1 − t ∈ {3, 4} =⇒ g(x) = √α+ β(x+ 1)2 or g(x) = √αx+ β(x+ 1)2,
where, β ∈ F2m . As we mentioned, obtaining all solutions are difficult but we can
now conjecture that, if we restrict the degree of g(x) to the positive integer d then
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there exist a positive integer D depending on d such that for all k, t for which
2k−1 − t > D, the polynomials g(x) = √αxs, are the only solutions for the system
of equations. From this motivation, in what follows, we classify self-dual codes for
which the polynomial g(x) has the form g(x) =
√
αxs, for some 0 ≤ s ≤ 2k−1 − t.
Let w = w(s) be such that when s 6= 0, 2w‖s and when s = 0, w = k − 2. We now
have the following theorem.
Theorem 5 Let k be a positive integer, 0 ≤ t < 2k−1, 0 ≤ s < 2k−1 − t, h(x) ∈ S
with deg(h(x)) < 2k−1−t and C = Ideal(k, t,√αxs, h(x)) be an element of S. Then
C is a self-dual ideal, if and only if, one of the following conditions hold.
1) 2k−2 ≤ t < 2k−1 and x2k−1+th∗(x) = h(x) mod (x+ 1)2k−1−t.
2) 2k−2− 2w ≤ t < 2k−2 and [α(x+ 1)t + x2k−1+th∗(x)] = h(x) mod (x+ 1)2k−1−t.
Proof. The first part follows from Theorem 4 and the facts that α(x + 1)t =
0 mod (x + 1)2
k−1−t and q(x) = 0. For the second part, note that if t < 2k−2 then
according to the second part of Theorem 4 we must have g2(x) = α mod (x+1)2
k−1−2t
and hence we must have (x + 1)2
k−1−2t | (x2s + 1). But, if we write s = 2ws′ with
s′ odd, then we have x2s + 1 = (xs
′
+ 1)2
w+1
. Hence (x+ 1)2
k−1−2t | (x2s + 1) if and
only if 2k−1 − 2t ≤ 2w+1 or equivalently, t ≥ 2k−2 − 2w. The remaining of the proof
follows from the third part of Theorem 4 and the fact that q(x) = 0. 
Corollary 1 Let k be a positive integer, 0 ≤ t < 2k−1 and 1 ≤ s < 2k−1 − t. If
C = Ideal(k, t,
√
αxs, h(x)) is a self-dual ideal then we must have s ≤ 2k−2.
Proof. If t ≥ 2k−2 then clearly we must have s < 2k−2. If t < 2k−1 then according
to the second part of Theorem 5, we must have t ≥ 2k−2 − 2w, where 2w‖s. But if
s > 2k−2 then we have 2k−2 − 2w > 2k−1 − s− 1 implying s+ t > 2k−1 − 1 which is
a contradiction. Hence we always must have s ≤ 2k−2 and the proof is completed.
Let us denote by N(2k, t, s) the number of self-dual ideals of S of the form
C = Ideal(k, t,
√
αxs, h(x)), where
h(x) = h0 + h1(x+ 1) + · · ·+ h2k−1−t−1(x+ 1)2k−1−t−1
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is a polynomial in S. Recall that M(2k, t) is the following matrix defined in [11,14]:
M(2k, t) :=


0 0 . . . . . . 0(
2k−1+t
1
)
0
. . .
. . . 0(
2k−1+t
2
) (
2k−1+t−1
1
) . . . . . . 0
...
...
. . .
...(
2k−1+t
2k−1−t−1
) (
2k−1+t−1
2k−1−t−2
)
. . . . . . 0


.
Now, from Theorem 5, we have C = Ideal(k, t,
√
αxs, h(x)) is self-dual, if and only
if
u2M(2k, t)(h0, h1, · · · , h2k−1−t−1)tr = u2(d0, d1, · · · , d2k−1−t−1)tr, (1)
where di = α if i = t and di = 0 otherwise. But Equation (1) has solutions for
(h0, h1, · · · , h2k−1−t−1), if and only if
M(2k, t)(h0, h1, · · · , h2k−1−t−1)tr = (d0, d1, · · · , d2k−1−t−1)tr, (2)
has solutions for (h0, h1, · · · , h2k−1−t−1) in F2m . Now we have the following theorem:
Theorem 6 Let K be the nullity of M(2k, 2k−1 − t) over F2m Then we have
N(2k, t, s) =
{
(2m)K, when there is a solution for (h0, h1, . . . , h2k−1−t−1)
tr;
0, otherwise.

On the other hand, it has been proved in [12] that Equation (2) always has solutions
for (h0, h1, · · · , h2k−1−t−1) in F2m except when t = 0. Also it has been shown there
that K = ⌈2k−1−t+1
2
⌉. Therefore we have
N(2k, t, s) =
{
(2m)⌈
2
k−1
−t+1
2
⌉, when t 6= 0;
0, when t = 0.
Hence we have the following corollary.
Corollary 2 Let N(2k) denote the number of self-dual ideals of S having the form
Ideal(k, t,
√
αxs, h(x)). We have
N(2k) =
2k−2∑
s=0
2k−1−s−1∑
t=max{2k−2−2w,1}
(2m)⌈
2
k−1
−t+1
2
⌉.

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As described before, when we restrict the degree of g(x) to a non-negative integer
d then, for some limited values of t, there might exist some choises for g(x) rather
than those of the form
√
αxs. Let us complete the classification of self-dual ideals
of S for which g(x) = g0+ g1(x+1)+ g2(x+1)
2 has degree at most 2. We now only
need to consider the following three cases
(I) 2k−1 − t = 2 and g(x) = √α + β(x+ 1) with β /∈ {0,√α}.
(II) 2k−1 − t = 3 and, g(x) = √α + β(x+ 1)2 with β /∈ {0,√α}
or
g(x) =
√
αx+ β(x+ 1)2 with β 6= 0.
(III) 2k−1 − t = 4 and, g(x) = √α + β(x+ 1)2 with β /∈ {0,√α}
or
g(x) =
√
αx+ β(x+ 1)2 with β 6= 0.
But, conditions 2 and 3 in Theorem 4 imply that there is no self-dual ideal in the
cases (I) and (III) . Also, in the case (II), an easy computation gives us the fol-
lowing self-dual ideals:
〈〈
(x+ 1)5 + u(x+ 1)g(x) + u2h(x), u(x+ 1)4 + u2r(x), u2(x+ 1)3
〉〉
,
where g(x) =
√
α+β(x+1)2, h(x) = h0+h1(x+1)+h2(x+1)
2, h0 = α+
√
αβ+β2,
and β, h1, h2 ∈ F2m with β /∈ {0,
√
α}.
〈〈
(x+ 1)5 + u(x+ 1)g(x) + u2h(x), u(x+ 1)4 + u2r(x), u2(x+ 1)3
〉〉
,
where g(x) =
√
αx+ β(x+ 1)2, r(x) = g(x) +
√
α(x+ 1)2, h(x) = h0 + h1(x+ 1) +
h2(x+ 1)
2, h0 = β
2 + α and β, h1, h2 ∈ F2m with β 6= 0.
〈〈
(x+ 1)2
k−3 + u(x+ 1)2
k−1−3g(x) + u2h(x), u(x+ 1)2
k−1
+ u2r(x), u(x+ 1)3
〉〉
,
where g(x) =
√
α + β(x+ 1)2, h(x) = h0 + h1(x+ 1) + h2(x+ 1)
2, h0 =
√
αβ + β2,
k ≥ 4 and β, h1, h2 ∈ F2m with β /∈ {0,
√
α}.
〈〈
(x+ 1)2
k−3 + u(x+ 1)2
k−1−3g(x) + u2h(x), u(x+ 1)2
k−1
+ u2r(x), u(x+ 1)3
〉〉
,
where g(x) =
√
αx+ β(x+ 1)2, h(x) = h0 + h1(x+ 1) + h2(x+ 1)
2, h0 = β
2, k ≥ 4
and β, h1, h2 ∈ F2m with β 6= 0.
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