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ВВЕДЕНИЕ 
 
Математический анализ – основа математического образования, а также 
дисциплина обязательного компонента, изучаемая в соответствии с учебным 
планом специальности 1-98 01 01-01 «Компьютерная безопасность 
(математические методы и программные системы). 
Математический анализ – это обширная область математики с 
характерным объектом изучения (переменной величиной), своеобразным 
методом исследования (анализом посредством бесконечно малых или 
посредством предельных переходов), определенной системой основных 
понятий (функция, предел, производная, дифференциал, интеграл, ряд) и 
постоянно совершенствующимся и развивающимся аппаратом, основу 
которого составляют дифференциальное и интегральное исчисления. 
Движение, переменные величины и их взаимосвязи окружают нас 
повсюду. Различные виды движения и их закономерности составляют 
основной объект изучения конкретных наук: физики, геологии, биологии, 
социологии и др. Поэтому точный язык и соответствующие математические 
методы описания и изучения переменных величин оказались необходимыми 
во всех областях знания примерно в той же степени, в какой числа и 
арифметика необходимы при описании количественных соотношений. Так 
вот, математический анализ и составляет основу языка и математических 
методов описания переменных величин и их взаимосвязей.  
В наши дни без математического анализа невозможно не только 
рассчитать космические траектории, работу ядерных реакторов, бег океанской 
волны и закономерности развития циклона, но и экономично управлять 
производством, распределением ресурсов, организацией технологических 
процессов, прогнозировать течение химических реакций или изменение 
численности различных взаимосвязанных в природе видов животных и 
растений, потому что все это  -  динамические процессы. 
Цель преподавания дисциплины - дать основы математического 
анализа; привить культуру математического мышления; заложить основы 
математического образования и языка; показать место и роль 
математического анализа в других дисциплинах. 
Задачами изучения данного курса - научить основным понятиям и 
доказательствам математического анализа, применению математического 
языка; привить навыки использования этих понятий и языка при решении 
задач и упражнений, доказательстве утверждений и теорем; добиться 
прочного усвоения понятия предела, непрерывности, дифференцируемости, 
интегрируемости; непосредственно научить дифференцировать и 
интегрировать элементарные функции, решать несложные экстремальные 
задачи. 
Методические указания по дисциплине «Математический анализ» 
позволят студентам не только изучить дисциплину, но и научиться применять 
ее навыки на практике.  В методических указаниях даны основные понятия 
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математического анализа и примеры решения задач. 
ТЕМА 1. МНОЖЕСТВА ОТОБРАЖЕНИЯ И ФУНКЦИИ 
 
Под словом множество понимается любая совокупность объектов 
любой природы, выделенных по некоторому признаку и рассматриваемых как 
единое целое.  
Упомянутые объекты называются элементами множества. При этом 
говорят, что элемент принадлежит множеству, а множество содержит 
элемент. Тот факт, что элемент X принадлежит множеству S, обозначается 
через Х Є S. 
Определение 1. Множество, которое не содержит ни одного элемента, 
называется пустым и обозначается символом Ø. 
Говорят, что множество A содержится во множестве B или является 
подмножеством множества B, если всякий элемент множества A является 
элементом множества B. Этот факт обозначается через A⊆ B. 
Определение 2. Если A ⊆ B и A ≠ B, то A называется собственным 
подмножеством множества B. В тех случаях, когда нам будет важно 
подчеркнуть, что подмножество A множества B является его собственным 
подмножеством, мы будем писать A ⊂ B. 
Говорят, что множества A и B равны, если всякий элемент множества A 
является элементом множества B, а всякий элемент множества B является 
элементом множества A. Тот факт, что множества A и B равны, будем 
обозначать обычным образом: A = B. 
Сравнивая два последних определения, получаем следующее очевидное, 
A = B тогда и только тогда, когда A ⊆ B и B ⊆ A. 
Определение 3. Объединением множеств A и B называется множество, 
состоящее из всех элементов, которые принадлежат либо A, либо B (включая 
те, которые принадлежат и A, и B). Объединение множеств A и B 
обозначается через A ∪ B.  
Определение 4. Пересечением множеств A и B называется множество, 
состоящее из всех элементов, которые принадлежат одновременно и A и B. 
Пересечение множеств A и B обозначается через A ∩ B.  
Определение 5. Разностью множеств A и B называется множество, 
состоящее из всех элементов, которые принадлежат A, но не принадлежат B. 
Разность множеств A и B обозначается через A \ B.  
Определение 6. Дополнением множества A называется множество, 
состоящее из всех элементов, не принадлежащих A. Дополнение множества A 
обозначается через Ā.  
Четыре перечисленные операции часто объединяют термином 
теоретико-множественные операции. 
 
Задача 1. 
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Определить множества A U B, A ∩ B, A\B, B\A, A Δ B, если: 
              а) A = {x: 0 < x < 2}, B = {x: 1 ≤ x ≤ 3}; 
              б) A = {x: x2 - 3x < 0}, B = {x: x2 - 4x + 3 ≥ 0}; 
              в) A = {x: |x - 1| < 2}, B = {x: |x - 1| + |x - 2| < 3}. 
Решение. 
Пользуясь определениями объединения, пересечения, разности и 
симметрической разности множеств, находим: 
а)  
               
б) Поскольку x2 - 3x < 0 для 0 < x < 3, то A = {x: 0 < x < 3}. 
Неравенство x2 - 4x + 3 ≥ 0 справедливо для -∞ < x ≤ 1 и 3 ≤ x < +∞. 
Обозначим D = {x: -∞ < x ≤ 1}, E = {x: 3 ≤ x < +∞}, тогда B = D U E. 
Используя свойства операций над множествами, находим: 
 
           
           
           
           
в) Запишем явное выражение для множества 
A = {x: -2 < x - 1 < 2} = {x: -1 < x < 3}. 
Затем, решая неравенство |x - 1| + |x - 2| < 3, находим  явное выражение 
для множества B = {x: 0 < x < 3}. Тогда 
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ТЕМА 2. ПРЕДЕЛ ЧИСЛОВОЙ ПОСЛЕДОВАТЕЛЬНОСТИ 
 
Определение 1. Отображение Nx :  называется (вещественно - 
значной) последовательностью и обозначается  nx .  
Определение 2. Число a  называется пределом 
последовательности }{ nx , если для любого 0  существует такое число N , 
зависящее от  , )(NN  , что для номера Nn   выполняется неравенство  
 || axn . Обозначение axn
n


lim . Говорят еще, что последовательность }{ nx  
сходится к a и пишут  naxn , или 0  )(NN  :  Nn      || axn  
Определение 3. показывает, является ли последовательность 
сходящейся ( n
n
x

lim  ):=   |a-x|  Nn : )N(N  0  : na  
Ниже определено  понятие расходящейся последовательности (не 
имеющей предела): 
Определение 4. ( n
n
x


lim  ):=   |a-x|  Nn  :  N 0  : na  
Определение 5. Последовательность }{ nx  сходится к  , если для любого 
0  существует такое число N , зависящее от  , )(NN   ,что для номера 
Nn   выполняется неравенство  || nx .Обозначение 

n
n
xlim . Говорят еще, 
что последовательность }{ nx  сходится к    и пишут  nxn ,  или 0  
)(NN   :  Nn     || nx  
Определение 6. Последовательность }{ nx  сходится к +  , если для 
любого 0  существует такое число N , зависящее от  , )(NN   ,что для 
номера Nn   выполняется неравенство  nx .Обозначение 

n
n
xlim  
Говорят еще, что последовательность }{ nx  сходится к   и пишут 
 nxn , или 0  )(NN   :  Nn     nx  
Определение 7. Последовательность }{ nx  сходится к -  , если для 
любого 0  существует такое число N , зависящее от  , )(NN   ,что для 
номера Nn   выполняется неравенство  nx .Обозначение 

n
n
xlim  
Говорят еще, что последовательность }{ nx  сходится к   и пишут 
 nxn ,  или 0  )(NN   :  Nn     nx  
Теорема: У сходящейся последовательности существует единственный 
предел: 
 naxn ,1     naxn ,2  21 aa   
Определение 8. Последовательность }{ nx называется фундаментальной 
(или последовательностью Коши) : 
( nx -фундаментальная ): =  0  )(NN   :  Nmn  ,    || mn xx  
       Определение 9. Последовательность }{ nx называется нефундаментальной 
(или не является последовательностью Коши): 
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( nx -нефундаментальная ): =  0  N  :  Nmn  ,    || mn xx  
 Важность и значимость этого понятия: 
 в теории сходимости раскрывает  Теорема (Критерий Коши)    n
n
x

lim   
   nx  - фундаментальная. Для доказательства расходимости 
последовательности очень полезна другая формулировка критерия Коши в 
форме отрицания: 
Теорема (Критерий Коши в форме отрицания) n
n
x


lim      nx -
нефундаментальная. 
Например, 
n
n
k
kn
a 1
2
1
1
1
1
1 ...

(последовательность частичных сумм 
гармонического ряда) расходится. Действительно, возьмем 
2
1  , а для 
произвольного, сколь угодно большого N  возьмем n=N+1 , m=2*N. 
Тогда 
 2
1
2
1
2
1
2
1
1
1 *...||
NNNNmn
Nxx .  
Таким образом, последовательность не является фундаментальной. 
Согласно критерию Коши в форме отрицания последовательность не имеет 
предела (расходится). 
 
Задача 1. 
 
Найти предел последовательности: 
 
 
 
Решение. 
Сначала полное решение, потом пошаговые комментарии: 
 
 
 
(1) В числителе дважды используем формулу:  
 
(2) Приводим подобные слагаемые в числителе. 
 
(3) Для устранения неопределённости делим числитель и знаменатель     
на  n в старшей степени. 
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Задача 2. 
 
Найти предел последовательности: 
 
 
 
Решение. 
Сначала полное решение, потом пошаговые комментарии: 
 
(1) Выделяем степени с показателем n. 
 
(2) Смотрим, какие показательные последовательности есть в пределе: 
 и выбираем последовательность с наибольшим основанием: . В целях 
устранения неопределённости делим числитель и знаменатель на . 
 
(3) В числителе и знаменателе проводим почленное деление. Поскольку 
 является бесконечно убывающей геометрической прогрессией  
, то она  стремится  к  нулю. И  тем более к нулю  
стремится константа, делённая на растущую прогрессию:  . 
 
        
ТЕМА 3. ПРЕДЕЛ И НЕПРЕРЫВНОСТЬ ФУНКЦИИ 
 
Определение 1. (по Гейне) Постоянное число А называется пределом 
функции f(x) в точке 0x  (или при 0xx  ) если для   последовательности  nx  
такой, что 0xxn   и 0xxx   соответствующая последовательность значений 
функций   nxf  сходится А. Пишется:   Axf
xx

 0
lim  
Определение 2. (по Коши) Постоянное число А называется пределом 
функции )(xf  в точке 0x  (или при 0xx  ) если для произвольного числа 0  
найдется число   0  такое, что из условия 00 xxxx    (1) вытекает 
неравенство  Axf )( . 
Определение 2. (в кванторах) 
   

AxfxxxxxAxf
def
xx
)(::0)(0)(lim 00
0
 
Комментарий к определению по Коши. Означает, что значение 
функции )(xf  будут как угодно мало отличаться от постоянного числа А, если 
 10 
только соответствующее значение аргумента близки к 0x . Доказывается что 
определения 1 и 2 эквивалентны. 
Геометрическая интерпретация определения по Коши. Т.к. 
неравенство (1) равносильно:   AxfA )(  то какова бы ни была полоса, 
ограниченная прямыми  Ay  и  Ay , найдется интервал    00 ; xx , 
такой что все точки графика )(xfy   с абсциссами из этого интервала (кроме 
быть может точки с абсциссами 0x ) окажутся внутри данной полосы. 
 
 
 
    A      )(xf  
 
 A 
 
    A  
 
 
  0x   0x  0x  
Подчеркнем, что определение Коши не требует, что бы функция )(xf  была 
определена в точке 0x , поэтому в определении речь идет о проколотой   - 
окрестности точки 0x  -  0xO  (окрестность точки 0x  радиуса  ). 
     00 0: xxxxO .  (  00 xx  - показывает что 0xx  ). 
 
Задача 1. 
 
Имеет ли предел в точке х=0 функция    
x
xf
1
sin)(  , 00 x  
 
Решение 1. 
 
Рассмотрим две последовательности 








)14(
21 )2()1(
n
x
n
x nn

 ясно, что 
первая последовательность стремится к 0 при n  и вторая так же 
стремиться к 0 при n . 
Но:    nxf n sin)( )1(  ; 
 





 

2
)14(
sin)( )2(
n
xf n

 
Очевидно, 0sin n , 1
2
)14(
sin 
n
. 
Видим, что соответствующие последовательности значений функций имеют 
разные пределы 10 . Таким образом, определение Гейне не удовлетворяет. 
Следовательно, функция 
x
1
sin  в точке 0x  предела не имеет. 
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Задача 2. 
Имеет ли предел в точке х=3 функция     








0
3
1
sin)3(2
)( x
x
xf    
при
при
3
3


x
x
 
  
Решение 2. 
 
При 3x  имеем: 
    3
3
1
sin32 

 x
x
xxf  
Выбираем произвольно 0  и положим   , тогда 3x  влечет или в 
символах:   2)(3 xfx , т.е. 2)(lim
3


xf
x
. 
Видим, что предел функции в точке x=3 существует, а значение функции в 
этой точке тут совершенно ни при чем. Мы могли  бы придать функции 
значение или не придавать никакое. 
 
Непрерывность функции в точке. 
 
Определение 2. Функция )(xf  называется непрерывной в точке 0x  если: 
)()(lim 0
0
xfxf
xx


 (2). 
 
Это определение предъявляет функции )(xf  следующие требования: 
1) функция )(xf  должна быть определена в точке 0x  и некоторой ее 
окрестности. 
2) Функция )(xf  должна иметь в точке 0x  предел. 
3) Этот предел должен совпадать со значением функции в точке 0x . 
Определение 2 означает, что для непрерывности в точке 0x  функции знаки lim 
и f функции перестановочны, т.е. 






xfxf
xxxx 00
lim)(lim . Предел функции равен 
функции от предела аргумента. 
Если хотя бы одно из трех требований предъявляемым к функции )(xf  в 
определении 2 не выполняется, то говорят, что функция )(xf разрывна в 
точке 0x  или имеет в точке 0x  разрыв; при этом предполагается, что функция 
)(xf  определена в некоторой окрестности 0x  кроме, быть может, точки 0x . 
Тогда точка 0x  - называется точкой разрыва функции )(xf . Определение 2 
аналитически выражает интуитивное представление о непрерывности графика 
функции т.е. кривой )(xf . 
Например, такую кривую можно провести, не отрывая карандаша от 
бумаги. 
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y    M 
 
 
     M0 
 
   M’     0M   
0 x  0x   x 
На рисунке: 
)( 000 xfMM   )(xfMM   
 
тогда 00
0
lim MMMM
xx


, т.е. )()(lim 0
0
xfxf
xx


 
Возвращаясь к функции 
x
1
sin , можем сказать, что в точке 00 x  нарушается 
сразу 2 условия непрерывности (неопределенность в точке 00 x  и не имеет 
предела в этой точке). Поэтому данная функция разрывна в точке 00 x . 
Возвращаясь к задаче 2 видим, что для данной функции нарушается 3 условие 
непрерывности, поэтому функция разрывна. Если бы мы придали функции 
)(xf  в точке 30 x  значение 2, то измененная таким образом функция 
оказалась бы непрерывной в т. 30 x . 
 
Свойства функций, имеющих пределы в данной точке. 
(общие теоремы о пределах) 
 
Теорема 1. (единственность предела). 
Если 21 )(lim)(lim
00
AxfAxf
xxxx


 то 21 AA  . 
 Допустим противное, т.е. 21 AA  . Выберем 0; 21  , так, что бы 
окрестности т. 1A , 2A  не пересекались, т.е. 0)()( 21 21  AOAO   т.к. 1)( Axf  , то 
1100 )()(:)(   AxfxOxxO
  т.е. )()( 11 AOxf   аналогично 2)( Axf   то 
  20202 )()(:)( AxfxOxxO
  т.е. )()( 22 AOxf  . 
Рассмотрим )()()( 02010 xOxOxO    . Тогда,  
)()( 010 xOxxOx 
   и )()()( 1102 AOxfxOx     и  )()( 2AOxf   
)()()( 2211 AOAOxf   , что невозможно, т.к. указанные окрестности не 
пересекаются. 
 
Теорема 2. (локальная ограниченность функции, имеющий предел). 
Если предел )(xf  при 0xx   равняется А, то найдется окрестность 0x , во всех 
точках которых функция )(xf  ограниченна. Положим 1 . Из условия 
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теоремы следует существование окрестности: )( 0xO .  
Следовательно: 1)(  Axf  
1)()(  AxfAxf  Отсюда для указанных х MAxf 1)(   0M  что и 
означает ограниченность )(xf  в )( 0xO . 
 
 
ТЕМА 4. ПРОИЗВОДНЫЕ И ДИФФЕРЕНЦИАЛЫ ФУНКЦИИ 
ОДНОЙ ПЕРЕМЕННОЙ 
 
Дифференцируемость функции в точке. 
Определение 1. Функция )(xfy   называется дифференцируемой в 
точке х0, если её приращение в этой точке имеет вид:    xxxAy  )( (1), 
где:  
А - постоянное число 
         )( x  - бесконечно малая при 0x . 
Теорема 1. Для того чтобы функция f(x) , была дифференцируема в 
точке х0 необходимо и достаточно, чтобы она имела в этой точке конечную 
производную. 
Доказательство. Пусть функция f(x) дифференцируема в точке x0, тогда 
имеет место вышеперечисленное равенство. Считая 0x , из равенства 
получим: 
)(xA
x
y



 
переходим к пределу при 0x :  
AxfAAxA
x
y
xx




)('0)]([limlim 0
00
 , т.е. в точке х0 существует 
конечная производная. 
Обратно  
 
Пусть в точке х0 функция имеет конечную производную )(' 0xf . 
Обозначим её А, она равняется: 
x
y
A
x 


 0
lim , - откуда )( xA
x
y



 , где )( x  - б.м. при 0x . 
Умножая обе части на x  последнее уравнение, приходим к уравнению (1), 
т.е. f(x) в точке х0 дифференцируема.   
Таким образом, дифференцируемость функции в точке и существование 
в этой точке её конечной производной  - понятия равносильные (для функции 
многих переменных это будет не так). 
 
Непрерывность дифференцируемой функции 
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)(xfy 
Предположим, что функция f(x) производную f’(x0). Докажем, что 
функция f(x) непрерывна в точке х0  
Доказательство: 00)('limlimlimlim 0
000








xfx
x
y
x
x
y
y
oxxxx
 
Итак, дифференцируемость функции в точке влечёт её непрерывность в 
этой точке. Другими словами, непрерывность является необходимым 
условием дифференцируемости. Обратное же утверждение (непрерывность 
есть достаточное условие) не всегда верно. Достаточно рассмотреть xy  . Эта 
функция, очевидно, непрерывна в точке х=0, но не дифференцируема в этой 
точке, т.к. 1)0(1)0('  yy . 
Не дифференцируемость функции в точке геометрически означает 
отсутствие касательной к графику функции в соответствующей точке. 
 
Основные правила дифференцирования 
 
1. Производная константы равна 0: 
0)'(  constcu   
Утверждение тривиально, т.к. в любой точке х приращение 0u  
 
2. Пусть u(x) и v(x) дифференцируемы в точке х, тогда функции 
)(
)(
),()(),()(
xv
xu
xvxuxvxu   также дифференцируемы в точке х: 
2
''
,'')'(
,'')'(
v
uvvu
v
u
uvvuvu
vuvu











 
(в случае частного, считаем 0)( xv ). 
Доказательство: 
 































))(()(
))(()()())((
lim
)()(
)()(:
)()(
)()()(
lim
)(
)(
)(
)(
lim
0
00
vxvxvx
vxvxuxvuxu
vxvxxv
uxuxxuно
xxvxvx
xxvxuxvxxu
x
xv
xu
xxv
xxu
v
u
x
xx  
  22
0
0
2020
''
lim
lim
lim
)(
lim
v
uvvu
vvv
x
v
u
x
u
v
vvv
x
v
u
x
u
v
vvvx
vuuvuvuv
x
x
xx






























 
Аналогично для левой верхней кривой 
устанавливаются пределы 
 
 
 
 
kxxfb
x
xf
k
xx


)((lim
)(
lim
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),(lim
0



 x
y
x
  











 x
y
xfresp
x
y
xf
xx 0
0
0
0 lim0.lim)0(
 
 
Дифференциальное исчисление функций одной переменной. 
Производная. 
 
Пусть функция f(x) определена на некотором промежутке X и точки x0  и  
x0 +x лежат на этом промежутке 
 
Определение 1. Производной функции в точке x0 называют предел (если он 
существует и конечен): 
 
 
 
Если в точке x0  выполняется условие: 
 
то говорят, что функция y=f(x )имеет в точке x0 бесконечную производную. В 
отличие от бесконечной производной введённая выше производная 
называется конечной. 
Определение 2. Говорят, что функция y=f(x )имеет в точке x0 правую 
(левую) производную, если существует предел:  
 
Каждая из односторонних производных может быть бесконечностью 
(определённого знака)  
 
 
 
 
 
 
 
 
Правила дифференцирования сложной функции 
 
    xxxxfy  0'  где  x - бесконечно малая при 0x . Это 
равенство справедливо при всех достаточно малых, поэтому выберем такое 
x , которое соответствует приращению t  аргумента функции  tx  . 
Поделим обе части предыдущего равенства на t  и перейдем к пределу при 
0t .     













 t
x
x
t
x
xf
t
y
tt
0
00
'limlim  доказываем существование левой 
части уравнения. Доказательством этого будет существование предела 
x
xfxxf
x
y
xyxf
xox 






)()(
limlim)(')(' 00
0
x0 x0 x0 
     )0()0(')0('00' 00000 xfxfxfxfxf
x 
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конечного справа. Заметим, что в силу дифференцируемости функции  tx   
в точке 0t  она будет непрерывна в этой точке. Следовательно 00  xt . 
Рассмотрим предел в правой части последнего равенства:  
       
         00000
0
0
00
''0''
'' limlimlim
txfttxf
t
x
x
t
x
xf
t
x
x
t
x
xf
ttt





















  
Таким образом, предел справа   и конечен,  предел слева, который 
по определению производной равен производной функции   tfy   в точке 
0t  
Окончательно:      000 ''' txfty  . 
 
 Примечание. Теорема доказана для сложной функции имеющей лишь 
один промежуточный аргумент. Однако последних может быть много, но 
правило дифференцирования  будет прежним. 
Например: Пусть: y=f(u), u=u(v), v=v(t), тогда y(t)=f’(u)·u’(v)·v’(t). 
 
Дифференциал функции 
Пусть функция y = f(x) дифференцируема в точке x, тогда её 
приращение можно записать в виде двух слагаемых, первое из которых 
линейно относительно x, а второе слагаемое – бесконечно малая величина 
при  x  0 (более высокого порядка малости по сравнению с x): 
xxxxfy  )(α)(' , где α (x)  0 при x  0. 
Определение 1. Слагаемое xx'f )(   называется главной линейной 
относительно x частью приращения функции y = f(x), называемой 
дифференциалом этой функции. Дифференциал обозначается dy = y' (x) x . 
Если x – независимая переменная, то справедливо равенство x = dx, так как  
(x)' = 1. Тогда формула для дифференциала записывается: dy = y' (x) dx . 
Так как второе слагаемое приращения функция – малая величина более 
высокого порядка малости по сравнению с x, то между приращением 
функции и её дифференциалом можно приближённо поставить знак 
равенства. Это равенство тем точнее, чем меньше x. На основе этого 
приближённого равенства получается приближённое представление значения 
дифференцируемой функции: 
)()(')(
)(')()(
000
000
xfxxfxxf
xxfxfxxfy


 
Задача 1. 
 
Вычислить приближённо 08.4  
 
Решение 1. 
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 Рассмотрим функцию xy  . В качестве начальной точки возьмём  
x0 = 4, приращение x = 0,08, 24)( 0 xf  и подставим в формулу: 
xxfxfxxf  )(')()( 000  
2
04,0
208,4
08,0
42
1
408,04


 
 02,208,402,208,4 , где  << 0,08. 
 
Теорема Ролля. 
Если функция f(x) определена на отрезке [a;b] и выполнены следующие 
условия: 
f(x) непрерывна на отрезке [a;b]; 
f(x) дифференцируема на интервале (a;b); 
f(a) = f(b), 
то внутри этого отрезка [a;b] найдется хотя бы одна точка х0, в которой 
выполняется равенство: 
f '(х0) = 0. 
 
Доказательство. Так как f(x) непрерывна на отрезке [a; b], то она 
достигает на этом отрезке своих наименьшего m и наибольшего M значений. 
Возможны два случая: 
m = M  и  m < M. 
Если m = M, то  f(x) = const = m = M. Тогда  f '(x) = 0 при любом  x   [a;b]. 
Следовательно, в этом случае теорема верна и при этом в качестве х0 можно 
рассматривать любое значение x   [a;b]. 
Если m < M, то исходя из условия f(a) = f(b), по крайней мере одно из чисел m 
или M не равно f(a) = f(b). Для определённости предположим, что M – 
наибольшее значение f(x) достигается не на концах отрезка [a;b], а в 
некоторой внутренней точке х0  (a;b). Тогда в точке х0 для приращения 
функции справедливо неравенство: y = f(х0 + x) – f(хо) ≤ 0, так как f(х0) = M – 
наибольшее значение f(x) на  отрезке [a;b] и x такое, что  х0 +  x   [a;b]. 
Если  x > 0, то 0


x
y
и существует .0)0( lim 0
0




x'f
x
y
x
 
Если  x < 0, то 0


x
y
 и существует .0)0( lim 0
0




x'f
x
y
x
 
Так как по условию теоремы функция f(x) дифференцируема при x  (a;b), то 
в точке хо  существует производная. Значит справедливы равенства: 
f ' (х0 + 0) = f ' (х0 – 0) = f ' (х0) = 0. 
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Теорема доказана. 
Теорема Лагранжа. 
 Если функция f(x) определена на отрезке [a; b] и выполнены следующие 
условия: 
1)f(x) непрерывна на отрезке [a; b], 
2)f(x) дифференцируема на интервале (a; b),  
то внутри этого отрезка существует хотя бы одна точка х0, в которой 
выполняется равенство: 
f ' (х0) = 
ab
afbf

 )()(
. 
Доказательство. Рассмотрим вспомогательную функцию F(x) =  f(x) + 
x, где  = const. Потребуем, что бы для F(x) выполнялось условие F(a) = 
F(b). 
Так как F(a) =  f(a) + a и F(b) =  f(b) + b, то получим равенство: 
f(a) + a =  f(b) + b. 
Отсюда выразим значение : 
 = – 
ab
afbf

 )()(
. 
При этом значении   функция F(x) = f(x) – x
ab
afbf


 )()(
. 
Функция F(x) удовлетворяет всем условиям теоремы Ролля: 
F(x) непрерывна на отрезке [a;b]: 
F(x) дифференцируема на интервале (a;b) 
F(a) = F(b). 
Следовательно, по теореме Ролля на интервале (a;b) существует хотя бы одна 
точка х0, в которой выполняется равенство:  F '(х0) = 0. 
Найдём F '(x): 
F '(x) = f '(x) – 1
)()(



ab
afbf
. 
Поэтому F '(x0) = f '(х0) –
ab
afbf

 )()(
= 0, если  f '(х0) = 
ab
afbf

 )()(
. 
Теорема доказана. 
 
Геометрический смысл теоремы Лагранжа. 
 
С геометрической точки зрения теорема Лагранжа означает, что график 
функции, непрерывной на отрезке [a; b] и дифференцируемой на интервале 
(a;b), имеет хотя бы одну точку (х0; f(х0), в которой касательная параллельна 
секущей, проходящей через точки A(a; f(a)) и B(b; f(b)).   
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Теорема Коши. 
 
Если функции f(x) и g(x) определены на отрезке [a;b] и удовлетворяют 
условиям: 
1)f(x)  и g(x) непрерывны на отрезке [a;b]; 
2)f(x) и g(x) дифференцируемы на интервале (a;b); 
       3) g '(x)  0 при любом x  (a;b), 
то внутри отрезка [a;b] найдётся хотя бы одна точка х0, в которой выполняется 
равенство: 
)()(
)()(
)(' 
)(' 
0
0
agbg
afbf
xg
xf


 . 
 
Доказательство. Аналогично доказательству теоремы Лагранжа при 
вспомогательной функции F(x) = f(x) +   g(x), где  = const, которую 
выбирают так, чтобы F(a) = F(b). 
 
Теорема Тейлора. 
Пусть функция )(xf  имеет в некоторой окрестности конечной точки a 
производные до порядка )1( n  включительно, x – любое значение аргумента 
из указанной окрестности )( ax   тогда между точками a и x найдется точка  
такая, что: 
n
n
n
n
ax
n
f
ax
n
af
ax
af
ax
af
afxf )(
!
)(
)(
!
)(
...)(
!2
)(''
)(
!1
)('
)()(
)1()(
2 
 
 
Правило Лопиталя. 
 
Если функции f(x) и g(x) определены в некоторой окрестности точки х0 и 
в этой окрестности они удовлетворяют условиям: 
 1) f(x) и g(x) дифференцируемы в каждой точке за исключением может быть 
самой точки х0; 
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2)g '(x)  0 для любого x из этой окрестности; 
3) 0)(lim)(lim
00


xgxf
xxxx
 или 

)(lim)(lim
00
xgxf
xxxx
, тогда, если 
существует
)( ' 
)( ' 
lim
0 xg
xf
xx
 конечный или бесконечный, то выполняется 
равенство:
)(
)(
lim
0 xg
xf
xx
= 
)('
)('
lim
0 xg
xf
xx
. 
Замечание 1. Правило Лопиталя используется для раскрытия 
неопределённостей типа 
0
0
 или 


, возникающих при вычислении пределов. 
Если под знаком предела оказывается неопределённость другого типа: 0∞, 
 , 10, 00 или ∞0, то с помощью тождественных алгебраических 
преобразований такая неопределённость приводится к 
0
0
 или 


 и тогда 
можно применить правило Лопиталя. 
 
Замечание 2. Если к условиям теоремы  добавить дифференцируемость 
функций f '(x) и g'(x) в окрестности точки х0, то при выполнении остальных 
требований для f '(x) и g'(x) правило Лопиталя можно применить повторно. 
При этом будет справедливо равенство: 
)(
)(
lim
0 xg
xf
xx
 =  
)('
)('
lim
0 xg
xf
xx
 = 
)(''
)(''
lim
0 xg
xf
xx
 
 
Задача 1.  
Вычислить предел:  x
e
x
x 5sin
1
lim
2
0


 
Решение 1. 
5
2
15
12
5cos5
2
lim
0
0
5sin
1
lim
2
0
2
0











 x
e
x
e
x
x
x
x
 
 
Задача 2.  
Вычислить предел: 
e
x
xx
32
lim


 
Решение 2. 
0
22
lim
32
lim 
















 ee
x
xxxx
 
 
Задача 3. 
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Вычислить предел: 
x
xx
x 30
sin
lim


 
Решение 3. 
6
1
1
6
1
6
sin
lim
0
0
3
cos1
lim
0
0sin
lim
02030
















 x
x
x
x
x
xx
xxx
 
Задача 4. 
 
Вычислить предел: )ln(lim
0
xx
x


 
Решение 4. 
0lim
1
1
lim
1
ln
lim)0()ln(lim
0
2
000












x
x
x
x
x
xx
xxxx
. 
Задача 5. 
Вычислить предел:  








x
xx
  tg
cos
1
lim
2
π
 
Решение 5. 
0
1
0
sin
cos
lim
0
0
cos
sin1
lim
cos
sin
cos
1
lim)(  tg
cos
1
lim
2
π
2
π
2
π
2
π

































x
x
x
x
x
x
x
x
x
xx
xx
 
 
Задача 6. 
 
Вычислить предел:  xx
x
sin
0
lim

 
Решение 6. 
  


































eeeex x
x
xxxxx
x
x
xx
sin
1
ln
lim
lnsinlim)sinln(sin
0
0
0
0
0
lim0lim  
.1001cos
sinsin
lim
cos
2sin
lim2sin
cos
1
lim
00
0




 

eeeee x
x
x
x
xx
x
x
x
x
xx
x
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ТЕМА 5. ИССЛЕДОВАНИЕ ДИФФЕРЕНЦИРУЕМЫХ 
ФУНКЦИЙ 
 
Асимптоты плоской кривой. 
Определение 1. Если точка M(x; y) перемещается по кривой y = f(x) так, 
что хотя бы одна из координат точки стремится к  и при этом расстояние от 
этой точки до некоторой прямой стремится к 0, то эта прямая называется 
асимптотой кривой  y = f(x). Асимптоты бывают двух видов: вертикальные и 
наклонные.  
 
Определение 2. Прямая x = a называется вертикальной асимптотой 
кривой      y = f(x), если хотя бы один из односторонних пределов )(lim
0
xf
ax 
 
или )(lim
0
xf
ax 
 равен + или – . 
 
Замечание. Если прямая x = a является вертикальной асимптотой 
кривой y = f(x), то в точке x = a функция  f(x) имеет разрыв второго рода. 
Наоборот, если в точке x = a функция f(x) имеет разрыв второго рода, то 
прямая x = a является вертикальной асимптотой кривой  y = f(x). 
 
Определение 3. Прямая bkxy   называется наклонной асимптотой 
кривой )(xfy   при x  (или x ), если функцию f(x) можно 
представить в виде: )(α)( xbkxxf  , где α (x) – бесконечно малая функция 
при  x  (или x ). 
 
Теорема 1. Для того чтобы кривая y = f(x) имела наклонную асимптоту 
при x  (или x ) необходимо и достаточно существования двух 
конечных пределов: 
k
x
xf
x
x



)(
lim
)  или(
  и bxkxf
x
x



))((lim
)  или(
 
 
Доказательство. Ограничимся случаем x . 
 
Необходимость. Пусть y = kx+b – наклонная асимптота при x  кривой      
y = f(x). Тогда функцию  f(x) представим в виде: 
)(α)( xbkxxf  , где 0)(α x  при x . 
Убедимся в существовании конечных пределов: 
k
x
x
x
b
k
x
xbkx
x
xf
xxx










)(α
lim
)(α
lim
)(
lim . 
bbxbkxxbkxkxxf
xxx


0))(α(lim))(α(lim))((lim . 
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Необходимость доказана. 
Достаточность. Пусть существуют конечные пределы k
x
xf
x


)(
lim  и 
bkxxf
x


))((lim . 
Тогда по свойству конечных пределов второй предел можно переписать в 
виде: 
)(α)( xbkxxf  , где  α (x) – бесконечно малая  величина при x . 
Отсюда получаем: 
)(α)( xbkxxf  , где 0)(α x  при x . 
Достаточность доказана. 
 
Задача 1.  
Найти асимптоты кривой: 
12
3


x
x
y  
 
Решение 1. 
 
1) D(y) = (–;–1)  (–1;1)  (1;+ ). 
2) Точки x = –1 и x = 1 являются точками разрыва второго рода, так как: 






















  )0(2
1
)101)(101(
)1(
)1)(1(
lim
1
lim
33
012
3
01 xx
x
x
x
xx
 






















  )0(2
1
)101)(101(
)1(
)1)(1(
lim
1
lim
33
012
3
01 xx
x
x
x
xx
 















  2)0(
1
)101)(101(
1
)1)(1(
lim
1
lim
33
012
3
01 xx
x
x
x
xx
 
 















  2)0(
1
)101)(101(
1
)1)(1(
lim
1
lim
33
012
3
01 xx
x
x
x
xx
 
 
Поэтому прямые x = –1 и x = 1 являются вертикальными асимптотами. 
3) Вычислим пределы: 
1
2
2
lim
1
lim
)(
lim
2
2












 x
x
x
x
x
xf
xxx
, k = 1. 
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0,0
1
2
1
lim
1
lim
1
lim
1
lim))((lim
22
33
2
3



































b
x
x
x
x
xxx
x
x
x
xkxf
x
xxxx
 
Отсюда следует, что при x  прямая y = 1x +0, т.е.  y = x  –  наклонная 
асимптота при x . 
Найдём наклонную асимптоту при x . 
Вычисляя те же пределы при x , получим k = 1 и b = 0, т.е. прямая   y = x 
является наклонной асимптотой при x . 
Ответ: x =  1 – вертикальные асимптоты 
     y = x  –  наклонная асимптота при x  . 
Монотонность функции 
Определение 1. Функция y = f(x) называется возрастающей 
(убывающей) на промежутке (a;b), если для любых x1 и x2, принадлежащих 
этому промежутку, из условия x2  > x1 следует неравенство: 
f(x2) > f(x1)   (f(x2) < f(x1)). 
 
Определение 2. Функция y = f(x) называется монотонной на 
промежутке (a; b), если она на этом промежутке является только 
возрастающей или только убывающей. 
 
Теорема. (достаточные условия монотонности). Если функция y = f(x) 
дифференцируема на промежутке (a; b) и f’(x) > 0 (f’(x) < 0) для любых x  (a; 
b), то функция возрастает (убывает) на этом промежутке. 
 
Доказательство. Возьмём любые два значения x1 и x2 из промежутка (a; 
b). Для определённости предположим, что x2 > x1. На отрезке [x1;x2] функция y 
= f(x) непрерывна и дифференцируема (из условия теоремы). Следовательно, 
она удовлетворяет теореме Лагранжа на отрезке [x1; x2], т.е. существует хотя 
бы одна точка c  (x1; x2), в которой выполняется равенство: 
f(x2) – f(x1) = f' (c)  (x2 – x1). 
Если f '(x) > 0 для любых x(a;b), то f '(c) > 0. Поэтому f(x2) – f(x1) > 0, т.е. 
из условия x2 > x1 следует неравенство f(x2) > f(x1). А так как x1 и x2  –любые 
значения из промежутка (a;b), то функция y = f(x) возрастает на этом 
промежутке. 
Если 0)( xf '  для любых );( bax , то 0)( cf ' . 
Поэтому 0)()( 12  xfxf , то есть из условия x2 > x1 следует неравенство      
f(x2) < f(x1). Так как x1 и x2 любые значения из промежутка (a; b), то функция       
y = f(x) убывает на этом промежутке. 
Теорема доказана. 
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Экстремумы функции 
Определение 1. Функция y = f(x) имеет в точке x0D(f) максимум ymax 
(минимум ymin), если существует такая окрестность точки x0, в которой для 
всех x выполняется неравенство: f(x0) > f(x)  (f(x0) < f(x)). 
 
Определение 2. Точки максимума и минимума функции называются 
точками экстремума функции. 
 
Теорема 1. (необходимое условие экстремума). Если функция y = f(x) 
имеет экстремум в точке x0, то в этой точке производная функции равна нулю 
или не существует. 
Доказательство. 1)Для определённости рассмотрим случай, когда 
функция      y = f(x) в точке x0 имеет максимум и в этой точке существует 
производная. Тогда из определения максимума для любого x, принадлежащего 
окрестности точки  x0       f(x0) > f(x). Отсюда следует, что для любого x ≠ 0 
справедливо неравенство: f(x0+x) – f(x0) < 0. 
 Разделим это неравенство на x, получим: 
при x > 0:  ,0
)()( 00 


x
xfxxf
 
при x < 0:  .0
)()( 00 


x
xfxxf
 
 
Перейдём к пределам: 
,0)0('
)()(
lim 0
00
0




xf
x
xfxxf
x
 
.0)0('
)()(
lim 0
00
0




xf
x
xfxxf
x
 
 
Так как )( 0xf '  существует, то: 
.0)(')0(')0(' 000  xfxfxf  
Аналогично рассматривается случай, когда x0 – точка минимума. 
2) Если f '(x0) не существует или равна , то точка x0 может быть точкой 
экстремума функции. Например, функция y = x  имеет минимум при x = 0, 
хотя y'(0) не существует. 
Теорема доказана. 
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Теорема 2. (достаточное условие экстремума). Если функция y = f(x) 
непрерывна в точке x0, дифференцируема в некоторой её окрестности, за 
исключением может быть самой этой точки, f’(x0) = 0 или не существует и при 
переходе x через точку x0  производная f '(x) изменяет знак, то точка x0  
является точкой экстремума. Если при этом знак f '(x) меняется 
 с  +  на  –,  то x0  – точка максимума, 
с  –  на  +,  то x0  – точка минимума. 
 
Доказательство. Пусть f '(x) при переходе x через точку x0 изменяет 
знак  с  +  на  – , т.е.  f '(x) > 0  при x   (x0 – ; x0) и  f '(x) < 0  при x  (x0; x0 + 
),  где   > 0. 
 
1) Пусть x  (x0 – ; x0). На отрезке [x; x0] функция y = f(x) удовлетворяет 
теореме Лагранжа. Значит, на интервале (x; x0) найдётся хотя бы одна точка c1, 
в которой выполняется равенство: 
 
f(x) – f(x0) = f '(c1)(x – x0),  где c1 (x0 – ; x0).  
Так как  f '(c1) > 0 и x – x0 < 0, то f(x) – f(x0) < 0.  
 
2) Пусть δ);( 00  xxx . На отрезке ];[ 0xx  функция )(xfy   также 
удовлетворяет теореме Лагранжа. Значит на интервале (x0; x) найдётся хотя бы 
одна точка с2, в которой выполняется равенство: 
 
f(x) – f(x0) =  f’(c2)(x – x0),  где c2  (x0; x0 + ). 
Так как  f '(c2) < 0  и x – x0  > 0, то f(x) – f(x0) < 0. 
 
Следовательно, для любого x  (x0 – ; x0 + ) выполняется неравенство:  
f(x0) > f(x). 
Отсюда следует, что точка x0 является точкой максимума функции y = f(x). 
Аналогично рассматривается случай, когда )(xf ' при переходе x через точку 
x0 изменяет знак с – на +. При этом точка  x0  является точкой минимума 
функции )(xfy  . Теорема доказана. 
 
Выпуклость, вогнутость и точки перегиба графика функции 
 
Пусть функция y = f(x) дифференцируема в любой точке промежутка 
(a;b). Тогда она имеет конечную производную в любой точке этого 
промежутка. Значит, существует касательная к графику функции y = f(x) в 
любой его точке (x; f(x)) при a < x < b. 
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Определение 1. График функции y = f(x), дифференцируемой в каждой 
точке промежутка (a;b), называется выпуклым (вогнутым) на этом 
промежутке, если для любого x  (a; b) график расположен не выше (не ниже) 
касательной к графику в точке (x; f(x)). 
 
Теорема 1. (достаточное условие выпуклости или вогнутости кривой). 
Пусть функция y = f(x) дважды дифференцируема на промежутке (a;b) и  f ''(x) 
для x  (a;b) сохраняет свой знак, тогда кривая y = f(x) выпуклая, если   f ''(x)  
0 при x  (a;b), и кривая y = f(x) вогнутая, если f ''(x)  0 при   x  (a; b). 
 
Доказательство. Для определённости рассмотрим случай, когда f ''(x)  
0 для  x  (a;b). Обозначим x0 любую точку промежутка (a;b). Построим 
касательную к кривой y = f(x) в точке (x0; f(x0)): yкасат = f(x0) + f '(x0)∙(x – x0). 
Покажем, что график функции y = f(x) лежит не ниже этой касательной, т.е. 
выполняется неравенство: (f(x) – yкасат(x))  0 для любого x  (a; b).  
f(x) – yкасат(x) = f(x) – (f(x0) + f '(x0)∙(x – x0)) = 
       = f(x) – f(x0) – f '(x0)∙(x – x0) =  (f(x) – f(x0)) – f '(x0)∙(x – x0),  где x  (a; b)  (1). 
Функция y = f(x) на отрезке [x0;x] удовлетворяет условию теоремы Лагранжа, 
т.е. на отрезке [x0;x] найдётся хотя бы одна точка c1, для которой 
выполняется равенство:  
f (x) –  f(x0) =  f '(c1)∙(x – x0). 
 
Подставим в равенство (1) полученное соотношение. 
   f(x) –  yкасат(x) =  f '(c1)(x– x0) – f ' (x0)(x – x0) =  (x – x0)(f ' (c1) –  f ' (x0)).       (2) 
Функция f '(x) на отрезке [x0;c1]  удовлетворяет  условию  теоремы Лагранжа, 
т.е. на промежутке (x0;c1) найдётся хотя бы одна точка с2, для которой 
выполняется равенство: 
f '(c1) – f '(x0) =  f ''(c2)(c1 – x0). 
Подставим в равенство (2) полученное соотношение: 
                               f(x) – yкасат(x) =  (x – x0)f ''(c2)∙(c1 – x0).                                  (3) 
Если x > x0, то c1 > x0 и c2 > x0,  т.е. x – x0 > 0  и  с1 – x0 > 0. 
По предположению f ''(x)  0. Тогда f(x) – yкасат(x)  0. 
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Если x < x0, то c1 < x0 и  c2 < x0,  т.е. x – x0 < 0 и c1 – x0 < 0.  
Тогда f(x) – yкасат(x)  0. 
Следовательно, при любом x  (a;b) выполняется неравенство: 
f(x) – yкасат(x)  0, т.е. на промежутке (a,b) график функции y = f(x) вогнутый. 
Аналогично можно доказать, что если f ''(x)  0 при любом x  (a;b), то кривая   
y = f(x) на  промежутке (a;b) будет выпуклой. 
Теорема доказана. 
 
Определение 2. Пусть в точке (x0; f(x0)) существует касательная. Тогда 
точка (x0; f(x0)), отделяющая выпуклую часть кривой от вогнутой (или 
наоборот) называется точкой перегиба графика функции y = f(x). 
 
Теорема 2. (достаточное условие точки перегиба). Если функция y = f(x) 
дважды дифференцируема в окрестности точки x0,  вторая производная 
функции f ''(x0) = 0 (или не существует) и f ''(x) меняет свой знак при переходе 
x через точку  x0, то точка (x0; f(x0)) – точка перегиба кривой   y = f(x). 
 
Доказательство. Для определенности рассмотрим случай, когда f ''(x) 
при переходе через точку x0 изменяет знак с +  на  –.Тогда в левой  
полуокрестности точки x0   f ''(x) > 0, т. е. кривая при  x < x0 вогнутая, а в 
правой полуокрестности точки x0  f ''(x) < 0, т. е. кривая при x > x0 выпуклая. 
Следовательно, точка (x0; f(x0)) по определению является точкой перегиба 
графика функции  y = f(x). Аналогично рассматривается другой случай, когда f 
''(x) при переходе через точку x0 изменяет знак с  – на  +. 
Теорема доказана. 
 
Наибольшее и наименьшее значения функции на отрезке. 
 
Пусть функция y = f(x) определена на отрезке [a; b]. 
Определение 1. Число f(c) называется наибольшим (наименьшим) 
значением функции y = f(x) на отрезке [a;b] и обозначается 
 
)(max
;
xf
ba
 
(
 
)(min
;
xf
ba
), если для любого x   [a;b] выполняется неравенство:  
f(x)  f(c)   (f(x)  f(c)) . 
Если функция y = f(x) непрерывна на отрезке [a; b], то по свойству 
непрерывной   на  отрезке функции   она  достигает  своих  наибольшего  и 
наименьшего значений. 
Схема нахождения этих значений следующая: 
1) Найти все точки, в которых f '(x) = 0 (или не существует). Причём выбрать 
те точки из полученных, которые попадают на отрезок [a; b]. 
2) Вычислить значения функции в полученных точках в п.1. 
3) Вычислить значения функции в граничных точках отрезка [a; b]:  f(a) и f(b). 
4) Из значений п.2 и п.3 найти наибольшее число M и наименьшее m. 
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Тогда ),(max
];[
xfM
ba
  ).(min
];[
xfm
ba
  
Схема исследования функции. Построение графика 
1) Найти область определения функции y = f(x) – множество D(f) тех значений 
x, при которых функция y = f(x) имеет смысл. 
2) Исследовать функцию на периодичность: выяснить, существует ли 
наименьшее положительное число T такое, что f(x+T) =  f(x) для любого x 
D(f). Если «да», то целесообразно далее исследовать функцию и строить её 
график только на некотором отрезке длиной периода T. Затем продолжить 
график на всю область определения, разбивая её на интервалы длины T, в 
которых повторяется картинка графика. 
3) Исследовать функцию на чётность и нечётность: выяснить,     выполняются 
ли равенства: 
f(– x) = f(x) для любого x D(f) – чётность   
или    
f(– x) = – f(x) для любого x D(f) – нечётность. 
Это позволяет узнать, есть ли симметрия графика: относительно оси Oy – 
чётная  или  относительно начала координат – нечётная. 
4)  Найти точки пересечения графика функции )(xfy  с осями координат: 
с осью Oy: точка (0; f(0)), если 0  D(f), 
       с осью Oх: точка (xk; 0), где xk D(f)  
и является решением уравнения     f(x) = 0. 
5) Найти промежутки знакопостоянства: выяснить, при каких x  D(f) 
выполняются неравенства f(x) > 0 (график функции расположен выше оси Ox) 
и f(x) < 0 (график функции расположен ниже оси Ox). 
6) Исследовать функцию на непрерывность, установить тип точек разрыва.  
7) Найти вертикальные и наклонные асимптоты. 
8) Найти промежутки убывания и возрастания, экстремумы функции. 
 9) Найти множество E(f) значений функции. 
10) Найти промежутки выпуклости, вогнутости и точки перегиба графика. 
11) Построить график функции, используя свойства, установленные в 
проведенном исследовании. Если в некоторых промежутках график остался 
неясным, то его уточняют по дополнительным точкам. 
 
Задача 1. 
 
Исследовать функцию y = (x + 2)e–x  и построить её график. 
 
Решение 1. 
 
1) D(y) = R. 
2) Функция не периодическая. 
3) Так как y(–x) ≠ y(x) и y(–x) ≠ –y(x), то функция общего вида, не является ни 
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чётной, ни нечётной. 
4) Точка пересечения графика с  осью Ox : (– 2; 0),  с Oy : (0; 2) 
5) При x  (–; –2) функция отрицательная, при x  (–2; +) функция 
положительная. 
6) Функция непрерывна при x  R. 
7) Вертикальных асимптот нет. Наклонные асимптоты: y = kx + b. 
а) 
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    b = 0 при x . 
Следовательно,  y = 0 – наклонная (горизонтальная) асимптота при x . 
б) 




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)2(
lim
)(
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     при x  наклонной асимптоты нет. 
в)  f '(x) = ((x + 2)e– x) ' = 1e– x+(x + 2)(–e–x) = e–x(1 – x – 2) = –(x + 1)e– x. 
    D(y') = R. 
     y '  = 0: – (x+1)e– x = 0  x = – 1,  f(–1) = 1e1 = e. 
 
 
 
при x  (– ;– 1) f(x) возрастает, 
при x (– 1;+) f(x) убывает, 
при x = –1   fmax (– 1) = (– 1+2)e
– (– 1)
 = e. 
9) E(f) =  (–; e), так как .)()2(lim)(lim 


x
xx
exxf  
 31 
0
11
lim
2
lim)0()2(lim)(lim 



















 xxxx
x
xx ee
x
exxf  
и  fmax (–1) = e. 
10) f ''(x) = (– (x + 1)e– x) ' = – 1e– x + (x + 1)e–x = e– x(x + 1 – 1) = xe–x. 
D(f '') = R 
f '' (x) = 0 : xe
– x
 = 0   x = 0,  f(0) = 2. 
 
при x  (– ;0) график  f(x)  выпуклый 
при x  (0;+) график  f(x)  вогнутый 
Точка (0;2) – точка перегиба графика. 
11) Результаты проведенного исследования cведём в таблицу и построим 
график. 
Таблица 1. Результаты исследования функции y = (x + 2)e – x 
x (– ;– 1) – 1 (– 1;0) 0 (0;+) 
знак f ' (x) + 0 – – – 
знак f '' (x) – – – 0 + 
F(x)  e  2  
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ТЕМА 6. НЕОПРЕДЕЛЕННЫЙ ИНТЕГРАЛ 
 
Определение 1.  Функция F(x) называется первообразной (для) 
функции f(x) на некотором множестве значений х, если F΄(x) = f(x) на этом 
множестве. 
Теорема 1. Если функции F(x) и G(x) являются первообразными одной 
и той же функции f(x) на некотором множестве, то необходимым и 
достаточным условием этого является то, что G(x) = F(x) + C, где С – любая 
постоянная. 
Доказательство. 
1. Пусть F(x) -  первообразная f(x), то есть F΄(x) = f(x). Тогда для любого 
числа C           (F(x) + C)΄= F΄(x) + C΄= F΄(x) + 0 = f(x), то есть  F(x) + C  - 
первообразная f(x). 
2. Пусть F(x) и G(x) – две различные первообразные одной и той же 
функции f(x). Тогда (F(x) – G(x))΄= F΄(x) - G΄(x) = f(x) – f(x) = 0, 
следовательно, F(x) – G(x) = C (по следствию из теоремы Лагранжа). 
Теорема доказана. 
Таким образом, если функция на данном множестве имеет одну 
первообразную, то она имеет их бесконечно много, причем все они 
отличаются друг от друга постоянными слагаемыми. 
Определение 2. Совокупность всех первообразных функции f(x) на 
некотором множестве называется ее неопределенным интегралом. 
Обозначение:   CxFdxxf )()(  , где 
F (x) при этом называется подынтегральной функцией, а f(x)dx – 
подынтегральным выражением. 
Свойства неопределенного интеграла. 
1.  
 .)()())(()( dxxfdxxFCxFddxxfd
 
2.    
 .)()()()( CxFdxxfdxxFxdF
 
 3.    .)()())()(( dxxgdxxfdxxgxf                                                       
Действительно,   ,)()())()(( CxGxFdxxgxf  
а    21 )()()()( CxGCxFdxxgdxxf .  
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Но, поскольку С1+С2 – произвольная постоянная, выражения в левой и правой 
частях равны. 
4. 
  .)())(())(()()(
1
1 dxxfkCxFk
k
C
xFkCxkFdxxkf
 
Замечание. Все перечисленные свойства формулировались и 
доказывались в предположении, что на некотором множестве существуют 
первообразные функций f(x) и g(x), равные соответственно F(x) и G(x). 
 Табличные интегралы.  
Из определения первообразной и неопределенного интеграла следует, что 
таблицу основных интегралов можно получить из таблицы основных 
производных, считая производные табличных функций подынтегральными 
функциями, а сами функции – их первообразными. 
1. 
 


.1,
1
1



 C
x
dxx
                                          2. 
  .||ln Cxx
dx
 
3. 
  .1,0,ln
aaC
a
a
dxa
x
x
                                      3΄)   .Cedxe
xx
 
4.   .cossin Cxxdx                                                  5.   .sincos Cxxdx  
6. 
  .cos 2
Ctgx
x
dx
                                                       7. 
  .sin 2
Cctgx
x
dx
 
8.   .Cchxshxdx                                                         9.   .Cshxchxdx  
10. 
  .2 Cthxxch
dx
                                                       11. 
  .2 Ccthxxsh
dx
    
12. 
 
.
11
22
C
a
x
arcctg
a
C
a
x
arctg
aax
dx
  
13. 
 

.arccosarcsin
22
C
a
x
C
a
x
xa
dx
 
Можно добавить к этой таблице еще несколько формул, не следующих 
непосредственно из таблицы производных, но удобных для вычисления 
многих интегралов, а именно: 
14. 
 



.ln
2
1
22
C
ax
ax
aax
dx
                           15. 
 

.||ln 22
22
Caxx
ax
dx
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Задача 1. 
Найти интеграл dx
xxx
 






43
111
 
Решение 1. 
        
   







3
4
3
2
3
2
1
2
1
4
1
3
1
2
1
43 3
4
2
3
2
111
CxCxCxdxxdxxdxxdx
xxx  
.
3
4
2
3
2 4 33 2 Cxxx 
 
Задача 2. 
Найти интеграл 
xdxtg 2
 
Решение 2. 
     

 .
coscos
cos1
cos
sin
2122
2
2
2
2 CxtgxCxCtgxdx
x
dx
dx
x
x
dx
x
x
xdxtg  
 Замена переменной в неопределенном интеграле. 
Теорема  2. Пусть функция f(x) определена на множестве Х, а функция 
φ(t) – на множестве Φ, причем Xt )(   t . Тогда, если функция f(x) имеет 
первообразную F(x) на Х, а φ(t) дифференцируема на Φ, то 
                                              
 .)()())(( dxxfdtttf 
                                     (1)                                         
Доказательство. 
)())((
)(
))(( ttf
dt
td
d
dF
tF
dt
d



 
, поэтому функция F(φ(t)) является 
первообразной функции f(φ(t)) φ΄(t). Следовательно,  
 CtFdtttf ))(()())(( 
. 
С другой стороны, при  x = φ(t)    CtFdxxf )(()(  . В полученных формулах 
равны правые части, следовательно, равны и левые, что доказывает 
справедливость формулы. 
Замечание 1. Формулу (1) называют формулой интегрирования 
подстановкой. 
Замечание 2. Часто удобно бывает использовать формулу (1) «в 
обратную сторону»: 
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             
 dtttfdxxf )())(()( 
,                                                                    (2) 
то есть заменять переменную х функцией новой переменной t. Формула (2) 
носит название формулы интегрирования заменой переменной. 
Замечание 3. Формулы (1) и (2) показывают, что вид первообразной не 
изменяется при замене независимой переменной х на функцию φ(t), поэтому 
их называют формулами инвариантности интегрирования. 
Задача 3. 
Найти интеграл  tdtt cossin
2  
Решение 3. 
 
    .3
sin
3
)(sinsincossin
33
222 C
t
C
x
dxxdttttdtt
При этом была 
сделана подстановка x = sin t. 
Задача 4. 
Найти интеграл   

dx
x
x1
 
Решение 4. 
 
   
 















.2ln)(ln2
)||(ln22
1
22
1
)(
11
2
2
2
CxxCxx
Cttdt
t
dt
dt
t
t
tdt
t
t
dtt
t
t
dx
x
x
 
Интеграл был вычислен с помощью замены переменной: x = t². 
Формула интегрирования по частям. 
Теорема 3. Если функции u(x) и v(x) дифференцируемы на некотором 
промежутке, и на нем существует интеграл  vdu , то на нем существует и 
интеграл  ,udv  причем   
                                     .vduuvudv                                                                   
Доказательство. 
d(uv) = vdu + udv, поэтому udv = d(uv) – vdu. Проинтегрируем обе части 
полученного равенства, учитывая, что   .)( Cuvuvd  Тогда 
    ,)( vduuvvduuvdudv  что и требовалось доказать. Существование 
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интеграла в левой части равенства следует из существования обоих 
интегралов в правой части. 
Задача 5. 
Найти интеграл  xdxxcos  
Решение 5 
    .cossinsinsin)(sincos Cxxxxdxxxxxdxdxx  
 
 
 
ТЕМА 7. ОПРЕДЕЛЕННЫЙ ИНТЕГРАЛ И ЕГО ПРИЛОЖЕНИЯ 
 
Для решения многих задач из различных областей науки и техники 
требуется применение определенного интеграла. К ним относятся вычисление 
площадей, длин дуг, объемов, работы, скорости, пути, моментов инерции и 
т.д. Определим это понятие.                                                     
Рассмотрим отрезок [a, b] оси Ох и определим понятие разбиения этого 
отрезка как множества точек xi : a=x1 < x2 <…< xn-1 < xn=b. При этом точки xi 
называются точками разбиения, отрезки [xi-1, xi] – отрезками разбиения (их 
длины обозначаются Δxi), а число 
                           | τ | = max ( Δx1, Δx2,…, Δxn ) 
называется мелкостью разбиения. 
 
 
                y 
                                                y=f(x)     
 
 
 
                                                        
   x 
             х0=а x1          хп-1 хп=b  
Пусть на [a,b] задана функция y = f(x). Выберем на каждом отрезке 
разбиения по точке ξi и составим сумму вида 
                   



n
i
ii xf
1
)(
,                                                                                                     
называемую интегральной суммой функции  f(x). Если f(x) > 0, такая сумма 
равна сумме площадей прямоугольников с основаниями Δxi и высотами f(ξi ). 
Определение 1. Если для любого разбиения отрезка [a, b] существует 
один и тот же конечный предел интегральных сумм при n  и 0||  : 
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              0||
lim



n 


n
i
ii xf
1
)(
= I ,                                                                                              
то функция  f(x) называется интегрируемой на отрезке [a, b], а число I 
называется определенным интегралом  f(x) на [a, b] и обозначается  

b
a
dxxfI .)(
  
Числа а  и b называются соответственно нижним и верхним пределами 
интегрирования. 
Кроме того, определение определенного интеграла дополняется следующими 
утверждениями: 
1) 
 
a
a
dxxf 0)(
 ,                                                      2) 
 
b
a
a
b
dxxfdxxf .)()(
 
  
Теорема 1. (необходимое условие интегрируемости). Если функция 
интегрируема на некотором отрезке, то она ограничена на нем. 
Доказательство. Пусть f (x) интегрируема на [a,b] и  
 
b
a
Idxxf )(
. Зафиксируем 
какое-либо ε, например,     ε = 1. По определению 1 существует такое δ > 0, 
что для любой интегральной суммы στ, соответствующей разбиению, для 
которого |τ| < δ, верно неравенство | στ – I | < 1, откуда      I – 1 < στ < I + 1, то 
есть множество интегральных сумм функции f (x) ограничено. 
Если предположить при этом, что f (x) неограничена на [a,b], то она 
неограничена по крайней мере на одном из отрезков разбиения. Тогда 
произведение f (ξi)Δxi  на этом отрезке может принимать сколь угодно 
большие значения, то есть интегральная сумма оказывается неограниченной, 
что противоречит условию интегрируемости f (x). 
 
Замечание. Условие ограниченности функции является необходимым, 
но не достаточным условием интегрируемости. В качестве примера 
рассмотрим функцию Дирихле f (x) = 1, если х рационально, и f (x) = 0, если х 
иррационально. Для нее на любом отрезке [a,b] и при любом разбиении на 
каждом отрезке   Δxi  найдутся как рациональные, так и иррациональные 
значения х. Выбрав в качестве  ξi  рациональные числа, для которых  f (ξi )= 1, 
получим, что   



n
i
ii xf
1
)(
= b – a. Если же считать, что   ξi – иррациональные 
числа, то 



n
i
ii xf
1
)(
= 0. Следовательно, предел интегральных сумм не 
существует, и функция Дирихле не интегрируема ни на каком отрезке. 
 
Свойства определенного интеграла. 
  
Сформулируем понятия верхней и нижней интегральных сумм. Пусть тi 
 38 
– наименьшее значение функции f (x) на отрезке Δxi , а Mi – ее наибольшее 
значение на этом отрезке.  
 
Определение 2. Сумма    sn = 



n
i
ii xm
1 называется нижней интегральной 
суммой функции f (x) на [a,b], а   Sn = 



n
i
ii xM
1  - верхней интегральной 
суммой. 
 
Свойства интегральных сумм. 
 
1. Так как на любом отрезке разбиения  mi ≤ Mi , то si ≤ Si . 
 
2. Если т – наименьшее значение f(x)  на [a,b], а М – ее наибольшее значение 
на [a,b], то    )()( abMSsabm nn  . 
 
3. При добавлении к выбранному разбиению новых точек sn может только 
возрастать, а Sn – только уменьшаться. 
 
Доказательство. 
Пусть отрезок [xk-1 ,xk] разбит на р отрезков. Обозначим нижнюю и 
верхнюю интегральные суммы на этих отрезках как sp и Sp. Но для отрезка [xk-
1 ,xk] наименьшим значением функции является тк, а наибольшим – Мк. 
Следовательно, по свойству 2     sp ≥ mk Δxk – соответствующему слагаемому 
общей интегральной суммы s , а Sk≤ Mk Δxk – слагаемому верхней 
интегральной суммы. Таким образом, каждое слагаемое s может только 
увеличиваться при добавлении новых точек, а каждое слагаемое S – только 
уменьшаться, что и доказывает сформулированное утверждение. 
 
1. Существуют 
ss
n


lim
 и 
SS
n


lim
. 
 
Доказательство. 
Из свойств 2 и 3 следует, что s ограничена ( )( abMs  ) и монотонно 
возрастает. Следовательно, она имеет предел. Подобное же рассуждение 
справедливо для S. 
 
2. Если f (x) непрерывна на [a,b], то Ss  . 
Доказательство. 
Назовем колебанием  функции f (x) на отрезке Δхк разность ωk = Mk – mk. 
Тогда в силу непрерывности f (x)    k:00  при  || . 
Следовательно, ),( absS    то есть 
0)(lim 

sS
n , что и требовалось доказать. 
Замечание. Так как s и S можно считать частными случаями 
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интегральных сумм функции f (x), то Ss  = 

b
a
dxxfI .)(
 
 
3. Для любых двух разбиений данного отрезка τ1 и τ2  21 
Ss 
. 
Для доказательства этого утверждения достаточно рассмотреть разбиение, 
включающее все точки разбиений τ1 и τ2 , и воспользоваться свойствами 1 и 3. 
  
Перечислим основные свойства определенного интеграла. 
 
1. Постоянный множитель можно выносить за знак интеграла: 
              
 
b
a
b
a
dxxfAdxxAf )()(
. 
Доказательство. 
 
 
b
a
dxxAf )(
0||
lim



n AxAf
n
i
ii 
1
)(
0||
lim



n
 



n
i
ii xf
1
)(
=

b
a
dxxfA .)(
 
 
2. 
  
b
a
b
a
b
a
dxxfdxxfdxxfxf )()())()(( 2121
. 
 
Доказательство. 
 
 
b
a
dxxfxf ))()(( 21
0||
lim



n 


n
i
iii xff
1
21 ))()(( 
= 0||
lim



n
(



n
i
ii xf
1
1 )(
+



n
i
ii xf
1
2 )(
) = 
=
 
b
a
b
a
dxxfdxxf )()( 21
. 
 
3. Если на отрезке [a,b] (a<b)  f (x) ≤ g (x), то 
 
b
a
b
a
dxxgdxxf )()(
. 
 
Доказательство. 
      



b
a
b
a
b
a
n
i
iii
n
xfgdxxfxgdxxfdxxg
1
0||
0)()(lim)()()()( 

, так как 
.0,0)()(  iii xfg    
Отсюда следует, что  
 
b
a
b
a
dxxgdxxf )()(
. 
 
4. Если т и М – наименьшее и наибольшее значения функции f(x) на отрезке 
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[a,b], ,ba   то 
 
b
a
abMdxxfabm ).()()(
 
 
Доказательство. 
Так как ,)( Mxfm  по свойству 3  
  
b
a
b
a
b
a
Mdxdxxfmdx )(
. Но 
 
b
a
abmmdx ),(
 
следовательно, 
 
b
a
abMdxxfabm ).()()(
 
 
5. (Теорема о среднем). Если функция f(x) непрерывна на отрезке [a,b], то на 
этом отрезке найдется такая точка ξ, что  
 
b
a
fabdxxf ).()()( 
 
 
Доказательство. 
Пусть ,ba   т и М – наименьшее и наибольшее значения функции f(x) на [a,b]. 
Тогда по свойству 4 
 

b
a
Mdxxf
ab
m .)(
1
 Тогда  
 
b
a
dxxf
ab
,)(
1

  .Mm    
Так как f(x) непрерывна на [a,b], она принимает на нем все промежуточные 
значения между т и М, то есть существует )( ba   такое, что .)(  f  
Тогда 
 
b
a
fabdxxf ),()()( 
 что и требовалось доказать. 
 
6. Для любых трех чисел a,b,c справедливо равенство 
                     
  
b
a
c
a
b
c
dxxfdxxfdxxf )()()(
, 
если все эти интегралы существуют. 
 
Доказательство. 
Пусть a < c < b. Составим интегральную сумму так, чтобы точка с была 
точкой деления. Тогда 
   
b
a
c
a
b
c
iiiiii xfxfxf )()()( 
. Переходя к пределу 
при ,0||  получим доказательство свойства 6. 
Если a < b < c, то по только что доказанному  
  
b
a
c
b
с
a
dxxfdxxfdxxf )()()(
, или 
  
b
a
c
a
c
b
dxxfdxxfdxxf )()()(
. Но 
 
c
b
b
c
dxxfdxxf )()(
, поэтому 
  
b
a
c
a
b
c
dxxfdxxfdxxf )()()(
. Аналогично доказывается это свойство и при 
любом другом расположении точек a, b и с. 
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Задача 1 
Вычислить определенный интеграл    
 
Решение 1 
 
 
1) Используем свойства линейности определенного интеграла. 
 
(2) Интегрируем по таблице, при этом все константы выносим – они не 
будут участвовать в подстановке верхнего и нижнего предела. 
 
(3) Для каждого из трёх слагаемых применяем формулу Ньютона-
Лейбница. 
 
Задача 2 
 
Вычислить определенный интеграл   
 
Решение 2 
 Замена:              
 
Новые пределы интегрирования: 
 
   
 
 
 
Задача 3 
 
Вычислить определенный интеграл  
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Решение 3 
 
 
 
Интегрируем по частям: 
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