We exploit an optimization method, called DACG, which sequentially computes the smallest eigenpairs of a symmetric, positive de nite, generalized eigenproblem, by CG minimizations of the Rayleigh quotient over subspaces of decreasing size. In this paper we analyze the e ectiveness of the approximate inverse preconditioners, AINV and FSAI as DACG preconditioners for the solution of Finite Element and Finite Di erence eigenproblems. Numerical tests on a Cray T3E Supercomputer were performed, showing the high degree of parallelism attainable by the code. We found that AINV and FSAI are both e ective preconditioners for our DACG algorithm.
In this paper we analyze the performance of two preconditioning techniques when applied to an optimization method, called DACG (De ation-Accelerated Conjugate Gradient) 6]. DACG sequentially computes a number of eigenpairs by CG minimizations of the Rayleigh quotient over subspaces of decreasing size. When e ectively preconditioned, we found 3] that the e ciency of DACG well compares with that of established packages, like ARPACK.
We exploit two preconditioners, FSAI 7] and AINV 2], falling into the class of approximate inverse preconditioners. These preconditioners have been extensively studied by many authors in order to accelerate, in a parallel environment, iterative methods for solving linear systems Ax = b. These preconditioners explicitly compute an approximation, say M, to A ?1 . FSAI and AINV are based on the sparse factorization of A ?1 . Preconditioning by a product of triangular factors performs better than other techniques, mainly because the ll-in of the preconditioner is reduced. Unlike many other approximate inverse techniques, AINV and FSAI preserve the positive de niteness of the problem, which is essential in our application. The FSAI algorithm requires an a priori sparsity pattern of the approximate factor, which is not easy to provide in unstructured sparse problems. We generated the FSAI preconditioner using the same pattern as the matrix A. On the other hand, AINV is based upon a drop tolerance, ", which in principle is more convenient for our unstructured problems. The in uence of the drop tolerance has been tested.
We have exploited the parallel AINV-DACG and FSAI-DACG algorithms in the solution of Finite Element and Finite Di erence eigenproblems, both in two and three dimensions. A parallel implementation of the DACG algorithm has been performed via a data-parallel approach, allowing preconditioning by any given approximate inverse. Adhoc data-distribution techniques allow for reducing the amount of communication among the processors, which could spoil the parallel performance of the ensuing code. An e cient routine for performing matrix-vector products was designed and implemented. Numerical tests on a Cray T3E Supercomputer show the high degree of parallelism attainable by the code, and its good scalability level.
2 AINV and FSAI preconditioners. Let Actually, even with sparse A, the factorZ is usually dense. The AINV preconditioner is based on the idea of building a sparse approximation toZ by reducing the amount of ll-in occurring in the computation. This is obtained by annihilating either all the elements outside selected positions inZ or those whose absolute value is smaller than a drop tolerance ". We preferred this latter strategy, since in principle it is more apt to treat unstructured sparse matrices. If the process is completed successfully, which is The algorithm can be decomposed into a number of scalar products, daxpy-like linear combinations of vectors, v + w, and matrix{vector multiplications. We focussed on parallelizing these tasks, assuming that the code is to be run on a machine with p identical, powerful processors, our model machine being a Cray T3E Supercomputer. must be sent to processor k. Our matrix-vector routine exchanges precisely these elements and no more, thus providing a large saving in the communication time.
3.1 Numerical tests. We now report the numerical results obtained applying the DACG procedure to a number of Finite Element and Finite Di erence problems. The computations were performed on the T3E 1200 machine of the CINECA Computing Centre, located in Bologna, Italy. The machine is a stand alone system made by a set of DEC-Alpha 21164 processors, performing at a peak rate of 1200 M op/s, which are interconnected by a 3D toroidal network having a 480 MByte/s payload bandwidth along each of 6 torus directions. In the present con guration there are 256 processing elements, half of them have a 256-MByte RAM, the others a 128-MByte RAM. Table 1 lists the main features of the selected test problems, which arise from the discretization of parabolic and elliptic equations in two and three space dimensions. They are representative of a larger set of tests that we performed. Table 2 shows the number of non-zero elements in each preconditioning factor, together with the number of iterations performed to compute the smallest s = 10 eigenpairs. In all but one problem we set 1 = 10 ?8 , 2 = 10 ?3 . When N = 268; 515, to get an accuracy which is comparable to the other cases, we set 1 = 10 ?15 , leaving 2 = 10 ?3 . T(M) is the CPU time (in seconds) spent to compute the preconditioning factors. IC(0) is the standard incomplete Cholesky preconditioning factor, with the same sparsity pattern as A. The FSAI factor has the same pattern, too, but needs more iterations than IC(0) to converge. With respect to IC(0), a larger number of non-zero elements in AINV is needed to achieve convergence in quite the same number of iterations. On the other hand, IC (0) is not suitable to parallel computations, so it was run only on a single processor. Jacobi preconditioning needs a larger number of iterations to achieve convergence. Incidentally, note that running the unpreconditioned DACG is not worth, requiring much more iterations than with Jacobi. As an example, when N=268,515, the unpreconditioned DACG does not attain convergence to the smallest eigenpair within 2000 iterations. In some cases the number of iterations changes with the number of running processors. Note that AINV is more robust than Jacobi and FSAI, since the change in the number of iterations occurs only in one case (N = 216; 000, " = 0:025), and the variations with Jacobi and FSAI are much larger. Concerning the e ciency of our matrix-vector routine, Table 3 reports the average number of elements sent (received) by one processor to perform the products Table 4 reports the CPU time, T p , spent for computing s = 10 eigenpairs, on p processors, together with the speedups, S p = T 1 =T p . The time for performing data input is not included, nor is the time for computing the preconditioners, which were stored into les. When N = 268; 515 the one-processor run with AINV(0.025) was not performed, due to memory over ow, the corresponding speedups cannot be computed. Due to its slower convergence, Jacobi-DACG usually requires larger CPU times than AINV-DACG and FSAI-DACG in multiprocessor runs, despite its good parallel performance. This result shows that AINV and FSAI are e ective preconditioners for our DACG algorithm.
Comparing Table 2 with AINV and FSAI preconditioners is a small fraction of the overall CPU time, thus on this ground neither FSAI can be preferred to AINV, nor the cost of their computation makes Jacobi preconditioning far superior.
Inspecting Table 4 , one can see that good speedups are obtained for the larger problems, scoring up to S 32 =24.48 for FSAI-DACG, when N=268,515, which can be considered very satisfactory. The speedup values increase with N, showing that our approach for parallelization is well suited to large problems. When N=216,000, and N=268,515, in some cases S 2 > 2 was experimented, due to a smaller number of iterations performed when p = 2. AINV and FSAI produce similar speedups, sometimes being better the former ones, sometimes the latter ones. Good speedups are scored exploiting Jacobi, which con rms its good parallel performance. To compare AINV e ciency with FSAI, we observe that the " value allowing the smallest AINV-DACG CPU time is problem, and p, dependent. However, inspecting Table 4 , we see that a convenient choice is " = 0:05. For this setting, when p = 1 AINV-DACG runs faster than FSAI-DACG. On the other hand, when p=32, due to slightly better parallel performance, FSAI-DACG usually runs faster than AINV-DACG (N 64,000). When p 16, AINV-DACG and FSAI-DACG running times are smaller than Jacobi-DACG. However, with p=32 processors, N >42,189, the three preconditioners require comparable CPU times. Summarizing, AINV and FSAI can be considered equally e ective preconditioners for our DACG algorithm. They are more suitable for moderately parallel computations, while for massive parallel ones the easier and less memory requiring Jacobi preconditioner can be competitive. Note that when a large (say s > 40) number of eigenpairs is sought, the cost of each DACG iteration relies essentially on the orthogonalization process, rather than on the preconditioner. The CPU time is driven by the number of performed iterations, thus Jacobi preconditioning, which requires far more iterations than the other techniques, can be far more CPU demanding.
4 Conclusions. The following points are worth emphasizing.
Choosing the nonzero pattern of A for computing FSAI, and setting " = 0:05 in evaluating the AINV factor, allowed for obtaining satisfactory preconditioners.
The speedups scored by AINV-DACG and FSAI-DACG were similar, though for p = 32
processors FSAI usually showed a slightly better parallelization level, in some cases better Table 4 : CPU time, T p , spent for computing s = 10 eigenpairs on p processors. The corresponding speedups, S p , are also reported. When N = 64; 000, N = 216; 000, the AINV(0.1) and AINV(0.05) factors are equal. An asterisk means that the the value could not be computed, due to memory over ow.
than with Jacobi preconditioning, which however con rmed its good parallel performance. The AINV and FSAI techniques were found to be equally e ective preconditioners for our DACG algorithm. They were more suitable for runs on a small number of processors, the easier Jacobi preconditioning being competitive for massively parallel computations, when a small number of eigenpairs is required.
