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Abstract: Plant modeling can provide a more detailed overview regarding the basis of plant
development throughout the life cycle. Three-dimensional processing algorithms are rapidly
expanding in plant phenotyping programmes and in decision-making for agronomic management.
Several methods have already been tested, but for practical implementations the trade-off between
equipment cost, computational resources needed and the fidelity and accuracy in the reconstruction
of the end-details needs to be assessed and quantified. This study examined the suitability of two
low-cost systems for plant reconstruction. A low-cost Structure from Motion (SfM) technique was
used to create 3D models for plant crop reconstruction. In the second method, an acquisition and
reconstruction algorithm using an RGB-Depth Kinect v2 sensor was tested following a similar image
acquisition procedure. The information was processed to create a dense point cloud, which allowed
the creation of a 3D-polygon mesh representing every scanned plant. The selected crop plants
corresponded to three different crops (maize, sugar beet and sunflower) that have structural and
biological differences. The parameters measured from the model were validated with ground truth
data of plant height, leaf area index and plant dry biomass using regression methods. The results
showed strong consistency with good correlations between the calculated values in the models and
the ground truth information. Although, the values obtained were always accurately estimated,
differences between the methods and among the crops were found. The SfM method showed a slightly
better result with regard to the reconstruction the end-details and the accuracy of the height estimation.
Although the use of the processing algorithm is relatively fast, the use of RGB-D information is faster
during the creation of the 3D models. Thus, both methods demonstrated robust results and provided
great potential for use in both for indoor and outdoor scenarios. Consequently, these low-cost systems
for 3D modeling are suitable for several situations where there is a need for model generation and
also provide a favourable time-cost relationship.
Keywords: plant phenotyping; RGB-D; Structure from Motion; RGB-D
1. Introduction
Digital models allow information gathering about crop status for agricultural management
or breeding programmess. The use of high-throughput plant phenotyping greatly impacts in
plant characterization and plant selection processes [1]. Digital plant models can be objective
tools for quantifying plant characteristics that avoid the appreciative differences incorporated in
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human judgement. Phenological traits can be accurately measured, expediting the decision-making
processes [2]. Thus, plant models can measure and characterize complex plant shapes, providing
essential information to plant breeding programmes that is necessary for modifying traits related to
physiology, architecture, stress or agronomical management [3]. Plant modeling makes information,
such as plant treatment or growth assessments, more accessible to agricultural managers, therefore
providing managers with a detailed and comprehensive understanding of plant development
throughout the life cycle. In addition to plant breeding, digital models can be used to help growers in
disease detection, yield estimation or biomass production, to characterize fruit quality, discriminate
between weeds and crop, to correlate with the photosynthetic activity, etc. Although the creation
of digital models allows for a better understanding of the internal processes in plant growing, they
require technological developments for sensing and capturing purposes. New sensors and procedures
are required to achieve these objectives. Electronic devices can rapidly characterize crops in a
non-destructive, accurate and repeatable manner. Most of the sensing technologies used are based
on two-dimensional characterization, from visible imagery to thermal, multispectral imaging or
fluorescence sensors [4]. Fluorescence sensors are typically used for the extraction of parameters
related to leaf composition; they expose plants to a specific wavelength of visible or ultraviolet (UV)
light, and the emitted fluorescent radiation is measured and the calculated values are related with
nitrogen content, plant stress, etc., due to the metabolic changes occurring in the chloroplast. This
method is typically used for measuring the response to induced stress [5]. In similar applications,
spectral reflectance sensors are commonly used for nitrogen assessment or to separate plants from
the ground by distinguishing the values of different spectral bands [6]. In this way, it is possible
to combine these spectral values to quantify crop aspects such as leaf area index (LAI), biomass or
expected yield. Thermal imaging is generally used for the monitoring of water stress by measuring the
leaf or canopy temperature [7] whereby the measured values are related to the evapotranspiration
capacity of the plants and the water availability, in order to manage precise irrigation systems. Visible
imaging methods are the most extensively developed; they are widely used and have been improved in
recent decades [8]. These methods are a fast, reliable and simple ways to describe plant dynamics using
high resolution and low-cost cameras. However, some problems arise when these methods are used in
complex environments, such as uncontrolled illumination, the presence of shadows or overlapping
leaves leading to information loss, which may affect the accuracy of the measurements [9]. Although
using red-green-blue (RGB) cameras is a common method of plant phenotyping, the details included
in a planar image only provide a limited view of the scene. However, these cameras are widely used
for phenology monitoring, nitrogen application, yield monitoring and weed discrimination [10].
The aforementioned sensors only provide information in a two-dimensional plane while other
characteristics of the third dimension are hidden. The creation of 3D models by distance sensors is
opening new opportunities in phenotyping processes by increasing efficiency and accuracy [11]. During
the last two decades, the use of distance sensors has permitted distance measurement from the sensor
to an object, thereby becoming widely used in agricultural research. Distance sensors can describe plant
morphology with high accuracy and 3D models can be created by the addition of a third dimension due
to the movement and spatial displacement of the sensor. The main distance sensors that are available
for many operations and that can supply data suitable to create 3D models for plant reconstruction are
ultrasonic and LiDAR (light detection and ranging) sensors. However, these two types of sensors are
completely different with regards to their mechanism, cost, field of view and accuracy. An ultrasonic
sensor measures distance an echo; sound waves are transmitted and return back to their source as an
echo after striking an obstacle. Since the speed of the sound is known and the travelling time can be
measured, the distance is then calculated. This methodology has been used for different agronomical
tasks, such as crop characterization, fertilizer application or weed discrimination [12]. Although,
the use of ultrasonic devices for canopy identification is commonly accepted as a good method for
tree characterization and fertilization, their limited resolution in combination with their wide field
of view makes them an invalid tool for precise plant description. On the other hand, LiDAR sensors
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are able to provide 2D- or 3D-plant models by displacing the sensor following a path and storing the
sensor’s relative position. The LiDAR sensors fire rapid pulses of laser light at a surface and measure
the amount of time it takes for each pulse to bounce back; this time is then converted to distance.
The accuracy of LiDAR is higher than that of ultrasonic sensors, and they have been widely used for
tree canopy description [13] and lastly in breeding programmes creating high-resolution 3D models.
LiDAR sensors are robust and reliable and they allow scanning at high frequency and over large
distances. Similar systems, such as radar systems [14], hemispherical photography [15], and magnetic
resonance and X-ray visualization, have been studied for plant morphology characterization [16].
Although the aforementioned methods can accurately describe plant shape, they are
time-consuming and lack colour information, which, in many cases, limits their application. While
colour can be added to the scene by means of sensor fusion, this combination of the traditional sensing
devices with RGB information from a camera is technically challenging and remains limited. The
emergence of new sensors in the market coming from different sectors opened new modes of plant
description. Initially distributed mainly by the gaming industry, today there are a large number
of commercially available RGB-Depth cameras. The more advanced ones combine more than one
sensor like the Multisense from Carnegie Robotics (Carnegie Robotics, LLC, Pittsburgh, Pennsylvania)
which combines lasers, depth cameras and stereoscopic vision; the ZED Stereo Camera (Stereolabs
Inc, San Francisco, CA, USA) which also provides depth information; or the DUO MLX sensor (Code
Laboratories Inc, Henderson, NV, USA) which uses a stereoscopic camera to provide depth information.
However, Microsoft Kinect v2®(Microsoft Corp., Redmond, WA, USA) is the primary and most
widely known sensor in this market and has been widely used for plant characterization in agriculture.
For instance, the maximum diameter, volume and density of sweet onions were estimated with an
accuracy of 96% [17]. Paulus, et al. [18] evaluated the possibilities of RGB-D cameras in comparison
with a high-precision laser scanner to measure the taproots of sugar beet, the leaves of sugar beets and
the shape of wheat ears. These authors concluded that the low-cost sensors could replace an expensive
laser scanner in many of the plant phenotyping scenarios. Andújar, et al. [19] reconstructed trees at
different wind speeds to estimate the LAI and the tree volume; the resolution potentials of this sensor
from null wind speed to high wind speeds were successfully demonstrated as the 3D models were
properly reconstructed at high wind speeds. Far from being used only for plant characterization, a
Kinect sensor could be used to estimate plant health. The NDVI (normalized difference vegetation
index) can be calculated by using the values of near-infrared (NIR) pixels and red pixels for plant
health monitoring [20]. Consequently, new applications for sensors, unlike those traditionally used in
plant phenotyping, are emerging. However, there are still some unresolved issues, such as a proper
reconstruction of the end-details required in some phenotyping programmess. In this regard, a new
approach has emerged in recent years; the use of photogrammetry using low-cost RGB cameras has
a high impact in the phenotyping processes. This method, also known as stereo vision, is relatively
inexpensive but allows the acquisition of a high definition of details. By examining the relative
positions of objects in the two planes similar to the human vision, 3D information can be extracted. The
3D scene can be reconstructed either by a single camera or multiple cameras shooting around the object
of interest. For model reconstruction, some parameters should be fixed prior to image acquisition; for
example, the distance from the camera to the target should be established based on the camera’s focal
length in order to reach a proper overlap between images according to the reconstruction algorithm.
This principle has been already used for plant reconstruction to extract information regarding plant
height, LAI and leaf position [21]. In addition, a combination of cameras and images from Structure
from Motion (SfM) creates high-fidelity models wherein a dense point cloud is created by means of a
growing region [22]. Similarly, the multi-view stereo (MVS) technique creates dense 3D models by
fusing images [23]. Nevertheless, there are still issues that should be improved and considered during
the reconstruction processes. Boundaries and limitations of methods must be clearly stated for its usage.
Some aspects that need to be improved, such as the accurate reconstruction of end-details, should be
well know before of applying reconstruction techniques for more detailed applications. In addition,
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these low-cost methods for plant reconstruction are opening up possibilities for an easy use of a single
camera or a budget device without expensive additional equipment for plant model reconstruction.
Thus, research of new methods and modes that employ depth for 3D plant reconstruction for
plant phenotyping has a strong impact and still are of great interest to the sector, in the search for
inexpensive equipment that can perform field high-throughput phenotyping functions with adequate
precision requirements. Furthermore, the use of 3D-structural models can improve the decision-making
processes. The objective of this study was to assess the combination of some of the most novel methods
and sensors for plant reconstruction and to compare them to the planar RGB method. The capacities of
RGB-D cameras and photogrammetry for 3D model reconstruction of three crops at different stages
of development were compared. The crops selected to be characterized had differential shapes; they
were maize, sugar beet and sunflowers. We specifically explored the capabilities and limitations of
the different principles and systems in terms of accuracy to extract various parameters related to the
morphology of these crops. The methodology compared the accuracy and the capacities of self-develop
algorithms to process the point clouds for solid model construction.
2. Materials and Methods
2.1. Site Location and Modeling Systems
RGB-D cameras and photogrammetry methods were tested using three different crops with
contrasting plant structures at a research station of the University of Hohenheim (Stuttgart, Germany).
The crops maize (Zea mays L.) sugar beet (Beta vulgaris L.), and sunflower (Helianthus annuus L.)
were selected for ascertaining the structural differences between them at three different stages of
development. The stage of development for maize was ranged from 13 to 19 on the BBCH (Biologische
Bundesanstalt, Bundessortenamt und Chemische Industrie) scale [24]. The stage of development for
sunflower was ranged from 15 to 19 on the BBCH scale, and the stage of development for sugar beet
ranged from 16 to 19 on the BBCH scale. Three samples per crop and stages of development were
monitored. The plants were randomly selected from the field and ensured to be a representative sample
of the population. Closer plants were removed to avoid interference with the target plant during
monitoring. Although removing those plants does not affect the model reconstruction it facilitates to
take the model measurements. To scale the model during post-processing, tree graphical scales were
located at the ground level in a triangular shape around the plant stem, with the plant located in the
centre of the triangle.
2.2. Data Acquisition and Data Processing
2.2.1. Low-Cost Photogrammetry
The SfM method was applied for model reconstruction. A set of images covering each crop plant
was used and the data set was composed of approximately 30 to 40 images per sample to fully cover of
the plant based on its size. The plant was manually photographed with a Sony Cyber-shot DSC-HX60
camera (Sony, Tokyo, Japan) following a concentric track at three different heights to produce baseline
image pairs (Figure 1). The images were taken with a minimum overlapping with the previous image
at 90%. The camera was manually held at distance approximately 50 cm from the plant stem in every
shoot. The minimum number of images was set up by a previous study to determine the lowest
number of images for a proper reconstruction. These images guarantee a proper reconstruction. An
increase in the images did not provide any improvement in the accuracy and the extracted values did
not show any statistical significance. The method and distance to the target objects was set by [23].
The positions of the camera were not previously established since the SfM algorithm can correct the
small differences during the model creation.
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Petersburg, Russia) ve sion 1.0.4. to build t e digital surface model (DSM) each plant. The camera
position and the common points in the images were locat d and matched; this process refined the
camera c libration parameters. The , the DSM was constructed based on the relationship of the camera
position to the images. Th projection of the images and its combin tion allow d the creat on of t
DSM by searching for common points in the scene. The process created a dense 3D-point cloud, which
was later used for t e solid model creation. The processing was divided in three automated s eps: (1)
aligning im g s; (2) building fiel ge metry; and (3) generating dense point clouds. Thereafter, the
model was manually scaled accord ng to th graphical scales located around the plant stem.
2.2.2. Red-Green-Blue (RGB) Image Processing
The RGB images processed as planar images were acquired with the same camera (DSC-HX60V,
Sony, Tokyo, Japan) used in the photogrammetric method. For the LAI calculation a top view image
was taken. A standard 100 cm2 black square, close to the plant stem, was also present in the image as
a reference to calculate the visible leaf area (LA) from the top view. The steps for image processing
were the common in this scenario. The RGB images were transformed to binary images by a linear
combination of the RGB planes with coefficients: R = −0.884, G = 1.262, B = −0.311, finally followed
by the application of Otsu’s method [25] for separating the pixels coming from plants from the rest
of pixels of the background. The coefficients were obtained by a genetic algorithm optimization
process [26], a method that has proved to perform a better segmentation of the plants than Excess
Green coefficients (E × G = 2G − R − B) [27].
2.2.3. RGB-D Microsoft Kinect®v2-Based System
Microsoft Kinect v2 is a motion-sensing device that operates with the principle of the time of flight
method for calculating the camera’s di tance to a scanned scene. Microsoft Kinect v2 can provide quite
detailed information about its surroundings, delivering approximately 2 gigabits of data per second
from the surroundings it digitalises. The device is composed of an RGB camera, a depth camera, an
infrared (IR) camera and an array of microphones. The RGB camera captures 1080 p video that can
be displayed in the same resolution as the viewing screen and can automatically adjust the exposure
time in order to create brighter images. Therefore, even though it can capture up to 30 fps (frames per
second), the maximum number of frames is limited to 15 fps. The camera creates raw colour images
with a 1920 × 1080 resolution. The infrared sensor can track objects without visible light at a resolution
of 512 × 424 pixels, allowing the tracking of IR reflective objects while filtering out the IR light. The
field of view is wider in the IR camera than the RGB camera 70 degrees horizontally and 60 degrees
vertically. The device estimates distances by phase detection to measure the time taken for light to
travel from the light source to the object and back to the sensor. Since the speed of light is known, the
distance is calculated by the system estimating the received light phase at each pixel with knowledge
of the modulation frequency; the operational range is between 0.5 m to 4.5 m.
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The acquisition process was executed using an Intel CORE i7-4710HQ laptop with Windows 7,
16 GB of RAM memory and a 2 GB Nvidia GeForce GTX graphic card with a graphics processing unit
(GPU). The raw data were recorded using Kinect Studio in video mode. The plant was scanned according
to a concentric track, similarly to the image acquisition in the previous system. The reconstruction
software fuses the different consecutive and overlapped depth images. A fully automated process was
developed and used in this procedure by overlapping depth images using the algorithm described
in [28], with a variant of the iterative closest point (ICP) algorithm [29], which improves the accuracy
of the point cloud.
Following image acquisition and Kinect v2 scanning, manual measurements were undertaken in
every plant wherein the number of leaves and plant height were determined. The maximum height of
each plant was calculated using a cylinder extended from the plant base to the end of its main stem
which indicated the maximum stem height [30]. For LA calculation, a leaf area metre, model Li-Cor
3100 (Li-Cor, Lincoln, NE, USA), was used. Thereafter, plants were stored in paper bags, and the
samples were dried at 78 ◦C for 48 h to determine the oven-dry weight of the plant biomass.
2.2.4. Point Cloud Processing
Point clouds are 3D-polygon meshes of the plant geometry; they were created by both systems and
methods and processed on the aforementioned laptop. This solid 3D model that was recently processed
off line in the open source software Meshlab®(Visual Computing Lab ISTI-CNR, Pisa, Italy), which
can manage and plot the 3D outputs previously generated in Agisoft PhotoScan by the self-developed
software for Kinect v2 data processing. Meshlab®was used in the processing of the unstructured
3D models using remeshing tools and filters to clean and to smooth the created 3D models. Three
steps were used for processing the point clouds. First, noise and outliers were removed from the point
cloud by an internal filter, which removed individual points at 0.5 cm outside the grid. Thereafter,
the target plant was isolated after removing every source of interference inside the bounding box, i.e.,
the ground and the rest of objects present in the scene were deleted using colour filters. Due to the
presence of green objects in the bounding box, human supervision was needed for the final isolation of
the plant. Finally, the extraction of the main parameters that were compared with ground truth data
was implemented. Plant height was measured by a measuring tool incorporated to the software and
number of leaves in the processed solid were visually counted calculated to be compared with actual
plant height, number of leaves and dry biomass.
2.2.5. Statistical Analysis
The information calculated from the final models was compared with the ground truth values
measured in the plants. The maximum plant height, leaf area (LA) and number of leaves were
calculated from the digital models and later correlated with the actual parameters of height, LA,
number of leaves and dry biomass. Pearson´s correlation coefficients were used as a first validation on
simple linear regressions and provided an evaluation of the results’ trend between the actual values
and those extracted from the model. Then, the root mean square error (RMSE) and the mean absolute
percentage error (MAPE) were calculated for the error estimation in order to provide an overview of
how well the data fit the model.
3. Results
The plant reconstruction method created different models (Figure 2), which were similar to reality;
three-dimensional models were properly reconstructed lacking only small details. These errors varied
slightly between both systems the Kinect-based v2 measurements were more imprecise than the
photogrammetry measurements. However, in all of the models, the errors appeared at the end of leaves
and branch borders. Although the final end-details were not properly reconstructed, the reconstruction
displayed high fidelity, as seen by the statistical analysis. The measured parameters using the modeling
systems showed a high correlation with the LA and dry biomass ground truth data. Indeed, strong
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consistency in linear correlation equations was observed between the estimated parameters by the
digital 3D model and their actual measured values. Regarding 2D RGB image processing, the results
differed with the three-dimensional systems, as their precision was lower in every case. In addition,
the number of leaves was always accurately estimated by the three-dimensional methods, while the
2D method always underestimated the number of leaves due to the overlapping of upper leaves.
No missed information was found on 3D reconstruction. Every leaf appeared reconstructed in the
digital models with only small differences in LA estimation, as shown in Figure 2. Although the
general values were similar between both three-dimensional methods, small differences arose when
the sampled crop was analyzed independently. Regarding 2D, dicots showed less underestimation of
number of leaves. Small leaves on the bottom were occluded by top ones. Only one to two leaves were
occluded on sugar beet and sunflower plants. In maize plants due to the parallelism between leaves,
the number of occluded leaves varied from 0 (small plants) to a maximum of four true leaves in the
case of those plants at BBCH 19. These slight differences can be due to manual movement of the camera
and areas becoming hidden while scanning [31]. Therefore, fine details can be improved by increasing
the sampling size or reducing the distance between the camera and the target plant. However, this
modification in the acquisition process would increase the time required for data acquisition and the
data processing.
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results. The actual height of sunflower and sugar beet averaged 34.67 cm and 21.28 cm, respectively.
The photogrammetry and Kinect v2 models in sunflower plants generated underestimates of 1.3 cm
and 0.94 cm, respectively, which was similar for sugar beet plants wherein underestimates of 0.91 cm
for the maximum height in both crops were calculated for the 3D models. Nevertheless, regression
analysis showed a strong correlation (R2 = 0.998 and R2 = 0.999) with extracted values from the model
(Figure 3). Both crops’ RMSE values exhibited similar tendency of lower values than maize plants for
both methodologies. The comparison of sugar beet models with the actual values reached a RMSE of
0.81 cm for the photogrammetric method, and a similar value was obtained for sunflower the difference
with ground truth showed an RMSE of 0.89 cm and a MAPE error of 2.7%. When considering the use of
Kinect v2, the calculated values of the RMSE and MAPE showed a similar tendency; these parameters
showed that maize plants models had higher error than dicots crops. However, the Kinect v2 models
showed slightly higher errors than those created by photogrammetry (Table 1). The underestimation
of maximum height in maize plants can be affected by the difficult identification of the plant at the end
of the stem. Although this point is clear for dicots species, it remains unclear for maize plants with
regard to their leaves and stem. While the measurements were conducted manually in the models, the
use of an automated approach of colour segmentation followed by a definition of the region of interest
defined by the stem through a circular Hough transform could improve the results [23]. Although, the
use of this automated process would increase the accuracy on height measurements, the current level
of detail can be enough for most of the phenotyping purposes; the possibilities of both methods to
determine height have been displayed. While the acquisition time and post-processing is higher in the
case of photogrammetry, slightly better results were obtained in terms of determining plant height.
Table 1. Approximation of time-accuracy for the studied methods. The presented values show an
average of the models and the averaged values obtained during the process.
Distance to plant (cm) Acquisition time (s) Processing time (s) Deviation (mm)
SfM 50 200 1800 2
RGB-D 50 10 30 5
Planar 50 1 1 0
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Regarding the comparison with ground truth data, the estimation of LA using three-dimensional
models, was in good agreement with the reality. The RGB models, which were 2D-based, reached low
values of agreement due to leaf overlapping. The actual averaged values of LA were 989.11 cm2 for
maize, 657.44 cm2 for sugar beet and 495.22 cm2 for sunflower plants; planar models underestimated
these values, and the correlations were not significant. Thus, the use of 2D images for LA determination
cannot be considered an accurate method. When maize plants were modelled, the values extracted
from the model averaged an LA of 868.3 cm2 and 954.4 cm2 for the Kinect-based system and the
photogrammetry reconstruction methods, respectively. The correlation between actual and model
values was significant at P < 0.01 with R2 = 0.997 and R2 = 0.995, respectively (Figure 4). The statistic
parameters of RMSE and MAPE showed high accuracy in model fitness compared to the actual LA.
The RMSE values were of 4393.4 cm2 and 22267 cm2, and MAPE values revealed a deviation of 3.88%
and 11.66% for photogrammetry and Kinect v2, respectively. Similar to the aforementioned height
values, the dicot crops (sugar beet and sunflower) were modelled with higher accuracy with respect to
LA (Table 2). The MAPE values showed a deviation of approximately 1% when plants were modelled
with photogrammetry and even higher for Kinect v2 models. The regression models were always
significant at P < 0.01 (Figure 4) with low deviations. Similar values were obtained when correlating
LA with the dry biomass (Figure 5).
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Table 2. Root mean square error (RMSE) and mean absolute percentage error (MAPE) calculated values
for photogrammetry and Kinect v2 methods in three different crops.
Photogrammetry Kinect v2
Maize Sunflower Sugar Beet Maize Sunflower Sugar Beet
Height (cm)
RMSE 4.48 0.89 0.81 7.58 1.68 0.91
MAPE 3.08 2.7 4.14 4.34 3.61 3.87
Leaf Area (cm2)
RMSE 4393.4 1175.7 472.7 2,2667.7 9146.7 4033.5
MAPE 3.88 0.8 0.57 11.66 8.31 11.26
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Although there are differences between the studied methods, both of the methods are consistent
and generate significant values. The photogrammetry models attained higher fidelity, as they have a
better capacity of reconstructing end-details and thinner stems; this effect was more pronounced in
maize plants due to their elongated shape. Similar results were obtained by Andújar, et al. [23] when
modeling weed plants. Our study showed that there are still some technical aspects to be improved,
such as an accurate reconstruction of the end-details, mainly for monocot plants. Additionally, the effect
of the underestimation of height underestimation could be corrected with the automated recognition of
the region of interest by image-processing software in combination with the reconstruction algorithm,
for instance through a colour identification. The use of SfM can be combined with other algorithms
for automatic recognition helping breeders to take fast decisions. However, the method requires of
automatic system for image acquisition and processing since the time–cost relationship is not suitable
for large scanning areas. Although, the use of the current process is suitable for research purposes it
needs of a integration on autonomous systems for reducing the time-cost function, reducing the use
of human labor during the image acquisition process. Rose, et al. [30], using a similar approach of
SfM- and MVS-based photogrammetric methods, created models at high resolution in lab conditions.
These authors reported missing parts and triangulation errors at the leaf and branch borders which
are similar to the current study. However, the analysis of different crop species has led to differing
results mainly because overestimation is due to leaf borders and stem borders. Thus, thinner plants,
such as monocots, would lead to more inaccurate results. This effect was also observed for all methods
studied; although, there was a lower level of detail, the methods revealed similar effects, usually
showing differences regarding plant shape. The close-up laser scanning method has shown a high
accuracy in point cloud reconstruction in combination with the steps needed to create a 3D model;
this method is fast and attains a high level of detail. However, investments costs are higher and the
use of this method requires calibration and warming-up [32]. The use of RGB images in phenotyping
processes considerably reduces the acquisition cost. Imagery systems are the most common system
and although the method has been highly expanded, the effect of occlusions is challenging and
the usage of 2D phenotyping and its usage could be limited for some specific scenarios [33]. Thus,
three-dimensional modeling is rapidly expanding, as the higher accuracy of these models leads to
better results in plant breeding programmes [34] or in decision-making processes in agriculture [32].
The computational power and the availability of new low-cost sensors favours this development. The
two studied methods for 3D reconstruction are both low-budget techniques, which a reach high level
of detail. Although, photogrammetry reconstruction leads to more accurate models than RGB-D, the
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processing and acquisitions cost requires more time. This procedure has shown similar results in
other studies; previous approaches using three-dimensional modeling were based on stereovision to
reconstruct maize plants, whereby accurate estimations of leaf position and orientation and of the leaf
area distribution were undertaken [35]. Additionally, close-range photogrammetry has been used to
calculate similar parameters, such as LAI [36], which allows managing the crop needs of pesticide
applications by using differential sprayers [37]. The SfM improved the acquisition time by calculating
the position of the camera in relation to stereovision [38]. Similarly to our results, a more expensive
high-throughput stereo-imaging system for 3D reconstruction of the canopy structure in oilseed rape
seedlings showed the valuable options of the SfM for plant breeding programmes [39]. In addition, the
easy mode of operation allows the SfM to be implemented in on-field applications. Andújar, et al. [23]
reconstructed weed plants by the SfM and MVS to create 3D models of species with contrasting shapes
and plant structures. The models showed similar conclusions with good consistency in the correlation
equations, as dicot models were more accurate than monocots. Indeed, using a fixed camera position
with a tripod increases accuracy. Santos and Oliveira [40] reconstructed basil plants using the SfM;
however, these authors concluded that the method was not suitable for very dense canopies. Another
study using MVS-modelled plants provided a good representation of the real scene but did not fully
reconstruct branch and stem details [41]. Every studied case concluded that measuring leaves and
stem is possible through different photogrammetry processes. Completely reconstructing small leaves
and thin stems to reach a high level of accuracy requires high cost-time procedures and errors are
mostly focused on small leaves and stem borders. Increasing the number of images, lowering the
distance from the camera and filling holes in the mesh by manual or automatic processes would lead
to better models; these processes, however, will increase the cost of model creation.
A compromise in the relation between cost and accuracy must be developed. While the cost of
photogrammetry processes is low when the SfM is applied, generating more detailed models would
increase time and cost. In this case, RGB-D cameras have shown their lower acquisition time and
model processing. However, the terminal parts and small details were not properly reconstructed.
Thus, the use of this type of camera can be suitable for on-line methods which requires fast decision.
The obtained results showed a slighter underestimation of the calculated values than photogrammetry
procedure; however, the acquisition time was much lower. Thus, its use in field applications or
situations in which high detail is not demanded, such as agronomical plant management at field level
can widely reduce the applied inputs, i.e., the use of this models can be helpful to adapt the use of
agrochemicals to the calculated plant volume or LA. The low cost of the procedure and the sensing
device could help farmers and machinery developers to develop site-specific applications thought
this method. On the other hand, the SfM requires almost 40 images per plant along a concentric
track to create a proper model, one second of acquisition time was enough to reconstruct plant shape
when Kinect v2 measurements were taken, one second of acquisition was enough to reconstruct plant
shape. Thus, the models created with this principle lead to a much faster process of data acquisition
and processing. However, SfM is a suitable and budget solution for breeders demanding a low-cost
system for decision making processes. The possibilities of the use of depth cameras such as Kinect
v2 have been previously probed in other scenarios with similar results. The scanning of lettuce
plants showed that Kinect-measured height and projected area have fine linear relationships with
actual values [42]. Similarly, Hämmerle and Höfle [43] derived crop heights directly from data of
full-grown maize and compared the results with LiDAR measurements. The obtained results showed
similar values to our study with a general underestimation of crop height, and the combination of
more point clouds of Kinect v2 would increase accuracy. However, this approach will increase the
acquisition and processing time, and the combination of point clouds would require online approaches
for registration [44]. Thus, an improved solution must be developed to reach the final target. The use
of the close photogrammetry method could propose a budget solution in breeding programmes or
on-field mapping when decision-making processes need not be quickly undertaken. On the other
hand, the current algorithms for RGB-D processing allow Kinect v2 measurements to rapidly create
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models which can be used in phenotyping scenarios when high resolution is not demanded or for
on-field applications.
4. Conclusions
The studied methods have shown that deriving crop height or leaf area is possible though
three-dimensional modeling, creating models of high value for plant breeding programmes or precision
agriculture. These models tend to underestimate crop height and leaf area with differing results,
whereby the RGB-D modeling approach created realistic models; however, the underestimation was
higher than those models created by the SfM. In addition, the obtained values were influenced by plant
structure; the thinner and elongated shape of monocot plants led to lower accuracy in both methods.
Since the errors were mainly produced at leaf and stem borders, the elongated shape of this type of plant
induced more errors. Regarding the-two dimensional RGB images, leaf area was highly underestimated.
Thus, the use of this method for plant phenotyping was not be considered as an appropriate method.
The comparison of the studied methods can help users on decision-making process regarding the
proper method. The possibilities of the three methods have been shown; choosing a method must be
based on the target. Although close range photogrammetry produces highly detailed models, it results
in a higher processing time compared to the other methodologies. Increasing computational power
would allow rapid model processing that is able to analyze growth dynamics at higher resolutions in
the case of photogrammetry or undertaking online field applications using RGB-D systems.
Author Contributions: Conceptualization, D.A.; methodology, D.A. and J.M.; software, J.M.B.-G. and J.M.;
validation, D.A. and J.M.; formal analysis, D.A., and G.G.P., investigation D.A. and G.G.P.; resources, M.P.-R. and
D.A.; data curation, D.A. and G.G.P.; writing—original draft preparation, D.A. and J.M.-G.; writing—review and
editing, D.A., J.M. and G.G.P.; visualization, D.A., R.G. and Á.R.; supervision, D.A.; project administration, D.A.;
funding acquisition, D.A.
Funding: This research was partly funded by the Ramon y Cajal RYC-2016-20355, AGL2017-83325-C4-3-R
and AGL2017-83325-C4-1-R, and José Castillejo CAS18/00123 projects (Spanish Ministry of Economy and
Competitiveness). The research leading to these results has received funding from RoboCity2030-DIH-CM
Madrid Robotics Digital Innovation Hub (“Robótica aplicada a la mejora de la calidadde vida de los ciudadanos.
fase IV”; S2018/NMT-4331), funded by “Programas de Actividades I + D en la Comunidad de Madrid” and
cofunded by Structural Funds of the EU.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Mishra, K.B.; Mishra, A.; Klem, K. Plant phenotyping: A perspective. Indian J. Plant Physiol. 2016, 21, 514–527.
[CrossRef]
2. Andujar, D.; Ribeiro, A.; Carmona, R.; Fernández-Quintanilla, C.; Dorado, J. An assessment of the accuracy
and consistency of human perception of weed cover. Weed Res. 2010, 50, 638–647. [CrossRef]
3. Walter, A.; Liebisch, F.; Hund, A. Plant phenotyping: From bean weighing to image analysis. Plant Methods
2015, 11, 14. [CrossRef] [PubMed]
4. Peteinatos, G.G.; Weis, M.; Andújar, D.; Rueda Ayala, V.; Gerhards, R. Potential use of ground-based sensor
technologies for weed detection. Pest Manag. Sci. 2014, 70, 190–199. [CrossRef]
5. Stirbet, A.; Lazár, D.; Kromdijk, J. Chlorophyll a fluorescence induction: Can just a one-second measurement
be used to quantify abiotic stress responses? Photosynthetica 2018, 56, 86–104. [CrossRef]
6. Amaral, L.R.; Molin, J.P.; Portz, G.; Finazzi, F.B.; Cortinove, L. Comparison of crop canopy reflectance sensors
used to identify sugarcane biomass and nitrogen status. Precis. Agric. 2015, 16, 15–28. [CrossRef]
7. Knipper, K.R.; Kustas, W.P.; Anderson, M.C.; Alfieri, J.G.; Prueger, J.H.; Hain, C.R.; Gao, F.; Yang, Y.;
McKee, L.G.; Nieto, H.; et al. Evapotranspiration estimates derived using thermal-based satellite remote
sensing and data fusion for irrigation management in California vineyards. Irrig. Sci. 2019, 37, 431–449.
[CrossRef]
8. Prey, L.; von Bloh, M.; Schmidhalter, U. Evaluating RGB Imaging and Multispectral Active and Hyperspectral
Passive Sensing for Assessing Early Plant Vigor in Winter Wheat. Sensors 2018, 18, 2931. [CrossRef]
Sensors 2019, 19, 2883 13 of 14
9. Ahmad, A.; Guyonneau, R.; Mercier, F.; Belin, É. An Image Processing Method Based on Features Selection for Crop
Plants and Weeds Discrimination Using RGB Images; Springer International Publishing: Cham, Switzerland,
2018; pp. 3–10.
10. Patrício, D.I.; Rieder, R. Computer vision and artificial intelligence in precision agriculture for grain crops:
A systematic review. Comput. Electron. Agric. 2018, 153, 69–81. [CrossRef]
11. Gibbs, J.A.; Pound, M.; French, A.P.; Wells, D.M.; Murchie, E.; Pridmore, T. Approaches to three-dimensional
reconstruction of plant shoot topology and geometry. Funct. Plant Biol. 2017, 44, 62–75. [CrossRef]
12. Andujar, D.; Escola, A.; Dorado, J.; Fernandez-Quintanilla, C. Weed discrimination using ultrasonic sensors.
Weed Res. 2011, 51, 543–547. [CrossRef]
13. Andújar, D.; Escolà, A.; Rosell-Polo, J.R.; Sanz, R.; Rueda-Ayala, V.; Fernández-Quintanilla, C.; Ribeiro, A.;
Dorado, J. A LiDAR-Based System to Assess Poplar Biomass. Gesunde Pflanz. 2016, 68, 155–162. [CrossRef]
14. Kasischke, E.S.; Melack, J.M.; Dobson, M.C. The use of imaging radars for ecological applications—A review.
Remote Sens. Environ. 1997, 59, 141–156. [CrossRef]
15. Wan, X.; Cui, J.; Jiang, X.; Zhang, J.; Yang, Y.; Zheng, T. Smartphone Based Hemispherical Photography for
Canopy Structure Measurement. In Proceedings of the International Conference on Optical Instruments and
Technology, Beijing, China, 12 January 2018; p. 6.
16. Guerra, M.B.B.; Adame, A.; Almeida, E.D.; Brasil, M.A.S.; Schaefer, C.E.G.R.; Krug, F.J. In situ Determination of
K, Ca, S and Si in Fresh Sugar Cane Leaves by Handheld Energy Dispersive X-ray Fluorescence Spectrometry.
J. Braz. Chem. Soc. 2018, 29, 1086–1093. [CrossRef]
17. Wang, W.; Li, C. Size estimation of sweet onions using consumer-grade RGB-depth sensor. J. Food Eng. 2014,
142, 153–162. [CrossRef]
18. Paulus, S.; Behmann, J.; Mahlein, A.-K.; Plümer, L.; Kuhlmann, H. Low-Cost 3D Systems: Suitable Tools for
Plant Phenotyping. Sensors 2014, 14, 3001–3018. [CrossRef]
19. Andújar, D.; Dorado, J.; Bengochea-Guevara, J.M.; Conesa-Muñoz, J.; Fernández-Quintanilla, C.; Ribeiro, Á.
Influence of Wind Speed on RGB-D Images in Tree Plantations. Sensors 2017, 17, 914. [CrossRef]
20. Nasir, A.K.; Taj, M.; Khan, M.F. Evaluation of Microsoft Kinect Sensor for Plant Health Monitoring. Ifac-Pap.
2016, 49, 221–225. [CrossRef]
21. Takizawa, H.; Ezaki, N.; Mizuno, S.; Yamamoto, S. Plant Recognition by Integrating Color and Range Data
Obtained Through Stereo Vision. J. Adv. Comput. Intell. Intell. Inform. 2005, 9, 630–636. [CrossRef]
22. Lhuillier, M.; Long, Q. Match propagation for image-based modeling and rendering. IEEE Trans. Pattern
Anal. Mach. Intell. 2002, 24, 1140–1146. [CrossRef]
23. Andújar, D.; Calle, M.; Fernández-Quintanilla, C.; Ribeiro, Á.; Dorado, J. Three-Dimensional Modeling of
Weed Plants Using Low-Cost Photogrammetry. Sensors 2018, 18, 1077. [CrossRef]
24. Lancashire, P.D.; Bleiholder, H.; Boom, T.V.D.; Langelüddeke, P.; Stauss, R.; Weber, E.; Witzenberger, A. A
uniform decimal code for growth stages of crops and weeds. Ann. Appl. Biol. 1991, 119, 561–601. [CrossRef]
25. Otsu, N. A Threshold Selection Method from Gray-Level Histograms. IEEE Trans. Syst. Man Cybern. 1979, 9,
62–66. [CrossRef]
26. Burgos-Artizzu, X.P.; Ribeiro, A.; Tellaeche, A.; Pajares, G.; Fernández-Quintanilla, C. Analysis of natural
images processing for the extraction of agricultural elements. Image Vis. Comput. 2010, 28, 138–149. [CrossRef]
27. Woebbecke, D.; Meyer, G.; Von Bargen, K.; Mortensen, D. Color Indices for Weed Identification Under
Various Soil, Residue, and Lighting Conditions. Trans. ASAE 1995, 38, 259–269. [CrossRef]
28. Nießner, M.; Zollhöfer, M.; Izadi, S.; Stamminger, M. Real-time 3D reconstruction at scale using voxel hashing.
ACM Trans. Graph. 2013, 32, 1–11. [CrossRef]
29. Chéné, Y.; Rousseau, D.; Lucidarme, P.; Bertheloot, J.; Caffier, V.; Morel, P.; Belin, É.; Chapeau-Blondeau, F.
On the use of depth camera for 3D phenotyping of entire plants. Comput. Electron. Agric. 2012, 82, 122–127.
[CrossRef]
30. Rose, J.; Paulus, S.; Kuhlmann, H. Accuracy Analysis of a Multi-View Stereo Approach for Phenotyping of
Tomato Plants at the Organ Level. Sensors 2015, 15, 9651–9665. [CrossRef]
31. Paproki, A.; Sirault, X.; Berry, S.; Furbank, R.; Fripp, J. A novel mesh processing based technique for 3D plant
analysis. BMC Plant Biol. 2012, 12, 63. [CrossRef]
32. Rosell-Polo, J.R.; Auat Cheein, F.; Gregorio, E.; Andújar, D.; Puigdomènech, L.; Masip, J.; Escolà, A. Chapter
Three-Advances in Structured Light Sensors Applications in Precision Agriculture and Livestock Farming. In
Advances in Agronomy; Sparks, D.L., Ed.; Academic Press: New York, NY, USA, 2015; Volume 133, pp. 71–112.
Sensors 2019, 19, 2883 14 of 14
33. Arvidsson, S.; Pérez-Rodríguez, P.; Mueller-Roeber, B. A growth phenotyping pipeline for Arabidopsis
thaliana integrating image analysis and rosette area modeling for robust quantification of genotype effects.
New Phytol. 2011, 191, 895–907. [CrossRef]
34. Chaivivatrakul, S.; Tang, L.; Dailey, M.N.; Nakarmi, A.D. Automatic morphological trait characterization for
corn plants via 3D holographic reconstruction. Comput. Electron. Agric. 2014, 109, 109–123. [CrossRef]
35. Ivanov, N.; Boissard, P.; Chapron, M.; Andrieu, B. Computer stereo plotting for 3-D reconstruction of a maize
canopy. Agric. For. Meteorol. 1995, 75, 85–102. [CrossRef]
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