This paper demonstrates the comparison of the convergence behavior of the IIR evolutionary digital jilter (IIR-EDF), the LMS adaptive digital jilter (LMS-ADF) and the adaptive digitalfllter based on the simple genetic algorithm (SGA-ADF) on a multiple-peak surface. I n numerical examples, the authors use reduced-order system identijication to simulate a multiple-peak surface in which local minimum problems can be encountered. The experimental results show that the EDF adaptive algorithm can search the global minimum in the multiple-peak surface of these examples and has smaller adaptation noise than the other algorithms.
Introduction
The most popular adaptive algorithm of the adaptive digital filter (ADF) is the least mean square (LMS) algorithm. This algorithm is based on a gradient search algorithm [3] . If the adaptive filter has an IIR structure, the mean-squareerror (MSE) is not a quadratic function and it can have multiple local minima [SI. Thus, this algorithm converges to a local minimum in a multiple-peak surface, if it is initialized at a point where the path of steepest descent leads to the local minimum.
In order to improve the shortcomings of the gradient search algorithm, we have already proposed evolutionary digital filters (EDFs) [1, 2] . The adaptive algorithm of the EDF is a population-based and robust optimization method, especially used to tackle high-dimensional, multi-modal search space problems. This algorithm is of a non-gradient and multi-point search type. Thus, this algorithm is not susceptible to local minimum problems that arise from a multiple-peak surface.
The EDF adaptive algorithm is similar in concept to the genetic algorithm (GA). These concepts are based on the mechanics of the natural selection and genetics to emulate the evolutionary behavior of biological systems. However, the EDF is different from the CA concerning the genetic operator and the representation of strings.
In this paper, we compare the performance of the EDFs with those of the LMS adaptive digital filter (LMS-ADF) and the adaptive digital filter based on the simple genetic algorithm (SGA-ADF) in terms of convergence behavior. Numerical examples show that the EDF using IIR filters (IIR-EDF) has a higher convergence rate and smaller adaptation noise than the SGA-ADF and the LMS-ADF on a multiple-peak surface.
Evolutionary Digital Filtering
In this section, we summarize the filter structure, the filtering operation and the adaptive algorithm of EDFs. Figure 1 shows the block diagram of an EDF. It consists of many linear/time-variant inner digital filters Fi' s which correspond to individuals. Inner digital filter coefficients which correspond to the features of each individual are controlled by an adaptive algorithm. where TO is the period of the evaluation. In the adaptive algorithm of EDFs, the fitness is the characteristic of an individual which corresponds to an inner digital filter. Thus, the fitness is a criterion to line up individuals in the right order.
Filtering Operation of Evolutionary Digital

2.1.3
The adaptive algorithm of the EDF should select the output of the filter among the all inner filter outputs, since the structure (Fig. 1) contains all those outputs. The output y ( k ) of the EDF at the moment k is given by
Output of Evolutionary Digital Filters
where the inner digital filter output yi-maz(k) is the output of the inner digital filter that has the maximum fitness fi-maz(k) among all fi(k)'s, i = 1 , 2 , . . . , A , and A is the number of inner digital filters as individuals.
Adaptive Algorithm of the Evolutionary Digital Filters
For efficient adaptation, individuals should change their reproduction method from the cloning method to the mating method and vice versa according to the fitness value in the population. Thus, the adaptive algorithm of the EDF is the combination of cloning and mating methods, for example, as water fleas adopt.
In the adaptive algorithm of the EDF, the cloning method and the mating method correspond to the local search and the global search, respectively. Thus, the adaptive algorithm of the EDF is able to find the global minimum in the multiple-peak surface.
If individuals have high fitness value in population, the parents create the offsprings using the cloning methods. In this method, the offsprings are similar in characteristic to their parents. These offsprings may obtain the high fitness, since their parents have the high fitness. Thus, the offsprings are usually selected as the candidates for the next generation.
On the other hand, if individuals have low fitness value in given population, they create the offsprings using a mating method. If individuals with low fitness value in given population create the offsprings using the above cloning method, these offsprings can not be selected as possible candidates for the next generation. To give a chance to these offsprings to be selected as candidates for the next generation, their parents must create various offsprings, whose features are generated by combining the features of the parents. In this method, these offsprings are always selected as the next generation, since the population should keep various features of individuals. Figure 2 shows the proposed adaptive algorithm for the EDF based on the above model. In Fig. 2 The subscripts in the symbols P, N and W are as follows:
the cloning method (the asexual reproduction), the mating method (the sexual reproduction),
In the EDF, the adaptive algorithm updates the inner digital filter coefficients every To samples. Thus, the relation between the time IC and the generation t is given by where IC denotes the time in the filtering operation and To denotes the period of the evaluation of one generation.
Cloning Method
Each parent in the population Pap, with high fitness value within the population P( t ) , creates an offspring population Pac using the cloning method. In the cloning method, one parent creates Nac offsprings, and forms a family Paf,i which contains itself and its offsprings, where i = 1 , 2 , . . . , Nap. Nap is the number of parents using the cloning method. We assume that the proposed cloning method corresponds to transcribing the coefficient vector Wap,i as the parent feature into coefficient vectors as the offspring feature W a c , i , j , where i = 1,2,. . . ,Nap, and j = 1,2, -. . , Nac. Thus, the proposed cloning method updates the inner digital filter coefficients as individual feature according to where the scalar r denotes the cloning fluctuation, and ni,j is a Gaussian random variable vector with zero mean and unit variance.
In this algorithm, the cloning method corresponds to the local search. Therefore, this method is based on the following strategy to select the candidate population for the next generation. One individual in each family Paf,i, whose fitness is maximum, is selected. Such individuals form the candidate population Pa for the next generation. The population Pa of the best individuals is selected among each family Paf,i, that is, the coefficient vector of the inner filter with the highest fitness is selected among the (Nac + l) coefficient vectors. These coefficients are scattered on the narrow area. Thus, this operation corresponds to the local search.
Mating Method
Parents in the population Psp, with low fitness value within the population P ( t ) , create the offspring population P,, using the mating method. Ns,/2 pairs among the N s p parents are randomly selected for mating. We assume that the proposed mating method corresponds to calculating the middle point In this algorithm, the mating method corresponds to the global search and keeps various features of individuals. Therefore, this method is provided with the following strategy to select the candidate population for the next generation. In this method, one parent with higher fitness value in each family Psf,m is selected and the other parent dies out. In order to keep various features of individuals, the offspring in each family P,f,, is always selected. These selected individuals form the candidate population P, for the next generation. 
State of the Inner Digital Filters
The EDF can adopt various structures as the inner digital filter. In this paper, the structure of the inner digital filter is an adaptive IIR filter. Each IIR filter has a state which is outputs of unit delays in the filter. Therefore, the adaptive algorithm of the EDF should control and change these state variables.
In the cloning method, it is assumed that the state of offsprings which correspond to the inner digital filters is the similar to the state of the parent, because the parent creates offsprings which are similar in characteristic to their parent. Thus, the state of the offspring can be copied from that of their parent when the parent reproduces the offspring.
On the other hand, in the mating method, the state of the offspring can not be copied from that of the parents, because the offspring is not similar in characteristic to the parents. Therefore, the state of the offspring is set for 0.
Comparison of Convergence Behavior on a Multiple-Peak Surface
In the following examples, the IIR-EDF is compared to the LMS-ADF and the SGA-ADF with the following configuration. Table 1 shows parameters of the EDF in this system identification. In this paper, the adaptive algorithm of the LMS-ADF is RPE algorithm [4] . The step size parameter of the LMS-ADF (RPE) is 0.0001. The genetic operator of the SGA-ADF is the following processes: (1) roulette selection, (2) one-point crossover, (3) simple mutation. Table  2 shows parameters of the SGA-ADF in this system identification. In this example, the SGA-ADF and the IIR-EDF have the population of the same size.
The system identification configuration, as shown in Fig.  3 , has been selected for experiments. The input z ( k ) of the unknown system and the adaptive filter is common white noise with zero mean and unit variance. In these experiments, the reduced-order modeling is considered in order to ensure local minima problems.
Each learning curve (square error) is obtained after averaging 200 independent experiments.
Multiple-Peak Performance Surface: Case 1
We use reduced-order modeling to simulate a multimodal environment in which local minimum problems can be encountered. Thus, the transfer functions of the unknown system and the adaptive digital filter in Fig. 3 are respectively
It can be seen from Fig. 4 that the LMS-ADF and the SGA-ADF cannot reach the minimum MSE even after 1000 iterations, while the IIR-EDF can converge to the optimal solution with a squared error of 0.1036. Since the LMS algorithm is based on the gradient search, it converges to a local minimum in a multiple-peak surface if it is initialized at a point where the path of steepest descent leads to the local minimum. The GA is effective in distinguishing neighborhood of the global minimum from neighborhood of local minima, but it will not always converge to the global minimum because of its global-search type of behavior. On the other hand, the adaptive algorithm of EDFs is of a nongradient and multi-point search type. In addition, this algorithm combines the local search method with the global search method. Thus, this algorithm is not susceptible to local minimum problems that arise from a multiple-peak surface.
Multiple-Peak Performance Surface: Case 2
This example presents the other type of multiple-peak performance surface. The transfer functions in Fig. 3 are respectively As illustrated in Ref. [4] , in this case, the error surface is multi-modal and the local minimum is located at al = -0.519 and bo = 0.114, while the global minimum is at a1 = 0.906 and bo = -0.311. Figure 5 shows the learning curve (square error) of the LMS-ADF, the SGA-ADF and the IIR-EDF. These results show the same trend as in Sec. 3.1.3. The LMS-ADF and the SGA-ADF cannot reach the minimum MSE even after 1000 iterations, while the IIR-EDF can converge to the optimal solution with a squared error of 0.1438. Numerical examples show that the IIR-EDF can search the global minimum in the multiple-peak surface and has smaller adaptation noise than the other algorithms.
Concluding Remarks
The main aim of this paper is only to demonstrate the effectiveness of the EDFs. Thus, the paper does not contain deep theoretical foundations and descriptions of the adaptation of EDFs. Much remains to be done in order to develop such theoretical foundations necessary to analyze and understand EDFs.
