The expectations E[X (1) ], E[Z (1) ], and E[Y (1) ] of the minimum of n independent geometric, modied geometric, or exponential random variables with matching expectations dier. We show h o w this is accounted for by stochastic variability and how E[X (1) ]=E[Y (1) ] equals the expected number of ties at the minimum for the geometric random variables. We then introduce the \shifted geometric distribution", and show that there is a unique value of the shift for which the individual shifted geometric and exponential random variables match expectations both individually and in their minimums.
Introduction
The purpose of this note is to compare the distributions of the minimums of two sets of random variables, respectively with geometric and exponential distributions, having pairwise matching means. The geometric distribution is the discrete analog of the exponential distribution and can be applied to a variety of performance models which can be analyzed by analytic or simulation methods. The following notation is used: IN = f 0 ; 1 ; 2 ; . . . g , the natural numbers. IN + = f1; 2; 3; . . . g , the positive natural numbers. N = f1; 2; . . . ; n g , the rst n natural numbers (n is a constant which will be clear from the context).
F A (t) = P r f A a g , the cumulative distribution function (CDF) of a random variable A.
F A (t) = 1 F A ( t ), the complement of the CDF of A (its survivor function).
2 Geometric, modied geometric, and exponential distributions Two random variables X and Z are said to have a geometric distribution with parameter 2 (0; 1), X Geom(), and a modied geometric distribution with parameter 2 (0; 1), Z ModGeom(), [4] if their probability mass functions (pmfs) are, respectively, Informally, the dierence between a geometric and a modied geometric distribution with the same parameter is the way in which they count: the geometric distribution starts at one, the modied geometric distribution starts at zero. Hence, if X Geom(), X 1 ModGeom().
Equivalently, the geometric distribution models the trial number of the rst \success" in repeated independent Bernoulli trials, whereas the modied geometric distribution models the number of trials before the rst success.
The above assumes that the \time-step" of the distribution is the same as the units in which Hence, X (1) , Z (1) , and Y (1) have dierent expectations:
Theorem 1. For n 2, E[X (1) ] > E [ Y (1) ] > E [ Z (1) ]. Proof. We prove that E[X (1) ] > E [ Y (1) .6
.8
1 Figure 1 : E[X (1) ], E[Y (1) ], and E[Z (1) ] ( n = 1 ; ; 5, 8i; i = 1) as a function of !.
Inductive
Step
The proof that E[Z (1) ] < E [ Y (1) ] is analogous and is omitted. QED. In other words, the minimum of n independent exponential random variables is always strictly bounded in expectation by the minimums of n independent geometric and modied geometric random variables with matching means. For example, if n = 2, and 1 
E[X (1) ] and E[Z (1) ] coincide with E[Y (1) ] only in the limit, as ! # 0 (see gure 1):
The convergence of E[X (1) ] and E[Z (1) ] t o E [ Y (1) ] a s ! # 0 can also be derived observing that E[X (1) ] ! < E [ Z (1) ] < E [ Y (1) ] < E [ X (1) ] < E [ Z (1) ] + !;
which follows from the fact that (X i !) ModGeom( i ; ! ) and (Z i + !) Geom( i ; ! ), and from 8i 2 N; i < i , which imply that E[X (1) !] < E [ Z (1) ] and E[Z (1) + !] > E [ X (1) ].
The next section contains an explanation for these inequalities. 5 Matching the minimums by c hanging the time-step This section presents an explanation for the existence of the strict Inequality (1), and its quantication, based on the possibility of a tie for the minimum in the set fX i : i 2 Ng. A conrmation of this intuition is found by dening a new random variable, W (1) , obtained dividing X (1) by the expected number of random variables tied for the minimum: the expectation of this \weighted minimum" W (1) is indeed the same as that of Y (1) .
The discrete nature of the geometric distribution implies that several random variables in fX i : i 2 Ng might coincide with X (1) . Dene I [1] to be the the set of indices among f1; . . . n g corresponding to such random variables (I [1] is itself random):
I [1] = fi 2 N : X i = X (1) g N;I [1] 
The pmf of I [1] is 8s N;s6 =;;PrfI [1] = sg = Prf8i 2 s; X i = X (1)8 j 2 N n s; X j > X (1) 
This result is more easily obtained observing that, because of the absence of memory of the geometric distribution, I [1] and X (1) are independent, hence PrfI [1] = sg is simply the product of the one-step probability of success for the elements of s and of the one-step probability of failure for the elements not in s, normalized by the probability that at least one success occurs.
For example, if n = 2, the three possible values for I [1] and their probabilities are:
PrfI [1] = f1gg = P r f X 1 < X 2 g = 1 (1 2 ) 1 (1 1 )(1 2 ) = 1 1 2 ! 1 + 2 1 2 ! PrfI [1] = f2gg = P r f X 1 < X 2 g = 2 (1 1 ) 1 (1 1 )(1 2 ) = 2 1 2 ! 1 + 2 1 2 ! PrfI [1] = f1; 2gg = P r f X 1 = X 2 g = 1 2 1 (1 1 )(1 2 ) = 1 2 ! 1 + 2 1 2 ! In general, the probability that a particular X i is equal X (1) , or that i 2 I [1] , i s (1 j ) :
We can dene the \weighted" random variables fW i : i 2 Ng, where 8i 2 N;W i = X i E[jI [1] j] Geom i ; ! E[jI [1] 
takes into account simultaneous completions by dividing the minimum completion time by the expected number of completions (the corresponding quantity for the continuous case is still simply Y (1) , since the probability of simultaneous completions is zero in this case). The expected value of the weighted minimum for the geometric case coincides with the expected minimum for the exponential case: E[W (1) ] = E " X (1) E[jI [1] j] # = E[X (1) ] E[jI [1] 
We conclude this section by observing that, while the result E[W (1) 8i 2 N;8j 2 N;i 6 = j, the ratio ! i =! j is not a rational number, hence, it is not possible to nd two i n tegers k i and k j that would results in a potential tie at time k i ! i = k j ! j .
Matching the minimums by time-shifting
In the previous section, we forced the expectation of the minimums of fX i : i 2 Ng and fY i : i 2 Ng to coincide by reducing the time-step of the geometric distributions, that is, transforming fX i : i 2 Ng into fW i : i 2 Ng. While the result E[W (1) ] = E [ Y (1) ] is appealing, the weighted random variables fW i : i 2 Ng do not match the original fY i : i 2 Ng in expectation. A more interesting result would be to modify our initial set of random variables fX i : i 2 Ng so that both the individual random variables and the minimum match the corresponding exponential quantities in expectation.
In this section, we accomplish exactly this by i n troducing the \shifted geometric" distribution, a generalization of both the geometric and modied geometric distribution. and is set according to Equation (3) . A few observations are of particular interest: Proof. To show the existence of , it is sucient to observe that E[S (1) ] is a continuous function of over ( 1;
(this is Inequality (2)), and that
Hence, by continuity, there must exist a value 2 (0;
(this is Inequality (1)), hence, in general, 2 (0; minf!; 1 MA X g). We prove the uniqueness of by induction on n, showing that E[S (1) ] is a strictly increasing function of over ( 1; dE[S (1;n) ] d = p 0 n (q n p n ) p n (q 0 n p 0 n (q n p n ) 2 ! + 1 = p 0 n q n p n q 0 n ( q n p n ) 2 (1) ] + E [ Y (2) ] implies that, whenever E[S (1) ] = E [ Y (1) ], E[S (2) 
Unfortunately, this is not true in general for n 3, as it can be seen considering the homogeneous case. When 8i 2 N; i =, PrfS (2) > k ! + g=PrfA (2) There are two cases to be considered when generating the minimum of geometric random variables. The rst is when the modeler wants the means of the individual random variables (but not of their minimums) to match. The second is when the modeler wants the means of the minimums (but not of the individual random variables) to match. Consider generating the minimum X (1) To generate a random set of indices I [1] corresponding to completion at the minimum value, use the pmf PrfI [1] for s N;s6 =;. There are two costs to consider when generating a set of indices corresponding to X (1) . The rst cost is the set-up cost incurred once at the beginning of a simulation. If all of the 2 n 1 subsets of indices are to be considered, the (0; 1) interval must be partitioned into as many pieces prior to generating any v ariates. The second cost, often called the marginal cost to generate a variate, is incurred each time a random variate is generated. It involves generating a Unif(0; 1) variate and searching the partition determined at the beginning of the simulation for the appropriate cell. This cell corresponds to a set of indices for the generated geometric random variable. The above scenario is worst-case, since time will be saved in both the set-up and marginal steps if, for example, the modeler is only interested in whether or not a tie occurred.
The generation of W (1) , where the expected values of the minimums of the exponential and geometric random variables coincide, requires only a slight modication to the previous approach.
At the beginning of a simulation, E[jI [1] j] should be calculated. Thus the reduced geometric is W (1) X (1) E[jI [1] j] : where X (1) is generated using the previous technique.
Conclusion
We h a v e shown how, if the random variables fX i : i 2 Ng, fY i : i 2 Ng, and fZ i : i 2 Ng model the same set of n concurrent activities using geometric, exponential, or modied geometric distributions, respectively, with given expectations f
