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Abstract
We propose an interactive multimodal
framework for language learning. In-
stead of being passively exposed to large
amounts of natural text, our learners (im-
plemented as feed-forward neural net-
works) engage in cooperative referential
games starting from a tabula rasa setup,
and thus develop their own language from
the need to communicate in order to suc-
ceed at the game. Preliminary experiments
provide promising results, but also suggest
that it is important to ensure that agents
trained in this way do not develop an ad-
hoc communication code only effective for
the game they are playing.
1 Introduction
One of the most ambitious goals of AI is to
develop intelligent conversational agents able to
communicate with humans and assist them in
their tasks. Thus, communication and interac-
tion should be at the core of the learning pro-
cess of these agents; failure to integrate commu-
nication as their main building block raises con-
cerns regarding their usability. However, tradi-
tional machine-learning approaches to language
are based on static, passive, and mainly super-
vised regimes (e.g., as in applications to parsing,
machine translation, natural language generation).
Computational “passive learners” receive a lot of
annotated data and, by observing regularities in
them, discover patterns they can apply to new data.
While this is a great way to learn general statis-
tical associations, it is very far from interactive
communication, which proceeds by an active and
incremental updating of the speakers’ knowledge
states.
In the language community, after the seminal
work on the “blocks-world” environment of Wino-
grad (1971), we are now experiencing a revival
of interest in language learning frameworks that
are centered around communication and interac-
tion (e.g., the Roadmap of Mikolov et al. (2015)
or the more recent dialogue-based learning pro-
posal of Weston (2016)). Similar trends are also
taking place in other fields of Artificial Intelli-
gence, witness the revival of interest in game
playing with the recent ground-breaking results
of DQN on Atari (Mnih et al., 2015) and Al-
phaGo (Silver et al., 2016), following precursors
such as DeepBlue (Campbell et al., 2002) and TD-
Gammon (Tesauro, 1995).
Focusing on language, current approaches to
communication-based language learning simulate
interactive environments in diverse ways, e.g., by
having agents interacting directly with humans or
other scripted agents. Both approaches exhibit
potentially important limitations. The human-in-
the-loop approach (e.g., the SHRLDU program
of Terry Winograd, robots learning via interacting
with humans as in Tellex et al. (2014)) faces se-
rious scalability issues, as active human interven-
tion is obviously required at each step of training.
Scripted Wizard-of-Oz environments (Mikolov et
al., 2015) shift the burden of heavy manual en-
gineering from the learning agent to designing
the right behaviour for the programmed teaching
agents.
In this work, we are proposing a radically
different research program, namely multi-agent
communication-based language learning within a
multimodal environment. The essence of this pro-
posal is to let computational agents co-exist, so
that their co-existence constitutes the interactive
environment. In this multi-agent environment,
agents need to collaborate to perform a task, and
we hypothesize that (with the right priors and
constraints) developing language production and
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Agent A1 Agent A2
blue this!
Figure 1: Schematic representation of the referen-
tial game. Agent A1 has to describe the dashed
object with an attribute. Agent A2, has to guess
which object A1 was referring to. In this example,
the agents agree on the referent, so the commu-
nicative act was successful.
understanding will be prerequisites to successful
communication. Note that we are not suggesting
that the “passive” setup should be abandoned, as,
even in the interactive paradigm, large-scale sta-
tistical learning is expected to be important, e.g.,
to let agents discover how to produce grammati-
cal sentences, how to recognize object categories
in general or even how to provide generic descrip-
tions of what is present in a scene. Still, interaction
is required for many other tasks, that only make
sense within a communicative setup, e.g., how to
refer to specific things, or how to ask a good ques-
tion or respond to it.
Several points make this proposal attractive.
First of all, this framework requires minimum hu-
man intervention for designing agents, the envi-
ronment and its physics, e.g, rewards, although hu-
mans do still need to specify the nature of the tasks
that agents need to perform. Computational agents
will co-exist (co-operate or antagonize) and self-
organize freely, interacting with each other and be-
ing encouraged to learn in order to achieve com-
munication. For example, imagine the simple case
in which an agent needs to have some object that
some other agent possesses, and she starts asking
for it in various ways. Only when she manages
to make herself understood she will be able to get
hold of that object. The sort of learning taking
place in such setup will have to be based on active
request for information, and it will probably foster
incremental agreement by interaction.
We start by considering the most basic act of
communication, namely referring to things. We
design multimodal riddles in the form of referen-
tial games (see Figure 1) (Galantucci et al., 2012).
The speaker in this game is asked to refer to one
of the visible objects by uttering an expression.
The listener, who sees the same objects but has
no knowledge regarding which object the speaker
was asked to describe, needs to identify it based
on the speaker’s expression.
Importantly, the agents start in a tabula rasa
state. They do not possess any form of language
or understanding. They have no prior notion of
the semantics of words. Meanings are assigned
to words (that is, the arbitrary symbols used in our
initial simulations) by playing the game and are re-
inforced by communication success. Thus, agents
can agree to any sort of conceptualization and as-
sign to any word any kind of interpretation that
help them effectively solve the tasks. This essen-
tially aligns with the view of Wittgenstein (1953)
that language meaning is derived from usage.
We will report next a set of pilot experiments
showing that, while it is feasible, within this multi-
agent environment, to learn efficient communica-
tion protocols succeeding in the referential game,
such protocols might not necessarily be aligned
with the sort of semantics that exists in natu-
ral language. Interestingly, in the seminal lan-
guage evolution experiment “Talking Heads” of
Steels (2015), when two robots were left free to
interact with each other, they developed an artifi-
cial language bearing little resemblance to natu-
ral language. Thus, we anticipate that, if we want
to move forward with this research programme,
grounding the agents’ communication into natural
language will be crucial, since our ultimate goal is
to be able to develop agents capable of communi-
cation with humans. We will return to this point in
Section 4.
2 A two-agent referential game
simulation
2.1 The game
We propose a simple referential game with 2
agents, A1 and A2. The game is defined as fol-
lows:
• A1 is shown a visual scene with two objects
and is told to describe the referent with an
attribute that constitutes the referring expres-
sion (RE).
• A2 is shown the same visual scene with-
out information on which is the referent, and
ReferIt Objects Shapes
visual scenes
gold attributes yellow hamster limegreen
#unique images 22.5k 46k 2.4k
#visual scenes 25k 495k 100k
#gold attributes 3467 100 18
Table 1: Examples of 〈referent, context〉 pairs from our 3 datasets. Referents are marked with a green
square.
given the RE has to “point” to the intended
object
• if A2 points to the correct object, then both
agents receive a game point.
Note that this game resembles the Refer-
ItGame (Kazemzadeh et al., 2014) played by hu-
mans and designed to collect RE annotations of
real scenes.
We observe that this is a co-operative game, i.e.,
our agents must work together to achieve game
points. A1 should learn how to provide accurate
phrases that discriminate the object from all oth-
ers, and A2 should be good at interpreting A1’s
REs in the presence of the objects, in order to point
to the correct one. Thus, with this game A1 and
A2 learn to perform referring expression genera-
tion and reference resolution respectively.
2.2 Visual Scenes
For reducing the complexity of our first simula-
tions, unlike the ReferItGame, we do not work
with real-world visual scenes. Instead, we con-
struct visual scenes consisting of objects depicted
in images. Specifically, our current setup consists
of visual scenes with only two objects, the refer-
ent and the context. This allows us to have con-
trol over the complexity of the image processing
required and the game itself, e.g., by having a ref-
erent that is visually dissimilar from the context
and can be thus easily discriminated. Towards this
end, we created 3 games from 3 different datasets
by controlling the type of objects involved in the
visual scene. Each dataset focuses on some partic-
ular aspect of the referential game.
While our framework does not require obtain-
ing gold annotations for the RE of the referent,
we apply a number of heuristics to annotate each
〈referent, context〉 pair with gold attributes acting
as REs. This will allow us to conduct various anal-
yses regarding the nature of the semantics that the
agents assign to the induced attributes. Table 1
exemplifies an instance of the game for the differ-
ent scenarios, and reports descriptive statistics for
the 3 datasets.1
ReferIt The first game scenario uses data de-
rived from the ReferItGame (Kazemzadeh et al.,
2014). In its general format, ReferItGame con-
tains annotations of bounding boxes in real images
with referring expressions produced by humans
when playing the game. In order to create plausi-
ble visual situations consisting of two objects only,
we synthesize scenes by pairing each referent (as
denoted by a bounding box in the image) with a
distractor context that comes from the same image
(i.e., some other bounding box in the image). Each
bounding box in the initial RefetItGame is asso-
ciated with a RE, which we pre-process to elimi-
nate stop words, punctuation and spatial informa-
tion, deriving single words attributes. We then fol-
low a heuristic to obtain the gold attributes acting
as the referring expression for a given 〈referent,
context〉 pair, by selecting words that were pro-
duced to describe the intended referent but not the
context. The rationale for this decision is that a
necessary condition for achieving successful ref-
erence is that REs accurately distinguish the in-
tended referent from any other object in the con-
text (Dale and Haddock, 1991). For maximizing
the quality of the generated gold attributes, (i) we
disregarded any distractor context whose bound-
ing box overlapped significantly with the refer-
1Our datasets will be made available.
ent’s bounding box and (ii) we disregarded distrac-
tor contexts that had full attribute overlap with the
referent, thus resulting in a null referring expres-
sion for the 〈referent, context〉 pair.
Objects To control for the complexity of the vi-
sual scenes and attributes while maintaining real
images, we created a simpler dataset in which ref-
erent and context are always different objects. For
a list of 100 concrete objects ranging across dif-
ferent categories (e.g., animal, furniture etc), we
synthesized 〈referent, context〉 pairs by taking all
possible combinations of objects and, for each ob-
ject, sampling an image from the respective Ima-
geNet (Deng et al., 2009) object label entry. The
RE/gold attributes for a given pair is then straight-
forwardly obtained by using the object name of the
referent.
Shapes Finally, we introduce a third dataset
which controls for the complexity that real images
have, while allowing referent and context to dif-
fer in a diverse number of attributes, exactly like
in real scenes. Following Andreas et al. (2016),
we created a geometric shapes dataset consisting
of images that contain a single object. We gener-
ate such single-object images by varying the val-
ues of 6 types of attributes and follow a simi-
lar approach as in the ReferIt dataset to annotate
〈referent, context〉 pairs with gold attributes (i.e.,
by taking the difference of the attributes in the ref-
erent and context). 2
2.3 Agent Players
Agent A1 (Referring Expression Generation)
Agent A1 is performing a task analogous to re-
ferring expression generation. Unlike traditional
REG research (Dale and Reiter, 1995; Mitchell et
al., 2010; Kazemzadeh et al., 2014) that produces
phrases or words as RE, in our current framework,
agent A1 learns to predict a single attribute that
discriminates the referent from the context. Note
however that attribute meaning is not pre-defined.
Instead, it emerges “on-demand” via their usage
in the referential game. In particular, ideally agent
A1 will learn to associate the attributes to system-
atic configurations of lower-level perceptual fea-
tures present in the images. In the current exper-
2The 18 attributes grouped by type: shape=〈triangle,
square, circle〉, border color=〈fuchsia, indigo, crimson, cyan,
black, limegreen, brown, gray〉, horizontal position=〈up,
down〉, vertical position=〈right, left〉, shape size=〈small,
medium, big〉
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Figure 2: Neural network of player A1. In this
particular game, A1 produces the reference vector
that activates attribute_2 as the RE, which is
going to be passed over to A1.
iments, the words are simply represented by nu-
merical indices, but it would of course be trivial to
associate such indices with phonetic strings.
Figure 2 illustrates the network architecture of
A1. The model is presented with the two images
that constitute a visual scene. We assume that
agents are already equipped with a pre-trained vi-
sual system that converts the raw pixel input of the
referent and the context to higher-level visual vec-
tors v (i.e., ConvNet fc7 layers). For games using
the ReferIt and Objects dataset we used the pre-
trained VGG-network (Simonyan and Zisserman,
2014). For the Shapes, given that the nature of
the images are different from the usual ImageNet
data used train these networks, we trained our own
model. Specifically, we trained a smaller network,
i.e., AlexNet (Krizhevsky et al., 2012) on predict-
ing bundles of two attributes. For both models,
we use the second-to-last fully connected layer to
represent images with 4096-D vectors. These vi-
sual vectors are mapped into attribute vectors of
dimensionality |V | (cardinality of all available at-
tributes), with weights Ma ∈ R4096×|V | shared
across the two objects. Intuitively, this layer learns
which attributes are active for specific objects.
Pairwise interactions between attribute vectors
of referent and context are captured in the dis-
criminative layer. This layer, processes, for each
attribute, the two units, one for each object, and
by applying a linear transformation with weights
Md ∈ R2×h, followed by a sigmoid activation
function, finally derives a single value by another
linear transformation with weights MD ∈ Rh×1,
producing dv which encodes the degree of dis-
criminativeness of attribute v for the specific ref-
erent. The same process with the same shared
weights Md and MD, across attributes is applied
to all attributes v ∈ V , to derive the estimated dis-
criminativeness vector d. Finally, the discrimina-
tiveness vector is converted to a probability dis-
tribution, from which the player samples one at-
tribute a acting as the referring expression. This
attribute is encoded in the reference vector with
one-hot like representation, and is passed over to
A2. The learnable parameters of A1 are θA1 =
〈Ma,Md,MD〉.
A1 does not receive supervised data regarding
the attributes that are active in pictures, nor re-
garding which attributes should be used to refer to
the referent. The only supervision regarding the
“goodness” of attributes for the given 〈referent,
context〉 pair comes from the success of the inter-
action between the agents while playing the refer-
ential game.
Agent A2 (Reference Resolution) For the pur-
poses of the game, A2 needs to perform a task
similar to reference resolution. Given the same vi-
sual input as A1 (we assume that the agents share
the same visual system) and the produced attribute
a, A2 has to choose which of the 2 objects in the
scene is the intended referent.
attribute layer
pre-trained
visual model
visual vectors
o1
reference 
vector
dot product
o2
soft-max and sampling
Ma' Ma'
Figure 3: Network of A2. Given the two objects
and the reference vector encoding the predicted at-
tribute produced by A1, she correctly predicts that
the referent is the second object.
Following this reasoning, we design a simple
implementation of A2 depicted in Figure 3. A2 is
presented with the two objects o1 and o2, without
knowing which is the referent, and embeds them
into an attribute space using weights shared across
the two objectsMa
′ ∈ R4096×|V |.3 Note, that as is
in the case of A1, A2 will receive no direct image-
attribute supervision. The resulting attribute vec-
tors encode how active the attributes are across the
two objects. Following that, A2 computes the dot
product similarities between the reference vector
(i.e., the one-hot representation of the selected at-
tribute a) and the attribute vectors of the objects.
Intuitively, the reference vector encodes which at-
tribute characterizes the referent and as a result,
the dot similarity will be high if the attribute a is
very active in the attribute vector. These two dot
similarities are converted to a probability distribu-
tion p(o|o1, o2, a) over the two image indices, and
one index is sampled indicating which of the two
objects is the chosen referent. The learnable pa-
rameters of A2 are just θA2 = 〈Ma′〉
3 Experiments
3.1 General Training Details
The parameters of the 2 agents, θ = 〈θA1, θA2〉,
are learned jointly while playing the game. The
only supervision used is communication success,
i.e., whether the agents agreed on the referent.
This setup can be naturally modeled with Rein-
forcement Learning (Sutton and Barto, 1998). Un-
der this framework, the parameters of the agents
implement a policy. By executing this pol-
icy, the agents perform actions, i.e., A1 picks
an attribute and A2 picks an image. The loss
function that the two agents are minimizing is
−IEo˜∼p(o|o1,o2,a)[R(o˜)], where o1 and o2 are the
2 objects in the visual scene, p(o|o1, o2, a) is the
conditional probability over the 2 objects as com-
puted by A2 given the objects and the attribute
produced by A1, and R is the reward function
which returns 1 iff o˜ = referent. The parameter
updates are done following the Reinforce update
rule (Williams, 1992). We do mini-batch updates,
with a batch-size of 32 and train in all datasets for
3.5k iterations.4
The agents are trained and tested separately
within each dataset. At test time, visual scenes
(i.e., combination of referent and contexts images)
are novel but individual images might be familiar.
For test and tuning we use 1k visual scenes, and
3While we could tie Ma
′
and Ma, here we do not en-
force any such constraint, essentially allowing the agents to
develop their own “visual” understanding.
4The model-specific hidden size of discriminative layer
hyperparameter is set to 20.
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Figure 4: Communication success across different datasets over training epochs. For each dataset, we
vary the number of attributes available in the vocabulary of the agents. Note: Best viewed in color.
leave the rest for training (see Table 1 for exact
numbers).
3.2 Results
Our pilot experiments aim to ascertain whether
our proposal can result in agents that learn to
play the game correctly. Moreover, given that the
agents start from a clean state (i.e., they possess
no prior semantics other than the relatively low-
level features passed to them through the visual
vectors), it is worth looking into the nature of the
induced semantics of the attributes. Simply put,
is communication-based learning enough to allow
agents to use the attributes in such a way that re-
flects high-level understanding of the images?
Can agents learn to develop a communication
protocol within the referential game? Figure
4 shows the communication success performance,
i.e., how often the intended referent was guessed
correctly by A2 (chance guessing would lead to
0.5 performance). Overall, agents are able to come
up with a communication protocol allowing them
to solve the task, but it takes them approximately
500 iterations (i.e., 16k training examples) before
they start communicating effectively. This is to
be expected, as the agents have no knowledge of
the game rules nor of how to refer to things, and
must induce both by observing the rewards they
receive. Moreover, fewer attributes in the vocab-
ulary translates to faster, but not necessarily bet-
ter learning. As a sanity check, we restricted the
vocabulary to 2 attributes only. In this case, the
agents also came close to solving the task (and
that was done faster than in the other cases), al-
though without approaching 100% performance,
a tendency observed across the datasets. At first
glance this might seem suspicious; even if we, as
humans, use language flexibly through polysemy,
still it will not be possible to come up with 2 words
being able to reliably distinguish all possible com-
binations of objects!
However, when we closely inspected the way
A1 used the 2 attributes (e.g., by looking into the
induced weights Ma), it became clear that the
agent was in a sense “cheating”. Instead of com-
municating about high-level semantics, the agents
agreed to exploit the attributes to communicate
about low-level embedding properties of 〈referent,
context 〉 pairs (e.g., pick attribute 1 if the value in
dimension 3 is greater in the referent than the con-
text etc). While this might seem odd, such strate-
gies are in fact the best in order to communicate
efficiently with only 2 attributes. This resembles
the so-called conceptual pacts that humans form
to make conversation more efficient, i.e., mutually
agreeing in using “unconventional” semantics to
refer to things (Brennan and Clark, 1996). Still,
the “words” discovered in this way have a very
ad-hoc meaning that will not generalize to any
useful task beyond the specifics of our game, and
we would not want the agents to learn them. We
thus turn now to an analysis of the semantic nature
of the induced attributes when the agents have a
larger vocabulary available than just 2 attributes,
to see if they learn more general meanings, corre-
sponding to (clusters of) high-level visual proper-
ties such as “red” or “cat”.
What is the nature of the induced attributes?
Revealing the semantics assigned to the induced
attributes a is not trivial. We tested whether the se-
mantics of the induced attributes align with the se-
mantics of the referring expressions as expressed
by the gold attributes. We focused on the Ob-
jects and Shapes datasets that have a relatively
small number of attributes (100 and 18 respec-
tively) and trained the agents using as attribute vo-
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Figure 5: Inferred alignment of gold attributes to
the induced ones in the Shapes dataset.
cabulary size |V | 100 and 18 respectively. After
the training, we assign to each induced attribute a
the gold attribute that appears most often in the an-
notations of the 〈referent, context〉 pairs for which
a was predicted by A1, enforcing a 1-1 mapping
(an induced attribute can by paired only with one
gold attribute). A1 had a tendency not to make use
of all the available attributes a in the vocabulary,
thus either using attributes in a polysemous way,
or assigning them some semantics different than
the one that the gold attributes encode. As an ex-
ample, we plot in Figure 5 the inferred alignment
between induced and gold attributes in the Shapes
dataset.
Irrespective of the exact interpretation of at-
tributes, meanings induced within this referential
framework should be consistent across 〈referent,
context〉 pairs. For example, if an agent used the
word red to refer to the object X in the context of
Y, then red cannot be used again to refer to the
object Z in the context of X, since red is also a
property of the latter. However, the “cheating” ap-
proach we reported above for the 2-attribute case,
in which the same attribute is used communicate
about whether a low-level feature is higher in the
referent or the context, would not respect this con-
sistency constraint, as X might have a higher value
of the relevant feature when compared to Y but
lower with respect to Z.
To capture this, we devised a measure that we
termed “referential inconsistency” (RI). Specifi-
cally, for each image i we compute a set R(i)
containing all the induced attributes that were ac-
tivated when i was in the referent slot and C(i)
in the context slot. Then, the referential in-
consistency RI of an attribute a is computed as∑
i
[a∈R(i)∩C(i)]∑
i
[a∈R(i)∪C(i)] , which counts the number of im-
attributes
datasets ReferIt Objects Shapes
2 1.0 1.0 1.0
100 0.0 0.03 0.05
Table 2: Proportion of referentially inconsis-
tent attributes, i.e., RI(a) > 0, across differ-
ent datasets and with different attribute vocabulary
size |V |. Smaller values reflect consistent use.
ages for which a was both in the referent and con-
text sets, normalized by the times it appears in ei-
ther. Ideally, this value should be 0, as this hap-
pens when it was never the case that an induced
attribute was activated both when an image was in
the referent and in the context slot.
Table 2 reports the proportion of induced ac-
tive attributes that have RI > 0 across datasets
(smaller values reflect consistent use of attributes).
As expected, when communicating with 2 at-
tributes only, agents do not seem to be using them
in a semantically meaningful way, since referen-
tial consistency is violated. However, we ought to
mention that it is also possible is that the agents in
this case have learned to use the attributes in a rel-
ative way (Parikh and Grauman, 2011). Imagine
that we pair an image of Mona Lisa once with an
image of a frowning face as the context, and once
with an image of a broadly smiling face. It would
be acceptable then to use “the smiling one” to de-
note Mona Lisa in the first pair, but it would also
be possible to refer in this way to the more overtly
smiling face in the second case, as Mona Lisa is
more smiley than the frowning face, but definitely
less so than a fully smiling face! In any case, for
all datasets, with 100 attributes referential consis-
tency is largely respected.
Finally, we consider a third way to assess the
degree to which the induced attributes reflect the
intuitive semantic properties of the images. Our
hypothesis is that, if the induced attributes are used
coherently across visually similar referents, then
they should reflect properties that are typical of
the class shared by the referents (e.g., “furry” for
mammals). For this experiment, we focus on the
Objects dataset that is annotated with 100 gold at-
tributes denoting the objects depicted in the pic-
tures (e.g., cat, dog etc). For each gold attribute
g, we construct a vector that records how often
the induced attribute a was used for a 〈referent,
context〉 pair that was annotated with g, essentially
representing gold attributes in a vector space with
induced attributes as dimensions. We then com-
pute the pairwise cosine similarities of the gold at-
tributes in this vector space, plotted in Figure 6 up.
As is, there is no structure in the similarity matrix.
However, if we organize the rows and columns in
the similarity matrix, as in Figure 6 down, so that
objects of the same category cluster together (e.g.,
the first 2 rows and columns correspond to appli-
ances, the next 4 to fruits), then a pattern along the
diagonal starts to emerge, suggesting that the in-
duced attributes reflect, at least to same degree, the
similarity that exists between objects of the same
category.
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Figure 6: Pairwise cosine similarities of gold at-
tributes in induced-attribute vector space in the
Objects dataset when ordered randomly (up) and
according to their category (down).
4 Discussion
We have presented here a proposal for develop-
ing intelligent agents with language capabilities,
that breaks away from current passive supervised
regimes. Agents co-exist and are able to interact
with each other. In our proposed framework we do
not restrict the number of agents, nor their role in
the games, i.e., we envision a community of agents
that all interact with each other having to perform
different tasks and taking turns in them, requiring
them to either co-operate or antagonize in min-
max sort of zero-sum games, in which agents aim
at minimizing the opponents gain (e.g., as in the
case of the famous tic-tac-toe game).
In our test case, we considered the most ba-
sic act of communication, i.e., learning to re-
fer to things, and we designed a “grounded” co-
operative task that takes the form of referential
games played by two agents. The first experi-
ments, while encouraging, have revealed that it is
essential to ensure that agents will not “drift” into
their own language, but instead they will evolve
one that is aligned to our natural languages. Thus,
inspired by the success of AlphaGo (Silver et al.,
2016), that combines both passive learning (expe-
riencing past human games and using a CNN to
learn valid moves) and interactive learning (learn-
ing by playing what is the best move given a par-
ticular situation/state), we believe that it is cru-
cial to combine dynamic interactive learning with
static statistical learning of patterns from associa-
tion, something that should ensure the grounding
of communication into natural language.
We plan to move along a similar direction, in-
troducing our agents to multi-tasking. As an ex-
ample, we could expose A1 to large collections of
texts and train her on language modeling, a task
requiring no manual annotation, from which basic
word associations patterns can be learned. Sim-
ilarly, A2 could be trained on an image retrieval
task, from which basic concept recognition and
naming capabilities can be acquired, i.e., associ-
ating the phonetic string “cat” to instances of cats.
Still, the agents would be trained via playing the
game for producing good referring expressions,
which is a task that depends predominantly on the
success of communication (i.e., did our listener
understood what we were referring to?)
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