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Resumo
O rápido aumento da prevalência de doenças não transmissíveis como o cancro, a dia-
betes e as doenças cardiovasculares, em países com poucos meios económicos constitui
um importante problema de saúde pública mundial. Nestas situações, para que haja uma
redução do número de casos e para aumentar a qualidade de vida dos doentes, o diag-
nóstico precoce é essencial. No entanto, nestes países o acesso a meios de diagnóstico é
muito limitado, seja pelo elevado custo dos mesmos ou pela falta de acessibilidade ao
tratamento por parte das populações. Existe então a necessidade de desenvolver meios de
diagnóstico alternativos que sejam simples, portáteis, acessíveis e de baixo custo.
Uma potencial solução consiste no uso do papel para a criação de dispositivos de
diagnóstico pois este é um material amplamente disponível e de baixo custo. Neste âm-
bito foi criado um biossensor colorimétrico em papel que permite a leitura simultânea
da concentração de glucose, ácido úrico, pH e colesterol, através da observação de uma
mudança de cor. Substâncias essas que são consideradas relevantes para o diagnóstico e
prevenção de problemas como a diabetes e as doenças do fígado, dos rins e cardiovascula-
res. Para complementar o sensor foi criada, em pareceria com o CENIMAT, uma aplicação
móvel que realiza a análise da cor através da captura de imagens do mesmo, apresentando
um resultado que permite fazer um diagnóstico. Esta conjugação de tecnologias permite
realizar uma análise rápida e precisa num dispositivo portátil e acessível a todos.
O objetivo deste trabalho é a adaptação dessa aplicação móvel para a deteção e análise
colorimétrica do novo sensor, aplicando métodos de processamento de imagem e apren-
dizagem automática para obter resultados relativos à glucose e ao ácido úrico. Assim,
foram criados modelos de aprendizagem automática que classificam estas duas substân-
cias de acordo com níveis de referência. Para complementar a análise foi desenvolvido
um método de calibração da cor do sensor que reduz o efeito de influências exteriores nos
resultados da análise.
Palavras-chave: Dispositivos Móveis, Processamento de Imagem, Biossensor Colorimé-
trico, Análise Colorimétrica, Classificação, Calibração de cor, Papel, Glucose, Ácido Úrico
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Abstract
The rapid increase in the prevalence of non-communicable diseases such as cancer,
diabetes and cardiovascular disease, in countries with few economic resources is a major
global public health concern. In these situations, early diagnosis is essential to reduce the
number of cases and increase the quality of life of the patients. However, the access to
diagnostic materials in these countries is very limited, either because of their high cost or
because of the lack of accessibility to treatment for the population. There is therefore a
need to develop alternative diagnostic means that are simple, portable, widely accessible
and inexpensive.
A potential solution to this problem is the use of paper as a substrate for the creation of
diagnostic devices because it is a widely available and low-cost material. In this context, a
paper-based colorimetric biosensor was created to simultaneously read the concentration
of glucose, uric acid, pH and cholesterol in a sample by observing a colour change. These
substances are considered relevant markers for the diagnosis and prevention of problems
such as diabetes and liver, kidney and cardiovascular diseases.
To complement the sensor, an application for mobile devices was created in partner-
ship with CENIMAT. This application captures images of the sensor, performs the colour
analysis and presents a result that provides a diagnosis to the user. This combination of
technologies enables rapid and accurate analysis on a portable device that is accessible to
everyone.
The main objective of this work is the adaptation of this mobile application for the
detection and colorimetric analysis of the new sensor, applying image processing methods
and machine learning to obtain diagnosis results related to glucose and uric acid. Thus,
automatic learning models were created that classify these two substances according to
reference levels. To complement the analysis, a method was also developed to calibrate
the colour and reduce the effect of external influences on the analysis results.
Keywords: Mobile Devices, Image Processing, Colorimetric Biosensor, Colorimetric Anal-
ysis, Classification, Colour Calibration, Paper, Glucose, Uric Acid
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Introdução
Neste capítulo é feita uma breve descrição da motivação e do contexto em que se enqua-
dra esta dissertação. São também apresentados os objetivos e principais contribuições
previstas para o desenvolvimento deste projeto.
1.1 Motivação
Atualmente, as doenças não transmissíveis são a maior causa de morte em todo o mundo.
Em 2016, problemas como o cancro, a diabetes e as doenças cardiovasculares foram res-
ponsáveis por 71% das 57 milhões de mortes ocorridas no planeta, sendo que 78% desses
casos ocorreram em países de baixo e de médio rendimento [30]. O crescente nível de
vida em alguns destes países, como o Brasil ou a China, levou a um aumento considerável
do número de indivíduos afetados por estas doenças [29].
Para haver uma redução do número de casos e para o aumento da qualidade de vida
dos doentes, o diagnóstico precoce é essencial [28]. Por este motivo, o acesso a meios de
diagnóstico é vital e deve estar disponível para todas as populações afetadas.
Normalmente, as análises necessárias são efetuadas em laboratório com recurso a
equipamento e pessoal especializado. No entanto, nos países em vias de desenvolvimento
há grandes disparidades no acesso a cuidados de saúde, sendo que os indivíduos sujeitos
a desvantagens socioeconómicas, particularmente os que residem em meios remotos, têm
grande dificuldade em aceder a quaisquer meios de diagnóstico [29].
Consequentemente, há uma tendência para o desenvolvimento de dispositivos de
diagnóstico alternativos, nomeadamente para Point of Care Testing (POCT). Estes testes
de diagnóstico, realizados junto do paciente, são de baixo custo, pouco invasivos, precisos
e permitem obter um resultado rápido [49].
Uma potencial solução para este problema consiste no uso do papel como substrato
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para a criação de biossensores de diagnóstico, pois este é um material amplamente dis-
ponível e de baixo custo, tendo já sido demonstrada a sua capacidade para suportar a
deteção de várias substâncias a partir da observação de reações colorimétricas [12, 22,
53].
Os biossensores microfluídicos baseados em papel tem um baixo custo, não requerem
equipamento específico e são de fácil utilização. Ao serem multiplex e não enzimáticos
trazem outro conjunto de vantagens. Para além de permitirem a análise de várias subs-
tâncias em simultâneo, são mais resistentes a condições ambientais e de armazenamento.
Estes fatores tornam estes dispositivos particularmente importantes para aplicação em
regiões isoladas com pouca acessibilidade.
Para obter um sistema de diagnóstico completo, para além do biossensor são necessá-
rios dispositivos acessíveis e de baixo custo que consigam fazer a sua leitura e apresentar
o resultado. Os Smartphones estão em constante evolução e têm cada vez mais elevadas
capacidades de processamento e de memória e ainda câmaras de alta resolução. Cerca de
94% da população mundial tem acesso a um smartphone, sendo que 70% desses indiví-
duos residem em países em desenvolvimento [48]. Estes fatores tornam estes dispositivos
extremamente acessíveis e com capacidade para realizar a análise destes biossensores.
Assim, a conjugação de sensores de baixo custo com um meio de análise amplamente
disponível e portátil como o smartphone, constitui um sistema de diagnóstico completo. É
potencialmente útil para melhorar o alcance dos sistemas de saúde, fornecendo serviços
de proximidade a populações mais remotas e com poucos recursos [48].
1.2 Descrição e Contexto
1.2.1 Contexto do Projeto
A presente dissertação surge enquadrada num projeto de colaboração entre o Departa-
mento de Informática da Faculdade de Ciências e Tecnologia da Universidade Nova de
Lisboa (FCT-UNL), o NOVA Laboratory for Computer Science and Informatics (NOVA LINCS)
e o CENIMAT, mais precisamente na continuação do trabalho desenvolvido noutra disser-
tação de Mestrado realizada por Rodrigues [37, 38]. O propósito final desse trabalho foi o
desenvolvimento de uma aplicação móvel capaz de realizar a análise colorimétrica de um
biossensor não enzimático em papel, através de algoritmos de aprendizagem automática.
Esse biossensor foi proposto por Ferrão [8] e permite a determinação do valor de diabetes
a partir da concentração de glucose no sangue, tirando partido da tecnologia Lab-on-Paper
que se baseia em reações químicas sobre papel.
A aplicação desenvolvida por Rodrigues [37] realiza a análise colorimétrica da con-
centração de glucose a partir de uma imagem do biossensor. Após a captura da imagem
através da câmara do smartphone, procede-se à deteção das zonas do sensor relevantes
para a análise, através de vários métodos de processamento de imagem. Com essas zonas
identificadas realiza-se a calibração da cor da imagem através da aplicação de uma matriz
2
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de correção. Após a correção da imagem, realiza-se a análise da cor. Para fazer a análise
da cor foram desenvolvidos dois classificadores, capazes de estabelecer uma correspon-
dência entre as cores das amostras e as concentrações que estas representam, de modo a
apresentar um resultado que possibilite o diagnóstico.
Foram apresentados resultados de precisão e desempenho elevados numa análise qua-
litativa, o que está de acordo com as características do sensor que permitem distinguir
entre concentrações reduzidas e elevadas com qualidade. Em relação à análise quanti-
tativa, não foi possível fazer uma distinção muito eficaz das concentrações de glucose.
Esta análise é particularmente importante para utilizadores que precisam de controlar a
diabetes com maior detalhe. Considerou-se ainda que as funcionalidades desenvolvidas
têm potencial para ser aplicadas em contexto clínico.
Para melhorar os resultados foram propostos o aumento do conjunto de dados utili-
zado para treinar os classificadores, bem como melhorias na calibração de cor do sensor
para que seja possível obter uma cor menos influenciada por fatores externos. Foram ainda
sugeridas melhorias na gama de cores usada pelo biossensor, para que esta apresentasse
cores mais distinguíveis entre as várias concentrações.
1.2.2 Descrição do Problema
A presente dissertação surge da necessidade de continuar a desenvolver a aplicação móvel
para a análise de um novo sensor, proposto por Pinheiro [33]. Neste trabalho foi desenvol-
vido um biossensor multiplex não enzimático feito em papel com a capacidade de medir
simultaneamente concentrações de glucose, ácido úrico, colesterol e valores de pH.
Este dispositivo tira partido da tecnologia Lab-On-Paper, que recorre ao papel como
substrato para as reações químicas, utilizando impressão a cera para criar canais de micro-
fluídica. A análise é baseada na observação das propriedades colorimétricas da reação de
uma determinada substância com nano partículas de ouro. Através da realização de tes-
tes com soluções de diferentes concentrações das substâncias a analisar, seguidos de uma
análise digital, foi possível desenvolver curvas de calibração que permitem extrapolar as
suas concentrações.
As substâncias presentes neste biossensor em particular são biomarcadores muito im-
portantes, cuja medição permite detetar e prevenir doenças como a diabetes e as doenças
do fígado, rins ou cardiovasculares. O dispositivo é então dirigido a indivíduos sujeitos
a estes problemas, principalmente em países em desenvolvimento, por se tratar de um
sistema de baixo custo e fácil utilização. O uso destes materiais e reações não enzimáti-
cas dá ao sensor uma maior resistência às condições ambientais e de armazenamento, o
que é uma vantagem competitiva face a outros dispositivos semelhantes. A junção deste
biossensor com um método de leitura acessível da reação colorimétrica, como a análise
de imagem através de um smartphone, dá origem a um sistema de diagnóstico completo,
portátil e de baixo custo.
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Apesar de presentes no biossensor, o colesterol e o pH não são alvo de estudo nesta dis-
sertação. O CENIMAT considerou que a reação colorimétrica existente para o colesterol
ainda não era suficiente para permitir obter amostras favoráveis para o treino dos clas-
sificadores. Por outro lado, o pH não seria relevante como informação para o utilizador,
apenas como prova de conceito para a análise colorimétrica através da aplicação.
Assim, com base nos trabalhos propostos anteriormente, pretende-se continuar a de-
senvolver a aplicação móvel para a análise colorimétrica do novo biossensor. O sistema
deve detetar todas as áreas de cor existentes no novo sensor e realizar a análise dos mar-
cadores da glucose e ácido úrico, aplicando um processo semelhante ao utilizado no
desenvolvimento da aplicação anterior.
Procura-se também melhorar o processo da análise colorimétrica através da introdu-
ção de outras formas de classificação e principalmente da utilização de mais exemplos
para treinar os modelos já desenvolvidos. O outro foco do projeto é o desenvolvimento
de métodos de calibração da cor para resolver os problemas decorrentes da influência de
fatores externos na cor como a luz ambiente e o uso de diferentes modelos de smartphone.
Estes problemas com afetam de forma significativa o resultado da análise, podendo indu-
zir a resultados incorretos.
1.3 Principais Objetivos e Contribuições
Espera-se como resultado da dissertação o desenvolvimento de uma aplicação para dis-
positivos móveis que, através da análise da imagem do biossensor, consiga medir com
maior precisão o valor dos diabetes do utilizador a partir da glucose bem como fornecer
informação sobre o ácido úrico. Esta será baseada na adaptação do sistema desenvolvido
anteriormente [37] a um novo biossensor, sendo descritas de seguida as características
esperadas:
• Adaptação ao novo sensor − Pretende-se adaptar o algoritmo de deteção já exis-
tente à configuração do novo biossensor e a quaisquer modificações no seu design
necessárias para os processos de calibração da cor desenvolvidos.
• Calibração da cor − A calibração da imagem obtida pelo smartphone para minimi-
zar a influência da iluminação nos resultados da análise é um passo essencial para
melhorar os resultados obtidos na aplicação anterior. Pretende-se estudar formas de
resolver este problema, de modo a poder propor uma solução com melhores resulta-
dos que possa ser incorporada neste sistema e em futuras utilizações do biossensor.
• Análise Colorimétrica − Dada a existência de uma substância adicional face à
versão anterior da aplicação, o ácido úrico, é necessário reproduzir o processo de
análise e teste realizado anteriormente para a glucose de modo a encontrar modelos
que permitam uma classificação correta deste novo marcador. Procura-se ainda
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reproduzir o processo para melhorar os resultados obtidos com a glucose através da
adição de mais amostras ao conjunto de dados.
• Interface Gráfica − O sistema de diagnóstico desenvolvido deve ser fácil de usar
para o utilizador, sendo assim importante que a interface seja simples e de adaptação
rápida. Como a aplicação apresentou bons resultados nos testes de usabilidade
realizados no trabalho anterior, procura-se fazer as alterações necessárias para a
análise do novo biossensor com o mínimo de modificações possível ao design já
existente.
1.4 Organização do Documento
O presente documento segue a estrutura apresentada:
• Capítulo 1 - Introdução: Esta secção pretende esclarecer o contexto e a motivação
para a dissertação e ainda definir as principais contribuições da mesma.
• Capítulo 2 - Enquadramento: Neste capítulo é feita uma breve descrição de con-
ceitos teóricos relevantes para o desenvolvimento da dissertação.
• Capítulo 3 - Trabalho Relacionado: Neste capítulo é feito um estudo de projetos
já realizados relacionados com os vários temas abordados na dissertação, sendo
também descritos os processos utilizados na versão anterior da aplicação.
• Capítulo 4 - Métodos: Este capítulo contém uma descrição dos processos realizados
para o estudo da calibração da cor e da análise colorimétrica.
• Capítulo 5 - Resultados: Nesta secção são detalhados os resultados obtidos no
estudo da calibração e da análise colorimétrica.
• Capítulo 6 - Implementação: Nesta secção é descrita a implementação das soluções
encontradas a partir dos resultados obtidos, na aplicação móvel.
• Capítulo 7 - Conclusões e Trabalho Futuro: No último capítulo são apresentadas
as conclusões retiradas de todo o trabalho realizado na dissertação. É também feita
uma proposta de trabalho futuro para melhorar o sistema desenvolvido.
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Enquadramento
Neste capítulo é feita uma breve apresentação de conceitos relevantes para o desenvol-
vimento desta dissertação, nomeadamente noções relacionadas com o processamento de
imagem e com a aprendizagem automática.
2.1 Processamento de Imagem
O processamento de imagem diz respeito aos processos aplicados a uma imagem com
o objetivo de a transformar numa representação de dados de formato utilizável para
que possa ser usada depois por vários tipos de aplicações. Nesta secção são descritos
vários conceitos relacionados com a imagem que nos permitem entender como extrair as
informações necessárias para a sua classificação, bem como métodos para realizar essa
classificação.
2.1.1 Cor
A cor é a sensação resultante da incidência de radiação eletromagnética da região do
espectro visível na retina. A chegada dessa luz aos olhos após ser refletida por um de-
terminado objeto, provoca a perceção de uma determinada cor para esse objeto. Esta
perceção está relacionada com o comprimento de onda da luz que este reflete.
Existem três tipos de células fotorrecetoras na nossa retina chamadas cones. Cada
uma destas é sensível a um intervalo de comprimento de onda diferente, sendo esses três
intervalos próximos das luzes com as cores vermelha, verde e azul [13]. Essas cores têm
propriedades aditivas que permitem a sua mistura para a representação de outras cores
diferentes[47]. Todas estas características fazem com que seja natural usar três valores
numéricos para representar a cor num sistema digital.
7
CAPÍTULO 2. ENQUADRAMENTO
Deste modo, foram desenvolvidos vários modelos para representar a cor computacio-
nalmente, sendo de seguida feita uma breve descrição dos mais utilizados e dos referidos
nos capítulos seguintes.
2.1.1.1 Modelos de Cor
Em 1931 a Comissão Internacional de Iluminação (CIE) criou um modelo que especifica
como a informação de uma determinada luz pode ser transformada em três componentes
numéricos que representam a cor, através de experiências realizadas com as três cores pri-
márias com vários observadores [35]. Estas experiências revelaram que para certas partes
do espectro era necessário adicionar uma quantidade negativa de uma certa componente
para obter uma correspondência de cor. Devido ao problema provocado pelos valores
negativos, a CIE desenvolveu um novo espaço de cor chamado XYZ, que representa todas
as cores com termos positivos, mapeando o eixo dos Y para a corresponder à luminância
[47].
Foram também definidos valores independentes do brilho como as coordenadas cro-
máticas. Estas são dadas pelas equações 2.1 e a sua soma devolve sempre um, sendo
assim possível obter z através das coordenadas x e y, por exemplo. Estas cores podem ser
representadas através do diagrama cromático presente na figura 2.1[13].
x =
X
(X +Y +Z)
y =
Y
(X +Y +Z)
z =
Z
(X +Y +Z)
(2.1)
Apesar do espaço XYZ permitir a separação entre a luminosidade e a cor, não consegue
representar diretamente as diferenças da perceção de diferentes cores. Ao calcular a
distância entre duas cores, este valor não irá corresponder à distância entre as cores
observadas, isto é, pares de cores com a mesma distância entre si podem ter distâncias
observadas muito maiores [13]. Foram então criados espaços como o CIE Lab e o CIE
Figura 2.1: Diagrama cromático CIE. A fronteira do diagrama representa a correspondên-
cia entre as cores e luzes de um certo comprimento de onda. O ponto no centro representa
uma luz branca standard chamada "iluminante C"[13].
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Luv onde esta relação entre a distância calculada e observada já existe. No CIE Lab, L
representa a luminosidade e o par (a,b) representa a cor [47] .
Existem ainda modelos baseados nas propriedades das cores primárias aditivas (ver-
melho, azul e verde - figura 2.2a) e nas subtrativas (ciano, magenta e amarelo - figura
2.2b). Estes modelos não conseguem definir todas as cores existentes [47]. O modelo adi-
tivo RGB é utilizado na maioria dos monitores. Cada pixel é descrito por três números
(r,g,b) que correspondem ao grau com o qual cada uma das três iluminações contribui
para a sua cor [13]. O mapeamento do RGB para o CIE XYZ é obtido através da fórmula
2.2 [35].

X
Y
Z
 =

0.412453 0.357580 0.180423
0.212671 0.715160 0.072169
0.019334 0.119193 0.950227


R
G
B
 (2.2)
O modelo CMY recorre às cores subtrativas e a sua variante CMYK, usada maiori-
tariamente em impressoras, usa também o preto, pois esta cor não é obtida através da
combinação das outras três [47]. Outros modelos como o HSV e o HLS foram criados para
reproduzir um processo de mistura de cores mais intuitivo, como o usado na pintura. São
particularmente úteis para a seleção de cores em programas de arte e representam a cor
em componentes distintos como: o tom (H), a saturação (S) e o brilho (L) para o HLS e o
tom (H), a saturação (S) e o valor (V) para o HSV [13, 47]. Por último, o modelo YUV, foi
uma das primeiras representações de cor criadas para transmissão de vídeo. Este possui
três componentes: um canal Y que representa a luminância e dois outros canais: U e V,
para representar a cor. O mapeamento entre RGB e YUV é dado pela fórmula 2.3:
Y = 0.299R+ 0.587G+ 0.114B
U = 0.492111(B−Y )
V = 0.877283(R−Y )
(2.3)
Todas as conversões entre os modelos de cor usados neste trabalho são feitas com
recurso à biblioteca OpenCV para processamento de imagem [27].
(a) Cores aditivas. (b) Cores subtrativas.
Figura 2.2: Cores primárias e cores secundárias formadas a partir da mistura das cores
aditivas (a) e subtrativas (b) [47].
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2.1.2 Descritores de Características da Imagem
Para analisar um conjunto de imagens é preciso estabelecer um valor com o qual as iden-
tificar e comparar. Os descritores são conjuntos de valores que descrevem características
das imagens, podendo estar relacionados com a sua cor, textura, formas, contornos, en-
tre outros. Devem ser únicos, simples (processamento rápido) e conter o necessário para
representar a imagem sem perda de informação [18].
2.1.2.1 Descritores de Cor
O histograma é um descritor que identifica a imagem segundo a distribuição do seu
número de pixels. O histograma mais comum é o RGB que consiste na distribuição do
número de pixels por cada canal de cor [39]. No entanto, os histogramas não têm em conta
a informação da localização dos pixels da imagem e, consequentemente, duas imagens
diferentes podem obter a mesma distribuição de cor. No caso do descritor Color Coherent
Vector (CCV), os pixels são divididos em coerentes, caso estejam ligados a uma zona da
mesma cor, e incoerentes caso estejam isolados [18], o que permite diferenciar as duas
imagens.
Uma distribuição de probabilidade pode ser caracterizada pelos seus momentos. Se
interpretarmos a distribuição da cor como uma distribuição de probabilidade então esta
também pode ser descrita pelos seus momentos. Os três momentos principais são a média
dos pixels da imagem, o desvio padrão e a assimetria de cada canal de cor [45]. Estes são
relativamente simples e eficientes na representação da imagem.
Existem ainda descritores calculados a partir do algoritmo Scale Invariant Feature
Transform (SIFT) que são invariantes a translações, rotações e à escala. Dependendo do
tipo de descritor escolhido ou o modelo de cor aplicado, o descritor pode ter propriedades
invariantes a certos fatores como o ângulo, a dimensão e a iluminação da imagem [39].
2.1.2.2 Contornos
O contorno de um objeto é suficiente para o representar de modo a que este possa ser
facilmente identificado numa imagem. Estes ocorrem onde há uma rápida uma variação
de intensidade na imagem [47] e geralmente a sua deteção é feita através da aplicação de
filtros de convolução, mas existem também métodos mais complexos.
Os métodos de gradiente como o Roberts, Prewitt e Sobel baseiam os seus filtros na
primeira derivada da curva de intensidade, obtendo para cada pixel um valor do gradiente
local. Caso esse valor seja superior a um threshold definido o pixel será marcado como
contorno [31]. Existem também métodos como o Laplace que recorrem à segunda derivada
nas suas máscaras para procurar obter menos pixels de contorno do que os métodos de
gradiente [47]. Antes da aplicação destes operadores é comum aplicar um filtro para
redução de ruído como, por exemplo o gaussiano, pois estes métodos podem ser bastante
sensíveis à existência de ruído na imagem.
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Um método mais avançado de deteção é o algoritmo de Canny, que pode ser definido
em quatro passos. Inicialmente é aplicado um filtro gaussiano para remover o ruído. De
seguida são aplicados os filtros de Sobel para obter as primeiras derivadas nas direções
vertical e horizontal, a partir das quais se calcula o valor do gradiente da imagem e a sua
direção para cada pixel. No terceiro passo são removidos os pixels que não são considera-
dos como contorno, verificando quais são um máximo local. Por fim são utilizados dois
thresholds (um superior e outro inferior) para decidir quais os pixels marcados anterior-
mente são de facto parte do contorno da imagem. Caso o gradiente do pixel seja maior que
o valor superior é aceite como contorno, caso seja inferior ao valor mínimo é descartado
e, caso fique entre os dois valores definidos, é aceite se estiver ligado a um pixel já aceite
como parte do contorno [26].
(a) Imagem original. (b) Canny. (c) Laplace.
(d) Sobel. (e) Prewitt.
Figura 2.3: Comparação entre diferentes filtros para deteção de contornos [2].
2.1.2.3 Forma
Apesar dos contornos conseguirem descrever os objetos, por vezes pode ser útil detetar
linhas ou determinada forma na imagem. A transformada de Hough é um método que
permite encontrar linhas, círculos, elipses ou outras formas simples numa imagem. A sua
versão original é uma forma rápida de procurar linhas retas numa imagem binária, onde
cada ponto pertencente ao contorno vota em todas as linhas possíveis que possam passar
por si [47].
Considerando um sistema de coordenadas polares, uma linha reta é representada
por r = xcosθ + ysinθ. Para cada ponto (xi , yi) da imagem podemos definir o conjunto de
potenciais linhas que passam por ele como riθ = xicosθ+yisinθ (Figura 2.4a). Assim, cada
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par (riθ,θ) representa uma linha que passa no ponto (xi , yi).
Estes conjuntos de potenciais linhas formam sinusoides no plano (r,θ), o plano acu-
mulador (Figura 2.4b). Quando as sinusoides se intersectam os pontos que as originaram
pertencem a uma mesma linha. Assim, quantos mais pontos pertencerem a uma linha,
mais esta é relevante para a deteção. Ao definir um threshold mínimo de pontos pertencen-
tes a uma linha, podemos considerar que todas as linhas acima desse valor são relevantes
e assim selecionar quais são detetadas [47].
(a) (b)
Figura 2.4: Transformada de Hough: (a) Conjunto de potenciais linhas que passam por
cada ponto (xi , yi); (b) Intersecção das sinusoides formadas pelos conjuntos de linhas de
cada ponto. A sua interseção dá origem a uma linha detetada.
A versão da transformada dedicada aos círculos funciona de forma semelhante à
original, mas procura aumentar a eficiência através de um método chamado Gradiente
de Hough, no qual é usado um acumulador bidimensional para registar as interseções
de cada ponto da imagem. Numa primeira fase é feita a deteção dos possíveis centros
de círculos na imagem. Inicialmente é aplicado à imagem o algoritmo Canny a partir
do qual se obtém uma imagem binária com os contornos, sendo que para cada ponto
não nulo dessa imagem é calculado o gradiente a partir das derivadas dos operadores de
Sobel x e y. De seguida é necessário incrementar o acumulador nos valores referentes aos
pontos que pertencem às linhas dos gradientes cuja distância está dentro de um certo
intervalo. A partir dos pontos registados no acumulador, são escolhidos como possíveis
centros aqueles cujo valor for superior a um certo threshold e ao valor dos seus vizinhos
imediatos. Esses possíveis centros são ordenados de forma decrescente dos seus valores
no acumulador, de modo a que os centros com mais votos surjam primeiro.
Na segunda fase é escolhido o melhor raio para cada um dos centros selecionados.
Para cada possível centro, todos os pixels não nulos são ordenados segundo a sua distância
ao centro. Partindo das distâncias mais pequenas até ao raio máximo, escolhe-se o raio
que é apoiado pelo maior número de pixels.
O centro selecionado é mantido caso tenha apoio suficiente dos pixels não nulos e
esteja a distância suficiente de outro centro já escolhido [5].
12
2.1. PROCESSAMENTO DE IMAGEM
2.1.3 Classificação
Aprendizagem automática é uma área da Inteligência Artificial que procura construir
sistemas capazes de utilizar dados para melhorar o seu desempenho numa determinada
tarefa. É um conceito que abrange muitas áreas de aplicação sendo que para cada pro-
blema diferente é preciso uma abordagem distinta. Permite resolver os problemas sem
programar a sua solução diretamente, sendo apenas necessário fornecer um conjunto de
dados ao algoritmo para que este consiga, com ou sem supervisão, prever o resultado
corretamente. Caso seja usado um conjunto de dados que contenha os valores das respos-
tas corretas para que o algoritmo possa extrapolar os novos resultados, estamos perante
aprendizagem supervisionada. Se o conjunto de dados não estiver etiquetado com essas
informações trata-se de aprendizagem não supervisionada [1].
No caso do processamento de imagem as aplicações mais comuns são o reconheci-
mento e a localização de objetos numa imagem. Estas relacionam-se diretamente com os
problemas de classificação, onde o objetivo é prever a que categoria pertence um deter-
minado exemplo, e de clustering, onde se procura agrupar os dados naturalmente [5]. A
análise colorimétrica a realizar neste projeto é um problema de classificação com múlti-
plas classes.
2.1.3.1 Processamento dos Dados
Antes de proceder a qualquer implementação de algoritmo é necessário fazer um tra-
tamento dos dados para que estes permitam obter o melhor resultado possível. Neste
contexto, os dados utilizados serão provenientes de descritores de imagem como os refe-
ridos na secção 2.1.2.
O processamento segue os seguintes passos [5]:
1. Recolher e etiquetar os dados - Os dados recolhidos devem ser relevantes para o
problema e etiquetados consoante o resultado que se procura atingir.
2. Extrair descritores de características - Escolher os descritores a extrair consoante
os objetivos do problema. Estes devem ser relevantes e apresentar alguma invariân-
cia no objeto a identificar. São depois convertidos para um vetor de características
(features). Para obter as features relevantes pode ser preciso um processamento adi-
cional para transformar o conjunto de dados originais num conjunto mais útil para
o problema. O algoritmo geralmente aplicado para estas situações é a Análise de
Componentes Principais (PCA) que permite reduzir a dimensão do conjunto de
dados com perda mínima de informação [1].
Alguns algoritmos podem também ser negativamente influenciados pela diferença
de escalas entre os valores como, por exemplo, aqueles que dependem de medidas de
distância [5]. Assim, caso os descritores extraídos tenham valores de escalas muito
diferentes é necessário fazer a estandardização dos dados para que estes tenham
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todos a mesma ordem de grandeza. Tipicamente recorre-se à fórmula 2.4, onde µ
representa a média do conjunto de dados e σ o desvio padrão [32].
x′ = x −µ
σ
(2.4)
No entanto, o conjunto de dados pode ter outliers, isto é, valores invulgarmente
altos ou baixos em relação aos restantes dados [50]. Estes podem influenciar nega-
tivamente a média e a variância do conjunto, o que pode levar a piores resultados
utilizando o método anterior. Nesse caso devemos recorrer a métodos estatísticos
que lidem melhor com os outliers como, por exemplo, a fórmula 2.5 onde x˜ repre-
senta a mediana do conjunto de dados e Q3 −Q1 refere-se à amplitude interquartil.
x′ = x − x˜
Q3 −Q1 (2.5)
A amplitude interquartil é a diferença entre o primeiro quartil, isto é, o valor a antes
do qual estão 25% dos valores menos elevados e o terceiro quartil, que é o valor a
partir do qual estão 25% dos valores mais elevados do conjunto. Deste modo, não é
influenciada por valores extremos [50].
3. Dividir os dados - Os dados processados anteriormente são divididos em três
conjuntos diferentes: o de treino é usado para treinar o algoritmo, o de validação
para validar os resultados do algoritmo ou prever parâmetros e o conjunto de teste
para estimar a capacidade de previsão do classificador para dados fora do conjunto
de treino. Antes de dividir os dados pode ser feita uma mistura aleatória para
eliminar qualquer ordem prévia que possa existir nos mesmos.
A divisão dos dados geralmente envolve um processo chamado K-Fold Cross-Validation,
que permite obter uma melhor estimativa da precisão com que o nosso modelo irá
prever novos dados (diferentes do conjunto de treino). Os dados são divididos em K
subconjuntos (folds), sendo o modelo treinado com K − 1 folds e validado com a fold
restante. Este processo é repetido para que todas as folds possam ser usadas como
validação e no final é feita a média dos erros de validação que nos dá a estimativa
do verdadeiro erro do modelo [1].
A validação é um processo importante, pois caso o classificador seja otimizado em
excesso pode vir a adaptar-se demasiado ao conjunto de dados. Como consequência
este perde a capacidade de prever a classe de amostras que não tenha observado
durante o processo de treino, sendo esta situação descrita como overfitting [1].
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2.1.3.2 Algoritmos para Classificação
Com os dados preparados é preciso escolher o classificador a utilizar, sendo que cada
um tem as suas vantagens. Caso a classificação envolva mais que duas classes, pode
ser necessário fazer algumas alterações ao utilizar determinados algoritmos que estejam
preparados apenas para classificações binárias [1]. De seguida são descritos alguns dos
algoritmos mais usados para classificação com imagens e ainda outros tipos de algoritmos,
como o clustering hierárquico, mencionados nas secções seguintes do documento.
K-Nearest Neighbours (KNN) Um classificador simples que guarda o conjunto de treino
com as suas etiquetas e classifica um novo ponto com a etiqueta da maioria dos K pontos
no conjunto de treino que estão mais perto deste novo ponto (os seus vizinhos). A fun-
ção usada para calcular a distância pode ser definida consoante o tipo de dados [1]. É
considerado eficiente, mas é algo lento e requer muita memória [5].
Support Vector Machines (SVM) Procura encontrar um hiperplano ótimo num espaço
de N dimensões, onde N é o número de features, que separe os pontos em classes distintas.
O objetivo é encontrar o hiperplano que separe corretamente as classes maximizando a
margem, isto é, a distância entre o hiperplano e os pontos dessas duas classes [1]. Este
processo é usado maioritariamente para classificação, mas também consegue fazer regres-
são, atingindo muito bons resultados com conjuntos de dados limitados [5]. Uma das
suas variantes, o Least Squares Support Vector Machines (LS-SVM) encontra o hiperplano
ótimo através de um conjunto de equações lineares, enquanto que o SVM resolve um
problema de programação quadrática. Deste modo, o LS-SVM consegue obter um custo
de processamento mais baixo que o SVM normal [46].
Caso os dados analisados não sejam linearmente separáveis, isto é, separáveis com uma
linha reta, é necessário transformar o conjunto de dados para uma dimensão superior que
permita a sua separação linear [1]. Os kernels são as funções que permitem transformar
o conjunto de dados original para a dimensão desejada para a sua separação. Existem
vários tipos de kernel (figura 2.5). O mais simples, o linear, obtém um hiperplano linear,
enquanto outros como o RBF e o polinomial permitem obter hiperplanos não lineares
[11]. No contexto desta dissertação, os dados analisados não são linearmente separáveis.
Assim, as implementações do SVM utilizadas recorrem ao kernel RBF.
Para estes modelos existem dois parâmetros que influenciam significativamente o
resultado da classificação e devem ser selecionados cuidadosamente [11]. O parâmetro C
é um parâmetro de regularização que penaliza a classificação incorreta dos exemplos. Um
C pequeno leva a uma maior tolerância de classificações incorretas, o que se traduz numa
margem de decisão maior, podendo levar a underfitting. Por outro lado, um C elevado
leva a um modelo muito restrito e ao consequente overfitting [1]. Em relação ao segundo
parâmetro γ , quanto maior o seu valor mais o hiperplano se irá ajustar ao modelo de
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dados, o que irá levar ao overfitting. No entanto, caso seja muito pequeno o modelo perde
toda a capacidade de se adaptar aos dados, comportando-se como um modelo linear [32].
(a) Kernel Linear (b) Kernel Polinomial
(c) Kernel RBF
Figura 2.5: Exemplo da classificação de SVM com três kernels diferentes: (a) linear, (b)
polinomial e (c) RBF. As linhas tracejadas mostram os limites das margens enquanto que
as linhas normais indicam o hiperplano que separa as duas classes [32].
Random Trees Um conjunto de múltiplas árvores de decisão, cada uma construída até
uma certa profundidade máxima. Uma árvore de decisão é composta por nós de decisão
e folhas terminais. Cada nó de decisão tem uma função com um resultado definido
para cada ramo. Dado um determinado valor de entrada, o nó é testado e o ramo a
seguir é escolhido consoante o resultado da função. Este processo começa na raiz e é
repetido recursivamente até que se atinja um nó folha, cujo valor será o resultado final
[1]. Durante o treino, cada nó de cada árvore determina a sua divisão a partir de um
conjunto aleatório de features, o que ajuda a assegurar que cada árvore final se torna um
decisor estatisticamente independente. Ao executar, cada uma das árvores tem um voto
de decisão. É considerado um algoritmo muito eficiente sendo também capaz de fazer
regressão [5].
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2.1.3.3 Outros Algoritmos
Hierarchical Cluster Analysis (HCA) Este algoritmo de clustering procura agrupar os
dados de modo a que os membros do grupo sejam mais semelhantes entre si do que outros
pontos de outros grupos. Assim, é definida uma medida de semelhança, nomeadamente
uma distância entre os pontos. Pode ser de aglomeração, onde se começa com N grupos,
cada um com um elemento do conjunto de dados, e se vai unindo os conjuntos mais pró-
ximos até haver apenas um, ou divisão, onde se divide um conjunto maior em conjuntos
menores [1]. O resultado do algoritmo pode ser representado por um dendograma que
permite visualizar bem os dados, estabelecendo uma estrutura hierárquica que pode ser
útil para a análise.
2.1.3.4 Avaliação
Para além da estimativa a partir do erro de validação já referida anteriormente, existem
outras formas de avaliar os classificadores, baseadas na sua exatidão. Para isso precisamos
primeiro definir as quatro possibilidades possíveis para a classificação [1]:
• Verdadeiro Positivo (tp) - O exemplo pertence à classe para a qual foi previsto.
• Falso Positivo (f p) - O exemplo não pertence à classe para a qual foi previsto.
• Verdadeiro Negativo (tn) - O exemplo não pertence à classe para a qual não foi
previsto.
• Falso Negativo (f n) - O exemplo pertence à classe para a qual não foi previsto.
A partir destas possibilidades podemos calcular várias métricas para avaliar o classi-
ficador. Apesar de estas métricas serem aplicadas em problemas de classificação binária
podem ser generalizadas para utilização em casos que lidem com múltiplas classes. Exis-
tem duas opções para esta generalização: a micro, que favorece classes com mais amostras
e a macro, que trata todas as classes de igual modo [43]. No contexto deste trabalho
existem classes com grande diferença de amostras entre si. Como se pretende que todas
tenham a mesma importância nos resultados das métricas de seleção dos algoritmos será
aplicada a macro.
• Exatidão (Accuracy) - fração das classificações feitas corretamente.
Accuracy =
tp+ tn
tp+ f n+ f p+ tn
[1] (2.6)
Para problemas multi-classe aplicamos a seguinte fórmula, onde l corresponde ao
número total de exemplos:
Accuracyaverage =
∑l
i=1
tpi+tni
tpi+f ni+f pi+tni
l
[43] (2.7)
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• Precisão (Precision) - proporção de classificações positivas corretas [1]. No contexto
de diagnóstico de uma doença, por exemplo, num classificador com precisão igual
a um, todos os indivíduos classificados como doentes têm a doença, mas podem
existir indivíduos doentes não diagnosticados.
P recision =
tp
tp+ f p
[1] (2.8)
P recisionMacro =
∑l
i=1
tpi
tpi+f pi
l
[43] (2.9)
• Sensibilidade (Recall) - permite identificar a proporção de valores positivos que foi
classificada corretamente [1]. Se classificador tem a sensibilidade igual a um, todos
os indivíduos doentes foram diagnosticados, mas pode haver pessoas saudáveis
diagnosticadas incorretamente como portadores da doença.
Recall =
tp
tp+ f n
[1] (2.10)
RecallMacro =
∑l
i=1
tpi
tpi+f ni
l
[43] (2.11)
• FβScore - Medida de exatidão do classificador baseada na Precision e no Recall [43].
O parâmetro β permite alterar o impacto da precisão ou da sensibilidade consoante
as especificidades do nosso problema, sendo que quando β = 1 este corresponde à
média harmónica destes valores. No decorrer deste trabalho foi usado o FScore com
β = 1.
FβScore =
(β2 + 1)tp
(β2 + 1)tp+ β2f n+ f p
[43] (2.12)
FβScoreMacro =
(β2 + 1)P recisionMacroRecallMacro
β2P recisionMacro +RecallMacro
[43] (2.13)
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Trabalho Relacionado
Neste capítulo é feito um estudo de trabalhos de investigação que abordam conceitos e
técnicas relacionadas com os objetivos que se procura atingir com a presente disserta-
ção. Os tópicos serão abordados em duas secções. Na primeira secção são apresentados
sistemas que realizam análise colorimétrica de biossensores e na segunda são descritos
métodos de calibração de cor aplicados em diversas áreas científicas.
3.1 Análise Colorimétrica
Existem vários projetos desenvolvidos que assentam na análise colorimétrica de biossen-
sores. Estes sistemas destinam-se à deteção dos níveis de substâncias químicas como a
glucose, o pH e o ácido lático em compostos como o suor e a urina. Permitem a realização
de uma análise qualitativa e por vezes quantitativa destas substâncias.
Nesta secção vão ser apresentados alguns trabalhos que envolvem processos de análise
colorimétrica aplicados a biossensores. Estes envolvem diferentes processos de extração
de cor e tratamento de imagem bem como a classificação de valores de concentrações
através de comparações com curvas de calibração e da aplicação de diversos algoritmos
de aprendizagem automática.
Após uma breve descrição dos diferentes processos será introduzida a abordagem
aplicada na versão anterior da aplicação e por fim será feita uma discussão das diversas
vantagens e problemas que cada um deles apresenta, com o objetivo de perceber que
partes serão melhor aplicáveis ao contexto do trabalho a desenvolver na dissertação.
3.1.1 Observação de Curvas de Calibração
As curvas de calibração são instrumentos utilizados para análises químicas. São reali-
zados vários ensaios com amostras de concentrações conhecidas da substância que se
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pretende analisar e a partir desses resultados obtêm-se gráficos que permitem extrapolar
as concentrações para amostras desconhecidas [33].
No projeto de Koh et al. [17] foi desenvolvida uma aplicação para leitura de um bios-
sensor autocolante para analisar o suor da pele através da captura de imagens. O sensor
mede a taxa de suor libertado e analisa-o para descobrir o valor do pH e as concentrações
de cloreto, ácido lático e glucose. Recorre-se à tecnologia Near Field Communication (NFC)
para que quando o utilizador aproxime o smartphone do sensor a aplicação inicie a cap-
tura de imagens do mesmo. A informação RGB da cor da região detetada é então extraída
e mostrada no ecrã da aplicação. Após uma calibração para correção da cor, o valor da
cor em RGB% é convertido para a concentração correspondente através da relação com
as curvas de calibração pré-calculadas mostradas na figura 3.1.
O sensor foi testado em exercício físico de intensidade média e atividade desportiva
de alta competição, sendo que a análise apresentou resultados favoráveis sendo possível
detetar mudanças de até 0,5 unidades de pH e de 0,3 a 0,1 mM nas concentrações da
glucose e dos restantes compostos.
Figura 3.1: Curvas de calibração que relacionam a percentagem de RGB com a concentra-
ção da substância analisada [17]
Yetisen et al. [52] desenvolveu uma aplicação para leitura de testes comerciais de urina,
sendo possível medir o valor do pH, proteína e glucose a partir da análise da imagem dos
mesmos. Para analisar uma amostra é preciso primeiro fazer um passo de calibração da
aplicação. Este processo cria uma curva de calibração para um certo tipo de teste a uma
determinada iluminação e distância, que é depois guardada. Caso se pretenda fazer um
teste com outras condições de iluminação é necessário voltar a calibrar.
O processo de construção da curva é semelhante ao utilizado em [41], onde se verificou
a existência de correlações entre os valores de pH e os valores da cor no espaço CIE
XYZ. Para construir esta curva, a aplicação localiza as cores de referência e transforma
a informação obtida através da câmara para valores RGB não lineares. Esses valores são
depois convertidos para valores RGB lineares através das equações seguintes:
Rl =
(0.055 +RnotL
1.055
)2.4
Gl =
(0.055 +GnotL
1.055
)2.4
Bl =
(0.055 +BnotL
1.055
)2.4
(3.1)
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Os valores RGB lineares de cada ponto de calibração são então convertidos para o es-
paço CIE XYZ e finalmente para as coordenadas x e y do diagrama cromático CIE, através
de processos descritos na secção 2.1.1.1. Após calcular estes valores para o número dife-
rente de pontos de calibração desejados e introduzir também as respetivas concentrações
que estes representam, a aplicação guarda todos os valores numa base de dados interna
como a curva de calibração para aquela configuração.
A fase da análise colorimétrica consiste na comparação dos valores medidos com
a curva de calibração que corresponde às mesmas condições da medição. A partir da
imagem capturada pelo utilizador, é repetido o processamento feito na construção da
curva até à obtenção dos valores do espaço CIE XYZ. Aí, para cada ponto da curva de
calibração j, calcula-se a distância euclidiana entre o valor medido e j.
O algoritmo guarda as duas distâncias mais curtas ao ponto da amostra (dks e dkss),
bem como os seus valores (x,y) e as suas concentrações, calculando também a distância
entre elas (dC). São calculadas também a distância euclidiana entre os dois pontos mais
próximos na curva e o ponto medido (dxy) e a distância mais curta entre o ponto medido e
a linha entre os dois pontos de calibração (dsd), calculada em 3.2. O valor correspondente
ao máximo entre essas 3 distâncias (dks,dkss,dsd) é então guardado como dm.
dsd =
|(xkss − xks)(yks − ym)− (xkss − xm)(yks − ykss)|√
(xkss − xks)2 + (yks − ykss)2
(3.2)
A variação (v±) da concentração é dada pela fórmula 3.3 e o valor da concentração
(Cm) é obtido calculando a distância de um dos pontos de calibração ao ponto na linha
onde dsd é medida (Equações 3.4).
v ± dmdC
dxy
(3.3)
Cm =
dpdC
dxy
dp =
√
d2ks − d2sd
(3.4)
O sistema foi testado com tiras de testes mergulhadas em urina artificial para obter
mais controlo sobre os valores que se pretendia confirmar e a calibração foi feita com
recurso ao quadro de referência incluído na embalagem dos testes sob luz fluorescente,
sendo possível observar resultados precisos na medição dos vários compostos.
3.1.2 Abordagens com recurso a Aprendizagem Automática
O trabalho desenvolvido por Mutlu et al. [24] consiste na aplicação de algoritmos de
aprendizagem automática à análise colorimétrica de tiras de pH através do smartphone.
Para classificar os valores obtidos são utilizados dois classificadores: o SVM e uma das
suas variantes, o LS-SVM, descritos na secção 2.1.3.2.
Para treinar os classificadores a utilizar é preciso primeiro obter um conjunto de da-
dos. De modo a construir esse conjunto foram captadas imagens em duas experiências
21
CAPÍTULO 3. TRABALHO RELACIONADO
distintas, sendo que em ambas foram fotografadas tiras com valores de pH de zero a 14,
experimentando com seis orientações diferentes para obter iluminação variável, mas man-
tendo sempre a mesma distância. Na primeira experiência foi utilizado um adereço para
bloquear a iluminação exterior, sendo o flash da câmara a única fonte de luz disponível
enquanto que na segunda experiência sem adereço foram observadas três iluminações
diferentes (solar, fluorescente e halogéneo). Foram ainda testados pares de combinações
possíveis destas iluminações, mas apenas com tiras de pH entre quatro e nove. As imagens
foram capturadas com definições de câmara constantes e guardadas nos formatos JPEG e
RAW, sendo obtidas para a primeira experiência 450 imagens e para a segunda 270. Estas
têm depois de ser cortadas e posicionadas numa posição vertical, prontas para a extração
de cor.
• Extração da cor - Existem tiras com quatro zonas de teste e em três formatos de
imagem diferentes (JPEG, RAW e RAW corrected). Inicialmente é feita a extração
dos valores médios de cada canal RGB e criada uma matriz 4x3 de features Xn(i, j),
onde i é a zona de teste e j a cor RGB para cada imagem n. Cada uma dessas matrizes
é depois mapeada para um vetor de dimensão 12x1 Xn, devidamente etiquetado
para obtermos um conjunto de treino com 15 classes diferentes (valores pH de zero
a 14).
• Classificação dos dados - Para classificar os dados extraídos recorreu-se a dois
classificadores de aprendizagem automática, o LS-SVM e o SVM. Após passar as
features extraídas (Xn) para o classificador é possível estimar quão precisamente este
distingue as tiras de pH de um conjunto de dados mais generalizado aplicando o
método de K-fold Cross Validation descrito na secção 2.1.3.1, onde K=10.
De modo a avaliar a prestação dos classificadores foram calculadas três métricas:
precisão, recall e specificity. O classificador LS-SVM obteve melhores resultados
que o SVM, sendo que com isolamento da luz exterior obteve-se uma precisão de
100% e de aproximadamente 100% nas experiências sem o aparelho. Nos casos
em que existiam duas fontes de luz presentes obteve-se resultados acima de 80%.
Esta diferença é esperada porque foram usadas para treino imagens com uma só
iluminação. Constataram também que o formato das imagens não condicionou o
resultado dos testes, pelo que se pode recorrer a imagens JPEG que exigem menos
processamento que as RAW.
Jia et al. [14] propôs um método de calibração de cor para biossensores que detetam a
glucose na urina utilizando o smartphone. Este método de calibração encontra-se descrito
na secção 3.2, tendo sido também realizadas experiências com vista a classificar amos-
tras para demonstrar a qualidade da calibração, daí a sua descrição nesta secção. Estas
experiências foram realizadas com um dos métodos de calibração propostos, o dos quatro
pontos. Para agrupar as amostras foi aplicado à base de dados o algoritmo de clustering
hierárquico HCA, descrito na secção 2.1.3.2.
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Para estabelecer a base de dados de amostras necessária para a comparação, foram
fotografadas amostras com seis concentrações diferentes e um controlo antes e depois
da reação química que provoca a mudança da cor. Estas experiências foram repetidas
cinco vezes por concentração, com uma iluminação fluorescente e uma distância fixa.
As cores das imagens foram depois corrigidas e foi calculada a diferença dos valores
RGB entre as imagens antes e depois da reação. Para testar o processo de calibração
foram fotografados sensores com as mesmas concentrações anteriores, mas desta vez com
condições de iluminação aleatórias. Essas imagens são depois corrigidas e a diferença
entre o antes e depois da reação é inserida na base de dados. Por último, os dados foram
analisados usando o algoritmo HCA, verificando-se que os novos valores testados foram
agrupados nos locais corretos (Figura 3.2), o que demonstra o sucesso da calibração.
Figura 3.2: Análise com HCA das cores do sensor após calibração para seis experiências.
Cada experiência sob o efeito da luz solar exterior (I), luz fluorescente interior (II), luz
interior fraca (III) para dois smartphones diferentes: iPhone 4 (A) e Samsung Galaxy S II
(B). [14]
Verificaram ainda a existência de uma boa relação entre concentrações de glucose
logarítmicas e os resultados do sensor, o que pode ser útil para uma análise quantitativa
precisa da glucose. Foram também testadas amostras de urina de diferentes concentrações
das calibradas. Estas foram classificadas corretamente, o que indica que esta técnica pode
ser aplicada para realizar análises colorimétricas desta natureza.
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3.1.3 Versão Anterior da Aplicação
Na versão anterior da aplicação desenvolvida por Rodrigues et al. [38] realizou-se a aná-
lise colorimétrica de um biossensor para concentrações de glucose com recurso a classifi-
cação através de algoritmos de aprendizagem automática. Inicialmente é feita a deteção
das zonas de interesse no sensor através do processo descrito na secção 6.1. Após detetar
a região a analisar é feita a extração da cor calculando a média dos seus pixels no formato
RGB. A zona é reduzida a 80% do raio do círculo detetado para que os pixels da parte preta
do sensor não influenciem a cor extraída caso intersectem essa zona. São ainda extraídas
as cores correspondentes às zonas de referência usadas na seguinte fase de calibração
descrita em 3.2.3.
Para analisar os dados foram criados dois modelos para classificadores de aprendiza-
gem automática. O primeiro destina-se a analisar dados do utilizador em estado de jejum
e tem por base o classificador SVM no espaço de cor HLS. O segundo modelo foca-se
em dados adquiridos duas horas após a refeição e utiliza o classificador KNN e o espaço
de cor RGB, descritos na secções 2.1.1 e 2.1.3. Os classificadores foram treinados com
um conjunto de dados formado por sensores com diferentes concentrações fornecidos
pelo CENIMAT, etiquetados de acordo com a sua concentração baseada em valores de
referência para a diabetes detalhados na tabela 3.1.
Hipoglicemia Normal ou Pré-diabetes Diabetes
Em jejum 0-70 mg/dl 70-126 mg/dl >126 mg/dl
2 horas após a refeição 0-70 mg/dl 70-200 mg/dl >200 mg/dl
Tabela 3.1: Classes de concentração de glucose usadas nos modelos
Após a conversão para os modelos de cor escolhidos e antes da aplicação dos classifi-
cadores é necessário fazer o pré-processamento dos dados. Este processo consiste numa
operação de normalização através da fórmula 3.5 seguida do processo de PCA descrito na
secção 2.1.3.1. Este processo permite uma melhor visualização dos dados em 2D, como
pode ser observado na figura 3.3.
x′ = x − x¯
σ2x
(3.5)
Foram realizados testes a par com a análise, tendo sido testados vários classificadores
(SVM, KNN e Random Trees) e modelos de cor (HSV, XYZ, YUV, HLS, RGB, rácio entre R
e G) até se obter os escolhidos como melhor enquadrados no contexto do problema. Para
testar o processo de análise foram usadas várias imagens com diferentes concentrações
de glucose e iluminação (solar, fluorescente e incandescente), capturadas a partir de três
smartphones diferentes. Os modelos de classificação foram avaliados com K-Fold Cross
Validation de K = 10 e as métricas de precisão, recall e F1-score foram as escolhidas para
avaliar o desempenho dos algoritmos.
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(a) Em jejum (b) Duas horas após a refeição
Figura 3.3: Projeção PCA dos conjuntos de dados [38]
Os testes revelaram que seria necessária uma maior amostra para o conjunto de dados.
Também seria necessário um melhor processo de calibração da cor, pois em certas câmaras
e fracas iluminações os resultados foram influenciados negativamente. Concluiu-se tam-
bém que os modelos escolhidos têm uma capacidade para o reconhecimento preciso dos
biossensores vazios, com baixas concentrações (hipoglicemia) e com altas concentrações
(hiperglicemia). No entanto, os resultados obtidos com as concentrações intermédias não
são tão precisos.
3.1.4 Análise Crítica
Os métodos propostos por Yetisen et al.[52] e Koh et al.[17] são mais simples, mas reque-
rem a recalibração da aplicação antes de cada análise para poderem construir a curva de
calibração adequada às condições ambientais do momento.
A abordagem aplicada na versão anterior da aplicação [37] é baseada no método pro-
posto por Mutlu et al.[24], mas inclui algumas alterações com o propósito de o tornar
viável numa aplicação móvel. Foi testado um maior número de modelos de cor e clas-
sificadores diferentes, de modo a obter o que se melhor adaptava a análise da glucose.
O facto de os modelos serem treinados previamente fora da aplicação também é impor-
tante, pois permite remover esta parte da computação mais pesada da aplicação móvel,
tornando o processo de análise mais rápido. Os resultados favoráveis apresentados para a
análise da glucose indicam que esta abordagem pode possivelmente ser aplicada a outras
substâncias.
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Apesar de não ser um método de classificação, a análise com o HCA proposta por Jia
et al.[14] também demonstrou resultados favoráveis pelo que seria interessante incluí-la
neste processo para visualizar os conjuntos de dados.
No contexto desta dissertação há a necessidade de analisar outra substância para além
da glucose: o ácido úrico. Será então necessário aplicar ao ácido úrico a mesma abordagem
de seleção de modelos de cor e classificadores, feita na versão anterior [37], para poder
descobrir qual a combinação que permitirá obter uma classificação mais correta.
3.2 Calibração da Cor
Geralmente as imagens dos sensores colorimétricos são capturadas usando um scanner
ou uma câmara digital profissional com uma fonte de luz fixa [14]. Quando existe uma
fonte de iluminação constante, uma posição da captura fixa e um dispositivo definido, é
possível processar as imagens diretamente. No entanto, apesar de oferecerem bons resul-
tados, estes métodos não são viáveis para a maioria dos utilizadores visto que requerem
equipamento e condições de iluminação específicas que nem sempre estão acessíveis.
O uso do smartphone como dispositivo para a análise colorimétrica traz a vantagem
de este ser um meio amplamente disponível, portátil e fácil de utilizar. Contudo, o seu
uso origina inclui problemas relacionados com a influência da iluminação, a distância
e o ângulo a que a imagem é capturada, algo que não acontece quando se opta pelos
métodos tradicionais já referidos. Estes fatores exteriores vão influenciar a cor da imagem
capturada, podendo levar a resultados menos corretos nas análises.
Para além das influências ambientais, o uso de diferentes modelos de smartphones
pode ter impacto nos resultados obtidos. Fatores como o próprio sensor da câmara e os
algoritmos de correção de cor aplicados automaticamente às fotografias fazem com que
haja variação nas imagens obtidas [14].
Nesta secção será feita uma descrição de algumas abordagens que tentam colmatar
a influências dos fatores descritos no processo da análise colorimétrica, bem como a
abordagem proposta na versão anterior da aplicação.
3.2.1 Acessórios para o Smartphone
Uma das abordagens utilizadas em alguns dos trabalhos analisados é o uso de adere-
ços que, quando acoplados ao smartphone, permitem eliminar a influência destes fatores
externos ou adicionar funcionalidades que só a câmara não é capaz de fornecer.
São utilizados acessórios simples (Figura 3.4a) onde é inserida a amostra para a isolar
da influência da luz e evitar diferenças na posição em relação à câmara [25, 36]. Também
existem adereços mais complexos com fontes de luz integradas (Figura 3.4b) que as utili-
zam não só para obter condições de iluminação controladas mas também para ativar as
próprias reações que pretendem analisar [3, 7, 9].
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(a) Inserção do sensor no sistema para reali-
zar análise do pH do sensor [25]
(b) Plataforma desenvolvida em [7]para tes-
tes colorimétricos
Figura 3.4: Exemplos de acessórios para o smartphone
Apesar de praticamente eliminar os problemas apresentados, a introdução de acessó-
rios adicionais algo complexos, retira em parte o fator da acessibilidade e portabilidade
que se procura com o uso do smartphone para realizar estas análises.
3.2.2 Métodos de Compensação
Quando não existem objetos que possibilitem a restrição ou o controlo da luz ambiente,
é preciso recorrer a algoritmos que permitam de alguma forma compensar o efeito dessa
iluminação na imagem, restaurando a cor correta.
A maioria dos trabalhos diretamente relacionados com biossensores de papel usam
abordagens semelhantes que se baseiam no desenho de marcas no próprio sensor. Essas
marcas são depois utilizadas para efetuar operações de correção de cor, escala ou rotação.
Foi então necessário procurar métodos pertencentes a áreas de aplicação diferentes que,
usando o smartphone para a captura de imagens, mantivessem o objetivo de corrigir a cor
da imagem de forma eficiente.
Assim são apresentados de seguida projetos inseridos em três áreas diferentes: bios-
sensores, realidade aumentada e câmaras digitais. São também descritos alguns projetos
que, mesmo não sendo aplicados a uma área específica, apresentam abordagens diferentes
como o uso da cor relativa e o modelo de cor CIE Lab.
3.2.2.1 Biossensores
Na abordagem proposta por Lopez-Ruiz et al. [20] a correção da distância e do ângulo da
imagem é feita com recurso a duas marcas pretas de formas distintas no sensor presente
na figura 3.5a. Estas ajudam o utilizador a perceber se está a fotografar o dispositivo
na posição correta. Após detetar a localização das marcas são diretamente aplicadas
transformações à imagem que corrigem a rotação e a escala da mesma.
Para colmatar as diferenças de iluminação recorre-se ao uso da lanterna do smartphone
como fonte de luz para obter mais controlo sobre a iluminação ambiente. As definições
da função de white-balance da câmara são alteradas para que a temperatura da cor desta
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função seja semelhante à da luz emitida pela lanterna. Assim, são obtidas imagens com
menor diferença de cor entre si, sendo preciso apenas aplicar uma normalização da ima-
gem através de uma zona branca de referência do sensor para obter uma correção de cor
final. Esta operação é aplicada após extrair os valores RGB de uma das zonas em análise
e é dada pela fórmula 3.6, sendo n o número de bits usado pelo smartphone para codificar
cada canal de cor.
RGBnormalized =
2nRGBmeasured
RGBwhite
(3.6)
No método proposto por Jia et al. [14] é utilizado o sensor da figura 3.5b com vários
poços rodeados de uma moldura branca na qual existem quatro círculos pretos. Estes
círculos pretos e a zona branca em seu redor são usados como referência para os cálculos
que permitem calibrar a cor da imagem. O valor de referência preto (Rb) é a média dos
valores RGB dos quatro pontos presentes no sensor, enquanto que a referência branca
(Rw) é a média dos valores RGB da zona branca próxima desses pontos pretos. Por fim é
aplicada a toda a imagem inicial (Rmeas) a transformação descrita na equação seguinte:
Rcorr = (
256
Rw −Rb )(Rmeas −Rb) (3.7)
Foram ainda realizados testes recorrendo à aplicação de um algoritmo de clustering hi-
erárquico HCA que obtiveram resultados favoráveis, tanto no âmbito das diferenças de
iluminação entre vários smartphones e ambientes, mas também quando se verifica variação
do ângulo ou distância de captura da imagem.
(a) Sensor com as duas marcas de localização
distintas e sete áreas de amostra [20]
(b) Sensor com as quatro marcas de referên-
cia assinaladas e nove áreas de amostra [14]
Figura 3.5: Biossensores com marcas para calibração.
3.2.2.2 Realidade Aumentada
A Realidade Aumentada é uma tecnologia que permite a projeção de objetos gerados
virtualmente sobre objetos físicos existentes em tempo real [55]. Existem vertentes desta
tecnologia que usam marcadores para calcular a localização e direção da câmara, per-
mitindo a projeção do conteúdo desejado. Estes marcadores contêm padrões simples
(coloridos ou não), mas distintos de objetos comuns para que possam ser facilmente re-
conhecidos e processados na cena observada. Como estamos perante a necessidade de
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processar padrões simples de forma eficiente maioritariamente através de dispositivos
móveis, podemos estabelecer um paralelo entre este processamento e o do biossensor.
Lee e Woo [19] aborda a correção de cor para marcadores de padrões coloridos. O
processo efetuado é o seguinte:
1. Encontrar os pixels da região preta Rb e da região branca Rw através da aplicação
de algoritmos de componentes ligados. Os componentes ligados são regiões de pixels
adjacentes com o mesmo valor [47].
2. Aplicar operações de erosão nas regiões detetadas para evitar erros no cálculo das
fronteiras. Estas operações reduzem as fronteiras de um objeto, tornando o mais
estreito. À medida que o filtro de erosão passa pela imagem, é calculado o mínimo
local da área do filtro e o pixel onde o filtro está colocado é substituído por esse
valor mínimo [47].
3. Estimar o ponto preto Be(beR,b
e
G,b
e
B) e o branco W
e(weR,w
e
G,w
e
B) sob a iluminação
desconhecida.
Assumindo que as cores dos pixels nas regiões Rb e Rw seguem uma distribuição
normal, são criados os dois modelosNb(mb,σb) eNw(mw,σw) correspondentes, sendo
Be e W e são definidos pela equação seguinte:
Be =mb + Γ · σb W e =mw + Γ · σw (3.8)
Onde Γ é um vetor que transforma um vetor de cor na iluminação atual em outro
numa iluminação canónica. Assim, para encontrar Be e W e ótimos para a correção
da cor, é preciso encontrar o Γ (γR,γG,γB) que minimiza o custo de mapear Be para
o valor RGB preto (0,0,0) e W e para o valor RGB branco (255,255,255).
Para cada canal RGB, tendo em conta o ruído presente na cor que impede a corres-
pondência total entre a cor resultante da correção If e a cor real esperada Ifd , o custo
de mapear um pixel é dado por:
C(If ) =‖ Ifd − If ‖2 (3.9)
Após calcular os custos médios de mapear todos os pixels das duas regiões para os
valores desejados podemos obter o custo total do mapeamento para cada um dos
canais através da soma destes. Podemos assim estimar γR,γG e γB e finalmente obter
Be e W e.
4. Calcular a correção de cor a aplicar usando Be e W e
Com esses fatores calculados e sendo P (IR, IG, IB) o pixel da imagem original e
Pf (IfR , IfG , IfB) o pixel corrigido podemos aplicar a correção da cor através das se-
guintes equações:
IfR = 255(
IR − beR
weR − beR
) IfG = 255(
IG − beG
weG − beG
) IfB = 255(
IB − beB
weB − beB
) (3.10)
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A aplicação deste processo teve bons resultados na correção da imagem do marcador
sob diferentes tipos de iluminação, tal como pode ser visto pela figura 3.6. As vantagens
deste algoritmo são o facto de as cores usadas em todo o processo serem provenientes da
própria imagem (não necessita de referências) e também a correção ser aplicada apenas
nas regiões coloridas em vez de na totalidade da imagem, o que origina um processamento
mais rápido.
Figura 3.6: Resultados da correção de cor de marcadores sob iluminações diferentes [19]
3.2.2.3 Câmaras Digitais
Um dos processos mais importantes realizados numa câmara digital é o mapeamento do
espaço de cores específico do seu sensor para um espaço de cor standard baseado em CIE
XYZ. Este processo tem dois passos.
No primeiro passo é feita uma operação de white-balance para remover os efeitos da
iluminação na imagem. De seguida é necessário aplicar uma transformação do espaço de
cor (CST) para fazer o mapeamento dos valores resultantes da operação anterior para um
espaço de cor standard [15]. Este processo baseia-se em dois CST já calculados na fábrica
e presentes nas definições da câmara que correspondem a duas condições de iluminação
fixas com cores de temperatura (CCT) muito diferentes para poderem representar o maior
espectro possível de iluminação.
Quando se tira uma fotografia, a sua iluminação estimada é usada para calcular o
valor da temperatura de cor da iluminação. Com base nessa temperatura, é feita uma
interpolação entre os CST pré-definidos para obter o CST final que é depois aplicado na
imagem da seguinte forma:
Tl = gTl1 + (1− g)Tl2 com g =
CCT −11 −CCT −1l2
CCT −1l1 −CCT −1l2
(3.11)
Onde T l1 e T l2 se referem aos CST das duas iluminações previamente fixas e g corres-
ponde ao peso da interpolação. Quando a imagem capturada não corresponde a nenhuma
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das iluminações fixas, a interpolação irá dar origem a uma imagem com menor precisão
na cor.
Em [15] são propostas duas melhorias ao método de interpolação tradicional. O pri-
meiro método proposto é um processo de white-balance e consiste na extensão do método
normal para incluir uma iluminação calibrada adicional no processo. A nova iluminação
tem um CCT a 5000K, ficando a meio da escala da temperatura das cores. Quando se
obtém uma imagem nova, é estimada a iluminação da cena e escolhido o par de CST
pré-calibrados que serão interpolados baseado no CCT da iluminação estimada. O CST
final é calculado através das equações 3.11. A adição desta iluminação pré-calibrada tem
bons resultados e é fácil de implementar no processo existente da câmara.
O segundo método é um processo de full color balance e recorre a algoritmos de apren-
dizagem automática para obter a correção de todas as cores. Neste caso não é necessário
haver um CST para cada iluminação, podendo-se apenas calcular um CST fixo. A estima-
tiva deste CST fixo pode ser feita através de uma única imagem do quadro de referência
para uma certa iluminação (6500K) ou de uma imagem do quadro para cada iluminação.
Sendo que para cada imagem usada é preciso estimar uma matriz de correção de cores
total através de um classificador de Bayes [6].
Os resultados obtidos para câmaras de telemóveis destacados na figura 3.7 revelaram
que a abordagem do CST fixo com várias observações apresenta os melhores resultados,
seguida da mesma abordagem para uma única observação e por fim a descrita no primeiro
método proposto. As três soluções propostas obtêm melhores resultados que os métodos
básicos da câmara. Apesar de obter melhores resultados, o segundo método recorre a algo-
ritmos de aprendizagem automática, o que o torna mais pesado em termos de computação
do que o primeiro método. Assim, pode não ser o mais indicado para dispositivos móveis.
Figura 3.7: Representação visual do erro da reprodução da cor em imagens capturadas
com um smartphone LG-G4 [15]
3.2.2.4 Outros Métodos de Compensação
Modelo CIE Lab Em [54] foi desenvolvida uma técnica de microscopia com a capaci-
dade de obter imagens com alta fidelidade de cor e resolução através de um sistema de
microscópios portátil e de baixo custo.
O microscópio sem lente capta várias imagens de uma mesma zona com pequenas
alterações entre si e utiliza-as para reconstruir uma imagem em escala de cinzento de alta
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resolução, enquanto que o microscópio do smartphone captura uma colorida, mas de me-
nor resolução. Estas duas imagens são depois combinadas para se obter uma imagem de
cor precisa com elevada resolução. Dada a natureza das imagens capturadas, a calibração
tem um papel fundamental nesta abordagem.
O objetivo desta calibração é encontrar um mapeamento que corrija as cores captu-
radas por um microscópio digital a partir das cores definidas numa referência. Esta é
construída a partir de amostras de um quadro de referência normal, mas tem uma escala
muito menor (0,5 mm a 1 mm), pelo que se recorre a um microscópio sem lente para obter
uma imagem hiperespectral da mesma [54].
O processo desenvolvido tem quatro passos e só precisa ser feito uma vez por sistema,
isto é, uma vez por cada combinação dos aparelhos usados. Assim as funções resultantes
de cada passo são guardadas no sistema para que possam ser aplicadas noutra situação.
1. Normalização da imagem para white balance A imagem da amostra é dividida
por uma imagem de calibração sem amostra. Após a normalização a imagem é
convertida de RGB para o espaço de cor CIE Lab, descrito na secção 2.1.1, onde L
representa a luminosidade e (a,b) a cor.
2. Correção da luminosidade Para corrigir a luminosidade calcula-se uma função de
regressão entre as componentes L do resultado da normalização e da referência.
3. Correção da ausência de saturação Neste passo, a saturação da imagem capturada
é alterada para corresponder à saturação das cores de referência, através da ampli-
ficação do seu componente da cor (c =
√
a2 + b2). Para isso, calcula-se uma função
entre a cor do resultado obtido no passo anterior e a cor da referência que é depois
utilizada para alterar as componentes a e b do resultado obtido no passo dois.
4. Transformação da cor Para obter a matriz de transformação de cor final recorre-se
a uma regressão polinomial [54] a partir dos componentes do resultado obtido no
passo anterior e os componentes de referência. No final do processo a imagem volta
a ser transformada para RGB.
Para testar o processo de calibração, foram calibrados dois microscópios óticos, um
de smartphone e outro normal. Como se pode observar na figura 3.8, antes da calibração
as cores capturadas eram muito diferentes dos valores de referência e havia bastante
ausência de saturação, sendo que depois da calibração praticamente todas as suas cores
corresponderam com as de referência. As cores das imagens obtidas foram precisas e
bastante próximas das capturadas com um microscópio comum, o que revela o potencial
deste método.
Cor Relativa Em [44] é proposta uma nova abordagem para análise espectroscópica
realizada a partir do smartphone e sem calibração prévia, através da determinação da cor
relativa em vez da absoluta. Foi criada uma aplicação para analisar a intensidade relativa
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Figura 3.8: Resultados da calibração da cor
(e) Cores capturadas pelo microscópio do smartphone com ampliação de 2,7x. O triângulo
no canto superior esquerdo de cada quadrado é a cor de referência extraída e o resto é a
cor capturada pelo microscópio.
(f) Cores em (e) descritas no diagrama do espaço de cor CIE XYZ, onde + representa a cor
de referência e  representa a cor obtida.
(g,h) cores após a calibração [54].
da cor de duas regiões diferentes da mesma imagem, sendo também explorada a análise
de absorção de moléculas em nanopartículas metálicas.
Mesmo com iluminação constante, a mesma imagem obtida com diferentes dispositi-
vos pode ter cores RGB distintas. Assim, para fazer uma análise com qualidade é preciso
realizar uma calibração com recurso a um objeto de referência cujos valores RGB sejam
já conhecidos. A cor em RGB dada pelo dispositivo pode ser descrita como:
R′ = Rγ ,G′ = Gγ ,B′ = Bγ
. Onde R é componente da cor real, R′ da cor da imagem obtida e γ um fator de correção.
Se vários dispositivos tiverem aproximadamente o mesmo γ , a sua perceção da cor será
semelhante, mas se forem diferentes, o valor das cores obtidas será distinto.
Deste modo, os parâmetros de cor relativos (r,g,b) são definidos como:
r =
ln(R′i)
ln(R′r )
=
ln(Ri)
ln(Rr )
, g =
ln(G′i)
ln(G′r )
=
ln(Gi)
ln(Gr )
, b =
ln(B′i)
ln(B′r )
=
ln(Bi)
ln(Br )
(3.12)
Onde i é a região de interesse e r a de referência. As cores relativas não dependem de γ ,
só das cores reais do objeto.
Para além do método proposto acima foram explorados mais três outros métodos
para obter a cor relativa propostos por outros autores para estabelecer uma comparação
[44]. Para testar o método proposto foram criados dois padrões: um com quatro áreas de
cores diferentes (vermelho, verde, azul e branco) e outro com 15 zonas de vários tons de
vermelho. As cores verdadeiras dos padrões foram determinadas usando um colorímetro,
sendo depois fotografados com quatro smartphones diferentes.
O primeiro padrão foi usado para testar as diferenças de cor ao usar smartphones
diferentes, sendo a cor branca usada como referência face aos outros componentes. O
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método proposto apresentou o desvio padrão mais baixo para todas as componentes
RGB (2%,3% e 3.5%), o que indica que este depende pouco do dispositivo e reduz as
discrepâncias entre as cores obtidas em dispositivos diferentes.
O segundo padrão foi usado para testar as diferenças de cor provocadas por quatro
tipos de iluminação diferentes (fluorescente, incandescente, LED branco e solar), sendo
que o método proposto voltou a obter o desvio padrão mais reduzido, o que indica uma
menor dependência da iluminação. Analisou-se ainda a capacidade de distinção entre
diferentes tons da mesma cor. Constatou-se que este método consegue distinguir 2% de
diferença entre tons na cor vermelha.
3.2.3 Versão Anterior da Aplicação
Na versão anterior do projeto [37] foi aplicada uma abordagem baseada no uso de cores
de referência. No entanto, em vez de usar um quadro de referência em conjunto com o
sensor, as quatro cores de referência (branco, azul, verde e vermelho) foram inseridas no
próprio sensor, rodeando o poço da amostra.
O método consiste na aplicação de uma matriz de correção de cor M a todos os pixels
da imagem a partir de um sistema de equações da forma A ×M = B em que se procura
minimizar | A×M | − | B |.
A =

Rb Gb Bb
Rg Gg Bg
Rr Gr Br
Rw Gw Bw
B =

R′b G
′
b B
′
b
R′g G′g B′g
R′r G′r B′r
R′w G′w B′w
M =

m11 m12 m13
m21 m22 m23
m31 m32 m33
 (3.13)
Sendo que (Ri ,Gi ,Bi) são as cores da imagem extraídas com o primeiro momento da
cor e (R′j ,G
′
j ,B
′
j ) as cores de referência, com i ∈ {r,g,b,w,p} e com j ∈ {r,g,b,w}. Neste caso,
r corresponde à zona de calibração vermelha, g à verde, b à azul e w à branca, sendo p a
cor do poço. Dada a cor do poço (Rp,Gp,Bp), a cor calibrada (R
f
p ,G
f
p ,B
f
p ) será dada por:
[Rfp ,G
f
p ,B
f
p ] = [Rp,Gp,Bp]×M (3.14)
As cores de referência utilizadas foram escolhidas com base nos momentos de cor
de cada zona de referência extraídos de imagens de sensores digitalizadas, aproximando
assim a cor capturada da cor das imagens usadas no passo da análise colorimétrica.
De acordo com testes desenvolvidos, a calibração utilizada não foi suficiente face a
imagens capturadas em diferentes câmaras e em baixa iluminação. Estas tiveram uma
influência negativa no processo da análise colorimétrica do sensor.
3.2.4 Análise Crítica
Os trabalhos que envolvem o uso de adereços descritos na secção 3.2.1 eliminam pra-
ticamente os problemas com a influência da iluminação e de outros fatores externos.
Infelizmente, a introdução de acessórios no smartphone retira em parte a acessibilidade e
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a portabilidade que se procura, visto que estes podem ser complexos e não adaptáveis a
vários modelos de smartphone.
A proposta de Lopez-Ruiz et al.[20] de usar a lanterna como fonte de luz para ten-
tar obter o controlo deste fator é simples tanto em termos de processamento como de
alterações no sensor. No entanto, não foram testados muitos smartphones diferentes e,
consequentemente, não são conhecidos os efeitos do uso da lanterna e das funções de cor-
reção automática da câmara nos resultados usando smartphones com câmaras de gamas
distintas.
O método proposto por Jia et al.[14] é um processo de processamento simples, mas
que requer uma disposição característica do sensor, pelo que seria necessário alterar o de-
sign atual. No entanto, apresenta resultados favoráveis de calibração do sensor, testados
em modelos de smartphones diferentes. Tal como o anterior, o método de Lee e Woo[19]
também depende apenas das áreas brancas e pretas do marcador para efetuar os cálculos
de correção, se bem que estes são mais complexos. Como as alterações no sensor neces-
sárias para reproduzir estes métodos não são muito complexas, podemos considerá-los
abordagens a avaliar.
As propostas de Zhang et al.[54] e Souza et al.[44] são também interessantes, pois
apresentam métodos baseados em técnicas diferentes das anteriores. Zhang et al. propõe
um processo de correção da luminosidade e da saturação através de cálculos efetuados
sobre o modelo CIE Lab, enquanto que Souza et al. propõe um método para obter a cor
relativa que apresenta resultados favoráveis ao lidar com dispositivos, tons e iluminações
diferentes.
Por outro lado, os processos descritos em Karaimer e Brown[15] são mais complexos
que os já referidos. Apesar de obterem bons resultados para as correções nas câmaras de
smartphone, requerem o uso de um quadro de referência e acesso a imagens intermédias
entre processos automáticos da câmara do smartphone, algo a que não é possível aceder
através da aplicação.
A calibração da versão anterior baseava-se em cálculos feitos a partir de quatro zonas
de referência de diferentes cores desenhadas no próprio sensor. De acordo com os testes
desenvolvidos, este processo não foi o suficiente para que a aplicação conseguisse lidar
com as imagens capturadas em diferentes câmaras e em baixa iluminação, que tiveram
uma influência negativa no resultado da análise.
Por esta razão é necessário testar as novas abordagens apresentadas, de modo a perce-
ber quais podem ser potencialmente aplicadas em versões futuras de biossensores deste
género.
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Métodos
Neste capítulo são descritos os processos para o estudo e seleção de algoritmos para a
análise colorimétrica e para a calibração da cor.
No que diz respeito à análise colorimétrica é feita uma descrição do processamento
dos dados e do treino e validação dos vários classificadores estudados. Em relação à cali-
bração, inicialmente é apresentada uma modificação proposta para o algoritmo usado na
versão anterior da aplicação, sendo de seguida descrito o processo de teste e comparação
entre os vários algoritmos com o objetivo de selecionar aquele que proporcione melhores
resultados em termos da consistência da cor.
4.1 Análise Colorimétrica
No estudo da análise colorimétrica foi reproduzido o processo realizado no trabalho ante-
rior [37], onde foram testados vários classificadores, combinações de features e modelos
de dados diferentes para escolher a melhor solução para a classificação da glucose.
Com a inclusão de uma nova substância na aplicação, o ácido úrico, foi necessário
reproduzir o processo utilizado na análise da glucose para escolher um classificador
que se adapte a este novo problema. Em relação à glucose, pretende-se averiguar se a
utilização de um maior conjunto de dados contribui para melhores resultados.
O processo inicia-se com a extração e processamento dos dados, que inclui uma aná-
lise da cor para identificar combinações de features apropriadas para os dois problemas.
De seguida é feito o treino e validação dos vários classificadores para obter resultados que
permitam fazer uma comparação e decidir qual o melhor algoritmo para implementar na
aplicação. Todo o processamento dos dados, escolha de parâmetros e treino dos classifi-
cadores são feitos com recurso a funções da biblioteca Scikit-Learn para a linguagem de
programação Python [32].
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4.1.1 Obtenção e Processamento de Dados
O treino de classificadores necessita de dados representativos daquilo que pretendemos
classificar. Foram fornecidas pelo CENIMAT diversas imagens de placas referentes ao
ácido úrico (figura 4.1a) e à glucose (figura 4.1b). Estas placas contêm várias zonas de
cor que representam a reação química do biossensor para uma certa concentração da
substância. Através destas imagens é possível extrair a informação necessária para fazer
a classificação destas substâncias.
(a) Placa de dados de ácido úrico. Cada co-
luna corresponde a uma concentração em
mM (0;0,1;0,2;0,3;0,4;0,5;0,75;1).
(b) Placa de dados de glucose correspon-
dente à concentração de 7 mM.
4.1.1.1 Conjuntos de Dados
No trabalho anterior [37] foi proposta a melhoria dos resultados através da expansão do
conjunto de dados usado para análise da glucose. Assim, foram fornecidas pelo CENIMAT
novas repetições para algumas das concentrações com vista a equilibrar o número de
exemplos por cada classe em alguns modelos.
No entanto, como se pode observar na figura 4.2, foram detetados problemas com a
consistência da cor entre as repetições de algumas concentrações, nomeadamente as de 15
mM e 20 mM. Optou-se então por não introduzir estas novas repetições no novo conjunto
de dados, pois estas iriam prejudicar os resultados da classificação, sendo adicionadas
então as novas amostras de 1,5 mM, 5 mM, 7 mM e 10mM aos dados usados anteriormente.
Segundo o CENIMAT, existem três situações que podem ter influenciado negativamente
a consistência da cor. A variação dos volumes e concentrações dos reagentes usados na
reação, a variação das condições ambientais (temperatura e humidade) no momento dos
ensaios e ainda variação nos tempos do ensaio. Nomeadamente os tempos de colocação
do reagente no papel, os tempos de secagem e os tempos entre a reação e a captação
da imagem através do scanner. Estas podem ser combatidas através de um ambiente e
procedimento mais controlado [33].
O número de observações existentes para cada concentração está descrito na tabela
4.1, para a glucose e na tabela 4.2 para o ácido úrico .
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(a) Amostras de 15 mM (b) Amostras de 20 mM
(c) Amostras de 10 mM
Figura 4.2: Comparação entre as amostras do conjunto de dados inicial usado no trabalho
anterior (esquerda) e as novas amostras fornecidas para esta dissertação (direita). As
amostras de 15 mM (a) e 20 mM (b) não são consistentes. As restantes concentrações
como, por exemplo, os 10 mM (c), são consistentes.
Concentração (mM) Nº de amostras atuais Nº de amostras na versão anterior
0 56 24
1.25 23 23
1.5 120 24
2 24 24
5 120 23
7 120 24
10 120 24
12.5 24 24
15 23 23
20 24 24
Tabela 4.1: Número de amostras por cada concentração no conjunto de dados usado para
a glucose em comparação com os dados usados na versão anterior da aplicação [37].
Concentração (mM) Nº de observações
0 48
0.1 48
0.2 48
0.3 48
0.4 48
0.5 48
0.75 48
1 48
Tabela 4.2: Número de observações por cada concentração no conjunto de dados usado
para construir os modelos do ácido úrico.
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Para além do estudo das concentrações, foram também analisadas diferentes disposi-
ções dos dados por níveis de referência.
No trabalho anterior [37], devido aos resultados insuficientes obtidos na classificação
das concentrações da glucose, foi criada uma disposição dos dados de acordo com quatro
níveis de referência desta substância. Esta disposição divide-se ainda em duas situações
que influenciam o significado da concentração da glucose para o utilizador: jejum e duas
horas após a refeição, dependendo do seu estado quando realiza a análise.
Apesar de fornecer melhores resultados que a concentração, este modelo não maxi-
miza a informação que poderia providenciar ao utilizador. Tal deve-se ao facto de uma
das classes juntar dois dos níveis de referência num só, tornando o resultado pouco claro.
Como estamos perante um maior conjunto de dados para esta substância do que o usado
anteriormente, optou-se por analisar também os dados com os cinco níveis de referência,
de modo a procurar obter a informação mais útil possível para o utilizador. As cardinali-
dades destes dois modelos encontram-se nas tabelas 4.3 e 4.4, respetivamente.
Nível
Nº de observações
Em jejum Duas horas após a refeição
Vazio 56 56
Hipoglicemia 167 167
Normal/Pré-Diabetes 240 360
Diabetes 191 71
Tabela 4.3: Número de observações por cada classe do modelo de dados dos quatro níveis
de referência da glucose, em jejum e duas horas após a refeição.
Nível
Nº de observações
Em jejum Duas horas após a refeição
Vazio 56 56
Hipoglicemia 167 167
Normal 120 240
Pré-Diabetes 120 120
Diabetes 191 71
Tabela 4.4: Número de observações por cada classe do modelo de dados dos cinco níveis
de referência da glucose, em jejum e duas horas após a refeição.
Em relação ao ácido úrico, segundo o verificado anteriormente na glucose, para além
da análise das concentrações fornecidas, optou-se por testar logo à partida um modelo
dividido pelos três níveis.
Ao contrário da glucose, existem níveis de referência diferentes para os sexos mas-
culino e feminino [33]. No entanto, devido à reduzida diferença entre os intervalos de
concentrações dos dois sexos e como se trata de uma primeira análise, optou-se por incluir
apenas um dos modelos no estudo, nomeadamente o do sexo masculino. O número de
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observações dos vários níveis está descrita na tabela 4.5.
Nível Nº de observações
Baixo 96
Normal 144
Elevado 144
Tabela 4.5: Número de observações verificadas para cada classe do modelo de dados dos
três níveis de referência do ácido úrico.
4.1.1.2 Extração dos Dados
A partir das imagens das placas é feita a extração da cor que corresponderá a uma certa
concentração, através de um programa desenvolvido em Python com funcionalidades da
biblioteca OpenCV. Este programa segue um processo semelhante ao aplicado na deteção
do biossensor pela aplicação, descrito na secção 6.1.
Os círculos da placa são detetados através da transformada Hough Circles e a infor-
mação é extraída de uma região interior do círculo correspondente a 60% do seu raio.
Selecionamos apenas esta parte do círculo para evitar a inclusão da zona preta circun-
dante, que pode influenciar o valor da cor.
No trabalho anterior [37] foi extraída apenas a média da cor da região, valor este
que foi convertido para vários espaços de cor diferentes e usado para treinar os modelos.
Sendo um dos objetivos melhorar os resultados da classificação, procurou-se adicionar
outras características, para além da média, que pudessem fornecer mais informação ao
processo. Stricker e Orengo [45] recorrem aos três primeiros momentos da cor: média,
desvio padrão e assimetria para descrever a imagem, enquanto Musto et al. [23] usam a
diferença de cor entre o sensor antes e após da exposição a um reagente. Assim, para além
da média, foram extraídos ainda o desvio padrão e a assimetria da região, bem como o
seu histograma de cor, usado em seguida para identificar os descritores mais úteis para a
classificação das substâncias. O valor da diferença entre a média da cor do sensor vazio
e com alguma concentração foi extraído inicialmente. No entanto, após observação da
representação gráfica dos dados (figura 4.3) concluiu-se que este valor era redundante
face à observação apenas do valor da média, pelo que este descritor em particular não
apresentou utilidade para estes problemas a analisar.
Os quatro descritores selecionados são depois convertidos para os vários modelos
de cor a analisar: RGB, HSV, HLS, LAB, XYZ e YUV. Por último, todos os valores são
guardados num ficheiro .csv para facilitar a sua leitura tanto pelos programas das fases
seguintes da análise, como por programas de folhas de cálculo como o Microsoft Excel.
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(a) Visualização do PCA com a média da cor da amostra(em RGB)
(b) Visualização do PCA com a diferença entre a média da cor do sensor vazio e a média da cor
com amostra (em RGB)
Figura 4.3: Comparação entre a visualização dos dados através da média da cor da amostra
e a diferença entre a média da cor do sensor vazio e a média da cor com amostra com
recurso a PCA. A representação através da diferença é redundante quando comparada
com a média da cor.
4.1.1.3 Seleção de Descritores de Cor
De modo a evitar o uso de descritores redundantes ou com pouca utilidade para a diferen-
ciação das cores entre concentrações, foi feita uma seleção prévia dos descritores a usar.
Independentemente da substância a classificar, optou-se por manter a análise dos mode-
los de cor aplicados à glucose no trabalho anterior: RGB, XYZ, YUV, HLS, adicionando ao
processo o modelo Lab.
O autor do novo biossensor [33] sugere como descritores para o ácido úrico o rácio
entre os componentes vermelho e azul do RGB e a componente H do modelo HSV, en-
quanto que o autor do biossensor da glucose [8] sugere para essa substância, o rácio entre
os componentes vermelho e verde do modelo RGB.
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Outras combinações de valores selecionadas baseiam-se na observação dos histogra-
mas das cores, como o sugerido por Kim et al. [16]. Ao observar os histogramas entre
as diferentes concentrações da mesma substância podemos verificar quais componentes
apresentam maior potencial para separar as concentrações. No caso da figura 4.4, por
exemplo, é possível ver uma separação mais acentuada entre as várias concentrações do
ácido úrico nas componentes H e S do que na componente V, do sistema de cor HSV.
Através da observação destes gráficos para os vários modelos podemos isolar componen-
tes mais relevantes para a nossa análise. Os histogramas referentes aos vários modelos e
substâncias encontram-se disponíveis no apêndice E.
Figura 4.4: Histogramas para os três componentes HSV do conjunto de dados do ácido
úrico. Cada cor do gráfico corresponde a uma das concentrações disponíveis.
Procurando ainda a separação entre as concentrações, para além da análise visual dos
histogramas foram ainda observadas em maior detalhe as diferenças entre as concentra-
ções através do Microsoft Excel. Neste processo, foram calculadas as somas das diferenças
entre as médias dos valores das várias características para cada concentração, procurando
assim obter as features para quais esta diferença entre as concentrações é maior.
Posto isto, as combinações de características extraídas e aplicadas nos testes com os
algoritmos de classificação são as seguintes:
• Glucose
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– Média em cada um dos modelos RGB, HSV, HLS, XYZ, LAB, YUV.
– Média, desvio padrão e assimetria em cada um dos modelos RGB, HSV, HLS,
XYZ, LAB e YUV.
– Rácio R/G (RGB).
– Média V e S (HSV).
– Média L e S (HLS).
• Ácido úrico
– Média em cada um dos modelos RGB, HSV, HLS, XYZ, LAB, YUV.
– Rácio R/B (RGB).
– Média H (HSV).
– Rácio R/B (RGB) e Média H (HSV).
– Média a e b (LAB).
– Média H e S (HSV).
– Média H e S (HLS).
– Média H e S (HSV), H e S(HLS).
– Média RGB, V(HSV), Z(XYZ), a(LAB), Y(YUV).
As representações gráficas através de PCA das diferentes disposições dos dados referi-
das acima, estão disponíveis no apêndice G.
4.1.1.4 Processamento de Dados
Antes de iniciar o treino dos classificadores é necessário fazer o processamento dos dados
extraídos, recorrendo a funções da biblioteca Scikit-Learn [32]. Os métodos e funções
aplicadas são detalhadas na secção 2.1.3.1.
O conjunto de dados é dividido em dois conjuntos, usando a função train_test_split,
que divide aleatoriamente os dados em duas partes: o conjunto de treino e o conjunto de
teste. Seguindo o processo do trabalho anterior, reservamos para a glucose 67% dos dados
para o conjunto de treino e 33% para o de teste. Em relação ao ácido úrico, reservou-se
uma menor percentagem para o teste devido ao tamanho mais reduzido do conjunto,
nomeadamente de 80% para o conjunto de treino e 20% para o de teste.
Como existem diferenças na escala dos valores da cor é preciso uniformizar os dados.
Em relação à glucose foi seguido o processo estabelecido no trabalho anterior, pelo que
foi aplicada a normalização comum, usando a função StandardScaler. No conjunto do
ácido úrico foram detetados alguns valores extremos, pelo que a uniformização foi feita
de acordo com a amplitude interquartil, através da função RobustScaler. Este método é
mais resistente aos efeitos de outliers nos dados do que a normalização mais comum.
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O passo final é a aplicação da PCA que permite reduzir a dimensionalidade dos da-
dos com múltiplas features com perda de informação mínima. Este processo facilita a
visualização e interpretação gráfica dos vários conjuntos. Os dados foram também ana-
lisados sem recurso ao PCA para se fazer uma comparação entre estas duas abordagens
nos resultados da classificação.
4.1.2 Classificação
No que diz respeito aos algoritmos de classificação testados, foi mantido o processo desen-
volvido no trabalho anterior [37]. Deste modo, foram testados três tipos de classificadores:
KNN, SVM e Random Forest, que se encontram descritos na secção 2.1.3.2.
Para assegurar que os modelos treinados estão otimizados para tirar melhor partido
dos dados, antes de proceder ao treino dos algoritmos foi feita uma pesquisa exaustiva
dos seus hiperparâmetros.
Caso o modelo seja muito otimizado, pode vir a adaptar-se demasiado ao conjunto de
dados, perdendo a capacidade de prever a classe de amostras que não tenha observado
durante o processo de treino. Esta situação é descrita como overfitting [1]. Para minimizar
o overfitting, os classificadores treinados foram validados com recurso a K-Fold-Cross
Validation de K = 10 e a ainda através de previsões utilizando um conjunto de teste
distinto. Estes métodos de validação estão descritos na secção 2.1.3.1.
4.1.2.1 Seleção de Hiperparâmetros
Cada classificador possui parâmetros que não consegue aprender durante o treino e que
por isso são definidos na sua criação (hiperparâmetros) [1]. Os hiperparâmetros de cada
algoritmo usado estão descritos na secção 2.1.3.2. Assim, é preciso procurar os parâmetros
que forneçam melhores resultados para o nosso problema.
Para encontrar os melhores parâmetros para cada um dos modelos e algoritmos foi
aplicado o método de GridSearchCV. Este percorre um conjunto de parâmetros, utilizando
o conjunto de treino para treinar várias instâncias do classificador a partir das quais vai
procurando e validando a combinação que fornece o melhor valor para a métrica escolhida
[32]. Neste contexto, em concordância com o realizado no projeto anterior, foi escolhido o
F1-Score como métrica a melhorar. Esta métrica é baseada na precisão e na sensibilidade,
dando igual importância a cada uma destas métricas no cálculo do resultado. Para evitar
a escolha de parâmetros em overfitting, a validação do processo recorre a K-Fold Cross-
Validation, sendo usado o valor comum de dez folds [1].
O processo de pesquisa é bastante intensivo, pelo que o intervalo de parâmetros a
explorar foi definido de modo a ser o mais abrangente possível com o menor número
de iterações. No caso do KNN é estimado apenas um parâmetro: o número de vizinhos
a considerar (K) ao escolher a classe da nova amostra [5]. Neste caso é feita uma única
pesquisa no intervalo que contém todos os números ímpares de três ao número de ele-
mentos do conjunto de treino: {3,5, ...,n_exemplos_treino}. Como o conjunto de dados é
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relativamente pequeno podemos limitar a pesquisa pelo seu total de elementos, mas caso
seja muito grande, é preferível usar uma percentagem do número de elementos [11]. O
uso de elementos ímpares permite evitar a existência de empates na decisão da atribuição
das classes.
Os restantes classificadores utilizados requerem que sejam estimados múltiplos parâ-
metros. Para evitar que esse processo seja muito lento, a pesquisa foi dividida em duas
partes. A primeira pesquisa é mais abrangente e percorre um intervalo grande de parâ-
metros, permitindo identificar uma região que forneça melhores resultados. A segunda
cobre um intervalo de valores mais detalhado dentro dessa mesma região [21].
Em relação ao classificador SVM, procuramos otimizar os parâmetros C, um coefi-
ciente de regularização, e γ , que influencia a capacidade do modelo de se adaptar ao
formato do conjunto de dados [1, 32]. Os intervalos de parâmetros usados nas pesquisas
estão detalhados na tabela 4.6, onde Ca e γa correspondem aos valores destes parâmetros
que obtiveram o melhor resultado na pesquisa abrangente.
Hiperparâmetro Abrangente Restrita
C {20,21, ...,210} {2(Ca−1),2(Ca−1)+0.5, ...,2(Ca+1)}
γ {2−6,2−5, ...,26} {2(γa−1),2(γa−1)+0.5, ...,2(γa+1)}
Tabela 4.6: Lista de parâmetros usados para as pesquisas abrangente e restrita com o
algoritmo SVM.
Por último, para o algoritmo Random Forest existem múltiplos parâmetros que po-
dem ser otimizados. Neste contexto, procuramos otimizar: o número de árvores usadas
(n_estimators), a profundidade máxima dessas árvores (max_depth), o número de features
a considerar ao procurar a melhor divisão (max_f eatures) e o número mínimo de exem-
plos a necessário para dividir um nó da árvore (min_samples_split) [32]. Os intervalos
de parâmetros usados nas pesquisas estão detalhados na tabela 4.7, onde n_esta, deptha e
splita correspondem aos valores destes parâmetros que obtiveram o melhor resultado na
pesquisa abrangente.
Com os melhores parâmetros possíveis selecionados para cada modelo e classificador
podemos então treinar os classificadores e verificar quais obtêm os melhores resultados
para os problemas a analisar.
4.1.2.2 Treino dos Classificadores
Com os parâmetros selecionados previamente os vários classificadores são treinados e
validados usando o conjunto de treino, através da aplicação de K-Fold Cross-Validation
com dez folds. Em simultâneo é feita também a validação utilizando o conjunto de teste,
para avaliar a capacidade dos classificadores de extrapolar resultados para dados novos
não observados durante o processo de treino.
46
4.1. ANÁLISE COLORIMÉTRICA
Hiperparâmetro Abrangente Restrita
Número de árvores (n_est) {20,21, ...,27} {2(n_esta−1),2(n_esta−1)+0.25, ...,2(n_esta+1)}
Profundidade máxima
das árvores (depth)
{2−6,2−5, ...,26} {2(deptha−1),2(deptha−1)+0.25, ...,2(deptha+1)}
Fração de features
a considerar
{0.1,0.325,0.55,0.775,1} {0.1,0.325,0.55,0.775,1}
Fração de amostras
a considerar por nó (split)
{0.1,0.2, ...,0.5} {2(splita−0.1),2(splita−0.1)+0.05, ...,2(splita+0.1)}
Tabela 4.7: Lista de parâmetros usados para as pesquisas abrangente e restrita com o
algoritmo Random Forest.
Durante esta avaliação foram recolhidos resultados referentes às três métricas em
análise: F1-Score, Recall e Precision, para cada modelo. Os valores da classificação do ácido
úrico são detalhados no apêndice C, enquanto que os referentes à glucose podem ser
encontrados no apêndice D.
Para cada modelo treinado foram ainda desenhadas as regiões de decisão, que per-
mitem visualizar a distribuição das várias classes após a classificação. Na figura 4.5, por
exemplo, podemos observar a classificação das dez concentrações da glucose usando o
algoritmo KNN. As regiões referentes aos restantes modelos estão disponíveis no apên-
diceF.
Figura 4.5: Região de decisão do modelo KNN para as dez concentrações em análise,
baseado nas componentes L e S do espaço de cor HLS.
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4.1.2.3 Seleção dos Classificadores
Sendo o objetivo obter a melhor classificação possível para cada um dos problemas é
necessário decidir qual dos classificadores treinados é a melhor opção para os problemas
em análise. Esta decisão deve ter em conta não só o valor da métrica principal, nomea-
damente o maior F1-Score obtido, mas também a possibilidade de o classificador estar
em situação de overfitting. Assim, consideramos também as diferenças entre os resultados
obtidos no conjunto de validação e no conjunto de teste.
Deste modo, foi criado para a comparação um fator de seleção f :
f = X −Y (4.1)
Onde Y corresponde à soma das diferenças absolutas entre os valores obtidos para cada
métrica (F1-Score, Precision e Recall) no conjunto de treino e no conjunto de teste e X ao
valor do F1-Score no conjunto de teste.
Quando o valor de f é semelhante entre os modelos é preciso ter em conta outros
fatores como o número de features usadas no treino do modelo e a simplicidade da sua
implementação na aplicação. Deste modo, o processo de seleção aplicado considera:
1. Maior f .
2. Menor número de features usadas para treinar o modelo.
3. Maior simplicidade na implementação do modelo.
Os resultados finais obtidos para cada modelo estão descritos no capítulo seguinte.
4.2 Calibração da Cor
A versão anterior da aplicação apresentou problemas no âmbito da consistência da cor das
imagens, devido à influência de fatores externos como diferentes tipos de iluminação e
de dispositivos entre as medições. No entanto, a análise colorimétrica requer que as cores
obtidas sejam o mais consistente possível independentemente das condições de captura
das imagens.
De modo a atenuar este problema foram estudados cinco novos algoritmos, já descri-
tos no capítulo do trabalho relacionado (Secção 3.2) e ainda uma versão melhorada do
algoritmo usado no trabalho anterior descrita de seguida na seção 4.2.1. Estes algoritmos
baseiam-se maioritariamente em operações de normalização da cor com recurso a designs
específicos do sensor (marcas e molduras) e à introdução de cores de referência.
Para selecionar o algoritmo mais apropriado foram obtidas imagens que, após corrigi-
das com recurso aos algoritmos, foram comparadas entre si e com as referências de modo
a escolher o melhor processo de correção disponível. Os resultados finais obtidos para
cada modelo estão descritos no capítulo seguinte.
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Os programas criados para testar os vários algoritmos foram desenvolvidos nas lin-
guagens de programação C++ e Python e recorrem à biblioteca OpenCV para todas as
operações de processamento de imagem.
4.2.1 Modificação do Algoritmo Usado na Versão Anterior
O algoritmo usado na versão anterior da aplicação apresentava problemas na consistência
entre as imagens capturadas face a diferenças de iluminação ou de dispositivo. No en-
tanto, nas conclusões do trabalho anterior foi proposta a possível melhoria dos resultados
através da inclusão no sensor de cores de referência adicionais. O algoritmo seria idêntico
ao descrito na secção 3.2.3, mas utilizando oito cores de referência em vez das quatro
existentes nas matrizes aplicadas na fórmula 3.13.
De modo a incluir esta abordagem no conjunto de algoritmos a testar para uma possí-
vel introdução na aplicação, foi necessário criar um novo design do sensor que tivesse as
referências necessárias.
Como não foi proposto nenhum conjunto de cores em particular, para além das quatro
já presentes (branco, vermelho, azul e verde), foi usado como referência o ColorChecker,
um alvo para calibração de câmaras fotográficas [51]. Das 24 cores disponíveis no alvo,
procurou-se valores semelhantes aos quatro já existentes no sensor. Assim, foram escolhi-
dos valores da zona das cores primárias (azul, verde, vermelho e amarelo) e da zona da
escala de cinzentos, onde foi selecionado o branco e três tons de cinzento diferentes. As
cores selecionadas foram depois adicionadas ao sensor criado através do software Adobe
Illustrator. O design final está apresentado na figura 4.6, sendo os valores RGB das cores
de referência descritos na tabela 4.8.
Figura 4.6: Design final do sensor com as oito cores de referência.
4.2.2 Captura e Correção da Imagem
A maioria dos algoritmos depende de um determinado design do sensor para realizar as
correções. Assim, foram desenhados sensores específicos para cada algoritmo com cores
de três intensidades diferentes: sensor vazio e intensidade média e alta. Os sensores foram
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R G B
Amarelo 231 199 31
Verde 70 148 73
Vermelho 175 54 60
Azul 56 61 159
Branco 243 243 242
Cinzento claro 200 200 200
Cinzento médio 160 160 160
Cinzento escuro 122 122 121
Tabela 4.8: Valores RGB das cores de referência do sensor
criados utilizando o software Adobe Illustrator e impressos tanto em papel de impressão
normal como no papel de cromatografia Whatman, utilizado no CENIMAT para o fabrico
dos biossensores.
Foi feita uma comparação inicial entre as cores obtidas com estas duas impressões e
verificou-se a existência de uma grande diferença entre elas, principalmente na presença
de uma fonte de luz forte (Figura 4.7). Concluiu-se então que o tipo de papel usado
poderia influenciar os resultados obtidos e optou-se por utilizar o papel do laboratório
em todos os testes realizados.
(a) Papel Normal (b) Papel de impressão do sensor
Figura 4.7: Comparação entre a impressão em papel normal e o papel usado na criação
dos sensores, fotografados nas mesmas condições.
Para analisar a influência da luz e de diferentes dispositivos, os sensores impressos
foram depois fotografados em três iluminações distintas: solar, fluorescente e LED, utili-
zando dois smartphones distintos: Samsung S8 (gama alta) e Motorola G3 (gama média).
As imagens obtidas foram depois corrigidas com recurso aos algoritmos e comparadas
entre si e com as referências escolhidas. Como referência para as comparações foi utilizado
o scanner do laboratório do CENIMAT (Canon MG5250), idêntico ao usado na obtenção
do conjunto de dados para a análise colorimétrica. Outra referência aplicada foi o ficheiro
criado no Adobe Illustrator onde foram criados os sensores.
As imagens originais e respetivas correções para cada algoritmo estão disponíveis no
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apêndice B.
4.2.3 Comparação da Cor
Após a correção das imagens procede-se à extração da média da cor RGB de cada poço
do sensor e das imagens de referência correspondentes. As cores são depois convertidas
para o modelo Lab, necessário para o cálculo da métrica escolhida para a comparação das
várias imagens.
A comparação baseia-se numa métrica de diferenciação da cor (∆) que quantifica a
diferença da perceção humana entre duas cores. Procura reproduzir a capacidade do olho
humano para distinguir duas cores. Estas métricas são usadas predominantemente na
indústria, para o fabrico de tintas e aparelhos de medição, por exemplo, e que permitem
identificar diferenças de cor entre uma amostra e um determinado padrão, para que a
cor possa ser considerada a mesma, independentemente do observador ou aparelho de
medição usado [10]. Existem várias fórmulas para o cálculo deste valor com diferentes
graus de precisão, baseadas no cálculo da distância euclidiana no modelo de cor Lab,
com diversos fatores de modificação adicionais que procuram aproximar o resultado à
diferença observada pelo olho humano [10].
Neste caso é aplicada a fórmula ∆E2000, o standard aceite atualmente pela Organização
Internacional de Normalização (ISO), representada na equação 4.2 [40].
∆E2000 =
√(
∆L′
KLSL
)2
+
(
∆C′
KCSC
)2
+
(
∆H ′
KHSH
)2
+RT
(
∆C′
KCSC
)(
∆H ′
KHSH
)
(4.2)
Com recurso a esta fórmula são calculados três fatores para a comparação dos vários
algoritmos:
• Soma dos ∆E2000 calculados entre as cores das referências e as imagens corrigidas
com os diferentes algoritmos. As referências são as imagens dos sensores obtidas
com um scanner (Tabela A.3) e os sensores do ficheiro digital (Tabela A.4).
• Soma do ∆E2000 calculados entre as imagens corrigidas obtidas com os dois modelos
de smartphone analisados (Tabela A.1).
• Soma do ∆E2000 calculados entre as imagens corrigidas obtidas com as várias ilumi-
nações analisadas para cada modelo de smartphone (Tabela A.2).
Para além destes fatores existem outras situações que influenciam a escolha do algo-
ritmo a implementar, como a dificuldade da sua implementação na aplicação já existente
e ainda a sua necessidade de recursos.
Os resultados finais obtidos para cada algoritmo estão descritos no capítulo seguinte.
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Resultados
Neste capítulo são apresentados os resultados obtidos nos processos da análise colori-
métrica e calibração já descritos no capítulo 4. Em relação à análise colorimétrica, são
detalhados os resultados das métricas de avaliação da classificação para todos os algo-
ritmos e combinações de features testados. No que diz respeito à calibração da cor são
apresentados os resultados das métricas de comparação entre os vários algoritmos.
Para além da apresentação dos resultados é realizada uma reflexão sobre os mesmos
de modo a determinar quais das opções estudadas são as mais indicadas para introdução
na aplicação.
5.1 Análise Colorimétrica
No estudo da análise colorimétrica foram treinados múltiplos classificadores para cada
uma das substâncias em análise, de modo a procurar obter o melhor resultado possível.
Os classificadores foram avaliados com recurso a um fator f definido na secção 4.1.2.3.
Este fator procura evitar o overfitting, tendo em conta não só o valor mais elevado do
F1Score mas também a menor diferença entre os resultados das várias métricas obtidas
com K-Fold Cross Validation e na validação com o conjunto de teste.
Para estabelecer um limite inferior para os resultados da classficação foi treinado um
classificador aleatório para cada um dos modelos de dados. Criado a partir do método
DummyClassifier [32], o classificador faz previsões aleatórias e, consequentemente, obtém
resultados fracos para todas as métricas. Assim, constitui uma boa comparação para o
desempenho mínimo que os algoritmos testados devem atingir. Os resultados para este
classificador estão presentes na tabela 5.1.
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Modelos de Dados F1 Score Recall Precision
Concentrações de glucose 0.08 0.10 0.09
Quatro níveis
de glucose
Jejum 0.27 0.32 0.28
Duas horas 0.28 0.38 0.31
Cinco níveis
de glucose
Jejum 0.22 0.23 0.23
Duas horas 0.22 0.26 0.24
Concentrações de ácido úrico 0.16 0.16 0.16
Níveis de ácido úrico 0.40 0.41 0.41
Tabela 5.1: Resultados do classificador aleatório para os vários modelos de dados analisa-
dos.
5.1.1 Classificação da Glucose
Na análise da glucose foram treinados classificadores para três modelos de dados:
1. Dez concentrações fornecidas: 0, 1.25, 1.5, 2, 5, 7, 10, 12.5, 15, 20 (mM).
2. Quatro níveis de referência: vazio, hipoglicemia, normal/pré-diabetes e diabetes.
3. Cinco níveis de referência: vazio, hipoglicemia, normal, pré-diabetes e diabetes.
Os dois primeiros modelos foram estudados no trabalho anterior [37], sendo o segundo
criado a partir dos níveis de referência da diabetes, devido aos resultados insuficientes
obtidos na classificação das dez concentrações. Estes dividem-se ainda em estado de jejum
ou duas horas após a refeição, pois estes fatores influenciam o significado de determinada
concentração de glucose no indivíduo.
Como foi possível aumentar o número de repetições em algumas das classes optou-se
também por incluir um modelo adicional baseado na separação total dos níveis de refe-
rência da glucose [34]. A implementação deste modelo permitiria oferecer ao utilizador
um resultado mais detalhado sobre o seu estado, o que seria vantajoso.
Para cada um destes modelos, a classificação foi testada com todas as combinações
de features descritas na secção 4.1.1.3. As cardinalidades dos vários conjuntos de dados
referidos estão referidas na secção 4.1.1.1.
5.1.1.1 Dez Concentrações Fornecidas
Os resultados obtidos para as concentrações foram na sua maioria perto dos 0.5 de
F1Score. Este resultado, apesar de superior a uma classificação aleatória (tabela 5.1), con-
tinua a ser muito insuficiente visto que corresponde a valores de precisão e sensibilidade
de cerca de 50%, o que não é aceitável para um dispositivo de diagnóstico.
O modelo SVM baseado nos três momentos de cor em YUV (sem PCA), obteve re-
sultados por volta dos 0.7. Para além de superar os restantes modelos em análise, este
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resultado é bastante melhor que os obtidos para as concentrações no trabalho anterior,
que rondavam também os 0.5 [37].
Os resultados integrais estão disponíveis no apêndice D e um resumo dos melhores
resultados pode ser consultado na tabela 5.2.
Ambos os modelos que envolvem os três momentos de cor em YUV obtiveram valores
semelhantes de f . No entanto, no espectro global da análise os resultados são muito redu-
zidos quando comparados com os dos dois outros modelos de dados, pelo que nenhum
destes foi selecionado para implementação na aplicação.
Conjunto de Teste Cross-Validation
Classificador PCA Modelo F1 R P F1 R P f
KNN
Não 3 momentos YUV 0.65 0.66 0.65 0.64 0.66 0.66 0.63
Sim Média S e V (HSV) 0.53 0.52 0.54 0.49 0.50 0.50 0.43
SVM
Não 3 momentos YUV 0.71 0.72 0.73 0.69 0.69 0.73 0.65
Sim Média YUV 0.50 0.49 0.53 0.50 0.52 0.52 0.46
Random
Forest
Não Média L e S (HLS) 0.44 0.46 0.44 0.43 0.46 0.42 0.41
Sim Média S e V (HSV) 0.46 0.49 0.46 0.41 0.45 0.42 0.33
Tabela 5.2: Resultados dos melhores modelos para a classificação das concentrações da
glucose (F1 - F1Score, R - Recall, P- Precision).
5.1.1.2 Quatro Níveis
Os resultados obtidos na análise dos quatro níveis de referência foram muito superio-
res aos verificados na análise das concentrações e dos cinco níveis, rondando os 0.85
de F1Score. No entanto, estes são inferiores quando comparados com os resultados dos
quatro níveis obtidos no trabalho anterior [37], que rondavam os 0.95 nos melhores resul-
tados.
Em relação ao modelo do estado de jejum o resultado mais elevado chega aos 0.84
de F1Score para o algoritmo KNN. Este ocorre, tal como na análise das concentrações,
quando são aplicados os três momentos da cor no espaço de cor YUV (sem PCA).
Quanto ao modelo das duas horas após a refeição, os resultados mais elevados são
muito semelhantes entre os três algoritmos, rondando os 0.85 de de F1Score. Tanto no
KNN como no SVM, os melhores resultados ocorrem nos modelos mais simples, isto é,
aqueles onde são usadas apenas duas features. No entanto, o resultado obtido para o
classificador KNN ao usar a média das componentes L e S do espaço HLS é ligeiramente
mais elevado. O algoritmo Random Forest apresenta resultados igualmente favoráveis,
mas aplica um maior número de features.
Os resultados integrais estão disponíveis no apêndice D e um resumo dos melhores
resultados pode ser consultado na tabela 5.3, para o jejum e na tabela 5.4 para duas horas
após a refeição.
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Conjunto de Teste Cross-Validation
Classificador PCA Modelo F1 R P F1 R P f
KNN
Não 3 momentos YUV 0.84 0.85 0.84 0.84 0.84 0.85 0.82
Sim Média LAB 0.76 0.76 0.76 0.77 0.77 0.79 0.71
SVM
Não Média XYZ 0.78 0.78 0.78 0.77 0.77 0.79 0.76
Sim Média HLS 0.75 0.74 0.77 0.72 0.73 0.76 0.69
Random
Forest
Não Média S e V (HSV) 0.74 0.73 0.75 0.74 0.74 0.75 0.72
Sim 3 momentos YUV 0.80 0.80 0.80 0.80 0.81 0.82 0.78
Tabela 5.3: Resultados dos melhores modelos para a classificação dos quatro níveis em
estado de jejum (F1 - F1Score, R - Recall, P- Precision).
Conjunto de Teste Cross-Validation
Classificador PCA Modelo F1 R P F1 R P f
KNN
Não Média L e S (HLS) 0.86 0.86 0.87 0.86 0.85 0.89 0.83
Sim Média L e S (HLS) 0.86 0.86 0.87 0.86 0.85 0.89 0.83
SVM
Não Média S e V (HSV) 0.85 0.85 0.85 0.86 0.85 0.87 0.82
Sim Média S e V (HSV) 0.85 0.85 0.85 0.86 0.85 0.87 0.82
Random
Forest
Não 3 momentos YUV 0.86 0.88 0.85 0.86 0.86 0.86 0.84
Sim Média HLS 0.85 0.87 0.83 0.85 0.86 0.84 0.83
Tabela 5.4: Resultados dos melhores modelos para a classificação dos quatro níveis, duas
horas após a refeição (F1 - F1Score, R - Recall, P- Precision).
5.1.1.3 Cinco Níveis
Apesar de superiores aos das concentrações, os resultados obtidos na análise dos cinco
níveis de referência foram inferiores aos verificados apenas com os quatro níveis, ficando
abaixo dos 0.8 de F1Score.
Em relação ao modelo de jejum o melhor resultado em termos de F1Score atinge os
0.77, sendo o modelo novamente baseado novamente nos três momentos de cor em YUV
(sem PCA). No entanto, o seu valor do factor f é mais reduzido devido às diferenças entre
a cross-validation e o conjunto de teste. Assim, o melhor resultado para este modelo ocorre
com o algoritmo SVM baseado na média no espaço de cor XYZ.
Quanto ao modelo das duas horas após a refeição, os resultados mais elevados ocorrem
com o algoritmo KNN baseado nos três momentos de cor no espaço HSV (sem PCA). O
algoritmo Random Forest apresenta resultados semelhantes mas é baseado no espaço de
cor Lab que, em comparação com o HSV, requer uma conversão mais complexa a partir
do valor RGB extraído inicialmente.
Os resultados integrais estão disponíveis no apêndice D e um resumo dos melhores
resultados pode ser consultado na tabela 5.5, para o jejum e na tabela 5.6 para duas horas
após a refeição.
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Sendo este modelo de dados baseado nos níveis de referência da diabetes, era prefe-
rível a sua implementação na aplicação, pois poderia fornecer ao utilizador informações
mais úteis sobre o seu estado de saúde. No entanto, apesar dos resultados obtidos terem
sido promissores, os valores continuam abaixo dos verificados com os quatro níveis, não
justificando a sua inclusão na aplicação.
Conjunto de Teste Cross Validation
Classificador PCA Modelo F1 R P F1 R P f
KNN
Não 3 momentos YUV 0.77 0.76 0.78 0.79 0.79 0.80 0.70
Sim Média L e S (HLS) 0.67 0.67 0.67 0.66 0.66 0.68 0.65
SVM
Não Média XYZ 0.72 0.72 0.72 0.72 0.72 0.73 0.71
Sim Média L e S (HLS) 0.66 0.65 0.68 0.68 0.68 0.69 0.60
Random
Forest
Não Média HLS 0.69 0.69 0.71 0.68 0.68 0.70 0.66
Sim Média S e V (HSV) 0.66 0.66 0.67 0.66 0.66 0.67 0.65
Tabela 5.5: Resultados dos melhores modelos para a classificação dos cinco níveis em
estado de jejum (F1 - F1Score, R - Recall, P- Precision).
Conjunto de Teste Cross Validation
Classificador PCA Modelo F1 R P F1 R P f
KNN
Não 3 momentos HSV 0.79 0.79 0.79 0.78 0.78 0.80 0.76
Sim Média HSV 0.70 0.68 0.75 0.70 0.69 0.75 0.69
SVM
Não Média LAB 0.76 0.74 0.78 0.76 0.76 0.78 0.73
Sim Média YUV 0.74 0.73 0.75 0.74 0.73 0.77 0.71
Random
Forest
Não 3 momentos LAB 0.78 0.78 0.79 0.77 0.77 0.78 0.75
Sim Média LAB 0.75 0.74 0.78 0.73 0.72 0.78 0.71
Tabela 5.6: Resultados dos melhores modelos para a classificação dos cinco níveis, duas
horas após a refeição (F1 - F1Score, R - Recall, P- Precision).
5.1.1.4 Conclusões
Dez concentrações Em semelhança ao observado no trabalho anterior, a classificação
das dez concentrações manteve os resultados baixos na ordem dos 0.5 de F1Score. No
entanto, ao utilizar os três momentos da cor no espaço YUV (sem PCA), tanto no clas-
sificador KNN como no SVM, os resultados atingiram valores superiores entre os 0.65
a 0.75. Isto indica que este conjunto particular de features pode trazer vantagens para a
classificação deste tipo de dados, quando comparado com outras configurações.
Ao aumentar o número de amostras das classes anteriores de 24 para mais de cem
exemplos, era de esperar que houvesse um aumento geral dos resultados. No entanto, não
foi possível usar o conjunto de dados na totalidade, o que levou a um grande desequilíbrio
face às concentrações não aumentadas. Esta diferença pode ter limitado a capacidade dos
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classificadores para obter um resultado superior. Independentemente das features usadas,
podemos ainda observar que para os classificadores KNN e SVM, os resultados obtidos
sem a aplicação de PCA foram em média 10% superiores àqueles onde foi feita a redução
de dimensionalidade.
Apesar do aumento do tamanho do conjunto de dados face ao do trabalho anterior, a
classificação das concentrações apresentou resultados insuficientes que não permitem a
sua inclusão na aplicação.
Quatro Níveis De entre todas as disposições de dados estudadas, o modelo dos quatro
níveis obteve os melhores resultados, tanto para o estado de jejum como para o de duas
horas após a refeição. Deste modo, tal como no trabalho anterior, foi este o modelo de
dados implementado na aplicação.
No caso do estado de jejum, na melhor situação são atingidos os 0.84 de F1Score
através do algoritmo KNN baseado nos três momentos de cor em YUV. No entanto, no
trabalho anterior, os modelos testados para o estado de jejum ultrapassavam os 0.9 de
F1Score, sendo que o ótimo atingia os 0.94. Apesar do aumento do conjunto de dados,
nenhum dos modelos novos conseguiu atingir estes valores. Na versão anterior já se
verificavam um algumas diferenças entre as cardinalidades das várias classes. Os número
de exemplos adicionados veio acentuar essas diferenças, levando a uma diferença de
184 exemplos entre a classe menos representada (vazio) e a classe mais representada
(Normal/Pré-Diabetes).
Na situação das duas horas após a refeição, foi possível obter perto dos 0.85 de F1Score
com os diferentes algoritmos. No entanto, o classificador KNN baseado na média das
componentes L e S obteve um melhor resultado baseado em menos features que os outros
modelos. No trabalho anterior, os modelos testados rondavam os 0.80 de F1Score, sendo
que o ótimo atingiu os 0.91. Existia também um equilíbrio entre as três classes não
vazias. Com o aumento de exemplos nas duas classes intermédias surgiu um desequilíbrio
acentuado entre estas e as classes dos extremos. Apesar do aumento do conjunto de
dados, nenhum dos novos modelos testados conseguiu atingir esse valor mais elevado.
No entanto, os valores obtidos mantiveram-se perto dos 0.80 atingidos anteriormente.
Aliás, ao comparar todos os modelos testados no trabalho anterior com os novos modelos
baseados nas mesmas features, podemos constatar que os modelos novos obtêm melhores
resultados em cerca de 0.05 de F1Score, independentemente do algoritmo usado.
Cinco Níveis Por último, o modelo dividido em cinco níveis fornece uma informação,
ainda que qualitativa, mais útil para o diagnóstico do utilizador. Os resultados obtidos na
ordem dos 0.7 a 0.8 de F1Score, tanto no estado de jejum como duas horas após a refeição,
mostram potencial para a futura implementação deste modelo de dados.
Apesar de haver maior equilíbrio entre o número de elementos das classes do que no
modelo dos quatro níveis, os resultados revelaram-se inferiores. Isto indica que o número
de exemplos existentes por cada classe não é suficiente para obter melhores resultados. É
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por isso necessário aumentar a cardinalidade do conjunto de dados, mantendo o equilíbrio
entre as mesmas.
Como os resultados foram inferiores aos fornecidos pelo modelo dos quatro níveis
optou-se por não introduzir este modelo na aplicação.
5.1.2 Classificação do Ácido Úrico
Na análise do ácido úrico foram treinados classificadores para dois modelos de dados:
1. Oito concentrações fornecidas: 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, 1 (mM).
2. Três níveis de referência: baixo (até 0.18 mM), normal (0.18 mM a 0.4 mM) e alto
(superior a 0.4 mM).
Inicialmente pretendia-se estudar apenas a classificação para as oito concentrações
fornecidas. No entanto, no decorrer da análise verificou-se que os resultados dessa clas-
sificação não seriam elevados o suficiente para justificar a sua introdução na aplicação
móvel. Assim, foi criado um segundo modelo semelhante aos criados para a glucose, mas
baseado em níveis de referência do ácido úrico, sugeridos pelo autor do sensor [33].
Os níveis de referência do ácido úrico divergem consoante o sexo do indivíduo. Ideal-
mente deviam ser analisados níveis de ambos os sexos, de modo a fornecer uma informa-
ção completa a todos os utilizadores. No entanto, como se trata da primeira análise deste
conjunto de dados, a prioridade é identificar se existe potencial para a classificação desta
substância com a gama de cores existente. O elevado nível de ácido úrico está fortemente
associado a uma doença inflamatória chamada gota, que é mais prevalente nos homens
[42]. Assim, optamos por analisar apenas os níveis do sexo masculino.
Para cada modelo de dados foram testadas todas as combinações de features referi-
das na secção 4.1.1.3. As cardinalidades dos vários conjuntos de dados referidos estão
detalhadas na secção 4.1.1.
5.1.2.1 Oito Concentrações Fornecidas
Tal como sucedeu com a glucose, os resultados obtidos para as concentrações foram na sua
maioria perto dos 0.5 de F1Score. Este resultado, apesar de superior a uma classificação
aleatória (tabela 5.1), continua a ser muito insuficiente visto que corresponde a valores
de precisão e sensibilidade de abaixo de 50%, o que não é aceitável para um dispositivo
de diagnóstico.
Os resultados integrais estão disponíveis no apêndice C e um resumo dos melhores
resultados pode ser consultado na tabela 5.7. Independentemente da combinação de
features aplicada, os resultados obtidos para este modelo de dados foram claramente
insuficientes para poder fornecer qualquer informação fiável ao utilizador.
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Conjunto de Teste Cross Validation
Classificador PCA Modelo F1 R P F1 R P f
KNN
Não
Média H e S (HSV)
e H e S (HLS)
0.46 0.46 0.47 0.42 0.45 0.45 0.39
Sim Média HSV 0.38 0.39 0.41 0.38 0.40 0.42 0.37
SVM
Não Média HSV 0.51 0.51 0.51 0.46 0.48 0.50 0.42
Sim Média H e S (HSV) 0.47 0.49 0.49 0.42 0.44 0.47 0.36
Random
Forest
Não Média H e S (HSV) 0.40 0.41 0.42 0.37 0.40 0.39 0.33
Sim Média H e S (HSV) 0.41 0.43 0.44 0.39 0.42 0.42 0.37
Tabela 5.7: Resultados dos melhores modelos para a classificação das concentrações do
ácido úrico (F1 - F1Score, R - Recall, P- Precision).
5.1.2.2 Três Níveis
Dado que os resultados obtidos para as oito concentrações não foram favoráveis foi neces-
sário criar um modelo baseado nos níveis de referência do ácido úrico.
Independentemente do algoritmo aplicado, os valores de F1Score obtidos foram se-
melhantes entre si e muito superiores aos verificados com as concentrações, rondando
os 0.80. No entanto, o classificador SVM baseado na média das componentes H e S dos
espaços HSV e HLS, obteve um melhor resultado em termos do factor f .
Os resultados integrais estão disponíveis no apêndice C e um resumo dos melhores
resultados pode ser consultado na tabela 5.8.
Conjunto de Teste Cross Validation
Classificador PCA Modelo F1 R P F1 R P f
KNN
Não Média RGB 0.78 0.79 0.79 0.78 0.78 0.79 0.77
Sim Média HLS 0.81 0.81 0.82 0.80 0.80 0.81 0.78
SVM
Não Média HSV 0.80 0.80 0.81 0.80 0.80 0.82 0.77
Sim
Média H e S (HSV)
e H e S (HLS)
0.81 0.82 0.81 0.81 0.81 0.83 0.79
Random
Forest
Não Média LAB 0.80 0.81 0.82 0.80 0.80 0.81 0.78
Sim Média LAB 0.80 0.80 0.80 0.81 0.81 0.82 0.75
Tabela 5.8: Resultados dos melhores modelos para a classificação dos três níveis do ácido
úrico (F1 - F1Score, R - Recall, P- Precision).
5.1.2.3 Conclusões
Concentrações Em semelhança ao observado com as concentrações da glucose, a classi-
ficação das oito concentrações do ácido úrico não obteve resultados favoráveis. Indepen-
dentemente do algoritmo e combinação de features testados, os valores atingidos foram
muito fracos, abaixo dos 0.5 de F1Score. Assim, apesar desta informação quantitativa ser
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mais relevante para o diagnóstico do utilizador, os resultados desta ordem não permitem
a sua inclusão na aplicação.
Ao observar o conjunto de dados, podemos constatar que há equilíbrio total nas vá-
rias classes. No entanto, o número de exemplos para cada classe é muito reduzido (48
exemplos), semelhante ao que acontecia no trabalho anterior com a glucose. Com o au-
mento do número de amostras de algumas classes da glucose (de 24 para 120), as suas
concentrações conseguiram atingir um valor na ordem dos 0.70. Seria então interessante
aumentar o número de exemplos das várias concentrações do ácido úrico, para verificar
se será possível atingir também atingir resultados dessa ordem.
Três Níveis Através do modelo de dados dividido em três níveis, conseguimos atingir
resultados muito superiores, na ordem dos 0.80 de F1Score.
Neste caso, foi possível obter resultados perto dos 0.81 de F1Score com os diferentes
algoritmos. No entanto, o classificador SVM baseado na média das coordenadas H e S da
cor nos espaços HSV e HLS, obteve um melhor valor no fator f do que os restantes.
Apesar de não fornecer um resultado quantitativo sobre a substância, este modelo per-
mite obter resultados satisfatórios fornecendo ao utilizador uma informação qualitativa
relevante sobre o seu nível de ácido úrico.
Ao observar o conjunto de dados, constatamos que há equilíbrio entre as classes mais
elevadas, sendo que a mais baixa tem uma diferença de 48 elementos. Seria então impor-
tante aumentar também o número de elementos desta classe para manter o equilíbrio do
conjunto, o que poderia levar a melhores resultados na classificação.
Conjunto de Dados Geralmente, o conjunto de dados do ácido úrico fornecido pelo CE-
NIMAT não tem o tamanho suficiente para facultar um melhor resultado na classificação.
No entanto, os resultados obtidos com esta gama de cor através dos níveis de referência
mostram que existe potencial para obter bons resultados na classificação desta gama de
cores. Independentemente do modelo de dados (concentrações ou níveis de referência),
para alcançar melhores resultados na classificação, propõe-se o aumento do número de
exemplos para cada classe, mantendo o equilíbrio entre as mesmas.
Outra lacuna na classificação provém do facto de o conjunto de dados não ter exemplos
para o estado em que o sensor está vazio (sem reagente). Isto leva a resultados imprová-
veis caso o utilizador teste um sensor vazio. Seria então também importante incluir um
número de amostras vazias semelhante às restantes classes para que seja possível fazer
esta classificação.
5.2 Calibração
No estudo da calibração foram implementados e testados múltiplos algoritmos descritos
no estado da arte (Secção 3.2). Estes procuram melhorar o desempenho do algoritmo já
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existente na aplicação, eliminando a influência da iluminação nas imagens capturadas,
de modo a reduzir o seu impacto na análise colorimétrica.
Para selecionar o melhor método de calibração, os algoritmos foram comparados
usando a métrica ∆E2000 [40] que descreve a diferença entre duas cores, através do pro-
cesso já detalhado na secção 4.2.3. A partir dos resultados dessa comparação foi selecio-
nado um dos algoritmos para introdução na aplicação.
5.2.1 Seleção do Algoritmo a Implementar
Os sete algoritmos estudados foram comparados com recurso a três fatores:
1. Diferença entre as cores da imagem e das duas referências.
2. Diferença entre as cores de imagens obtidas com os diferentes modelos de smartphone.
3. Diferença entre as cores de imagens obtidas com as diferentes iluminações.
Tal como uma das referências usadas, os classificadores são treinados a partir de
imagens de amostras obtidas com o scanner do CENIMAT. Como pretendemos aproximar
as características das imagens capturadas no dispositivo móvel das imagens usadas para
o treino dos classificadores, precisamos de valorizar a menor diferença entre elas.
Ao procurar reduzir a influência de fatores externos na imagem, podemos estar a
adulterar a cor que pretendemos corrigir. Esta alteração da cor é particularmente nociva,
visto que não será muito relevante manter a consistência entre dispositivos e iluminações
diversas, se a cor for completamente diferente da presente no conjunto de dados fornecido
para o treino. Deste modo, o fator mais importante na comparação é a diferença entre as
cores das imagens após a correção e as suas referências. Caso o algoritmo apresente uma
diferença de cores aceitável podemos então observar a diferença entre os fatores externos:
diferentes modelos de smartphone e diferentes iluminações.
Os resultados obtidos para a comparação dos vários algoritmos estão detalhados na
tabela 5.9.
Todos os algoritmos analisados obtiveram melhores resultados que o existente na
versão anterior da aplicação. O valor de ∆E2000 mais reduzido foi obtido com a versão
melhorada do algoritmo anterior (secção 4.2.1), seguido de perto pelos restantes algorit-
mos. No entanto, o algoritmo proposto por Zhang et al. e o algoritmo anterior atingiram
resultados muito mais elevados. Estes resultados elevados indicam logo à partida que
estes métodos não são os mais apropriados para a correção que pretendemos.
O algoritmo anterior [37] apresenta resultados aceitáveis para a diferença entre os
modelos de smartphone. Porém, atinge um dos piores resultados em relação à comparação
com as referências e entre iluminações.
A proposta de Zhang et al.[54] é a mais complexa em análise, no que diz respeito à
aplicação de transformações entre modelos de cor menos triviais e de sucessivas regres-
sões polinomiais para correção da imagem. No entanto, obteve o pior resultado de todos
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Anterior Modificado
Jia
et al.
Lee
et al.
Lopez
Ruiz
et al.
Zhang
et al.
Souza
et al.
Comparação
entre cores
3134.30 1329.72 1285.20 1613.77 1688.19 2263.75 1365.79
Comparação
entre
modelos
266.23 157.31 243.75 149.43 192.06 374.64 445.92
Comparação
entre luzes
694.67 543.47 617.72 474.98 447.82 1013.16 430.51
Total 4095.21 2030.50 2146.66 2238.18 2328.06 3651.55 2242.22
Tabela 5.9: Somas do ∆E2000 para a comparação dos algoritmos estudados.
os novos algoritmos em estudo, sendo ainda o pior de todos em relação à comparação da
cor entre diferentes iluminações.
O algoritmo modificado apresenta resultados favoráveis em todos os fatores, sendo
um dos melhores em termos da diferença entre as cores e entre diferentes dispositivos.
Outro ponto positivo é o facto deste aplicar uma única transformação na imagem, baseada
apenas nas cores de referência. Para além da simplicidade do método, a sua introdução
na aplicação também é relativamente simples, visto que se trata do algoritmo já imple-
mentado, modificado apenas para incluir um maior número de cores de referência.
Outras abordagens propostas por Jia et al.[14] e Lee e Woo[19] apresentam resulta-
dos favoráveis em todas as vertentes, sendo os melhores em relação à diferença entre os
modelos de smartphone e à diferença entre as cores, respetivamente. No entanto, ambos
incorrem em problemas semelhantes, que dificultam a sua implementação no nosso sis-
tema. Estes métodos requerem a extração da cor de várias zonas específicas dos sensores
(molduras e círculos) que, para serem recolhidas, envolvem múltiplas operações de pro-
cessamento de imagem. Estas operações tornam o seu processo menos eficiente que a
maioria dos algoritmos estudados. Estes métodos requerem ainda uma modificação total
do design do biossensor. Como o sensor está sujeito a uma disposição restrita devido aos
canais de microfluidica, quaisquer modificações mais complexas têm de ser estudadas e
aprovadas pelo CENIMAT.
Como esperado, o algoritmo de Lopez-Ruiz et al.[20] atingiu bons resultados em
termos da diferença entre iluminações e entre dispositivos. No entanto, apresentou re-
sultados menos favoráveis na comparação entre as cores das imagens e das referências.
Tal deve-se ao facto de recorrer à lanterna do smartphone para tentar reduzir a influência
da luz externa. Isso torna as cores mais consistentes entre os dispositivos com lanternas
semelhantes e entre as diferentes iluminações, mas altera-as significativamente quando
comparadas com as das referências. Para além disso, neste contexto foram testados dois
dispositivos com lanternas semelhantes, mas caso sejam utilizados modelos com lanter-
nas de intensidade ou cor diferentes, a diferença entre as luzes pode vir a prejudicar a
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consistência entre os modelos de smartphone.
Por último, a proposta de Souza et al.[44] baseada numa cor relativa apresentou resul-
tados favoráveis em termos da diferença entre cores e entre iluminações, sendo a melhor
em relação às iluminações. No entanto, apresenta o pior resultado de todos no que diz
respeito à diferença entre modelos de smartphone. Ademais, a sua implementação no sis-
tema seria mais difícil. Como não é baseado na cor da imagem num determinado espaço
de cor, mas sim em valores calculados a partir da cor da imagem e de uma referência,
os valores resultantes não seriam em nada semelhantes às cores extraídas diretamente
das placas para treino dos classificadores. Isto levaria à necessidade da alteração não só
da parte referente à correção da cor mas também da extração e processamento de dados
necessários para o treino dos classificadores.
Assim, baseado nos resultados obtidos e em todos os fatores adicionais foi escolhida
para implementação a versão melhorada do algoritmo anterior, descrito na secção 4.2.1.
5.2.2 Alterações no Biossensor
Após a seleção do método de calibração, foi proposto ao CENIMAT o design final do
sensor, presente na figura 5.1a. A partir do design proposto, o laboratório realizou algumas
modificações no sensor para assegurar que o comportamento dos reagentes envolvidos
na análise se mantinha consistente com o anterior.
As alterações consistem na introdução de texto na parte superior e na mudança de cor
do fundo de branco para preto, originando um sensor semelhante ao presente na figura
5.1b.
(a) Sensor com fundo branco criado para tes-
tar o algoritmo de calibração. (b) Sensor final com fundo preto.
Figura 5.1: Diferenças entre os sensores desenvolvidos para aplicar o novo método de
calibração.
Face a esta mudança de cor optou-se por validar o método de correção selecionado,
comparando os resultados da correção para o sensor branco e para o sensor preto. Assim,
foram fotografados os dois tipos de sensores sob as diferentes iluminações e com as
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diferentes câmaras, tendo sido aplicado mesmo processo de teste usado na secção anterior.
Os resultados obtidos estão descritos na tabela 5.10.
Sensor Branco Sensor Preto
Comparação entre Cores 1084.82 1117.34
Comparação entre Modelos 114.36 127.80
Comparação entre Luzes 312.32 335.76
Total 1511.51 1580.89
Tabela 5.10: Somas do ∆E2000 para a comparação da correção entre as diferentes cores do
sensor
Apesar de haver uma ligeira diferença entre os valores obtidos para os dois sensores,
esta não é significativa o suficiente para se considerar que o método de correção escolhido
é afetado pela mudança de cor do fundo do sensor. Podemos então considerar que o
algoritmo selecionado previamente continua a ser a melhor escolha para a aplicação.
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Implementação
Neste capítulo é feita a descrição da implementação dos processos de deteção, calibração
e análise colorimétrica selecionados a partir dos resultados apresentados no capítulo
anterior, na aplicação Android.
No seguimento do projeto anterior, a aplicação móvel continua a ser desenvolvida
para o sistema Android1, com interface gráfica baseada no Material Design2, um conjunto
de indicações para o design das aplicações Android fornecidas pela Google.
No que diz respeito à interface gráfica foram feitas poucas alterações, nomeadamente
as necessárias à apresentação dos resultados do ácido úrico e à deteção. O conjunto de
ecrãs principais da aplicação móvel está disponível no apêndice H.
Os algoritmos e métodos implementados para a deteção, extração e análise das cores
do biossensor foram desenvolvidos em C++, utilizando as funcionalidades da biblioteca
de processamento de imagem OpenCV [4] na sua versão destinada a desenvolvimento em
Android. Esta biblioteca é open source e contém inúmeros algoritmos de visão computaci-
onal optimizados, sendo amplamente usada em contexto empresarial e de investigação.
Inclui ainda funcionalidades de aprendizagem automática, que foram utilizadas para
implementar na aplicação os classificadores selecionados.
6.1 Deteção do Sensor
Um dos objetivos desta dissertação passa pela preparação do sistema anterior para detetar
o novo biossensor proposto por Pinheiro [33].
Como podemos observar na figura 6.1b, o novo sensor difere do detetado anterior-
mente, presente na figura 6.1a, ao apresentar quatro zonas para análise em vez de apenas
1https://www.android.com
2https://material.io/
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uma. Para além disso não estão presentes as quatro cores de referência definidas previa-
mente para a calibração da cor da imagem.
Este novo dispositivo é um biossensor multiplex capaz de medir concentrações de
glucose, ácido úrico, colesterol e ainda valores de pH. A cada um desses marcadores
corresponde um círculo no sensor, denominado de poço. Nestes poços encontramos a cor
que será extraída para fazer a análise, sendo esta obtida através de reações decorrentes da
colocação da amostra química num único ponto, localizado na parte de trás do sensor. A
amostra dirige-se depois para os diferentes poços através de canais de microfluídica [33].
Para permitir a introdução do novo método de calibração da cor selecionado no capí-
tulo anterior (Secção 5.2), foram incluídas no design do sensor oito zonas de referência
de diferentes cores. Esta alteração dá origem ao sensor final presente na figura 6.1d.
(a) Biossensor usado anteriormente [37] com
um poço para análise da glucose e quatro
áreas de referência.
(b) Novo biossensor [33] com quatro poços
para análise: glucose(G), ácido úrico (uA),
colesterol (C) e pH.
(c) Modificação proposta para incluir o novo
método de calibração.
(d) Biossensor final com a inclusão das zonas
de referência propostas para a calibração.
Figura 6.1: Biossensores utilizados nas várias versões do projeto.
O processo de deteção segue o mesmo processo realizado anteriormente [37], com
a alteração de fatores relacionados com as novas dimensões do sensor. As operações de
processamento de imagem aplicadas são detalhadas na secção 2.1.2. O utilizador deve
posicionar o sensor no interior das linhas mostradas no ecrã da aplicação. Caso a imagem
obtida se encontre focada, será feita uma captura periódica de imagens dessa área de
modo a localizar os poços onde se encontram as amostras que se pretende analisar. A
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componente de deteção envolve as seguintes fases:
• Verificar se a imagem está focada - A imagem capturada é convertida para tons de
cinzento e é aplicado um filtro de Laplace para deteção de contornos [5]. De seguida
é calculada a variância dos pixels da imagem e o valor resultante é comparado com
um limiar. Este limiar foi definido através do cálculo da variância para imagens
focadas e desfocadas do sensor sob diferentes iluminações. Caso a variância da
imagem seja inferior ao limiar estabelecido a imagem é considerada como desfocada.
(a) Imagem desfocada com variância = 7. (b) Imagem focada com variância = 396.
Figura 6.2: Exemplo da variância para um sensor focado (b) e desfocado (a).
• Detetar as doze zonas do sensor - Caso a imagem esteja focada prossegue-se com
a deteção do sensor. A zona onde se encontram os círculos é selecionada com base
nas dimensões do sensor. A partir desta zona, segue-se um conjunto de passos para
identificar os círculos:
1. Converter a imagem para tons de cinzento - O valor de cinzento aplicado a
cada pixel corresponde ao valor máximo entre os seus componentes RGB.
2. Aumentar o brilho da imagem - Os componentes RGB de cada pixel são
multiplicados por um fator r, nunca ultrapassando 255. Este fator inicia a um
mas é incrementado cada vez que se aplica o algoritmo. Quando r for superior
a cinco volta a ser reposto a um.
(a) r = 1. (b) r = 2. (c) r = 3.
(d) r = 4. (e) r = 5.
Figura 6.3: Exemplo dos efeitos do aumento do brilho no sensor.
69
CAPÍTULO 6. IMPLEMENTAÇÃO
3. Aplicar um filtro Gaussiano - Um dos filtros mais comuns para redução de
ruído, onde é aplicado à imagem uma máscara baseada numa função Gaussiana
[5].
Figura 6.4: Resultado do filtro gaussiano.
4. Binarização com threshold adaptativo - Na binarização com threshold simples
caso o pixel tenha um valor superior ao threshold é lhe atribuído 255, caso
contrário fica a zero. No método adaptativo, o algoritmo calcula o threshold a
aplicar. Neste caso, para cada pixel, o threshold é a média da sua vizinhança
menos o valor de uma constante [5].
Figura 6.5: Resultado da binarização do sensor.
5. Aplicar a Hough Circle Transform - Esta operação resulta num conjunto de
círculos [5]. Esse conjunto é de seguida filtrado, sendo removidos quaisquer
círculos que se intersectem uns com os outros.
(a) Resultado da Hough Circle Transform. (b) Resultado final.
Figura 6.6: Círculos detetados antes e depois da filtragem.
6. Validação da Deteção - A validação do processo da deteção depende do nú-
mero de círculos restantes e se estes se encontram completamente dentro da
zona esperada (parte do sensor mostrada na figura 6.6).
Caso os doze círculos pretendidos sejam corretamente detetados, é mostrada ao utili-
zador no ecrã a imagem do sensor com as zonas assinaladas, como podemos observar na
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figura 6.7. Isto se este tiver selecionado o modo de depuração nas definições da aplicação.
Quando o modo de depuração não está ativo, é mostrado ao utilizador diretamente ao
resultado da análise após a deteção. Caso a deteção não tenha sucesso, é capturada outra
imagem do sensor para que se possa repetir o processo.
Figura 6.7: Ecrã da aplicação no momento da deteção do sensor. Quando a aplicação se
encontra no modo de depuração as regiões detetadas estão assinaladas a verde.
6.2 Calibração da Cor
O algoritmo selecionado para a calibração das cores da imagem do sensor, já descrito na
secção 4.2.1, é baseado em oito zonas de referência de diferentes cores. Para incluir este
algoritmo na aplicação foi apenas necessário adaptar a deteção do sensor e o cálculo das
matrizes de correção já existentes para acomodar as quatro referências adicionais.
Para validar a consistência dos resultados obtidos na fase de seleção do algoritmo,
foram realizados testes através da aplicação, utilizando os biossensores finais de diversas
concentrações. Os sensores foram capturados sob as mesmas três condições de iluminação
referidas e com os mesmos dois dispositivos. Podemos observar um exemplo nas figuras
6.8 e 6.9, sendo que os resultados integrais estão disponíveis na secção B.3.
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(a) Imagem original (b) Deteção do sensor (c) Imagem corrigida
Figura 6.8: Deteção e correção do sensor através da aplicação com o smartphone Samsung
S8 sob luz Led
(a) Imagem original (b) Deteção do sensor (c) Imagem corrigida
Figura 6.9: Deteção e correção do sensor através da aplicação com o smartphone Motorola
G3 sob luz Led
Através da observação das imagens obtidas é possível verificar a consistência da cor-
reção não só em relação às imagens obtidas durante a seleção do algoritmo, mas também
ao comparar as imagens de diferentes iluminações e dispositivos móveis.
No trabalho anterior [37] foram observados problemas com a correção dos sensores
vazios, nomeadamente a existência de um tom azul ou verde na imagem após a correção.
Estas tonalidades inesperadas levaram à obtenção de resultados incorretos na análise.
Como é possível observar na figura 6.10, a nova correção implementada não resulta em
sensores com este tipo de tonalidades, pelo que este problema aparenta ter sido solucio-
nado com a adição das novas cores de referência.
(a) Correção da cor anterior [37]. (b) Correção atual da cor
Figura 6.10: Comparação entre a correção implementada anteriormente e a correção atual,
para o sensor vazio sob luz fluorescente.
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6.3 Análise Colorimétrica
6.3.1 Implementação
Todo o processo de estudo e seleção dos melhores classificadores para a análise colori-
métrica (secção 4.1) foi feito com recurso à biblioteca Scikit-Learn para a linguagem de
programação Python. Para permitir a implementação dos modelos na aplicação, todo o
processamento de dados necessário e o treino dos três classificadores selecionados, foi
reproduzido na linguagem C++ através de funções da biblioteca OpenCV.
Os classificadores selecionados com base nos resultados detalhados na secção 5.1 são:
• Classificação da glucose em quatro níveis de referência:
– Em jejum - Algoritmo KNN baseado na média, desvio padrão e assimetria dos
três componentes do modelo YUV, sem aplicação de PCA.
– Duas horas após a refeição - Algoritmo KNN baseado na média dos compo-
nentes L e S do modelo HLS, sem aplicação de PCA (figura 6.11).
• Classificação do ácido úrico em três níveis de referência - Algoritmo SVM baseado
na média dos componentes H e S dos modelos de cor HSV e HLS, com aplicação de
PCA (figuras 6.12 e 6.13).
As representações gráficas com recurso a pca e as regiões de decisão correspondentes
todos os modelos testados estão disponíveis nos anexos G e F, respetivamente.
Um dos principais objetivos da aplicação é a rápida análise da cor da amostra e apre-
sentação do resultado. Assim, não seria eficiente realizar o processamento dos dados e
o treino dos classificadores de cada vez que fosse necessário analisar uma nova amostra.
Deste modo, os classificadores treinados e os resultados do PCA nos vários conjuntos de
dados, são exportados para ficheiros incluídos na própria aplicação. Tal permite a sua
reutilização para que em cada análise só seja processada a nova amostra que é depois
aplicada diretamente ao classificador para previsão.
Em relação à classificação do ácido úrico, devido à inexistência de exemplos referentes
ao sensor vazio, o classificador não está preparado para identificar amostras vazias. Para
evitar a incerteza de resultados para esta situação em particular, foi estabelecido um valor
de cor base para o estado vazio. Todas as amostras com valores RGB acima desta cor são
consideradas vazias. Esta cor base foi estimada a partir da média da cor de amostras do
sensor vazio sob diversas iluminações (solar, led, fluorescente). No entanto, esta não é a
melhor solução pois a cor do sensor vazio é algo semelhante à apresentada para algumas
concentrações. Deste modo é proposto no futuro a inclusão de exemplos vazios para que
possa ser feita a classificação para estes casos.
73
CAPÍTULO 6. IMPLEMENTAÇÃO
Chapters/Figures/reg_decisao/glucose/4Niveis/2hour/Mean L+S(HLS) basic non pca_knn_mesh_2hour_4.png
Figura 6.11: Região de decisão do algoritmo KNN para os quatro níveis da glucose, (duas
horas após a refeição), baseado nas componentes L e S dos espaços de cor HLS (sem PCA).
6.3.2 Procedimento da Análise
Para realizar uma análise, após a deteção do sensor é pedido ao utilizador que escolha
entre estado de jejum ou duas horas após a refeição. Consoante a escolha são selecionados
o classificador e o modelo aplicado à glucose. A análise do ácido úrico apenas inclui um
modelo, pelo que não é necessário qualquer seleção.
As imagens das zonas extraídas dos dois poços superiores do sensor são depois cor-
rigidas de acordo o processo calibração selecionado. Após a correção são calculados os
descritores de cor necessários para a análise. Esses dados são depois normalizados e pro-
cessados com o PCA, caso necessário, e introduzidos no classificador para obter a previsão
do resultado. Por último, o resultado da classificação é apresentado no ecrã da aplicação,
acompanhado da descrição da cor extraída de cada região (Figura 6.14).
6.3.3 Testes
As bibliotecas de aprendizagem automática utilizadas na seleção dos classificadores e na
implementação são muito distintas. Assim, para verificar se o comportamento dos algorit-
mos se manteve como era esperado, optou-se por testar o sistema com algumas amostras
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Figura 6.12: Visualização dos dados baseados nas H e S dos espaços de cor HLS e HSV,
com recurso a PCA.
Figura 6.13: Região de decisão do algoritmo SVM para os três níveis de referência do
ácido úrico, baseado nas componentes H e S dos espaços de cor HLS e HSV (com PCA).
iguais às usadas para o treino dos classificadores. Como era esperado, os classificadores
identificaram todas as amostras corretamente.
Foram ainda feitos testes com aplicação sob os três tipos de iluminação diferentes
(solar, fluorescente e led) com recurso a novos biossensores fornecidos pelo CENIMAT.
Estes sensores consistem em amostras referentes não só a concentrações já conhecidas
mas também a valores não usados durante o processo de treino:
• Ácido úrico - Vazio, 4 mM (nível alto), 1 mM (nível alto) e 1.5 mM (nível alto).
• Glucose - Vazio, 7.5 mM (jejum: diabetes, duas horas: normal/pré-diabetes), 1.5
mM (jejum: normal/pré-diabetes, duas horas: Hipoglicemia), 15 mM (jejum e duas
horas: diabetes).
Independentemente do smartphone utilizado, a aplicação classificou corretamente to-
dos os exemplos do ácido úrico. Em relação à glucose, apesar de conseguir classificar
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Figura 6.14: Ecrã da apresentação dos resultados da análise na aplicação
corretamente os exemplos referentes ao nível mais elevado (diabetes) e ao vazio, os clas-
sificadores não foram consistentes ao analisar sensores com as duas classes intermédias.
Isto está de acordo com a maior capacidade do sistema para fazer uma análise qualitativa.
Contudo, estas amostras foram obtidas com recurso a processos laboratoriais diferen-
tes dos usados nas amostras anteriores. Assim, as cores produzidas diferem um pouco
das usadas no treino dos classificadores.
Outra condicionante está relacionada com o tempo decorrido desde a colocação do
reagente até ao teste com o smartphone. Caso se demore mais do que alguns minutos a
realizar o teste, a cor fica alterada e à medida que o tempo passa vai alterar cada vez
mais. Esta situação dificulta a realização dos testes diretamente com a aplicação pois o
laboratório onde são feitos os sensores apenas tem iluminação fluorescente e é necessário
testar as outras iluminações. Deste modo, todos os testes foram feitos com algumas horas
depois da introdução da amostra no sensor. Como se pode ver na figura 6.15, as cores são
bastante diferentes, principalmente no caso do ácido úrico.
Assim, com exceção do sensor vazio, os resultados dos testes podem ter sido condicio-
nados por estas situações.
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(a) Algumas horas após a colocação da amos-
tra. (b) Logo após a colocação da amostra.
Figura 6.15: Comparação entre as cores das amostras logo após a colocação dos reagentes
e algumas horas depois.
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Conclusões e Trabalho Futuro
De acordo com os objetivos da dissertação foi desenvolvida uma nova versão da aplicação
capaz de analisar e classificar as duas substâncias presentes no novo biossensor (glucose
e ácido úrico), através de algoritmos de aprendizagem automática.
Um dos objetivos consistia na adaptação do método de deteção da aplicação móvel
ao novo biossensor. O sistema conseguiu detetar com sucesso todas as modificações de
disposição e dimensões que foram sendo feitas ao sensor no decorrer da dissertação,
incluindo a adição de zonas de referência para suportar o novo método de calibração
implementado.
O método de calibração da cor do sensor proposto na versão anterior não era satis-
fatório. Para colmatar as lacunas da aplicação na calibração da cor, foi feito um estudo
de vários algoritmos de calibração existentes. Foi ainda proposto um novo método de
correção baseado na extensão do algoritmo anterior com a adição de cores de referência
adicionais ao biossensor. Os resultados obtidos com este novo método foram muito superi-
ores na redução das influências externas na cor, quando comparado com o implementado
anteriormente.
Em relação à análise colorimétrica, para além de introduzir o ácido úrico na aplicação,
pretendia-se repetir o processo desenvolvido no trabalho anterior, na tentativa de melho-
rar os resultados obtidos anteriormente na classificação da glucose através da introdução
de um conjunto de dados maior. No entanto, o novo conjunto de dados fornecido para
a glucose não era consistente em relação à cor correspondente a cada concentração. As-
sim, como não foi possível incluir todos os novos exemplos, apesar de maior, o conjunto
tornou-se muito desequilibrado, prejudicando os resultados obtidos para a glucose.
Em comparação com o processo de análise anterior, procurou-se fornecer mais infor-
mação ao classificador a partir da cor da amostra, recorrendo não só à média da cor em
diversos espaços de cor, mas também ao seu desvio padrão e assimetria. Foi então incluída
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uma fase ao processo que procura estudar a cor das amostras, de modo a identificar as
melhores features possíveis para cada modelo de dados.
Em relação à glucose, foram analisados os dois modelos testados anteriormente: as
concentrações fornecidas e os quatro níveis de referência, bem como um terceiro modelo
que faz a divisão total dos níveis de referência (5 níveis).
Apesar do aumento do conjunto de dados, infelizmente não foi possível obter me-
lhores resultados para os modelos definidos no trabalho anterior. Os resultados para a
classificação das concentrações mantiveram-se muito baixos. No entanto, foi possível ob-
ter resultados promissores (20% superiores) através de classificadores baseados nos três
momentos da cor. Com o modelo dos quatro níveis, foram atingidos os resultados mais
elevados para esta substância. Todavia, estes foram inferiores aos verificados anterior-
mente sendo que, no estado de duas horas após a refeição, foram cerca de 5% inferiores e
no de jejum chegaram a ser 10% inferiores.
O novo modelo dos cinco níveis foi testado por fornecer uma informação mais deta-
lhada ao utilizador. No entanto, apesar de os seus resultados serem favoráveis, foram
ainda inferiores aos obtidos no modelo dos quatro níveis, pelo que não foi possível
introduzi-lo na aplicação.
No que diz respeito à análise do ácido úrico, esta foi implementada de raiz na aplica-
ção, seguindo os mesmos procedimentos da glucose. Durante o seu estudo procurou-se
fazer uma classificação quantitativa das várias concentrações, mas tal como o observado
na glucose, esta configuração obteve resultados muito insuficientes. Deste modo, foi cri-
ado um modelo a partir dos níveis de referência desta substância para o sexo masculino.
Apesar deste não fornecer um resultado quantitativo, permite ao utilizador uma informa-
ção qualitativa relevante para o seu estado de saúde. Através deste modelo, foi possível
obter resultados muito favoráveis para uma primeira análise.
Outros objetivos da dissertação procuravam que a introdução de novas substâncias
fosse assegurada com alterações mínimas na interface da aplicação, mantendo assim a
boa usabilidade conseguida nos testes de usabilidade realizados anteriormente. Assim,
a introdução da nova substância na aplicação foi feita através de pequenas alterações ao
ecrã onde eram já mostrados os resultados da análise da glucose.
Apesar de terem sido discutidas várias funcionalidades para melhorar a experiência
do utilizador ao realizar a análise, foi dada prioridade à análise e classificação dos dados
e ao desenvolvimento da calibração da cor. Estas funcionalidades são descritas como
trabalho futuro, mas não foram introduzidas, pelo que não se considerou necessário
realizar novos testes de usabilidade.
7.1 Trabalho Futuro
Classificação da glucose: No decorrer da conclusão desta dissertação foi desenvolvida
no CENIMAT uma nova gama de cores para a classificação da glucose. Esta gama é mais
semelhante à desenvolvida para o ácido úrico, visto que possui uma mudança de cor
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distinguível a olho nu. Em comparação com a gama usada nesta dissertação (figura 7.1),
esta aparenta ser mais promissora para a separação das várias concentrações. Apresenta
uma variação significativa em certas features de alguns espaços de cor, principalmente na
componente V do espaço de cor HSV, quando comparada com a variação obtida na gama
anterior.
Figura 7.1: Comparação entre as gamas de cores disponíveis para a glucose: a usada nesta
dissertação (vermelho) e a nova (verde).
Para procurar obter melhores resultados na classificação da glucose, seria então im-
portante repetir o processo de análise realizado, de modo a fazer um estudo e seleção das
features e classificadores que permitam obter os melhores resultados com esta gama de
cores. Outro fator seria a utilização de um conjunto de dados equilibrado, com um maior
número de exemplos por concentração do que os fornecidos para esta dissertação.
Entretanto, caso a análise das concentrações não consiga atingir resultados suficien-
temente elevados para permitir a análise quantitativa, o ideal seria obter valores que
permitissem introduzir na aplicação o modelo dos cinco níveis de referência, visto que
este fornece uma informação mais útil e clara ao utilizador do que o existente.
Classificação do ácido úrico: A primeira análise do ácido úrico mostrou resultados
promissores na classificação dos níveis de referência. No entanto, para procurar melhorar
os resultados para os níveis ou até para a classificação quantitativa das concentrações,
seria importante aumentar o tamanho do conjunto de dados disponível, mantendo o
equilíbrio já existente entre as várias classes.
Uma lacuna existente na análise desta substância é o facto de o estado vazio do sensor
não estar incluído na classificação, o que a torna algo limitada. Tal ocorre, pois, não
foram fornecidos exemplos para o estado em que o sensor está vazio (sem reagente).
Assim, para evitar resultados inesperados ao testar um sensor vazio é então necessário
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que seja fornecido um número de exemplos semelhante ao das outras concentrações, mas
correspondentes ao estado vazio do sensor.
Caso os resultados obtidos com um maior conjunto de dados sejam mais favoráveis
seria ainda importante implementar o modelo dos níveis de referência correspondentes
ao sexo feminino, de modo a que a análise possa abranger todos os possíveis utilizadores.
Análise colorimétrica: Neste tipo de análise, como a única fonte de informação dis-
ponível é a cor da amostra, as gamas de cores disponibilizadas influenciam muito os
resultados. Apesar de haver diferenças visíveis entre as amostras das concentrações mais
elevadas e mais baixas, a variação da cor entre as concentrações intermédias é reduzida,
não sendo visível a olho nu. Este detalhe torna a separação deste tipo de dados mais
complicada.
Até agora, devido à necessidade da implementação, todos os algoritmos estudados no
contexto desta aplicação foram algoritmos de classificação comuns, presentes na biblio-
teca OpenCV. Deste modo, pode ser interessante efetuar um estudo mais aprofundado no
âmbito da aprendizagem automática, de forma a perceber se há alguma alternativa que
permita atingir melhores resultados na classificação deste tipo de dados.
Aplicação Móvel: Para que a aplicação tenha mais utilidade para o utilizador que
efetua a análise, seria importante adicionar funcionalidades que tornem todo o processo
o mais simples e claro para o utilizador, procurando obter o melhor resultado possível
para a análise.
Seria então interessante modificar a aplicação para que acompanhe o utilizador du-
rante todo o processo da análise, desde a colocação do reagente no biossensor até à deteção
e apresentação do resultado. A aplicação deve mostrar ao utilizador onde colocar a amos-
tra no sensor. De seguida, um temporizador indicaria o tempo ótimo para obter a melhor
cor possível para a análise. Com esse tempo esgotado, seria indicado ao utilizador que
pode então iniciar a deteção do sensor para obter o resultado.
Ao fornecer esta informação adicional ao utilizador é possível reduzir a influência do
indivíduo no resultado da análise.
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Resultados da Comparação da Cor
Neste apêndice estão disponíveis os resultados dos testes realizados para a comparação e
avaliação dos algoritmos de correcção da cor do sensor, detalhados na secção 3.2.
As imagens do sensor, capturadas sob diferentes condições de iluminação (solar, led,
fluorescente) e dispositivos (Samsung S8, Motorola G3), são comparadas entre si e com
imagens de referência. A diferença entre as imagens é quantificada usando a métrica
∆E2000 [40].
A.1 Comparação da Correção das Imagens sob os Três Tipos de
Iluminação Analisados
Anterior Modificado
Jia
et al.
Lee
et al.
Lopez-Ruiz
et al.
Zhang
et al.
Souza
et al.
Luz Fluorescente 88.12 61.18 118.01 70.43 115.29 128.29 207.59
Luz Led 139.65 63.37 54.04 26.94 45.39 54.38 59.38
Luz Solar 38.46 32.76 71.70 52.05 31.38 191.98 178.95
Total 266.23 157.31 243.75 149.43 192.06 374.64 445.92
Tabela A.1: Soma do ∆E2000 para a comparação entre as imagens obtidas com os dois
modelos de smartphone analisados.
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A.2 Comparação da Correção das Imagens entre os Modelos de
Smartphone Analisados
Anterior Modificado
Jia
et al.
Lee
et al.
Lopez-Ruiz
et al.
Zhang
et al.
Souza
et al.
Motorola G3 365.01 275.77 314.48 218.13 255.28 611.73 294.48
Samsung S8 329.66 267.70 303.24 256.85 192.53 401.43 136.03
Total 694.67 543.47 617.72 474.98 447.82 1013.16 430.51
Tabela A.2: Soma do ∆E2000 para a comparação entre as várias iluminações analisadas
para cada modelo de smartphone.
A.3 Comparação entre os Resultados da Correção e as
Referências
Anterior Modificado
Jia
et al.
Lee
et al.
Lopez-Ruiz
et al.
Zhang
et al.
Souza
et al.
Luz Fluorescente
Motorola G3
415.15 90.66 109.24 133.23 147.23 165.19 63.90
Luz Fluorescente
Samsung S8
377.01 101.67 93.46 161.58 174.39 119.97 20.60
Luz Led
Motorola G3
584.57 266.53 201.77 273.97 267.17 105.27 16.66
Luz Led
Samsung S8
492.09 116.43 90.28 155.76 148.67 94.49 11.80
Luz Solar
Motorola G3
65.17 75.48 80.69 145.20 135.29 282.04 11.64
Luz Solar
Samsung S8
368.58 69.11 91.00 160.35 137.41 141.26 12.40
Total
Motorola G3
1064.88 432.67 391.70 552.39 549.69 552.50 92.21
Total
Samsung S8
1237.68 287.21 274.74 477.69 460.47 355.72 44.80
Total 2302.56 719.89 666.44 1030.08 1010.16 908.23 137.01
Tabela A.3: Soma do ∆E2000 para a comparação entre as imagens de referência e as ima-
gens obtidas com os dois modelos de smartphone analisados.
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A.3. COMPARAÇÃO ENTRE OS RESULTADOS DA CORREÇÃO E AS
REFERÊNCIAS
Anterior Modificado
Jia
et al.
Lee
et al.
Lopez-Ruiz
et al.
Zhang
et al.
Souza
et al.
Luz Fluorescente
Motorola G3
211.87 170.05 229.34 183.08 206.52 296.80 221.14
Luz Fluorescente
Samsung S8
74.52 66.81 44.63 62.13 99.51 197.50 220.42
Luz Led
Motorola G3
208.35 109.01 87.46 70.72 86.36 191.41 213.01
Luz Led
Samsung S8
111.77 88.55 56.15 74.63 78.95 175.08 180.61
Luz Solar
Motorola G3
109.01 86.08 78.63 73.21 97.43 263.26 184.34
Luz Solar
Samsung S8
116.22 89.35 122.54 119.92 109.27 231.48 209.27
Total
Motorola G3
529.23 365.13 395.43 327.01 390.31 751.46 618.49
Total
Samsung S8
302.51 244.70 223.33 256.68 287.72 604.06 610.29
Total 831.74 609.83 618.76 583.69 678.03 1355.53 1228.78
Tabela A.4: Soma do ∆E2000 para a comparação entre os sensores no formato digital e as
imagens obtidas com os dois modelos de smartphone analisados.
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Resultados da Correção da Cor
Neste apêndice estão disponíveis os resultados da correção do biossensor com os vários
algoritmos de calibração da cor, descritos na secção 3.2. Dois dos algoritmos testados
não devolvem a correção integral da imagem, devolvendo apenas o valor da cor corrigida.
Assim, para estes é apenas apresentado o design do sensor usado para realizar o teste.
Por último, são apresentados os resultados obtidos nos testes usando a aplicação móvel,
após a implementação do novo método de correção. Os sensores usados para realizar os
diferentes testes foram capturados em condições de iluminação distintas (fluorescente,
led e solar) com dois smartphones distintos: Samsung S8 (Gama alta) e Motorola G3 (Gama
média).
B.1 Resultados da Correção para Comparação dos Algoritmos
de Calibração Estudados
B.1.1 Luz Fluorescente
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(a) Imagem Original (b) Correção (c) Referência
Figura B.1: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo da versão anterior da aplicação, proposto
por Rodrigues [37], descrito na secção 3.2.3.
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CALIBRAÇÃO ESTUDADOS
(d) Imagem Original (e) Correção (f) Referência
Figura B.1: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo da versão anterior da aplicação, proposto
por Rodrigues [37], descrito na secção 3.2.3.
(a) Imagem Original (b) Correção (c) Referência
Figura B.2: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Lee e Woo [19], descrito na
secção 3.2.2.2.
95
APÊNDICE B. RESULTADOS DA CORREÇÃO DA COR
(a) Imagem Original (b) Correção (c) Referência
Figura B.3: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Lee e Woo [19], descrito na
secção 3.2.2.2.
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(d) Imagem Original (e) Correção (f) Referência
Figura B.3: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Jia et al. [14], descrito em
3.2.2.1.
(a) Imagem Original (b) Correção (c) Referência
Figura B.4: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Jia et al. [14], descrito em
3.2.2.1.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.5: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Zhang et al. [54], descrito
em 3.2.2.4.
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CALIBRAÇÃO ESTUDADOS
(a) Imagem Original (b) Correção (c) Referência
Figura B.6: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Zhang et al. [54], descrito
em 3.2.2.4.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.7: Correção do sensor de fundo branco (cor intensa, cor média e vazio) fotogra-
fado pelo smartphone Motorola G3 através do algoritmo modificado, descrito na secção
3.2.3.
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CALIBRAÇÃO ESTUDADOS
(a) Imagem Original (b) Correção (c) Referência
Figura B.8: Correção do sensor de fundo branco (cor intensa, cor média e vazio) fotogra-
fado pelo smartphone Samsung S8 através do algoritmo modificado, descrito na secção
3.2.3.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.9: Correção do sensor de fundo preto (cor intensa, cor média e vazio) fotografado
pelo smartphone Motorola G3 através do algoritmo modificado, descrito na secção 3.2.3.
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CALIBRAÇÃO ESTUDADOS
(a) Imagem Original (b) Correção (c) Referência
Figura B.10: Correção do sensor de fundo preto (cor intensa, cor média e vazio) fotogra-
fado pelo smartphone Samsung S8 através do algoritmo modificado, descrito na secção
3.2.3.
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B.1.2 Luz Led
(a) Imagem Original (b) Correção (c) Referência
Figura B.11: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo da versão anterior da aplicação, proposto
por Rodrigues [37], descrito na secção 3.2.3.
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(d) Imagem Original (e) Correção (f) Referência
Figura B.11: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo da versão anterior da aplicação, proposto
por Rodrigues [37], descrito na secção 3.2.3.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.12: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Lee e Woo [19], descrito na
secção 3.2.2.2.
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(d) Imagem Original (e) Correção (f) Referência
Figura B.12: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Lee e Woo [19], descrito na
secção 3.2.2.2.
(a) Imagem Original (b) Correção (c) Referência
Figura B.13: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Jia et al. [14], descrito em
3.2.2.1.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.14: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Jia et al. [14], descrito em
3.2.2.1.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.15: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Zhang et al. [54], descrito
em 3.2.2.4.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.16: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Zhang et al. [54], descrito
em 3.2.2.4.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.17: Correção do sensor com fundo branco (cor intensa, cor média e vazio) foto-
grafado pelo smartphone Motorola G3 através do algoritmo modificado, descrito na secção
3.2.3.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.18: Correção do sensor com fundo branco (cor intensa, cor média e vazio) foto-
grafado pelo smartphone Samsung S8 através do algoritmo modificado, descrito na secção
3.2.3.
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CALIBRAÇÃO ESTUDADOS
(a) Imagem Original (b) Correção (c) Referência
Figura B.19: Correção do sensor com fundo preto (cor intensa, cor média e vazio) foto-
grafado pelo smartphone Motorola G3 através do algoritmo modificado, descrito na secção
3.2.3.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.20: Correção do sensor com fundo preto (cor intensa, cor média e vazio) foto-
grafado pelo smartphone Samsung S8 através do algoritmo modificado, descrito na secção
3.2.3.
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CALIBRAÇÃO ESTUDADOS
B.1.3 Luz Solar
(a) Imagem Original (b) Correção (c) Referência
Figura B.21: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo da versão anterior da aplicação, proposto
por Rodrigues [37], descrito na secção 3.2.3.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.22: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo da versão anterior da aplicação, proposto
por Rodrigues [37], descrito na secção 3.2.3.
116
B.1. RESULTADOS DA CORREÇÃO PARA COMPARAÇÃO DOS ALGORITMOS DE
CALIBRAÇÃO ESTUDADOS
(a) Imagem Original (b) Correção (c) Referência
Figura B.23: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Lee e Woo [19], descrito na
secção 3.2.2.2.
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(d) Imagem Original (e) Correção (f) Referência
Figura B.23: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Lee e Woo [19], descrito na
secção 3.2.2.2.
(a) Imagem Original (b) Correção (c) Referência
Figura B.24: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Jia et al. [14], descrito em
3.2.2.1.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.25: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Jia et al. [14], descrito em
3.2.2.1.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.26: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Motorola G3 através do algoritmo proposto por Zhang et al. [54], descrito
em 3.2.2.4.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.27: Correção do sensor (cor intensa, cor média e vazio) fotografado pelo
smartphone Samsung S8 através do algoritmo proposto por Zhang et al. [54], descrito
em 3.2.2.4.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.28: Correção do sensor com fundo branco (cor intensa, cor média e vazio) foto-
grafado pelo smartphone Motorola G3 através do algoritmo modificado, descrito na secção
3.2.3.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.29: Correção do sensor com fundo branco (cor intensa, cor média e vazio) foto-
grafado pelo smartphone Samsung S8 através do algoritmo modificado, descrito na secção
3.2.3.
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(a) Imagem Original (b) Correção (c) Referência
Figura B.30: Correção do sensor com fundo preto (cor intensa, cor média e vazio) foto-
grafado pelo smartphone Motorola G3 através do algoritmo modificado, descrito na secção
3.2.3.
124
B.1. RESULTADOS DA CORREÇÃO PARA COMPARAÇÃO DOS ALGORITMOS DE
CALIBRAÇÃO ESTUDADOS
(a) Imagem Original (b) Correção (c) Referência
Figura B.31: Correção do sensor com fundo preto (cor intensa, cor média e vazio) foto-
grafado pelo smartphone Samsung S8 através do algoritmo modificado, descrito na secção
3.2.3.
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B.2 Outros Sensores Usados na Comparação
A implementação dos algoritmos propostos por Lopez-Ruiz et al. e Souza et al. devolve
apenas o valor da cor após a sua correção. Assim, não são apresentadas as imagens re-
sultantes mas apenas os designs usados para realizar os testes de calibração da cor. Estes
algoritmos são descritos na secção 3.2.2.1.
(a) Sensor de cor elevada (b) Sensor de cor média (c) Sensor vazio
Figura B.32: Sensor usado para testar os algoritmos propostos por Lopez-Ruiz et al. [20]
e Souza et al. [44], descritos na secção 3.2.2.1.
B.3 Resultados da Correção Através da Aplicação Móvel
Após a implementação do método de correção final, os sensores foram corrigidos através
da aplicação, produzindo os resultados apresentados nesta secção.
(a) Sensor vazio com Samsung S8 (b) Sensor vazio com Motorola G3
(c) Sensor baixo com Samsung S8 (d) Sensor baixo com Motorola G3
(e) Sensor médio com Samsung S8 (f) Sensor médio com Motorola G3
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(g) Sensor de alto com Samsung S8 (h) Sensor alto com Motorola G3
Figura B.33: Comparação entre o sensor vazio antes e após a correção da cor, através da
aplicação. Imagens obtidas com recurso aos dois smartphones (Samsung S8 e Motorola G3)
sob iluminação fluorescente.
(a) Sensor vazio com Samsung S8 (b) Sensor vazio com Motorola G3
(c) Sensor baixo com Samsung S8 (d) Sensor baixo com Motorola G3
(e) Sensor médio com Samsung S8 (f) Sensor médio com Motorola G3
(g) Sensor de alto com Samsung S8 (h) Sensor alto com Motorola G3
Figura B.34: Comparação entre o sensor vazio antes e após a correção da cor, através da
aplicação. Imagens obtidas com recurso aos dois smartphones (Samsung S8 e Motorola G3)
sob iluminação led.
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(a) Sensor vazio com Samsung S8 (b) Sensor vazio com Motorola G3
(c) Sensor baixo com Samsung S8 (d) Sensor baixo com Motorola G3
(e) Sensor médio com Samsung S8 (f) Sensor médio com Motorola G3
(g) Sensor de alto com Samsung S8 (h) Sensor alto com Motorola G3
Figura B.35: Comparação entre o sensor vazio antes e após a correção da cor, através da
aplicação. Imagens obtidas com recurso aos dois smartphones (Samsung S8 e Motorola G3)
sob iluminação solar.
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Resultados da Classificação do Ácido Úrico
Neste apêndice são detalhados os resultados obtidos para os vários modelos testados na
classificação das amostras de ácido úrico, cujo processo de análise está descrito na secção
4.1. A discussão dos resultados encontra-se na secção 5.1.2.
Foram considerados três tipos de classificadores (K-Nearest Neighbours, Support Vector
Machines e Random Forest) com os quais foram testadas múltiplas combinações de features
provenientes do trabalho anterior e da análise do próprio conjunto de dados.
Os modelos de classificação das diferentes concentrações e níveis foram explorados
usando dados com e sem a aplicação de PCA, sendo avaliados através de três métricas:
F1-Score, Recall e Precision.
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C.1 Modelos RGB
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média das três componentes do modelo de cor RGB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.41 0.43 0.41 0.36 0.38 0.37
Support Vector Machines 0.39 0.41 0.39 0.36 0.39 0.37
Random Forest 0.38 0.39 0.43 0.42 0.46 0.46
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.35 0.35 0.36 0.34 0.37 0.36
Support Vector Machines 0.47 0.48 0.48 0.40 0.43 0.43
Random Forest 0.21 0.27 0.23 0.24 0.30 0.23
Tabela C.1: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com RGB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.69 0.69 0.70 0.79 0.79 0.80
Support Vector Machines 0.80 0.80 0.81 0.82 0.82 0.83
Random Forest 0.81 0.81 0.82 0.78 0.78 0.80
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.78 0.79 0.79 0.78 0.78 0.79
Support Vector Machines 0.80 0.80 0.80 0.82 0.82 0.82
Random Forest 0.59 0.61 0.59 0.70 0.70 0.72
Tabela C.2: Resultados dos modelos criados para a classificação dos quatro níveis de ácido
úrico com RGB.
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C.2 Modelos HSV
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média das três componentes do modelo de cor HSV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.38 0.39 0.41 0.38 0.40 0.42
Support Vector Machines 0.45 0.45 0.50 0.41 0.44 0.43
Random Forest 0.38 0.38 0.41 0.37 0.41 0.39
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.36 0.37 0.36 0.34 0.37 0.36
Support Vector Machines 0.51 0.51 0.51 0.46 0.48 0.50
Random Forest 0.37 0.39 0.36 0.38 0.42 0.39
Tabela C.3: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com HSV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.81 0.81 0.81 0.79 0.80 0.80
Support Vector Machines 0.82 0.83 0.82 0.80 0.80 0.82
Random Forest 0.78 0.77 0.80 0.80 0.80 0.83
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.78 0.79 0.78 0.79 0.80 0.80
Support Vector Machines 0.80 0.80 0.81 0.80 0.80 0.82
Random Forest 0.82 0.83 0.82 0.76 0.76 0.76
Tabela C.4: Resultados dos modelos criados para a classificação dos quatro níveis de ácido
úrico com HSV.
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C.3 Modelos XYZ
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média das três componentes do modelo de cor XYZ.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.40 0.41 0.40 0.31 0.34 0.31
Support Vector Machines 0.47 0.48 0.48 0.39 0.41 0.40
Random Forest 0.36 0.36 0.38 0.41 0.45 0.42
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.37 0.38 0.38 0.30 0.34 0.31
Support Vector Machines 0.46 0.46 0.47 0.38 0.41 0.39
Random Forest 0.21 0.24 0.20 0.18 0.20 0.19
Tabela C.5: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com XYZ.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.69 0.69 0.69 0.69 0.69 0.72
Support Vector Machines 0.76 0.78 0.77 0.81 0.82 0.82
Random Forest 0.76 0.77 0.76 0.80 0.80 0.81
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.72 0.73 0.72 0.70 0.69 0.71
Support Vector Machines 0.78 0.79 0.79 0.80 0.80 0.82
Random Forest 0.46 0.46 0.46 0.46 0.47 0.49
Tabela C.6: Resultados dos modelos criados para a classificação dos quatro níveis de ácido
úrico com XYZ.
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C.4 Modelos HLS
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média das três componentes do modelo de cor HLS.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.40 0.40 0.40 0.39 0.42 0.40
Support Vector Machines 0.44 0.44 0.44 0.34 0.37 0.36
Random Forest 0.39 0.39 0.42 0.37 0.41 0.38
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.36 0.38 0.36 0.38 0.40 0.41
Support Vector Machines 0.47 0.46 0.47 0.38 0.39 0.39
Random Forest 0.38 0.39 0.39 0.35 0.37 0.36
Tabela C.7: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com HLS.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.81 0.81 0.82 0.80 0.80 0.81
Support Vector Machines 0.83 0.83 0.84 0.81 0.81 0.81
Random Forest 0.78 0.79 0.80 0.80 0.80 0.81
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.77 0.77 0.77 0.81 0.81 0.81
Support Vector Machines 0.85 0.85 0.86 0.82 0.82 0.83
Random Forest 0.76 0.77 0.76 0.75 0.76 0.77
Tabela C.8: Resultados dos modelos criados para a classificação dos quatro níveis de ácido
úrico com HLS.
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C.5 Modelos LAB
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média das três componentes do modelo de cor LAB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.42 0.43 0.43 0.39 0.42 0.41
Support Vector Machines 0.47 0.47 0.48 0.40 0.43 0.42
Random Forest 0.39 0.39 0.41 0.34 0.37 0.35
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.54 0.53 0.55 0.42 0.45 0.42
Support Vector Machines 0.54 0.54 0.55 0.43 0.47 0.45
Random Forest 0.51 0.53 0.56 0.43 0.46 0.45
Tabela C.9: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com LAB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.80 0.81 0.80 0.81 0.82 0.82
Support Vector Machines 0.81 0.82 0.81 0.83 0.83 0.84
Random Forest 0.80 0.81 0.82 0.80 0.80 0.81
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.78 0.79 0.78 0.82 0.82 0.82
Support Vector Machines 0.79 0.80 0.79 0.79 0.79 0.79
Random Forest 0.80 0.80 0.80 0.81 0.81 0.82
Tabela C.10: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com LAB.
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C.6 Modelos YUV
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média das três componentes do modelo de cor YUV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.47 0.48 0.48 0.41 0.43 0.43
Support Vector Machines 0.48 0.48 0.49 0.39 0.42 0.41
Random Forest 0.37 0.38 0.39 0.36 0.39 0.37
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.50 0.50 0.53 0.40 0.43 0.43
Support Vector Machines 0.51 0.51 0.52 0.40 0.44 0.42
Random Forest 0.43 0.45 0.45 0.37 0.41 0.39
Tabela C.11: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com YUV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.77 0.78 0.78 0.80 0.81 0.81
Support Vector Machines 0.80 0.80 0.80 0.83 0.84 0.84
Random Forest 0.72 0.73 0.72 0.78 0.78 0.81
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.80 0.80 0.79 0.81 0.82 0.82
Support Vector Machines 0.82 0.83 0.82 0.78 0.78 0.79
Random Forest 0.80 0.80 0.80 0.77 0.78 0.79
Tabela C.12: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com YUV.
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C.7 Rácio R/B
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados no rácio entre a média das componentes vermelha e azul do modelo de cor RGB,
sem a aplicação de PCA.
Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.30 0.31 0.33 0.40 0.41 0.44
Support Vector Machines 0.28 0.29 0.29 0.39 0.40 0.42
Random Forest 0.28 0.30 0.29 0.38 0.39 0.41
Tabela C.13: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com o rácio entre a média das componentes vermelha e azul do modelo RGB.
Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.69 0.72 0.70 0.71 0.72 0.75
Support Vector Machines 0.67 0.71 0.69 0.69 0.71 0.70
Random Forest 0.66 0.70 0.68 0.70 0.73 0.72
Tabela C.14: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com o rácio entre a média das componentes vermelha e azul do modelo RGB.
C.8 Componente H do Modelo HSV
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média da componente H do modelo de cor HSV, sem a aplicação de PCA.
Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.25 0.27 0.24 0.38 0.40 0.40
Support Vector Machines 0.28 0.28 0.29 0.40 0.42 0.41
Random Forest 0.30 0.32 0.40 0.36 0.38 0.38
Tabela C.15: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com a componente H do modelo HSV.
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Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.72 0.74 0.72 0.70 0.71 0.74
Support Vector Machines 0.72 0.74 0.72 0.70 0.71 0.74
Random Forest 0.64 0.67 0.65 0.70 0.73 0.72
Tabela C.16: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com a componente H do modelo HSV.
C.9 Rácio R/B e Componente H do Modelo HSV
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média da componente H do modelo de cor HSV e no rácio entre a média das
componentes vermelha e azul do modelo de cor RGB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.28 0.31 0.29 0.39 0.41 0.41
Support Vector Machines 0.27 0.28 0.28 0.41 0.43 0.45
Random Forest 0.27 0.29 0.27 0.38 0.42 0.39
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.28 0.31 0.29 0.39 0.41 0.41
Support Vector Machines 0.27 0.28 0.28 0.41 0.43 0.45
Random Forest 0.30 0.31 0.31 0.35 0.38 0.36
Tabela C.17: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com a componente H (HSV) e o rácio entre vermelho e azul (RGB).
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.65 0.68 0.66 0.70 0.72 0.71
Support Vector Machines 0.72 0.74 0.72 0.70 0.71 0.74
Random Forest 0.73 0.73 0.73 0.73 0.73 0.79
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.65 0.68 0.66 0.70 0.72 0.71
Support Vector Machines 0.72 0.74 0.72 0.70 0.71 0.74
Random Forest 0.72 0.74 0.72 0.69 0.71 0.71
Tabela C.18: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com a componente H (HSV) e o rácio entre vermelho e azul (RGB).
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C.10 Componentes A e B do Modelo LAB
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média dos componentes A e B do modelo de cor LAB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.39 0.39 0.40 0.38 0.42 0.40
Support Vector Machines 0.40 0.42 0.40 0.40 0.42 0.42
Random Forest 0.40 0.41 0.43 0.38 0.40 0.42
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.39 0.39 0.40 0.38 0.42 0.40
Support Vector Machines 0.40 0.42 0.40 0.40 0.42 0.42
Random Forest 0.37 0.40 0.39 0.36 0.40 0.38
Tabela C.19: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com as componentes A e B do modelo LAB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.65 0.64 0.74 0.75 0.75
Support Vector Machines 0.64 0.65 0.64 0.76 0.76 0.77
Random Forest 0.69 0.71 0.69 0.74 0.75 0.77
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.65 0.64 0.74 0.75 0.75
Support Vector Machines 0.64 0.65 0.64 0.76 0.76 0.77
Random Forest 0.69 0.72 0.70 0.75 0.76 0.78
Tabela C.20: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com as componentes A e B do modelo LAB.
138
C.11. COMPONENTES H E S DO MODELO HSV
C.11 Componentes H e S do Modelo HSV
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média dos componentes H e S do modelo de cor HSV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.35 0.36 0.36 0.44 0.46 0.47
Support Vector Machines 0.47 0.49 0.49 0.42 0.44 0.47
Random Forest 0.41 0.43 0.44 0.39 0.42 0.42
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.35 0.36 0.36 0.44 0.46 0.47
Support Vector Machines 0.47 0.49 0.49 0.42 0.44 0.47
Random Forest 0.40 0.41 0.42 0.37 0.40 0.39
Tabela C.21: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com as componentes H e S do modelo HSV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.82 0.83 0.82 0.78 0.78 0.79
Support Vector Machines 0.81 0.81 0.81 0.76 0.76 0.79
Random Forest 0.76 0.77 0.77 0.79 0.79 0.80
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.82 0.83 0.82 0.78 0.78 0.79
Support Vector Machines 0.81 0.81 0.81 0.76 0.76 0.79
Random Forest 0.81 0.81 0.81 0.75 0.75 0.77
Tabela C.22: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com as componentes H e S do modelo HSV.
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C.12 Componentes H e S do Modelo HLS
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média dos componentes H e S do modelo de cor HLS.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.42 0.42 0.42 0.36 0.39 0.37
Support Vector Machines 0.44 0.46 0.46 0.31 0.35 0.31
Random Forest 0.28 0.28 0.31 0.25 0.27 0.28
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.42 0.42 0.42 0.36 0.39 0.37
Support Vector Machines 0.44 0.46 0.46 0.31 0.35 0.31
Random Forest 0.27 0.28 0.28 0.30 0.32 0.31
Tabela C.23: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com as componentes H e S do modelo HLS.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.77 0.79 0.77 0.74 0.75 0.76
Support Vector Machines 0.80 0.80 0.79 0.76 0.76 0.77
Random Forest 0.74 0.75 0.73 0.72 0.73 0.74
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.77 0.79 0.77 0.74 0.75 0.76
Support Vector Machines 0.80 0.80 0.79 0.76 0.76 0.77
Random Forest 0.75 0.76 0.75 0.69 0.70 0.71
Tabela C.24: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com as componentes H e S do modelo HLS.
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C.13 Componentes H e S dos Modelos HSV e HLS
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na média dos componentes H e S dos modelos de cor HSV e HLS.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.39 0.41 0.41 0.41 0.43 0.43
Support Vector Machines 0.43 0.43 0.45 0.38 0.41 0.42
Random Forest 0.41 0.41 0.45 0.32 0.36 0.31
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.46 0.46 0.47 0.42 0.45 0.45
Support Vector Machines 0.49 0.50 0.50 0.44 0.47 0.46
Random Forest 0.34 0.35 0.37 0.35 0.36 0.37
Tabela C.25: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com as componentes H e S dos modelos HSV e HLS.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.79 0.80 0.79 0.79 0.80 0.80
Support Vector Machines 0.81 0.82 0.81 0.81 0.81 0.83
Random Forest 0.77 0.77 0.77 0.80 0.80 0.82
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.82 0.83 0.83 0.80 0.81 0.81
Support Vector Machines 0.85 0.85 0.86 0.80 0.80 0.82
Random Forest 0.81 0.82 0.81 0.75 0.76 0.78
Tabela C.26: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com as componentes H e S dos modelos HSV e HLS.
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C.14 Modelo RGB, Componente V (HSV), Componente Z
(XYZ) , Componente A (LAB) e Componente Y (YUV).
Resultados obtidos na classificação das concentrações e dos quatro níveis de ácido úrico,
baseados na combinação da média dos componentes do modelo RGB com as componentes
V do modelo HSV, Z do modelo XYZ, A do modelo LAB e Y do modelo YUV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.41 0.43 0.42 0.34 0.37 0.36
Support Vector Machines 0.40 0.41 0.40 0.36 0.39 0.37
Random Forest 0.39 0.39 0.42 0.41 0.44 0.44
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.43 0.44 0.43 0.34 0.36 0.36
Support Vector Machines 0.40 0.42 0.40 0.35 0.38 0.35
Random Forest 0.19 0.23 0.18 0.22 0.26 0.24
Tabela C.27: Resultados dos modelos criados para a classificação das concentrações do
ácido úrico com o modelo RGB, e as componentes V (HSV), Z (XYZ) , A (LAB) e Y (YUV).
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.73 0.75 0.74 0.79 0.79 0.79
Support Vector Machines 0.77 0.78 0.79 0.83 0.82 0.84
Random Forest 0.83 0.84 0.83 0.81 0.81 0.83
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.74 0.75 0.75 0.78 0.78 0.79
Support Vector Machines 0.79 0.79 0.80 0.82 0.82 0.83
Random Forest 0.61 0.63 0.61 0.71 0.71 0.73
Tabela C.28: Resultados dos modelos criados para a classificação dos quatro níveis de
ácido úrico com o modelo RGB, e as componentes V (HSV), Z (XYZ) , A (LAB) e Y (YUV).
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Resultados da Classificação da Glucose
Neste apêndice são detalhados os resultados obtidos para os vários modelos testados para
a classificação das amostras de glucose, cujo processo de análise está descrito na secção
4.1. A discussão dos resultados encontra-se na secção 5.1.1.4.
Foram considerados três tipos de classificadores (K-Nearest Neighbours, Support Vector
Machines e Random Forest) com os quais foram testadas múltiplas combinações de features
provenientes do trabalho anterior e da análise do próprio conjunto de dados.
Os modelos de classificação das diferentes concentrações e níveis foram explorados
usando dados com e sem a aplicação de PCA, sendo avaliados através de três métricas:
F1-Score, Recall e Precision.
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
D.1 Modelos Com a Média de RGB
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média das três componentes do modelo
de cor RGB.
D.1.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.40 0.41 0.42 0.40 0.43 0.39
Support Vector Machines 0.50 0.50 0.55 0.47 0.49 0.48
Random Forest 0.44 0.46 0.44 0.40 0.43 0.40
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.54 0.53 0.58 0.45 0.48 0.46
Support Vector Machines 0.60 0.59 0.71 0.50 0.53 0.51
Random Forest 0.40 0.42 0.48 0.36 0.41 0.34
Tabela D.1: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média das componentes do modelo RGB.
D.1.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.64 0.65 0.66 0.66 0.67
Support Vector Machines 0.70 0.70 0.71 0.66 0.66 0.68
Random Forest 0.65 0.64 0.67 0.65 0.65 0.67
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.68 0.68 0.69 0.67 0.67 0.69
Support Vector Machines 0.72 0.72 0.73 0.71 0.71 0.73
Random Forest 0.55 0.57 0.56 0.61 0.62 0.63
Tabela D.2: Resultados dos modelos criados para a classificação dos cinco níveis de glucose
em jejum com a média das componentes do modelo RGB.
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D.1. MODELOS COM A MÉDIA DE RGB
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.68 0.66 0.71 0.68 0.68 0.71
Support Vector Machines 0.69 0.67 0.72 0.68 0.67 0.73
Random Forest 0.69 0.67 0.73 0.67 0.66 0.73
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.72 0.70 0.75 0.74 0.74 0.77
Support Vector Machines 0.74 0.72 0.76 0.71 0.70 0.73
Random Forest 0.65 0.64 0.71 0.65 0.63 0.72
Tabela D.3: Resultados dos modelos criados para a classificação dos cinco níveis de glu-
cose, duas horas após a refeição com a média das componentes do modelo RGB.
D.1.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.73 0.73 0.74 0.71 0.72 0.72
Support Vector Machines 0.70 0.70 0.70 0.73 0.73 0.75
Random Forest 0.70 0.70 0.71 0.72 0.73 0.73
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.76 0.76 0.76 0.74 0.75 0.75
Support Vector Machines 0.75 0.74 0.75 0.75 0.75 0.76
Random Forest 0.73 0.72 0.76 0.70 0.71 0.73
Tabela D.4: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média das componentes do modelo RGB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.82 0.82 0.83 0.83 0.82 0.86
Support Vector Machines 0.83 0.84 0.83 0.84 0.83 0.87
Random Forest 0.86 0.84 0.88 0.84 0.81 0.90
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.84 0.83 0.86 0.84 0.82 0.87
Support Vector Machines 0.86 0.86 0.87 0.83 0.82 0.86
Random Forest 0.81 0.80 0.82 0.79 0.77 0.85
Tabela D.5: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose, duas horas após a refeição com a média das componentes do modelo RGB.
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D.2 Modelos Com a Média de HSV
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média das três componentes do modelo
de cor HSV.
D.2.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.51 0.51 0.54 0.47 0.49 0.48
Support Vector Machines 0.50 0.50 0.64 0.49 0.51 0.50
Random Forest 0.37 0.43 0.35 0.39 0.44 0.38
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.54 0.54 0.54 0.51 0.53 0.53
Support Vector Machines 0.56 0.55 0.60 0.52 0.54 0.54
Random Forest 0.41 0.46 0.39 0.40 0.45 0.37
Tabela D.6: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média das componentes do modelo HSV.
D.2.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.64 0.65 0.66 0.66 0.69
Support Vector Machines 0.70 0.70 0.71 0.66 0.66 0.68
Random Forest 0.67 0.67 0.68 0.64 0.64 0.65
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.62 0.62 0.64 0.67 0.67 0.69
Support Vector Machines 0.66 0.66 0.67 0.70 0.70 0.72
Random Forest 0.66 0.66 0.67 0.67 0.68 0.69
Tabela D.7: Resultados dos modelos criados para a classificação dos cinco níveis de glucose
em jejum com a média das componentes do modelo HSV.
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D.2. MODELOS COM A MÉDIA DE HSV
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.70 0.68 0.75 0.70 0.69 0.75
Support Vector Machines 0.67 0.66 0.78 0.67 0.66 0.77
Random Forest 0.70 0.68 0.75 0.68 0.67 0.73
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.73 0.71 0.75 0.73 0.72 0.77
Support Vector Machines 0.69 0.68 0.83 0.69 0.69 0.77
Random Forest 0.71 0.70 0.75 0.71 0.71 0.73
Tabela D.8: Resultados dos modelos criados para a classificação dos cinco níveis de glu-
cose, duas horas após a refeição com a média das componentes do modelo HSV.
D.2.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.75 0.75 0.74 0.72 0.73 0.73
Support Vector Machines 0.76 0.75 0.81 0.71 0.72 0.79
Random Forest 0.72 0.72 0.72 0.73 0.74 0.74
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.75 0.75 0.75 0.75 0.75 0.76
Support Vector Machines 0.76 0.75 0.78 0.72 0.72 0.76
Random Forest 0.76 0.76 0.77 0.75 0.76 0.77
Tabela D.9: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média das componentes do modelo HSV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.81 0.81 0.81 0.85 0.84 0.88
Support Vector Machines 0.86 0.85 0.87 0.84 0.82 0.88
Random Forest 0.85 0.83 0.86 0.82 0.80 0.88
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.86 0.85 0.87 0.87 0.85 0.90
Support Vector Machines 0.82 0.81 0.84 0.82 0.80 0.86
Random Forest 0.84 0.86 0.83 0.83 0.82 0.83
Tabela D.10: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose, duas horas após a refeição com a média das componentes do modelo HSV.
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D.3 Modelos Com a Média de XYZ
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média das três componentes do modelo
de cor XYZ.
D.3.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.44 0.44 0.47 0.41 0.43 0.41
Support Vector Machines 0.48 0.49 0.47 0.44 0.47 0.44
Random Forest 0.39 0.41 0.39 0.42 0.45 0.41
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.45 0.45 0.47 0.41 0.43 0.42
Support Vector Machines 0.61 0.60 0.63 0.50 0.54 0.51
Random Forest 0.29 0.35 0.27 0.33 0.38 0.31
Tabela D.11: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média das componentes do modelo XYZ.
D.3.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.60 0.59 0.60 0.60 0.61 0.61
Support Vector Machines 0.66 0.67 0.66 0.68 0.68 0.70
Random Forest 0.65 0.66 0.65 0.67 0.67 0.69
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.63 0.65 0.65 0.65 0.66
Support Vector Machines 0.72 0.72 0.72 0.72 0.72 0.73
Random Forest 0.50 0.52 0.56 0.52 0.54 0.55
Tabela D.12: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média das componentes do modelo XYZ.
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D.3. MODELOS COM A MÉDIA DE XYZ
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.66 0.64 0.69 0.67 0.66 0.72
Support Vector Machines 0.67 0.65 0.74 0.67 0.66 0.75
Random Forest 0.69 0.67 0.73 0.70 0.68 0.77
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.70 0.68 0.73 0.70 0.69 0.74
Support Vector Machines 0.76 0.74 0.80 0.74 0.74 0.77
Random Forest 0.65 0.63 0.73 0.63 0.62 0.70
Tabela D.13: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose, duas horas após a refeição com a média das componentes do modelo XYZ.
D.3.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.69 0.70 0.69 0.67 0.68 0.69
Support Vector Machines 0.71 0.71 0.76 0.70 0.71 0.78
Random Forest 0.70 0.70 0.72 0.72 0.73 0.73
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.75 0.75 0.75 0.71 0.71 0.72
Support Vector Machines 0.78 0.78 0.78 0.77 0.77 0.79
Random Forest 0.68 0.68 0.74 0.63 0.64 0.65
Tabela D.14: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média das componentes do modelo XYZ.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.82 0.80 0.85 0.78 0.76 0.83
Support Vector Machines 0.85 0.82 0.89 0.79 0.76 0.88
Random Forest 0.84 0.82 0.88 0.81 0.78 0.89
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.83 0.81 0.87 0.79 0.78 0.85
Support Vector Machines 0.87 0.87 0.87 0.82 0.81 0.84
Random Forest 0.84 0.81 0.88 0.76 0.74 0.86
Tabela D.15: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose, duas horas após a refeição com a média das componentes do modelo XYZ.
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D.4 Modelos Com a Média de HLS
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média das três componentes do modelo
de cor HLS.
D.4.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.52 0.53 0.54 0.47 0.49 0.49
Support Vector Machines 0.49 0.49 0.59 0.51 0.52 0.53
Random Forest 0.42 0.46 0.45 0.40 0.46 0.38
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.54 0.54 0.59 0.53 0.56 0.55
Support Vector Machines 0.53 0.52 0.57 0.53 0.54 0.55
Random Forest 0.40 0.44 0.41 0.43 0.46 0.42
Tabela D.16: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média das componentes do modelo HLS.
D.4.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.68 0.68 0.68 0.66 0.66 0.67
Support Vector Machines 0.64 0.63 0.67 0.67 0.67 0.69
Random Forest 0.67 0.67 0.71 0.66 0.66 0.69
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.67 0.67 0.67 0.68 0.68 0.69
Support Vector Machines 0.66 0.65 0.67 0.70 0.70 0.72
Random Forest 0.69 0.69 0.71 0.68 0.68 0.70
Tabela D.17: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média das componentes do modelo HLS.
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D.4. MODELOS COM A MÉDIA DE HLS
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.68 0.66 0.72 0.69 0.68 0.71
Support Vector Machines 0.61 0.59 0.66 0.68 0.66 0.72
Random Forest 0.70 0.71 0.72 0.67 0.67 0.71
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.71 0.69 0.75 0.73 0.73 0.75
Support Vector Machines 0.63 0.61 0.67 0.70 0.69 0.74
Random Forest 0.71 0.70 0.74 0.70 0.68 0.75
Tabela D.18: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose, duas horas após a refeição com a média das componentes do modelo HLS.
D.4.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.74 0.74 0.76 0.71 0.72 0.72
Support Vector Machines 0.75 0.74 0.77 0.72 0.73 0.76
Random Forest 0.75 0.75 0.76 0.72 0.72 0.73
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.74 0.74 0.74 0.73 0.74 0.74
Support Vector Machines 0.74 0.73 0.75 0.74 0.74 0.76
Random Forest 0.71 0.71 0.72 0.71 0.72 0.72
Tabela D.19: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média das componentes do modelo HLS.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.86 0.85 0.88 0.86 0.84 0.90
Support Vector Machines 0.83 0.83 0.83 0.84 0.83 0.87
Random Forest 0.85 0.87 0.83 0.85 0.86 0.84
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.86 0.86 0.87 0.86 0.85 0.89
Support Vector Machines 0.83 0.82 0.84 0.83 0.81 0.87
Random Forest 0.85 0.83 0.89 0.79 0.76 0.86
Tabela D.20: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose, duas horas após a refeição com a média das componentes do modelo HLS.
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D.5 Modelos Com a Média de LAB
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média das três componentes do modelo
de cor LAB.
D.5.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.57 0.57 0.65 0.48 0.51 0.48
Support Vector Machines 0.57 0.58 0.60 0.51 0.55 0.52
Random Forest 0.45 0.46 0.46 0.49 0.51 0.50
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.57 0.57 0.59 0.51 0.53 0.52
Support Vector Machines 0.57 0.56 0.64 0.53 0.56 0.53
Random Forest 0.39 0.44 0.36 0.40 0.45 0.37
Tabela D.21: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média das componentes do modelo LAB.
D.5.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.67 0.68 0.66 0.70 0.71 0.73
Support Vector Machines 0.68 0.68 0.68 0.70 0.70 0.72
Random Forest 0.66 0.66 0.67 0.69 0.70 0.69
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.68 0.68 0.68 0.74 0.74 0.76
Support Vector Machines 0.70 0.69 0.71 0.72 0.72 0.74
Random Forest 0.66 0.67 0.66 0.72 0.73 0.73
Tabela D.22: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média das componentes do modelo LAB.
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D.5. MODELOS COM A MÉDIA DE LAB
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.74 0.73 0.77 0.76 0.76 0.78
Support Vector Machines 0.74 0.74 0.76 0.76 0.75 0.78
Random Forest 0.75 0.74 0.78 0.73 0.72 0.78
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.72 0.69 0.76 0.79 0.78 0.82
Support Vector Machines 0.76 0.74 0.78 0.76 0.76 0.78
Random Forest 0.74 0.74 0.74 0.73 0.74 0.74
Tabela D.23: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose, duas horas após a refeição com a média das componentes do modelo LAB.
D.5.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.76 0.76 0.76 0.77 0.77 0.79
Support Vector Machines 0.73 0.73 0.74 0.77 0.77 0.78
Random Forest 0.73 0.73 0.73 0.76 0.76 0.77
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.79 0.79 0.79 0.79 0.79 0.79
Support Vector Machines 0.73 0.73 0.73 0.75 0.75 0.77
Random Forest 0.77 0.78 0.77 0.79 0.79 0.80
Tabela D.24: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média das componentes do modelo LAB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.86 0.86 0.87 0.86 0.85 0.87
Support Vector Machines 0.85 0.84 0.86 0.87 0.85 0.90
Random Forest 0.85 0.83 0.90 0.82 0.79 0.89
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.87 0.86 0.88 0.85 0.84 0.88
Support Vector Machines 0.86 0.84 0.88 0.86 0.84 0.89
Random Forest 0.82 0.83 0.82 0.85 0.84 0.86
Tabela D.25: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose, duas horas após a refeição com a média das componentes do modelo LAB.
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D.6 Modelos Com a Média de YUV
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média das três componentes do modelo
de cor YUV.
D.6.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.57 0.56 0.62 0.48 0.51 0.48
Support Vector Machines 0.50 0.49 0.53 0.50 0.52 0.52
Random Forest 0.45 0.45 0.54 0.46 0.49 0.47
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.57 0.58 0.59 0.52 0.55 0.53
Support Vector Machines 0.56 0.55 0.58 0.52 0.54 0.53
Random Forest 0.42 0.46 0.51 0.44 0.48 0.42
Tabela D.26: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média das componentes do modelo YUV.
D.6.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.69 0.67 0.73 0.75 0.74 0.78
Support Vector Machines 0.74 0.73 0.75 0.74 0.73 0.77
Random Forest 0.74 0.72 0.78 0.71 0.70 0.76
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.72 0.70 0.76 0.79 0.78 0.82
Support Vector Machines 0.77 0.76 0.80 0.73 0.73 0.76
Random Forest 0.75 0.74 0.76 0.73 0.72 0.76
Tabela D.27: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose, duas horas após a refeição com a média das componentes do modelo YUV.
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D.6. MODELOS COM A MÉDIA DE YUV
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.68 0.69 0.70 0.68 0.70 0.71
Support Vector Machines 0.67 0.68 0.68 0.70 0.71 0.74
Random Forest 0.66 0.67 0.66 0.67 0.69 0.70
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.71 0.71 0.72 0.74 0.75 0.77
Support Vector Machines 0.54 0.54 0.56 0.49 0.51 0.51
Random Forest 0.55 0.54 0.56 0.58 0.58 0.60
Tabela D.28: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média das componentes do modelo YUV.
D.6.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.75 0.76 0.75 0.78 0.78 0.79
Support Vector Machines 0.68 0.68 0.69 0.72 0.73 0.74
Random Forest 0.68 0.69 0.70 0.70 0.71 0.73
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.76 0.75 0.76 0.79 0.79 0.80
Support Vector Machines 0.74 0.74 0.74 0.73 0.73 0.74
Random Forest 0.78 0.79 0.78 0.75 0.75 0.76
Tabela D.29: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média das componentes do modelo YUV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.84 0.83 0.86 0.86 0.83 0.89
Support Vector Machines 0.85 0.84 0.87 0.85 0.84 0.89
Random Forest 0.86 0.84 0.89 0.81 0.79 0.87
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.87 0.86 0.88 0.85 0.83 0.89
Support Vector Machines 0.85 0.84 0.87 0.86 0.84 0.89
Random Forest 0.88 0.87 0.89 0.84 0.83 0.86
Tabela D.30: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose, duas horas após a refeição com a média das componentes do modelo YUV.
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
D.7 Modelos Com a Média, Desvio padrão e Assimetria RGB
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média, desvio padrão e assimetria das
três componentes do modelo de cor RGB.
D.7.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.38 0.37 0.39 0.39 0.42 0.39
Support Vector Machines 0.33 0.32 0.33 0.40 0.42 0.42
Random Forest 0.31 0.33 0.38 0.35 0.37 0.35
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.53 0.55 0.55 0.50 0.53 0.50
Support Vector Machines 0.46 0.45 0.58 0.36 0.39 0.38
Random Forest 0.38 0.40 0.36 0.34 0.38 0.32
Tabela D.31: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média, desvio padrão e assimetria das componentes do modelo RGB.
D.7.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.55 0.55 0.58 0.56 0.57 0.60
Support Vector Machines 0.53 0.52 0.56 0.54 0.54 0.59
Random Forest 0.56 0.57 0.59 0.56 0.57 0.61
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.65 0.65 0.66 0.68 0.69 0.70
Support Vector Machines 0.65 0.63 0.67 0.68 0.67 0.72
Random Forest 0.63 0.64 0.64 0.64 0.65 0.68
Tabela D.32: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
RGB.
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D.7. MODELOS COM A MÉDIA, DESVIO PADRÃO E ASSIMETRIA RGB
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.63 0.68 0.61 0.59 0.66
Support Vector Machines 0.62 0.59 0.69 0.58 0.56 0.66
Random Forest 0.64 0.63 0.68 0.62 0.61 0.67
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.68 0.68 0.67 0.73 0.73 0.76
Support Vector Machines 0.65 0.62 0.71 0.62 0.59 0.70
Random Forest 0.75 0.75 0.77 0.71 0.70 0.77
Tabela D.33: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
RGB.
D.7.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.65 0.65 0.65 0.64 0.65 0.64
Support Vector Machines 0.62 0.62 0.70 0.61 0.61 0.67
Random Forest 0.62 0.63 0.62 0.64 0.64 0.66
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.76 0.77 0.76 0.77 0.77 0.79
Support Vector Machines 0.76 0.75 0.78 0.77 0.76 0.81
Random Forest 0.73 0.73 0.74 0.73 0.73 0.75
Tabela D.34: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
RGB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.74 0.74 0.75 0.69 0.67 0.79
Support Vector Machines 0.72 0.70 0.76 0.63 0.60 0.73
Random Forest 0.69 0.71 0.68 0.69 0.68 0.74
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.83 0.83 0.83 0.81 0.80 0.85
Support Vector Machines 0.72 0.71 0.74 0.74 0.73 0.79
Random Forest 0.76 0.74 0.77 0.68 0.68 0.73
Tabela D.35: Resultados dos modelos criados para a classificação dos quatro níveis de glu-
cose, duas horas após a refeição com a média, desvio padrão e assimetria das componentes
do modelo RGB.
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
D.8 Modelos Com a Média, Desvio padrão e Assimetria HSV
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média, desvio padrão e assimetria das
três componentes do modelo de cor HSV.
D.8.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.41 0.42 0.43 0.39 0.40 0.39
Support Vector Machines 0.41 0.43 0.41 0.38 0.40 0.39
Random Forest 0.32 0.36 0.38 0.31 0.35 0.29
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.62 0.62 0.62 0.59 0.62 0.60
Support Vector Machines 0.53 0.51 0.60 0.59 0.60 0.61
Random Forest 0.48 0.48 0.50 0.40 0.44 0.39
Tabela D.36: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média, desvio padrão e assimetria das componentes do modelo HSV.
D.8.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.51 0.51 0.51 0.53 0.54 0.550
Support Vector Machines 0.49 0.49 0.49 0.55 0.54 0.58
Random Forest 0.49 0.50 0.50 0.53 0.54 0.56
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.66 0.67 0.67 0.75 0.75 0.78
Support Vector Machines 0.69 0.68 0.71 0.70 0.68 0.75
Random Forest 0.63 0.65 0.68 0.71 0.72 0.78
Tabela D.37: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
HSV.
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D.8. MODELOS COM A MÉDIA, DESVIO PADRÃO E ASSIMETRIA HSV
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.59 0.58 0.61 0.63 0.62 0.67
Support Vector Machines 0.59 0.56 0.64 0.61 0.58 0.69
Random Forest 0.57 0.55 0.62 0.63 0.62 0.67
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.79 0.79 0.79 0.78 0.78 0.80
Support Vector Machines 0.72 0.70 0.76 0.73 0.71 0.79
Random Forest 0.63 0.61 0.71 0.61 0.62 0.62
Tabela D.38: Resultados dos modelos criados para a classificação dos cinco níveis de glu-
cose, duas horas após a refeição, com a média, desvio padrão e assimetria das componentes
do modelo HSV.
D.8.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.60 0.60 0.61 0.67 0.67 0.70
Support Vector Machines 0.63 0.63 0.65 0.65 0.64 0.68
Random Forest 0.57 0.57 0.58 0.65 0.65 0.68
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.80 0.80 0.79 0.81 0.82 0.82
Support Vector Machines 0.79 0.78 0.81 0.76 0.75 0.79
Random Forest 0.75 0.74 0.79 0.76 0.76 0.77
Tabela D.39: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
HSV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.80 0.78 0.84 0.76 0.73 0.85
Support Vector Machines 0.75 0.74 0.80 0.71 0.68 0.82
Random Forest 0.78 0.77 0.80 0.77 0.75 0.84
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.84 0.86 0.82 0.87 0.87 0.87
Support Vector Machines 0.83 0.80 0.86 0.76 0.74 0.79
Random Forest 0.85 0.86 0.84 0.82 0.81 0.84
Tabela D.40: Resultados dos modelos criados para a classificação dos quatro níveis de glu-
cose, duas horas após a refeição com a média, desvio padrão e assimetria das componentes
do modelo HSV.
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
D.9 Modelos Com a Média, Desvio padrão e Assimetria XYZ
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média, desvio padrão e assimetria das
três componentes do modelo de cor XYZ.
D.9.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.40 0.40 0.41 0.41 0.43 0.41
Support Vector Machines 0.36 0.37 0.37 0.39 0.41 0.39
Random Forest 0.31 0.32 0.31 0.35 0.38 0.35
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.47 0.49 0.47 0.51 0.55 0.52
Support Vector Machines 0.49 0.50 0.50 0.49 0.52 0.50
Random Forest 0.38 0.43 0.36 0.39 0.43 0.39
Tabela D.41: Resultados dos modelos criados para a classificação das concentrações da
glucose em all XYZ
D.9.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.58 0.58 0.63 0.59 0.61 0.64
Support Vector Machines 0.59 0.60 0.65 0.58 0.58 0.67
Random Forest 0.55 0.56 0.60 0.57 0.58 0.61
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.64 0.66 0.63 0.64 0.65
Support Vector Machines 0.69 0.69 0.71 0.65 0.64 0.70
Random Forest 0.62 0.63 0.65 0.62 0.63 0.68
Tabela D.42: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum para all XYZ
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D.9. MODELOS COM A MÉDIA, DESVIO PADRÃO E ASSIMETRIA XYZ
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.65 0.63 0.69 0.65 0.64 0.69
Support Vector Machines 0.62 0.59 0.72 0.58 0.56 0.65
Random Forest 0.65 0.63 0.71 0.60 0.58 0.67
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.71 0.69 0.74 0.71 0.69 0.78
Support Vector Machines 0.72 0.69 0.75 0.70 0.68 0.78
Random Forest 0.70 0.67 0.76 0.67 0.65 0.74
Tabela D.43: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum para all XYZ
D.9.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.66 0.66 0.66 0.67 0.68 0.69
Support Vector Machines 0.67 0.66 0.72 0.63 0.62 0.69
Random Forest 0.63 0.64 0.63 0.66 0.66 0.68
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.74 0.74 0.74 0.73 0.73 0.75
Support Vector Machines 0.78 0.77 0.79 0.75 0.73 0.78
Random Forest 0.74 0.75 0.74 0.74 0.74 0.75
Tabela D.44: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum para all XYZ
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.75 0.75 0.76 0.70 0.68 0.79
Support Vector Machines 0.73 0.71 0.75 0.63 0.61 0.73
Random Forest 0.75 0.76 0.75 0.71 0.69 0.78
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.81 0.82 0.80 0.76 0.74 0.82
Support Vector Machines 0.69 0.68 0.71 0.71 0.69 0.77
Random Forest 0.81 0.79 0.83 0.75 0.74 0.79
Tabela D.45: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose, duas horas após a refeição para all XYZ
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
D.10 Modelos Com a Média, Desvio padrão e Assimetria HLS
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média, desvio padrão e assimetria das
três componentes do modelo de cor HLS.
D.10.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.41 0.41 0.42 0.43 0.45 0.44
Support Vector Machines 0.46 0.45 0.51 0.45 0.48 0.45
Random Forest 0.36 0.39 0.34 0.37 0.42 0.37
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.53 0.54 0.54 0.57 0.59 0.59
Support Vector Machines 0.60 0.60 0.62 0.58 0.59 0.59
Random Forest 0.41 0.43 0.41 0.40 0.45 0.38
Tabela D.46: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média, desvio padrão e assimetria das componentes do modelo HLS.
D.10.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.63 0.63 0.68 0.65 0.65 0.68
Support Vector Machines 0.62 0.62 0.68 0.65 0.64 0.69
Random Forest 0.61 0.61 0.63 0.64 0.64 0.66
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.72 0.71 0.73 0.76 0.76 0.78
Support Vector Machines 0.74 0.73 0.76 0.72 0.71 0.76
Random Forest 0.51 0.54 0.57 0.58 0.59 0.63
Tabela D.47: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
HLS.
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D.10. MODELOS COM A MÉDIA, DESVIO PADRÃO E ASSIMETRIA HLS
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.65 0.63 0.68 0.65 0.64 0.67
Support Vector Machines 0.64 0.61 0.71 0.63 0.60 0.71
Random Forest 0.65 0.62 0.71 0.67 0.66 0.71
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.75 0.74 0.77 0.78 0.78 0.79
Support Vector Machines 0.76 0.74 0.78 0.71 0.70 0.75
Random Forest 0.76 0.73 0.80 0.74 0.73 0.79
Tabela D.48: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
HLS.
D.10.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.69 0.69 0.69 0.70 0.70 0.72
Support Vector Machines 0.70 0.71 0.72 0.68 0.68 0.71
Random Forest 0.67 0.67 0.68 0.70 0.70 0.72
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.80 0.80 0.80 0.81 0.81 0.81
Support Vector Machines 0.82 0.82 0.83 0.74 0.73 0.78
Random Forest 0.76 0.77 0.76 0.77 0.77 0.78
Tabela D.49: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
HLS.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.84 0.83 0.86 0.78 0.76 0.84
Support Vector Machines 0.84 0.82 0.89 0.77 0.74 0.85
Random Forest 0.84 0.82 0.87 0.78 0.75 0.86
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.83 0.84 0.82 0.86 0.86 0.87
Support Vector Machines 0.81 0.81 0.81 0.77 0.75 0.82
Random Forest 0.54 0.55 0.75 0.51 0.54 0.60
Tabela D.50: Resultados dos modelos criados para a classificação dos quatro níveis de glu-
cose, duas horas após a refeição com a média, desvio padrão e assimetria das componentes
do modelo HLS.
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
D.11 Modelos Com a Média, Desvio padrão e Assimetria LAB
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média, desvio padrão e assimetria das
três componentes do modelo de cor LAB.
D.11.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.37 0.37 0.39 0.41 0.43 0.42
Support Vector Machines 0.37 0.37 0.39 0.37 0.39 0.38
Random Forest 0.29 0.33 0.26 0.38 0.41 0.38
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.62 0.63 0.62 0.62 0.65 0.63
Support Vector Machines 0.67 0.67 0.69 0.59 0.60 0.62
Random Forest 0.46 0.49 0.47 0.49 0.51 0.50
Tabela D.51: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média, desvio padrão e assimetria das componentes do modelo LAB.
D.11.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.56 0.57 0.58 0.56 0.57 0.57
Support Vector Machines 0.52 0.53 0.52 0.53 0.53 0.56
Random Forest 0.50 0.53 0.48 0.53 0.54 0.54
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.73 0.73 0.75 0.77 0.77 0.79
Support Vector Machines 0.68 0.66 0.74 0.64 0.62 0.72
Random Forest 0.72 0.72 0.75 0.74 0.74 0.77
Tabela D.52: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
LAB.
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D.11. MODELOS COM A MÉDIA, DESVIO PADRÃO E ASSIMETRIA LAB
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.65 0.63 0.68 0.64 0.63 0.67
Support Vector Machines 0.54 0.55 0.59 0.59 0.60 0.66
Random Forest 0.59 0.61 0.59 0.62 0.63 0.66
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.79 0.79 0.80 0.79 0.78 0.82
Support Vector Machines 0.75 0.73 0.78 0.74 0.73 0.79
Random Forest 0.78 0.78 0.79 0.77 0.77 0.78
Tabela D.53: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
LAB.
D.11.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.68 0.68 0.68 0.68 0.68 0.69
Support Vector Machines 0.70 0.69 0.71 0.67 0.67 0.73
Random Forest 0.71 0.70 0.72 0.68 0.68 0.71
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.83 0.83 0.83 0.82 0.82 0.82
Support Vector Machines 0.79 0.79 0.79 0.76 0.75 0.77
Random Forest 0.81 0.81 0.82 0.80 0.80 0.82
Tabela D.54: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
LAB.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.79 0.78 0.81 0.75 0.73 0.82
Support Vector Machines 0.76 0.77 0.77 0.70 0.68 0.82
Random Forest 0.79 0.78 0.80 0.76 0.74 0.85
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.87 0.89 0.86 0.83 0.83 0.84
Support Vector Machines 0.79 0.77 0.82 0.73 0.71 0.79
Random Forest 0.82 0.84 0.81 0.84 0.84 0.85
Tabela D.55: Resultados dos modelos criados para a classificação dos quatro níveis de glu-
cose, duas horas após a refeição com a média, desvio padrão e assimetria das componentes
do modelo LAB.
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
D.12 Modelos Com a Média, Desvio padrão e Assimetria YUV
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média, desvio padrão e assimetria das
três componentes do modelo de cor YUV.
D.12.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.37 0.37 0.37 0.41 0.42 0.42
Support Vector Machines 0.38 0.39 0.41 0.38 0.41 0.41
Random Forest 0.33 0.35 0.40 0.38 0.41 0.38
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.65 0.66 0.65 0.64 0.66 0.66
Support Vector Machines 0.71 0.72 0.73 0.69 0.69 0.73
Random Forest 0.42 0.43 0.47 0.40 0.43 0.40
Tabela D.56: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média, desvio padrão e assimetria das componentes do modelo YUV.
D.12.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.55 0.54 0.58 0.55 0.56 0.57
Support Vector Machines 0.54 0.54 0.56 0.49 0.51 0.51
Random Forest 0.55 0.54 0.56 0.58 0.58 0.60
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.77 0.76 0.78 0.79 0.79 0.80
Support Vector Machines 0.73 0.72 0.75 0.75 0.74 0.78
Random Forest 0.72 0.73 0.75 0.76 0.76 0.80
Tabela D.57: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
YUV.
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D.12. MODELOS COM A MÉDIA, DESVIO PADRÃO E ASSIMETRIA YUV
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.55 0.54 0.58 0.58 0.57 0.63
Support Vector Machines 0.53 0.53 0.59 0.54 0.54 0.64
Random Forest 0.55 0.57 0.57 0.57 0.58 0.60
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.81 0.79 0.84 0.79 0.78 0.82
Support Vector Machines 0.77 0.74 0.82 0.75 0.73 0.79
Random Forest 0.79 0.78 0.82 0.75 0.74 0.81
Tabela D.58: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose após duas horas com a média, desvio padrão e assimetria das componentes do
modelo YUV.
D.12.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.63 0.65 0.61 0.61 0.64
Support Vector Machines 0.65 0.65 0.73 0.59 0.60 0.70
Random Forest 0.64 0.63 0.66 0.63 0.63 0.64
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.84 0.85 0.84 0.84 0.84 0.85
Support Vector Machines 0.84 0.84 0.85 0.81 0.79 0.84
Random Forest 0.80 0.80 0.80 0.80 0.81 0.82
Tabela D.59: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média, desvio padrão e assimetria das componentes do modelo
YUV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.74 0.74 0.75 0.66 0.66 0.72
Support Vector Machines 0.72 0.71 0.78 0.62 0.62 0.78
Random Forest 0.73 0.75 0.76 0.66 0.65 0.74
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.87 0.87 0.86 0.84 0.84 0.85
Support Vector Machines 0.85 0.84 0.87 0.74 0.73 0.78
Random Forest 0.86 0.88 0.85 0.86 0.86 0.86
Tabela D.60: Resultados dos modelos criados para a classificação dos quatro níveis de glu-
cose, duas horas após a refeição com a média, desvio padrão e assimetria das componentes
do modelo YUV.
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
D.13 Rácio R/G
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados no rácio entre a média das componentes
vermelha e verde do modelo de cor RGB, sem a aplicação de PCA.
D.13.1 Concentrações
Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.38 0.39 0.37 0.37 0.39 0.37
Support Vector Machines 0.40 0.43 0.39 0.38 0.42 0.38
Random Forest 0.35 0.40 0.32 0.35 0.40 0.33
Tabela D.61: Resultados dos modelos criados para a classificação das concentrações da
glucose em RG Ratio sem PCA
D.13.2 Cinco Níveis
Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.56 0.57 0.56 0.61 0.62 0.62
Support Vector Machines 0.57 0.60 0.58 0.59 0.61 0.62
Random Forest 0.55 0.59 0.52 0.60 0.61 0.62
Tabela D.62: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com o rácio entre a média das componentes vermelha e verde do modelo
RGB.
Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.67 0.67 0.70 0.69 0.69 0.74
Support Vector Machines 0.66 0.66 0.73 0.67 0.67 0.74
Random Forest 0.65 0.67 0.65 0.67 0.68 0.70
Tabela D.63: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose após duas horas com o rácio entre a média das componentes vermelha e verde do
modelo RGB.
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D.14. MÉDIA DOS COMPONENTES V E S DO MODELO HSV
Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.76 0.76 0.77 0.74 0.74 0.77
Support Vector Machines 0.76 0.76 0.81 0.73 0.74 0.80
Random Forest 0.76 0.75 0.80 0.73 0.74 0.80
Tabela D.64: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com o rácio entre a média das componentes vermelha e verde do modelo
RGB.
D.13.3 Quatro Níveis
Conjunto de Teste Cross-Validation
Classificador F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.85 0.86 0.84 0.83 0.83 0.85
Support Vector Machines 0.84 0.85 0.84 0.84 0.83 0.86
Random Forest 0.84 0.86 0.83 0.84 0.83 0.87
Tabela D.65: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose após duas horas com o rácio entre a média das componentes vermelha e verde do
modelo RGB.
D.14 Média dos Componentes V e S do Modelo HSV
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média dos componentes V e S do
modelo HSV.
D.14.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.53 0.52 0.54 0.49 0.50 0.50
Support Vector Machines 0.52 0.53 0.59 0.48 0.50 0.49
Random Forest 0.46 0.49 0.46 0.41 0.45 0.42
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.53 0.52 0.54 0.49 0.50 0.50
Support Vector Machines 0.52 0.53 0.59 0.48 0.50 0.49
Random Forest 0.31 0.38 0.28 0.35 0.41 0.34
Tabela D.66: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média dos componentes V e S do modelo HSV.
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D.14.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.64 0.65 0.66 0.67 0.68
Support Vector Machines 0.64 0.64 0.65 0.68 0.68 0.70
Random Forest 0.66 0.66 0.67 0.66 0.66 0.67
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.64 0.64 0.65 0.66 0.67 0.68
Support Vector Machines 0.64 0.64 0.65 0.68 0.68 0.70
Random Forest 0.62 0.63 0.64 0.65 0.65 0.67
Tabela D.67: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média dos componentes V e S do modelo HSV.
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.66 0.65 0.69 0.73 0.72 0.75
Support Vector Machines 0.66 0.66 0.72 0.70 0.71 0.77
Random Forest 0.71 0.69 0.77 0.71 0.70 0.77
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.66 0.65 0.69 0.73 0.72 0.75
Support Vector Machines 0.66 0.66 0.72 0.70 0.71 0.77
Random Forest 0.72 0.71 0.74 0.66 0.66 0.68
Tabela D.68: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose após duas horas com a média dos componentes V e S do modelo HSV.
D.14.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.77 0.77 0.77 0.73 0.74 0.75
Support Vector Machines 0.71 0.71 0.71 0.73 0.74 0.74
Random Forest 0.74 0.73 0.75 0.74 0.74 0.75
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.77 0.77 0.77 0.73 0.74 0.75
Support Vector Machines 0.71 0.71 0.71 0.73 0.74 0.74
Random Forest 0.74 0.74 0.74 0.75 0.75 0.76
Tabela D.69: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média dos componentes V e S do modelo HSV.
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D.15. MÉDIA DOS COMPONENTES L E S DO MODELO HLS
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.85 0.85 0.86 0.87 0.85 0.90
Support Vector Machines 0.85 0.85 0.85 0.86 0.85 0.87
Random Forest 0.87 0.85 0.90 0.82 0.80 0.90
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.85 0.85 0.86 0.87 0.85 0.90
Support Vector Machines 0.85 0.85 0.85 0.86 0.85 0.87
Random Forest 0.84 0.86 0.83 0.83 0.82 0.84
Tabela D.70: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose após duas horas com a média dos componentes V e S do modelo HSV.
D.15 Média dos Componentes L e S do Modelo HLS
Resultados obtidos na classificação das concentrações e dos níveis de glucose, nos estados
de jejum e duas horas após a refeição, baseados na média dos componentes L e S do
modelo HLS.
D.15.1 Concentrações
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.52 0.51 0.55 0.45 0.47 0.46
Support Vector Machines 0.52 0.51 0.57 0.43 0.45 0.44
Random Forest 0.43 0.46 0.43 0.40 0.43 0.39
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.52 0.51 0.55 0.45 0.47 0.46
Support Vector Machines 0.52 0.51 0.57 0.43 0.45 0.44
Random Forest 0.44 0.46 0.44 0.43 0.46 0.42
Tabela D.71: Resultados dos modelos criados para a classificação das concentrações da
glucose com a média dos componentes L e S do modelo HLS.
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APÊNDICE D. RESULTADOS DA CLASSIFICAÇÃO DA GLUCOSE
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.67 0.67 0.67 0.66 0.66 0.68
Support Vector Machines 0.66 0.65 0.68 0.68 0.68 0.69
Random Forest 0.70 0.70 0.73 0.65 0.66 0.65
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.67 0.67 0.67 0.66 0.66 0.68
Support Vector Machines 0.66 0.65 0.68 0.68 0.68 0.69
Random Forest 0.64 0.64 0.66 0.60 0.60 0.62
Tabela D.72: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose em jejum com a média dos componentes L e S do modelo HLS.
D.15.2 Cinco Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.69 0.67 0.72 0.71 0.72 0.73
Support Vector Machines 0.66 0.64 0.69 0.70 0.69 0.73
Random Forest 0.67 0.68 0.66 0.69 0.69 0.72
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.69 0.67 0.72 0.71 0.72 0.73
Support Vector Machines 0.66 0.64 0.69 0.70 0.69 0.73
Random Forest 0.66 0.64 0.70 0.67 0.67 0.70
Tabela D.73: Resultados dos modelos criados para a classificação dos cinco níveis de
glucose após duas horas com a média dos componentes L e S do modelo HLS.
D.15.3 Quatro Níveis
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.71 0.71 0.71 0.73 0.74 0.74
Support Vector Machines 0.69 0.69 0.70 0.73 0.73 0.75
Random Forest 0.76 0.77 0.76 0.74 0.75 0.75
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.71 0.71 0.71 0.73 0.74 0.74
Support Vector Machines 0.69 0.69 0.70 0.73 0.73
0.75
Random Forest 0.73 0.74 0.73 0.67 0.68 0.68
Tabela D.74: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose em jejum com a média dos componentes L e S do modelo HLS.
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D.15. MÉDIA DOS COMPONENTES L E S DO MODELO HLS
Classificador Conjunto de Teste Cross-Validation
Com PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.86 0.86 0.87 0.86 0.85 0.89
Support Vector Machines 0.85 0.84 0.86 0.86 0.85 0.89
Random Forest 0.85 0.86 0.84 0.86 0.86 0.89
Sem PCA F1-Score Recall Precision F1-Score Recall Precision
K-Nearest Neighbours 0.86 0.86 0.87 0.86 0.85 0.89
Support Vector Machines 0.85 0.84 0.86 0.86 0.85 0.89
Random Forest 0.86 0.85 0.88 0.81 0.79 0.88
Tabela D.75: Resultados dos modelos criados para a classificação dos quatro níveis de
glucose após duas horas com a média dos componentes L e S do modelo HLS.
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Histogramas
Neste apêndice estão disponíveis os histogramas de cor para os diferentes modelos de
cor referentes aos dois conjuntos de dados: glucose e ácido úrico. Cada cor diferente
no gráfico corresponde a uma concentração distinta da substância. Estes histogramas
foram criados para a observação e identificação de potenciais features, para utilização na
classificação das substâncias descrita na secção 4.1.1.2.
E.1 Glucose
(a) Componente B (b) Componente G
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APÊNDICE E. HISTOGRAMAS
(c) Componente R
Figura E.1: Histogramas para os três componentes RGB do conjunto de dados da glucose.
(a) Componente H (b) Componente S
(c) Componente V
Figura E.2: Histogramas para os três componentes HSV do conjunto de dados da glucose.
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E.1. GLUCOSE
(a) Componente L (b) Componente a
(c) Componente b
Figura E.3: Histogramas para os três componentes LAB do conjunto de dados da glucose.
(a) Componente H (b) Componente L
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APÊNDICE E. HISTOGRAMAS
(c) Componente S
Figura E.4: Histogramas para os três componentes HLS do conjunto de dados da glucose.
E.2 Ácido Úrico
(a) Componente B (b) Componente G
(c) Componente R
Figura E.5: Histogramas para os três componentes RGB do conjunto de dados do ácido
úrico.
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E.2. ÁCIDO ÚRICO
(a) Componente H (b) Componente S
(c) Componente V
Figura E.6: Histogramas para os três componentes HSV do conjunto de dados do ácido
úrico.
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APÊNDICE E. HISTOGRAMAS
(a) Componente L (b) Componente a
(c) Componente b
Figura E.7: Histogramas para os três componentes Lab do conjunto de dados do ácido
úrico.
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E.2. ÁCIDO ÚRICO
(a) Componente H (b) Componente L
(c) Componente S
Figura E.8: Histogramas para os três componentes HLS do conjunto de dados do ácido
úrico.
181

A
p
ê
n
d
i
c
e
F
Regiões de Decisão dos Modelos
Desenvolvidos
Neste apêndice são apresentadas as regiões de decisão obtidas para os modelos desenvol-
vidos para a classificação da glucose e do ácido úrico, através do processo detalhado na
secção 4.1. São apresentados apenas os modelos que permitem o desenho da região, isto
é, aqueles que possuem duas features ou sofreram redução para duas dimensões através
do PCA.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
F.1 Concentrações de Glucose
(a) KNN
(b) SVM
(c) Random Forest
Figura F.1: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média dos componentes RGB.
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F.1. CONCENTRAÇÕES DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.2: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média dos componentes HSV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.3: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média dos componentes XYZ.
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F.1. CONCENTRAÇÕES DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.4: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média dos componentes HLS.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.5: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média dos componentes LAB.
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F.1. CONCENTRAÇÕES DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.6: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média dos componentes YUV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.7: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média, desvio padrão e assimetria dos componentes RGB.
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F.1. CONCENTRAÇÕES DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.8: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média, desvio padrão e assimetria dos componentes HSV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.9: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média, desvio padrão e assimetria dos componentes XYZ.
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F.1. CONCENTRAÇÕES DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.10: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média, desvio padrão e assimetria dos componentes HLS.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.11: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média, desvio padrão e assimetria dos componentes LAB.
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F.1. CONCENTRAÇÕES DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.12: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados na média, desvio padrão e assimetria dos componentes YUV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.13: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados no rácio entre os componentes vermelho e verde do espaço RGB.
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F.1. CONCENTRAÇÕES DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.14: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados nos componentes S e V do espaço HSV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.15: Regiões de decisão para as concentrações de glucose (mM) dos três algoritmos
estudados, baseados nos componentes L e S do espaço HLS.
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F.2. QUATRO NÍVEIS DE GLUCOSE
F.2 Quatro Níveis de Glucose
F.2.1 Estado de jejum
(a) KNN
(b) SVM
(c) Random Forest
Figura F.16: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes RGB.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
F.2.2 Estado de duas horas após a refeição
(a) KNN
(b) SVM
(c) Random Forest
Figura F.31: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes RGB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.17: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes HSV.
201
APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.18: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes XYZ.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.19: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes HLS.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.20: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes LAB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.21: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes YUV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.22: Regiões de decisão para os quatro níveis de referência da glucose (em je-
jum) dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos
componentes RGB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.23: Regiões de decisão para os quatro níveis de referência da glucose (em je-
jum) dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos
componentes HSV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.24: Regiões de decisão para os quatro níveis de referência da glucose (em je-
jum) dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos
componentes XYZ.
208
F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.25: Regiões de decisão para os quatro níveis de referência da glucose (em je-
jum) dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos
componentes HLS.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.26: Regiões de decisão para os quatro níveis de referência da glucose (em je-
jum) dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos
componentes LAB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.27: Regiões de decisão para os quatro níveis de referência da glucose (em je-
jum) dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos
componentes YUV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.28: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados no rácio entre os componentes vermelho e verde
do espaço RGB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.29: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados nos componentes S e V do espaço HSV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.30: Regiões de decisão para os quatro níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados nos componentes L e S do espaço HLS.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.32: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.33: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes XYZ.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.34: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes HLS.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.35: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes LAB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.36: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes YUV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.37: Regiões de decisão para os quatro níveis de referência da glucose (duas
horas após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes RGB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.38: Regiões de decisão para os quatro níveis de referência da glucose (duas
horas após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.39: Regiões de decisão para os quatro níveis de referência da glucose (duas
horas após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes XYZ.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.40: Regiões de decisão para os quatro níveis de referência da glucose (duas
horas após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes HLS.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.41: Regiões de decisão para os quatro níveis de referência da glucose (duas
horas após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes LAB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.42: Regiões de decisão para os quatro níveis de referência da glucose (duas
horas após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes YUV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.43: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados no rácio entre os componentes
vermelho e verde do espaço RGB.
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F.2. QUATRO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.44: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados nos componentes S e V do espaço
HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.45: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados nos componentes L e S do espaço
HLS.
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F.3. CINCO NÍVEIS DE GLUCOSE
F.3 Cinco Níveis de Glucose
F.3.1 Estado de jejum
(a) KNN
(b) SVM
(c) Random Forest
Figura F.46: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes RGB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.47: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes HSV.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.48: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes XYZ.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.49: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes HLS.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.50: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes LAB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.51: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média dos componentes YUV.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.52: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos compo-
nentes RGB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.53: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos compo-
nentes HSV.
236
F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.54: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos compo-
nentes XYZ.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.55: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos compo-
nentes HLS.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.56: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos compo-
nentes LAB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.57: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados na média, desvio padrão e assimetria dos compo-
nentes YUV.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.58: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados no rácio entre os componentes vermelho e verde
do espaço RGB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.59: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados nos componentes S e V do espaço HSV.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.60: Regiões de decisão para os cinco níveis de referência da glucose (em jejum)
dos três algoritmos estudados, baseados nos componentes L e S do espaço HLS.
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F.3.2 Estado de duas horas após a refeição
(a) KNN
(b) SVM
(c) Random Forest
Figura F.61: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes RGB.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.62: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes HSV.
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APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.63: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes XYZ.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.64: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes HLS.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.65: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes LAB.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.66: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes YUV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.67: Regiões de decisão para os cinco níveis de referência da glucose (duas ho-
ras após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes RGB.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.68: Regiões de decisão para os cinco níveis de referência da glucose (duas ho-
ras após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.69: Regiões de decisão para os cinco níveis de referência da glucose (duas ho-
ras após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes XYZ.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.70: Regiões de decisão para os cinco níveis de referência da glucose (duas ho-
ras após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes HLS.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.71: Regiões de decisão para os cinco níveis de referência da glucose (duas ho-
ras após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes LAB.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.72: Regiões de decisão para os cinco níveis de referência da glucose (duas ho-
ras após a refeição) dos três algoritmos estudados, baseados na média, desvio padrão e
assimetria dos componentes YUV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.73: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados no rácio entre os componentes
vermelho e verde do espaço RGB.
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F.3. CINCO NÍVEIS DE GLUCOSE
(a) KNN
(b) SVM
(c) Random Forest
Figura F.74: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados nos componentes S e V do espaço
HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.75: Regiões de decisão para os cinco níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados nos componentes L e S do espaço
HLS.
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F.4. CONCENTRAÇÕES DE ÁCIDO ÚRICO
F.4 Concentrações de Ácido Úrico
(a) KNN
(b) SVM
(c) Random Forest
Figura F.76: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados na média dos componentes RGB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.77: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados na média dos componentes HSV.
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F.4. CONCENTRAÇÕES DE ÁCIDO ÚRICO
(a) KNN
(b) SVM
(c) Random Forest
Figura F.78: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados na média dos componentes XYZ.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.79: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados na média dos componentes HLS.
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F.4. CONCENTRAÇÕES DE ÁCIDO ÚRICO
(a) KNN
(b) SVM
(c) Random Forest
Figura F.80: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados na média dos componentes LAB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.81: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados na média dos componentes YUV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.82: Regiões de decisão para as concentrações do ácido úrico (mM) dos três al-
goritmos estudados, baseados no rácio entre os componentes vermelho e azul do espaço
RGB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.83: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados no componente H do espaço HSV.
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F.4. CONCENTRAÇÕES DE ÁCIDO ÚRICO
(a) KNN
(b) SVM
(c) Random Forest
Figura F.84: Regiões de decisão para as concentrações do ácido úrico (mM) dos três al-
goritmos estudados, baseados no rácio entre os componentes vermelho e azul do espaço
RGB e componente H do espaço HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.85: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados nos componentes a e b do espaço LAB.
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F.4. CONCENTRAÇÕES DE ÁCIDO ÚRICO
(a) KNN
(b) SVM
(c) Random Forest
Figura F.86: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados nos componentes H e S do espaço HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.87: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados nos componentes H e S do espaço HLS.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.88: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algo-
ritmos estudados, baseados nos componentes H e S dos espaços HSV e HLS.
271
APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.89: Regiões de decisão para as concentrações do ácido úrico (mM) dos três algorit-
mos estudados, baseados na combinação da média dos componentes do modelo RGB com
as componentes V do modelo HSV, Z do modelo XYZ, A do modelo LAB e Y do modelo
YUV.
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F.5 Níveis de Ácido Úrico
(a) KNN
(b) SVM
(c) Random Forest
Figura F.90: Regiões de decisão para os níveis de referência do ácido úrico dos três algo-
ritmos estudados, baseados na média dos componentes RGB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.91: Regiões de decisão para os níveis de referência do ácido úrico dos três algo-
ritmos estudados, baseados na média dos componentes HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.92: Regiões de decisão para os níveis de referência do ácido úrico dos três algo-
ritmos estudados, baseados na média dos componentes XYZ.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.93: Regiões de decisão para os níveis de referência do ácido úrico dos três algo-
ritmos estudados, baseados na média dos componentes HLS.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.94: Regiões de decisão para os níveis de referência do ácido úrico dos três algo-
ritmos estudados, baseados na média dos componentes LAB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.95: Regiões de decisão para os níveis de referência do ácido úrico dos três algo-
ritmos estudados, baseados na média dos componentes YUV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.96: Regiões de decisão para os níveis de referência do ácido úrico dos três al-
goritmos estudados, baseados no rácio entre os componentes vermelho e azul do espaço
RGB.
279
APÊNDICE F. REGIÕES DE DECISÃO DOS MODELOS DESENVOLVIDOS
(a) KNN
(b) SVM
(c) Random Forest
Figura F.97: Regiões de decisão para os níveis de referência do ácido úrico dos três algo-
ritmos estudados, baseados no componente H do espaço HSV.
280
F.5. NÍVEIS DE ÁCIDO ÚRICO
(a) KNN
(b) SVM
(c) Random Forest
Figura F.98: Regiões de decisão para os níveis de referência do ácido úrico dos três algorit-
mos estudados, baseados no rácio entre os componentes vermelho e azul do espaço RGB
e componente H do espaço HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.99: Regiões de decisão para os níveis de referência do ácido úrico dos três algo-
ritmos estudados, baseados nos componentes a e b do espaço LAB.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.100: Regiões de decisão para os níveis de referência do ácido úrico dos três
algoritmos estudados, baseados nos componentes H e S do espaço HSV.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.101: Regiões de decisão para os níveis de referência do ácido úrico dos três
algoritmos estudados, baseados nos componentes H e S do espaço HLS.
284
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Chapters/Figures/reg_decisao/ua/Niveis/Mean H+S(HSV) & H+S(HLS) basic non pca knn mesh ualevels.png
(a) KNN
(b) SVM
(c) Random Forest
Figura F.102: Regiões de decisão para os níveis de referência do ácido úrico dos três
algoritmos estudados, baseados nos componentes H e S dos espaços HSV e HLS.
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(a) KNN
(b) SVM
(c) Random Forest
Figura F.103: Regiões de decisão para os níveis de referência do ácido úrico dos três
algoritmos estudados, baseados na combinação da média dos componentes do modelo
RGB com as componentes V do modelo HSV, Z do modelo XYZ, A do modelo LAB e Y do
modelo YUV.
286
A
p
ê
n
d
i
c
e
G
Resultados da Análise de Componentes
Principais (PCA)
Neste apêndice são apresentadas as visualizações dos conjuntos de dados do ácido úrico
e da glucose, obtidas através da aplicação do PCA.
G.1 Concentrações de Glucose
Figura G.1: Representação através de PCA das concentrações de glucose (mM), baseada
na média dos componentes RGB.
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APÊNDICE G. RESULTADOS DA ANÁLISE DE COMPONENTES PRINCIPAIS
(PCA)
Figura G.2: Representação através de PCA das concentrações de glucose (mM), baseada
na média dos componentes HSV.
Figura G.3: Representação através de PCA das concentrações de glucose (mM), baseada
na média dos componentes XYZ.
Figura G.4: Representação através de PCA das concentrações de glucose (mM), baseada
na média dos componentes HLS.
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G.1. CONCENTRAÇÕES DE GLUCOSE
Figura G.5: Representação através de PCA das concentrações de glucose (mM), baseada
na média dos componentes LAB.
Figura G.6: Representação através de PCA das concentrações de glucose (mM), baseada
na média dos componentes YUV.
Figura G.7: Representação através de PCA das concentrações de glucose (mM), baseada
na média, desvio padrão e assimetria dos componentes RGB.
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APÊNDICE G. RESULTADOS DA ANÁLISE DE COMPONENTES PRINCIPAIS
(PCA)
Figura G.8: Representação através de PCA das concentrações de glucose (mM), baseada
na média, desvio padrão e assimetria dos componentes HSV.
Figura G.9: Representação através de PCA das concentrações de glucose (mM), baseada
na média, desvio padrão e assimetria dos componentes XYZ.
Figura G.10: Representação através de PCA das concentrações de glucose (mM), baseada
na média, desvio padrão e assimetria dos componentes HLS.
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Figura G.11: Representação através de PCA das concentrações de glucose (mM), baseada
na média, desvio padrão e assimetria dos componentes LAB.
Figura G.12: Representação através de PCA das concentrações de glucose (mM), baseada
na média, desvio padrão e assimetria dos componentes YUV.
Figura G.13: Representação através de PCA das concentrações de glucose (mM), baseada
nos componentes S e V do espaço HSV.
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Figura G.14: Representação através de PCA das concentrações de glucose (mM), baseada
nos componentes L e S do espaço HLS.
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G.2 Quatro Níveis de Glucose
G.2.1 Estado de jejum
Figura G.15: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média dos componentes RGB.
Figura G.16: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média dos componentes HSV.
Figura G.17: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média dos componentes XYZ.
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Figura G.18: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média dos componentes HLS.
Figura G.19: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média dos componentes LAB.
Figura G.20: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média dos componentes YUV.
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Figura G.21: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média, desvio padrão e assimetria dos componentes RGB.
Figura G.22: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média, desvio padrão e assimetria dos componentes HSV.
Figura G.23: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média, desvio padrão e assimetria dos componentes XYZ.
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Figura G.24: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média, desvio padrão e assimetria dos componentes HLS.
Figura G.25: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média, desvio padrão e assimetria dos componentes LAB.
Figura G.26: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada na média, desvio padrão e assimetria dos componentes YUV.
296
G.2. QUATRO NÍVEIS DE GLUCOSE
Figura G.27: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada nos componentes S e V do espaço HSV.
Figura G.28: Representação através de PCA dos quatro níveis de referência da glucose
(em jejum), baseada nos componentes L e S do espaço HLS.
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G.2.2 Estado de duas horas após a refeição
Figura G.29: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes RGB.
Figura G.30: Regiões de decisão para os quatro níveis de referência da glucose (duas horas
após a refeição) dos três algoritmos estudados, baseados na média dos componentes HSV.
Figura G.31: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes XYZ.
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Figura G.32: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes HLS.
Figura G.33: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes LAB.
Figura G.34: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes YUV.
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Figura G.35: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média, desvio padrão e assimetria dos compo-
nentes RGB.
Figura G.36: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média, desvio padrão e assimetria dos compo-
nentes HSV.
Figura G.37: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média, desvio padrão e assimetria dos compo-
nentes XYZ.
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Figura G.38: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média, desvio padrão e assimetria dos compo-
nentes HLS.
Figura G.39: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média, desvio padrão e assimetria dos compo-
nentes LAB.
Figura G.40: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada na média, desvio padrão e assimetria dos compo-
nentes YUV.
301
APÊNDICE G. RESULTADOS DA ANÁLISE DE COMPONENTES PRINCIPAIS
(PCA)
Figura G.41: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada nos componentes S e V do espaço HSV.
Figura G.42: Representação através de PCA dos quatro níveis de referência da glucose
(duas horas após a refeição), baseada nos componentes L e S do espaço HLS.
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G.3 Cinco Níveis de Glucose
G.3.1 Estado de jejum
Figura G.43: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média dos componentes RGB.
Figura G.44: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média dos componentes HSV.
Figura G.45: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média dos componentes XYZ.
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Figura G.46: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média dos componentes HLS.
Figura G.47: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média dos componentes LAB.
Figura G.48: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média dos componentes YUV.
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Figura G.49: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média, desvio padrão e assimetria dos componentes RGB.
Figura G.50: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média, desvio padrão e assimetria dos componentes HSV.
Figura G.51: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média, desvio padrão e assimetria dos componentes XYZ.
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Figura G.52: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média, desvio padrão e assimetria dos componentes HLS.
Figura G.53: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média, desvio padrão e assimetria dos componentes LAB.
Figura G.54: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada na média, desvio padrão e assimetria dos componentes YUV.
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Figura G.55: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada nos componentes S e V do espaço HSV.
Figura G.56: Representação através de PCA dos cinco níveis de referência da glucose (em
jejum), baseada nos componentes L e S do espaço HLS.
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G.3.2 Estado de duas horas após a refeição
Figura G.57: Representação através de PCA dos cinco níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes RGB.
Figura G.58: Representação através de PCA dos cinco níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes HSV.
Figura G.59: Representação através de PCA dos cinco níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes XYZ.
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Figura G.60: Representação através de PCA dos cinco níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes HLS.
Figura G.61: Representação através de PCA dos cinco níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes LAB.
Figura G.62: Representação através de PCA dos cinco níveis de referência da glucose
(duas horas após a refeição), baseada na média dos componentes YUV.
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Figura G.63: Representação através de PCA dos cinco níveis de referência da glucose (duas
horas após a refeição), baseada na média, desvio padrão e assimetria dos componentes
RGB.
Figura G.64: Representação através de PCA dos cinco níveis de referência da glucose (duas
horas após a refeição), baseada na média, desvio padrão e assimetria dos componentes
HSV.
Figura G.65: Representação através de PCA dos cinco níveis de referência da glucose (duas
horas após a refeição), baseada na média, desvio padrão e assimetria dos componentes
XYZ.
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Figura G.66: Representação através de PCA dos cinco níveis de referência da glucose (duas
horas após a refeição), baseada na média, desvio padrão e assimetria dos componentes
HLS.
Figura G.67: Representação através de PCA dos cinco níveis de referência da glucose (duas
horas após a refeição), baseada na média, desvio padrão e assimetria dos componentes
LAB.
Figura G.68: Representação através de PCA dos cinco níveis de referência da glucose (duas
horas após a refeição), baseada na média, desvio padrão e assimetria dos componentes
YUV.
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Figura G.69: Representação através de PCA dos cinco níveis de referência da glucose
(duas horas após a refeição), baseada nos componentes S e V do espaço HSV.
Figura G.70: Representação através de PCA dos cinco níveis de referência da glucose
(duas horas após a refeição), baseada nos componentes L e S do espaço HLS.
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G.4 Concentrações de Ácido Úrico
Figura G.71: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada na média dos componentes RGB.
Figura G.72: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada na média dos componentes HSV.
Figura G.73: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada na média dos componentes XYZ.
313
APÊNDICE G. RESULTADOS DA ANÁLISE DE COMPONENTES PRINCIPAIS
(PCA)
Figura G.74: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada na média dos componentes HLS.
Figura G.75: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada na média dos componentes LAB.
Figura G.76: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada na média dos componentes YUV.
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Figura G.77: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada no rácio entre os componentes vermelho e azul do espaço RGB e componente H do
espaço HSV.
Figura G.78: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada nos componentes a e b do espaço LAB.
Figura G.79: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada nos componentes H e S do espaço HSV.
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Figura G.80: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada nos componentes H e S do espaço HLS.
Figura G.81: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada nos componentes H e S dos espaços HSV e HLS.
Figura G.82: Representação através de PCA das concentrações do ácido úrico (mM), base-
ada na combinação da média dos componentes do modelo RGB com as componentes V
do modelo HSV, Z do modelo XYZ, A do modelo LAB e Y do modelo YUV.
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G.5 Níveis de Ácido Úrico
Figura G.83: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada na média dos componentes RGB.
Figura G.84: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada na média dos componentes HSV.
Figura G.85: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada na média dos componentes XYZ.
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Figura G.86: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada na média dos componentes HLS.
Figura G.87: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada na média dos componentes LAB.
Figura G.88: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada na média dos componentes YUV.
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Figura G.89: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada no rácio entre os componentes vermelho e azul do espaço RGB e componente H do
espaço HSV.
Figura G.90: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada nos componentes a e b do espaço LAB.
Figura G.91: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada nos componentes H e S do espaço HSV.
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Figura G.92: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada nos componentes H e S do espaço HLS.
Figura G.93: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada nos componentes H e S dos espaços HSV e HLS.
Figura G.94: Representação através de PCA dos níveis de referência do ácido úrico, base-
ada na combinação da média dos componentes do modelo RGB com as componentes V
do modelo HSV, Z do modelo XYZ, A do modelo LAB e Y do modelo YUV.
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Interface da Aplicação
Neste apêndice estão disponíveis os ecrãs principais da aplicação móvel.
(a) Ecrã inicial (b) Ecrã de preferências
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(c) Ecrã de preferências gerais (d) Ecrã de deteção
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(e) Ecrã do modo debug. (f) Ecrã de escolha do estado da glucose
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(g) Ecrã de resultados
Figura H.1: Ecrãs principais da aplicação móvel.
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