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Introduction
The subject of this thesis is the application of particular instruments in order to locate a special property
of the lowest part of the atmosphere. It is the altitude of the layer where all the fluxes emitted at the
ground are well mixed.
The knowledge of this altitude is relevant when modeling transport of pollutants or general fluxes
originating at the ground. Indirect estimations of the mixed layer height are possible using atmospheric
models, but its accuracy is quite low.
Since several nations are attempting to estimate precise ground fluxes, networks of measurement
stations are being created. The correct use of the measured fluxes, in order to estimate the evolution of
the air masses, is bounded to the accuracy of the localization of this layer.
It can be detected in several different ways, but most are related to a direct sounding, performed
with meteorological balloons. Remote sensing techniques are also attempted with acoustical or optical
instruments. Both, optical and acoustical methods, have advantages and disadvantages. This work is
focused on optical instruments like LIght Detection And Ranging (LIDAR) and ceilometers.
A LIDAR is the optical analogous of the more known radar. It uses a laser pulse that, traveling trough
the atmosphere, can be scattered by air molecules or aerosol particles. A ceilometer is commonly known
to be a LIDAR with low power pulses. It allows, mostly, to see the clouds base height. The developments
of technology were able to produce, in recent time, ceilometers with better performances. With these
instruments now, it is possible to detect also aerosol and molecules when their density is high enough.
A characteristic of ceilometers is that they are much cheaper than LIDAR. This allows to install them
with few efforts on a network of several stations.
The network of stations is supposed to produce a huge amount of data. This would require several
scientists to analyze them. To reduce the costs, it is desired to have an automated algorithm that would
produce, as output, the target quantities.
At this stage it is clear what is the subject of this work. Now, I would like to explain how I started
this work and how I developed it.
Since my degree in environmental physics, my research interest was the study of aerosol and its
influence on climate. I approached remote sensing techniques and instruments of different kinds. I
became familiar with the passive techniques, that allow to estimate average properties of the air column
above the instruments.
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I was fascinated by active remote sensing, because it can be used to estimate and localize properties
within the atmosphere. Common instruments for active remote sensing are radars, LIDARs and sodars.
I was able to start working on LIDAR at the CNR institute in Italy. There, I learned the main aspects of
the instruments, as well as handling the data for retrieving aerosol properties.
When I started my P.hD at the Max Planck Institute for biogeochemistry in Jena, I was already
working with LIDAR systems within a project called Aeroclouds. The aim of this project was to put
some insight on aerosol clouds over Europe and, in particular, within my task over the Po Valley.
During this research period of two years, I was asked many questions, in particular to explore the
aerosolic distribution within the boundary layer in order to see if recurrent shapes can be observed.
I found this study particularly challenging. In fact, the instruments I was using were more suitable
for exploring the atmosphere above two kilometers, than the near field. In order to see meaningful data in
the lower atmosphere, when using a LIDAR located at the ground, several corrections must be applied.
The effort taken to explore the near field, made me see some aspects of the boundary layer, and made
me wish to understand the subject better.
The Max Planck Institute gave me the possibility to develop an algorithm, in order to detect some
properties of the boundary layer, using active remote sensing techniques. This was for me a big point,
to understand the dynamics of the boundary layer, to measure it using LIDAR or similar instruments, to
use large dataset from long time series of instrument networks.
During the development of my Ph.D, I was able to explore several aspects of the subject. It is my hope
that this work will be an active contribution to the understanding of the related problems. Nevertheless,
the study of the boundary layer and its sub structure, is a wide topic that needs much more work and
study.
A thesis can’t touch the subject in all its aspects, but I try to explain all the necessary information in
order to understand the topic.
The main theories and concepts necessary to follow my work, are exposed in Chapter 2 and 3.
After clarification of the generalities on the quantities we want to measure, together with the main
characteristics of the instruments we want to use, I explore the literature about the measurements. This
is reported in Chapter 4.
After the introduction to the main theoretical aspects and the context of my work, in Chapter 5 I ex-
plain how to process the LIDAR data. I introduce an idealized optical model of LIDAR useful to correct
the data from known errors, and to simulate LIDAR acquisitions. The preprocessing of data is funda-
mental for many applications, in particular to analyze old and new methods to detect MH. The modeling
of instruments allow to explore expected data quality and in general to evaluate if the performances are
enough to detect usable signals.
The ideas obtained studying the past and contemporary works on mixing height retrieval , are used
to produce a rigorous algorithm explained in Chapter 6 and tested in Chapter 7.
Together with the developed algorithm, I present some results obtained using the optical methods
found in the literature.
The retrieved mixed layer heights, for validation, are compared with those obtained from direct
measurements of vertical profiles of meteorological quantities, like temperature, water vapor and wind
speed.
3I spent a lot of effort in creating a rigorous method to attribute objective uncertainties on the local-
ization of a property within a signal. Part of Chapter 6 is dedicated to this subject.
The very last part of my work is about the validation of my algorithm on a network of ceilometers.
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Chapter 2
The planetary boundary layer
Natura non facit saltus
It is commonly accepted and verified by many observations that in nature there are not sudden
changes or discontinuities for real measurable quantities. This general principle is of specific interest
when we want to study physical phenomena like wind flows and heat fluxes occurring near a body. What
happens near the body and far from it depends both on the shape of the body and on the flow. Scien-
tists facing to this problem introduced the concept of a boundary layer. This is one of the most complex
concepts in fluid dynamics. It is easier to give a qualitative description of its main properties than a quan-
titative one. The main difficulties come with turbulence, which is a phenomena that typically occurrs in
most conditions.
The possibility to identify general properties of the boundary layers do not make it easier to model
them. Instead, it is considered simpler to directly observe and measure some of its main properties. An
example is the study of the friction that a body can experience in a wind flow. Simulations can be done
only for simple shapes. In common practice the objects are placed in a wind tunnel and the friction at
different flow velocities and directions is estimated by direct measurements.
Bigger problems arise when looking at the boundary layer between the Earth and the atmosphere.
This special layer in meteorology is called the planetary boundary layer. The interest in this layer is not
only due to the fact that we live in it. This region of the atmosphere influences the life on the surface with
several meteorological phenomena. Its dynamic influences also the global circulation with: the diffusion
on planetary scale of heat, pollutants, dust, water, and all the chemical compounds that originate from
the surface, like for example, carbon dioxide.
The dynamic of the planetary boundary layer is mostly a local phenomena. It is influenced directly
by the orography and by the surface response to the solar forcing. This complexity is one of the main
reasons why actual models fail in forecasting and reproducing its behavior. This is also the reason for
this work, which is an attempt to estimate a characteristic parameter of the planetary boundary and its
evolution in time over a large spatial domain, like Germany or Europe.
The parameter of interest is the altitude at which ground fluxes are mixed by turbulent motions and
it is called the mixing height.
5
6 CHAPTER 2. THE PLANETARY BOUNDARY LAYER
2.1 History of Boundary Layer Theory
When a solid body is located within a fluid such as liquid or gaseous, a special layer is formed near the
surface of the body. It is called Boundary Layer (BL) and its properties depend on the shape of the body,
on the relative motion, on the thermodynamic properties and viscosity of the fluid. The boundary layer
is a relevant topic especially in fluid dynamics due to the technological applications.
Fig. 2.1: Ludwig Pandtl (1875-1953), German scientist. Portrait made on 1937. The rights of this image are
located at the German Aerospace Center (DLR).
We can read the history of the genesis of BL theory from Itiro Tani [99] who wrote “The boundary-
layer theory began with Ludwig Prandtl’s paper On the motion of a fluid with very small viscosity
[82], which was presented at the Third International Congress of Mathematicians in August, 1904, at
Heidelberg and published in the Proceedings of the Congress in the following year. This paper marked
an epoch in the history of fluid mechanics, opening the way for understanding the motion of real fluids”.
The fathers of fluid dynamic are Cloude Louis Navier, Simeon Poisson, Saint-Venant and George
Stokes, whose portrait are presented if Fig. 2.2. In The first half of the 19th century they developed the
so called Navier-Stokes equations, which describe the motion of fluids.
Navier-Stokes differential equation were applied to simple problem. To solve them is necessary
to impose boundary conditions. At this level boundary conditions are no more than a mathematical
abstraction. One example is to set on the border of the domain where the equations are valid specific
values for the derivatives of the prognostic variables. The choice of this boundary condition will affect the
solutions of the equations. The correct choice of these conditions will make the solutions to reproduce
well the studied phenomena. One of the most used boundary condition in presence of a rigid surface
is that speed and its derivative in the orthogonal direction to the surface are identically null. Set a
boundary condition for the tangential velocities instead was much more problematic. Stokes approached
the description of small oscillations of a sphere in a viscous fluid. He started assuming that there is no
slip. “No slip” means that tangential velocity on the boundary is null. The choice of “no slip” and its
opposite, the “slip” hypotheses, opened in the second half of 19th century a debate, that is still open.
An other relevant debate was about some simplification used approaching the Navier-Stokes equa-
tions. The possibility to neglect the viscosity of the fluid (inviscid fluid), was considered by many authors
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Fig. 2.2: On first line, on left Claude Navier (1785-1836), French engineer. On right George Stokes (1819-1903),
Irish mathematician. On second line, on left Simeon Poisson (1781-1840), French mathematician, geometer, and
physicist. On right Adhe´mar Jean Claude Barre´ de Saint-Venant (1797-1886), French mechanician and mathe-
matician.
as an almost necessary conditions to obtain practical solutions for the equations. But using both non-slip
condition and assuming inviscid fluid brought the d’Alambert paradox, which states that a solid body
placed in a uniform stream experiences no resistance.
Itiro Tani points also some experiments that made the basis for the boundary layer concept, like the
one from Froude in 1872. In its experiment Froude found that on a thin film plate towed trough still
water the frictional resistance do not variates as the length of the plate, but at a smaller rate. This result
was considered to be due to the fact that only a small portion of the moving surface is in direct contact
with the fluid. Froude anticipated the existence of a boundary layer.
Those slow advances brought Prandtl to develop the concept of transitional layer or boundary layer.
In his presentation at the 3rd International Congress of Mathematics at Heidelberg in 1904 Prandtl [82]
officially introduced the concept of boundary layer. He suggested to consider inviscid fluid in region far
from the body and to consider viscosity near the body surface, defining in this way the boundary layer.
The main idea is that considering non-slip condition, the velocity gradient near the surface is strong
enough causing the small viscosity to have relevant effects, when in the bulk flow it is negligible.
In this early stages the focus was mostly on flows over flat surfaces and within pipes, still far from the
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flow over heterogeneous surfaces, but the basis for applications to complex problems like aerodynamics
and meteorology were given.
2.1.1 Turbulent motions
Laminar-flow solutions of the Navier-Stokes equations are not observed at high Reynolds number (de-
fined in Sec. A.8) as can be seen in Fig. 2.4. This brought the idea of infinitesimal disturbances growing
with time. These disturbances are known as turbulence. The effect of turbulent fluctuations cause appar-
ent stress to operate on the mean motions, increasing its viscosity (eddy viscosity).
Fig. 2.3: Osborne Reynolds (1842-1912), Irish mathematician.
Osborne Reynolds in 1895 (Fig. 2.3) showed that the correlation between fluctuating velocity com-
ponents give rise to apparent stress which now are called Reynolds shear stress.
Independently, Taylor, in 1915 and Prandtl in 1925 expressed the Reynolds shear stress in terms of
the mean velocity gradient and the mixing length. The mixing length represent the mean distance traveled
by lumps of fluid before loosing their identities.
Fig. 2.4: Pictures taken from Reynolds experiment of 1883 [84]. Respectively are from top to down his picture 3,
4 and 5. It shows the behavior a water flow within a glass tube. A thin line of ink is injected in order to show the
effects of different velocities. In the first figure is shown a laminar flow, obtained with low velocities. The second
is analogous to the first, but the used water is not at rest. In the last picture, the water used is at rest and the velocity
in the pipe is increased and so the Reynolds number. In this last case formation of eddies is observed.
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As reported from Zeman in his “Progress in the Modeling of Planetary Boundary Layers” [113], the
contribution of Reynolds on the study of turbulence was relevant. He introduced techniques (Reynolds
averaging rules) that made possible the use of Navier-Stokes equations decoupling the mean flow from
the turbulent components (Reynolds equations). This approach is of considerable and practical interest
for planetary boundary layer modeling.
The introduction of the Reynolds equations brought the closure problem (see Sec. 2.3), that forced
to consider closure assumptions, which are parametrization of the behavior of the neglected terms.
The difficulties of dealing with turbulent motions in general and in particular in presence of a bound-
ary, are still not solved. Only numerical approaches and parametrization are attempted.
2.2 Atmospheric boundary layers
The Atmospheric Boundary Layer (ABL) known also as BL or Planetary Boundary Layer (PBL) is the
portion of atmosphere close to the surface. The concept of ABL is derived directly by the concept of BL.
The surface can be both water or solid ground. In general we will refer to the solid surface.
The number of sub layers that are defined close to the ground is large. Starting from the skin layer
on the surface, which height is less than a millimeter, passing trough the surface layer whose hight is of
the order of meters, ending to the convective boundary layer, which height is of the order of kilometers
(1-2 km at mid latitudes up to 4 km at low latitudes).
Fig. 2.5: Schematic representation of the main sub layers of the PBL and its idealized diurnal evolution.
10 CHAPTER 2. THE PLANETARY BOUNDARY LAYER
2.2.1 Planetary boundary layer
Several physical process take place near the surface of the planets. The most of the mechanical energy
that enters into the atmosphere is produced at the surface. Heating of sun drives convective motions that
will influence the global circulation. Other relevant processes are the exchange of materials like: dust,
water, products of respiration and of other gases.
As stated by Stull [98] the PBL is defined as follows:
Definition 1. We can define the boundary layer as that part of the troposphere, that is directly influenced
by the presence of the Earth’s surface, and responds to surface forcings with a timescale of about an
hour or less.
The PBL has a strong varying structure and dynamic depending on the type of surface (land or see)
and the air masses laying on it (warmer or colder than surface), other relevant differences are more
latitudinal dependent, due to the latitudinal dependency of insulation.
2.2.2 Mixed layer and convective boundary layer
A deep discussion on the definition of Mixed Layer (ML) and the related Mixed Layer Height (MLH)
was given by Seibert [93] which states:
Definition 2. The mixing height is the height of the layer adjacent to the ground over which pollutants or
any constituent emitted within this layer or entrained into it become vertically dispersed by convection
or mechanical turbulence within a time scale of about an hour or less.
ML is a quite general definition, it includes both the case when the mixing is the result of thermal
convection or mechanically induced turbulence. The first case is mostly expected to occur during day
time or in general when cold air flows over a warm surface. This kind of ML is commonly called
Convective Boundary Layer (CBL). The second is characteristic of a wind flow in thermal stable and
neutral conditions.
2.2.3 Stable boundary layer
During night time or in general when a strong thermal inversion can be located near the surface, all the
surface emitted pollutants will not be able to trespass the formed cap. This condition of stability near
the surface defines the Stable Boundary Layer (SBL). In wind condition, the mechanical turbulence will
produce again within it a mixing. When there is no wind under stable conditions there is no evidence of
any occurring mixing. And so the mixed layer under this condition does not exist.
2.2.4 Residual layer
In a day cycle during day time a CBL is commonly developed. In this condition all the pollutants will be
well mixed from the surface up to the base of Free Atmosphere (FA). When the convection is interrupted,
mainly because the sun set, the convection stops and the CBL remain frozen from the FA down to the
top of SBL. This layer is known as the Residual Layer (RL).
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After the complete vanishing of convection, internal process of sedimentation start. The effects of
sedimentation is a formation of a well defined stratification within the RL.
2.3 Governing equations and closure
For completeness, we will report the main equations that are used for describing the motion of a fluid
in the PBL, as a summary of the third Chapter of Stull [98]. The foundation of the boundary layer
meteorology are: the equation of state of gases, the conservation of mass, the conservation of momentum,
moisture, and heat. The conservation of mass and the conservation of the motion together are commonly
known as the Navier-Stokes equations.
2.3.1 Governing equations
In principle the knowledge of all the phenomena occurring within the PBL can be limited to all those
phenomena that are relevant for the time scale we want to explore. The processes occurring involve air
which can be assumed to be an ideal gas. These processes are primarily mechanic, but also Thermody-
namic plays an important role. If we limit the exploration to a BL dry where only slow motions occur we
could neglect turbulence and use the classical approach. Unluckily, in realistic cases Reynolds number
ahas high values, water is present in all the condensation states, and the presence of aerosol particles
determines the formation of droplets and ice crystals at rates that depend on chemical composition and
temperature.
The basic set of equations is the so called Navier-Stokes equations, whose standard form is presented
in the appendix Sec. A.1. Together with the continuity equations Sec. A.2, they expresses the behavior of
the fluid motions. In particular the Navier-Stokes as in Eq. A.2 expresses the conservation of momentum.
The Eq. A.4 and Eq. A.6 respectively express the conservation of mass for a Newtonian fluid in a general
case, and in the incompressible case.
Because most of the processes in the PBL involves the mixture of gases called air, the equation of
state for gases is fundamental when describing them. This equation is presented in Sec. A.3. Other
relevant quantities that are conserved in the PBL are the heat content A.5 and the water content A.4.
All these equations reported in the appendix are fundamental for most of the processes that may
occur in the BL. But we can add equations that represent conservation for all the quantities that we can
measure. The method is to apply the material derivative (Eq. A.1) to the quantity we want as a prognostic
variable. A generic example is to include a tracer. If we indicate its concentration with the letter C, the
conservation of a tracer can be expressed with the following equation
∂C
∂t
+ Uj
∂C
∂xj
= νC
∂2C
∂x2j
+ SC (2.1)
where the index j expresses the j−th component of a three dimensional vector,Uj is the wind component
in the j − th directions, xj is the j − th direction, νC is the molecular diffusivity and SC is the body
source term of the tracer.
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2.3.2 Equations for mean variables in a turbulent flow
The governing equations, at the moment, are not solved exactly excluding some very special cases. Also
using numerical methods to solve directly those equations, big problems are encountered. The problems
are not only related to the non linearity of the advection therms, or to the viscosity. Numerically those
problems can be faced in an almost satisfactory way, but not in realistic problems. The main issue is that
turbulence occurs. Eddies, which are three dimensional vortexes are one of the main example of turbulent
flow, their size is highly variable, starting from the smallest Kolmogorov length scale (see Eq. A.13)
whose order is typically 10−3 m. This makes numerical solutions to realistic problems computationally
expensive, when domains are of the order of several kilometers or more.
The main approach to turbulent flows is to separate it from the mean flow, considering it, as a small
fluctuation of zero average. This approach is called by its inventor Reynolds averaging and is detailed in
Sec. A.10.
Applying these rules to the governing equations, considering that all the variables can be divided into
the sum of the mean value and the turbulent component we obtain the equations for a mean variable in a
turbulent flow. The effect of Eq. A.19 is relevant because it will introduce effects of the turbulence that
will modify the mean flow.
Some useful simplifications are often used when modeling the turbulent flow in the PBL:
1. The vertical depth scale of density ρ variations in the boundary layer is much shallower that the
scale depth of the lower atmosphere (ρ/(∂ρ/∂z) ∼= 8km).
2. Advection and divergence of mass at a fixed point approximately balance, leaving only slow or
zero variations of density with time.
3. The perturbation magnitudes of density, temperature and pressure are much less than their respec-
tive mean values.
4. The mean lapse rate (∂T/∂z) can be negative, zero or even slightly positive. For the statically
stable positive case ∂T/∂z  g/< = 0.0345K/m where g is the acceleration of gravity and < is
the gas constant.
5. The magnitude of the vertical perturbation pressure gradient must be of the same order or less than
the magnitude of the buoyancy term in the equation of motion.
The first three conditions are called Shallow motion approximation, the last two are the Shallow
convection approximation.
An important example of the use of Reynolds averaging and the listed approximations is the applica-
tion to Eq. A.7, the equation of state. Eq. A.7 after decomposing pressure, density and virtual potential
temperature into mean and turbulent component turns into
p
< +
p′
< = (ρ+ ρ
′)(Tv + T′v). (2.2)
Upon Reynolds averaging
p
< = ρTv + ρ
′T′v ≈ ρTv. (2.3)
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The last simplification comes from the assumption that the turbulent fluctuations of density and
temperature are small compared to the mean values. Subtracting Eq. 2.3 to Eq. 2.2 and dividing for
Eq. 2.3 and considering condition 3 we obtain the linearized perturbation ideal gas law:
p′
p
=
ρ′
ρ
+
T′v
Tv
. (2.4)
Because the pressure term in Eq. 2.4 is smaller than the temperature term, we can use the shallow
convection approximation:
ρ′
ρ
= −T
′
v
Tv
= −θ
′
v
θv
. (2.5)
In the last expression we introduced the virtual potential temperature θv which is defined in Sec. A.13.
Remembering the concept expressed by Prandtl, or simply considering the mean motions as inde-
pendent from the boundary, for the mean flow we can neglect viscosity. Another strong simplification is
to assume geostrophic equilibrium (see Sec A.9). This assumption relates the pressure gradients to the
geostrophic winds.
Using all the pointed simplifications and approximations, after Reynolds averaging the equations
describing the process in the PBL can be expressed in as follows:
p
< = ρTv (2.6)
∂Uj
∂xj
= 0 (2.7)
∂U
∂t
+ Uj
∂U
∂xj
= −fc(Vg − V)−
∂(u′ju′)
∂xj
(2.8)
∂U
∂t
+ Uj
∂V
∂xj
= +fc(Ug − U)−
∂(u′jv′)
∂xj
(2.9)
∂qT
∂t
+ Uj
∂qT
∂xj
= +
SqT
ρair
−−∂(u
′
jq
′
T )
∂xj
(2.10)
∂θ
∂t
+ Uj
∂θ
∂xj
= − 1
ρCp
[
LvE +
∂Q∗j
∂xj
]
−−∂(u
′
jθ
′)
∂xj
(2.11)
∂C
∂t
+ Uj
∂C
∂xj
= +Sc −
∂(u′jc′)
∂xj
. (2.12)
This set of equations describes the mean variables in a turbulent flow as reported by Stull [98].
The notation used is the Einstein notation, as used and describe by Stull [98] at page 57. Symbols are
explained in the appendix.
2.3.3 Turbulence closure
We have seen that using the Reynolds averaging techniques the turbulent terms do not vanish from the
equations. This brings more unknowns to the basic set of equations. In fact, just considering only the
equations for the conservation of momentum, we have the three mean wind components and the Reynold
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stress terms, so from three equations and three unknowns for the non turbulent problem we obtain six
unknowns for the turbulent one.
If we would try to derive an equation for each terms u′iu
′
j new unknown turbulent term u
′
iu
′
ju
′
k will
appear. We could try to derive equations for this new set of moments, but this will add other unknowns
of higher order. Because it is impossible to close the set of equations, depending on the problem, higher
moments are parametrized.
It was observed that several variables within the BL, exhibit common relations in different condi-
tions. In particular vertical profiles can be manipulated to produce “normalized” dimensionless profiles
according to the similarity theory proposed by Andrei Monin and Alexander Mikhailovich Obukhov in
1954 [76]. Those profiles can be used subsequently as parametrization for the turbulent terms. One
example can be seen in Fig. 2.11.
2.4 Vertical profiles within the boundary layer
As seen, the description of the process within the atmosphere and in particular in the PBL relay on
parametrization of some of its quantities. In particular vertical profiles of the previously seen prognostic
variables are observed. The observations are done for vertical profiles, because horizontal homogeneity
is assumed. This last assumption is well validated by the measurements when the condition of ergodicity
is satisfied. Ergodicity is a special condition that allow to exchange time averages with space averages.
We can assume ergodicity when we take averages over time in non varying conditions. This does not
mean absence of fluctuations. It means that the mean of this fluctuation is zero. A larger time window
for the averages reflect into a wider spatial domain of validity.
The natural structure of the atmosphere is vertical, this is due to the main force of the system, the
gravity. It determines the vertical gradient of pressure, which is negative dp/dz = −ρg < 0, when
considering g as the modulus of the gravity acceleration. This reflects the idea that the atmosphere is in
hydrostatic equilibrium.
Atmospheric profiles of pressure, density and temperature have small fluctuations in time and space,
in particular when the time window considered is of one year and more. In 1976 the American National
Oceanic and Atmospheric Administration (NOAA) published his last model of the atmosphere [104],
the US standard atmosphere. The atmosphere was divided in seven layers and proper functions and the
parameters for calculating the values of this main quantities were given. An example of the standard
atmosphere is shown if Fig. 2.6. Actually more complex models can be used, to have a better regional
and seasonal estimations of these average profiles. But in general, when looking for regional data, the
World Meteorological Organization (WMO) collects vertical profiles of pressure, density, temperature,
humidity and wind at fixed times and locations. The WMO has stations distributed worldwide and
acquires profiles on a regular schedule. Those data are collected in several databases where free access
is granted. In particular for obtaining data we used the Integrated Global Radiosonde Archive (IGRA)
database.
The pressure profile is the one that has higher stability in time and space, typical variations are of the
order of few mbar at sea level, which means variations in the range of 0.1% to 1%. Its shape is almost
preserved and so for temperature and density in the FA. But within the PBL, everything is more complex.
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Fig. 2.6: Profiles of temperature, pressure and density computed as prescribed by the U.S. Standard Atmosphere
1976 [104]. Altitude is considered above mean sea level.
2.4.1 Wind profiles
Within the boundary layer there are two main kinds of wind. There is a locally generated wind, which
depends mostly upon the local surface temperatures. One example is the breeze that flow in coastal areas.
The other kind is the result of the interaction of the surface with the synoptic flows.
Within the BL wind is expected to have a logarithmic profile for velocities as described by the
following equation
V (z) = V10 log
( z
z0
)
(2.13)
where z is the altitude above the ground, V10 is the wind speed at the reference altitude of 10 m and z0
is the roughness length, a quantity depending on the surface properties and wind direction. Below z0
it is zero at the surface (no-slip) and grows with altitude until reaches the values of FA wind velocities.
This characteristic wind profile can be seen mostly on flat regions, where ground properties are almost
constant. In hilly or mountain areas, profiles of wind velocities suffer the influence of the slope, in
particular at the top on an hill the wind profile experience a speed-up near the surface. Local winds and
synoptic winds are usually flowing simultaneously, so to discriminate the two different flows large time
windows must be taken for averaging. This is one reason that makes it hard to discriminate the two
components looking at Fig. 2.7. Wind speeds are subgeostrophic1 through the ML with wind direction
1Subgeostrophic is any wind of lower speed than the geostrophic wind required by the existing pressure gradient.
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Fig. 2.7: Wind profiles over Mace Head. Convective case on the left and stable case on the right.
crossing the isobars at small angles towards low pressures. The middle portion of the ML has often
constant wind speed and direction. Wind speed decreases near zero to the ground following almost
Eq. 2.13. Wind directions cross the isobars at large angles close to the surface. An angle of 45◦ near the
surface is common.
2.4.2 Profiles of water
Water content in the air is together with the wind, a strongly variable quantity. Differently from the
wind, there is not a typical water profile. Water can be present in all the aggregation states and trigger the
most of the meteorological events. Condensation process can occur driven by temperature and aerosol
presence. Condensation, evaporation and sublimation are phenomena that involve release or absorption
of big quantity of energy, often destabilizing the atmosphere and causing conditions of non ergodicity.
Measures of water vapor profiles con be performed in several ways. Typically those measures are
indirect, like estimations of the wet-bulb temperature2 or electromagnetic properties of the air.
In convective conditions turbulence mixes the water vapor so that the Mixing Ratio (MR) is almost
constant within the CBL. Relative humidity instead tends to increase with altitude. If the dew point3 is
2The wet-bulb temperature is the temperature that a thermometer would measure if its bulb were wet. This temperature is
lower that environmental temperature because evaporation absorb heat. The rate of evaporation depends on the partial pressure
of water vapor in the ambient, dryer the environment, lower the wet-bulb temperature, lower the relative humidity.
3The dew point is the temperature below which the water vapor in a volume of humid air at a constant barometric pressure
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Fig. 2.8: Profiles of water vapor taken by a Radiosonde RS92-SGPD at Mace Head under convective conditions
(left) and stable conditions (right).
reached, condensation occurs. This altitude is called Lifting Condensation Level (LCL).
2.4.3 Temperature profiles
Temperature profiles in the BL are strongly driven by the surface. In Particular surface layer follows the
surface variation almost instantaneously. The temperature profiles adapt to the surface change according
to three phenomena: conduction, convection, and radiative transfer.
In the horizontal direction pressure profiles can be considered constant and pressure fluctuations
are very small compared to its magnitude. For this reason temperature fluctuations reflect directly into
density fluctuations as shown in Eq. 2.3.
Convective processes that will mix the BL are commonly called thermals. Warm air, which is lighter
will rise and colder air will replace it. The air transformation process is assumed to be adiabatic (radiation
and conduction is not considered). When rising, air will expand to adapt its pressure to p(z). In this way
it will reduce its temperature. In this adiabatic process, potential temperature θ remains constant (see
Sec. A.12 for definition of potential temperature).
In dry air the measured temperature reflects directly in to energy content but, if also water is present,
the latent heat must be considered. For this purpose virtual temperature is considered and in particular
potential virtual temperature.
Within ML and in particular in the CBL potential temperature and virtual potential temperature are
almost constant, as can be seen in Fig. 2.9. The characteristic profile for stable condition can be seen in
Fig. 2.10.
2.4.4 Aerosol profiles
Being not the aim of this thesis to detail aerosol properties, we refer to the Baron and Willeke [3] and
my master thesis [6]. The aerosol and in general the aerosols are all the non gaseous components of the
will condense into liquid water.
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Fig. 2.9: Profile of temperature taken by a Radiosonde RS92-SGPD at Mace Head and as prescribed by the U.S.
Standard Atmosphere.On the left plot is represented the actual temperature, on the right the potential temperature
atmosphere. Aerosols are a wide family of particles consisting of both solid and liquid materials. The
properties of aerosol particles are strongly dependent on their chemical composition and size. In most
cases, those particles change in time both in chemical composition and size, according to a great amount
of phenomena.
Aerosol sources are of different kind. Primary sources are: soil, biomass burning, sea surface, vol-
canic eruptions and dust falling from space. Secondary sources of aerosol are chemical reactions occur-
ring in the atmosphere and condensation of gases.
Aerosol particles can have all sizes starting from few nanometers. An upper limit is not really fixed,
but in general the presence of particles in the atmosphere depends on the falling speed, so the bigger and
heavier particles remain in air for less time than the smaller and lighter ones.
One of the main effects of aerosols, is to act as condensation nuclei for water droplets and ice crystals.
Droplets can grow enough to remove at a fast rate the particles from the air. This phenomena of aerosol
removal is called wet deposition, the other removal phenomena is the dry deposition.
Within the BL aerosol originates mostly from the soil and is uploaded by the wind. The particles
are mixed by the turbulence and within the ML they are considered in dry air distributed uniformly [97],
both in size distribution and chemical composition. When humidity is high enough for condensation
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Fig. 2.10: Profile of temperature taken by a Radiosonde RS92-SGPD at Mace Head and as prescribed by the U.S.
Standard Atmosphere. On the left plot is represented the actual temperature, on the right the potential temperature.
strong and sudden variations in composition and abundance can occur.
In the atmosphere most of the particulate is produced at the ground by wind lifting of eroded soil or
sea water droplet produced by the bubbling bursting4 phenomena. Particles are expected to move at the
limit speed within atmosphere so, if air speed is higher than speed limit, it will carry aerosols within the
atmosphere. The amount of aerosol in the FA is typically negligible, excluding some extreme event like
seasonal Saharan dust events [71] or volcanic eruptions as the Eyjafiallajo¨kull in April 2010 [43] and
Pinatubo in July 1991 [112].
Measurement of aerosol profiles can be performed directly, retrieving size distribution and com-
position trough an airborne or balloon-borne sampler, or by remote sensing techniques. Because the
interactions of electromagnetic waves with small particles depend both on the nature of the waves, on
the size, the shape, and the composition of particles, detailed measurements are hard to be performed.
Typically profiles of aerosols are proposed with emergent properties as volume extinction coefficients
and backscatter coefficients at a fixed wavelength.
4Emission of small droplets by the water surface produced by the explosion of bubbles on its surface. The exploding bubble
film produces small particles, the restoring force of the water surface produce jet droplet, which are significantly larger than
film droplets.
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2.5 Mixing height estimations
Depending on the type of measurements many methodologies can be used in order to localize the MLH.
Starting from radiosonde (RS) some of the more used are the parcel method and the Richardson Bulk
Number (RBN). Other similar methods are also used, for which we will refer to Vogelezang [106]. Those
methods use proper thresholds to estimate the MLH. The main condition required is the measurements
ergodicity or, in other words, the meteorological conditions must be stationary and, in particular, no
changes in wind regime and energy fluxes must happen in a reasonably wide time window around the
measurement.
2.5.1 Parcel method
Holzworth in 1964 [49] proposed a methodology to estimate vigorous vertical mixing due to convection,
driven by the idea that warmer air in contact with the ground will reach an altitude where a capping
inversion is located. For practical use in convective conditions, when wind share can be neglected, the
MH is located at the altitude where the virtual potential temperature θv as defined with Eq. A.23 equals
the one next to the ground.
2.5.2 Richardson Bulk Number methods
Vertical profiles differ from place to place and from time to time, but there is a general theory, the
similarity theory, which demonstrates that groups of vertical profiles, if treated properly according to the
methodology proposed by the theory, exhibit almost constant properties. The similarity theory helps in
defining closures for the governing equations, and helps also to retrieve properties within the BL. One
main example is the dimensionless profiles proposed by Richardson as discussed by Vogelezang [106]
in his publication. He analyzes three different methods for stable and neutral conditions that imply the
use of different dimensionless profiles: Rib, Rig, and Rih.
Rib(θv0, θvh, h, Vh) =
gh
θv0
θvh − θv0
V 2h
(2.14)
where θv0 and θvh are the virtual potential temperatures at the surface and at the altitude h, g is the
acceleration due to gravity, Vh is the wind speed.
Rig = Rig(θvs, θvh, h, uh, vh, us, vs, zs) (2.15)
Rig =
(g/θvs)(θvh − θvs)(h− zs)
(uh − us)2 + (vh − vs)2 (2.16)
where the subscript s stands for a reference layer. The variables v and u represent the orthogonal wind
components.
Rih(θvs, θvh, h, uh, vh, us, vs, zs, b, u∗) =
(g/θvs)(θvh − θvs)(h− zs)
(uh − us)2 + (vh − vs)2 + bu2∗
(2.17)
where u∗ is the friction velocity and b a coefficient to be determined.
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The first profile as Eq. 2.14 is suggested for use under stable conditions, when wind is weak. The
second profile as Eq. 2.16 is suggested in case of stable conditions with high winds. The third as Eq.
2.17 is suggested in neutral conditions.
After selecting a threshold, or critical value MH is located where this threshold is reached, typical
values of such threshold for the first methodology is 0.25 as remarked by [94], for Rib [106] uses 0.28
and so do we. Other values could be used and, for the second method, there is a strong variability also
according to the zs layer choice. The discussion on the choice of a critical value for the selection of the
reference layer zs is not part of this work.
2.5.3 Optical methods
As will be shown deeply in Sec. 4, due to the big difference in aerosol amount within the BL and the FA,
it is considered reasonable to observe the boundary layer height as a strong jump in light backscattered.
When convection is well developed and no RL is present, the mixed layer can be detected according to
this observation, but the retrieval of the MLH in other condition is a challenging task that we will try to
explore in this work.
2.6 Integral models
When facing the equation of the mean variables in turbulent flow, closure techniques can be used to
estimate the prognostic variables. The choice of the prognostic variables is not forced to those exposed
before. In particular, when we want to model the evolution of the height of the ML, we understand that we
should estimate its value by analyzing the fields modeled by the Navier-Stokes equations. To accomplish
this task, we could use one of the mentioned methodologies. In this contest MLH is a diagnostic variable.
In general it can be possible to create a different set of equations that represent the evolution of the
BL. A main example of such kind of models is the Slab or Bulk model. It is part of the family of models
known as integral models. In integral models the entire boundary layer is characterized by a limited
number of parameters (e.g. PBL depth, mean velocity, mean temperature etc.). Prognostic equations are
derived for these PBL characteristics rather than for the basic variables. The main advantage is that there
is no need of resolving the vertical structure of the BL.
Several integral models are used to describe different conditions. The simplest one is proposed by
Stull [98] at page 456. It can be used to evaluate MLH evolutions in convective cases, however it is a
simplification of the one proposed by Tennekes in 1973 [100], which includes also stable and neutral
conditions.
We will give a detailed description of this model because in recent developments it was used as tool
in MH retrieval algorithms.
2.6.1 The Slab model
Tennekes [100] describes the growth of the ML as the effect of two main processes. The first process is
the penetrative convection: a positive heat flux at the surface determines turbulent mixing and gradually
thermals penetrates the inversion “lid” at the base of FA. The inversion lid is characterized as a positive
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jump of potential temperature. The second process was introduced for the first time by Tennekes himself.
At the top of the BL the mixed layer’s air is mixed with the free atmosphere’s air by entrainment of this
last in the ML. If the strength of the first process is greater than the second, the MLH will rise. If the two
processes will balance each other, no variations will occur. If the second process is stronger, the MLH
will decrease.
This model has the aim to simulate the MLH h in convective conditions. The ML is in direct contact
with the surface and directly below the FA. This means that the residual layer is not taken into account.
In order to keep the model as simple as possible, some assumptions are made. Conditions in and above
the CBL are assumed to be homogeneous in the horizontal plane. In this way horizontal advection and
large-scale subsidence can be neglected. In the energy balance radiations effects are neglected. The last
assumption is that dry air is assumed, or at least moist air with no possibility of phase shift.
The potential temperature θ is assumed constant in the upper part of the BL as shown in Fig. 2.11
(we will call this constant value θ). The turbulent heat flux is assumed to have a linear dependence
with altitude z. This assumption, as stresses by Tennekes, is in excellent agreement with observations
and calculations. A consequence of this assumption is that the temperature profile in Fig. 2.11 will not
change its shape in time, if the heating rate is uniform. It will only exhibit horizontal shifts.
At the top of the BL the schematic figure 2.11 shows a jump in temperature ∆ which, in our notations,
will be ∆θ. This jump can not happen in reality, it must be considered as the difference in potential
temperature of the regions below and above the MLH.
When h raises, we can define the entrainment rate as dh/dt. The rate of decrease of enthalpy in the
newly entrained air will be cpρ∆θdh/dt. This entrained air experiences a loss of energy, that is due to
e downward turbulent flux at the inversion base. It will be cpρ(θ′w′)h. A first relevant relation is so
achieved
− (θ′w′)
h
= ∆θ
dh
dt
. (2.18)
It shows that, due to entrainment, the difference in temperature ∆θ increase when h rise. It also
means that, if the bulk potential temperature remains constant, the capping inversion becomes stronger
with increasing of h.
On the other hand, if the BL is warming up, the potential temperature within the BL will increase,
reducing ∆θ. Tennekes calls this the inversion-filling effect. It is equal to ∂θ/∂t. The time variations of
the inversion strength depends also on the entrainment rate. Assuming as known and constant the first
spatial derivative of potential temperature in FA, adiabatic lapserate γ in the FA, we obtain an other
relevant relation:
d∆θ
dt
= γ
dh
dt
− ∂θ
∂t
. (2.19)
The heating rate of the BL is controlled by the enthalpy equation
cpρ
∂θ
∂t
= − ∂
∂z
(
cpρθ′w′
)
. (2.20)
Assuming the linear dependence of turbulent heat flux respect to z, Eq. 2.20 becomes
∂θ
∂t
=
(
θ′w′
)
s
− (θ′w′)
h
h
. (2.21)
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Fig. 2.11: Vertical distribution of potential temperature θ and turbulent heat flux θw in and above a convective
boundary layer. Taken from Tennekes 1973 [100] their figure 1.
The system of equations 2.18,2.19 and 2.21 represent the Slab model as introduced by Tennekes in
1973. One could introduce a dependence of h onto the large scale vertical motions wL, as made for
example by Stull:
dh
dt
= we + wL. (2.22)
Here, wL represents the already defined phenomena.
In both cases, however, the system is not solvable. In the first case we have four unknowns and three
equations, in the second case we add one equation, but also an unknown. A solution to the first problem
is to impose as known the time evolution of the turbulent heat flux at the ground. In the second, we can
impose as known also the large scale subsidence.
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Chapter 3
Introduction to LIDAR
Remote sensing is a comprehensive field of applied sciences. It has many applications on several aspects,
ranging from photography to accurate measurements of physical quantities. There are two main kinds of
remote sensing techniques. Remote sensing can be passive or active. A simple example can be taken from
the animals. Their ability to evaluate things that are far from the body, is accomplished with different
strategies. Typically devolved to eyes or hears, depending on the spectral properties and distance of the
target. Different animals have different abilities for sensing different properties of their environment.
Sensors measure properties of a wave field and the nervous system transforms the signal into relevant
informations like distance and direction. The most common way used in nature is the so called passive
one; the objects and the environment interact with a preexisting field of waves, for example the eyes can
see the interaction of sun light with objects. Sometimes, instead of using the preexisting fields, animals
are active in producing one. This is the case of bats, which produce ultrasonic waves to define position
and speed of objects in the surrounding space. In modern time this method of exploring space is called
SOnic Detection And Ranging (SODAR) and has many applications especially in navigation.
In environmental sciences both, active and passive methods, are used. Passive methods have a longer
history because they are much simpler in principle, they mostly consists in a sensor or in a group of
sensors. An example is the broad family of radiometers, sun photometers and pyrgeometers. Active
methods are becoming more common in the last few decades thanking the technological advances in
optic, electronic, photonic and acoustic.
Actually the techniques of remote sensing are highly advanced and it is possible to measure measure
temperature, density and compositions of portion of the atmosphere of the hearth, as well as of other
planets.
3.1 History
The most commonly known kind of remote sensing is the one performed taking pictures or hyper spectral
images of the ground from balloons, airplanes or satellites. The history of this kind of remote sensing
follows the history of photography and the first application can be located in 1858 when Gaspard-Fe´lix
Tournachon took the first aerial photograph of Paris from a balloon at the altitudes of, approximatively,
360 m above ground.
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Fig. 3.1: Felix Tournachon, aka Nadar, first aerial view of European cities, Paris 1858.
The remote sensing we want to refer to in this section is the remote sensing of atmospheric prop-
erties. It can be joined to the history of early astronomical spectroscopy started before the discover of
quantum mechanics. The main debate was about the “strange” behavior of the spectral lines, exhibiting
discontinuities. Their interpretation led to several understandings.
Fig. 3.2: Fraunhofer’s solar spectrum
3.1.1 Early advances in remote sensing
The birth of astronomical spectroscopy can be historically located in 1802 when William Wollaston
tried to give an interpretation of the discontinuities of the solar spectrum. In 1817, Joseph Fraunhofer
observed the same spectral lines as Wollaston. However, he did not find discontinuities. Instead, he saw
a continuous color change across the spectrum. He also observed a similar feature in the spectra of stars
however, not always at the same spectral lines. This led to the understanding that lines could be attributed
both to absorption by the earth’s atmosphere as well as the sun’s atmosphere.
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In 1836, Sir David Brewster measured sun spectral lines at different sun elevation angles and proofed
that they had atmospheric origin. Forbes [44] instead commenting Brewster proofed that the absorption
lines (Deficient Rays) take origin both in sun and in atmosphere. This result was obtained during a solar
eclipse on 15th May 1836 that allowed to do spectral measurements of rays coming from different parts
of the sun.
We must say that both Brewster and Forbes considerations have used the Beer-Lambert law (Sec. B.1)
formally formulated in 1729 by Johann Heinrich Lambert and then extended by August Beer in 1852.
Measurements of sun’s spectral intensity and the spectral properties of molecules are the empirical
basis of modern passive and active remote sensing. On the theoretical point of view the history is wider,
starting from the speculation and research by nearly all the great scientists of the seventeenth century.
However, we will skip the discussion on the nature of light.
Fig. 3.3: On the left Lord Rayleigh (12.11.1842-30.06.1919) Nobel Prize in 1904. On the right Gustav Mie
(29.09.1868-13.02.1957) Professor in Halle 1924-1927.
The most relevant advances for the development of the modern remote sensing cover many aspects of
the classical and modern physics. Spacing from the Maxwell equations for the classical approach to elec-
tromagnetic waves, to quantum mechanics for the interpretation of the spectral properties of molecules.
Two main contributions to environmental sciences can be attributed to Lord Rayleigh [83], who first in-
vestigated the illumination and polarization of sunlit sky and Gustav Mie [74] which defined, rigorously,
the scattering in a turbid medium.
The most general problem in remote sensing is the radiative transfer problem introduced in 1905
by Arthur Schuster in an attempt to explain the appearance of absorption and emission lines in stellar
spectra.
Because the absorption of the solar spectra allowed to explore the composition of the atmosphere,
the first information available become the columnar composition. The first profiles of concentrations of
molecular species can be located in the early ’30s of 1900 with the development of first active remote
sensing instruments.
Remote sensing of atmospheric properties were performed using search light systems consisting in
a Continuous Wave (CW) beam and a telescope (see Fig. 3.4). In these kind of systems ranging was
possible by simple geometry considerations.
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Fig. 3.4: Searchlight scheme, from Elterman 1966 [33]. On the left a CW source and on the left a Receiver.
In 1937, Hulburt [53] pioneered the aerosols measurements using CW searchlight technique being
able to take photographs of the beam up to 28 km . Molecular density of the stratosphere was measured
up to an altitude of 34 km also with the technique of searchlight by Johnson 1939 [54], but following the
ideas of Tuve et al. [103] that, in 1935 proposed to use modulated searchlight beam.
The searchlight methodologies were optimized by Elterman in 1951 and subsequent works [30, 31,
32, 33]. He was able to reach an altitude of about 70 km.
3.1.2 Light detection and ranging
In this section, I am shortly introducing LIDAR instruments. We do not want to cover the full range of
instruments of this broad family. Rather, we just want to provide some hints on why care must be taken
into account when using data coming from these kind of instruments.
A most known instrument is the RAdio Detection And Ranging (RADAR). The main principle that
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Fig. 3.5: Density distribution from searchlight data from Elterman 1951 [30].
drives this kind of instrument is the emission of pulses of electromagnetic waves, of wavelength between
few centimeters up to several kilometers and the collection of the backscatter. Then, from the returns,
informations like distance of objects and dimensions are extracted. The word ranging means that is
possible to locate the distance of a target, measuring the time between the emission and the moment
when the backscattered wave is observed. This is possible when the speed of propagation of the wave is
known.
LIDARs are analogous to RADARs for many aspects. In particular, the ranging is analogous because
both instruments work with waves traveling at the speed of light. However, the electromagnetic impulse
used is in the range of VISible electromagnetic waves (VIS), Near InfraRed electromagnetic waves (NIR)
and Utra Violet electromagnertic waves (UV). The implication of such different ranges of wavelength are
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Fig. 3.6: Giorgio Fiocco (1931-2012) Immediately after the invention of the laser, Giorgio was the first to demon-
strate many applications using this technology.
relevant for several aspects. The wavelength determines mostly the RADAR cross section 1. In particular,
LIDAR’s wavelength are of the order of a micrometer, equivalent to photons of few electronvolts. The
first thing is that the dimensions of the targets that is possible to detect is much smaller as molecules are.
Furthermore, the interaction with the matter exhibits several effects that with radio waves are impossible
to detect.
A traveling wave, which is traveling in empty space or in a medium, when encounters an obstacle
is typically propagated, scattered and absorbed. Which of these effects becomes more relevant, depends
both on the wave and on the obstacle, that can be characterized by shape and composition. In this work
we will not go deeply into the matter of scattering, but I will be give, for practical purpose, a simple
characterization of the more relevant aspects.
Other instruments use ranging principle and they are important in atmospheric sciences. In particular,
we must cite the SODAR, which retrieves variations of density. SODAR emits acoustic waves, which
can travel unperturbed in the atmosphere, unless variations of impedance are encountered. For acoustic
waves the impedance depend on the density. When the size of the regions with different density are
comparable with the wavelength (resonance) a strong diffusion occurs.
3.1.3 Modern LIDAR
Since 1939 in France pulsed-light detectors were developed and routinly used to measure the Cloud Base
Height (CBH) as exposed by Collis in 1966 [19]. The modern version of this kind of instrument is called
ceilometers from ceiling and meter.
The first time that the acronym LIDAR was used was in 1953 in the Middleton and Spilhausa
1The RADAR cross section of a radar target is the cross-sectional area of a perfectly reflecting sphere that would produce
the same strength reflection as would the object in question.
3.1. HISTORY 31
“Weather Instruments” [73]. This first systems were capable only to measure the distance of objects,
and the only environmental application was the CBH retrieval.
Relevant scientific applications were possible only after two main inventions: the Light Amplifi-
cation by Stimulated Emission of Radiation (LASER) by Gordon Gould in 1957 and subsequently the
Q-switching1 LASER in 1962 by R.W. Hellwarth and F.J. McClung [69].
Taking advantage of these improvements in electronic and optoelectronic the use of modern LIDARs
in atmospheric science can be dated around 1963, when Fiocco and Smullin [41] used it to explore the
atmosphere above 60 km.
Several types of LIDARs were developed. In particular in the 1970s NASA put a lot of effort in
order to develop instruments for atmospheric measurements. The obtained technology was then loaded
on airplanes and artificial satellites to explore our and other planets atmospheric composition.
With the reduction of production costs, this type of instrument is now widely used. Also the per-
formances of those that have less power, the modern ceilometers, can be used for the exploration of the
ABL.
Light scattering can occur in two main modes, elastic or anelastic. Elastic means that the photons are
emitted or redirected without changes in energy after interacting with a medium or target. In anelastic
scattering, the photons loose or gain some energy. Elastic scattering can occur both with molecules and
aerosol particles. These interactions define the main regimes: Rayleigh scattering for smaller particles
and molecules; Mie scattering for larger particles.
The anelastic processes can have quite different nature. Doppler effect and Raman fluorescence are
just two main examples.
Differences in LIDARs can be found in the optical and electronic design, but the more relevant are
those regarding the number of wavelengths emitted and the number of wavelength acquired. We go
from one wavelength emitted with one elastic acquisition channel, to multiple wavelengths emitted with
high spectral resolution acquisitions. Another relevant variant of elastic LIDARs is the capability of
measuring depolarization ratio of the returns. This gives the possibility to know if the aerosol is liquid
or solid.
High Spectral Resolution LIDAR (HSRL) were used almost since the beginning in order to under-
stand atmospheric properties. In particular Fiocco and DeWolf in 1967 [40] started using atmospheric
echoes of emitted coherent light in order to estimate wind motion, temperature and composition of the
atmosphere, as well as the ratio of the aerosol-to-molecular component. HSRL provides an high spectral
resolution profile of the atmosphere, that allows to see the broadening and shift of the spectral lines, as
well as fluorescence peaks.
First measurements of pure elastic backscatter were mostly qualitative observations as expressed by
Collis [19]. Use of elastic backscatter alone gave quantitative informations only after James D. Klett in
1982 [58] proposed a rigorous approach to the inversion.
The elastic backscatter alone is not able to produce quantitative information as explained in Sec.
3.2.1. It must be used with other informations in order to produce backscatter profiles. This information
can be provided using assumptions in the way proposed by Klett, or using the Raman backscatter of N2.
1Q-switching, sometimes known as giant pulse formation, is a technique by which a LASER can be made to produce a
pulsed beam
32 CHAPTER 3. INTRODUCTION TO LIDAR
The first documented use of Raman measurements of atmospheric species comes from Cooney in 1968
[20].
Both elastic and non elastic lidar experimented a strong development due to the interest of NASA.
The extensive use of this technology started in the 1980s, together with the modern Global Position-
ing System (GPS). Airborne and satellite-borne LIDARs were produced and many data products are
now available, like the Cloud-Aerosol LIDAR and Infrared Pathfinder Satellite Observation (CALIPSO)
satellite data.
The main application of LIDAR remains geodesy, producing detailed and accurate elevation models.
3.1.4 Future development and personal considerations
I had the luckiness to meet personally Giorgio Fiocco at the university of “La Sapienza” in Rome during
my diploma thesis and he said that the working principle of LIDAR and all its applications are widely
explored and tested, so not real developments of this technology can be expected. What can be expected
is an increase of performances and a reduction of the costs.
On the other side, search light systems experience a revival. Due to the sensibility, resolutions and
prices of modern Charge-Coupled Device (CCD), low power CW can be used for monitoring atmospheric
relevant parameters, in particular ABL aerosols.
Raman LIDAR and HSRL will be more common and slowly they would substitute radiosonde pro-
files and routine gas measurements.
3.2 LIDAR theory
LIDAR and also ceilometers work by the same principle as a RADAR, just in the optical spectrum. They
can locate scatterers like molecules and aerosols in space. The working principle, as already mentioned,
is that an electromagnetic wavefront is emitted as a pulse by the instrument. Then the energy diffused by
the scatterers is collected by a telescope. The wavelength is such that with molecules and with aerosols
we have, respectively, Rayleigh and Mie scattering regimes.
The acquisition system is composed of a telescope that focuses the returning photons onto a sensor
that produces a signal proportional in time to the incoming energy. The signal of the sensor can be
converted into a photon count (digital acquisition) or to a current signal (current mode) that will be
sampled at a certain time resolution. The relation of time and speed of light is used to estimate the
distance to the scatterers.
The optical thickness of the scatterers defines the intensity of the signal. This can be detected only if
the energy of the return is strong enough to be discriminated from the noise. Co-factors in the possibility
of detecting scatters are the energy of the pulse and the optical thickness of the target.
In general, clouds are very thick so that also with low power lasers they can be identified. However,
for molecules and low aerosolic concentrations the power of the pulse is very relevant.
In order to be eye safe, the pulse of energy which is emitted by a laser has to be in the order of a few
µJ. Within this limitation, backscatter from molecules can be detected up to a distance of approximately
2000 m. The aerosols can be revealed more easily at almost any altitude. Except for special events like
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plumes of dust created by storms or volcanoes the largest part of aerosols is located within the PBL. It is
transported by the convective motions from the ground and is assumed to be distributed uniformly within
the mixed layer.
Before giving a detailed description of the ceilometers we used in this work it is important to clarify
some theoretical aspects on the behavior of the signals that we can acquire with a LIDAR.
The evaluation of the performance of a LIDAR or ceilometer is a task that can be handled in different
ways: experimentally and theoretically. Our measure of performance of a system is how well the instru-
ment can reproduce the volume backscatter profile. Known effects that can affect the performance are
low backscatter content, low laser power, optical misalignment, electronics setting, and electronic noise.
All those aspects can be implemented in an idealized model of a LIDAR system that will produce
idealized backscatter profiles.
Fig. 3.7: Typical LIDAR design: A bistatic, B monostatic. In panel A, the angle that the receiver covers from
different points of the range is also represented. T stands for transmitter and R for receiver.
3.2.1 The elastic LIDAR equation
An idealized LIDAR system can be divided into three main subsystems: the LASER as the transmitter,
the transmitter-receiver optics, and the receiver electronics.
The transmitter is a q-switched LASER that emits an amount of energy E0 at the wavelength λ in a pulse
of duration τ with a known energy distribution within the Beam Transversal Section (BTS).
The optical part is composed of the transmitter optics, which defines the beam divergence and its
direction, the telescope, and the internal optical parts, such as the obstruction (pin-hole) that limits the
Field Of View (FOV). A detailed description of the model of the transmitter-receiver optics given in
Sec. 5.2.1.
The receiver electronics consist of a photo-tube or an Avalanche Photo Diode (APD) which has an
optical filter with a fixed band width and is centered on λ.
As first guess the equation describing the processes behiond a LIDAR can be written as
P (R) = KO(R)
A
R2
βλ(R)Tλ(R) (3.1)
where R is the range or distance from the receiver system along the optical axis of the telescope; A
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represents the effective area of the receiver. P (R) is the energy per unit of time that the telescope
collects from a range R or at the instant
t = 2R/c (3.2)
where c = 299792458 m/s is the speed of light. βλ(R) is the specific volume backscatter coefficient of
the medium at distance R and has units of m−1sr−1. Tλ(R) represents the attenuation of the signal due
to the extinction along the path. The factor O(R) represent the overlap function describing the fraction
of BTS energy that enters into the sensor and K the instrumental constants.
K = P0
τc
2
η (3.3)
where P0 is the power of a LASER pulse and η the overall system efficiency (optical transmission
from emitter to receiver and detection efficiency). Other external factors can affect the measurement of
P (R). The prodouct τc/2 expresses the ranges from where photons are collected. In particular, we must
consider the environmental light gλ (ground noise) as a signal source
P (R) = KO(R)
A
R2
βλ(R)Tλ(R) + gλ. (3.4)
This last is the single-scattering lidar equation. Single-scattering means that we are considering
only the returns due to backscatter and exclude those that could enter the instrument after subsequent
diffusion processes. Single scattering is opposed to multiple scattering. Although multiple scattering
always occurs, it is considered negligible in most cases. Factors that can contribute to multiple scattering
are mostly the LASER divergence, the FOV of the receiver, and the atmospheric turbidity as shown by
Widada et al. [110].
Equations 3.4 and 3.1 express the LIDAR signal as a continuous function of range or time, according
to 3.2. The data are commonly collected integrating, on time gates larger than τ . This means that the
measured signal is discretized over fixed locations Ri wide dR or long a time interval dt.
E(Ri) = P0τO(Ri)η
A
R2i
dtc
2
βλ(Ri)Tλ(Ri) + dtgλ. (3.5)
The collected power P (R) is turned into collected energy E(R), the laser power is grouped with the
pulse duration into E0 which expresses the pulse energy. The ground noise is also integrated over time
becoming ground energy Gλ.
E(Ri) = E0O(Ri)η
A
R2i
dRβλ(Ri)Tλ(Ri) +Gλ. (3.6)
Atmospheric backscatter and attenuation
The factors β(R) and T (R) depend on the atmospheric optical properties. For elastic LIDARs the
backscatter coefficient β(R) is the overall sum of all components that contribute to generate the signal,
so
βλ(R) =
∑
j
Nj(R)
dσj,sca
dΩ
(pi, λ) (3.7)
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where Nj(R) is the volume concentration of particles and
dσj,sca
dΩ is the differential backscatter cross-
section at the specific wavelength λ. It is rigorously defined as:
Definition 3. The differential backscatter cross-section at the specific wavelength λ dσj,scadΩ is defined
as the hypothetical area normal to the incident radiation that would geometrically intercept the total
amount of radiation actually backscattered per unit solid angle.
With the atmosphere consisting only of aerosols and molecules, the volume backscatter coefficient
can be conveniently written as
β(R) = βA(R) + βm(R). (3.8)
The subscripts A and m stand for aerosol and molecules, respectively. In other words: A for Mie and m
for Rayleigh scattering.
The term Tλ(R) expresses the attenuation that the light experiences when crossing the atmosphere
from the origin to the range R and returning. It can be obtained using the Beer-Lambert law Sec. B.1:
Tλ(R) = e
−2 ∫R0 [λA(s)+λm(s)]ds (3.9)
where λA(s) and λm(s) are the volume extinction coefficients for aerosol and molecules at range s,
respectively.
The extinction coefficients can be written as sum of two distinct effects, absorption α and scattering
β
Tλ(R) = e
−2 ∫R0 αA(s)+βA(s)+αm(s)+βm(s)ds. (3.10)
3.2.2 LIDAR acquisition modes
There are two different types of acquisition in LIDAR technology. DIgital Mode (DIM) and Direct
Current Mode (DCM). They are just different ways to estimate the energy collected by the sensors.
However, their application is quite different.
Using DCM more effort must be used in calibrating the profiles. It estimates the integral energy
collected by the sensor in a time gate and this measure is performed on the amplified output of the
detector. This means that the signal suffers more the instrumental noises.
The DIM instead reduces the pure noise signal counting the spikes of energy released in the sensor
when those are within certain thresholds. However, also this mode experiences problems when the signal
is too low or too high.
Photon counting mode
Photon counting mode or DIM is a technology that allows to count the number of photons collected
by a sensor, which can in general be an APD or PhotoMultiplier Tube (PMT). Both DIM and DCM are
expected to produce a signal that is proportional to the amount of photons collected, but this is not always
true. The response of the sensors is not linear for low and high fluxes of photons. PMTs and more APDs
are not noise free devices, so the detection of signal starts when a threshold is reached and stops when
saturation starts.
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Fig. 3.8: Simplified photon counting system: the output pulses from the PMT are amplified by the preamplifier.
These amplified pulses are then directed into the discriminator. The discriminator compares the input pulses with
the preset reference voltage to divide them into two groups: one group is lower and the other is higher than the
reference voltage. The lower pulses are eliminated by the LLD and in some cases, the higher pulses are eliminated
by the ULD. The output of the comparator takes place at a constant level. The pulse shaper forms rectangular
pulses allowing counters to count the discriminated pulses.
In general practice, referring to Fig. 3.8 the Low Level Discriminator (LLD) is used to reject ther-
mal noise and to reduce the counts of atmospheric background photons in day time, the Upper Level
Discriminator (ULD) is not always used, but it is useful to reject noise spikes and simultaneously de-
tected photons. When the photon rate that reaches the system is too high compared to the response speed
of the system, the counter will receive an almost continuous signal and no counts will be performed.
A common issue for DIM acquisition in LIDAR systems is that in the near range the high number of
photons saturate the digital acquisition. Often, in systems experiencing this issue, a channel for DCM is
used together with one for DIM. The direct current acquisition is used for the near range and the digital
one for the far range. Both channels must have a common region where non saturation happens. In this
way the two channels can be superposed, granting an optimized profile acquisition. Many example of
such methods can be found in literature, for example we refer to F. Cairo (2012) [13] and related works.
Measurement repetition
Thinking on the LIDAR equation 3.4, we can convert the energy of the pulses into the number of photons
emitted per pulse using the Planck relation
E =
hc
λ
(3.11)
where E is the energy of a photon, c is the speed of light in vacuum and h is the Planck constant
h = 6.62606957 × 10−34 Js. The Planck relation relates the energy of a photon to its wavelength, so
knowing the pulse energy and its wavelength, we can obtain the number of photons.
For the ceilometer CHM15k produced by Jenoptik, the nominal pulse energy is 8 µJ at λ = 1064
nm, which gives approximatly 4.3× 1013 photons/pulse.
As the energy can be converted into photons number, so the power can be converted in to photons
number/seconds, which is a frequency and has unit Hz. This is a more convenient unit of measurement
when we want to relate to photon counting systems.
When the frequency of the signal detected is in the range of linear response of the system, the
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counts are distributed as the Poisson distribution, which expresses the probability of a number of events
occurring in a fixed time interval if these events occur with a known average rate and independently.
When counting the error of a count is ±1 counts, when summing N individual counts, the error
propagation leads to an error equal to
√
N . A relevant property is that the error increases as
√
N , when
the relative error decreases as 1/
√
N . A trivial consequence of this behavior is that if we increase the
photons emitted by the laser, the returns will have a smaller Noise to Signal Ratio (NSR), that for systems
in photon counting mode in case of no background noise Gλ will coincide with 1/
√
N .
When repeating acquisition in a small time interval, the atmospheric optical properties are assumed
not to change. So, it is possible to sum several individual acquisitions, increasing the number of photons
per bin and reducing the NSR down to a desired level, as it could be done increasing the power of
the LASER. Unluckily, the sensors need a minimal amount of photons per second to produce a signal
(typical activation frequencies are in the range on 10-50 KHz), so the transmitter power can not be
reduced below some critical level. Moreover, a new acquisition can start only when the effects of the last
pulse are vanished.
Errors of direct current mode
For the DCM the main source of uncertainties is the thermal noise, which causes the signal to have
random fluctuations. These fluctuations can be estimated while the instrument is not acquiring signal,
but just ground noise. A common practice is to estimate the standard deviation on the signal before the
pulse is generated, or if the laser power is low enough on the tail of the signal.
The atmospheric ground light is supposed to be constant and it determines an energy flow that heats
the sensor. It must be drained by the sensor in time so that no residual energy is left when a new profile
bin is acquired. To drain this energy from the sensor, a proper voltage must be set. In night time, the
background light can be considered negligible and the voltage can be low. Contrary, in day time, it must
be higher. For the sensors a higher voltage means also higher thermal noise.
When an instrument is supposed to work, both during day and night, an average voltage is com-
monly set. This will grant an average quality in the signals. Some manufacturers, like Jenoptik in their
first models of ceilometers CHM15k, were modifying the draining voltage, according to the different
background levels, measured on the fly. This approach revealed itself to be a bad choice, because the
voltage on the sensor determines also the efficiency of photon detection. Modifying the instrumental
settings on the fly makes the different signals not directly comparable.
Errors due to instrumental noise
Thermal noise is one of the main cause of uncertainties on the retrieval, but is not the only one. Many
other phenomena related to the pure electronics can be source of noise, in particular of systematic errors.
Systematic errors are typically related in time to the trigger. It determines the LASER pulse to be
emitted and the acquisition to start. The laser pulse causes a strong absorption of energy in a very narrow
time, this leads to a shock for the system which causes different effects depending on the design of the
electronic circuits.
38 CHAPTER 3. INTRODUCTION TO LIDAR
Other sources of errors can affect LIDARs systems, as the previously mentioned adjustment of volt-
age at the APD sensors. This category of errors can be defined as software errors. They are not really
part of the acquisition systems, they are often introduced to solve hardware related problems. They are
hard to be modeled, and they make hard or impossible to compare different profiles or even distinct bins
in the same profile.
3.2.3 Returns and calibration
For an ideal system, when only single-scattering occurs, the ratio of the returned energy and the emitted
energy represents the probability of a photon to be backscattered from a range R into the receiving
system. This is not the probability of a photon to be backscattered; also the atmospheric attenuation
plays a relevant role. Fig. 3.9 shows this concept, there the actual probability for the molecular signal
in the FA (above 1200 m) is represented by the molecular volume backscatter coefficient βm plotted in
green.
Fig. 3.9: Simulation of an attenuated backscatter profile for a LIDAR with nominal parameters as in Tab. 7.3,
where instead of a wavelength of 1064 nm, we used 355 nm in order to stress the attenuation. The simulation
is performed as explained in Sec. 5.3, using an integration time of 7200s. The green line is the actual molecular
volume backscatter coefficient and the black the volume attenuated backscatter coefficient. Up to 1000 m a ML is
placed with strong backscatter coefficient (5 times the molecular) and LR=40 sr.
The attenuated signal is in black and, as mentioned, expresses the probability of the backscattered
photon to be revealed by the ideal detector. Mathematically can be expressed as the product of the
backscatter coefficient βλ(R) and the atmospheric attenuation Tλ(R). We must note that, due to the
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molecular attenuation, in the FA the Attenuated volume BacKscatter coefficient Signal (ABKS) is not
parallel to βm(R).
As a first guess, or order zero calibration, it is possible to obtain from the ABKS and the expected
signal for FA, a multiplicative factor. This factor can then be used to correct the ABKS. Methodologies to
get the instrumental constants are proposed in the literature, in particular using the LIDAR for horizontal
acquisition in homogeneous atmosphere as proposed by Gerard J. Kunz in [63] and [62].
In general, instrumental constants change with time: system power, quantum efficiency of the detec-
tor, and window trasmissivity are subjected to environmental conditions. They experience also a natural
degradation. Calibration should be performed on a regular time schedule and general maintenance on a
daily basis.
Calibrations of elastic LIDAR system is commonly performed in a posteriori way, directly with the
data inversion in order to produce extinction profiles.
From raw profiles to attenuated volume backscatter coefficient signals
Here I will refer to the standard procedure I use to pre-process the returns in order to produce comparable
profiles. I start from profiles of photon counts as raw data. However, most of the steps I will propose can
be used also for DCM profiles.
Two raw profiles are presented in Fig 3.10a. One profile is acquired in nighttime and one in daytime.
The big difference in magnitude is caused by the diffused sun light. This two profiles are both a summa-
tion of 15 seconds of returns, which corresponds, approximately, in 105 laser pulses. The ground signal
Gλ was estimated as the average of the values of each signal above 8000 m. The range value of 8000 m
is an arbitrary choice, in this specific condition all values above 2000 m could have been chosen, because
no clouds are present above. The correction is performed by subtracting to each signal its own Gλ.
In Fig 3.10b is plotted the Ground Corrected Signals (GCS) divided for the number of pulses. The
two signals differ mostly in the first 2000 m, above we can see that random fluctuations are greater for
the daytime profile.
The two profiles now are comparable, but the physical meaning of the values do not represent any
relevant physical quantity. In particular, what done until now can be applied also to DCM profiles.
Another general step is to correct for the angular effect. This effect is described in the LIDAR equation by
the term A/R2. It acts reducing the magnitude of the signal because the angle through the backscattered
light is collected by the sensor decrease as R increase. We can correct our signals for this loss of
intensity by multiplying each bin for the factor R2/A. Or, as is more commonly done, just for R2. This
correction is called range correction or range normalization and is used to produce a Range Corrected
Signals (RCS). In such kind of profiles, each bin can be compared with the others and they all are directly
proportional to the attenuated backscatter. Considering also the area of the receiver A, is not a necessary
step to produce RCSs, but I consider a good practice to keep meaningful units of signal. Because we
divided for a solid angle the unit of measure of this RCS is sr−1.
In Fig 3.10c the RCSs are depicted. It is clear that above 2000 m there is no signal because the
normalization produce a quadratic explosion. It depends on the fact that there are Gaussian fluctuation
around zero. In order to reduce this effect, the GCSs are commonly spatially smoothed and more raw
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(a) (b)
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Fig. 3.10: (a) Two CHM15k acquisitions at Lindenberg weather station. Black curve shows an night time acqui-
sition of 99821 profiles summed for a integration time of about 15 s. The red curve is an analogous acquisition
taken in daytime representing the sum of 102479 profiles. (b) GCS for the profiles presented in Fig. 3.10a. (c) RCS
for the profiles presented in Fig. 3.10a. (d) RCS for two profiles integrated over 30 minutes and spatially smoothed
over three points.
profiles are summed. The effect of time averaging and a three point smooth can be seen in Fig. 3.10d. In
this last plot, in the daytime profile (red curve), it is clear that a cloud enters in the field of view because
the signal magnitude is much bigger than in Fig 3.10c.
When starting from photon counts, the meaning of the RCS obtained is still fuzzy. In order to
obtain attenuated backscatter signals, there are still some steps to be done. First, we want the signals
to represent the probability to have a single photon backscattered and detected by our system. This is
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achieved dividing the RCS for the number of photon emitted with one pulse. As calculated before, for
the ceilometer CHM15k this number is of the order of 4.13 × 1013 photons. Then, if we divide for
the height of a bin dr, which, in our instrumental setup is dr = 15 m, we obtain the attenuated volume
backscatter coefficients, which is comparable to the molecular volume backscatter coefficient.
(a) (b)
Fig. 3.11: (a) Attenuated backscatter coefficients obtained starting from the RCS data of Fig. 3.10d. (b) Calibra-
tion of the profiles of Fig. 3.11a plotted in logarithmic scale
Fig. 3.11a is analogous to Fig. 3.9. They both propose a value of attenuated volume backscatter
coefficients. In this last case, the integration time of 30 minutes and the wavelength, is three times
the one used in order to produce the simulated profile of Fig. 3.9. We expect a lower attenuation at
larger wavelength. The main reason of such loss of signal is due to several instrumental deficiencies:
the quantum efficiency of the detector, the power of the laser, the energy loss due to the instrumental
transmissivity. We could consider all those effects only by a system calibration.
The calibration, here, is performed for each profile just calculating the mean ratio of each bin with
the corresponding molecular coefficients in the altitude range of 2500 m up to 3000 m where, from
Fig. 3.11a, looks like molecular signal is present. I am not giving the details of this simple calibration
because the quality of the data is poor as you can see in the next section.
Errors on profiles
It is always possible to estimate the uncertainties on each bin of a LIDAR sigal, whether it is a raw profile
or an ABKS. For direct current mode the error of the profile can be calculated as the error of the mean
of the tail used to estimate the background noise. For DIM, because counts follow the Poisson’s statistic,
the error is the square root of the counts of each bin. Progressing to GCS and subsequently to RCS and
ABKS errors can be easily propagated step by step.
For the GCS we must consider the error of the subtractedGλ. All the other steps presented are simple
multiplications for constants. To obtain the error, in this case is trivial, we just have to multiply the errors
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(a) (b)
Fig. 3.12: a) The first two plots are analogous to Fig. 3.10a and Fig. 3.10b for the nighttime profile. The third
profile represent the noise to signal ratio. b) same as 3.12a, but with an integration time of 30 minutes. In the third
panel the percentage noise is presented in black for the 30-minute signal and in red for the same signal smoothed
with a moving average calculated over three points.
for the constants in order to obtain the errors on the estimated profile. Considering the night time profiles
of figures 3.10 and 3.11 considering the bins above 8000 m Gλ = 538.2± 1.1 counts. The estimation of
the ground noise is quite good because the average is performed over 491 points.
In Fig. 3.12a are depicted, with error bars, the raw data and the GCS for the night time profile taken
with 15 s integration time. The third plot is the NSR presented in percentage. Fig. 3.12b is analogous to
Fig. 3.12a, but is calculated over 30 minutes of integration time. In the NSR panel in red is plotted also
the NSR for the dataset smoothed over three points.
The information we get from the error analysis is quite relevant, in particular we see that the calibra-
tion we performed for the 15 s profile is done using data with more than 50% of error. The one performed
for the 1800 s profile is much better, but still qualitative, because the signal error is of the order of 25% A
relevant property of the NSR is that it is conserved for manipulation of the data involving only multipli-
cations for quantities that do not have errors. In this way, in most of the conditions, we can estimate the
errors on the RCSs and ABKSs directly by the knowledge of the NSR and the value of the considered
signal.
3.2.4 Inversion
The most used algorithm for inversion of elastic LIDAR returns is the so called Klett algorithm, proposed
in 1981 by James D. Klett [58]. I will not provide any other detail on this algorithm, being the inversion
of signals far from the targets of this work.
Chapter 4
Mixing height from ceilometers
As presented in Sec. 3.1.3, ground based LIDARs have been widely applied since the early years of 1960,
when Fiocco and Smulin [41] reported profiles of detected scattering from the upper atmosphere. Since
then several methodologies where developed in order to retrieve environmental parameters of interest,
like molecular density, mixing ratios of water vapor, cloud properties, profiles of temperature and wind
speed.
Since Holzworth in 1967 [50] or, more recently C. Gerbig in 2008 [45], the importance of a correct
estimate of Mixing Height (MH) or MLH is reported as fundamental for modeling the transport of
pollutants and green house gases. Since the beginning, a strong effort was carried in measuring this
key parameter. Because direct measurements, using balloons, were too expensive to be performed on a
continuous base, remote sensing techniques where applied since the beginning. SODARs and LIDARs
where involved in dedicated measurement campaigns. First observations of the CBL can be attributed to
Beran in 1973 [4]. Most relevant publications are by Russell in 1974 [87], Kunkel in 1977 [61] Coulter
in 1979 [21].
Several similarities are pointed in the retrieval of MH for the optical and acoustic instruments. The
main difference, however, is the possibility of LIDARs to explore higher ranges, when SODARs are
bounded to the first few hundred meters.
In recent times, roughly after 2000, use of ceilometers instead of standard LIDARs system, was
introduced. This is due to the relatively low costs of such instruments. Infrastructures for monitoring
green house gases and pollutants, like Integrated Carbon Observation System (ICOS), require the direct
estimation of this parameter all over the domain of measurements. This involve the creation of several
stations, which should be equipped with proper instrumentation. Defining the instrumentation and the
algorithms to be used, is both a scientific and an economic task. Here I explore the scientific aspects of
this topic, by giving the generalities of the main methodologies used to retrieve mixing height.
4.1 Mixing height retrieval methods
The literature about the use of active optical systems to retrieve MLH is wide. Tab. 4.1 propose a small
summary on the publications touching the topic. Different methodologies are proposed in order to define
the location of the ML top. Their common name is presented in the first column of the table.
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Tab. 4.1: Summary of the main literature on MH retrievieal classified by method.
Method authors
SNR threshold (or visual inspection)
P. B. Russell 1974 [87]
R. Boers 1984 [8]
R. A. Ferrare 1991 [39]
Other thresholds
S. H. Melfi 1985 [70]
R. Boers 1987 [9]
Gradient
R.M. Endlich 1979 [36]
J. C. Kaimal 1982 [56]
C. Flamant 1997 [42]
K. Scha¨fter 2004 [92]
M. Wiegner 2006 [111]
Variance
W. P. Hooper 1982 [51]
W.P. Hooper 1986 [52]
C. Flamant 1997 [42]
Combined gradient and Variance
G. Martucci 2004 [68]
A. Lammert 2006 [64]
B. Hannemuth 2006 [48]
G. Martucci 2007 [66]
Wavelet
J. Mann 1995 [65]
C. Kiemel 1997 [57]
L. M. Russel 1998 [86]
L. Menut [72]
K. J. Davis 2000 [23]
S. Cohn 2000[18]
Ian M. Brooks 2003[11]
M. Haij 2007 [24]
Morille et. al. 2007[77]
Baars 2008 [2]
G. Teschke 2008[101]
F. Di Giuseppe 2012 [28]
Model fit
D. G. Steyn 1999[97]
N. Eresmaa 2006 [38]
N. Eresmaa 2009 [37]
Due to recent efforts in selecting algorithms to retrieve this fundamental parameter, several works
were published, in particular Haeffelin et al. 2012 [46], touches the main automated methodologies
suitable for ceilometer’s data. During the development of this work, I explored almost every reasonable
method proposed in the literature in order to retrieve MLH from ceilometers. I found the work of Haefelin
consistent with my understanding.
In general, two main categories of methods can be defined: methods that use edge detection on
signals and methods that approach the signal trying to fit it with a model. Both categories have advantages
and disadvantages.
Using Raman systems, capable to estimate water vapor and wind speed, could be possible to use
methodologies like the Richardson Bulk number method as described in Sec. 2.5.2. They require
powerful and expensive instruments, far from the ceilometers performances and prices.
A substantial aspect of the methodologies and related algorithms is the preprocessing of the data.
4.1. MIXING HEIGHT RETRIEVAL METHODS 45
Depending on the methodology, a certain accuracy can be required. To obtain it, within the limits ex-
pressed in Sec. 3.2, integration times and spatial averaging can be performed. This averaging is strongly
system dependent, being the LASER output power and the receiving system the main factors influencing
the NSR of each return.
Calculation power was one relevant limit in the first period, when MH retrievals were performed.
So fixed space and time windows were used in order to reduce noise in signals. Even if the actual
computational power is increased, fixed time and space analysis are still performed by many authors.
However, became more and more popular the analysis performed in multi resolutions, like wavelet. In
most, the time averaging is still performed on fixed time windows, but the spacial averaging is performed
with different window size (dilations).
Preprocessing of the data can variate from data to data, however, most of the algorithms are applied
directly to the logarithm of the RCSs.
Fig. 4.1: From Boers 1984 [8], their figure 1. Video picture of a LIDAR scan taken 18 July 1979 with the
University of Wisconsin system located close to the town of Weldon in Illinois. The white area represents the lidar
signal MLH and entrainment zone plotted in the picture estimated visually.
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4.1.1 Edge detection methods
An atmospheric layer can be defined as a well structured and contiguous segment of a vertical profile.
As a segment, it will have two extremes or edges. Within the edges some property will be shared, and
this property must be significantly different from external regions. However, edges can not be defined
as points, but as pillow regions between two regions, characterized by a center and extension. When
considering the ML or the CBL, one extreme is set to be the ground. When convection is well developed,
above the CBL there is directly the free atmosphere. The transitional area between these two layer is
called entrainment zone.
A rigorous definition of entrainment zone and a short historical excursion, can be found in Deardorff
1980 [25]. For modeling the dispersion of tracers produced at the ground, both thickness of entrainment
and MH must be estimated.
The main BL’s optical property is to have a grater backscatter ratio than the free atmosphere. This is
due to the higher aerosol content. CBL has not only an higher backscatter ratio than FA, it is also almost
uniform. These two properties define the layer and the edge with the FA. From direct visual inspection
of a time series of vertical profiles or a scan it is possible to see clearly the MLH. A relevant example
comes from Boers and Fig. 4.1 shows that from visual approach the convective boundary layer can be
seen easily.
Analogous methods, like the one shown in Fig. 4.1 were applied since the beginning of the optical
sounding of the BL. They substantially consist in locating the beginning of the free atmosphere, where
the backscatter signal has a strong reduction in intensity, defining somehow, an edge on the SNR. This
approach is proved to be consistent with SODARs, by Russell in 1974 [87], and temperature profiles
retrieval by Coulter 1979[21]. This approach, however, is subjective and can not be easily automatized.
In 1979 Endlich [36] proposed an automatic method for determining the mixing depth from LIDAR
observations. He introduced the gradient method, which consists of locating the MH with the largest
negative gradient of the logarithm of RCSs. He also pointed that this methodology can be used in simple
cases, when only one layer is present. In complex cases, he takes the negative gradient nearest to the
surface. He also performed a study on the temporal gradient, considering it to represent horizontal space
gradients (because advection). He points out that temporal gradients have appreciable magnitude only at
the top of the ML. Endlich points also that his method has the advantages that there is no requirement
for an absolute calibration of the lidar returns, and variations in LIDAR output power do not affect the
results. This means also that the gradient method can be applied to ceilometers.
Time gradient, as shown by Endlich, exhibits strong fluctuations at the top of the ML. The fluctua-
tions are in magnitude and sign. This was, probably, the idea that moved Hooper in 1982 to propose in
his master thesis [51] and, subsequently, in [52] the use of the maximum of temporal variance in order
to locate the MLH.
In 1982 Kaimal [56] uses a ruby LIDAR to estimate CBL height and defines two main methods: in
areas with low aerosol concentration levels, he suggests to take the first peak in backscatter. In coastal
areas and where there is an high load, he suggests to take the level of maximum negative gradient. I was
not able to find other examples of methods involving the selection of a peak in signal, so I must consider
the Kaimal’s suggestion as an isolated case.
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The study of gradients in the logarithm of signals evolved from fixed resolution analysis to Multi
Resolution Analysis (MRA) when in 1995 at the 11th Symposium on Boundary Layers and Turbulence in
the United States, J. Mann [65] introduced the use of Haar wavelet in order to analyze the boundary layer
structure. Mann and his co-authors, in subsequent publications [29] [57] [23], explored the structure of
the boundary layer using this methodology applied to airborne LIDAR data. Their work is fundamental in
this topic. The use of wavelet technique became of large interest because, as observed by Cohn in 2000
[18], it can be used for automated recognition and applied to data with short integration times. This
capability is valuable when examining small CBL features or analyzing data from a moving platform
such as airborne lidar.
In Chapter 6 I give the details on wavelet methodologies and on MRA that I used to develop my
personal methodologies.
Although, use of MRA became a common practice, standard gradient and time variance methods
are still applied commonly. Examples are: B. Hannemuth in 2006 [48] and G. Martucci in 2007 [66].
They combined vertical gradient intensity with time variance methods following Cylille Flamant 1997
[42]. C. Mu¨nkel [79] proposed the use of most negative peaks in gradient of RCS as standard algorithm
for processing the returns of the Vaisala’s ceilometer CL31. Mu¨nkel approach differs from the one of
Endlich because he does not take the logarithm of the signal.
4.1.2 Model-based methods
The main example comes from Steyn in 1999 [97]. It assumes that convective boundary layer has uniform
backscatter within itself and this decreases as an error function to a lower intensity in the free atmosphere.
Steyn’s method consists on performing a non linear regression of a profile using an error function. It
is represented by the equation
P (r)r2 =
Bm +Bu
2
− Bm −Bu
2
erf
(z − zm
s
)
, (4.1)
where symbols are: r the range, P (r) the GCS, zm the MLH, s the entrainment zone thickness, Bm and
Bu are two constants. Fig. 4.2 shows the application of Eq. 4.1.
Applications of this method were proposed by N. Eresmaa in 2006 [38] and C. Mu¨nkel in 2007 [79].
Eresmaa subsequently at the 6th and 7th international conference for urban climate [37], approached
the signals modeling them with linear combination of error functions with the aim of simulate multiple
layers separated by entrainment zones.
This way of modeling the profiles can lead, in general, to positive results when the atmospheric
condition reflects, within a certain error, the model. But, in general they fail when clouds and non
predicted multiple layers are present.
Adaptive models could be proposed using a wider set of functions like error functions for layers with
entrainment zones and Gaussian curves, to represent thin clouds or some other kind of function that will
represent better the atmospheric layers. In general, a linear combination of this wide set of functions,
could be used to make a non linear regression on the signals and obtain a representation of all the layers
defining: position, extension and uncertainties. I personally attempted such an approach. I found it to be
promising, but quite far from being applied in an automated way.
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Steyn’s method was used in several campaigns for analyzing the data. For example Wiegner 2006
[111] and Baars 2008 [2], used it together with other methods. They show, and in particular Baars shows
a good agreement with other methods. This kind of operation requires a prior knowledge of the vertical
structure of the atmosphere and if used automatically, it would give wrong results.
On the other side, in 1984 Boers [8] used LIDAR observations to test and evaluate simplified models
for the ML grow rate. Subsequently, in recent times, Digiuseppe et al. in 2011 [28] used the model
described in Sec. 2.6.1 to select candidate layers obtained using edge detection methods.
4.2 Discussion on algorithms
In this section I present the details of the algorithms and a discussion on the results that one can expect
to obtain by using them. Part of the discussion is better detailed in Sec. 7 when results of the application
of the methods is presented.
Fig. 4.2: Idealized model from Steyn [97], their figure 1. In the ordinates units is backscatter ratio, the actual ratio
of the volume backscatter coefficient of the signal and the expected molecular signal.
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Fig. 4.3: In the left plot, application of the method developed by Steyn on an overlap corrected RCS from
Lindenberg weather station. In blue, is presented the signal and in red the model fit. The horizontal line green is
the mixing height estimated using the Richardson Bulk Number method on a co-located radiosonde profile. The
horizontal red line is the estimated value of MH or zm. On the right plot, in blue, is presented the signal, in
black the signal smoothed using a centered window of amplitude ±60 m. In pink, is plotted the vertical gradient
calculated using Eq. 4.4. The horizontal lines are the retrieval using the radiosonde and the gradient method.
4.2.1 Gradient method
The nature of this method is to define the MLH where a strong variation in the RCS is observed. It was
introduced by R.M. Endlich in 1979 [36].
Endlich proposed to consider the logarithm of RCS, then to compute the first order derivative DS(ri) as
the center difference
DS(ri) = S(ri+1)− S(ri−1). (4.2)
In Eq. 4.2 the logarithm of the RCS is represented with the symbol S, the range of the i-th bin is
represented with ri. It is to note that in the scheme no denominator is used. This is due to the fact that
the differences are taken at a fixed resolution. In this case the comparison of the magnitude of each
derivative is independent by the actual value, because it is invariant for multiplication of positive real
values.
Use of logarithms of RCS can be considered not a necessary step, because the magnitude of gradients
will keep the order. Moreover, the use of the logarithm can introduce errors in the analysis. It is the case
of noisy signals, as for example, those from a ceilometer. When the SNR is poor, the RCS can have
negative values, especially in the free atmosphere. This makes it impossible to calculate the logarithms
and also the gradients.
K. Scha¨fer [92] proposed to use, on Vaisala ceilometer LD40, the scheme of Eq. 4.3 as a variant of
the one proposed by Endlich. He introduced the sliding average over a fixed number of range intervals or
bin dn. He defined P (t, r) as a bin of RCS corresponding to time t and range r. The smoothed version
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of the signal is Pb(t, r). Scha¨fer defined the gradient G(t, r) as follows:
G(t, r) = Pb(t, r + dr
dn− 1
2
)− Pb(t,max(dr, r − drdn− 1
2
)), (4.3)
where dr is the instrumental space resolution. On the last term of Eq. 4.3, in order to avoid negative
ranges, the maximal between the actual range shifted and the first range available is used.
This approach was extensively explored and compared to others on the Vaisala ceilometers as it can
be seen by the large number of publications of the following authors: K. Scha¨fer [92, 91, 90, 89], S.
Emeis [34, 35], M. Wiegner [111] and C. Mu¨nkel [80, 78, 79, 81]. These authors were quite active in
producing papers and the list could be extended.
Eq. 4.3 is based on RCSs, not on their logarithm, in order to grant the existence of the gradient. This
scheme and the one from Endlich, however, suffer a common problem. Using different smooth windows
make the gradients not comparable. There is to say that the use of the world gradient is abused in both
the authors, a finite difference scheme to calculate a gradient must converge to the first order derivative
when the step approaches to zero.
A better name for the method could be “difference method”. I modified Eq. 4.3 in order to be suitable
in a MRA context
G(t, r) =
Pb(t, r + dr
dn−1
2 )− Pb(t, r − dr dn−12 )
drdn
. (4.4)
This scheme approaches the first order gradient, when drdn → 0. In Eq. 4.4 the border effect is
not considered as Scha¨fer does. I prefer to assume reflecting borders or periodicity, as will be defined in
Eq. 6.26.
4.2.2 Variance methods
Since Endlich studied the time gradient in a series of RCS and understood that the gradient has strong
fluctuations at the top of the ML, methods based on time fluctuations where developed. In particular,
Hooper [51] proposed a methodology involving the estimate of the maximum of the time variance to
locate the MLH.
Examples of use of variance, are not bounded to time dimension. N. S. Jordan in 2010 [55] esti-
mates the PBL height trough detecting the maximal variance on the vertical dimension. He applied this
methodology on the data from the satellite CALIPSO. Jordan refers to Melfi [70] for usage and discusses
of time variance and space variance. I found that this reference is wrong. Probably he was referring to
Hooper [51], but this is only an hypothesis.
However, for practical application, the meaning of the algorithm is clear. To compute the variance
on a sliding window over time or space is a simple task. It does not even need special smoothing of the
data.
Calculation of variance can be performed both on RCS and its logarithm, but as for the gradient
method, for noisy data the existence of logarithm is not always guaranteed. For this reason, when using
ceilometer data, direct use of RCS is the better option. There is to note that variance and gradient methods
are almost equivalent. In particular where absolute value of the gradient is higher, also the variance is
higher.
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Comparison of time and space gradient is not a trivial operation, because they do not share the same
measurement units. It could be possible to convert time gradient into space gradient if the horizontal
wind speed is known, but this, in general, is not happening.
Combinations of the time and space maximal fluctuations are reported in the literature, in particular
G. Martucci [66] who used the combination of time variance with vertical gradient in order to select the
points that were simultaneously matching the two criteria.
Fig. 4.4: Here is presented an example of the gradient calculated with the modified Haar wavelet approach
described in Sec. 6.3. Starting from the upper plot, we can see a RCS corrected for the overlap of a Jenotik
ceilometer CHM15k installed at Lindenberg. The values where NSR is above 150%, are masked. The color plot
represents the intensity of the gradient calculated with Eq. 6.39. The color plot uses the color scale called Jet, blue
means low value, yellow average values, red strong values. The gradients affected by border effects are masked
in white. The lower plot, represent the average of the non masked gradient. The vertical lines are respectively:
the MH calculated with Richardson bulk number method in green; the first (more intense) four negative gradient
peaks, in brown.
4.2.3 Wavelets
In order to analyze vertical profiles of airborne LIDAR Mann, in 1995 [65], introduced the use of wavelet
analysis. Wavelet is a generic tool used to study data series, as unidimensional time series or space series.
Depending on the framework and on the data even multidimensional analysis can be performed. The
methodology proposed by Mann and related authors is applied to lidar profiles.
The concept beyond wavelet is rather wide and mathematical. A short introduction is given in
Sec. C.1.4. For details I will refer to Charles C. Chui [17].
Within the broad family of wavelets, Mann used the Haar wavelet defined with Eq. C.32. As shown
in detail in Sec. 6, convolving a signal with such a filter, is equivalent to compute simultaneously its
running average and the corresponding gradient, with a strong analogy to the gradient method. Applying
dilations to the Eq. C.32, gradients at different spatial resolutions can be obtained. An example of
such methodology, can be seen in Fig. 4.4. In the upper figure are presented the gradients calculated
with different space windows, In the lower plot is presented the average of all the different dilations.
This gradient averaged over different space resolutions, leave relevance only to the edges that are more
relevant. A real peak in the gradient remain at several dilations, when a peak due to a spike of noise, is
rapidly diluted.
This is the idea beyond the use of wavelet and MRA. In the literature we find few examples of
different wavelets. G. Teschke, in 2008 [101], used some of the Daubachies’s wavelets because those
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wavelets are considered to better estimate the gradient together with a better localization.
In general, it is possible to use, as mother function, every function, that convolved with a signal, has
for limit the first derivative of the signal. In my personal opinion, the simplicity of the Haar wavelet
makes it elegant too and elegance in physical sciences often means correctness.
Wavelet analysis was used, since the beginning, as an extension of the gradient method and is par-
ticularly suitable for low quality signals as stated by Cohn [18]. It is a conservative approach that can be
used on data at full resolution. In particular, I adapted this methodology to work with multidimensional
datasets.
Fig. 4.5: On the left a clear sky RCS signal is used to train the beural network in order to produce a step function
where the step locate the MH. The output signals produced by the neural network are subsequently fitted using the
Steyn’s model in order to locate the MH.
4.2.4 Neural networks
As part of the model fitting approach, I attempted to use neural networks. I cite this approach, but I do
not explain it in detail, because after several attempts I was not able to obtain better results than using
directly the Steyn’s method.
An example of a neural network can be seen in Fig. 4.5. In simple words, a signal is provided to
an input neuron and it is transmitted to an other layer of neurons with different modulations, then each
neuron transmits to subsequent layers applying other modulations, until the output layer is reached. The
output layer will produce a signal that can be considered the “interpretation” of the neural network. ,
itBefore using the neural network is necessary to train it. This process consists in a series of iterations
that modify the way each connection transmit the signal to the subsequent layer. The modifications are
such that the network will try to reproduce an imposed signal.
I set, as output signal, a step function that has values 1 within the ML and zero outside. My idea was
to get a simple signal that allows a simple extraction of the searched property.
The training was performed with 30 clear sky RCS. The results of this approach here worse than
the Steyn’s method in both clear sky and cloudy conditions. The results of such approach can be seen in
Sec. 7.3.
Nevertheless I consider that this approach is worth to be reported here and to be explored in future
studies.
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4.2.5 Bi-dimensional analysis
Use of Bi-dimensional analysis of the time series of RCSs was introduced by Morille [77] and Haeffelin
[46]. The direct visual inspection of figures like Fig. 5.3 or Fig. 5.2a can be useful in order to detect
layers and their evolution. An expert can perform such a direct approach as was done by Russel or Boers
in the early stages of the mixed layer retrieval. On the other hand, the need of automated methods makes
necessary the use of objective algorithms.
Help can come from the image processing techniques. Morille uses the bi-dimensional edge detection
algorithm developed by J. Canny in 1986 [14].
A detailed description of the Canny edge detector is given in Sec. 6.6. Edge detection from an image
as the algorithm proposed by Canny, requires the calculation of the bi-dimensional gradient. An image
can be considered as a two dimensional matrix, with dimension rows and columns. Units on a rows and
columns are not fundamental, in particular they can be assumed be equal to “bin” in both dimensions.
This is not the case for time series of RCSs. Time and space dimensions have different measurement
units and can’t be mixed. However, neglecting this mayor issue and considering time and space bin,
equally spaced and dimensionless, interesting results can be achieved.
4.2.6 Layer attribution
Starting from Endlich, several authors provided simple schemes for selecting edges as MLH. Typically, it
is considered that the minimum in the gradient in clear sky condition, when convection is fully developed,
represents the MH. As this set of conditions are not verified all the time, Endlich suggested to consider,
as an alternative candidate, the first edge above the ground.
Cohn [18] pointed that the ability of detecting edges reached the state of art with wavelet. He also
pointed the need of a proper attribution method for the retrieved edges. After his work in 2000, other
approaches were considered, but layer attribution and cloud discrimination remain too poor.
G. Martucci [66] proposed a methodology based on the combination of time variance and vertical
gradient, opening to the idea of attributing, as MLH, the edge constrained by multiple methods. This
multi-method approach, however, is still far from a working one. In particular, it works very well as the
gradient method in well developed CBL, but in late afternoon, before sunset it will fail. Because the BL
experience a decoupling, entrainment of air from FA will keep turbulence in the upper part of the BL,
and so the variance, when the mixing from the soil will be almost blocked.
All the methods presented here, give consistent results in the central hours of the day, when CBL is
well developed. Around sunrise and sunset almost all methods fail, when there are clouds in general all
the authors surrender.
In morning time often tiny fog rise and reveal the MH, but in those conditions the gradient to be
considered is not negative, but positive. One can say it is an edge, possibly the first edge from the
ground. When this fog-cloud layer is not present, depending on the RL, gradients can be positive or
negative. In this condition, the combined time variance and gradient methods can give probably good
results.
The sudden stabilization of the BL around sunset is a critical point, even for the more recent selection
methods. Starting from Martucci [67], temporal height tracking algorithms were developed. Starting
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from a supposed good candidate, subsequent candidates between the edges are selected if they fall within
a certain cone of time variability. This approach, tested at first for tracking the cloud base, resulted quite
promising, but often noisy signals, or the partial overlap create artifacts at a constant altitude.
Nevertheless, tracking algorithms can be used properly if the expected time variation is known with
a certain confidence. A better selection approach would combine a model of the time evolution of the
BL in order to select the points that better will reproduce the daily evolution. In particular, a paper from
F. Di Giuseppe [28], brought the possibility of using Bayesian methods for the layer attribution.
Use of Bayesian method
Even when we want to use a time tracking algorithm, like the one developed by Martucci, in order to
capture the right MH, we need to capture at least a good candidate. Moreover, we need to know the
MH’s grow rate ∂h(t)/∂t, if we want to track the evolution of the layer.
It is clear that, to achieve such a selection method, the use of time series of profiles alone is not
enough. External information is needed.
The Bayesian approach for selecting candidates comes from F. Di Giuseppe [28]. She considers the
Slab model proposed by Tennekes [100] and, subsequently, by Stull [98] and introduced in Sec. 2.6.1.
The equations of the model are Eq. 2.18,2.19 and 2.21, which relates the mixing height, the average
potential temperature within the ML and the adiabatic lapse rate of the free atmosphere. Although Ten-
nekes’s model has formulations for unstable, stable and neutral conditions, Di Giuseppe implements a
simplified version that is suitable mostly for CBL. However, she claims that their goal is to introduce
the Bayesian method, more than to implement a model of the mixed layer. Di Giuseppe in her conclu-
sions, says “It was shown that this new method in many circumstances is able to ‘select’ among all the
stratifications measured the one that in a statistical sense is the most probable h estimation”.
Chapter 5
Data manipulation
5.1 Time series of returns
For a ground based instrument located at a fixed station, a time series of returns can be seen as a bi-
dimensional table or matrix of bins. As convention, the first dimension is time and the second is range.
Commonly, the data are collected in daily files and space and time resolutions are fixed. In the few
examples that are following the instrument considered, is a CHM15k installed at Lindenber. Its time
resolution is 15 s and spatial resolution 15 m.
Fig. 5.1: Time series of CHM15k’s RAW profiles taken on 26.9.2009 at Lindenberg.
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In Fig. 5.1, the photon counts are plotted using a logarithmic color scale. The color scale used is
commonly called jet and is used in meteorological applications, because it gives the ability to see both
extreme values of the scale and the center values.
Because in Fig. 5.1 the ground noise is not subtracted, strong differences can be seen in the magnitude
of the signals. Around 1 a.m., a negative peak that suddenly adjusts, is present. It is due to an internal
calibration of the instrument. In daytime some strong positive peaks can be observed. They correspond to
clouds passing over the instrument. In this condition the background light is highly increased comparing
to clear sky conditions.
I neglect the plot of the GCSs, because it is not much more meaningful than the one for the raw data.
In Fig. 5.2a, are presented the RCSs. The graphic shows that the time series is noisy. We expect that, as
in Fig. 3.10c, the normalization of the noise creates an explosion of the profile proportional to the second
power of range.
Because the scale used for the plot is logarithmic, negative values are not represented. At the same
time location of the previous figure we can see that, where instrumental self calibration is performed,
there is a relevant reduction of the noise. Instead, where the clouds are entering the FOV of the ceilome-
ter, the noise is increased.
(a) (b)
Fig. 5.2: (a) Time series of CHM15k’s RCSs taken on 26.9.2009 at Lindenberg. (b) Time series of CHM15k’s
SNR profiles taken on 26.9.2009 at Lindenberg.
In order to consider only the points where atmospheric signal is captured, some manipulation of the
data can be done. It is possible to calculate some masks in order to filter the Signal to Noise Ratios
(SNRs) that are below a threshold. In Fig. 5.2b, the ratio between the signal and the error is plotted using
a linear scale for colors. In dark red is plotted the signal that is larger than three times the error. Isolated
points of possible signals are present all over the figure, but most are isolated. Those isolated points are
determined by the random fluctuations and can be seen just as noise points. A good mask for filtering
the noisy points should consider a threshold for the SNR and also the isolation of points.
In Fig. 5.2b the filtered time series, or RCSs, is presented and, because most of the points of each
signal is pure noise, only a fraction of the vertical range is presented.
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Fig. 5.3: RCS as in Fig. 5.2a. Here we applied a mask to filter the points with relative error grater than 2/3.
5.1.1 Errors affecting the time series of returns
A good time series is supposed to be equally spaced in time. The power of the laser is supposed to be
almost constant during the acquisitions, as well as all the other instrumental parameters. However, a
system that automatically acquires profiles can encounter problems while operating.
I consider as error for a time series, all the causes that will make difficult to compare a profile with
the others. Those problems are so many that enumerating all of them is almost impossible.
In general, we can find as a more common source, a general temporal failure that makes the system
interrupt the acquisition of signals. Whenever the power goes off, both for intentional (maintenance) or
unintentional (power outage), the time series will be corrupted.
Other common causes of errors which are more devious, can be found in the laser behavior. When it
misses a shot and it is counted, or when its power is reduced or increased from the nominal parameters.
Also, the optics and the receiver electronic can cause errors or incoherences.
All those issues can be handled only if the instrument provides good information about its state.
When handling with time series of LIDAR returns, depending on the analysis to be performed, it is
important to use all the possible care in analyzing the failure of the instrument. When they are in a
relevant number the instrument should be maintained.
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5.2 Near field correction
Most of the ground bases lidar applications are focused on the exploration of the free atmosphere above
the first kilometer, and more. Most of the systems are not considered reliable for the first hundred of
meters because the acquired data are affected by several problems.
As already mentioned, there are three main problems: the electronic noise, the saturation of DIM,
and the partial overlap. The problem of saturation was analyzed previously describing the acquisition
modes of a system. It can not be really solved unless adding a DCM to the DIM.
The electronics of a system, which can cause systematic errors, can not be treated easily because it
can be affected by many internal and external aspects. The circuit design and environmental temperature
are commonly affecting such kind of noise. So, when approaching a numerical correction, it is required
to create a complex ad-hoc model. This is the reason why I am not treating this topic.
All those effects affect most of the instruments, in particular the partial overlap is present in all
lidars, including the monostatic systems (see Fig. 3.7). Saturation and electronic noise can be reduced or
avoided, with optimization of the electronic design. But, because we want to use existing instruments to
estimate the MH, we need to evaluate and correct all the errors that they exhibit. In particular, we have
to correct as much as possible the errors that do not allow to properly estimate the location of the MH.
5.2.1 Correction for partial overlap
Introducing the LIDAR equation in Sec. 3.2.1 and, more in detail, in Eq. 3.6, I introduced the factor
O(R). It represents the overlap function and incorporates the effects of defocussing and incomplete
overlap between the laser beam and the receiver field of view.
The reason why it is necessary to study such function of range R is that elastic LIDARs are unable
to fully capture the close-range backscatter signal. Empirical methods and numerical calculations can be
used in order to correct the returns and provide a better estimate of the near-field backscatter.
During the development of my work, I proposed a method to empirically estimate and correct such
effect, and its application is described in detail in Biavati et al. (2011) [7].
The numerical correction can be applied to overlap corrections retrieved also with different methods
proposed in the past [88, 102, 27, 5, 108]. Excluding [108], the previous methods that are broadly
used [5] are bound to the idea of horizontal acquisition assuming horizontal homogeneity [88] and [5],
assuming only statistical homogeneity [102] or without any assumptions on the atmospheric conditions
[27].
An aspect of the methodology I proposed is the optimization of the empirical function O(R) using a
simplified model of the instrument. This optimization can be applied to every retrieved overlap function
and is not bounded to the empirical method used to retrieve it.
Here I dont give the details of the empirical method but, instead, I describe in detail the optical model,
which can be used to obtain nominal overlap function to correct the returns when no empirical overlap
correction is provided.
5.2. NEAR FIELD CORRECTION 59
Fig. 5.4: Conventional LIDAR design approach. Taken from Roberts and Gimmestad [85].
5.2.2 Close range LIDAR returns
Referring to Fig. 5.4, we can see the classical geometrical approach defining S0min and S0max as the
extremes of the range interval of partial or incomplete overlap between the laser beam and the FOV of
the receiving optics. At ranges closer than S0min, we do not expect to collect any signal apart from some
possible stray light. The effect of the incomplete overlap is an underestimation of the backscattered
signal arriving from that region.
To estimate the range in which the beam is entering the FOV we can use the formulas proposed in
[85]:
S0min =
2d− dt − dr
θr − 2α+ θt (5.1)
S0max =
2d+ dt − dr
θr − 2α− θt , (5.2)
the symbols used are the same as in Fig. 1: d is the separation between transmitter and receiver centers;
dt is the transmitter beam diameter at the output of the laser box; dr is the receiver aperture diameter;
θr is the receiver FOV; θt is the transmitter divergence; α is the angle between receiver and transmitter
optical axes. In [85] the convention for the sign of α is opposite to my convenction, so their formulas
are formally different. My convention is that the angle α is positive when anticlockwise and negative
otherwise. In general, we look at the instrument in a way that the emitter stays at the left of the instrument
as in Fig. 5.4. In this way, a negative angle α looks toward the optical axis.
In addition to non-linearities induced by this incomplete overlap between laser beam and field of
view, one should also consider the effects of close range defocussing. In fact, the light backscattered
from portions of the atmosphere at finite distances from the receiver, which is furthermore not along its
optical axis, is neither focused on the telescope focal plane nor along the optical axis. It is rather displaced
sideways and farther from the pin-hole which is usually placed on the focal plane of the telescope, acting
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as the field stop of the optical system. Consequently, the light backscattered from short distances is
only partially intercepted by the pin-hole due to its displaced and larger BTS on the focal plane. All
these arguments are deeply discussed in the literature, in particular we refer to T. Halldorsson and J.
Langerholc [47] and to the more recent [96] to develop a simple model of the LIDAR systems.
Defocussing
We assume the telescope as a thin lens with a pin-hole centered along the optical axis on the telescope
focal plane as described in Fig. 5.5. We introduce the concept of defocussing as a measure of the energy
observed beyond the pin-hole with respect to the total energy collected by the telescope. We define the
defocussing of a point P in the object space, at distance S from the lens plane and displaced at distance
d from the optical axis, as the ratio between the portion of the lens area that forms the image of P in the
image space and the total area of the lens. A visual representation of defocussing from different regions
of the object space of the lens is provided in Fig. 5.5.
Fig. 5.5: Three schematic views of a LIDAR system are proposed. In all the views are the lens, the pin-hole, the
lens plane and the optical axis represented. On the right side of the lens, the regions of different defocussing are
presented and on the left side, using the same colors, their images. The region focused totally outside the pin-hole
is filled with diagonal lines. The region focused partially within the pin-hole is filled with horizontal lines. The
region focused inside the pin-hole is filled with vertical lines. In the different view points and their images are
considered. From each point, we projected the pin-hole extremes and the center onto the lens plane to show the
intersection with the lens: in A there is full intersection, in B there is partial intersection and in C there is no
intersection.
The effect of defocussing is to decrease the light intensity received from points which are at finite
distance and displaced from the optical axis. Such reduction of the light collected by the receiving optics
depends on the LIDAR construction parameters. For the finite size laser beam section, the defocussing
can be considered as an integral property of the beam section points, so that those points not completely
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focused will contribute less than those closer to the optical axis.
The calculations of defocussing is straightforward and can be done considering the thin lens equation
1
S
+
1
Si
=
1
f
(5.3)
where S is the distance of the object from the lens along the optical axis and Si is the distance of its
image from the lens. The magnification of the lens is given by
M = − f
S − f . (5.4)
Using Eq. 5.3 and 5.4, we can find the image of a point. Using the coordinates of the image we
can project the pin-hole onto the plane of the lens. The overlap area of the projection on the lens plane,
divided by the area of the lens, is the defocussing factor of the point.
For an ideal pin-hole placed on the focal plane and centered along the optical axis, its projection
from the image point Pi = (−Si; di) of the object point P = (S; d) is described by
yc(S, d) =
f
Si − f di = d (5.5)
R(S) =
si
Si − f rh =
S
f
rh (5.6)
where yc(S, d) is the position of the center, R(S) is the radius of the projection of the pin-hole and rh
is the pin-hole radius. To better describe the formalism used, we refer to Fig. 5.5. The position of the
center depends both on the range and displacement from the optical axis of the object point. The radius
of the projection depends only on the range. This information can be used in the equation proposed in
the appendix of [47]. Aim of this equation is to get the intersection area of two circumferences replacing
r1, r2 and r from the conventions of [47], respectively with R(S), dr the radius of the lens and |yc(S, d)|
as measure of the distance of the two circumferences. The result is a function γ(S, d) that describes the
defocussing of an object point P depending on its distance S and d from, respectively, the lens plane and
the lens axis, as reported in the following equation:
γ(S, d) =
A[dr2 , R(S), |yc(S, d)|]
pi d
2
r
4
(5.7)
where A[dr2 , R(S), |yc(S, d)|] is the overlap area of two circumferences and well described in the ap-
pendix of [47].
We computed this function for a system whose parameters are reported in Tab. 5.1. The result is
depicted in Fig. 5.6. The geometric overlap is expected at a range of approximately 144 m according
to Eq. 5.2 and considering α = 0 rad. After these considerations, it is clear that Eq. 5.2 should be
reconsidered in order to obtain the real altitude at which we expect to collect the full backscattered
energy. The results obtained are detailed in 5.2.3 with Eq. 5.17. The resulting value is, approximately,
1345 m using α = 0 rad.
To get the integral defocussing at a defined distance from a finite size laser beam section of unevenly
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Fig. 5.6: Description of the defocussing effect within the FOV using the LIDAR parameters collected in Tab. 5.1.
The solid lines represent the laser beam borders (light gray) and the FOV borders (dark gray). The non white area
is the geometrical FOV, the gray from 0 (white) to 1 (black) shows the region where the effect of defocussing is
present, so that points in that area are only partially imaged through the pin-hole. In this example, defocussing
effects affects the laser returns from near the ground up to 1.34 km.
Tab. 5.1: lidar system specifications
Parameter Value
Laser ND-YAG
Pulse Rate 1200 Hz
Wavelength 1064/532 nm
Pulse energy 400 µJ
Pulse duration 10 ns
Laser diameter dt 8 mm
Distance from optical axis 0.12 m
Laser Divergence θt 333 µrad
Receiver Cassegrain telescope
Telescope diameter dr 0.20 m
Telescope Focal Length f 0.30 m
FOV θr 666 µrad
Pin-hole 2rh 200 µm
Filters Band width 2 nm
Number of channels 4
Channel 1 532 nm ‖
Channel 2 532 nm ⊥
Channel 3 1064 nm
Channel 4 N2 (Raman) 607 nm
Sensor type photo multipliers
Acquisition modes photon counting, current
Photo counting mode res. 60 m
Current mode res. 7.5 m
distributed energy density, we integrate the product of energy density and defocussing for each point
of the beam section and divide the result for the full energy within the beam section. The situation is
even more complicated in practice, since LIDAR systems may be imperfectly aligned or the pin-hole
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may not be properly placed on the telescope focal plane, as we assumed in the ideal situation presented
above. These experimental uncertainties add complexity to the study. Due to the difficulties inherent in
finding an a priori correction that is always valid, a correction function experimentally retrieved should
be pursued on a case-by-case basis. Different approaches have been reported in the literature [5]. We
have elaborated a model that not only takes into account the incomplete overlap and defocussing effects
for a perfectly aligned system but also the effects of a partial misalignment of the laser-telescope axes
along the sagittal and meridional angles α and β, as well as the possible transverse displacement dx of
the pin-hole which might not be well centered along the optical axis.
LIDAR model
Following [47] and [96], we implemented a simple LIDAR model. In order to describe the formulation of
the model, we assume cylindrical symmetry around the optical axis. We assume also that the distribution
of energy of the laser beam is symmetrical with respect to the center of the BTS and that it is zero outside.
Within the coordinate system of the BTS (r, θ), we express our distribution of energy dE(r, S) as a
normalized distribution
dE(r, S) =
1/(pi ∗Rd(S)2), if r ≤ Rd(S)0, if r > Rd(S) (5.8)
(flat hat beam) where r is the distance from the center of the BTS and Rd(S) is the radius of the BTS at
a range S. So, we can express the normalized energy of the BTS as:
E(S) =
∫ 2pi
0
∫ ∞
0
dE(r, S)drdθ = 1. (5.9)
Equations 5.8 and 5.9 are dimensionless because we are considering a normalized distribution. An
Idea of the errors introduced in to the model considering a uniform distribution instead of a real one can
be seen in [96]. For a point of coordinate (S, d) we can calculate the defocussing using the considerations
developed in Sec. 5.2.2, in particular Eq. 5.7. We remember that dr is the diameter of the receiver, R(S)
is the radius of the projection of the pin-hole on the lens plane and yc(S, d) is the center of this projection.
To better understand the coordinates we used, we refer to Fig. 5.5.
The defocussing for the BTS of the laser at range S, can be calculated by integrating the product of
the normalized distribution of energy and multiplied for the defocussing of each point.
Γ(S) =
∫ 2pi
0
∫ Rd(S)
0
γ(S, d(r, θ, S))dE(r, S)drdθ. (5.10)
The function d(r, θ, S) expresses the distance of a point of the BTS at a range S from the optical
axis. Remembering the conventions used for defining the instrumental parameters and assuming small
angles, we can express
Rd(S) ≈ dt + θtS
2
(5.11)
as the radius of the BTS at a distance S.
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The distance of the center of the BTS at a range S can be obtained from the following equation
dc(S) ≈ [(d0
2
+ αS)2 + S2β2]1/2 (5.12)
where d0 is the distance between the lens center and the laser beam when S = 0 and β is the meridional
angle. The distance from the optical axis of a point of the laser BTS in the coordinate system of the BTS
can be expressed as
d(r, θ, S)2 = dc(S)
2 − 2rdc(S) cos(θ) + r2. (5.13)
In order to add further realism, let us consider displacement of the pin-hole along the optical axis of
the telescope. This can be achieved by modifying the results of Eq. 5.5 and 5.6. However, for a generic
displacement dx of the pin-hole along the optical axis, we can give a modified version of Eq. 5.5 and
5.6. We consider dx so that f > |dx|. We assume it to be positive when the pin-hole is placed between
focal plane and lens plane and negative when it is placed otherwise.
y′c[S, d(r, θ, S)] =
d(r, θ, S)(f + dx)
|f − Sdx/f + dx| (5.14)
R′(S) =
Srh
|f − Sdx/f + dx| (5.15)
Substituting those results in Eq. 5.7, and then in Eq. 5.10 we obtain the LIDAR model used in this
article. Displacement of the pin-hole from the optical axis are more complex to consider because the
assumption of cylindrical symmetry is broken. An approach to such problem can be seen in [1].
In general, the complexity of a LIDAR is not reduced to those few parameters. A more realistic
model of a LIDAR system was proposed in [105], but for our purpose the idealized version of [96] is
enough in order to produce a fit of the experimental data.
5.2.3 Defocussing limits
Equations 5.1 and 5.2 describe the ranges where the laser BTS starts entering and where it is fully inside
the FOV. On the basis of the considerations on defocusing, we define the ranges where the beam enters
in the region of full focus. In other words, considering Fig. 5.6 we want to obtain the range where
the beam is completely within the black region. To obtain this result, we can use simple geometrical
argumentations.
Let us consider Eq. 5.5 and 5.6. We can estimate the lowest range s0 in the FOV where γ(S, d) is 1.
This range can be estimated using Eq. 5.6 assuming that the radius of pin-hole projection from the point
into the image space on the lens plane is equal to the lens radius:
s0 =
drf
rh
. (5.16)
The point in the object space on the optical axes and distant s0 from the receiver is the vertex of the
black cone as in Fig. 5.6, and it is at 300 m on the optical axis. The interception of this cone with the
beam will define the ranges between which the beam is entering inside the completely focused region of
the FOV.
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Assuming small angles, we can use the approximation tanα ≈ α. The maximum range where the
external part of the beam enters in the fully focused region S1max is given by the following equation:
S1max =
2d+ dr + dt
θr − θt − 2α. (5.17)
For a system as in Tab. 5.1 this equation gives as result S1max ≈ 1343 m and can be used when the
angles of the optical systems respect the following relation:
θr < 2α+ θt ≤ 2drf
(d+ dt/2)rh
. (5.18)
The entrance of the internal part within the full overlap region is more complex and beyond the scope
of this work.
5.3 Simulation of profiles
Simulating profiles is important to evaluate the quality of an instrument. This operation can give useful
information on the ability of detecting targets in different conditions, as well as on the actual status of a
LIDAR system.
In order to simulate a LIDAR return or signal we must simulate an atmospheric profile first. Then,
using a model of LIDAR, estimate the signal after a variable integration time.
5.3.1 Atmospheric backscatter profiles
The atmospheric profile consists of absorption and scattering coefficients for molecules and aerosol.
Rayleigh coefficients can be calculated using atmospheric profiles of pressure and temperature taken
from radiosondes or, as I mostly do, using the 1976 U.S. Standard Atmosphere [104].
The Rayleigh scattering cross section of the air molecules can be calculated using the work of An-
thony Bucholtz [12]. For the common wavelengths of commercial LASERs used in LIDAR applications,
the cross sections are collected in Tab. 5.2.
Tab. 5.2: Typical Rayleigh scattering cross sections for common wavelength (355 nm,532 nm and 1064 nm for
Nd:Yag LASER and 910 nm InGaAs). The values are calculated using formulas and coefficients from appendix B.2
λ [nm] σ(λ) [m2]
355 2.754× 10−30
532 5.162× 10−31
910 5.864× 10−31
1064 3.125× 10−32
Aerosols and clouds are the most complex aspects to simulate. However, because the aim of this
work is the detection of ML, we will use the model proposed by Steyn [97]. His model assumes that
aerosol in a well mixed CBL has constant concentration in the ML and vanishes as an error function into
the free atmosphere. Details can be found in Sec. 4.1.2.
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5.3.2 Modeling the instrument
As a model of a LIDAR system we will refer to the nominal parameters of the previously cited CHM15k
and detailed in Tab. 7.3. From Eq. 3.11 we can estimate the number of photons emitted in one pulse.
The overall system efficiency η can be only hypothesized. However, the quantum efficiency of common
APD detectors is lower than 0.75. The efficiency can be set lower than this value.
Fig. 5.7: Profiles molecular volume backscatter coefficients calculated at the typical LIDAR wavelengths of
1064 nm, 532 nm, and 355 nm. The calculations were performed using the equations from the appendix B.2 and
atmospheric density U.S. Standard Atmosphere 1976 [104] as plotted in 2.6
5.3.3 Modeling the background noise
Also the background noise can be simulated by using a model of the interaction of sun light with the
atmosphere. This can lead to an estimate of the number of photons reaching the sensor in a time unit.
However, this approach can be considered too complex because the thermal noise on a real system is
unknown and depends both on temperature and applied voltages.
5.4 Simulations of CHM15k profiles
The CHM15k is the model of ceilometer, whose data I analyzed more in this work. In this section, I
present the results of some profile simulation in order to show the limits of molecular detection in free
atmosphere. For this purpose, I calculated the frequency of the photons backscattered and the ABKS
profiles, using different integration times.
The MLH is set at 1000 m and the entrainment depth is 100 m. The aerosol backscatter coefficient
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(a) (b)
(c) (d)
Fig. 5.8: Simulated profiles for the ceilometer CHM15k. The four figures presented show profiles obtained using
different integration time: (a) 15 s; (b) 60 s; (c) 600 s; (d) 3600 s. In each of this four figures, are represented with
two different plots. In the left graphic, the expected photon frequency coming from a certain range, is plotted with
two vertical lines representing activation frequencies for the typical photon counter systems. In the right graphic,
the attenuated backscatter is plotted together with the molecular volume backscatter coefficient in green. For each
curve, the error bars are plotted in blue.
is set to be 5 times the molecular one. In the frequency plots of Fig. 5.8, I set two detection limits, on
at 10 kHz and an other at 50 kHz. Because those are common threshold for such devices, but the real
threshold is unknown to me at the moment. However, it is clear that the performances increase with
integration time, whether in more realistic cases, variations in the aerosol profile and cloud presence,
could have a strong negative effect. In Fig. 5.8a is represented a 15 s profile. This is the shortest
integration time available for this model of ceilometer. In this condition, the molecular signal can’t be
detected above 2000 m.
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Increasing the integration time, we see that we can’t expect any signal above 3000 m. This informa-
tions is useful for our purpose, because we expect that a CHM15k system should be able to detect the
boundary layer height in most of the clear sky conditions.
Chapter 6
Development of a new algorithm
After exploring the different methods proposed in the literature, I developed my own methodology to
retrieve mixed layer height.
The decision to develop something new on this subject, is due to the fact that I consider incomplete
the methods proposed up to now. The wavelet analysis and the bi-dimensional approach are the most
promising and valid up to now. Whether the Steyn’s model fitting method is quite promising it relies on
a model of MH that is proper only for convective conditions.
Edge detection methods are the most reliable methods, but also those methods rely on a strong
assumption, which is that the MH can be located on an edge of the signal. The limits of the elastic
optical sensing of the MH are bounded to the detection of edges. Whether in time or in space, using
gradients or variance on the signals.
The idea of my methodology is to implement a bi-dimensional MRA analysis in order to optimally
detect edges.
An other limit of the previous methodologies is that there is not an estimate of the uncertainties of
the retrieved altitudes. In this direction, in order to fulfill an important aspect of the retrieval, I developed
a new methodology to estimate uncertainties on localized properties.
Here, I describe the algorithm in its main steps, giving all the necessary details to implement it.
A validation on the results and a comparison with the results that one can expect from the previous
methodologies, is presented in Sec. 7.
6.1 My algorithm
The bulk of my algorithm is a bi-dimensional multi resolution analysis performed in order to detect the
most likelihood edges. It is a generalization of the algorithm developed by Canny [14].
The first part of my algorithm is a standard, present in almost all the methodologies. It consist in
preparing the daily ABKSs and estimates the SNR.
The produced time series of ABKS, must respect some constraints. In particular, I expect that each
profile is equally spaced at the maximal resolution possible. In case of missing profiles, a reduction of
the time resolution can be applied. When the number of missing profiles is a small percentage of the
number of acquired profiles, the algorithm is supposed to work properly.
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1. As defined in Sec. 5.1, produce timeseries of ABKS with errors.
2. As defined in Sec. 5.1, produce a mask of SNR lower than an arbitrary threshold (I use 1.5).
3. Calculate all the Thinned Gradient (TG) matrices Def. 11 for all the possible resolutions accord-
ing to the chosen optimal ratio for time-space window size.
4. Accumulate the TGs into the matrix of occurrences as defined in Def. 12.
5. Set occurrences to zero according to the prepared SNR mask.
6. Estimate and order the relevant peaks for each vertical profile (according to their magnitude or
probability).
7. Estimate the error bar for each retrieved peak combining the profiles of gradient at the basic reso-
lution and the matrix of occurrences.
8. Apply a proper selection algorithm for selecting the MH as explained in Sec. 6.1.1.
The requirements for such an algorithm is that it must produce all the relevant edges, locate them
with error bar capable to represent the uncertainty of each point.
The way to perform the multi resolution analysis and estimate the optimal candidates, is detailed in
Sec. 6.6. The methodology to estimate the uncertainty is defined in Sec. 6.7.
6.1.1 Selection method
The selection method, as proposed by Di Giuseppe et al. [28], requires to combine a model of the ML
with the candidates to produce a selection, based on highest probability of candidates to be close to the
MH as a function of time MH(t).
The mixed layer model as the one propose by Tennekes [100], requires several external inputs, which
can be obtained mostly from meteorological models. According to [28], to apply a Bayesian selection,
we need a climatology of the mixed layer in the area, plus other meteorological parameters and statistics
derived from the model.
After several approaches, I decided that the need of using a complex model to estimate the most
likelihood candidate, makes redundant the methodology proposed by Di Giuseppe. My approach is to
use the MH estimated from the meteorological model as reference. The modeled MH, as a function of
time MHm(t), it is compared with the candidates using Eq. 6.62. Between the candidates with confidence
ζ < 1, I chose the one with lower uncertainty
The time series of height candidates is smoothed on a time window of 30 minutes. This smoothed
time series is my final product.
The model output I used in order to produce the reference was the Weather Research and Forecasting
Model (WRF) initialized with the reanalysis produced by European Centre for Medium-Range Weather
Forecasts (ECMWF). The run was performed over a domain at 10 km of spatial resolution.
I used the outputs from the WRF model as the vertical profiles of potential temperature, wind and
humidity to calculate daily time series of MH by the Richardson bulk number method. I calculate the
uncertainties for the diagnostic MH using Eq. 6.59, and they reflect the vertical resolution of the model.
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Fig. 6.1: Block view of the developed algorithm.
The choice of using a different method than the one proposed by Di Giuseppe, is also due to the fact
that the slab model does not consider the existence of the residual layer. Their method could be applied
better when a more complete model of the boundary layer would be created.
6.2 Mathematical tools
The convolution is a powerful tool. It has many applications and allows to create elegant and robust
algorithms. It is necessary to perform calculations of wavelet coefficients and can be used efficiently to
perform running averages or to smooth a dataset.
Convolution is one basic tool for signal and image processing. This means that it can be applied to
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multidimensional datasets. Here, I present some applications I developed in order to process ceilometer
and LIDAR data, in particular, for application on full resolution dataset, in a MRA context.
The main goal achieved here is the implemented ability to propagate signal errors at every step of the
manipulations used in order to compute primarily smoothed data and then gradients.
6.2.1 The context
Typically, a matrix of data should have a twin matrix containing the error of each element. However,
the error could be uniform or even not provided. In all these different cases, we can use the following
considerations to estimate errors after convolving with almost every filter.
Let us define the matrix ζi,j and the error matrix ξi,j . We define also a normalize filter function:∑
i
∑
j
ϕi,j = 1. (6.1)
Using this normalized filter, if we calculate the convolution of ζi,j againstϕi,j , we obtain a convenient
method to calculate the smoothed version of the data αi,j .
αi,j = ζi,j ∗ ϕi,j =
∑
k1
∑
k2
ζk1,k2ϕi−k1,j−k2 . (6.2)
where the symbol ∗ means the operation of convolution.
The calculation of 6.2 can be problematic, due to the high number of iterations. If the matrix is
N ×M it would be (N ×M)2. In order to reduce the time of calculation, the filter can be set in a way
that is not zero in a smaller area, so to reduce the computing time. Fortunately, the Convolution theorem
gives a strong help relating the Fourier Transfom (FT) F of two functions f and g and their convolution
f ∗ g.
Theorem 1. If, for functions f and g exist F [f ] and F [g], then
F[f ∗ g] = F [f ]F [g] (6.3)
and reversal
f ∗ g = F−1
[
F [f ]F [g]
]
(6.4)
The convolution theorem, in combination with the modern highly engineered algorithms for calcu-
lating Fourier transform, gives a powerful tool which we want to take advantage of.
Something that is not commonly done, is the calculation of the errors of a convolved dataset σα(i, j).
In particular, we are interested in considering a general smoothing kernel like a Gaussian distribution
together with the specific errors of each element of the matrix as extra weight (see Eq. 6.15 for the
mathematical formulation).
Now we proceed, step by step, considering first the case where the matrix is populated by measure-
ments, not provided by errors in Sec. 6.2.2. Then, we consider the case of a constant error in Sec. 6.2.3,
indeed the case of a complete set of data and errors in Sec. 6.2.4.
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Because sometimes a mask would be used for filtering the data, defining those that are suitable for
use and those that are not, a small discussion on how it must be considered is given as well.
6.2.2 Weighted sample variance
When ζi,j consist in a set of measurements for which the error is not provided, it is still possible to give
an estimation of the errors of the filtered result αi,j . This estimation can be obtained as the standard
deviation of the values used for calculating each element of α. Because we are performing a weighted
average, the only care we have to take into account the weights of the filter.
The general formulation of the variance of a weighted mean of the population, can be expressed as
follows
σ2α(i, j) =
∑
k1
∑
k2
ϕ2i−k1,j−k2(ζk1,k2 − αi,j)2∑
k1
∑
k2
ϕi−k1,j−k2
. (6.5)
Because we defined our filter normalized to unity in our specific case (also called Convex), the
standard deviation of our αi,j becomes
σα(i, j) =
√∑
k1
∑
k2
ϕ2i−k1,j−k2(ζk1,k2 − αi,j)2. (6.6)
Expanding the expression 6.6 of variance, we obtain the formulation of the errors in a convenient
expression that can take advantage of the Convolution Theorem:
σ2α(i, j) = +
∑
k1
∑
k2
ϕ2i−k1,j−k2ζ
2
k1,k2+
+ α2i,j
∑
k1
∑
k2
ϕ2i−k1,j−k2+
− 2αi,j
∑
k1
∑
k2
ϕ2i−k1,j−k2ζk1,k2
. (6.7)
Using Eq. 6.1 and expressing the operation of convolution, with its formalism, we obtain a conve-
nient formulation of Eq. 6.7
σ2α = ζ
2 ∗ ϕ2 + α2
∑
k1
∑
k2
ϕ2k1,k2 − 2αζ ∗ ϕ2. (6.8)
Taking the square root, we obtain the standard deviation of the smoothed sample.
6.2.3 Constant errors
When the error is constant for each measurement, ξi,j = ξ0∀i, j, the derivation of the standard deviation,
is much easier than the previous case. Being for the general case of uncorrelated observations,
σα(i, j) =
√∑
k1
∑
k2
ϕ2i−k1,j−k2ξ
2
i−k1,j−k2 . (6.9)
When the error is assumed to be constant for each ζi,j , also the estimated error will be constant for
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each αi,j
σα(i, j) = ξ0
√∑
k1
∑
k2
ϕ2k1,k2 . (6.10)
6.2.4 General case
At this point we have to formulate the error that αi,j will have considering both Gaussian filter and the
specific errors. Having each element ζi,j its error ξi,j , a proper weight for averaging is defined as follows:
wi,j =
1
ξ2i,j
. (6.11)
For sake of simplicity, the problem will be turned into a unidimensional one, being the main concepts
non altered. The general formulation of weighted mean α for a set of data ζi with errors ξi is reported
here:
α =
∑
i ζi/ξ
2
i∑
i 1/ξ
2
i
. (6.12)
Willing to use an additional weights ϕi Eq. 6.11 in unidimensional terms, can be written as follow:
wi =
ϕi
ξ2i
. (6.13)
By this formulation Eq. 6.12 turns into:
α =
∑
i ϕiζi/ξ
2
i∑
i ϕi/ξ
2
i
. (6.14)
Because we want to perform this analysis in the running point of view, it can be easily shown that
6.14 becomes the following expression
α =
(ζ/ξ2) ∗ ϕ
(1/ξ2) ∗ ϕ. (6.15)
This last formulation can be properly used to calculate, in a non expensive way, the best running
average and it is not bounded to a specific filter. The formulation of the expression that will propagate
the errors can be obtained considering Eq. 6.9.
At first, we have to express the weighting factors as normalized to unity, dividing 6.13 for the sum:
wNi =
ϕi
ξ2i
∑
k ϕk/ξ
2
k
. (6.16)
By using those weights in 6.9 we obtain an expression for the variance
σ2 =
∑
i
w2Niξ
2
i (6.17)
that turns into:
σ =
1∑
k ϕk/ξ
2
k
√∑
i
ϕ2i
ξ2i
. (6.18)
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Now, we need only to express this later equation in sense of convolution.
σα =
√
(1/ξ2) ∗ ϕ2
(1/ξ2) ∗ ϕ (6.19)
Another proof of such retrieval, should be obtained directly by propagating the errors of 6.15 and
using the properties of convolution.
6.2.5 Application to general filters
From the previous sections, we learned how to apply convolution of distributions to noisy series of data,
in order to estimate smoothed data and their errors. We want now to explore the possibility of estimating
the errors when we apply a general filter having compact support, which is not a distribution but has both
positive and negative values. The easiest case can be a filter of first momentum equal to zero, like the
mother function of Haar wavelet.
Let’s define the filter as γ; we separate it into two filters: one has the positive and zero values γ+, the
other has the negative part γ− and is defined null otherwise, so that:
γ = γ+ + γ−. (6.20)
Using the distributive property of convolution, we find a convenient way to express the convolution
of ζ with γ:
ζ ∗ γ = ζ ∗ (γ+ + γ−) = ζ ∗ γ+ + ζ ∗ γ− (6.21)
We can use the associativity of multiplication for a scalar, to transform the second term of Eq. 6.21
in a positive distribution
ζ ∗ γ = ζ ∗ γ+ − ζ ∗ (−γ−). (6.22)
Now, it is possible to use error propagation to estimate the errors of the filtered function β = ζ ∗ γ.
σ2β = σ
2
β− + σ
2
β+ (6.23)
Eq. 6.23 is the general error for a linear combination using coefficient of absolute value equal to
one. We can say that the standard deviation of the convolution is equivalent to the standard deviation we
obtain from ζ ∗ |γ| .
σζ∗γ = σζ∗|γ|. (6.24)
Eq. 6.24 was retrieved without assumptions on the kind of errors of ζ, the previous formulations of
the error estimate can be used directly substituting the filter ϕ with the modulus of the generic filter γ.
6.3 Haar filter and 1-D gradient
The filter function, defined in Eq. 6.25 is the function used to generate the Haar wavelet in the continuous
wavelet analysis context. The convolution of Eq. 6.25 with a signal has strong similarities with the
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calculation of the gradient.
ψH(x) :=

1 for 0 ≥ x < 12
−1 for 12 ≥ x < 1
0 otherwise.
(6.25)
We consider an uniformly spaced time series ζi i ∈ Z. For indexes outside the interval [0, ..., N−1],
we assume that values respect the following relations:ζi = ζi+2N ∀i ∈ Zζi = ζ2N−i for N ≤ i < 2N. (6.26)
In other words we expect that, outside the border of [0, ..., N − 1], the function ζi reflects. This
assumption is useful because let us better consider border effects when performing running averages,
using the convolution theorem.
We consider also a scheme, for calculating the gradient as Eq. 4.4, which defines a modified version
of the gradient method proposed by K. Schafer. Eq. 4.3 presents a gradient calculated over the smoothed
signal. Their is a uniform window centered on the location and symmetric. The symmetry of a uniform
window, in terms of series of data, means that it must have an odd number of elements. We remember
that dn in Eq. 4.4 is the number of elements of the window, so the window function can be defined as:
wdn(i) =
1 for |i| ≤ dn−120 otherwise (6.27)
where we define the index i ∈ Z .
Using the definition 20 from Sec. C.1.3, we can calculate the center t∗w and the radius ∆w of any
translation j ∈ Z of wdn(i) respectively with Eq. C.10 and Eq. C.11
t∗wdn(i−j) =
1
dn
i+∞∑
i=−∞
iwdn(i− j)2 = i (6.28)
∆wdn(i−j) =
1
dn
√∑∞
i=−∞(i− t∗wdn(i−j))2wdn(i− j)2
= 1dn
√
2
dn−1
2
dn+1
2
(dn−2)
6 .
(6.29)
The result of Eq. 6.29 was obtained by substitution of Eq. 6.28, considering that (j−i)2 is symmetric
in respect to i and then using the sum of the squares of the first (dn− 1)/2 natural numbers.
In order to use the window function of Eq. 6.27 as a smoothing kernel ϕ, we need it to be normalized,
ϕ =
w
‖w‖2 (6.30)
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where ‖w‖2 is the norm of w defined as:
‖w‖2 =
√√√√ ∞∑
i=−∞
w2i . (6.31)
Using the formalism introduced in Eq. 6.2, we can define αi, the smoothed version of ζi after the
convolution with the filter ϕ
αi = (ζ ∗ ϕ)(i). (6.32)
the gradient scheme of Eq. 4.4 can be rewritten as follows:
D(αi) =
αi+ dn−1
2
− αi− dn−1
2
dn
. (6.33)
In this last definition of the gradient, we neglected the space and the time dependence, because we
are referring to an unidimensional signal uniformly sampled. The use of Eq. 6.32 and, subsequently of
Eq. 6.33, is equivalent to convolve the signal ζ with the filter described in Eq. 6.34.
Φdn(i) :=

− 1dnϕdn(i+ dn−12 ) for i < 0
0 for i = 0
1
dnϕdn(i− dn−12 ) for i > 0.
(6.34)
Now we will relate this gradient with Eq. 6.25, which expresses the mother of Haar wavelet on the
R. At first, a discrete wavelet is a wavelet sampled in a series of values. Using the general definition of
a wavelet function (Eq. C.31) and choosing properly the scaling factors and the translations, we obtain a
dyadic wavelet
ψk,`(i) =
1
2k/2
ψ
( i− `2k/2
2k/2
)
(6.35)
where k, ` ∈ Z. Values of k < 1 in a discrete sense bring always the same function, equal to the
Kronecker delta δ0,i (defined in Eq. C.21). Values of k ≥ 1 define the discrete Haar wavelet. An
example for the first three discretized wavelets is:
ψ1,0 = (
1√
2
,− 1√
2
, 0, 0, ....)
ψ2,0 = (
1
2 ,
1
2 ,−12 ,−12 , 0, 0, ....)
ψ3,0 = (
1√
8
, 1√
8
, 1√
8
, 1√
8
,− 1√
8
,− 1√
8
,− 1√
8
,− 1√
8
, 0, 0, ....).
(6.36)
It shows us that these kind of wavelets do not describe a symmetric window, the number of non zero
elements is even.
Another undesired aspect of using the “classical” Haar wavelet, comes from the translations
ψ1,1 = (0, 0,
1√
2
,− 1√
2
, 0, 0, ....)
ψ1,2 = (0, 0, 0, 0,
1√
2
,− 1√
2
, 0, 0, ....).
(6.37)
The calculation of the scalar product of a signal (seen as a vector) for all the possible translations
available from Eq. 6.35, represent a series of differences. Those differences are opposite in sign to an
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ordinary gradient and, moreover, they are not normalized for the distance or steps. Another negative
aspect is that in this way the “almost gradient” is not calculated for all the different indexes of the data
vector.
All those negative aspects of the Haar wavelet are the product of some requirements that a function
needs to be a wavelet. In particular, wavelets are mostly defined in order to decompose a signal and then
to reconstruct it. We are interested in defining the peaks of gradients that are more relevant in a signal.
In other words, those that are not just generated by a peak of random noise.
To remove the noise, we can smooth the data, but we do not want to loose small scale structures.
In order to do this, I developed my personal variation of the Haar wavelet, which allows to calculate a
gradient as in Eq. 6.34.
The number of elements that are not null in the filter described by Eq. 6.34, is 2dn− 2. Φdn(i− j)
which is a window function of center j. If brought to continuous, it tends to a gradient. It respects the
admissibility condition expressed in Eq. C.27 and also Eq. C.29, so it can be considered a basic wavelet
when dn > 1. If dn = 0, the gradient is identically null.
A more convenient way to write Eq. 6.34 is:
Φdn(i) =
1
dn
[
ϕdn
(
i− dn− 1
2
)
− ϕdn
(
i+
dn− 1
2
)]
. (6.38)
We can consider dn as our scaling factor. And we define the gradient of the data series ∇dn(ζ), as
the convolution of the signal with our filter
∇dn(ζ) = ζ ∗ Φdn. (6.39)
It must be pointed out, that the smoothing kernel used here, is not necessarily the uniform one; it can
be every symmetric distribution with center and non zero values over dn points.
The results of the previous sections, in particular of Sec. 6.2.5, can be applied here. For each scale
and index of∇dn(ζ) ,the errors can be retrieved directly from the filters and the errors of the signal.
Performing an MRA produces a lot of information, each scale dn considered can be analyzed sep-
arately, or the information obtained can be condensed into an average gradient. The use of arbitrarily
large dn must be considered properly. It depends on the maximal size of the structures to be enhanced.
The use of reflecting borders, instead of other options like simple periodicity of the signal, has direct
effects on the gradients. Near the borders ∇dn(ζ) is rather small, exactly at the borders is zero. The
border effect vanishes at i = dn + 1 and i = n − dn. Often the values affected by the borders are not
considered at all and are blanked as in Fig. 4.4.
The gradient calculated here can be “translated” in the units just by dividing for the resolution and
units of the sampling.
Results of the next sections, in particular the possibility to use proper weights in the calculations of
averages can be used for unidimensional cases.
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6.4 2-D smoothing
The arguments expressed in Sec. 6.3 can also be extended into more dimensions. In particular, I apply
them for calculations of bi-dimensional gradients over time series of RCS.
The increased number of degrees of freedom, allows to choose from more smoothing kernels. The
only requirement is that the symmetry is kept regarding each dimension. This means that the windows
can be rectangular, elliptic, or rhombic. They can be geometrically convex or concave. The Window
Function (WF) must have symmetry axes parallel to the main axes (dimensions) of the data.
In order to keep the symmetry the maximal width, long each dimension, must be an odd number, as
for the unidimensional case. Not to increase complexity, I used only rectangular or elliptic windows.
A reasonable question can be why not to use just square and circular windows? For pure image
processing, this choice is the natural one, because the row and columns can be assumed to represent a
uniform spacing. Unlikely, time series of spatial data like LIDAR profiles, do not behave in the same
way. Although a proper study should be performed in order to optimize the window’s axes ratio, to
respect the physics. The ratio should be defined as a function of the wind speed and should change
with the height as the wind profile changes. A definition of the optimal window ratio as function of the
altitude ς(z), can be the following:
Definition 4. Let dnz to be the number of bin of the window axes in altitude direction and dnt(z) the
number of bin of the window axes in the time direction, as function of the altitude z. Defining dr and
dt as time and space sampling resolution and u(z) > 0 m/s, the horizontal wind speed as function of
altitude. Then the optimal window ratio ς(z)
ς(z) =
dr
u(z)dt
. (6.40)
where ς(z) expresses the ratio of the vertical axes over the horizontal one.
This definition could be used in our case when within the window u(z) remains almost constant.
A better definition could be done, in order to keep trace of the wind share, but the complexity would
increase too much. Trying to use the definition of Eq. 6.40 with typical system parameters of dr = 15 m
dt = 30 s with wind speed constant over altitude, we calculated some ratios in Tab. 6.1.
Tab. 6.1: Application of the definition 4. For different horizontal wind speed u(z) we consider a ceilometer
system sampling at the following space and time resolution dr = 15 m dt = 30 s. It has optimal ratio ς(z)
calculated with Eq. 6.40. We assume, for simplicity, a space window axes of 3 bins dnz = 3. The last column dnt
is the optimal time axes size of the window.
u(z) [m/s] ς(z) dnt
1 0.5 6
5 0.1 30
10 0.05 60
15 0.033 90
From Tab. 6.1, we can see a linear relation that gives us the number of bins to be used for the time
axis, when smoothing spatially over 3 bins.The Def. 4 cannot consider that we want odd sized windows.
We have to adapt the windows calculated with this method in order to round even integer to the first
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higher odd integer number equal, or greater than 3. The example presented in the table, lead to time
windows that will be respectively 210 s, 930 s, 1830 s and 2730 s. By increasing the space window, also
the time window will increase, leading to time windows that are far from the commonly used in literature
(5, 10 or 30 minutes).
The data smoothing is done for the purpose of reducing the noise in the signals. Typically, advection
is completely neglected. Moreover horizontal and vertical properties are rather different. Horizontal
atmosphere is considered uniform, relevant variations are only vertical. This creates simplifications and
a good physical approach can be to take horizontal windows that respects the assumption of ergodicity
(see Sec. 2.4).
For practical purposes, I am not considering the wind speed, but I take a fixed ratio for the axes: the
time window will be 4 times the space window. Applications of different windows keeping the ratio as
defined are presented in Fig. 6.2, following the definition of the kernel, used to produce Fig. 6.2
Definition 5. A bi-dimensional symmetric uniform smoothing kernelWu,dnt,dnz defined over Z×Z, with
dnt, dnz ∈ N even numbers that respect dnt ≥ 3 and dnz ≥ 3 is represented by
Wu,dnt,dnz(i, j) =
 1dnzdnt for |i| ≤ dnt−12 ∪ |j| ≤ dnz−120. otherwise (6.41)
where u stands for uniform, (i, j) ∈ Z× Z are respectively the indexes in the two dimensions.
Many smoothing strategies can be used. A reasonable smoothing kernel is the bi-dimensional elliptic
Gaussian function G(x, y) with axes parallel to the two dimensions of the data:
G(x, y) = A exp
[
−
( x2
2σ2x
+
y2
2σ2y
)]
(6.42)
where (x, y) ∈ R×R, A is a real normalization constant and σx and σy are respectively the variances in
the two dimensions.
The choice of a Gaussian kernel is justified, because it minimizes the uncertainty principle as spec-
ified in Sec. C.1.3. In order to use Eq. 6.42 in a discretized context, there is need to do some work. I
consider a normalized Gaussian curve, so σx = 1 and σy = 1. We will calculate G(x, y) over a discrete
sampling of the domain:
(x, y) ∈ [−dnt−12 6dnt , ..., 6dnt−1 , 0, 6dnt−1 , ..., dnt−12 6dnt−1 ]×
[−dnz−12 6dnz , ..., 6dnz−1 , 0, 6dnz−1 , ..., dnz−12 6dnz−1 ]
(6.43)
As done for the unidimensional case (Eq. 6.30), this window function needs to be normalized in order
to become a smoothing kernel. And, as for the uniform window function, we can define the Gaussian
smoothing kernel WG,dnt,dnz(i, j).
Definition 6. A bi-dimensional Gaussian smoothing kernel WG,dnt,dnz(i, j) is a sub sampling of a bi-
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Fig. 6.2: The four plots present, from top to bottom, the RCS and then different smoothed versions. The color
scale used is a gray scale, where white represent the weaker signals and black the strongest. The uniform window
function used for smoothing, is represented by the red rectangle, placed at 3000 m range and at 20:00 in time. The
data are corrected also for the partial overlap.
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Fig. 6.3: Bi-dimensional Gaussian kernel calculated using the definition 6. The parameters used are dnz = 101,
dnt = 4dnz + 1 = 405.
dimensional Gaussian function as in Eq. 6.42. The constant A is chosen in order to satisfy the relation:
A =
1∑
i
∑
j exp
[
−
(
x2i
2 +
y2j
2
)] (6.44)
where i ∈ [−dnt−12 , ..., dnt−12 ] and j ∈ [−dnz−12 , ..., dnz−12 ]. dnt and dnz are defined in Def. 5. The xi
and yj coordinates are:
xi = i
6
dnt−1
yj = j
6
dnz−1
(6.45)
A graphical representation of a smoothing kernel defined here, can be seen in Fig. 6.3.
The generalities on the weighted averages, introduced at the beginning of this Chapter, can be used to
perform optimal smoothing of the data, when introducing proper weights. The noise of the signal can be
considered in order to give different weights to different data points. Using errors as they can be inferred
using the methodologies described in Sec. 3.2.3, is an unlucky choice, because the error is smaller for
points with lower signal intensity. This reflects into the effect that the smoothed time series will exhibit
a general decrease of the signal. If we use the local variability of the signal as weighting factor, instead,
we reduce the effect of isolated peaks. This choice gives less weight to the points that variates more from
the average.
The definition of the “optimizing weights’’ can be given for any smoothing kernel ϑdnt,dnz .
Definition 7. Let be ϑdnt,dnz a smoothing kernel and ζ a bi-dimensional dataset. If α is the convolution
of ϑdnt,dnz with ζ, then the optimizing weighting factors of ζ with respect to ϑdnt,dnz are defined as:
wϑdnt,dnz (i, j) =
1
max(ε, |ζi,j − αi,j |2) (6.46)
where 0 < ε 1 is an arbitrarily small constant.
We had to introduce the constant ε in order to grant the existence of a finite weight when the differ-
ence of the data with the smoothed version is null.
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Fig. 6.4: Application of three weighted smoothings. The window used is the uniform one, both for defining the
weights as in Eq. 6.41, and for smoothing the data. The original RCS, color scale and window representation, are
defined in Fig. 6.2.
This definition helps us to define the weights that will remove spikes in the signal. The choice of a
smoothing kernel ϑdnt,dnz does not require that we will smooth the data ζ necessarily with this kernel.
Weights can be calculated with a different kernel than the one used to produce the final version of the
optimized smoothed data.
In Fig. 6.4 the same data used in Fig. 6.2 are processed using a uniform window for the smoothing.
The same window is used to estimate the weights. In Fig. 6.5, we used the Gaussian kernel as in Def. 6.
The comparison of the uniform and Gaussian approaches, are very similar. The comparison with the non
weighted version of the smooth, shows that the data gets more homogenized, but the bigger structures,
like the clouds around noon are not blurred.
To conclude the discussion on the bi-dimensional smoothing, we must say the quality of the data is
clearly optimized using weighted smoothing according to Eq. 6.46.
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Fig. 6.5: As in Fig. 6.4, but the final smooth is performed using an elliptic Gaussian kernel, with the main axes as
for the uniform case.
6.5 2-D gradient
In Sec. 6.3 we defined a filter that produces both smoothing and gradient. The result of Eq. 6.38 can be
used also for bi-dimensional convolutions. We just need to define a filter for each dimension.
Definition 8. Let be ϑdnt,dnz(i, j) a bi-dimensional smoothing kernel with (i, j) ∈ Z×Z. The gradient
filter long the i-axes GIϑdnt,dnz (i, j) is given by
GIϑdnt,dnz (i, j) =
ϑdnt,dnz
(
i+ dnt−12 , j
)
− ϑdnt,dnz
(
i− dnt−12 , j
)
dnt
(6.47)
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and the gradient filter long the j-axes GJϑdnt,dnz (i, j) is given by
GJϑdnt,dnz (i, j) =
ϑdnt,dnz
(
i, j + dnz−12
)
− ϑdnt,dnz
(
i, j − dnz−12
)
dnz
. (6.48)
As for the unidimensional cases, the gradients can be transformed from dimensionless to proper
gradients by dividing for the sampling resolution.
Fig. 6.6: Bi-dimensional uniform gradients. The data used is the same sample day of the previous graphics. The
first column presents the time gradient, the second column the vertical gradient and the third the modulus of the
gradient. All the graphics are color plots in logarithmic scale. For the first two columns, the logarithm of the
modulus is reported, the sign is neglected.
Two examples of calculating the bi-dimensional gradient using uniform smoothing kernel, are pre-
sented in Fig. 6.6 and 6.7. The first, is calculated using the gradient as defined in Def. 8, the sec-
ond is calculated using the smoothing process considering the definition of optimal weights (Def. 7).
Both color plots are represented in logarithmic scale, so only the modulus of the gradient components
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GIϑdnt,dnz (i, j) and GJϑdnt,dnz (i, j) are represented. The gradient direction is not depicted, however, it
is a relevant information and will be systematically used with Canny algorithm.
Fig. 6.7: Bi-dimensional uniform weighted gradients. The data used is the same sample day of the previous
graphics. The first column presents the time gradient, the second column the vertical gradient and the third the
modulus of the gradient. All the graphics are color plots in logarithmic scale. For the first two columns the
logarithm of the modulus is reported, the sign is neglected.
6.6 Canny algorithm
John F. Canny in 1986 [14] developed an advanced method for edge detection in image processing. The
aim of this algorithm is defining bi-dimensional edges. Those edges are considered as continuous lines
dividing regions of significantly different values.
The Canny algorithm is performed in 4 steps, which are:
1. Noise reduction by convolution with a proper smoothing kernel.
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2. Calculation of the gradient G magnitude and direction Θ.
3. Non-maximum suppression.
4. Tracing edges through the image and hysteresis thresholding.
The first step, as explained in previous sections, can be performed together with the second step; in
particular, by the use of Eq. 6.47 and 6.48. Magnitude G and angle Θ can be calculated directly by the
two components
G =
√
G2Iϑdnt,dnz
+G2Jϑdnt,dnz
, (6.49)
Θ = arctan
(GJϑdnt,dnz
GIϑdnt,dnz
)
. (6.50)
The third step, the non-maximum suppression, is the most important contribution of Canny. The idea
is to consider both G and Θ, filtering out all the points that are not a local maximal, long the direction Θ.
Canny defines 4 filters for each direction that can be defined on a 3× 3 footprint matrix
N =

0 1 0
0 0 0
0 1 0
 NE =

0 0 1
0 0 0
1 0 0

E =

0 0 0
1 0 1
0 0 0
 SE =

1 0 0
0 0 0
0 0 1

. (6.51)
Those matrixes represent four directions pi/2 rad, pi/4 rad, 0 rad and −pi/4 rad. Directions Θ are
rounded to the values of these angles. We are interested in the direction and not in the versus, so all
directions as SW, NW, W and S are considered rotated of pi. These footprint matrices are used to apply
a maximum filter process of the data. Before defining the procedure of non maximum suppression, we
have to define what is a footprint matrix or footprint filter.
Definition 9. A footprint filter f is an nf ×mf where nf ,mf ∈ [2j + 1] ∀j ∈ N j ≥ 1. f matrix has
values that depending on the context can boolean true and false or 1 and 0.
A footprint filter f is called a directional footprint when, in analogy to the matrices of Eq. 6.51 the
non zero values are laying along the lines crossing the center only. The directional footprints considered
by Canny can be extended to bigger arrays. In particular, it can be used a non square matrix. At this
point the number of possible lines passing through the center increases, and so increases the number of
directions that we can discriminate.
To create a filter fnf ,mf (k, `), we must set value 1 only on discretized lines. This can be achieved in
many different ways and I fixed mine in the following definition.
Definition 10. A directional footprint, associated to a discretized direction Θ, is a bi dimensional matrix
fΘ,nf ,mf . It is part of a set of matrices that has NΘ = nf + mf − 2 elements, corresponding to the
discretized directions Θ ∈ {θ1, ..., θNΘ}. The angle θi with i ∈ {1, ..., NΘ} can be obtained by the
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following equation
θi = arctan
yi
xi
(6.52)
where yi and xi are the matrix coordinates defined by
(xi, yi) =

(
i,−mf−12
)
for 1 ≤ i ≤ nf−12(
nf−1
2 ,−
mf−1
2 + i−
nf−1
2
)
for nf−12 < i < NΘ −
nf−1
2(
NΘ − i, mf−12
)
for NΘ − nf−12 ≤ i ≤ NΘ
(6.53)
Let us consider the indexes (k, `) of fΘ,nf ,mf , in analogy to a generic window. So (k, `) ∈ [−(nf −
1)/2, ..., (nf −1)/2]× [−(mf −1)/2, ..., (mf −1)/2]). Then the indexes where the directional footprint
is equal to one or True are determined by the following relation:
fθi,nf ,mf (k, `) =

1 ∀(k, `) : θi − dθi ≤ arctan `k ≤ θi + dθi
1 ∀(k, `) : θi + pi − dθi ≤ arctan `k ≤ θi + pi + dθi
0 otherwise
(6.54)
where θi is defined in Eq. 6.52 and dθi is called the cone aperture and can be obtained by the two angle
differences dθli and dθri. They are respectively the half width of the angles with the previous and the
next directions that can be discriminated. At the indexes i = 0 or i = NΘ the values dθl0 and dθrNΘ are
defined by
dθl0 = dθrNΘ =
θ0 +
pi
2
2
, (6.55)
The cone aperture dθi is defined as:
dθi =
√
dθ2rNΘ + dθ
2
l0. (6.56)
This definition produces, in the case of nf = mf = 3, the four footprint filters of Eq. 6.51. The
indexes k, ` are defined as for the windows filters, because we want to convolve it with a gradient matrix.
However, the operation that will be performed is not a simple multiplication.[
ζ ∗ fΘ,nf ,mf
]
(i, j) = max
(
ζi−k,j−` : fΘ,nf ,mf (k, `) = 1
)
. (6.57)
We use the already introduced symbol ∗ for convolution, because in analogy with convolution, we
apply a filter on the data matrix even if this filter is applied differently. The set of arrays βΘ,i,j obtained
for each direction of the set of discretized directions defined in Def. 10, are used together with the angular
information of the gradient in order to produce the so called thinned gradient mask TG. It is a logical
mask where the values that have been not filtered are associated with a true value.
Definition 11. Considered G and Θ, as the matrices of gradient’s magnitude and directions calculated
on a bi-dimensional data matrix ζ, as in Eq. 6.49 and 6.50. After approximation of the directions to the
6.6. CANNY ALGORITHM 89
discretized values of Def. 10, the thinned gradient mask TG is defined as:
TG =
[
G ∗ fθ1,nf ,mf & (Θ = θ1)
]
|[
G ∗ fθ2,nf ,mf & (Θ = θ2)
]
|
... |[
G ∗ fθNΘ ,nf ,mf & (Θ = θNΘ)
] (6.58)
where symbols & is the logical and operator and | is the logical operator or. The operation ∗ must be
performed as in Eq. 6.57. All the matrices in Eq. 6.58 have the same shape and the logical operations
are performed for each matrix location.
The Eq. 6.58 represents the non-maximum suppression process along the gradient direction. It is an
extension of the method proposed by Canny and is applicable in a MRA context.
An edge is supposed do be a continuous line and for a contour line, the tangent is a vector orthogonal
to the gradient vector. This consideration makes it possible to trace edges starting from a point and
moving according to the tangential direction. This is the last step of the Canny’s algorithm and is detailed
in [14] their section VI.
At this point, we have to do some consideration on the difference between image data and LIDAR
data. Digital images colors, in trichromatic formats, are defined as a three dimensional matrix, where
the first two dimensions are representing the ”space“ coordinates and the third dimension represents the
color. Three values only are used and, typically, are 8-bit values. A pixel of a gray image can be defined
just with one value. Nevertheless, the values that can be used are part of a linear scale. On the other side,
ceilometer-lidar data are often exploring several order of magnitude, as clouds are present. The noise
is quite different too: within a picture it can be assumed uniform pixel by pixel; on a ABKS signal, it
increase quadratically with the range. Also, the consideration already done about the difference of units
of the axes, remains.
All those differences make it hard to apply the last step of Canny’s algorithm to our profiles.
In order to obtain a proper selection of the points, instead of following Canny, I defined a different
approach. It is based on the already mentioned idea beyond multi resolution analysis. A relevant point
is selected on more analysis performed at different resolutions. This idea can be clarified looking at
Fig. 6.8.
The thinned gradient masks obtained increasing the size of the smoothing kernel, show that increas-
ing the window size, the selected points are reduced without applying any threshold to the gradient
values. This effect is the desired one. On the other side, the border effects become more heavy and some
points get blurred.
All the informations presented in Fig. 6.8 are collected producing Fig. 6.9. It keeps the informations
obtained from each scale and gives us the possibility to define edges with a scale of probability.
Dividing the number of occurrences for the number of scales used, we have the probability for a
time-space point to be an edge. From now on we name the matrix depicted in Fig. 6.8, as matrix of
occurrences.
Definition 12. The matrix of occurrences is the matrix of same shape of one thinned gradient matrix,
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Fig. 6.8: Example of thinned gradient masks calculated for the Lindenberg example. The 20 plots represent the
TG masks calculated with increasing window size. The window size increases from left to right and top to bottom.
The ratio of window size on time over range is kept at 4. The smoothing kernel is a bi-dimensional Gaussian
distribution. The black points represent selected points. The red bands on each plot represent the area where are
present border effects.
where in each cell there is the count of all the TGs.
Looking at Fig. 6.9, we can see that there are blurred points. In case we would like to select the edges
on the range dimension at each time step of the time series, we should apply some other algorithm. In
particular, I used an advanced peak detection algorithm introduced in 1996 by Silagadze [95].
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Fig. 6.9: Matrix of occurrences. Each pixel of this color plot represents the occurrences of the masks of Fig. 6.8.
The noise amplification at higher ranges, due to the range correction, creates spurious edges, which
can also remain at coarser resolutions. This can still be seen in Fig. 6.8. In oder to not select any point
in the most noisy regions, a mask must be applied to the matrix of occurrences, as explained in Sec 5.1
and depicted in Fig. 5.3.
6.6.1 Numerical validation
In order to prove the validity of my personal adaption of Canny’s algorithm, I performed some numerical
tests. This is fundamental before applying the method to real data.
Fig. 6.11 presents a Gaussian surface. Noise was applied and then the algorithm was performed. We
already know The edge of such a surface are located where the gradient is stronger. After the selection of
the local peaks of occurrences, it is clear that we selected the correct points as well as some other edges
due to noise.
The points are plotted with different opacity in order to express the occurrences in the thinned gradi-
ent masks. Because the peak selection is performed along one dimension only, we made the selection of
the peaks two times, one for each dimension. This leads us to some considerations regarding the nature
of the edges we are considering.
An edge of a bi dimensional surface, lets say F (x, y) only in some specific conditions, can be seen
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Fig. 6.10: Each pixel of this color plot represent the occurrences of the masks of Fig. 6.8.
Fig. 6.11: A noisy Gaussian surface is plotted in colors. The edges are estimated with the MRA Canny’s algorithm
and are presented in black with opacity proportional to the number of occurrences in the TG masks.
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as a function of x or y respectively. In general, an edge can’t be expressed as a function of a dimension.
The example of Fig. 6.11, let us understand this point clearly.
Applying our algorithm, we are generally looking for the mixed layer height as a function of time
MH(t), but in conditions of advection, this can not be necessarily true. However, we assume MH to be a
function of time. So we do not need to analyze peaks on the matrix of occurrences in both dimensions,
but only along the range.
6.7 Error of localization
Although several algorithms can be developed to locate a property on a signal, or profile, or ordered
series of data, it is often hard or impossible to estimate the uncertainties on this estimation. A possibility
can come from a Montecarlo approach, iterating the algorithm after applying noise to the signals, in
order to get a population of retrieval statistically consistent. However, it remains almost impossible to
propagate errors from a complex algorithm that locate a property on a signal.
A simple example of a localization, is the retrieval of a local maximum in a signal affected by some
normal noise. The localization can be performed in many ways, in particular, using a model of the
function-signal. A fit could be performed and, if the position of the local maximal is a parameter, it
could be retrieved and uncertainties on its localization could be inferred directly. But, when no model of
the signal can be provided and when a Montecarlo approach could be considered too expensive, here we
propose a useful tool in order to estimate in a rigorous way, the uncertainties on the localization. This
methodology is widely used in the results presented in Chapter 7, in particular it will be discussed in
detail in Sec. 7.1. It is also pplied by Roberto Kretschmer [59] in his studies on the influence of different
MH retrieval on quantification of fluxes of green house gasses.
Here I provide only the theoretical aspects of this methodology.
6.7.1 Theory
In a continuous signal, a property can be defined as local when it occurs in an arbitrarily small neigh-
borhood of points. However, real signals are not continuous but rather discrete data series of ordered
points. For such discrete data series, the neighborhood concept must be adapted since it is not possible to
consider arbitrarily small neighborhoods. Instead, a neighborhood would be a set of contiguous points.
It contains a reference data point and some other points next to it.
Two measurements can be considered equivalent when their difference is smaller than their errors.
The degree of equivalence is commonly called confidence. Confidence is rigorously defined within
several text books. It is used to verify hypothesis, or in other words to see if an estimated value agree
with a theoretical expectation. The most general case is presented in Eq. 6.62 and it is used to see if two
estimated values can be referred to the same quantity.
A local property on an ordered data series can be shared between data points. This due to the fact
that data have errors and that each point has certain confidence with the closer points. This means that
they share the property in a certain measure. This sharing properties of contiguous data points is the key
to define a rigorous localization error.
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Before we start describing the way to calculate the uncertainties, we must clarify some aspects. An
ordered data series yi where i ∈ {1, ..., N} is associated with a series of locations xi and with a series of
errors yi . The location series is also associated with a series of errors xi . However, in general, xi will
be assumed to be negligible. Instead, we use:
xi =
√
(xi+1 − xi)2 + (xi − xi−1)2
2
(6.59)
which is equivalent to the sampling rate for a uniformly sampled series. If xk+1 − xk = ∆x for k ∈
{1, ..., N − 1} then xi = ∆x.
Sometimes, the local property is defined directly on the measured yi, sometimes on a function f of
the data. In some cases, it is defined on a set of K ∈ N functions of the data f1(yi), . . . , fK(yi).
Before moving forward we have to clarify the formalism we want to use. When pointing to a function,
we use a symbol like f . If it is not specified the function maps real values to real values. When the
function is meant to be applied on a discrete series of values of the domain yi, the values of the co-
domain f(yi) are presented as fi to reduce redundancy. When we refer to a set of functions, as already
done, we use a letter and a number to define each function. The number in this case is not a subscript.
The map of a function of a set of functions are represented as for a function: using the subscript to
indicate the point of the domain.
When the function f depends on M ordered series of data, all those f(y1i, ...yMi) must be consid-
ered. The uncertainties of these functions can be obtained from error propagation as
2fi =
∑
k∈{1,...,M}
2yki(
∂fi
∂yki
)2. (6.60)
When a local property in a signal can be defined, there are two choices to define its location: The
local property can be located exactly at a data point or between two data points. The second possibility is
not discussed. Instead, for simplicity, we assume that the localization is located at the closest data point.
In order to use our method, the measurement errors must be known and they must be normally
distributed. Initially, we focus on data points that have neighbors on both sides – not the end points.
Treatment of these special data points is explained in Section 6.7.2.
6.7.2 Definitions
As introduced our method rely on two main concepts: the concept of neighborhood and the concept of
confidence. A rigorous definition of neighborhood of a point of a series follows here:
Definition 13. Given a data series xi where i ∈ {1, . . . , N}N ∈ N, a discrete neighborhood or simply
a neighborhood of a point xm of the series, is defined as the set Vxm that respects the following relation
Vxm = {xm−l1 , . . . , xm+l2 : m− l1 ≥ 1, m+ l2 ≤ N ∈ N}. (6.61)
To estimate a local property in an ordered data series yi, we consider the value ym at a specific data
point xm and the values at data points in a neighborhood around the specific point. The goal is to define
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an error associated with the location of the specific data point. We want to define the error associated
with the localization. This error should be independent from the algorithm used to estimate the location
of the property. It must depend only on the errors and values of the series of data, or functions of the
series.
First we define the confidence ζ of two values fi and fj with errors fi and fj . It is expressed as
ζ(fi, fj) =
|fi − fj |√
2fi + 
2
fj
. (6.62)
Equation 6.62 is a modification of Welch’s t test [109] [their Eq. 25. Instead of the error of the mean
we used the measurement errors.
Welch’s t test and other similar tests are typically used to evaluate hypotheses. In this particular case,
we try to verify the null hypothesis that two estimations fi and fj are equal by taking their difference.
For a normal distribution, confidence intervals are typically defined as a distance in units of the
standard deviation σ: 68.27% for ±1σ, 95.45% ±2σ, and 99.73% for ±3σ. If fi and fj are normal
distributions, the denominator of Eq. 6.62 is equivalent to the standard deviation of the distribution
fi − fj . The function ζ(fi, fj) can then be interpreted as an absolute distance in units of
√
2fi + 
2
fj
.
This provides a natural scale for accepting or rejecting the hypothesis: for ζ(fi, fj) ≤ 1 the confidence is
optimal, for 1 < ζ(fi, fj) ≤ 2 the confidence is good, for 2 < ζ(fi, fj) ≤ 3 the confidence is acceptable.
For values greater than 3 the confidence is bad.
Below we provide several rigorous definitions for confidence neighborhoods.
We first define the confidence neighborhood Uγ,f (xm) of a data point located at xm regarding to one
property f and depending on a confidence threshold γ as follows:
Definition 14. For an ordered series of values fi ∈ R with i ∈ {1, ..., N} associated to a monotonic
series of locations xi ∈ R and with errors fi , given a real constant γ > 0 we define the confidence
neighborhood of xm as the set Uγ,f (xm) = {xm−l1 , ..., xm+l2} , l1, l2 ≥ 1 ∈ N
Uγ,f (xm) =
{
xi : ζ(xm, xi) < 1
}
∪
{
xj : ζ(fm, fj) ≤ γ
}
(6.63)
where confidence ζ is defined in Eq. 6.62.
The Uγ,f (xm) is the contiguous set of locations surrounding a point and that have in common the
relation of confidence to the specific point f(y) with respect to the constant γ. The first set in Eq. 6.63
makes sure that the previous and the next point in the series are always part of Uγ(xm) when the uncer-
tainty xi is defined to be greater or equal to the one defined in Eq. 6.59.
When the localization is defined as a simultaneous occurrence of two ore more properties defined
on the same series of locations xi, the confidence neighborhood is defined as the intersection of the
respective confidence neighborhoods.
Definition 15. For a localized property obtained by evaluating fJi ∈ R properties with J ∈ [1, ...K] as-
sociated to the same monotonic series of locations xi ∈ R and with errors fJi , the associated confidence
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neighborhood Uγ,f1,..,fK(xm) = {xm−l1 , ..., xm+l2} , l1, l2 ≥ 1 ∈ N is given by
Uγ,f1,..,fK(xm) = Uγ,f1(xm)
⋂
....
⋂
Uγ,fK(xm) (6.64)
where each Uγ,fJ(xm) is estimated as in Eq. 6.63.
From now on, for simplicity, we refer to the confidence neighborhood as Uγ(xm) neglecting the
property f1, ..., fK that was used to estimate it.
For a point xm we define the localization error σxm as follows:
Definition 16. The localization error σxm is defined as the square root of the average of the quadratic
differences of points xi ∈ Uγ(xm) from xm excluding xm itself.
σxm =
√√√√ 1
l1 + l2
m+l2∑
k=m−l1
(xm − xk)2 (6.65)
where l1 + l2 is the number of neighborhood samples excluding xm.
For common applications, we suggest that γ = 2 which means that the confidence is at least good.
However, all values 0 < γ ≤ 3 can be considered physically consistent.
This method can be applied to all the properties that we can define in a series of values. It is a
measure of the degree of localization of a property in a data series.
Localization at the borders of a data series
So far we have assumed that the localization does not include the first or last point of a data series (border
points). In other words: 1 < m < N . The reason is that it is not straighforward to define the confidence
neighborhood in a rigorous way when
• the confidence neighborhood includes one or both border points.
• a property is localized on one of the border points.
In the first case, we can keep the previous definitions without loosing any of the generalities. The only
difference is that the confidence neighborhood has to end at the border point. However, in the second
case, the property is localized on one of the border points, so m = 1 or m = N . That implies that either
l1 or l2 cannot be defined.
The problem of the existence of l1 or l2 on the edges of the data series can be solved by assuming
that the data series has a certain behavior outside the borders. Typical assumptions for this behaviour
are:
• periodicity
• constant value
• extrapolation
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• reflecting borders
Each assumptions leads to a different result. Most of them require some a priori knowledge about the
data series. Periodicity can only be assumed if the data series itself has periodic properties. A constant
value would only be justified if the data series has some kind of asymptotic behaviour. Extrapolation
could be performed in a physical way and the errors propagated rigorously. However, the choice of an
extrapolation method depends on the data series. Assuming reflection of the series at the borders looks
to be a rather general choice. It keeps the general properties of the data series and does not require
additional knowledge.
Another reason to choose reflecting borders is that it naturally defines locations outside the series.
For a uniformly-sampled data series, these points should be spaced with the sampling rate. This is
automatically true for the reflecting-border case. However, when the sampling is irregular, the reflecting
border also reflects the locations of the data points. The other methods provide no natural choice for the
locations of the outside data points.
Because the borders of a series are problematic for many applications like interpolation or wavelet
analysis, we encourage the use of this method for retrieving the errors on properties located in the bulk
of the data series.
6.7.3 Properties of the confidence neighborhood
In the simple unidimensional case, the definition 16 can be used to quantify the errors. The retrieved
σxm can then be used to propagates errors on derived quantities that involve the estimated location xm.
However the information that we can obtain from the confidence neighborhood is more than just the
localization error. Uγ(xm) contains l1 elements that are located before (left of) xm and l2 elements
that are located after (right of) xm. In many cases l1 6= l2. The difference l2 − l1 provides additional
information about the symmetry of the confidence neighborhood.
In order to consider the symmetry of a confidence neighborhood Uγ(xm) we introduce the complex
localization error.
Definition 17. For a confidence neighborhood Uγ(xm), the complex localization error σCxm ∈ C is
defined by
σCxm = σL(xm) + iσR(xm), (6.66)
where i =
√−1. The real (left) part σL(xm) = <(σCxm) is calculated from the points to the left of xm
and is defined as
σL(xm) =
√√√√ 1
l2 + l1
m−1∑
k=m−l1
(xm − xk)2. (6.67)
The imaginary (right) part σR(xm) = =(σCxm) is calculated from the points to the right of xm and
is defined as
σR(xm) =
√√√√ 1
l2 + l1
m+l2∑
k=m+1
(xm − xk)2. (6.68)
This definition extends the definition 16. In particular, it is simple to proof the following
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Theorem 2. The modulus of the complex localization error σCxm is equal to the localization error σxm .
|σCxm | = σxm . (6.69)
Proof. The squared modulus of a complex number is given by
|σCxm |2 = <(σCxm)2 + =(σCxm)2. (6.70)
By substituting Eq. 6.67 and Eq. 6.68 we obtain
|σCxm |2 = 1l2+l1 [
∑m−1
k=m−l1(xm − xk)2+∑m+l2
k=m+1(xm − xk)2].
(6.71)
By joining the two summations and taking the square root we obtain
|σCxm | =
√√√√ 1
l2 + l1
m+l2∑
k=m−l1
(xm − xk)2 = σ2xm . (6.72)
Another useful result can be achieved when considering uniformly sampled data series.
Theorem 3. For a uniformly sampled data series of resolution ∆x the real and imaginary parts of σCxm
can be expressed as functions of the number of elements of the left (l1) and right (l2) part of Uγ(xm):
σL(xm) = ∆x
√
l1(l1 + 1)(2l1 + 1)
6(l2 + l1)
(6.73)
and
σR(xm) = ∆x
√
l2(l2 + 1)(2l2 + 1)
6(l2 + l1)
. (6.74)
This result can easily be proofed by considering the sum of the first l1 and l2 squared integers.
Considering theorem 2, it can also be used to calculate σxm directly once Uγ(xm) has been estimated.
Chapter 7
Comparison of different methods to
retrieve mixing height
During the development of my Ph.D., I had the possibility to use several datasets in order to explore the
ability of retrieving MH from ceilometers.
I explored extensively all the methods reported in Chapter 4. In particular, the gradient method, the
Steyn method and the Haar wavelet method. One example of such a retrieval can be seen in Fig. 7.1.
Fig. 7.1: Candidates for MH obtained for an almost clear sky time series of three days. Backscatter signal is
plotted in gray scale (black means strong backscatter and white weak). The red background is used to represent
SNR below 1.5. On the plots presented in green, the MH retrieved using the Richardson bulk number method
(Sec. 2.5.2) on the radiosonde profiles that, at the meteorological observatory of Lindenberg are taken 4 times
a day. The yellow line represents the solar elevation angle (on the right there is its scale). The other points are
representing different candidates: in red, the mixing height obtained using Steyn’s method as reported in Sec. 4.1.2.
The brown circles are the peaks in negative gradient as calculated using the Haar wavelet. The blue triangles are
the positive peaks as obtained using Haar wavelet. Both positive and negative peaks are presented with different
opacity in order to represent decreasing magnitude of the peak (opacity decrease with the magnitude).
In this Chapter, I present some of the studies performed during the development of my Ph.D thesis. In
particular, I present an application of the methodologies for retrieving the localization error introduced
in Sec. 6.7. Then, I show some results from methods inspired by literature presented in Chapter 4.
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Finally, I compare them with those obtained applying my method. At last, I present the application of
my method to a network of 32 ceilometers installed at different meteorological stations of the German
weather service.
7.1 Comparison of classic methods at Mace Head
I call classical, all the methods to retrieve MH that are based on vertical profiles of meteorological
quantities, as those that can be obtained from a radionsonde.
Fig. 7.2: A balloon ready for a radiosonde RS92-SGPD launch in June 2009.
At Mace Head, Ireland, in June 2009, a measurement campaign of the preparatory phase of ICOS
was performed. It was extensively described by T. Milroy in 2012 [75]. The main task of the campaign
was to evaluate the performances of different optical instruments and algorithms in order to estimate
MH.
Due to the location of the meteorological station, which was in a coastal area, it can be considered
as a difficult place for defining the mixed layer. Here, continental and oceanic air masses often alternate
with sudden changes.
Details on the instruments involved and the meteorological conditions can be found in [75]. Our
focus, however, is on the radiosonde data. They were acquired during the campaign in order to produce
an objective and independent estimate of the MH to evaluate the performance of the optical instruments.
During the campaign, 25 meteorological radiosondes of type Vaisala RS92-SGPD where launched.
Launches were scheduled four times a day at 05:15, 11:15, 17:15, and 23:15 UTC. The technical speci-
fications of the radiosondes are reported in Tab. 7.1.
7.1. COMPARISON OF CLASSIC METHODS AT MACE HEAD 101
Tab. 7.1: Vaisala RS92-SGPD sensors specifications. Wind speed and directions are estimated by the GPS system.
Pressure, temperature and humidity by on board sensors.
RS92-SGPD
Quantity range error
Pressure 1080-100 hPa 0.4 hPa
Pressure 100-3 hPa 0.3 hPa
Temperature 0.15◦ C
Relative humidity 0-100% 5%
Wind Speed 0.15 m/s
Wind Direction 2◦
7.1.1 Examples of mixing height retrievals
Depending on the type of measurements, many methodologies can be used in order to localize MH.
Starting from RS, some of the most used are the parcel method and the RBN. Other similar methods are
also used, for which we refer to Vogelezang [106]. Details on the methods were reported in Chapter 2,
and in particular, in Sec. 2.5.
The methods used are all based on thresholds. This means that the MH is located at the altitude
where a cetain value is reached.
For the parcel method, we look for the altitude where the virtual potential temperature θv(z) has the
same value as on the ground θv(z = 0). For the methods described by Vogelezang, a dimensionless
profile is used and the treshold is a fixed value.
All the methods require some conditions to be applied. The main condition is the ergodicity of the
measurements. In other word: the meteorological conditions must be stationary and, in particular, no
changes in wind regime and energy fluxes must happen in a reasonably wide time window around the
measurement.
The formulas describing θv and the dimensionless profiles can be used in order to propagate the
uncertainties on each variable using Eq. 6.60. The formulas are provided in Sec. A.13 for the parcel
method and in Sec. A.14 for the dimensionless profiles.
The errors on the measured quantities by the radiosonde RS92-SGPD are estimated as the deviation
from the mean over a three points window, for temperature and relative humidity. For wind speed and
direction, the manufacturer’s suggestions were used: 0.15 m/s for speed and 2◦ for direction. It is an
obvious consequence of Eq. 6.60, that the more variables with uncertainties are included in the formulas,
the higher the uncertainties become. Consequently, also the localization error σxm become larger. This
can also be seen from Eq. A.29 and A.30 which implement the error propagation for Eq. 2.14 and 2.16.
The effects of a variable on an error propagation, depends on the partial derivative of the formula in
respect to the variable and on the magnitude of its error.
On figures 7.3, 7.4, 7.5 and 7.6 we show all the acquired profiles, the calculated θv, and the dimen-
sionless profiles Rib, and Rig for the four radiosondes,.
To summarize the process used to retrieve the errors, I proceed step by step describing all the actions
to be taken in order to estimate the σxm for a stable profile. The location where the property occurs
is represented by xm. At first, we calculate the errors on the virtual potential temperature θv and the
Richardson methods Rib and Rig, respectively, from Eq. A.24, A.29, and A.30. Then we estimate the
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Fig. 7.3: Convective case. In the first row of graphics are placed the profiles of temperature, wind direction and
relative humidity as obtained by the radiosonde RS92-SGPD, as well as the Mixing Ratio calculated from the
measured quantities using Eq. A.25. In the second row: the virtual potential temperature θv; the wind speed and
its components obtained using the speed and direction; the Richardson profiles Rib and Rig . In the plot of θv is
represented the MH as obtained using the parcel method and. The two componwnts of complex LE σRxm and
σIxm are represented in red, the simple LE σxm in blue. Using the same color rule, in the plot of Rib and Rig is
located, with uncertainties, the MH obtained with the respective profiles.
point where the critical number is reached. For the retrieved points, we estimate the confidence neighbor-
hood Uγ(xm) as defined in Eq. 6.63 with a simple algorithm that estimates confidence, looking forward
and backward along the dataset. Then we apply Eq. 6.67 and Eq. 6.68 to obtain the complex σCxm . From
it, we calculate σxm using Eq. 6.72.
From the graphics presented it is clear that the calculation of the errors in the way suggested, is
unsatisfactory when the thresholds are located near a region of almost constant values. This is the case,
for example, of the analysis performed in Fig. 7.3. Here, the Rib method locates the MH before an
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Fig. 7.4: Stable case with strong wind. Plots are analogous to Fig. 7.3, but due to stability ,parcel method can’t
be used to calculate MH.
almost uniform region. σxm = 416.4 m and the complex version σCxm = 56.1 m + j(412.6 m).
Another example of such behavior can be seen in Fig. 7.5 for the parcel method.
These results are not faults of the method. The method reveals that the localization of a property,
using the profile alone, is not an optimal choice. From the results, we see that on one side of the
located property there are several equivalent points, that share the property. If we would estimate the
MH with another radiosonde launch, we would probably get a different location within the confidence
neighborhood.
More than the error retrieving method, we must look into the algorithm used for detecting MH. Lets
focus now on the parcel method: the idea beyond the method is that we are looking up to the first altitude
xm where θv(xm) = θv(0) and above which θv(x) > θv(xm).
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Fig. 7.5: Stable case with strong wind and high humidity. Plots as in Fig. 7.3. Here it is to be noted that the Rib
has a symmetric LE.
In the way the σxm was calculated, we used only the information on the θv series. But, reading the
method from a different perspective, it is clear that also a condition on the distance from the ground must
be considered.
We can use the definition 15, to consider simultaneously a multiple set of conditions to define a
confidence neighborhood. The The defineition states that the confidence neighborhood of a localized
property defined over multiple data series, is the intersection of confidence neighborhoods relative to
each data series.
The radiosonde profiles are equally spaced in time. However, in space, the altitudes depend on the
speed of the balloon and of the wind. For an equally-spaced dataset relative to locations x1, ...xN , the
uncertainty on a location xi is ±dx, as shown in Eq. 6.59. The height from the ground is hi = xi − x1
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Fig. 7.6: Slightly unstable case with strong wind and capping inversion. Plots as in Fig. 7.3
and so the error for an equally spaced data set is σhi =
√
2dz. When the dataset is not equally spaced,
we can still use Eq. 6.59 to determine the errors on the individual locations, and the propagation will
produce
σhi =
√
σ2z0 + σ
2
zi . (7.1)
For the full campaign, using the values of the profiles and the series hi, I obtained the data plotted in
Fig. 7.7.
The results allow us to directly compare the different methodologies. The comparison is performed
profile by profile. It is collected in Tab. 7.2. Looking at both the table for a quantitative comparison and
Fig. 7.7 for a qualitative one, we see as expected, that the methods are not equivalent. The choice of which
method to use, depends on the meteorological conditions, as was pointed out clearly by Vogelezang
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Fig. 7.7: Time series of different estimates of MH at the climatological observatory of Mace Head during the
ICOS campaign that took place in 2009. The error bars are obtained using the methodology proposed in Sec. 6.7.
[106].
The results of the comparison performed during the Mace Head campaign and published in [75] were
mainly focused on the MH retrievals from optical instruments, assuming as truth the values provided by
the method Rib, as defined in Sec. 2.5.2. Somehow, this choice can be considered not optimal, but
the Richardson bulk number method, in its simpler formulation, is the method most commonly used on
radiosonde data.
So, for the subsequent comparison, I continue using it without looking at the meteorological condi-
tion that could suggest the use of a different methodology.
7.2 Jenoptik ceilometers CHM15k and CHX15k
In this work, I mostly used data from the CHM15k ceilometer produced by Jenoptik. Its nominal param-
eters are collected in Tab. 7.3.
To evaluate the performance of this instrument and, in particular its ability of estimating MH, several
considerations have to be done. First of all, it has a poor overlap. This means that the signal in the near
field is weak and needs a strong correction. The range up to the signal is the 80% of the expected one
can be located at 900 m, approximatively. This can be seen in Fig. 7.8 where, together with the overlap
curve of the CHM15k model, the overlap curve for the experimental model CHX15k is depicted.
Although I have some data from the model CHX15k, I do not use them in this work. Instead, I present
some results obtained for the model CHM15k, which is the one at the current time that is installed in
many meteorological stations all over Germany, and for which I have a long time series. This allows me
to produce meaningful statistics, which is not the case for the CHX15k model.
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Tab. 7.2: MHs obtained with different methodologies and comparisons, using confidence ζ as defined in Eq. 6.62.
The errors are calculated according to the methodologies described in Sec. 6.7. The last column provides the
confidence of the estimates. Because the parcel method can be used only in unstable conditions, in this conditions
the confidence are reported as a single value. When all the three methods can be applied, a table showing all the
possible combinations is provided.
Time [UTC] Rib [m] Rig [m] PM [m] ζ
2009-06-09 05:16 168.0± 30.1 39.0± 5.3 4.218939
2009-06-09 11:40 2726.0± 25.6 2780.0± 24.9 2715.0± 26.2
Rib Rig PM
Rib 1.08 0.21
Rig 1.08 1.29
PM 0.21 1.29
2009-06-09 23:00 88.0± 16.6 47.0± 6.0 2.318678
2009-06-10 05:30 108.0± 17.0 50.0± 6.7 3.179840
2009-06-10 11:15 278.0± 24.8 288.0± 29.8 0.257719
2009-06-10 17:00 1238.0± 15.4 1465.0± 14.2 1235.0± 15.5
Rib Rig PM
Rib 7.50 0.10
Rig 7.50 7.63
PM 0.10 7.63
2009-06-10 23:15 445.0± 11.8 51.0± 7.1 28.634044
2009-06-11 05:00 174.0± 26.8 75.0± 14.6 3.244071
2009-06-11 11:15 382.0± 24.4 335.0± 19.2 1.514041
2009-06-11 17:15 596.0± 38.3 1309.0± 41.2 488.0± 23.3
Rib Rig PM
Rib 9.87 1.78
Rig 9.87 14.30
PM 1.78 14.30
2009-06-11 23:00 520.0± 14.8 501.0± 8.9 1.097797
2009-06-12 05:30 437.0± 28.5 620.0± 12.3 5.897858
2009-06-12 11:15 733.0± 21.7 671.0± 23.7 476.0± 28.3
Rib Rig PM
Rib 1.46 5.74
Rig 1.46 4.71
PM 5.74 4.71
2009-06-12 17:15 1014.0± 16.9 768.0± 19.6 673.0± 18.9
Rib Rig PM
Rib 6.55 9.30
Rig 6.55 2.52
PM 9.30 2.52
2009-06-12 23:15 399.0± 11.3 106.0± 15.4 15.354128
2009-06-13 06:05 193.0± 22.4 41.0± 4.2 6.677827
2009-06-13 17:35 940.0± 19.0 665.0± 19.0 611.0± 18.4
Rib Rig PM
Rib 7.13 8.67
Rig 7.13 1.42
PM 8.67 1.42
2009-06-13 23:05 558.0± 24.4 393.0± 23.0 59.0± 8.2
Rib Rig PM
Rib 3.36 11.71
Rig 3.36 7.92
PM 11.71 7.92
2009-06-14 05:05 560.0± 19.9 57.0± 6.8 23.936555
2009-06-14 11:00 958.0± 14.5 793.0± 13.8 748.0± 13.8
Rib Rig PM
Rib 5.86 7.52
Rig 5.86 1.62
PM 7.52 1.62
2009-06-14 17:05 1041.0± 24.9 1007.0± 24.2 856.0± 25.0
Rib Rig PM
Rib 0.69 3.70
Rig 0.69 3.04
PM 3.70 3.04
2009-06-14 23:05 183.0± 22.1 40.0± 4.1 6.353569
2009-06-15 05:05 61.0± 12.6 42.0± 4.9 1.408374
If the partial overlap of the CHM15k is not the best for analyzing the near field, the numerical
correction can let us also explore the near field, excluding the first two hundred meters, where the noise
is commonly greater than the signal.
The quality of the time series of CHM15k must be discussed. The instruments are set to report a
profile every 15 s, which is the maximal time resolution. However, a study of the times reported for
all the instruments, shows that things are slightly different. We expect 5760 profiles for an instrument
reporting each 15 s over a period of 24 hours. Fig. 7.10a shows that the daily number of profiles is, in
general, close to the expected one, but often is slightly lower.
Another check depicted in Fig. 7.10b shows that the repetition rate of the laser pulses is within the
nominal parameters. Three main peaks can be seen around 5.25 kHz.
According to those considerations, the quality of the data produced by the ceilometers CHM15k, is
within the nominal parameters.
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Tab. 7.3: Technical specifications for the ceilometer Jenoptik CHM15k, as provided by the manufacturer.
Transmitter Specifications
Property Description / Value
Laser ND:YAG Diode Laser
Wavelength 1064± 1 nm
Energy 8 µJ± 20%
Pulse Duration 1 ns
Repetition rate 5-7 kHz
Beam Divergence 300 µrad
Beam diameter (1/e2) 0.09 m
Reciver Specifications
Property Description / Value
Detector APD
Interference filter 1064 nm
Bandwidth 10 nm
Telescope laser distance 0.12 m
Optical System Specifications
Property Description / Value
Focal length 0.47 m
Effective lens diameter 0.145 m
Tilt angle 50 µrad
pin-hole 200 µm
FOV 426 µrad
Performance Specifications
Property Description / Value
Measurement range 30 ... 15000 m
Measurement resolution 15 m
Reporting interval 15 s to 60 m
Measurement interval 15 s
7.3 CHM15k CHM060012 at Lindenberg
The ceilometers produced by Jenoptik, in particular the CHM15k Tab. 7.3, is operational on many mete-
orological weather stations of the German meteorological service. In particular, the station at Lindenberg
provides optimal conditions for studies on this subject.
Radiosondes are launched four times a day at the mandatory hours, which are 6:00,12:00,18:00 and
24:00 UTC. The first three launches, due to the geographical locations, correspond almost with sunrise,
noon and sunset. This allows to compare the results of the algorithms with the MH retrieved with those
from Richardson bulk number method.
Such a comparison was performed, extensively, using a time series of one year and the results were
presented at the EG-CLIMET ES0702 COST ACTION1 held in Paris on the 27-28 April 2011.
7.3.1 Test of methods inspired by the literature
As a first result I propose the scatter plots of Fig. 7.11. They represent the comparison of the strongest
negative peak of gradient as retrieved using Haar wavelet (see Sec. 4.2.3 for generalities and Sec. 6.3 for
1Web page http://www.cost.eu/domains actions/essem/Actions/ES0702. The main objective of the Action is the specifica-
tion, development and demonstration of cost-effective ground-based integrated profiling systems suitable for future networks
providing essential atmospheric observations for both climate and weather.
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Fig. 7.8: Two overlap curves of Jenoptik ceilometers. The red curve is for the CHM15k ceilometer operative in
the DWD stations. The blue curve is for the model CHX15k model, which is an experimental one. Both the curves
are obtained using the optical model described in Sec. 5.2.2
details), with the MH retrieved using Richardson Bulk number method as true estimation of MH. The
RCS were averaged over a time window of ±30 minutes in order to reduce the noise of the signals.
Because no filtering of the data was applied, the presence of clouds overestimates the MH. The
reasons for the failure of the method in stable conditions (typically at 0 and 6 UTC), can be found both in
cloud-fog presence and in the partial overlap. This is a known issue for the CHM15k, so we corrected it
numerically using a correction provided by the manufacturer. The method used to estimate the correction
is the same used in the Micro-Pulse LIDAR NETwork (MPLNET) and described extensively by Berkoff
[5].
The overlap correction used, can be considered not particularly accurate or corrupted after the long
time of operations of the instrument (operational since 2008). The effect is that a strong gradient is
located at a fixed altitude around 900 m of range, which we consider an artifact of the overlap correction.
The dataset was used to test the ability of the different methods proposed in the literature and reported
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(a)
(b)
Fig. 7.9: State variables of CHM15k. The values are scaled in order to be percentage of optimal state. Fig. 7.9a
presents the counts of the state for the dataset of the CHM15k used in Sec. 7.3 and covers one year of data. Fig. 7.9b
presents the counts of the states for the full dataset used in Sec. 7.4.
in Sec. 4. As stated by Cohn [18], there is the need for a selection of the candidates obtained using various
methodologies. The need for such a selection criterion force us to consider only convective conditions. In
this first approach, the optimal validation for the algorithm is the comparison with the 12 UTC radiosonde
profile.
In the next analysis I use only the data at 12 UTC when the mixed layer is above 300 m. The results
obtained for clear sky conditions are reported in Fig. 7.12. The results obtained, including also cloudy
profiles, are reported in Fig. 7.13.
The eight plots present results for four different methods: Experimental Neural Network, First choice
of Haar wavelet, the model fit proposed by Steyn, and the gradient method performed at fixed resolution
of 60 m. Comparison of figures 7.13 and 7.12 express that: the best method is the wavelet analysis;
the neural network approach is not mature enough; the Steyn method is worth to be explored more; the
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(a)
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Fig. 7.10: For the dataset of Sec. 7.3. Fig. 7.10a presents the frequencies of number of profiles for each day
divided for the number of output files. Fig. 7.10b presents the estimated laser’s repetition rate reported as the
number of occurrences binned in a window of 1 Hz and divided for the number of acquired profiles.
gradient method works better in cloudy conditions.
7.3.2 Test of the bi-dimensional edge detection method
The long time series of profiles, taken at high resolution at Lindenberg, allows us also to test the new
developed algorithm.
Four plots containing the ABKSs time series, with the first three candidates taken from the matrix
of occurrences, are presented in Fig. 7.14. In this kind of plot, we present the information about the
RBN estimation as a red line. Here, only three points are present at the mandatory hours. The lines that
connect the points from the RBN estimation, should not be considered as the real trend of the MH. The
other information depicted, is the elevation angle of the sun. It is plotted in yellow and its scale is on the
right side of the plot. In different green intensity, with the estimated error bars, are plotted the first three
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Fig. 7.11: These scatter plots present the first selection of the Haar wavelet algorithm against the values obtained
using the Richardson bulk number method. The linear correlation at the different times of the day is respectively:
R=-0.1 at 0 UTC; R=-0.08 at 6 UTC; R=0.39 at 12 UTC; R=0.2 at 18 UTC.
candidates of the matrix of occurrences.
The selected points, before plotting, are filtered to exclude those that have localization errors greater
than 200 m. A previous filtering was applied before selecting the candidates, by using the SNR mask as
defined in Sec. 5.1.
From those graphics it is clear that, in most of the cases, we captured several relevant points. Un-
luckily, we captured also many other layers.
As last observation, the application on the mask of SNR breaks the continuity of the selections on
the upper part of the boundary layer and over clouds and fog.
Now, I present the comparison with the RBN using, as selection, the first choice of the matrix of
occurrences. The comparison will be performed for the radiosonde launches at 12 UTC and 18 UTC, the
other two launches will be neglected because, commonly, the boundary layer is stable and the MH below
the capability of the ceilometer CHM15k (even after the overlap correction is applied).
The results obtained for this comparison, are plotted in Fig. 7.15, 7.16 and Fig. 7.17. The first two
represent the comparison at 12 UTC, the third figure the comparison at 18 UTC. In the previous analysis,
performed using the methods inspired to the literature, the candidates were not provided with error bars,
because this tools was developed after those calculations. The nature of the new algorithm for detecting
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Fig. 7.12: Scatter plots of the MH retrieved at 12 UTC using different methods versus the height retrieved using
Richardson bulk number method. The methods used are the neural network approach. The strongest negative
peak estimated with the Haar wavelet. The Steyn method and a fixed resolution gradient method. For each plot
is presented the linear correlation. The results are for clear sky conditions. Only the results above 300 m are
presented. The horizontal artifacts present in Fig. 7.11 are removed.
the edges is substantially different. The use of MRA, in time and space, allows to produce candidates
layers at the full time resolution.
Thanks to the errors of localization, it is now possible to filter the candidates that have a condition
of confidence with the estimated true value. The confidence ζ of two measured quantities was defined
in Sec. 6.7 and in particular with Eq. 6.62. Using the definition of ζ to compare candidates, we must
consider the truth to have a minimal error.
The first column of each of the Figures 7.15, 7.16 and 7.17, is obtained without the filtering for the
confidence. The second column was obtained using a threshold of 3.
We have to remember now the definition of mixed layer provided by Petra Seibert in 1998 [93] and
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Fig. 7.13: These four scatter plots are analogous to Fig. 7.12, but using also cloudy data.
reported here in Sec. 2.2.2. The mixed layer is such that the uniform mixing is reached in one hour or
less time. For this reason, we have to make two different comparisons: the closest estimate of MH to the
corresponding mandatory time; each high resolution estimate within a time window of ±30 minutes.
In Fig. 7.15, we used only the candidates that are closer to the time of the radiosonde launch. This
figure can be considered analogous to the 12 UTC panel of Fig. 7.11. Also, the linear correlation R of
those estimates is quite similar: R=0.39 for the old method and R=0.31 for mine.
The results in the second column of Fig. 7.15 have a much better correlation. However, this is an
obvious consequence of filtering for the points that have confidence lower than 3. Those points are
chosen to be statistically not too far, so they will lay close to the 1:1 line.
An important observation of the comparison of the two columns of all the figures 7.15, 7.16 and
7.17, is that variably from about 50% and 30% of the points are retained after the filtering process for the
confidence. This can be seen as a good result saying that if we, randomly, take one point from the first
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(c) (d)
Fig. 7.14: Examples of daily ABKS at the Lindenberg. The data was collected by the ceilometer CHM15k from
Jenoptik and serial number CHM060012. The data, where the SNR is below the threshold of 0.33, are masked
with a blue color. The first five candidates from the edge detection algorithm, are depicted in green with error bars.
The intensity of green depends on the probability. The yellow line represents the solar elevation angle. The red
line, the MH as estimated from the radiosondes.
three selections within a time window of ±30 minutes around noon, we have at least 30% probability to
get a reasonable estimate of MH.
The last observation is valid for convective conditions. Instead, when applying the same analysis to
the 0 and 6 UTC radiosondes, the probability of a good candidate falls down to about 10%.
In general, I would like to say that the developed algorithm has a good quality: it is highly conserva-
tive and the first three candidates are often in proximity of the MH estimated from radiosondes.
7.4 CHM15k network in Germany
At least since Holzworth 1967 [50] a good knowledge of MH over the spatial domain of interest is consid-
ered necessary as a requirement for studies on pollution and in general fluxes from the surface. However,
as already mentioned in Chapter 2 models often fail in producing estimates of this key parameter.
In recent times, large networks of ceilometers are located in in several countries. One example is
depicted in Fig. 7.18. The main aim of this network is to estimate the cloud base height, but due to the
increased quality of the instruments, it allows us also to study the ability of estimating MH.
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Fig. 7.15: These 6 scatter plots present the 12 UTC comparison of the first three selections of edges with the
Richardson bulk number method, using the full dataset of the Lindenberg meteorological observatory. All the
available candidates around 12 UTC within a time window of ±30 minutes are compared to the corresponding
MH from RBN. The first column presents the comparison for all the available data, without any filtering. The
second column is produced using only the data that have a confidence (Eq. 6.62) lower than 3.
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Fig. 7.16: This figure is analogous with 7.15. The main difference is that here we used only the candidates at the
nominal time 12 UTC. A filter on the errors greater than 300 m of the individual selections, was applied. The MH
when the RBN was lower than 200 m are also excluded from the analysis.
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Fig. 7.17: This figure is analogous to Fig. 7.16, but all the calculations are performed at 6,12, and 18 UTC.
7.4. CHM15K NETWORK IN GERMANY 119
Fig. 7.18: Stations of the German Meteorological Service equipped with a CHM15k used in this study.
This network of instruments can be a good starting point for testing the possibility of using the
informations obtained to constrain transport models in order to increase the accuracy on the estimates of
green house gases and of pollutants. However, this remains in a preliminary phase. I tried to asset the
quality of the data within the network and to compare the retrieved MHs with independent datasets.
7.4.1 Data and state of the network
The data provided by the German Meteorological Service (GMS) or in German Deutscher Wetterdienst
(DWD), provided me with a short time series for the stations pointed in Fig. 7.18. The instruments
were not operative for the full time that covers a period from 25 September 2009, to 14 October 2009.
The state of the instruments, as reported in Sec. 7.2, is within the nominal parameters. In Tab. 7.4, are
reported the number of days for which we have data from each instrument.
7.4.2 Comparisons with radiosondes
In order to evaluate the ability of the network of instruments to reproduce the evolution of the boundary
layer and, in particular, of the CBL, we need an objective reference to test our estimates of MH. As done
for the CHM060012 installed at Lindenberg, we can compare the results with MHs obtained from ra-
diosondes. Unluckily, at most of the weather stations reported in Fig. 7.18, no radiosondes are launched.
However, over the European domain there are several WMO stations where radiosondes are launched.
At most of these operative stations launches are performed at 0 and 12 UTC. At a smaller number of
stations, they are performed also at 6 and 18 UTC.
for the comparison, I approached two different strategies in order to obtain an estimate of the MH
at the ceilometer locations: a linear interpolation of the estimated MHs at the WMO stations, and a
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Tab. 7.4: Availabitlity of data from ceilometer CHM15k from September 2009 to 14 October 2009.
Station Serial Number Days of data
Genthin CHM070036 13
Essen CHM070092 20
Schoenhagen CHM080061 20
Werl CHM070031 20
Hoyerswerda CHM070093 15
Lindenberg CHM080066 18
Cottbus CHM070035 20
Gera CHM080063 20
Putbus CHM080065 20
Hohenpeissenberg CHM070048 20
Bonn CHM060025 20
Boltenhagen CHM060011 20
Feuchtwangen CHM080072 20
Rheinstetten CHM080064 20
Elpersboettel CHM060028 20
Weihenstephan CHM070051 14
Gruenow CHM070034 20
Schleiz CHM060027 20
Klippeneck CHM080067 19
Bamberg CHM070050 20
Luegde CHM060030 20
Carlsfeld CHM080062 20
Waldmuenchen CHM080073 20
Kyritz CHM070033 20
Goldberg CHM070032 18
Pelzerhaken CHM070049 20
Wun CHM060026 20
Harzgerode CHM070037 20
Alfeld CHM060022 20
Hof CHM070043 20
Leipzig-holzhausen CHM070098 20
Doernick CHM070047 20
geo-statistical interpolation driven by model data.
Comparison with distance-based interpolation
For this comparison, I can only consider the data at 0 and 12 UTC. The use of other times implies a
time-space interpolation that can be considered erratic. This is because only few stations produce data at
6 and 18 UTC. However, we already know from the studies on the Lindenberg dataset that the nocturnal
boundary layer is mostly outside the capability of the CHM15ks.
The radiosonde stations are scattered over the European domain. So, in order to perform a spatial
interpolation of the MHs, a preliminary consideration must taken: the MH can be considered as heights
above the ground or above sea level. The first choice is the most reasonable. Using values referred above
sea level, it would be possible to obtain interpolated negative values.
The interpolation of scattered data can be done by Delaunay triangulation [26]. This method is rather
common and based on distance weighting. It defines a particular tessellation2 of the domain for each
2In mathematics and computational geometry, a Delaunay triangulation for a set P of points in a plane is a triangulation
DT(P) such that no point in P is inside the circumcircle of any triangle in DT(P). Delaunay triangulations maximize the
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point where we want to interpolate on a set of three WMO stations for which the influence is considered
optimal. Then, the quantity are calculated for the target point as a weighted average.
When we want also to perform temporal interpolations, we can’t directly use Delaunay triangulation
because time and space can’t be mixed in weighting. In this case, we must first interpolate in space, then
we can perform a time interpolation.
Comparison with geo-statistical interpolation
To compare the MH retrieved on the WMO network of stations with a random station of the DWD,
we already introduced distance-based interpolation. Other methods are reported in the literature, in
particular, we approached geostatistical interpolation. In my work group, Roberto Kretschmer explored
the benefits on transport models [60, 59] for estimating green house gas sources and sinks.
Without going into detail, geostatistical interpolation (or Kriging), is an advanced methodology to
define the weights for interpolation. The main idea is to use time series and spatial maps of MH in order
to produce optimal weights to be more consistent with the phenomena.
Some details on how to implement geostatistical interpolations can be found in [22] and [107].
7.4.3 Results for the DWD network
For an overview on the MHs estimated using the optical instruments and the different methodologies of
interpolations, we present some statistics. This comparison is different from the one performed for the
data collected in 2009 at Lindenberg. Here, we can’t directly compare estimates of different kinds with a
known truth estimate. We can cross correlate all the different estimates we have. We focus on 4 different
estimates: the most likely edge MH0; the estimate obtained using the selection method MH; the linear
interpolation of the values estimated from the WMO stations rs; the geospatial interpolation KED.
Tab. 7.5: Linear correlation of different estimates of mixed layer height within the DWD network of meteorolog-
ical stations. The results are proposed for three different classes: global, contains all data available; day, contains
all data from 6 to 18 UTC, and night, the remaining hours.
Global MH0 MH KED rs
MH0 1.00 0.15 0.13 0.15
MH 0.15 1.00 0.47 0.53
KED 0.13 0.47 1.00 0.76
rs 0.15 0.53 0.76 1.00
Day MH0 MH KED rs
MH0 1.00 0.19 0.11 0.14
MH 0.19 1.00 0.25 0.34
KED 0.11 0.25 1.00 0.67
rs 0.14 0.34 0.67 1.00
Night MH0 MH KED rs
MH0 1.00 0.18 0.17 0.18
MH 0.18 1.00 0.49 0.54
KED 0.17 0.49 1.00 0.76
rs 0.18 0.54 0.76 1.00
The linear correlation calculated on the data using different classifications of the data, is presented in
Tab. 7.5. We also performed the classification per hour of the day as shown in Fig. 7.19.
minimum angle of all the angles of the triangles in the triangulation; they tend to avoid skinny triangles.
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The results of Tab. 7.5 reveal several things. We want to focus mostly on the comparison of the
two different methods of interpolation used and on the results of the developed algorithm. The couple
rs-KED has the best correlation of the table. This result was expected, because the process that produces
KED uses the same MH obtained from the WMO stations.
An unexpected result is the difference of correlations of the couples MH-rs and MH-KED. The se-
lected MH follow better rs than KED. This remains valid also checking Fig. 7.19.
The worst hour of the day is 5:00 UTC. This reflects the fact that at 6:00 UTC at most of the WMO
stations, there is no radionsonde launch. The negative values for the couples including MH0, show that
this choice is the worst.
Another relevant result are the values of correlation at 12:00 UTC. The selection method seems to be
weaker than the MH0. Around this time, the solar forcing is generally stronger, the convection reaches
the highest altitudes and the MH is located mostly below the free atmosphere. The presence of weaker
edges within the MH makes it easier to follow a trend of a reference model. This also works when it
reproduces the physical phenomena wrongly.
Fig. 7.19: Correlation of different MH estimates over the DWD stations on an hourly basis.
The non-promising results can also be related to the meteorological conditions. During the period
of available data, a low pressure system covered central Europe reducing the days of clear sky, and so
pure convection. Due to strong clouds and frontal structures passing over the stations, the ergodicity of
the measurements was heavily affected by the meteorological conditions. Also the height of the MH was
often low, within the region of partial overlap.
The best option would be to perform the analysis on a longer period. Preferably, this should be done
during in summer, when MH is higher, far from the partial overlap region of the ceilometers used in this
study.
Some example of daily evolutions of MH are presented in Fig. 7.20 and Fig. 7.21.
A relevant example can be seen comparing Fig. 7.21a and Fig. 7.21b. The two instruments co-
located at Lindenberg have different performances, as can be seen comparing the SNR mask. The results
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(c) (d)
Fig. 7.20: Each of the four plots present, in gray, the ABKS signal as in Fig. 7.14. Here the candidates and the
solar elevation angle are not presented. The red line represents the KED. The distance based interpolation of the
RBN selections are plotted in cyan. The green line represent the result of RBN applied to the WRF model output
and is considered here as the reference for the selection method. The blue line is the result after the selection of
candidates MH.
are similar, but different. The exact location of the two instruments is not known, but comparing other
days of simultaneous operations, the height of clouds and time of detection differ, often by a few hundred
meters and several minutes. This difference can have strong implications for the validity of the retrieval
we want to perform.
The method of selection presented in Sec. 6.1.1 on the 15 s profiles, has a strong effect on the
retrieval. High frequencies can be easily seen, also after performing a time smoothing on 30-minute-wide
windows. This high frequency can be one of the reasons of failure of the comparison of the selected data
with both KED and rs.
The better correlations obtained at night time are to be considered with care. Fluctuations of MH are
much smaller than daytime. The edges within the residual layer offer many candidates for selection, so
that it is easier to get a good match with the model which more or less reflects the interpolations.
The reason why the KED gives the worst results must be explored further. We are not in an optimal
condition, we need more independent estimates of MH, and more ceilometer data to produce better
statistics, with classes discriminating for different degrees of stability. There is the need of capturing the
evolution of MH for a longer time and at a higher time resolution.
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(a) (b)
(c) (d)
Fig. 7.21: Analogus to Fig. 7.20. Plots 7.21a and 7.21b are produced using two different CHM15k ceilometers
installed at Lindenberg. Fig. 7.21a comes from the CHM060012, Fig. 7.21a comes from CHM080066.
Chapter 8
Discussion and conclusions
With this thesis, I touch upon several aspects of the MH retrieval. I was driven by the main idea that the
altitude of this layer could be revealed by an edge in a vertical profile of ABKS.
This idea was widely explored since automated methods to retrieve MH were developed (see Endich
et al. [36]). However, the edge detection applied to this problem revealed some limits. In particular Cohn
stated in 2000 [18] that a proper selection method should be developed. This assuming that edges can
effectively locate the layers.
Personally, I improved the edge detection introducing a new approach, but the results obtained
regarding the MH retrieval are similar to those obtained with standard methodologies (like wavelet
method). However, the fact that MH is located on a relevant edge remains to be proofed.
My conclusions together with short discussions are collected in the following pages.
Distinction between MH and BLH
The detection of the boundary layer height would have been a much easier task than the deter-
mination of MH. The definition given by Stull (Def. 1), gives us some freedom of interpretation.
It could be interpreted that the BL is the layer below the free atmosphere. The optical definition
could be: the boundary layer is the layer where turbidity is higher than the free atmosphere, where
aerosol content is negligible. In this way, we could use the simple methodologies to estimate its
altitude, like the ones used by Boers [8] and previous authors.
An automated algorithm to detect the BLH, could be easily implemented. However, the target
quantity of this study is the MH.
At local noon in convective conditions, the BLH and the MH are commonly the same quantity. In
these cases, optical methods give a correlation of R=0.62 in clear sky conditions and R=0.39 in
non-filtered conditions (Fig. 7.12 and 7.13).
Definition of MH
Def. 2 assumes that, in a relatively small time, all tracers injected into the ML would become
homogenized. The common interpretation of this definition is this: tracers are homogeneously
distributed within the mixed layer.
Instead, uniform mixing regards a future state of the air considered, when no fluxes would inject
or remove the subject of dilution.
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Gases and aerosols
Gas particles experience thermodynamic transformations in a different way than aerosol par-
ticles. For characteristic quantities of gases, like the potential temperature and the virtual
potential temperature, the homogeneity is almost true only in the bulk of the ML. This can
be seen easily in Fig. 2.11, where the typical profile of θ in convective condition is pre-
sented. When there are continuous fluxes, like the heat flux at the ground, a proper gradient
of temperature is assessed.
For aerosols, the fluxes are not continuous, but pulsed in time and more complex phenomena
can occur related to humidity and chemical composition. Even if the original aerosol has
been perfectly homogenized This would reduce the homogeneity creating differences in the
volume backscatter coefficient. This can be seen in Fig. 7.14a. The figure presents a daily
cycle with a strong diurnal convection. Before sunrise, the atmosphere is well stratified. Then
the sun’s forcing starts mixing the BL and the MH grows up to 2 km. During the convection,
several isolated edges are produced within the ML.
Assumption of a mixed layer
Only inside the bulk, the mixed layer can be defined as a homogenized layer. At the border,
gradients of each quantity that enters the layer must be present.
For aerosols, the constitution of such gradients is not clear. However, the presence of scat-
tered edges in the backscatter could be used to better define the convective conditions. On
the other hand, the well stratified conditions could be used to reveal stable conditions.
Different methods produce different results
The comparison of the different non-optical methods in Sec. 7.1, like the parcel method and
variations of the Richardson bulk number method, shows that each technique should be used
with care. The meteorological conditions should influence the decision of the method to be
used. This is obvious from the work of Vogelezang [106], where each method is considered
for a specific condition. Nevertheless, for all the comparisons of Sec. 7.3 and Sec. 7.4, we
used the Richardson bulk number method. this because it is the most used method to retrieve
MH, both on real data from radiosondes, as well as on model data.
I used, to evaluate the different optical estimates, the MH retrieved from the Richardson bulk
number method as best estimate. This puts some shadow on the validity of the correlations
obtained in Chapter 7. It would be interesting to perform a deeper study on the non-optical
methods used to retrieve MH and in the production of the data for the comparison.
Optical definition of MH
The literature, presented in Chapter 4, suggests some rules to be used. Relevant examples are
Kaimal [56] and Boers [8].
The gradient method (Sec. 4.2.1) rigorously defines the MH: it is the altitude where the strongest
negative gradient occurs. This can be considered valid only during diurnal convection after noon
when the residual layer is not present any more.
The optical rule is to locate layers on edges. This is the only thing we can detect using elastic
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backscatter signals.
After checking the methods proposed by the literature in Sec. 7.3, I also checked the first three
candidates of my method in Fig. 7.15 and 7.16. The results show no real improvements from the
classical methods.
However, I did not study the cloud-free periods, as was done for the classical methods. I included
cloudy data because: the better results for the morning times can be seen when fog or tiny clouds
reveal the presence of a growing MH; removing or filtering cloudy data, would reduce the time
window when ceilometers and lidar could detect the MH.
In stable conditions, especially during night time, the MH can be detected only in the presence of
fog or low clouds. This is due to the weak overlap of most of the ceilometers.
Also, in presence of a residual layer, the ability of detecting MH is heavily affected. Uncertainties
of localizations are larger within the boundary layer than at the top. Their magnitude is reduced in
the presence of clouds as can be easily seen in Fig. 7.14.
More rigorous way to define edges
In Chapter 6, I implemented the edge detection as a multi resolution analysis in time and space.
It is a generalization of the edge detection method that takes named after its inventor Canny. It
expands the one dimensional approach like the Haar wavelet. Those methodologies, as stated by
Cohn in 2000 [18], are the best options for low quality data like those acquired by ceilometers or
airborne LIDARs.
Positive aspects of my algorithms are:
• My algorithm is highly conservative, or in other words it considers all the possible edges.
• The results are probability for being an edge
• It is consistent with the Haar wavelet method.
• It is suitable also for use with low quality data.
• It propagates uncertainties trought every step of the data processing.
• In Sec. 6.7, I developed a methodology for estimating the errors on the location of a property.
After convolving the time series of profiles with generic filters, the localization error can be ap-
plied to other data and fields in the same way as standard error propagation. However, it is an
improvement that helps the development of rigorous algorithms.
The uncertainty is strongly related to the quality of the retrieval as well as the shape of the profiles.
A proper error estimation gives the ability to evaluate the quality of the retrieval using better
methods than the raw linear correlation, especially when there are few data to be compared.
The errors obtained with my methodology were used for many purposes. In particular, I applied
them for the selection method of candidates in Sec. 6.1.1.
The problem of selecting the “correct” edge
A highly conservative algorithm estimates several edges. Each one of them can be considered as a
candidate.
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In order to automatize the detection of MH, the physical processes considered in the RBN method
as well as those considered for the parcel method must be related to the aerosol particles. A proper
model that can reproduce the optical behavior of the BL should be studied.
For the selection process I started using the Bayesian method for selecting MH candidates as
proposed by Di Giuseppe [28]. However, after some considerations I decided to use directly the
confidence of the candidates with a meteorological model output instead of using a prognostic
model as the slab model.
The results produced by the selection are influenced by the data quality and by the output of
the meteorological model used. When using the slab model described in Sec. 2.6.1 for selecting
the optimal candidates as in [28], it is important to understand if it is a valid model for the actual
conditions. The slab model, as proposed by Tennekes, does not consider the existence of a residual
layer. This makes it unsuitable for most of the cases.
Interpolation of MH
The measurements done by the LIDARs have to be referred to a very small volume. This means
that they are influenced by local conditions which makes it hard to extend them to a larger scale.
The MHs retrieved as diagnostic variables from models are hardly comparable with the point mea-
surements. The 10-km-grid resolution used in WRF model, which is used to make the geostatisti-
cal interpolation and the reference for the selection method, makes it impossible to obtain a linear
correlation of 1.0 with the estimated MHs. This is because they are affected by high frequencies.
Or in other words, because there is a sub-grid variability that the model cannot reproduce.
The need of an accurate map of mixing height, to constrain transport models, as introduced by
Holzworth in 1967 [50], was the idea st the beginning of my study. The idea of installing in-
struments for estimating MH on a network still remains an optimal choice. However, I cannot
say anything about the minimal distance required between instruments in order to produce correct
maps of MH. Together with the network, a proper interpolation must be performed in order to
cover the full domain. The most promising way remains the geostatistical interpolation as intro-
duced by Kretschmer [60, 59].
The obtained results are still not mature enough to be used for the interpolations. The number of
stations of the DWD is probably too small, and their spatial distribution, has relevant holes in the
domain of Germany.
More studies should be performed in order to combine radiosonde profiles, optical measurements
and model data. Studies on the sub grid variability and on the interpolation methods should provide
the directions for the develop of such networks together with the way to use the estimated data.
Data quality
Some suggestions can be pointed out, especially on the more technical aspects regarding the in-
struments.
When setting up a network of instruments, the data quality must be homogeneous. The diagnostics
performed by the instruments are not a sufficient indicator for the data quality signal of the quality
of the data.
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A network should be equipped with some calibration system in order to monitor the ability of each
instrument to reproduce the same time series if positioned at the same coordinates.
Need of additional parameters/models
The MH retrieval is a complex task, which cannot be accomplished only with elastic backscat-
ter signals. I think that there is the possibility to take advantage of optical instruments, such as
ceilometers.
The complexity of the problem, necessarily, requires a combination of different models and mea-
surements, many of which must be developed.
A minimal set of necessary “tools” must be defined in order to represent the complexity of all the
phenomena occurring within the PBL and ML.
Without a proper knowledge of the minimal set of parameters necessary to localize the MH no
automated method could produce rigorous estimates of the MH.
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Appendix A
Meteorology
A.1 Navier-Stokes equation
It is a set of differential equations used to describe the motion of a fluid. They can be obtained applying
directly the Newton’s second law. They reflect the conservation of momentum.
Considering a Newtonian fluid of density ρ with speed described by a vector U = (ui, uj , uk),
the variation in time of the momentum ρU will depend on the acting forces. The acting forces are:
gravity force g = (gx, gy, gz); the pressure gradient −∇p; the friction forces µ∇2U , where µ is the
dynamic viscosity; apparent forces due to the rotation of Heart. Apparent forces are the centrifugal force
Ω× (Ω× r) and the Coriolis force 2Ω×U , where Ω = 7.27 × 10−5 rads−1 is the angular speed of the
Hearth, r is the distance vector positions with respect to the Heart origin and the symbol × is the vector
product.
The variation in time of momentum is expressed trough the material derivative or total derivative:
D(ρU)
Dt
=
∂ρU
∂t
+ U · ∇ρU. (A.1)
The vectorial form of the Navier-Stokes equation is
∂ρU
∂t
+ U · ∇ρU = −∇p− Ω× (Ω× r)− 2Ω× U + µ∇2U + g. (A.2)
Often, the fluid is considered incompressible, this grant that density is constant. This assumption is
valid for liquids and under certain circumstances is applied also to several motions in the atmosphere.
∂U
∂t
+ U · ∇U = −∇p
ρ
− 1
ρ
[
Ω× (Ω× r)− 2Ω× U
]
+
µ
ρ
∇2U + g
ρ
. (A.3)
Eq. A.2 and A.3 are used together with the Continuity Equation. In general practice the centrifugal
force is incorporated into the gravitational term.
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A.2 Continuity equation
This equation expresses the concept that, in a system, matter is conserved.
Dρ
Dt
=
∂ρ
∂t
+∇ · ρU = 0 (A.4)
which can be expanded as follows:
∂ρ
∂t
= −∇ · ρU = −∂ρui
∂xi
− ∂ρuj
∂xj
− ∂ρuk
∂yk
. (A.5)
When assuming incompressible material, density does not change and the Continuity Equation ex-
presses that within the material, divergence of speed is always zero:
∂ui
∂xi
+
∂uj
∂xj
+
∂uk
∂yk
= 0. (A.6)
A.3 Equation of state
It relates pressure, density and temperature for a gas, it is the ideal gas law.
p = ρair<Tv (A.7)
where p is pressure, ρair is the density of moist air, Tv is the virtual absolute temperature (see Sec. A.13
for the definition) and < = 287 JK−1kg−1 is the gas constant for dry air.
A.4 Conservation of moisture
It expresses the fact that the total amount of water, which can be gaseous, liquid or solid is conserved.
∂qT
∂t
+ Uj
∂qT
∂xj
= νq
∂2q
∂x2j
+
SqT
ρair
(A.8)
where qT is the total content of water (all phases) per unit mass of moist air, νq is the molecular diffusivity
for water vapor in the air. SqT is the net moisture source term (sources -sinks). By splitting the total
humidity into vapor (q) and non-vapor (qL) parts using qT = q + qL, Eq. A.8 can be written as a pair of
coupled equations.
∂q
∂t
+ Uj
∂q
∂xj
= νq
∂2q
∂x2j
+
SqT
ρair
+
E
ρair
(A.9)
∂qL
∂t
+ Uj
∂qL
∂xj
= +
SqL
ρair
− E
ρair
(A.10)
where E represents the mass of water per unit volume per unit time, being created by a phase change
from liquid or solid.
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A.5 Conservation of heat
It expresses the first law of thermodynamics, which states that enthalpy is conserved
∂θ
∂t
+ Uj
∂θ
∂xj
= νθ
∂2θ
∂x2j
− 1
ρCp
∂Q∗j
∂xj
− LpE
ρCp
(A.11)
where θ is the potential temperature, νθ is the thermal diffusivity and Lp is the latent heat associated with
the phase change E. Q∗j is the component of the net radiation in the j
th direction. Values of latent heat at
0◦C are Lv = 2.50×106 J/Kg (gas:liquid), Lf = 3.34×105 J/Kg (liquid:solid) and Ls = 2.83× 106 J/Kg
(gas:solid). The specific heat for moist air at constant pressure Cp, is related to the specific heat of dry
air Cpd = 1006.67 Jkg−1K−1 by Cp = Cpd(1 + 0.84q).
A.6 Conservation of scalar quantity
Including a tracer, we indicate its concentration with the letter C. The conservation of a tracer can be
expressed with the following equation:
∂C
∂t
+ Uj
∂C
∂xj
= νC
∂2C
∂x2j
+ SC (A.12)
where νC is the molecular diffusivity and SC is the body source term of the tracer
A.7 Kolmogorov scales
Kolmogorov microscales are the smallest scales in turbulent flow. At the Kolmogorov scale, viscosity
dominates and the turbulent kinetic energy is dissipated into heat.
η =
(ν3

)1/4
(A.13)
τη =
(ν

)1/2
(A.14)
uη =
(
ν
)1/4
(A.15)
where η is the Kolmogorov length scale, τη is the Kolmogorov time scale and uη is the Kolmogorov
velocity scale. The coefficient ν is the kinematic viscosity and  is the average rate of dissipation of
turbulent kinetic energy.
A.8 Reynolds number
The Reinolds number Re expresses the ratio of inertial to viscous forces. It helps to understand if the
flow is laminar or turbulent.
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Re =
ρvL
µ
=
vL
ν
(A.16)
where ρ is the density of the fluid, v is the mean velocity in the BL, L is the length scale in the BL and µ
is the dynamic viscosity of the fluid. In the second expression for Re the density and dynamic viscosity
are grouped in the kinematic viscosity ν. Typical values for the PBL are νair = 1.5× 10−5 m2s−1.
A.9 Geostrophic winds
For the large scale motions in shallow water approximation, dynamic equilibrium is assumed. This
means that Coriolis term of Eq. A.2 is supposed to balance the pressure gradient.Ug = −
g
ρf
∂p
∂y
Vg = +
g
ρf
∂p
∂x
(A.17)
Ug and Vg are the two components of geostrophic horizontal speed, the coefficient f is the Coriolis
parameter f = 2Ωsin(φ), and φ is the latitude.
A.10 Reynolds averaging rules
Considering a quantity A which can be divided in a mean value A and a turbulent component a′, the
Reynolds averaging rules state that
(A) = (A + a′) = A (A.18)
where the over-line means averaging of the term. Averaging can be made both in time and space. The
possibility to exchange time and space averages is called ergodicity. When we consider the product of
two quantities that have a turbulent term (A and B), the turbulent term is not vanishing:
(AB) = (AB + Ab′ + Ba′ + a′b′) = AB + a′b′. (A.19)
A.11 Prandtl number
The Prandtl number Pr is a dimensionless number that expresses the ratio of kinematic viscosity ν to
thermal diffusivity α.
Pr =
ν
α
=
cpµ
k
(A.20)
where µ is the dynamic viscosity of the fluid, k is the thermal conductivity of the fluid, cp is the specific
heat.
Both, conduction and convection, happen in fluids. They compete against each other in transferring
heat. The rates of conduction and convection vary in different fluids. The Prandtl number is a parameter
that can be used to roughly determine which process will be the most relevant. When the Prandtl number
is greater the heat transfer will be more conductive.
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For air at standard temperature conditions, νair = 1.5 × 10−5 m2s−1 and αair = 1.9 × 10−5.
Prair ≈ 0.8.
A.12 Potential temperature
Potential temperature represents the temperature that an air parcel would have if adiabatically translated
from a certain pressure level P to a reference level P0.
θ(z) = T (z)(
P0
P (z)
)γ (A.21)
where γ is the adiabatic lapse rate
σ2θ(z) = σT (z)
2( P0P (z))
2γ+
σ2P (z)
γ2P 20 T (z)
2(
P0
P (z)
)2γ−2
P (z)4
+
σ2P0
γ2T (z)2(
P0
P (z)
)2γ−2
P (z)2
(A.22)
In this formulation of the error we are considering that the adiabatic lapse rate has no error. The
value P0 and its error σP0 is provided for sake of generalities, but in general P0 is fixed to 1000 hPa and
has no error.
A.13 Virtual potential temperature
Virtual potential temperature represents the temperature that an air parcel would have if adiabatically
translated from a certain pressure level P to a reference level P0 and all the water vapor condensed, so
that all the condensation latent heat is released. If no liquid water content is considered, the definition is:
θv(z) = Te(z)(
P0
P (z)
)γ ≈ (T (z) + bMR)( P0
P (z)
)γ (A.23)
where the mixing ratio MR is the ratio of water vapor mass per mass of dry air and b represents the ratio
of latent heat of vaporization and the specific heat of dry air at constant pressure.
In order to retrieve the error propagation formula, in this case we can use Eq. A.22 substituting the
temperature and its error with Te and its error
σ2Te(z) = σ
2
T (z) + σ
2
MR(z)b
2 (A.24)
Before we give a formulation on the error MR, we have to point out that the coefficient b is not really
a constant, being the water vapor’s latent heat of condensation dependent on the temperature. In this
context, we are keeping it constant and neglecting any error associated with its value.
Radiosondes are measuring relative humidity, so MR must be calculated from this quantity. This
task can be performed calculating the water vapor pressure directly from RH and pressure, after the
estimation of water vapor saturation pressure esat.
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MR(z) =
e(z)
P (z)− e(z) =
RHesat(z)
P (z)− RHesat(z) , (A.25)
where e(z) is the water vapor pressure at the altitude z. The relative humidity in this expression and
following is intended to be divided for 100.
For esat8z) many empirical formulations can be found as function of temperature. We have chosen
to refer to the Bolton’s approximation [10].
esat = 6.112e
17.67T/(T+243.5) (A.26)
where T is expressed in Celsius degrees and pressure in hPa. For this expression, the error propagation
is
σ2esat = σ
2
T 37.357[
17.67
T + 243.5
− 17.67T
(T + 243.5)2
]2e35.34T/(T+243.5) (A.27)
Propagating the errors on the expression of the MR we obtain
σ2MR(z) = σ
2
esat [
RH
P−RHesat +
RH2esat
(P−RHesat)2 ]
2+
σ2RH[
esat
P−RHesat +
RHe2sat
(P−RHesat)2 ]
2+
σ2P
RH2e2sat
(P−RHesat)4 .
(A.28)
A.14 Error propagation on Richardson Bulk Number methods
The Eq. 2.14 gives us the following expression for the errors:
σ2Rib = σ
2
θv0
g2h2( 1
θv0V 2h
− θv0−θv
θ2v0V
2
h
)2+
σ2θv
g2h2
θ2v0V
4
h
+
σ2hg
2 (θv0−θv)2
θ2v0V
4
h
+
4σ2V g
2h2 (θv0−θv)
2
θ2v0V
6
h
.
(A.29)
It must be noticed that the variable h is defined as the difference between the measured altitude over
mean sea level and the altitude of the soil of the area of the balloon release. For this reason, on a non
uniform terrain, the uncertainty on this quantity can be relevant.
Propagation of the Rig adds to Eq. A.29 also the dependence on the wind direction used to calculate
the wind components, as well as the errors on the reference levels.
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σ2Rig = σ
2
θvs
g2{ h−zs
θvs[(uh−us)2+(vh−vs)2]+
(h−zs)(θvh−θvs)
θ2vs[(uh−us)2+(vh−vs)2]}
2+
σ2θvhg
2 (h−zs)2
θ2vs[(uh−us)2+(vh−vs)2]2 +
σ2hg
2 (θvh−θvs)2
θ2vs[(uh−us)2+(vh−vs)2]2 +
σ2zsg
2 (θvh−θvs)2
θ2vs[(uh−us)2+(vh−vs)2]2 +
σ2uhg
2 (2uh−2us)2(h−zs)2(θvh−θvs)2
θ2vs[(uh−us)2+(vh−vs)2]4 +
σ2vhg
2 (2vh−2vs)2(h−zs)2(θvh−θvs)2
θ2vs[(uh−us)2+(vh−vs)2]4 +
σ2usg
2 (2uh−2us)2(h−zs)2(θvh−θvs)2
θ2vs[(uh−us)2+(vh−vs)2]4 +
σ2vsg
2 (2vh−2vs)2(h−zs)2(θvh−θvs)2
θ2vs[(uh−us)2+(vh−vs)2]4 .
(A.30)
Substituting Eq. A.27 in this last expression, we obtain an expression on the error of MR that
considers only the quantities directly measured by the radiosondes.
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Appendix B
Radiation
B.1 Beer-Lambert law
It is used to calculate effects of absorption and scattering that occur to an electromagnetic wave crossing
a medium. Absorption and scattering, together, are called extinction or absorbance. Classically, the
Beer-Lambert law was first devised independently where Lambert’s law stated that extinction is directly
proportional to the thickness of the sample, and Beer’s law stated that extinction is proportional to the
concentration of the sample. The modern derivation of the Beer-Lambert law combines the two laws and
correlates the extinction to both, the concentration and the thickness (path length) of the sample.
The derivation of Beer-Lambert Law is a simple exercise. It relates the loss of photons of a beam
of wavelength λ, crossing a medium, whose thickness is dR, to the number of scatters N and to the
probability of an interaction of a photon with a scatterer. This probability is called specific cross-section
and it is indicated as σλ.
dP (R)
dR
= −σλ(R)N(R)P (R) (B.1)
Integrating Eq. B.1 we obtain the solution
P (R) = P (0)e−
∫R
0 σλ(s)N(s)ds (B.2)
which expresses the amount of left beam energy after crossing a layer of atmosphere of thickness R.
B.2 Molecular backscatter
In order to obtain the volume backscatter coefficient at a fixed wavelength βm(λ), we follow Antony
Bucholtz [12], who estimated an optimal fit for the Rayleigh scattering cross-section as:
σ(λ) = Aλ−(B+Cλ+D/λ) (B.3)
where the coefficients A,B,C and D for different wavelengths are reported in Tab. B.1, and wavelength
is intended in micrometers and the cross section in squared centimeters.
The total scattering coefficient is the scattering cross section multiplied for the number of molecules.
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0.2µm ≤ λ ≤ 0.5µm λ > 0.5µm
A 3.01577× 10−28 4.01061× 10−28
B 3.55212 3.99668
C 1.35579 1.10298× 10−3
D 0.11563 2.71393× 10−2
Tab. B.1: Coefficients for use with Eq. B.3. These coefficients are calculated by fitting a data sample in the range
0.2 µm and 1. µm.
If we look for the volume scattering coefficient, we must multiply for the density. In order to retrieve
the backscatter coefficient, we need to estimate the phase function for Rayleigh scattering Pray(θ) in the
direction θ = 180◦. To do this we use the formula derived by Chandrasekhar [16].
Pray(θ, λ) =
3
4(1 + 2γ(λ))
[(1 + 3γ(λ) + (1− γ(λ)) cos2 θ], (B.4)
where γ is defined by Chandrasekhar as a function of the depolarization ratio ρn
γ(λ) =
ρn(λ)
2− ρn(λ) (B.5)
The angular volume-scattering coefficient is
β(θ, λ, z) = Ns(z)σ(λ)
Pray(θ, λ)
4pi
(B.6)
The backscatter volume coefficient can be obtained, for each wavelength, using Eq. B.6 for θ = 180◦.
Beta was expressed as function of the altitude z, because the number of molecules for unit of volume
Ns(z), is a function of the altitude.
The number of molecules Ns can be easily estimated using the gas law
P (z) =
N(z)
V
kbT (z) = Ns(z)kbT (z) (B.7)
whereP (z) is the atmospheric pressure in Pascal, T (z) is the temperature in Kelvin degree and kb = 1.3806488×
10−23 JK is the Boltzmann constant.
B.3 Molecular extinction
By ignoring the molecular absorption which, for wavelengths far from the UV can be considered negli-
gible, the air molecules volume extinction coefficient m(λ, z) is equal to the integral of Eq. B.6 through
the entire 4pi sr solid angles leading the following relation:
m(λ, z) =
8pi
3
β(pi, λ, z) (B.8)
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B.4 LIDAR Ratio
A useful quantity often used in elastic LIDAR inversions is the LIDAR Ratio (LR). It is defined as the
extinction-to-backscatter ratio and is commonly indicated with the symbol Z or S. It has units of solid
angle sr.
Z =

β
. (B.9)
For molecules Z = 8pi3 sr and it is a constant. For aerosols it variates depending mostly on composition
and particle shapes.
Aerosol type Z sr
Oceanic 28± 5
Urban/industrial 71± 10
Biomass burning 60± 8
Dust 42± 4
South Est Asia 58± 10
Tab. B.2: Typical values of LIDAR Ratio for different classes of aerosol particles as reported from Cattrall et. al
2005 [15] (their Tab. 4) .
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Appendix C
Wavelets
C.1 From Fourier transform to wavelet analysis
FT is a powerful tool to analyze time series, in particular when the phenomena studied is a true linear
combination of waves. Using this decomposition, it is possible to get the intensity of each frequency of
the real signal, or the intensity of each wave number when we consider series of data in space. Using
only the FT, the information that can be obtained is the average intensity of each frequency during the
measurement time. It is not possible to know the time evolution of the spectra. A further step going from
FT to wavelet, is the short time Fourier transform. One important example is the Gabor transform.
Here, I assume that the reader is familiar with the space of functions Lp
(
R
)
and in particular with
L1
(
R
)
and L2
(
R
)
.
C.1.1 Fourier series and transform
A measurable function f over the interval (0, 2pi) is such that∫ 2pi
0
|f(x)|2dx <∞. (C.1)
The set of such functions is called L2(0, 2pi). We assume that those functions are periodic so that f(x) =
f(x+ 2pi). Hence this set is often called the space of 2pi-periodic square integrable functions.
Any f ∈ L2(0, 2pi) has a Fourier series representation:
f(x) =
∞∑
n=−∞
cne
inx (C.2)
where the constants cn are called the Fourier coefficients of f . they are defined as
cn =
1
2pi
∫ 2pi
0
f(x)e−inxdx. (C.3)
The set of function gn(x) = cneinx is orthogonal, which means that the inner product of two different
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function is always zero:
< gn, gm >:=
1
2pi
∫ 2pi
0
gn(x)gm(x)
∗dx = 0 ∀m 6= n. (C.4)
The symbol ∗ means the complex conjugate of the value.
The set of functions wn(x) = einx defined for n ∈ [−∞, ... − 1, 0, 1, ...,∞] define an orthonormal
basis of L2(0, 2pi), which means that
< wn(x), wm(x) > =
0, n 6= n1, n = m. (C.5)
When considering non periodic functions defined over R, the coefficients cn turns into a function
called FT.
Definition 18. The Fourier transform of a function f ∈ L1(R) is defined by
fˆ(ω) = (Ff)(ω) :=
∫ ∞
−∞
e−iωxf(x)dx. (C.6)
If fˆ(ω) is in L1
(
R
)
it is possible to define the Inverse Fourier Transform (IFT) as the transform that
from fˆ(ω) recovers f .
Definition 19. Let fˆ ∈ L1(R) be defined as the FT of some function f ∈ L1(R). Then the inverse
Fourier transform is defined by
f(x) = (F−1fˆ)(x) := 1
2pi
∫ ∞
−∞
eiωxfˆ(ω)dω. (C.7)
C.1.2 Discrete Fourier transform
When considering data series of equally spaced data in time or space and also composed by a finite
number of elements, there are several simplifications. In particular, it can be considered periodic, and
the number of elements of the bases reduces the number of points of the series and, in this case, we refer
to the Discrete Fourier Transform (DFT).
Let’s consider a sequence of N complex numbers x0, ..., xN−1. Using an analogous of Eq. C.2 can
be expressed as a Fourier series of N elements:
xn =
1
N
N−1∑
k=0
Xke
i2pikn/N . (C.8)
The coefficients Xn can be obtained, as for the FT, with a discrete analogous of Eq. C.3.
Xk =
N−1∑
n=0
xne
−i2pikn/Ndx. (C.9)
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C.1.3 Short time Fourier transform
The FT and the discrete analogous are used to find the oscillating components of periodic squared inte-
grable function f . These components are an average over the full domain (0, 2pi). Sometimes, we would
like to know if a certain component experiences an evolution. For this reason the FT is performed over
contiguous subset of the signal. This operation is called Short Time Fourier Transfom (STFT). A win-
dow defines a localization in time or space of the FT, so the coefficients can be related to that location.
Because the spectral resolution of a DFT depends on the number of elements of the data series, a window
function is defined in order to keep relevance to a certain location in the signal and reduce the signal
elsewhere.
Definition 20 (Window Function). A nontrivial function w ∈ L2(R) is called a window function if
xw(x) is also in L2
(
R
)
. The center t∗ and the radius ∆w of a window function w are defined to be
t∗ :=
1
‖ w ‖22
∫ ∞
−∞
x|w(x)|2dx (C.10)
and
∆w :=
1
‖ w ‖22
{∫ ∞
−∞
(x− t∗)2|w(x)|2dx
}1/2
, (C.11)
respectively; and the width of the window function w is defined by 2∆w.
This definition can also be extended to functions of L2(0, 2pi) and to series of data without a big
effort.
A main example of STFT is the Gabor transform
(G˜bf)(ω). It is defined as:
(G˜bf)(ω) := ∫ ∞
−∞
[e−iωtf(t)]gα(t− b)∗dt, (C.12)
where ω is the angular velocity related to frequency ν = ω/2pi and gα is the window function defined as
a Gaussian function
gα(t) :=
1
2
√
piα
e−
t2
4α . (C.13)
With some manipulation we can set:
Wb,α,ω(t) := e
iωtgα(t− b). (C.14)
So we have : (G˜bf)(ω) =< f,Wb,α,ω >= ∫ ∞
−∞
f(t)Wb,α,ω(t)
∗dt. (C.15)
Eq. C.15 give us local information of f in a time window centered in b and of radius ∆gα =
√
α.
The time window reflects into the frequency space, as a frequency window centered in ω and radius
∆gˆ = 1/(2∆g). This last result is a consequence of the “Uncertainty Principle”, which states:
Theorem 4. Let w ∈ L2(R) be chosen such that both w and its Fourier transform wˆ are window
functions. Then
∆w∆wˆ ≥ 1
2
. (C.16)
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Furthemore, equality is attained if and only if
w(t) = ceiatgα(t− b), (C.17)
where c 6= 0, α > 0, and a, b ∈ R.
Expressing Eq. C.16 in terms of frequency instead of angular velocity, transforms into the more
common form
∆t∆ν ≥ 1
4pi
(C.18)
where ∆t represents the radius of the time window in time space and ∆ν represent the radius in the
frequency space.
C.1.4 Wavelet definition
As STFT can give us information about a certain window frequency at a corresponding time window, we
understand that some frequency will be better represented by certain windows. Larger the time window,
lower the frequency that can be represented. When representing long waves, the localization of the
short waves will be worse. In order to give a proper localization of each possible frequency, one should
calculate for all the possible time windows, the spectra, getting a so called MRA. This is the main idea
beyond wavelets.
The most popular wavelet is the so called Morlet wavelet. It consists in a slightly modified Gabor
transform performed using all the possible values of α.
Combining together the ideas of sliding (translation) time window with variable radius (dilation), we
want to define a single function ψ capable to generate all of L2(R). Such function psi can be considered
a wavelet if:
ψj,k(x) := 2
j/2ψ(2jx− k), j, k ∈ Z (C.19)
can represent all the function in L2(R). Eq. C.19 is defined such that
‖ ψj,k ‖2=‖ ψ ‖2= 1, j, k ∈ Z. (C.20)
For practical purposes, we define the Kronecker symbol
δi,j :=
1 for j = k0 for j 6= k. (C.21)
The ideas here exposed, can be summarized in the following definition:
Definition 21. A function ψ ∈ L2(R) is called and orthogonal wavelet, if the family {ψj,k} as defined
in Eq. C.19 is an orthonormal basis of L2(R); that is
< ψj,k, ψl,m >= δj,lδk,m, j, k, l,m ∈ Z, (C.22)
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and every f ∈ L2(R) can be written as
f(x) =
∞∑
j,k=−∞
cj,kψj,k(x), (C.23)
where the convergence of the series is in L2(R), namely:
lim
M1,N1,M2,N2→∞
∥∥∥f(x)− N1∑
j=−M1
N2∑
k=−M2
cj,kψj,k(x)
∥∥∥
2
. (C.24)
Eq. C.23 defines a wavelet series and cj , k is the analogous of the Fourier coefficients defined in
Eq. C.3
ci,j =< f,ψi,j > . (C.25)
In analogy with Fourier series, we can define an integral transform Wψ on L2(R) by:
(Wψf)(b, a) := |a|−
1
2
∫ ∞
−∞
f(x)ψ
(x− b
a
)∗
dx, f ∈ L2(R). (C.26)
As for the FT, we could reconstruct f from its Integral Wavelet Transform (IWT) (Wψf)(b, a), a, b ∈
R. It is not alway verified that it exists a “dual” function ψ˜ of ψ that grants such possibility, moreover,
in the case that this function exists, we can not expect uniqueness.
Definition 22. If ψ ∈ L2(R) satisfies the “admissibility” condition:
Cψ :=
∫ ∞
−∞
|ψˆ(ω)|2
|ω| dω <∞, (C.27)
then ψ is called a “basic wavelet”. Relative to every basic wavelet ψ, the integral wavelet transform on
L2(R) is defined by (
Wψf
)
(b, a) := |a|− 12
∫ ∞
−∞
f(t)ψ
( t− b
a
)∗
dt, (C.28)
where f ∈ L2(R) and a, b ∈ R with a 6= 0.
If additionally ψ and its FT are also window functions then the basic wavelet ψ provides a window
with finite area given by 4∆ψ∆ψˆ. In addition ψˆ is a continuos function and∫ ∞
−∞
ψ(t)dt = 0. (C.29)
The admissibility condition ,expressed in Eq. C.27, is necessary in order to have the inverse of the
IWT. If ψ is a basic wavelet that defines an IWT, for any f ∈ L2(R) and x ∈ R at which f is continuous,
f(x) =
1
Cψ
∫ ∞
−∞
∫ ∞
−∞
[
(Wψf)(b, a)
]
ψb,a(x)
da
a2
db, (C.30)
where
ψb,a = |a|−
1
2ψ
( t− b
a
)
(C.31)
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is a wavelet originated by the mother ψ. The power of wavelet is to express in terms of dilation and
translation the correlation with a certain function. Depending on the application different functions can
be used. The condition of admissibility and the orthogonality of the basis of the space of function are
required mostly in technological applications.
Main examples of wavelets are the Haar wavelet and the Morlet wavelet.
The mother function of the Haar wavelet is:
ψH(x) :=

1 for 0 ≥ x < 12
−1 for 12 ≥ x < 1
0 otherwise
. (C.32)
This generates an orthonormal basis for L2(R).
The Morlet wavelet is also called Gabor wavelet. It is defined by a Gaussian function as from
Eq. C.17 and multiplied for an oscillating function at which a constant value is subtracted in order to
ensure that Eq. C.27 is satisfied.
ψσ(t) = cσpi
− 1
4 e−
1
2
t2
(
eiσt − e− 12σ2
)
(C.33)
where cσ is a normalization constant
cσ =
(
1 + e−σ
2 − 2e− 34σ2
)− 1
2
. (C.34)
This wavelet depends on the parameter σ that is a strictly positive real number. Use of small values
for σ puts a focus on the short waves, large values give more focus on the long waves.
This last wavelet is an example of normal, but not orthogonal basis.
Appendix D
Acronyms
ABL Atmospheric Boundary Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
APD Avalanche Photo Diode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
ABKS Attenuated volume BacKscatter coefficient Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
BL Boundary Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
BLH Boundary Layer Height
BTS Beam Transversal Section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
CALIPSO Cloud-Aerosol LIDAR and Infrared Pathfinder Satellite Observation . . . . . . . . . . . . . . . . . . 32
CBL Convective Boundary Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
CBH Cloud Base Height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
CCD Charge-Coupled Device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
CW Continuous Wave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
DCM Direct Current Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
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