In this paper, we study the effect that different serial correlation adjustment methods can have on panel cointegration testing. As an example, we consider the very popular tests developed by Pedroni (1999 Pedroni ( , 2004 . Results based on both simulated and real data suggest that different adjustment methods can lead to significant variations in test outcome, and thus also in the conclusions.
Introduction
By now there exists a burgeoning literature on nonstationary panels, suggesting numerous tests for panel cointegration. 1 There are basically two classes of such tests. The first class is based on the seminal work of Engle and Granger (1987) , and develops residual-based tests for use in the panel data context. Among the many contributions within this class, Kao (1999) and Pedroni (1999 Pedroni ( , 2004 belong to the most well cited ones. The second class builds on the work of Johansen (1988 Johansen ( , 1991 , and develops likelihood-ratio tests for panel data. The two most notable contributions within this class include Larsson, Lyhagen and Lötgren (2001) and Groen and Kleibergen (2003) . As in the time series literature, most of these panel tests take no cointegration as the null hypothesis. Gutierrez (2003) and Banerjee, Marcellino and Osbat (2004) study small-sample performance of many of these panel tests using Monte Carlo simulations, and find that no one test 1 can be said to dominate the others. In terms of applied work, however, the class of residual-based tests has proven to be the most popular one.
Besides the classification as residual or likelihood-based, most existing panel tests can also be classified according to the adjustment method undertaken to eliminate the dependence on nuisance parameters reflecting the serial correlation properties of the data, which would otherwise impair inference. 2 Parametric tests, such as those of Kao (1999) , Larsson, Lyhagen and Lötgren (2001) and Groen and Kleibergen (2003) , allow for quite general dependencies by assuming that the data admits to an autoregressive representation. By approximating this autoregression using the actual data, it is possible, at least in principle, to construct tests that do not not depend on any nuisance parameters. However, by approximating the data generating process in this way, the researcher faces the complicating factor of having to chose the appropriate order for the autoregression, which is typically unknown. If the order is chosen too small, the problem of nuisance parameter dependency will remain, whereas, if it is chosen too large, the small-sample properties of the test will deteriorate. Only if it is chosen correctly can the test be expected to perform well.
The tests by Pedroni (1999 Pedroni ( , 2004 can not only be constructed in this fully parametric way but also semiparametrically, in which case the nuisance parameters are estimated directly by using kernel methods. But this necessitates the researcher choosing the correct kernel to use and, perhaps even more importantly, the appropriate bandwidth parameter, which reflects the number of autocovariances to estimate for the kernel. As with the parametric method, this choice makes the testing problematic in practice as the correct bandwidth window to use in any given application is never known. Moreover, because these tests have the property that they can be constructed using both parametric and semiparametric adjustments, their constriction is even more uncertain in comparison to most other tests.
In addition to the problem that the true or optimal lag and bandwidth orders are never available in practice, adjustments of this kind can have a significant impact on test performance in small samples. Indeed, most empirical work tend to suggest that test results can be quite sensitive to different choices of lag lengths and bandwidths. As a result, test results are often reported for more than one value.
Of course, the problem of having to pick the best lag length or bandwidth is not unique to panel data. However, if one admits to the possibility of an heterogeneous data generating process, then this choice must be made not just once but as many times as there are individuals in the panel. This means that the sensitivity of the choice of lag length or bandwidth becomes even greater as the cross-sectional dimension of the panel increases, especially considering that the testing is often performed in situations when the time series dimension of the data is substantially shorter than in the conventional time series case.
Fortunately, there are ways to eliminate this kind of problems. Indeed, in a recent study, Westerlund (2005) proposes two simple residual-based panel data tests for the null of no cointegration, which can be said to be fully nonparametric as they do not require any correction for the temporal dependencies of the data. The key here is that no adjustment is required even though the data generating process is identical to the one used by Pedroni (1999 Pedroni ( , 2004 . Thus, with these tests, there is no lag or bandwidth parameter that needs to be chosen by the researcher, which of course reduces the uncertainty and ambiguity of the test outcome.
In view of this new development, a natural question arises of how robust parametric and semiparametric tests can be expected to be, and what this has for implications in applied work.
In this paper, we try to shed some light on the issue using both simulated and actual data.
Simulation studies are usually conducted for a single choice of adjustment method. We therefore begin our analysis with a small simulation exercise where we consider different methods. Our main finding is that the Pedroni (1999 Pedroni ( , 2004 tests are much more prone to erroneous conclusions than the Westerlund (2005) tests.
In the empirical section of the paper, we compare the results of conducting the various tests using data sets from nine published studies that use the tests of Pedroni (1999 Pedroni ( , 2004 . Consistent with our simulation results, we find that different choices of adjustments can lead to completely different conclusions when using these tests. By contrast, the results based on the Westerlund (2005) tests are completely unambiguous in this respect, and are usually in agreement with the results reported in the published studies.
The remainder of this paper is organized as follows. Section 2 provides a brief discussion of the difficulty of having to adjust for serial correlation when testing for panel cointegration, while Sections 3 and 4 report the simulation and empirical, respectively. Section 5 concludes.
Adjusting for serial correlation when testing for cointegration in panel data
The purpose of this section is to provide a birds-eye account of the difficulties of having to adjust for the presence of serial correlation when testing for panel cointegration using the Pedroni (1999 Pedroni ( , 2004 tests. The interested reader is referred to the original papers for a detailed description of the construction of these tests.
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The tests of Pedroni (1999 Pedroni ( , 2004 and Westerlund (2005) are all based on examining the stationarity of the error term in the following regression
where t = 1, ..., T and i = 1, ..., N indexes the time series and cross-sectional dimensions, respectively, d t is a vector of deterministic components, with a constant and time trend as typical elements, β i are slope parameters, and x it is a vector of integrated regressors. 3 Now, consider the problem of testing the hypothesis of no cointegration based on the regression in (1).
The error e it is stationary when y it and x it are cointegrated and it has a unit root when they are not. Thus, testing the null hypothesis of no cointegration for cross-sectional unit number i is equivalent to testing whether e it possesses a unit root by using the following autoregression
In this paper, however, we are not interested in testing if the no cointegration null holds for a single unit but rather if it holds for the panel as a whole. In other words, we want to test the null that ρ i = 1 for all i. This can be done in two ways depending on how ρ i is estimated. The group mean approach involves estimating ρ i separately for each unit i before combining them into a panel statistic, while the panel approach involves first restricting ρ i = ρ for all i and then using the resulting pooled estimate of ρ as a statistic.
Thus, one way in which the tests differ is in the treatment of ρ i , which is important in the sense that it has implications for the way a rejection is interpreted. 4 From a practitioners point of view, however, this is not the most important difference. Indeed, as in all testing situations of this type, correcting for serial correlation is a key aspect when testing for cointegration in panel data. This can essentially be done in two ways.
To appreciate this, assume that
where ε it is assumed to be mean zero and serially uncorrelated. This equation says that u it follows an autoregressive process of some unknown order P i , which means that the data can be serially correlated in a very general way. The problem is how to account for this correlation 3 It might be noted that none of the tests considered here allow for cross-sectional dependence, except if it is in the form of a simple common time effect. However, this is by no means restrictive for what we are trying to do in this study. The issue of serial correlation correction is there whether the data is cross-sectionally dependent or not.
4 In particular, a rejection by the group mean approach is usually interpreted as that ρi < 1 for at least one i, whereas, in the panel approach, it is interpreted as ρ < 1 for all i. Thus, a rejection of the null has different meanings depending on whether ρi is estimated separately or not.
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when constructing the cointegration test. The most natural way is to simply substitute for u it in (2), which yields the following augmented test regression
Thus, since the error ε it is serially uncorrelated by constriction, one way to robustify the cointegartion test is to simply replace (2) with (4). Because this approach involves explicitly modelling the serial correlation, the resulting test is often called parametric. Another way to account for the correlation is to estimate directly the long-run variance of u it , which is given by
This quantity can be estimated semiparametrically as suggested by Newey and West (1994) , using the following weighted sum of sample autocovariances
where K i is a bandwidth truncation parameter that determines the number of autocovariances to use. 5 In other words, choosing K i in (5) is essentially the same as choosing P i in (4).
Once lrvar(u it ) has been estimated, the corresponding semiparametric test can be obtained by basically using this estimate instead of the usual estimate of the contemporaneous variance
The tests of Pedroni (1999 Pedroni ( , 2004 all require correcting for serial correlation, either parametrically as in (4) or semiparametrically as in (5). This makes them uncertain in the sense that their performance depends to a large degree on how well the researcher chooses K i and P i . In particular, the problem is that there is no unique way of choosing these parameters, and different choices can lead to very different test outcomes. In fact, as we will demonstrate in the next section, depending on the choice of K i and P i , the conclusion of the test can in many cases be completely reversed.
Simulation evidence
In this section, we conduct a small simulation exercise to evaluate the performance of the Pedroni (1999 Pedroni ( , 2004 tests when considering different choices of K i and P i . For this purpose, we make 1, 000 replications using (1) through (3) to generate the data.
For simplicity, we assume that there is a single regressor such that ∆x it ∼ N (0, 1), that (3) is generated with one lag only, and that ε it ∼ N (0, 1). 6 All initial values are set to zero. For the deterministic component, we have two configurations, one with an intercept and one with an intercept and trend. In both cases, all the parameters of (1) are set equal to one.
The tests can be classified as group mean or panel, and as parametric or semiparametric.
Coefficient type tests will be denoted Z ρ , while t-ratio type tests will be denoted Z t . A tilde signifies that the test is of the group mean type, while a star signifies that the test is parametric. For convenience, we employ a uniform bandwidth and lag length truncation window, and evaluate the tests for all truncations between one and 10, which, given the variety of the choices that appear in applied work, seems like a very reasonable range of values. 7 The same truncation is used for all units of the panel. To economize on space, we only report the results for the size of a nominal 5% level test.
The results are reported in Table 1 . These are summarized by means of intervals comprising the sizes that were generated by varying K i and P i between one and 10. The information contained in the table can be described as follows.
On the one hand, we see that the while the size of the semiparametric tests appear to be quite stable across bandwidths, these tests are usually also very oversized. The only exception is when serial correlation coefficient φ is positive, in which case the distortions go in the other direction, thus making the test more conservative.
On the other hand, the size of the parametric tests varies widely depending on the choice of lag length, and can produce almost any result. Indeed, since most intervals contains both endpoints, by simply choosing the appropriate lag length, it should in principle be possible to always obtain the results one would like to have. Nevertheless, in contrast to the semiparametric tests, we see that the parametric tests can actually be decently sized. However, this requires the knowledge of the true lag length, which of course is never known in practice.
These findings present us with an intricate dilemma. On the one hand, when using the semiparametric tests, we obtain results that are more stable across different truncation windows than those obtained using the parametric tests. On the other hand, since the semiparametric tests tend to be very distorted, there is a large risk of obtaining spurious results, especially in the presence of serial correlation. As expected, we see that the distortions have a clear tendency of accumulating, and to become even more serious as N increases. Also, although the distortions seem to be exacerbated by the presence of the trend, we see that the deterministic specification does not alter the conclusions.
Because of this difficulty in interpreting the results of the Pedroni (1999 Pedroni ( , 2004 tests, it is useful to consider as an alternative the tests of Westerlund (2005) , here denoted V g and V p , which are interesting in the sense that they do not require any adjustment to account for the serial correlation of the data. 8 Thus, with these tests, there is no dependence on the choice of lag length or bandwidth. However, the underlying assumptions are exactly as in Pedroni (1999 Pedroni ( , 2004 , which means that the test outcomes can be easily compared and interpreted. The V g test is of the group mean type, and is thus comparable with the corresponding group mean tests of Pedroni (1999 Pedroni ( , 2004 , while V p is of the panel type. Based on the results reported in Table 1 , it would appear as that the risk of obtaining misleading results is much lower when using the Westerlund (2005) tests.
Empirical evidence
In this section, we reevaluate the results obtained from nine recent empirical studies that are based on the tests of Pedroni (1999 Pedroni ( , 2004 . The purpose is to show how different choices of K i and P i can give rise to quite different conclusions.
In doing so, it is important to point out that these studies have been selected based on the availability of the data and not based on their results. Thus, we hypothesize that our critique should apply in general, and not only to the studies considered here. We would also like to stress that the goal here is to examine the robustness of the tests when using actual data, and not to suggest that the authors of the empirical studies have been in any way strategic in their choice of lag length or bandwidth. The results are summarized in Table 2 .
The data have been obtained directly from the authors of the studies, and have been processed in accordance with their instructions. The interested reader is referred to the individual papers for further details. Also, although most data sets could be used directly, in a few cases we found that there were some observations missing. In these cases, for simplicity and convenience of comparison, the data sets were excluded.
As explained briefly in the previous section, in the original published papers, the tests and adjustment methods employed to test for cointegration vary, and are rarely explained in detail.
In particular, with exception of Pedroni (2004) , there is no mentioning about the choice of lag length and bandwidth. Replicating the original published results is therefore very difficult, and thus not attempted. Instead, we impose a unifying approach and use the same battery of tests on all the data sets. Table 3 summarizes the findings from this empirical exercise. The first column shows the deterministic component of each regression, whereas the third column indicates the type of model that is being estimated. A brief explanation of these models can be found in Table 2 .
The remaining columns contain the p-values from the various tests, which are again summarized by means of the intervals that were generated by considering all lag lengths and bandwidths between one and 10. Table 3 points to several interesting results that are worthy of further discussion. Firstly, in accordance with our simulations, the results obtained by using the parametric tests of Pedroni (1999, 2004) vary significantly in all cases considered, and do not appear to be particularly robust with respect to the choice of lag length. The semiparametric tests are more stable and lead to more unambiguous test results. Of course, since the null is almost always rejected, the question is whether these results reflect the actual data generating process or the oversize effect documented in the simulations.
Secondly, given this ambiguity, it is interesting to consider the results obtained by applying the tests of Westerlund (2005) . In particular, it is interesting to see whether these tests lead to the same conclusions as those drawn in the original published papers. The results reported in Table 3 suggest that in a majority of cases, V g and V p result in a rejection of the no cointegration null, which is consistent with the results obtained in these studies. On the other hand, for the Bahmani-Oskooee, Miteza and Nasir (2002), Harb (2004) and Jenkins and Snaith (2005) data sets, we see that the null hypothesis is usually not rejected, which do not agree with the results provided in these studies.
Conclusions
In applied work with nonstationary panel data, researchers often face dilemma about which type of serial correlation adjustment to use in cointegration testing. This can basically be achieved in two ways, each with its own set of truncation problems. In the case of parametric testing, the problem is how to choose the appropriate lag order to use in the autoregressive test regression, while, in the case of semiparametric testing, the problem is how to choose the best bandwidth window.
This issue is very important because different choices of adjustment methods can often lead to significant variations in test outcome, and thus also in the conclusions based upon them.
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In particular, since the analysis of most studies critically rely on showing cointegration, such variations could potentially undermine the analysis of the whole study.
In this paper, we systematically analyze this dilemma. As an example, we consider the very popular tests developed by Pedroni (1999 Pedroni ( , 2004 , which all require some kind of adjustment to account for the serial correlation of the data. The properties of these tests are analyzed using both simulated and empirical data. Our main finding is that the choice of adjustment method matters, and that the results can be deceptive unless this choice is exactly right. As a solution to this problem, we suggest using the tests of Westerlund (2005), which do not require this kind of adjustment. 
99.7
Notes: φ refers to the autoregressive parameter and measures the serial correlation in the regression errors. The intervals for the Pedroni (1999 Pedroni ( , 2004 tests in the seven rightmost panels have been generated by allowing the lag lengths and bandwidths to vary between one and 10. A tilde indicates that the test is of group mean type, while no tilde indicates that the test is of panel type. All tests are semiparametric except for those that are star superscripted, which are parametric. The Westerlund (2005) Vg and Vp tests do not require any choice of lag length or bandwidth, and the results are therefore reported by a single value. Pedroni (2004) Monthly data for Reevaluates the weak version of the purchasing power parity
The null hypothesis of no cointegration 20 countries, hypothesis. The regression is fitted with a constant or a can be rejected in both specifications.
1973M6 to 1994M12. constant and common time effects.
Sarantis and
Annual data for Examine the determinants of aggregate private savings using Strong support in favor of cointegration
Stewart (2001) 20 OECD a modified version of the life-cycle model of Modigliani.
is found.
countries, The regression id fitted with a constant only.
1955 to 1994. Notes: The values reported in the table are the asymptotic normal p-values. The intervals have been generated by allowing the lag lengths and bandwidths to vary between one and 10. The abbreviation CTE refers to the common time effects specification. See Table 2 for a summary of the various studies. See Table 1 for an explanation of the various tests. For further information regarding the various models, we make reference to the original studies to which they belong.
