Introduction
Let r be a positive integer and
be the quadratic form associated with an r × r integral positive definite symmetric matrix (a ij ) with even diagonal entries. It is one of the important problems in number theory to find the number of solutions of the equation
for a given nonnegative integer n. In the case of r = 2 it was well studied by Fermat, Lagrange, Gauss and Dirichlet, and general cases were considered systematically by Minkowski, Hasse and Siegel. Only in very special cases does exist a satisfactory formula for the representation number r Q (n) = #{x ∈ Z r ; Q(x) = n}.
For instance, when Q = x If Θ Q (τ ) = ∞ n=0 r Q (n)q n (q = e 2πiτ ) is the theta function associated with Q, then Θ Q (τ ) lies in the space M 13 (13, χ 13 ) of dimension 2 which consists of all modular forms for Γ 0 (13) associated with the character χ 13 (·) = ( 13) ) of dimension 13, which consists of modular forms for Γ 1 (13), in terms of Klein forms and expressed Θ Q (τ ) as a linear combination of the basis elements. On the other hand, they happened to find in the process an interesting identity
for any prime p other than 13 and any positive integer n prime to p.
But, they could give only a conditional proof by applying Hecke operators on Θ Q (τ ) as follows: if p is a prime satisfying the relation Proposition 4.3] ). For example, each prime p ( = 13) less than or equal to 347 satisfies (1.2). And so, the proof of (1.1) has remained open.
In this paper, we shall completely prove the conjecture (1.1) (Theorem 3.3) by using the fact that the space M 2 (13, χ 13 ) is generated by two Eisenstein series (Corollary 2.7). Also, we shall obtain a general formula for r Q (n) that looks like Jacobi's formula, from which we get a concise formula for r Q (n 2 ) for any integer n (Remark 3.4 and Table 1 ).
Modular forms and Hecke operators
Let k be an integer.
where γ acts on H as a fractional linear transformation τ → (aτ + b)/(cτ + d). Let Γ be one of the following congruence subgroups 
which is called the Fourier expansion of f (τ ) (at the cusp ∞). Moreover, if a modular form vanishes at every cusp, it is called a cusp form. We denote the space of all modular forms (respectively, cusp forms) for Γ of weight k by M k (Γ) (respectively, S k (Γ)).
For a given Dirichlet character χ modulo N we define a character of Γ 0 (N ) ([9, pp.79-80]), also denoted by χ, to be
which are subspaces of M k (Γ 1 (N )) and S k (Γ 1 (N )), respectively. Then we have the decomposition
where χ runs over all Dirichlet characters modulo
Proposition 2.1. Let N be a positive integer.
Proof. See [9, Theorems 2.5.2 and 2.5.3].
Using the Riemann-Roch Theorem, Cohen and Oesterlé ( [1] ) explicitly computed the following dimension formulas.
Proposition 2.2. Let k be an integer and χ be a Dirichlet character modulo N for which χ(−1) = (−1)
k . For each prime p dividing N , let r p (respectively, s p ) denote the power of p dividing N (respectively, the conductor of χ). Define
and
Then we have
where Remark 2.3. Suppose that N is a prime. Since r N = 1 and s N = 0 or 1, we get λ(r N , s N , N ) = 2. Observe that there are at most two x (mod N ) which satisfy x 2 + 1 ≡ 0 (mod N ). Furthermore, since |χ(x)| = 1, we deduce |α(χ)| ≤ 2. In a similar way, we have |β(χ)| ≤ 2. Hence
For a nonzero integer N with N ≡ 0 or 1 (mod 4) we denote by χ N the Dirichlet character modulo |N | defined by
In particular, let N be the discriminant of a quadratic field, namely, for a square-free integer m ( = 1)
Then χ N becomes a primitive Dirichlet character modulo |N | ([9, pp.82-84]).
Corollary 2.4. Let k (≥ 2) be an integer and N be a prime such that (2, 13) , (2, 17) , (3, 3) , (4, 5) , (5, 3)}.
Proof. Since (−1)
k N is the discriminant of a quadratic field and N is a prime, (−1) k N ≡ 1 (mod 4) and
It follows that (k − 1)(N + 1) ≤ 26, and so the possible pairs of (k, N ) are (2, 5), (2, 13), (2, 17) , (3, 3) , (3, 7), (3, 11), (4, 5), (5, 3), (7, 3) . Now, one can easily verify that dim C M k (N, χ (−1) k N ) = 2 except for (3, 7), (3, 11), (7, 3) by Propositions 2.1 and 2.2.
where we set χ(n) = 0 if gcd(n, N ) = 1. As is well-known, the function converges for Re(s) > 1. Moreover, it extends to an entire function and satisfies the following functional equation 
where B k,χ is a generalized Bernoulli number defined by the following identity of infinite series
Proof. Corollary 2.7. Let k and N be positive integers such that (−1) k N is the discriminant of a quadratic field. Then the Eisenstein series
are linearly independent elements of M k (N, χ (−1) k N ).
Proof. Set χ = 1 and ψ = χ (−1) k N , which are primitive Dirichlet characters modulo 1 and N (≥ 3), respectively. Since χ(−1)ψ(−1) = χ (−1) k N (−1) = (−1) k by the definition (2.1), it follows from Proposition 2.6 that the Eisenstein series
does not vanish by Lemma 2.5(i).
Similarly, if we let χ = χ (−1) k N and ψ = 1, then the Eisenstein series Let k be an integer and χ be a Dirichlet character modulo N . For a positive integer m, the Hecke operator ·|T m,k,χ is defined on the functions f (τ ) = ∞ n=0 a(n)q n ∈ M k (N, χ) by the rule
Here we set
Proposition 2.9. With the notation as above, the operator ·|T m,k,χ preserves the space M k (N, χ).
Proof. See [7, Chapter 3 Propositions 36 and 39].
Theta functions associated with quadratic forms
Let A be an r × r positive definite symmetric matrix over Z with even diagonal entries. Let Q be its associated quadratic form, namely
We define the theta function Θ Q (τ ) on H associated with Q by
where r Q (n) := #{x ∈ Z r ; Q(x) = n} is the representation number of n by Q. k N is a discriminant of a quadratic field and
Let A be a 2k × 2k positive definite symmetric matrix over Z with det(A) = N such that both A and N A −1 have even diagonal entries. Let Q be the quadratic form associated with A.
(i) We have r Q (0) = 1 and
for any positive integer n, (3.1)
(ii) Let p be a prime not dividing N . If m is a nonnegative integer such that χ (−1) k N (p m ) = 1 (this condition holds true whenever m is even), then we have the identity
for any positive integer n prime to p. 
Proof. (i) Since
We can then determine c 1 and c 2 in (3.2) by observing the first two terms of
By (3.3) and the definitions (2.2), (2.3) we obtain a general formula (3.1) for r Q (n) (n ≥ 1).
(ii) Let p be a prime not dividing N and m be a nonnegative integer such that χ (−1) k N (p m ) = 1. By the formula (3.1) we get that
by the facts
On the other hand, we deduce that
by the definition (2.4)
which turns out to be an element of
Therefore, comparing the Fourier coefficients of the term q n for any positive integer n prime to p we achieve the identity
as desired. 
(ii) Assume that N is a prime. Let n (≥ 2) be an integer with prime factorization
If r Q (1) = 0, then we have by Theorem 3.3(ii)
Therefore by (3.5) and (3.6) one can get a concise formula for r Q (n 2 ).
Let (k, N ) ∈ {(2, 5), (2, 13), (2, 17) , (3, 3) , (4, 5) , (5, 3)} as in Corollary 2.4. Then for each pair (k, N ) one can find some matrices to which Theorem 3.3 and Remark 3.4 can be applied. However, it doesn't seem to be known how to find such matrices systematically. We close this section by giving a table for these examples. 
