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a b s t r a c t
Rational Difference Equations (RDEs) are commonly studied restricting their initial
conditions to positive values in order to avoid the appearance of forbidden sets.Wewonder
when non positive initial conditions lead to eventually positive solutions. We introduce
the concept of irreducible RDE and study sufficient conditions for an RDE not be uniformly
eventually positive outside a bounded set.
© 2012 Elsevier Ltd. All rights reserved.
1. Eventually positive solutions
Let f : Rk → R be a continuous function. A difference equation of order k is a recurrence given by
xn+1 = f (xn−k+1, . . . , xn) (1)
where given P = (x−k+1, . . . , x0) ∈ Rk we construct the sequence (xn)+∞n=−k+1 called the solution associated to P . But in
some cases such a sequence cannot be constructed because some xn cannot be computed, for example in rational difference
equations
xn+1 = F(xn−k+1, . . . , xn)G(xn−k+1, . . . , xn)
when F(xn−k+1, . . . , xn) ≠ 0 and G(xn−k+1, . . . , xn) = 0. In this sense, we introduce the good set G ⊆ Rk as the set of points
for which (xn)+∞n=−k+1 can be obtained, and the forbidden set B ⊆ Rk where the recurrence can be applied only a finite
number of steps.
In this paper, we will concentrate on rational difference equations (RDEs). This particular case occurs when f is a rational
function. The interest in RDE is motivated for their appearance in many models of evolution in population dynamics and
also the interesting properties they hold. See for example [1–3].
A common hypothesis in the study of RDE is the choice of positive coefficients and initial conditions. Therefore we
can avoid easily the forbidden set of the equation, or, in other words, all the solutions will be automatically well defined.
Moreover, in practical problems this is also the case. This is the framework, for example, in [1].
But some terms in the rational formula of the equation can contain negative coefficients and also initial conditions can
be negative. Therefore we state the interest of considering general cases of rational equations. An additional motivation is
the better understanding of some cases of positive parameters and initial conditions (see [4]).
We will concentrate on the case of rational equations with positive coefficients and negative initial conditions.
Definition 1.1. A sequence (xn)+∞n=−k+1 is eventually positive if there exists a positive integer N such that xn > 0 for all
n ≥ N .
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A difference equation of order k is eventually positive (EP) in the set C ⊂ Rk if all the solutions whose initial conditions
lie in C ∩ G are eventually positive.
Definition 1.2. A difference equation is uniformly eventually positive (UEP) over C ⊂ Rk if there exists N ∈ N such that for
every solution (xn)+∞n=−k+1 starting in C ∩ G, xn > 0 when n ≥ N .
Now we introduce some useful notation. For simplicity, we consider RDE of order two. Let f : R2 → R be a rational
function of the form f (x, y) = PQ where P and Q are polynomials on the variables x and y. If we take the symbols x and y as
initial conditions in recurrence (1), we obtain a sequence of rational expressions
xn = PnQn ∀n ≥ −1 (2)
where Pn and Qn are two variables polynomials.
The next remark will be used in the following.
Lemma 1.3. The forbidden set B ⊂ R2 of RDE of order two has empty interior.
Proof. B is the collection of algebraic curves {(x, y) ∈ R2 : Qn(x, y) = 0}, n ≥ −1, each one of empty interior. Therefore,
the Baire’s category theorem finishes the proof. 
We can have solutions which are not eventually positive. For example, suppose that a RDE of order two has a negative
equilibrium x¯ < 0. Then it is clear that
Pn(x¯, x¯)
Qn(x¯, x¯)
= x¯ < 0 ∀n ≥ −1.
So we have a constant solution that is not EP. Moreover, the continuity of PnQn plus Lemma 1.3, imply that no punctured
neighborhood of (x¯, x¯) is UEP. The same idea is also true for RDE with periodic solutions where at least one of the elements
of the period is negative.
Themain result of our paper states the existence of sets, not necessarily neighboring periodic solutions, that are not UEP.
For the proof, we will use two tools: the irreducible version of a RDE, and the computation, via a system of whole difference
equations, of the degrees of polynomials Pn and Qn.
2. Irreducible form of an RDE
Definition 2.1. A rational expression P(x,y)Q (x,y) , where P andQ are polynomials, is irreducible if there is no polynomial of degree
greater than zero that divides both P and Q .
Definition 2.2. A RDE is irreducible if all the rational expressions in (2) are irreducible.
Let ϕ and ψ be two variables algebraic fractions. A RDE is irreducible for initial conditions x−1 = ϕ(x, y), x0 = ψ(x, y),
if all the rational expressions in (2) constructed starting with x−1 and x0 are irreducible.
If a fraction of polynomials P(x,y)Q (x,y) is irreducible, then the cardinal of the set of the common roots of numerator and
denominator is finite (see [5]). Therefore in an irreducible RDE all the quotients in (2) share this property.
Now we describe some examples of irreducible RDE.
Proposition 2.3. The following RDE are irreducible:
xn+1 = 11+ xn + xn−1 (3)
xn+1 = x
2
n−1
1+ xn−1 (4)
Proof. We demonstrate the irreducibility of (3). In the case of (4) the proof is similar.
Let us write any solution (xn)+∞n=−1 of (3), such that x−1 = x, x0 = y, in the form ( PnQn )+∞n=−1. For each n ≥ −1, Pn and Qn are
two variables polynomials. Then relation (3) implies
Pn+1
Qn+1
= QnQn−1
QnQn−1 + PnQn−1 + QnPn−1
and therefore
Pn+1 = QnQn−1
Qn+1 = QnQn−1 + PnQn−1 + QnPn−1 (5)
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with initial conditions
P−1 = x P0 = y Q−1 = Q0 = 1.
To prove the statement of the lemma, we prove by induction the following assertion: for each n ≥ 0, the fraction PnQn is
irreducible and the polynomials Qn and Qn−1 are coprime.
By (A, B)we denote the greatest common divisor of A and B, and A|Bmeans that A divides B.
Case n = 0 is trivial. Supposing true the case n, we study case n+ 1 in two steps:
Pn+1
Qn+1 is irreducible.
Let D be a common prime divisor of Pn+1 and Qn+1. Then D|QnQn−1 and D|(QnQn−1 + PnQn−1 + QnPn−1).
The prime character of D implies that D|Qn or D|Qn−1. In the first case, the second divisibility relation forces D|PnQn−1,
and then, using again the prime character of D, we get one of the following situations:
• D|Pn, which is a contradiction with the induction hypothesis since (Pn,Qn) = 1.
• D|Qn−1, which contradicts (Qn,Qn−1) = 1.
If we assume now that D|Qn−1, we develop a similar proof by contradiction.
(Qn+1,Qn) = 1.
Let D be a common prime divisor of Qn+1 and Qn. Then D|(QnQn−1 + PnQn−1 + QnPn−1). Therefore D|PnQn−1, and this
implies one of the following:
• D|Pn, a contradiction with (Pn,Qn) = 1.
• D|Qn−1, a contradiction with (Qn,Qn−1) = 1. 
We present an example of a non irreducible RDE. We will use it to introduce the concept of irreducible RDE associated
to a given RDE.
Lemma 2.4. The RDE
xn+1 = xnxn + xn−1 (6)
is not irreducible. The following RDE is irreducible when we take as initial conditions x−2 = x, x−1 = y and x0 = yx+y :
xn+1 = 11+ xn−1 + xn−2 . (7)
Moreover, each well defined solution of (6) with both initial conditions not equal to zero, is a well defined solution of (7).
Remark. Those particular initial conditions x−2 = x, x−1 = y, x0 = yx+y are chosen to guarantee that a solution of (7)
generated by them is also a solution of (6).
Note also that the irreducibility of (7) is considered in the sense of a generalized version of Definition 2.2.
Proof. Choosing in (6) x−1 = x, x0 = y as initial conditions, we get
P2(x, y)
Q2(x, y)
=
y
y+x
y
y+x + y
which is a reducible fraction.
For the second part of the lemma, it is easy to verify that a solution of (6) with initial conditions (x, y) (not equal to zero)
is also a solution of (7).
We finish proving the irreducible character of the last RDE. Let (xn)+∞n=−2 be a solution of (7) that fulfills the restrictions
of the lemma. We write xn = PnQn . Therefore the definition of Pn(x,y)Qn(x,y) implies the identity:
Pn+1(x, y)
Qn+1(x, y)
= 1
1+ Pn−2(x,y)Qn−2(x,y) +
Pn−1(x,y)
Qn−1(x,y)
and so we can state the following system of difference equations:
Pn+1 = Qn−2Qn−1
Qn+1 = Qn−2Qn−1 + Pn−2Qn−1 + Qn−2Pn−1. (8)
Moreover, we know that
P−2
Q−2
= x, P−1
Q−1
= y, P0
Q0
= y
y+ x (9)
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therefore, initial conditions in system (8) are:
P−2 = x P−1 = y P0 = y
Q−2 = 1 Q−1 = 1 Q0 = x+ y

. (10)
Now we proceed by induction, proving that for every n ≥ −2, fraction PnQn is irreducible and that given three consecutive
terms in the sequence ( PnQn )n of indices k ≤ n, their denominators are two by two coprime. This assertion implies the thesis
of the lemma.
Regarding initial conditions, the previous statement is obvious for n = −2,−1, 0. Supposing that the statement is true
for−2,−1, 0, . . . , n− 1, n, we prove the (n+ 1) case. The induction hypothesis is:
Pn−2
Qn−2
,
Pn−1
Qn−1
,
Pn
Qn
are irreducible fractions
(Qn−2,Qn−1) = 1, (Qn−2,Qn) = 1, (Qn−1,Qn) = 1.
(11)
To prove the irreducibility of Pn+1Qn+1 we suppose that D is a prime divisor of Pn+1 and Qn+1. Therefore
D|Qn−2Qn−1
D|(Qn−2Qn−1 + Pn−2Qn−1 + Qn−2Pn−1).
Using the first relation and prime character of D, D must divide Qn−2 or D must divide Qn−1. In the first case, the second
divisibility relation implies D|Pn−2Qn−1. But if D|Pn−2, then D = 1, because (Qn−2, Pn−2) = 1, and if D|Qn−1, we get also
D = 1 as a consequence of (Qn−1,Qn−2) = 1. So we have a contradiction with the assumption of primality of D. The same
stands when D|Qn−1. Therefore, we have the irreducibility of the fraction.
Now we see that Qn−1, Qn and Qn+1 are two by two coprimes.
• (Qn−1,Qn) = 1.
It is true by (11).
• (Qn−1,Qn+1) = 1.
If D is a divisor of both polynomials, using the second relation in (8), we deduce that D|Qn−2Pn−1. So we have D|Qn−2 or
D|Pn−1, but in both cases it is easy to see that D = 1, having a contradiction.
• (Qn,Qn+1) = 1.
The choice of initial conditions (10) implies that the iterationxn+1 = xnxn+xn−1 is an intermediate step of xn+1 = 11+xn−1+xn−2 .
Therefore, the determination of Pn and Qn can be done using also the first recurrence and a simplification. Given
Pn−2
Qn−2 and
Pn−1
Qn−1 , we can write
Pn−1
Qn−1
Pn−1
Qn−1 +
Pn−2
Qn−2
= Pn · K
Qn · K
where K is the greatest common divisor of numerator and denominator.
So we have,
K · Pn = Qn−2Pn−1
K · Qn = Qn−2Pn−1 + Pn−2Qn−1.
Now we connect this relation with the second statement in (8), and get
Qn+1 = Qn−2Qn−1 + KQn.
Finally the argument is similar to the previous cases: if D is a common prime divisor of Qn and Qn+1, then D|Qn−2Qn−1. In
that case, D|Qn−2 or D|Qn−1. Using (Qn−2,Qn) = 1 and (Qn−1,Qn) = 1 respectively, we get D = 1. 
Remark. It is known [1] that Eq. (6) is globally asymptotically stable for positive initial conditions x−1, x0 > 0. Our interest
in this particular equation is motivated by its connection with equation
xn+1 = 1xn + xn−2 . (12)
If (xn)+∞n=−2 is a solution of (12), then (yn)
+∞
n=−1 defined by yn = xnxn−1 is a solution of (6). This change of variables is one of
the ingredients for the answer given in [4] to conjecture 5.21.1 of [1]. It is relevant in the extension of that conjecture to
know when a solution of (6) is eventually positive.
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Table 1
Degrees in xn+1 = 11+xn−1+xn−2 .
n pn qn p˜n q˜n pˆn qˆn
−2 1 0 1 0 0 0
−1 1 0 0 0 1 0
0 1 1 0 1 1 1
1 0 1 0 1 0 1
2 1 2 1 1 1 2
3 2 2 2 2 2 2
4 3 3 2 2 3 3
5 4 4 3 3 4 4
6 5 5 4 4 5 5
7 7 7 5 5 7 7
8 9 9 7 7 9 9
9 12 12 9 9 12 12
10 16 16 12 12 16 16
11 21 21 16 16 21 21
12 28 28 21 21 28 28
The idea of using an irreducible RDE to study a reducible one motivates the following definition.
Definition 2.5. Let k ≤ l be natural numbers. Let f : Rk → R and g : Rl → R be real functions defining two DE of order
k and l respectively. We say that the first DE is contained in the second DE if outside a set of initial conditions with empty
interior, each well defined solution of the first DE is also a solution of the second.
If f and g are rational, we say that (xn)+∞n=−k+1 is a generic solution of f if the first k terms in this sequence are distinct
variables. Obviously, the others terms will be algebraic fractions in k variables. If, in addition, we construct a solution of g
starting with the first l terms of the generic solution of f and the rational expressions are irreducible, we say that g is an
irreducible version of the RDE associated to f .
We conjecture that each RDE admits an irreducible version. This is true in the globally periodic case, for given xn+1 =
f (xn−1, xn)with period p, it suffices to take g(x−p+1, . . . , x0) = x−p+1.
3. Computation of degrees
We turn now our attention to calculate the degrees of polynomials Pn and Qn.
By ∂P we denote the degree of polynomial P .
The sequences (∂Pn)n and (∂Qn)n are solutions of particular systems of rational difference equations in Z. This is the key
idea to compute degrees, and it is developed in next lemma.
Lemma 3.1. Let (xn)+∞n=−2 be a solution of (7) with initial conditions x−2 = x, x−1 = y, x0 = yx+y . For n ≥ −2, we denote each
element of the sequence by xn = PnQn . Therefore (Pn)+∞n=−2 and (Qn)+∞n=−2 are sequences of two variables polynomials.
Let pn = ∂Pn and qn = ∂Qn, n ≥ −2. Then (pn)+∞n=−2 and (qn)+∞n=−2 are not eventually even.
Remark. The same property stands for the Pn and Qn polynomials generated by RDE (3) and (4) with initial conditions
x−1 = x, x0 = y. The proof is analogous to the following.
Proof. The positive character of coefficients in RDE (7) allows us to stand the following system of whole difference
equations:
pn+1 = qn−2 + qn−1
qn+1 = max(qn−2 + qn−1, pn−2 + qn−1, qn−2 + pn−1). (13)
Regarding initial conditions x−2 = x, x−1 = y, x0 = yx+y , we get these initial conditions for (13): p−2 = p−1 = p0 = q0 = 1,
q−2 = q−1 = 0. They generate a solution of (13) whose first terms appear in Table 1.
We remark that for n = 3, 4, 5, pn = qn. By induction, also pn = qn if n ≥ 3. This fact allows us to reduce system (13) to
the following:
pn+1 = pn−2 + pn−1
qn+1 = pn+1. (14)
Therefore, (pn)+∞n=6 and (qn)
+∞
n=6 are solutions of (14) with p6 = q6 = 5 and p7 = q7 = 7.
Now, let p¯n = pn( mod 2) and q¯n = qn( mod 2). It is easy to prove that (p¯n)+∞n=6 and (q¯n)+∞n=6 are sequences in Z2 verifying
system (14). Moreover, they are equal precisely to the seven cycle 1− 1− 1− 0− 0− 1− 0. As a consequence, (pn)+∞n=−2
and (qn)+∞n=−2 are not eventually even. 
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Remark. The cyclic character of p¯n and q¯n is also true for the following one variable polynomials:
Pn(x, 0), Pn(0, y), Qn(x, 0), Qn(0, y).
This is due to the fact that these polynomials satisfy system (8), and if we write
p˜n := ∂Pn(x, 0), pˆn := ∂Pn(0, y), q˜n := ∂Qn(x, 0), qˆn := ∂Qn(0, y)
and compute their first values (Table 1), then we can follow the same reasoning of the previous proof.
4. Existence of negative terms
Let
xn+1 = f (xn−1, xn) (15)
be an irreducible RDE with positive coefficients. We use again the notation xn = PnQn , where Pn and Qn are two variables
polynomials.We suppose that at least one of the sequences of polynomials (Pn)n and (Qn)n does not have degrees eventually
even.
Lemma 4.1. Let F ∈ C(R2,R). Let A0, A1 ∈ R2 such that F(A0) · F(A1) < 0. Then the set Γ = {(x, y) ∈ R2 : F(x, y) = 0} is
infinite.
Proof. Let At be a point in the line bisector of A0A1. Let φt : [0, 1] → R2 be a continuous parametrization of the polygonal
A0AtA1, such that φt(0) = A0, φt(1) = A1.
Function F ◦ φt is continuous, and F ◦ φt(0) · F ◦ φt(1) < 0. So, by Bolzano’s theorem, there exists ξt ∈ (0, 1) such that
F ◦ φt(ξt) = 0. We have found a point Bt = φt(ξt) in the interior of the polygonal such that F(Bt) = 0.
But polygonals A0AtA1 are two by two disjoint (except in the ends), so the subset {Bt : t ∈ R} ⊆ Γ is infinite. 
Lemma 4.2. Given n ∈ N, there exist N ≥ n and (x0, y0) in the good set of (15) such that PN (x0,y0)QN (x0,y0) < 0.
Proof. Suppose that degrees of the sequence (Qn)n are not eventually even. We claim that given n ∈ N, there exist N ≥ n
and A0, A1 ∈ R2 such that QN(A0) < 0 and QN(A1) > 0. The reason for this is that we can choose QN of odd degree with
N ≥ n. A1 can be any point of the positive quadrant (due to the positive character of the coefficients) and A0 a suitable point
of the non positive quadrants with an adequate modulus.
Consider the family of polygonals constructed in the proof of Lemma 4.1. We claim that, except for a finite number of
polygonals, QN vanishes only a finite number of times over each of the polygonals.
To prove it, we consider A0At a segment supposing that QN has an infinite number of zeros over it. This segment can be
described by an implicit equation ax+by+ c = 0. But, in that case polynomials ax+by+ c and QN share an infinite number
of zeros. This implies (see [5] th. 1.4) that both polynomials has a non constant greatest common divisor. Since ax+ by+ c
is irreducible, then (ax + by + c)|QN . QN has only a finite number of such kind of divisors, so over the others segments it
must have a finite number of zeros.
Nowwe fix one of those polygonals A0AtA1, and consider φt : [0, 1] → R a continuous parametrization with φt(0) = A0,
φt(1) = A1. Finally, let t1 < t2 < · · · < tk be the elements of interval (0, 1)where QN ◦φt vanish. We know that there exists
a finite and positive number of these elements, and that they can be regarded as a partition of [0, 1] in k + 1 subintervals.
Obviously in each of them QN ◦ φt has constant sign. In the first subinterval, (0, t1), QN ◦ φt is negative, and in the last
subinterval, (tk, 1), QN ◦ φt is positive.
Therefore, there exists tm such that (tm−1, tm) has negative sign and (tm, tm+1) has positive sign. This tm is just the zero
that we are searching for. Let Bt = φt(tm) be the point of the polygonal associated with it.
Considering all the polygonals where QN has only a finite number of zeros, it happens that the Bt zeros can be only a
finite number of times zeros of PN (if the opposite is true, then applying theorem 1.4 of [5], we reach a contradiction with
the coprimality of PN and QN ).
Then we can choose a special polygonal and a Bt point over it such that QN(Bt) = 0 and PN(Bt) ≠ 0. Suppose that
PN(Bt) > 0, the case PN(Bt) < 0 being similar. Now, by continuity, PN ◦ φt(s) > 0 in a neighborhood E of tm. In particular
PN
QN
is negative in the set φ((tm−1, tm) ∩ E). Let X be a point in this set.
We have found a point where the quotient PNQN is negative. Moreover, by continuity there exist an open disk of center
X where PNQN is also negative. On the disk it is possible to choose points that do not belong to the forbidden set, because of
Lemma 1.3. Those points verify the statement. 
Remark. The point (x0, y0) can be chosen outside any prefixed bounded set ofR2. The reason for this is that given a bounded
set B ⊂ R2, we can take A0 and A1 bigger enough in modulus such that QN(A0) · QN(A1) < 0 and such that the family of
polygonals of Lemma 4.1 has an infinity number of elements outside B. Therefore, over almost all these polygonals the
previous construction can be repeated.
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Next theorem says that difference equation (15) has orbits with an arbitrarily large number of negative elements starting
outside any prefixed bounded set.
Theorem 1. Let n0 ∈ N and B ⊂ R2 bounded. There exist N ≥ n0 and (x−1, x0) ∈ R2 \ B belonging to the good set of (15) such
that the solution (xn)+∞n=−1 whose initial conditions are (x−1, x0) does not have two consecutive positive terms of indices less
than N.
Proof. Let n0 ∈ N. By Lemma 4.2 and the subsequent remark, there exists N ≥ n0 and (x0, y0) ∈ R2 \ B in the good set such
that PN (x0,y0)QN (x0,y0) < 0. Therefore (xn)
+∞
n=−1 is well defined. Obviously, if two consecutive elements xk and xk+1 are positive, being
k < n0, then xn > 0 ∀n ≥ k, what implies xN > 0, a contradiction with the choice of N . 
5. Examples
Eqs. (3) and (4) fulfill the hypotheses of Theorem1. It should be notice that there is anotherway to guarantee the existence
of solutions in (3) with at least a prefixed amount of non positive elements. This is a corollary of the bijectivity of the
unfolding associated to this equation. We mean the following: each solution (xn)+∞n=−1 of (3) can be transformed into an
orbit of the dynamical system over R2 generated by the function
F(x, y) =

y,
1
1+ x+ y

.
To do that it suffices to group two by two the elements of the sequence (xn)+∞n=−1. But function F has an inverse, given by
G(x, y) =

−1− x+ 1
y
, x

.
We remark that both dynamical systems have sets of empty interior as forbidden sets. Therefore, it is possible to choose
points in the non positive quadrants of R2 for which the orbit generated by the iteration of G is well defined. These orbits
can be regarded as inverse solutions of Eq. (3), and they never intersect the positive quadrant, for this should imply the
positive character of the previous iterates.
These arguments do not work with (4), since the unfolding
F(x, y) =

y,
x2
1+ x

is not surjective.
Another example is provided by the RDE (6). In this case we are not in the hypotheses of the main theorem, but, as we
have seen, the hypotheses are fulfilled by (7) with suitable initial conditions. This shows that the technique exposed here
can be applied to a wider variety of RDE (not only the irreducible ones).
A corollary of Theorem 1 applied to the RDE (6), is that we are able to guarantee the existence of solutions with a prefixed
number of positive and negative elements in Eq. (12) (starting outside a given bounded set). This improves the results of [4].
Easy counterexamples showing the relevance of assumptions introduced in Theorem 1 can be constructed using in the
definition of the RDE polynomials with only even powers of x and y. These RDE are obviously UEP. It is an open problem to
find an irreducible RDE in which at least one of the polynomials of numerator and denominator consist not only on even
powers, being the rational difference equation UEP. In particular, it would be interesting to answer that question for the
kind of RDE of [1], that is, for those equations of linear numerator and denominator.
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