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PERIOD- AND MIRROR-MAPS FOR THE QUARTIC K3
HEINRICH HARTMANN
Abstract. We study in detail mirror symmetry for the quartic K3 sur-
face in P3 and the mirror family obtained by the orbifold construction.
As explained by Aspinwall and Morrison [AM97], mirror symmetry for
K3 surfaces can be entirely described in terms of Hodge structures.
- We give an explicit computation of the Hodge structures and period
maps for these families of K3 surfaces.
- We identify a mirror map, i.e. an isomorphism between the complex
and symplectic deformation parameters and explicit isomorphisms be-
tween the Hodge structures at these points.
- We show compatibility of our mirror map with the one defined by
Morrison [Mor92] near the point of maximal unipotent monodromy.
Our results rely on earlier work by Narumiyah–Shiga [NS01], Dolgachev
[Dol96] and Nagura–Sugiyama [NS95].
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1. Introduction
Let (X, I, ωX) be a Calabi–Yau manifold with complex structure I and
chosen Ka¨hler form ωX . The philosophy of mirror symmetry says that
certain invariants of the complex manifold (X, I) should be encoded by the
symplectic structure ωY of a mirror Calabi–Yau (Y, J, ωY ) and vice versa.
Following Aspinwall and Morrison [AM97] (see also [Huy04] and [Huy05]),
mirror symmetry for K3 surfaces can be described in terms of Hodge struc-
tures. To a K3 surface (X, I, ωX) with chosen Ka¨hler form ωX we associate
two Hodge structures HA,HB on the lattice H
∗(X,Z). The essential fact
is, that HA only depends on the symplectic form ωX and HB only on the
complex structure I. Now (X, I) is said to be mirror dual to (Y, ωY ) in the
Hodge theoretic sense if there exists a Hodge isometry
HB(X,Z) ∼= HA(Y,Z).
This definition can be seen as a refinement of Dolgachev’s [Dol96] notion
of mirror symmetry for families of lattice polarized K3 surfaces (cf. section
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2.5). There are many examples of mirror dual families of lattice polarized
K3 surfaces, e.g. [Bel02], [Roh04], [Dol96]. On the other hand, the author is
not aware of an explicit example of mirror symmetry in the Hodge theoretic
sense in the literature.
We study the following families of K3 surfaces.
• Let Y ⊂ P3 be a smooth quartic in P3 viewed as a symplectic mani-
fold with the symplectic structure given by the restriction of the
Fubini–Study Ka¨hler form ωFS. We introduce a scaling parame-
ter p ∈ H to get a family of (complexified) symplectic manifolds
Yp = (Y, ωp), ωp = p/i · ωFS parametrized by the upper half plane.
• Let Xt be the Dwork family of K3 surfaces, which is constructed
from the Fermat pencil
Ft := {X40 +X41 +X42 +X43 − 4tX0X1X2X3 = 0} ⊂ P3
by taking the quotient with respect to a finite group and minimal
resolution of singularities.
This is the two-dimensional analog to the quintic threefold and its mirror
studied by Candelas et al. [COGP91].
Theorem 1.1 (Theorem 5.1, Theorem 4.29, Theorem 4.37). The K3 sur-
faces Xt and Yp are mirror dual in the Hodge theoretic sense if t and p are
related by
exp(2piip) = w + 104w2 + 15188w3 + 2585184w4 + 480222434w5 + . . .
where w := 1/(4t)4. A closed expression as ratio of hypergeometric functions
is given in section 4.7.
The multi-valued map ψ : z 7→ p(z), z = 1/t4 determined by this equation
is a Schwarz triangle function which maps the upper half plane to the hyper-
bolic triangle with vertices (∞, i√
2
, 1+i2 ) and interior angles (0, pi/2, pi/4), as
pictured in Figure 1.
The proof relies heavily on earlier work by Narumiyah and Shiga [NS01],
Dolgachev [Dol96] and Nagua and Sugiyama [NS95]. We proceed in three
main steps: First, we use a theorem of Narumiyah and Shiga which provides
us with the required cycles and a description of the topological monodromy
of the family. Then we consider the Picard–Fuchs differential equation which
is satisfied by the period integrals. We derive a criterion for a set of solu-
tions to be the coefficients of the period map. In a third step we construct
solutions to this differential equation which match this criterion. Here we
use the work of Nagura and Sugiyama. The relation to Schwarz triangle
function appears also in [NS01, Thm. 6.1].
The function in Theorem 1.1 was also considered by Lian and Yau [LY96]
(see Remark 5.2). There it was noted that the inverse function z(p) is a mod-
ular form with integral Fourier expansion which is related to the Thompson
series for the Griess–Fischer (“monster”) group. See also the exposition by
Verrill and Yui in [VY00].
Our motivation for studying this specific family stems from a theorem
of Seidel. Recall that the homological mirror symmetry conjecture due to
Kontsevich [Kon95] states that if (X, I) is mirror dual to (Y, ωY ) then then
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Figure 1. Mapping behavior of the mirror map ψ in coor-
dinates z = 1/t4 and p.
there is an exact equivalence of triangulated categories
Db(Coh(X, I)) ∼= Dpi(Fuk(Y, ωY )).
There are only a few cases where such an equivalence is known to hold.
One example was provided by Seidel. He proves homological mirror sym-
metry for the pair of K3 surfaces considered above.
Theorem (Seidel [Sei03]). If the family Xt is viewed as a K3 surface X over
the Novikov field ΛQ(1/t), which is the algebraic closure of the field of formal
Laurent series C((1/t)), then there is an isomorphism ψ : ΛQ(1/t) ∼= ΛQ(q)
and an equivalence of triangulated ΛQ(q)-linear categories
ψ∗Db(Coh(X)) ∼= Dpi(Fuk(Y )).
Unfortunately, the isomorphism ψ has not yet been determined explicitly.
Geometrically it describes the dependence of the symplectic volume p of the
quartic from the deformation parameter t of the complex structure on X.
Thus our mirror map ψ in Theorem 1.1 provides a conjectural candidate for
this isomorphism.
On the way to proving Theorem 1.1 we also give an explicit calcula-
tion of the classical period map for the Dwork family. Consider a non-zero
holomorphic two-form Ω ∈ H2,0(X) and a basis of two-dimensional cycles
Γi ∈ H2(X,Z) ∼= Z22. By the global Torelli theorem, the complex struc-
ture on X is determined by the period integrals (
∫
Γ1
Ω, . . . ,
∫
Γ22
Ω) and the
intersection numbers Γi.Γj .
Theorem 1.2 (Theorem 4.29, Remark 4.32). For t ∈ C near t0 = i/
√
2,
there are explicit bases Γi(t) ∈ H2(Xt,Z), i = 1, . . . , 22 and holomorphic two
forms Ωt on the Dwork family Xt such that the period integrals are given by
(
∫
Γ1(t)
Ωt, . . . ,
∫
Γ22(t)
Ωt) = (4p(t), 2p(t)
2,−1, p(t), 0, . . . , 0),
where p(t) = ψ(1/t4) is the function introduced in Theorem 1.1.
Acknowledgments. This work is part of my PhD thesis written under
the supervision of Prof. Daniel Huybrechts to whom I owe much gratitude
for his constant support and encouragement. I thank Duco van Straten for
explaining to me much about hypergeometric functions and Picard–Fuchs
equations.
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2. Mirror symmetry for K3 surfaces
In this section we summarize Aspinwall andMorrison’s description [AM97]
of mirror symmetry for K3 surfaces in terms of Hodge structures. Their con-
structions have been generalized to higher dimensional hyperka¨hler mani-
folds by Huybrechts in [Huy04] and [Huy05].
2.1. The classical Hodge structure of a complex K3 surface. Recall
from [BBD85] that a K3 surface is a two-dimensional connected complex
manifold X with trivial canonical bundle Ω2X
∼= OX and H1(X,OX ) = 0.
The second cohomology H2(X,Z) endowed with the cup-product pairing
(a.b) =
∫
a∪b is an even, unimodular lattice of rank 22 isomorphic to the K3
lattice Λ := 2E8(−1)⊕3U . The group H2,0(X) = H0(X,Ω2X) is spanned by
a the class of a holomorphic two form Ω which is nowhere vanishing. This
class satisfies the properties
(Ω.Ω) = 0 (Ω.Ω¯) > 0.
Remark 2.1. The Hodge structure on H2(X,Z) is completely determined by
the subspace H2,0(X) ⊂ H2(X,C). Indeed, we have
H0,2(X) = H2,0(X) and H1,1(X) = (H2,0(X) ⊕H0,2(X))⊥.
The global Torelli theorem states that a K3 surface is determined up to
isomorphy, by it’s Hodge structure.
Theorem 2.2 (Piatetski-Shapiro–Shafarevich, Burns–Rapoport). Two K3
surfaces X,X ′ are isomorphic if and only if there is a Hodge isometry
H2(X,Z) ∼= H2(X ′,Z).
2.2. CFT-Hodge structures of complex K3 surfaces. There is another
weight-two Hodge structure associated to a K3 surface, which plays an im-
portant role for mirror symmetry.
Define the Mukai pairing on the total cohomology H∗(X,Z) by
((a0, a2, a4).(b0, b2, b4)) :=
∫
a2 ∪ b2 − a0 ∪ b4 − a4 ∪ b2.(1)
We denote this lattice by H˜(X,Z). It is an even, unimodular lattice of rank
24 and signature (4, 20) isomorphic to the enlarged K3 lattice Λ˜ := Λ⊕ U .
We define a weight-two Hodge structure on H˜(X,Z) by settingH2,0B (X) =
H2,0(X) and using the construction in Remark 2.1. Note that
H1,1B (X) = H
0(X,C)⊕H1,1(X)⊕H4(X,C).
We call HB(X,Z) = (H˜(X,Z), ( . ),H
p,q
B (X)) the B-model Hodge structure
of X. The name is motivated by the statement in [AM97], that the “B-
model conformal field theory” associated to X is uniquely determined by
HB(X,Z).
One very important occurrence of this Hodge structure is the following
theorem.
Theorem 2.3 (Derived global Torelli; Orlov [Orl97]). Two projective K3
surfaces X,X ′ have equivalent derived categories Db(X) ∼= Db(X ′) if and
only if there exists a Hodge isometry HB(X,Z) ∼= HB(X ′,Z).
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2.3. CFT-Hodge structures of symplectic K3 surfaces. Every Ka¨hler
form ω on a K3 surface X defines a symplectic structure on the underlying
differentiable manifold. In this section we will associate a Hodge structure
to this symplectic manifold. Moreover, we shall allow twists by a so called
B-field β ∈ H2(X,R) to get a complexified version.
Given ω and β we define the following class of mixed, even degree
℧ = exp(iω + β) = (1, iω + β, (iω + β)2/2) ∈ H˜(X,C).(2)
This class enjoys formally the same properties as Ω ∈ H2,0(X) above:
(℧.℧) = 0, (℧.℧) > 0
with respect to the Mukai-pairing. Hence, we can define a Hodge structure
HA(X,Z) on H˜(X,Z) by demanding H
2,0
A (X) := C℧ via Remark 2.1.
We call HA(X,Z) the A-model Hodge structure of (X,ω, β). Again, the
name is motivated by the statement in [AM97], that the “A-model conformal
field theory” associated to (X,ω, β) is uniquely determined by HA(X,Z).
2.4. Mirror symmetries. Two Calabi–Yau manifolds X,Y form a mirror
pair if the B-model conformal field theory associated to X is isomorphic
to the A-model conformal field theory associated to Y . This motivates the
following definition.
Definition 2.4. A complex K3 surface X with holomorphic two-form Ω and
a symplectic K3 surface Y with complexified Ka¨hler form ℧ = exp(iω + β)
form a mirror pair if there exists a Hodge isometry
HB(X,Z) ∼= HA(Y,Z).
Thus a naive translation of Kontsevich’s homological mirror conjecture
reads as follows.
Conjecture 2.5. Let X be a K3 surface with holomorphic two-form Ω and
Y a K3 surface with Ka¨hler form ω. Then there is an exact equivalence of
triangulated categories
Db(Coh(X)) ∼= Dpi(Fuk(Y ))
if and only if there is a Hodge isometry HB(X,Z) ∼= HA(Y,Z).
Note that this is perfectly consistent with Orlov’s derived global Torelli
theorem.
2.5. Relation to mirror symmetry for lattice polarized K3 surfaces.
In this subsection we compare the Hodge theoretic notion of mirror sym-
metry to Dolgachev’s version for families of lattice polarized K3 surfaces
[Dol96]. See also [Huy04, Sec. 7.1] and [Roh04, Sec. 2].
Let M ⊂ Λ be a primitive sublattice. A M -polarized K3 surface is a K3
surface X together with a primitive embedding i : M → Pic(X). We call
(X, i) pseudo-ample polarized if i(M) contains a numerically effective class
of positive self intersection.
Assume that M has the property, that for any two primitive embeddings
i1, i2 : M → Λ there is an isometry g ∈ O(Λ) such that i2 = g ◦ i1. Then,
there is a coarse moduli spaceKM of pseudo-ampleM -polarized K3 surfaces.
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Fix a splitting M⊥ = U ⊕ Mˆ . The above condition ensures, that the
isomorphism class of Mˆ is independent of this choice.
Definition 2.6. The mirror moduli space of KM is KMˆ .
Symplectic structures on a K3 surface Y in KMˆ correspond to points of
the mirror moduli space KM in the following way:
Let (Y, j) ∈ KMˆ be an Mˆ -polarized K3 surface with a marking, i.e. an
isometry n : H2(Y,Z) → Λ, such that j = n−1|Mˆ . Let ω + iβ ∈ H2(Y,C)
be a complexified symplectic structure on Y , which is compatible with the
Mˆ -polarization, i.e. ω + iβ ∈ j(Mˆ )C. Denote by ℧ = exp(iω ⊕ β) be the
associated period vector.
The chosen splitting M⊥ = Mˆ ⊕ U determines an isometry of ξ ∈
O(H˜(Y,Z)) which interchanges the hyperbolic plane n(U) with H0(Y,Z)⊕
H4(Y,Z) and leaves the orthogonal complement fixed.
By construction the vector Ω := ξ(℧) lies in n(U)C ⊕ MˆC ⊂ H2(Y,C).
Note that (Ω.Ω) = 0 and (Ω.Ω¯) > 0. Hence, by the surjectivity of the
period map [BBD85, Exp. X], there exists a complex K3 surface X and a
isometry g : H2(Y,Z)→ H2(X,Z) that maps Ω into H2,0(X). Extend g to
an isometry of Mukai lattices g˜, then
g˜ ◦ ξ : HA(Y,Z) −→ HB(X,Z)
is an Hodge isometry. Moreover, the marking of Y induces anM -polarization
of X via
i :M ⊂ Λ n−→ H2(Y,Z) g−→ H2(X,Z).
This means (X, i) lies in the mirror moduli space KM .
Conversely, if Ω ∈ H2.0(X) is the period vector of a marked M -polarized
K3 surface, then ℧ = ξ(Ω) lies in H0(X,C) ⊕ MˆC ⊕H4(X,C). Hence ℧ is
of the form
℧ = a exp(iω + β)
for some ω, β ∈MR, a ∈ C∗. Indeed, write ℧ = (a, c, b) with respect to the
above decomposition, then −2ab + c2 = 0 since ℧2 = 0. Therefore a 6= 0
and we can set iω + β := c/a ∈MC.
Note that ω2 > 0 since ℧.℧¯ > 0. Now assume, that ω is represented by a
symplectic form, then iω+ β defines a complexified symplectic structure on
Y = X such that
HB(X,Z) ∼= HA(Y,Z).
2.6. Period domains. In order to compare Hodge structures on different
manifolds, it is convenient to introduce the period domains classifying Hodge
structures.
Let (L, ( . )) be a lattice. The period domain associated to L is the complex
manifold
D(L) :=
{
[Ω] ∈ P(L⊗ C) | (Ω.Ω) = 0, (Ω.Ω¯) > 0} .
The orthogonal group O(L, ( . )) acts on D(L) from the left.
The period domain carries a tautological variation of Hodge structures
on the constant local system L. Indeed, the holomorphic vector bundle
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L⊗OD(L) has a tautological sub-vector bundle F2 with fiber CΩ ⊂ L⊗ C
over a point [Ω] ∈ D(L). The Hodge filtration is determined by F2 via
F2 ⊂ F1 := (F2)⊥ ⊂ L⊗OD(L).(3)
2.7. Periods of marked complex K3 surfaces. Let pi : X → B be a
smooth family of K3 surfaces. We have a local system
HZ = R2pi∗ZX
on B with stalks isomorphic to the cohomology H2(Xt,Z) of the fiber Xt =
pi−1({t}). It carries a quadratic form ( . ) : HZ⊗HZ →HZ and a holomorphic
filtration
F2 = pi∗Ω2X/B ⊂ F1 := (F2)⊥ ⊂ H := HZ ⊗OB
restricting fiber wise to the cup product pairing and the Hodge filtration on
H2(Xt,C), respectively.
Suppose now, that the local system HZ is trivial, and we have chosen a
marking, i.e. an isometric trivialization m : HZ → Λ⊗ ZB . We can transfer
the Hodge filtration on HZ to the constant system Λ via m and get a unique
map to the period domain
P(F∗,m) : B −→ D(Λ)
with the property that the pull-back of the tautological variation of Hodge
structures agrees with m(F∗) as Hodge structures on Λ⊗ZB . If Ω is a local
section of F2, then the period map is explicitly given by
P(F∗,m)(t) = [m(Ω(t))] ∈ D(Λ)
for t ∈ B.
2.8. CFT-Periods of marked complex K3 surfaces. In the same way,
we define the periods of the enlarged Hodge structures. We endow the local
system
H˜Z := R∗pi∗ZX = R0pi∗ZX ⊕ R2pi∗ZX ⊕ R4pi∗ZX
with the Mukai pairing defined by the same formula (1) as above. The
associated holomorphic vector bundle H˜ = H˜Z ⊗ OB carries the B-model
Hodge filtration
F2B := pi∗Ω2X/B ⊂ F1B := (F2B)⊥ ⊂ H˜.
For every marking m˜ : H˜Z → Λ˜ ⊗ ZB of this enlarged local system, we
get an associated B-model period map
PB(F∗B , m˜) : B −→ D(Λ˜).
Remark 2.7. A marking m of HZ determines a marking of H˜Z by the follow-
ing convention. There are canonical trivializing sections 1 ∈ R0pi∗ZX and
or ∈ R4pi∗ZX , satisfying (1.or) = −1 with respect to the Mukai pairing. Let
e, f be the standard basis of U with intersections (e.f) = 1, (e.e) = (f.f) =
0. Then the map
m0 : R
0pi∗ZX ⊕ R4pi∗ZX −→ U ⊗ ZB, 1 7→ e, or 7→ −f
is an orthogonal isomorphism of local systems and the map
m˜ := m⊕m0 : H˜Z = HZ⊕(R0pi∗ZX⊕R4pi∗ZX) −→ (Λ⊕U)⊗ZB = Λ˜⊗ZB.
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defines a marking of H˜Z.
2.9. CFT-Periods of marked symplectic K3 surfaces. Let pi : X → B
be a family of K3 surfaces, and ω ∈ H0(B,pi∗A2X/B) a dX/B-closed two-form,
that restricts to a Ka¨hler form on each fiber Xt. The form ω determines a
global section of
H∞ = (R2pi∗ZX)⊗ C∞B (C) = R2pi∗(A∗X/B) = H2(pi∗A∗X/B).
Analogously, a closed form β ∈ H0(B,pi∗A2X/B) gives a section β ∈ H0(B,H∞).
Given ω and β we define a section
℧ = exp(iω + β) ∈ H0(B, H˜∞), H˜∞ = R∗pi∗Z⊗ C∞B (C)
by the same formula (2) used in the point-wise definition of ℧. We set the
A-model Hodge filtration to be the sequence of C∞-vector bundles
F2A := C∞B (C)℧ ⊂ F1A := (F2A)⊥ ⊂ H˜∞.
In the same way as above, every marking m˜ : H˜Z → Λ˜ ⊗ ZB determines
an A-model period map
PA(F∗A, m˜) : B −→ D(Λ˜)
which is a morphism of C∞-manifolds.
Example 2.8. Given dX -closed two-forms ω, β ∈ A2X on X, we get dX/B-
closed relative two-forms via the canonical projection A∗X → A∗X/B . In this
case, the map B ∋ t 7→ exp(iω(t) + β(t)) ∈ H˜(Xt,C) factors through the
pull-back
i∗ : H∗(X,C) −→ H∗(Xt,C)
along the inclusion i : Xt → X. As this map is already defined on H2( ,Z)
the associated period map is constant.
We can extend this example a bit further. Let ω be a constant Ka¨hler
form as above and f : B → H a holomorphic function to the upper half-
plane. The form fω = iIm(f)ω + Re(f)ω is dX/B-closed and satisfies
(exp(fω).exp(fω)) > 0. Hence we get a period map
PA(F∗A, m˜)(t) = [m˜(exp(f(t)ω))] ∈ D(Λ˜)
for t ∈ B, which is easily seen to be holomorphic.
2.10. Mirror symmetry for families. Let pi : X → B be a family of
complex K3 surfaces with marking and ρ : Y → C a family of K3 surfaces
with marking and chosen relative complexified Ka¨hler form iω + β.
Definition 2.9. A mirror symmetry between X and Y consists of an ortho-
gonal transformation g ∈ O(Λ˜) called global mirror map and an e´tale, sur-
jective morphism ψ : C → B called geometric mirror map1 such that the
following diagram is commutative.
1 We think of ψ as a multi-valued isomorphism: In practice the period map for X is
only well defined after base-change to a covering space B˜ → B. Moreover, ψ induces an
isomorphism between the universal covering spaces of C and B.
PERIOD- AND MIRROR-MAPS FOR THE QUARTIC K3 9
C
PA(Y )
//
ψ

D(Λ˜)
g

B
PB(X)
// D(Λ˜)
In particular for every point s ∈ C we have a mirror pair
HA(Ys,Z) ∼= HB(Xψ(s),Z).
Remark 2.10. A typical global mirror map will exchange the hyperbolic
plane H0(Xs,Z) ⊕ H4(Xs,Z) with a hyperbolic plane inside H2(Xs,Z) as
in subsection 2.5. We will see, that this happens in our case, too. Examples
for other mirror maps can be found in [Huy04, Sec. 6.4].
Note that, if the markings of X and Y are both induced by a marking of
the second cohomology local system as in Remark 2.7 then g can never be
the identity. Indeed, we always have
H2,0B (Xs) ⊥ (H0(Xs,Z)⊕H4(Xs,Z))
but never H2,0A (Yt) ⊥ (H0(Yt,Z)⊕H4(Yt,Z)) since (exp(iω + β).or) = −1.
3. Period map for the quartic
Since the calculation of the period map for the symplectic quartic is much
easier than for the Dwork family, we begin with this construction.
A smooth quartic in Y ⊂ P3 inherits a symplectic structure from P3 by
restricting the Fubini–Study Ka¨hler form ωFS. A classical result of Moser
[Mos65] shows that all quartics are symplectomorphic.
Proposition 3.1. For all primitive h ∈ Λ with 〈h, h〉 = 4 there exists a
marking m : H2(Y,Z)→ Λ such that m([ω]) = h.
Proof. Recall that [ω] = [ωFS|Y ] ∈ H2(Y,R) is an integral class and satisfies∫
Y ω
2 = 4. Moreover [ω] is primitive since there is an integral class l,
represented by a line on Y , with l.h = 1. Let n : H2(Y,Z) → Λ be an
arbitrary marking. We can apply a theorem of Nikulin, which we state in
full generality below (4.12), to get an isometry of H2(Y,Z) that maps [ω] to
the primitive vector n(h) of square 4. 
Fix a quartic Y with symplectic form ω. Scaling the symplectic form by
λ ∈ R>0 and introducing a B-field β = µω ∈ H2(X,R), µ ∈ R. We get a
family of complexified symplectic manifolds
ρ : Y −→ H
with fiber (Y,℧ = exp(ipω)) over a point p = iλ+ µ ∈ H.
Since the family is topologically trivial, the marking m of Y constructed
above extends to a marking of ρ : Y → H, which induces an enlarged marking
m˜ : R∗ρ∗ZY −→ ZH ⊗ Λ˜.
by the procedure explained in Remark 2.7.
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Proposition 3.2. The A-model period map of the family ρ : Y → H
PA(F∗A, m˜) : H −→ D(Λ˜)
is holomorphic and induces an isomorphism of H onto a connected compo-
nent D(〈h〉 ⊕ U)+ of
D(〈h〉 ⊕ U) ⊂ D(Λ⊕ U) = D(Λ˜).
Proof. By Example 2.8 the period map is holomorphic. If (h, e, f) is the
standard basis of 〈h〉 ⊕ U , then it is explicitly given by
p 7→ [exp(ph)] = [e + ph − 1
2
p2(h.h)f ] ∈ D(〈h〉 ⊕ U) ⊂ D(Λ˜).
The injectivity of the period map is now obvious. To show surjectivity we
let [ae + bh + cf ] be an arbitrary point in D(〈h〉 ⊕ U). By definition we
have
ac+ 2b2 = 0, ac¯+ ca¯+ 4bb¯ = 2Re(ac¯) + 4|b|2 > 0
Hence a 6= 0 and we can set p := b/a. Then c/a = −2p2, so that
[exp(ph)] = [1e + b/ah + c/af ] = [ae + bh + cf ].
The inequality translates into Im(p)2 > 0. That means
C \R −→ D(〈h〉 ⊕ U), p 7→ [exp(ph)]
is an isomorphism and therefore proves the proposition. 
4. Period map for the Dwork family
4.1. Construction of the Dwork family. We start with the Fermat pen-
cil F ⊂ P3 × P1 defined by the equation
f = X40 +X
4
1 +X
4
2 +X
4
3 − 4tX0X1X2X3
where X0, . . . ,X3 are homogeneous coordinates on P
3 and t ∈ A1 ⊂ P1 is
an affine parameter. We view F as a family of quartics over P1 via the
projection p : F → P1.
The fibers Ft = p
−1({t}) are smooth if t does not lie in
Σ = {t | t4 = 1} ∪ {∞}.
For t4 = 1 we find 16 singularities of type A1, for t = ∞ the Fermat pencil
degenerates into the union of four planes: X0X1X2X3 = 0.
Let µ4 denote the forth roots of unity. The group
G = { (a0, a1, a2, a3) | ai ∈ µ4, a0a1a2a3 = 1 } /µ4 ∼= (Z/4Z)2
acts on F respecting the fibers Ft.
The quotient variety S = F/G can be explicitly embedded into a projec-
tive space as follows. The monomials
(Y0, . . . , Y4) := (X
4
0 ,X
4
1 ,X
4
2 ,X
4
3 ,X0X1X2X3)
define a G-invariant map P3 → P4, and the image of F in P4×P1 under this
morphism is cut out by the equations
(4) Y0 + Y1 + Y2 + Y3 − 4tY4, Y0Y1Y2Y3 − Y 44 .
It is easy to see that this image is isomorphic to the quotient S.
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Proposition 4.1. For t 6= Σ the space St has precisely six singularities of
type A3. If t
4 = 1 there is an additional A1-singularity. The fiber S∞ is a
union of hyperplanes, it is in fact isomorphic to F∞ itself.
Proof. The first statement can be seen by direct calculation using (4). A
more conceptual argument goes as follows. We note that the action of G is
free away from the 24 points in
∪i 6=j { [X0 : · · · : X3] | Xi = Xj = 0, F = 0 }
which have stabilizer isomorphic to µ4. Around such a point p we find an
analytic neighborhood U such that the stabilizer Gp acts on U and St is
locally isomorphic to U/Gp.
Ft
φ

oo ? _U

∋ p
St oo ?
_U/Gp
We can choose U ⊂ C2 to be a ball on which Gp ∼= µ4 acts as
a · (x, y) = (ax, a−1y)
The quotient singularity is well known to be of type D2 = A3.
To prove the second statement, recall that there are 16 singularities of
Type A1 in each surface Ft for t
4 = 1. It is easy to see that these form an
orbit for the G action and that they are disjoint from the A3-singularities
above.
Finally, that S∞ is a union of hyperplanes follows directly form the equa-
tions (4). 
Note that St ⊂ P4 is isomorphic to a (singular) quartic in P3 since the
first equation defining St is linear.
Proposition 4.2. There exists a minimal, simultaneous resolution of the A3
singularities in S → P1. That means, there is a threefold X → P1 together
with a morphism X → S over P1 which restricts to a minimal resolution of
the six A3-singularities on each fiber over t /∈ Σ.
Proof. The position of the A3-singularities of St in P
4 does not change, as
we vary t. So we can blow-up P4 at these points. Also the singularities of
the strict transform of St are independent of t. Hence we can construct X
by blowing-up the singularities again. 
Definition 4.3. The family X → P1 is called the the Dwork Family.
The fibers Xt are smooth for t ∈ B = P1 \ Σ, Σ = {t | t4 = 1} ∪ ∞. We
denote by pi : X → B the restriction.
Proposition 4.4. The members Xt of the Dwork family are K3 surfaces
for t /∈ Σ.
Proof. It is shown in [Nik76], that a minimal resolution of a quotient of a
K3 surface by a finite group acting symplectically is again a K3 surface. 
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4.2. Holomorphic two-forms on the Dwork family. In this subsection
we construct holomorphic two-forms Ωt on the members of the Dwork fam-
ily. We do this first for the Fermat pencil using the residue construction
([CMSP03] Section 3.3, [GH78] Chapter 5) and then pull back to the Dwork
family.
Let U := P3 \ Ft, there is a residue morphism:
Res : Hk(U,C)→ Hk−1(Ft,C).
This morphism is most easily described for de Rham cohomology groups.
The boundary of a tubular neighborhood of Ft in P
3 will be a S1-bundle
over Ft completely contained in U . We integrate a k-form on U fiber-wise
along this bundle to obtain a k− 1 form on Ft, this induces the residue map
in cohomology.
Remark 4.5. The residue morphism is also defined on the integral coho-
mology groups. It is the composition of the boundary morphism in the
long exact sequence of the space pair (P3, U) with the Thom isomorphism
Hk+1(P3, U) ∼= Hk−1(Ft) (up to a sign).
There is a unique (up to scalar) holomorphic 3-form Ξt on P
3, with simple
poles along Ft. Its pull-back to C
4 \ {0} is given by the expression
Ξt =
3∑
i=0
(−1)i Xi dX0 ∧ · · · ∧ d̂Xi ∧ · · · ∧ dX3
X40 +X
4
1 +X
4
2 +X
4
3 − 4tX0X1X2X3
.(5)
One checks that this form is closed and hence σt := Res(Ξt) is a well defined,
closed two-form on Ft.
Let us choose coordinates zi = X1/X0, i = 1, . . . , 3 for P
3, here
σt = Res(Ξt) = Res(
dz1 ∧ · · · ∧ dz3
ft
)
where ft = 1 + z
4
1 + z
4
2 + z
4
3 − 4tz1z2z3 is the function defining Ft.
On the open subset ∂ft/∂z3 6= 0 the functions (z1, z2) are (e´tale) coor-
dinates for Ft, and (f, z1, z2) are (e´tale) coordinates for P
3. In these co-
ordinates the sphere bundle is just given by |f | = ε > 0 and fiber-wise
integration reduces to taking the usual residue in each fiber (z1, z2) = const.
Solving df =
∑
i ∂f/∂zidzi for dz3 and substituting above we get a local
coordinate expression for σt:
σt = Res(
df
f
· dz
1 ∧ dz2
∂f/∂z3
) = 2pii
dz1 ∧ dz2
4z33 − 4tz1z2
.
Proposition 4.6. The residue σt of the meromorphic three form Ξt, is a
nowhere-vanishing holomorphic two form on all smooth members Ft of the
Fermat pencil. 
The same construction gives us a global version of σt: The inclusion
F ⊂ P3 × B is a smooth divisor, and the residue of the three-form Ξ on
P3×B given by same formula (5) provides us with a two-form σ on F which
defines a global section of p∗Ω2F/B. Clearly σ restricts to σt on each fiber
and hence trivializes the line bundle p∗Ω2F/B.
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We now proceed to the Dwork family. Consider the group
G = { (a0, a1, a2, a3) | ai ∈ µ4, a0a1a2a3 = 1 } /µ4
acting on Ft ⊂ P3. For g = (a0, a1, a2, a3) ∈ G we compute
g∗Ξt =
3∑
i=0
(−1)i a0 . . . a3XiX0 ∧ · · · ∧ d̂Xi ∧ · · · ∧ dX3
a40X
4
0 + a
4
1X
4
1 + a
4
2X
4
2 + a
4
3X
4
3 − 4ta0 . . . a3X0X1X2X3
which equals Ξt, hence σt = Res(Ξt) is also G invariant. It follows that σt
descends to a form σ˜ on the smooth part Sregt ⊂ St = Ft/G.
Recall that the Dwork family is a simultaneous, minimal resolution of
singularities ρ : Xt → St. In particular ρ is an isomorphism over Sregt .
As Sregt is isomorphic to an open subset of a K3 surface we find Ω
2
Sregt
∼=
OSregt . Moreover H0(S
reg
t ,OSregt ) = C since the complement is an excep-
tional divisor. It follows, that σ˜ extends to a holomorphic 2-form Ωt on
Xt.
The same construction works also in the global situation F → S ← X
over B and gives us a global section Ω of pi∗Ω2X/B .
Proposition 4.7. There is a global section Ω of pi∗Ω2X/B that restricts
to Ωt on each fiber. Moreover the pull-back of Ωt along the rational map
Ft //___ Xt coincides with σt on the set of definition.
The section Ω trivializes the line bundle pi∗Ω2X/B and thus the variation
of Hodge structures of pi : X → B is given by
F2 = OB Ω ⊂ F1 = (F2)⊥ ⊂ H
4.3. Monodromy of the Dwork family. The Dwork family pi : X → B
determines a local system HZ := R2pi∗ZX on B. As is well known, every
local system is completely determined by its monodromy representation
PT : pi1(B, t) −→ Aut((HZ)t) = Aut(H2(Xt,Z)), t ∈ B
given by parallel transport. In this section we will explicitly describe this
representation.
To state the main result we need the following notation. Let
M2 = 2E8(−1)⊕ U ⊕ 〈−4〉 and T0 = 〈4〉 ⊕ U.
If e, f is the standard basis of U , and l, h are generators of 〈−4〉 and 〈4〉
respectively then we can define a primitive embedding
〈−4〉 ⊕ 〈4〉 −→ U, l 7→ e− 2f, h 7→ e+ 2f.
This induces also an embedding M2 ⊕ T0 → 2E8(−1)⊕ 3U = Λ.
Theorem 4.8 (Narumiyah–Shiga, Dolgachev). At the point t0 = i/
√
2 there
is an isomorphism
m : H2(Xt0 ,Z) −→ Λ
such that
i) The Neron–Severi group of each member Xt contains the image of
M2 under m
−1 composed with parallel transport along any path from
t0 to t in B. For general t this inclusion is an isomorphism.
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Figure 2. Generators of the fundamental group pi1(B, t0).
t0
γ
1
0
-i
1
i
-1
γ
2
γ
3
γ
4
ii) The monodromy representation on H2(Xt,Z) respects the images of
the subspaces M2, T0 and acts trivially on the first one.
Moreover, the monodromy representation on T0 is given by the following
matrices. Let (h, e, f) be the standard basis of T0 = 〈4〉⊕U , let γk ∈ pi1(B, t0)
be the paths depicted in Figure 4.3 and γ∞ = (γ4 · γ3 · γ2 · γ1)−1 the path
around ∞ ∈ P1.2
Then the following identities hold
PTγk(h, e, f) = (h, e, f).M
k
where
M1 =

1 0 00 0 1
0 1 0

 , M2 =

 5 1 −3−12 −2 9
4 1 −2

 , M3 =

 17 6 −6−24 −8 9
24 9 −8


M4 =

 5 3 −1−4 −2 1
12 9 −2

 , M∞ =

 1 4 00 1 0
−16 −32 1

 .
Remark 4.9. Note that the matrixM∞ is unipotent of maximal index 3, i.e.
(M∞ − 1)3 = 0, (M∞ − 1)2 6= 0
this will be crucial for the characterization of the period map in section 4.6.
The proof is a consequence of the following theorems.
Theorem 4.10 (Dolgachev [Dol96]). The Dwork family X → B carries an
M2-polarization, i.e. there exists a morphism of local systems
(6) Pol :M2 ⊗ ZB −→ HZ
inducing a primitive lattice embedding in each fiber which factorizes through
the inclusion Pic(Xt) ⊂ H2(Xt,Z). Moreover, for general t this map is an
isomorphism onto the Neron–Severi group.
2 As Narumiyah and Shiga, we use the convention to compose paths like functions, i.e.
γ : p→ q, δ : q → r, then δ · γ : p→ r. This has the advantage, that monodromy becomes
a representation, as opposed to an anti-representation.
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Theorem 4.11 (Narumiyah–Shiga [NS01]). There is a primitive lattice em-
bedding
Tr : T0 −→ H2(Xt0 ,Z)
with image in the orthogonal complement of the polarization Pol(M2)t0 .
Moreover the monodromy representation on T0 is given by the matrices de-
scribed in Theorem (4.8).
Proof. The intersection form is stated in Theorem 4.1 of [NS01], and the
monodromy matrices in Remark 4.2 following this theorem. We only explain
how their notation differs form ours.
They consider the family F˜λ ⊂ P3 defined by the equation
X40 +X
4
1 +X
4
2 +X
4
3 + λX0X1X2X3 = 0.
In order to ensure the relation λ = 4t holds, we identify this family via the
isomorphism
F˜λ → Ft, X0 7→ −X0, X1 7→ X1, X2 7→ X2, X3 7→ X3
with our Fermat pencil.
Their basis (e′, f ′, h′) of U ⊕ 〈4〉 is related to our basis (h, e, f) of 〈4〉 ⊕U
by
(h, e, f) = (e′, f ′, h′).T, T :=

0 1 00 0 1
1 0 0


They introduce a new variable t′ = −(λ)2/2 and consider paths δ1, . . . , δ3 in
the t′-plane (Fig.6 in [NS01]). The images of our paths γ1, . . . , γ4 are give
by
γ1 7→ δ1, γ2 7→ δ−12 · δ3 · δ2, γ3 7→ δ−12 · δ1 · δ2, γ4 7→ δ3.
Let Ni be the monodromy matrices along δi as stated in Remark 4.2 of
[NS01]. By what was said above, we compute the monodromy matrix e.g.
along γ2 as
M2 = T−1.(N2)−1.N3.(N2).T. 
So far we do not know whether the primitive embedding
Polt0 ⊕ Tr :M2 ⊕ T0 −→ H2(Xt0 ,Z)
can be extended to an isomorphism of lattices Λ −→ H2(Xt0 ,Z).
The following theorem of Nikulin ensures, that we can always change
Polt0 by an automorphism of M2 such, that an extension exists.
Theorem 4.12 (Nikulin [Nik79], 1.14.4). Let i : S → L be a primitive
embedding of an even non-degenerate lattice S of signature (s+, s−) into
an even non-degenerate lattice of signature (l+, l−). For any other primitive
embedding j : S → L, there is an automorphism α ∈ O(L) such that i = j◦α
if
l+ > s+, l− > s− and rk(L)− rk(S) ≥ l(S) + 2
where l(S) is the minimal number of generators of the discriminant group
S∨/S.
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We apply this theorem as follows. First choose an arbitrary isomorphism
n˜ : Λ→ H2(Xt0 ,Z). This gives us a primitive embedding of T0 by restriction
n˜|T0 : T0 −→ H2(Xt0 ,Z).
Also there is the primitive embedding constructed in (4.11)
Tr : T0 −→ H2(Xt0 ,Z).
Note that sign(T0) = (2, 1), sign(Λ) = (3, 19) and l(T0) = l(〈4〉) = 1, so
we can apply Nikulin’s theorem to conclude, that these two differ by an
orthogonal automorphism α of H2(Xt0 ,Z).
Set n = α◦ n˜ so that n˜|T0 = Tr. Note also that n induces an isomorphism
of the orthogonal complements
n|M2 :M2 = T⊥0 −→ Tr(T0)⊥ = Pol(M2)t0 .
As mentioned above, this isomorphism can differ, by an automorphism of
M2, from the one provided by Dolgachev’s polarization. It is now clear that
m = n−1 is a marking with the required properties. This concludes the
proof of Theorem 4.8. 
Corollary 4.13. The local system HQ := HZ⊗Q decomposes into an ortho-
gonal direct sum
HQ = PQ ⊕ TQ
where PQ is a trivial local system of rank 19 spanned by the algebraic classes
in the image of the polarization Pol, and TQ is spanned by the image of Tr.
4.4. The Picard–Fuchs equation. So far we have described the local sys-
tem HZ and the Hodge filtration F i ⊂ H of the Dwork family independently.
The next step is to relate them to each other by calculating the period in-
tegrals
t 7→
∫
Γ
Ωt
for local sections Γ ∈ HZ. The essential tool here is a differential equation,
the Picard–Fuchs equation, that is satisfied by these period integrals.
Let t be the affine coordinate on B ⊂ A1, and ∂t the associated global
vector field. The Gauß–Manin connection ∇ on H = HZ⊗OB is defined by
Γ⊗ f 7→ Γ⊗ df . We denote by
Ω(i) := ∇∂t ◦ · · · ◦ ∇∂tΩ ∈ H0(B,H)
be the i-th iterated Gauß–Manin derivative of Ω in direction ∂t.
Proposition 4.14. The global section Ω of pi∗Ω2X/B satisfies the differential
equation
Ω(3) =
1
1− t4 (6t
3Ω(2) + 7t2Ω(1) + tΩ).(7)
Proof. This is an application of the Griffiths–Dwork reduction method, see
[Gri69], or [Mor92] for a similar application. We will outline the basic steps.
It is enough to prove the formula on the dense open subset ρ(Sregt ) of
X. Since the map F → S is e´tale over Sregt , we can furthermore reduce the
calculation to the Fermat pencil of quartic hypersurfaces. The holomorphic
forms on the members Ft of the Fermat pencil are residues of meromorphic
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3-forms Ξt on P
3. Since taking residues commutes with the Gauß–Manin
connection, we only need to differentiate the global 3-from Ξt.
We then use a criterion of Griffiths to show the corresponding equality
between the residues. This involves a Gro¨bner basis computation in the
Jacobi ring of Ft. See e.g. [Smi07] for an implementation. 
Definition 4.15. We define the Picard–Fuchs operator associated to the
Dwork family X → B to be the differential operator
D = ∂3t −
1
1− t4 (6t
3∂2t + 7t
2∂t + t)(8)
obtained from (7) by replacing ∇ with ∂t.3
Remark 4.16. Let Γt ∈ H2(Xt,Z) be a cohomology class. Extend Γt to a
flat local section Γ of HZ. Since the quadratic form ( . ) on HZ is also flat,
we can calculate
∂t〈Γ,Ω〉 = 〈Γ,∇∂tΩ〉 = 〈Γ,Ω(1)〉.
Similarly one finds that the function
t 7→
∫
Γt
Ωt = 〈Γ,Ω〉(t)
is a solution of the Picard–Fuchs equation D = 0.
4.5. The period map of the Dwork family. Recall that the Dwork
family
pi : X −→ B, B = P1 \ Σ, Σ = {t | t4 = 1} ∪∞
determines a variation of Hodge structures on B:
HZ := R2pi∗ZX , F2 = pi∗Ω2X/B ⊂ F1 = (F2)⊥ ⊂ H := HZ ⊗OB .
We let c : B˜ → B be the universal cover, and choose a point t˜0 ∈ B˜
mapping to t0 = i/
√
2.
Proposition 4.17. The isomorphism constructed in Theorem 4.8
m : H2(Xt0 ,Z) −→ Λ
induces a marking of the local system c∗HZ.
Proof. We compose m with the canonical isomorphisms
(c∗HZ)t˜0 −→ (HZ)t0 −→ H2(Xt0 ,Z)
and extend this map by parallel transport to an isomorphism of local systems
m : c∗HZ −→ ZB˜ ⊗ Λ.
This is possible since B˜ is simply connected, and hence both local systems
are trivial. 
Choosing the marking in this way we get a period map
P := P(c∗F∗,m) : B˜ −→ D(Λ).
Proposition 4.18. Let M2, T0 ⊂ Λ be as in Theorem 4.8. The period map
takes values in D(T0) ⊂ D(Λ).
3See [Mor92] or [Pet86] for a more general definition of the Picard–Fuchs equation.
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Proof. Let D ∈ HZ be a local section contained in the orthogonal comple-
ment m−1(M2) of m−1(T0). By Dolgachev’s theorem 4.10, D is fiber-wise
contained in the Picard group, hence (D.Ω) = 0 by orthogonality of the
Hodge decomposition. 
Let (h, e, f) be the standard basis of T0 = 〈4〉⊕U , we denote by the same
symbols also the global sections of c∗HZ associated via the marking. By the
last proposition we find holomorphic functions a, b, c on B˜ such that
(9) c∗Ω = ah+ b e+ c f ∈ H0(B˜, c∗H)
and hence
P = [a : b : c] : B˜ −→ P(T0) ⊂ P(Λ⊗C),
using the abusive notation [a : b : c] := [ah+ be+ cf ].
Remark 4.19. For each point p˜ ∈ B˜, p = c(p˜) there is a canonical isomor-
phism of stalks
c∗ : OB,p −→ OB˜,p˜, f 7→ f ◦ c.
In this way we may view functions on B˜ locally (on B˜) as functions on B.
Proposition 4.20. If we view the functions a, b, c locally as functions on
B, then these functions satisfy the Picard–Fuchs equation (8).
Proof. We can express a, b, c as intersections with the dual basis in the fol-
lowing way. If (h∨, e∨, f∨) = (h, e, f).G−1 = (1/4h, f, e), where G is the
Gram matrix of ( . ) on the basis (h, e, f), i.e.
G =

4 0 00 0 1
0 1 0

 ,
then a = (h∨.Ω), b = (e∨.Ω) and c = (f∨.Ω). This exhibits the functions
a, b, c as period integrals and therefore shows that they satisfy the Picard–
Fuchs equation. 
Proposition 4.21. The germs of the functions a, b, c at p˜ form a basis
for the three-dimensional vector space Sol(D, p) ⊂ OB,p of solutions of the
Picard–Fuchs equation for all p˜ ∈ B˜.
Proof. Linear independence of a, b, c is equivalent to the non-vanishing of
the Wronski determinant
W = det

 a b c∂ta ∂tb ∂tc
∂2t a ∂tb ∂
2
t c


of this sections. As the differential equation (8) is normalized, this deter-
minant is either identically zero or vanishes nowhere.4 If the vectors are
everywhere linearly dependent, then we get a relation between the Gauß–
Manin derivatives Ω,Ω(1),Ω(2), since
Ω(1) = ∇∂tΩ = (∂ta)h+ (∂tb) e+ (∂tc) f.
4A standard reference is [Inc44], but see [Beu07] for a readable summary.
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This means, that there is a order-two Picard–Fuchs equation for our family.
That this is not the case, follows directly from the Griffiths–Dwork reduction
process (Proposition 4.14). 
4.6. Characterization of the period map via monodromies. We have
seen, that the coefficients of the period map satisfy the Picard–Fuchs equa-
tion. In this section we characterize these functions among all solutions.
The key ingredient is the monodromy calculation in Theorem 4.8.
Remark 4.22. We briefly explain how analytic continuation on B is related
to global properties of the function on the universal cover B˜ and thereby
introduce some notation.
Let p˜ be a point in B˜, mapping to p = c(p˜) ∈ B and let δ : p → q be a
path in B. There is a unique lift of δ to B˜ starting at p˜. Denote this path
by δ˜ : p˜→ q˜ and define δ · p˜ := q˜.
Also we can analytically continue holomorphic functions along δ, this
gives us a partially defined morphism between the stalks
ACδ : OB,p −→ OB,q.
A theorem of Cauchy [Inc44] ensures that if a function satisfies a differential
equation of the form (8), then it can be analytically continued along every
path.
These two constructions are related as follows. Let f : B˜ → C be a
holomorphic function. We can analytically continue the germ fp˜ ∈ OB,p
along δ and get ACδfp˜ = fq˜, q˜ = δ · p˜.
Suppose now, that δ has the same start and end point t0 = i/
√
2 ∈ B.
We can express the analytic continuation of P along this paths in terms of
the monodromy matrices of HZ.
Proposition 4.23. Let δ ∈ pi1(B, t0) and
PTδ(h, e, f) = (h, e, f).M
δ
be the monodromy representation of the local system HZ as in Theorem 4.8.
The analytic continuation of the period map at t˜0 is given by
ACδPt˜0 = ACδ[a : b : c] = [a
′ : b′ : c′]
as tuple of germs at t˜0, where
(a′, b′, c′) = (a, b, c).G.M δ .G−1
Proof. As remarked above we have the identity of tuples of functions on B˜
(a, b, c) = ((h∨, e∨, f∨).Ω(p)) = ( .Ω) ◦ (h, e, f).G−1.
Now integrals of the form
∫
Γ(p˜)Ω(p) = (Γ.Ω)(p˜) can be analytically continued
by transporting the cycle Γ in the local system. Thus we conclude
ACδ(a, b, c) = ACδ( .Ω) ◦ (h, e, f).G−1 = ( .Ω) ◦ (PTδ(h, e, f)).G−1
= ( .Ω) ◦ (h, e, f).M δ .G−1 = (a, b, c).G.M δ .G−1. 
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We already saw in Proposition 3.2 that the period domain D(〈4〉 ⊕U) =
D(T0) is isomorphic to C \R. Let (h, e, f) be the standard basis of 〈4〉 ⊕U .
A slightly different isomorphism is given by
˜exp : C \ R −→ D(T0), z 7→ [z h − 1 e + 2z2 f ](10)
with inverse ˜exp−1 : [ah + b e + c f ] 7→ −a/b.
We consider the period map as a function to the complex numbers using
this parametrization of the period domain:
P
c = ˜exp−1 ◦P : B˜ −→ C.
We will see later, that the period map takes values in the upper half plane.
Theorem 4.8 has a translation into properties of this function.
Proposition 4.24. The analytic continuation of the germ of the period map
at t˜0 along the paths γk depicted in Figure 4.3 is given by
ACγkP
c
t˜0
= βk(P
c
t˜0
)
where βk : H→ H are the Mo¨bius transformations:
β1(z) =
−1
2z
, β2(z) =
1− 2z
2− 6z , β3(z) =
3− 4z
4− 6z , β4(z) =
3− 2z
2− 2z ,
β∞(z) = 4 + z.
Proof. Direct calculation using Proposition 4.23. 
The modification (10) of the parametrization was introduced to bring the
monodromy at infinity to this standard form.
The fixed points of βi are
β1 : ±i/
√
2, β2 :
1
3
(1± i/
√
2), β3 :
1
3
(2± i/
√
2), β4 : 1± i/
√
2.(11)
These are also the limiting values of the period map at the corresponding
boundary points i,−1,−i, 1 ∈ P1 \B.
The following characterization of the period map in terms of monodromies
is crucial. We show that the period map is determined up to a constant
by the monodromy at a maximal unipotent point (cf. Remark 4.9). This
is similar to the characterization of the mirror map by Morrison [Mor92,
Sec. 2]. The remaining constant can be fixed by considering an additional
monodromy transformation.
Proposition 4.25. Let a′, b′ ∈ Ot0 be non-zero solutions to the Picard–
Fuchs equation and P ′ := a′/b′. If
ACγ∞(a
′, b′) = (a′, b′).
(
1 0
4 1
)
,
then there is a µ ∈ C such that P ′ = Pc + µ as germs at t˜0.
If furthermore
ACγ1P
′ = β(P ′)
for a Mo¨bius transformation β with fixed points ±i/√2, then P ′ = Pc.
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Proof. By Proposition 4.21 the functions a′, b′ are a C-linear combination of
a, b, c. The monodromy transformation of (a, b, c) at infinity is
N∞ := G.M∞.G−1 =

 1 0 16−4 1 −32
0 0 1

 .
Note that a, b have the same monodromy behavior as −a′, b′ at infinity. The
matrix N∞ is unipotent of index 3, i.e. (N∞ − id)3 = 0, (N∞ − id)2 6= 0.
In particular the only eigenvalue is 1 and the corresponding eigenspace is
one-dimensional, spanned by e2 = (0, 1, 0)
t. Hence there is a λ ∈ C such
that b′ = λb.
The vector v = (1, 0, 0)t is characterized by the property (N∞ − 1)v =
−4e2. The space of such v is a one dimensional affine space over the
eigenspace C e2. We conclude that −a′ = λa − µb, for some µ ∈ C. Since
b 6= 0 it is λ 6= 0 and we may assume λ = 1. Hence
P
′ = a′/b′ = −a/b+ µ = Pc + µ.
Moreover the monodromy of this function along γ1 is
ACγ1P
′ = ACγ1P
c + µ = β1(P
c) + µ.
The fixed point equation β1(z) + µ = z is a polynomial of degree 2 with
discriminant −2 + µ2. This means the difference of the two solution is i√2
only if µ = 0. 
4.7. Nagura and Sugiyama’s solutions. Solutions to the Picard–Fuchs
equation matching the criterion 4.25 were produced by Nagura and Sugiyama
in [NS95]. To state their result, we first need to transform the equation.
The first step is to change the form Ω to t−1Ω, which does not affect
the period map, but changes the Picard–Fuchs equation from D = 0 to
D.t = 0. We can further multiply by (1− t4) from the left, without changing
the solution space. This differential equation now does descend along the
covering map
z : B \ {0} −→ P1 \ {0, 1,∞}, t 7→ z(t) = t−4
to a hypergeometric system on C.
Proposition 4.26. Let
3D2 := ϑ3 − z(ϑ+ 1/4)(ϑ + 2/4)(ϑ + 3/4), ϑ = z∂z(12)
be the differential operator on P1 \ {0, 1,∞} associated to the generalized
hypergeometric function 3F2(1/4, 2/4, 3/4; 1; 1; u) then
z∗3D2 = 1
64
(1− t4).D.t.
Proof. Direct calculation. 
Example 4.27. The function on B
3F2(
1
4
,
2
4
,
3
4
; 1; 1; t−4)t
defined for |t| > 1 satisfies the Picard–Fuchs equation.
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Consider the solutions to the hypergeometric differential equation 3D2
W1(z) =
∞∑
n=0
(4n)!
(n!)4(44)n
zn = 3F2(
1
4
,
2
4
,
3
4
; 1, 1; z)
W2(z) = ln(4
−4z)W1(z) + 4
∞∑
n=0
(4n)!
(n!)4(44)n
[Ψ(4n + 1)−Ψ(n+ 1)]zn.
where Ψ denotes the digamma-function Ψ(z) = Γ′(z)/Γ(z). The functions
Wi(t
−4), i = 1, 2 are solutions to the pulled back equation z∗3D2. We set
P (t) :=
1
2pii
W2(t
−4)
W1(t−4)
.
These functions converge for |t| > 1 and hence define germs at the point
t1 = i
√
2. The logarithm is chosen in such a way that Im(ln((4t1)
−4)) = 0.
Choose a path δ : t0 → t1, t0 = i/
√
2, t1 = i
√
2 within the contractible
region {t |Re(t) > 0, Im(t) > 0} ⊂ B. We get an isomorphism between the
fundamental groups by
Tδ : pi1(B, t0)→ pi1(B,t1), γ 7→ δ · γ · δ−1
The analytic continuation along Tδγ∞ can be read off the definition
ACTδγ∞W1 =W1, ACTδγ∞W2 =W2 + 4(2pii)W1.
Indeed, the sums define holomorphic functions and are therefore unaffected
by analytic continuation. The only contribution comes from the logarithmic
term. The path Tδγ∞ encircles ∞ once with positive orientation. Therefore
0 is encircled with negative orientation, so the logarithm picks up a summand
−2pii.
We can apply the first part of criterion 4.25 to see
P
c(t) = P (t) + µ
as germs of functions at t˜1 := δ · t˜0 for some µ ∈ C. To apply the second
part of the criterion we need the following additional information.
Theorem 4.28 (Nagura, Sugiyama [NS95]). An analytic continuation of
the map P := 12piiW2/W1 to a sliced neighborhood of t = 1 is given by
P (t) =
i√
2
U1(t) + tan(
pi
8 )
−1U2(t)
U1(t)− tan(pi8 )−1U2(t)
U1(t) =
Γ(18)
2
Γ(12)
2F1(
1
8
,
3
8
;
1
2
; 1− t4)
U2(t) =
Γ(58)
2
Γ(32)
(t4 − 1)1/22F1(5
8
,
5
8
;
3
2
; 1− t4).
Thus the monodromy around the point t = 1 satisfies ACTδγ4P = − 12P .
We find get following corollary.
Theorem 4.29. The composition of the period map with the parametrization
of the period domain (10)
P
c = ˜exp ◦P : B˜ −→ D(T0) −→ C \R
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is explicitly given in a neighborhood of t˜1 by
P
c(t) = P (t) =
1
2pii
W2(t
−4)
W1(t−4)
.
Proof. We have to check, that the function P has the right analytic con-
tinuation along Tδγ1, i.e. ACTδγ1P = −1/(2P ). We know the analytic
continuation of P along Tδγ4 has this form.
But P only depends on z = t−4 not on t itself. Moreover the images
of the paths γ1 and γ4 under t 7→ t−4 coincide. Hence also the analytic
continuations are the same. 
Proposition 4.30. The power series expansion of Pc at t =∞ is given by
P
c(w) =
1
2pii
(ln(w)+104w+9780w2+4141760/3w3+231052570w4+ . . . )
exp(2piiPc(w)) = w+104w2+15188w3+2585184w4 +480222434w5 + . . .
where w = 1/(4t)4 = 4−4z.
This is precisely the series obtained by Lian and Yau [LY96]5 using a
different method (see Remark 5.2). They also prove that the expansion of
exp(2piiPc(w)) has integral coefficients.
Corollary 4.31. The period map Pc takes values in the upper half plane.
Remark 4.32. We show how Theorem 1.2 stated in the introduction can be
derived from 4.29.
We identify H2(Xt0 ,Z)
∼= Λ via the isomorphism given in Theorem 4.8
and use parallel transport to extend this isomorphism to nearby fibers Xt.
The period vector Ωt is contained in T0 ⊗ C, where T0 = 〈4〉 ⊕ U ⊂ Λ is
the generic transcendental lattice. By Theorem 4.29 and (10) we have
[Ωt] = [ ˜exp(P
c(t))] ∈ D(T0) ⊂ P(ΛC)
and hence there is a nowhere vanishing holomorphic function f(t) such that
f(t)Ωt = ˜exp(P
c(t)) = Pc(t)h− e+ 2(Pc(t))2f.(13)
As f(t)Ωt is also a non-vanishing holomorphic two-form we can assume
this equation holds true already for Ωt. The period integrals can now be
calculated as intersection products
∫
ΓΩt = Ωt.Γ.
The required basis Γi of Λ = 2E8(−1) ⊕ U ′′ ⊕ U ′ ⊕ U is constructed as
follows. We let (Γ1,Γ2,Γ3) = (h, e, f) be the standard basis of T0. Recall
that h = e′+2f ′ and hence (Γ1,Γ4) = (h, f ′) is a basis of U ′. The remaining
basis vectors can be chosen to be any basis of the orthogonal complement
2E8(−1) ⊕ U ′′ of (Γ1, . . . ,Γ4). Using (13) it is now straightforward to cal-
culate the entries of the period vector.
5 Equation 5.18 contains an expansion of the inverse series to ours.
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4.8. The period map as Schwarz triangle function. In this section
we will relate the period map to a Schwarz triangle function. We begin by
recalling some basic facts about these functions from [Beu07].
Definition 4.33. The hypergeometric differential equation with parameters
a, b, c ∈ C is
ϑ(ϑ+ c− 1)f − z(ϑ+ a)(ϑ + b)f = 0, ϑ = z∂z, f ∈ OC(14)
which is satisfied by the hypergeometric function f = 2F1(a, b; c; z).
Let f, g be two independent solutions to this differential equation at a
point z0 ∈ H. The function D(z) = f/g considered as map H→ C is called
Schwarz triangle function.
These functions have very remarkable properties and were studied exten-
sively in the 19th century (see Klein’s lectures [Kle33]).
Definition 4.34. A curvilinear triangle is an open subset of P1 whose
boundary is the union of three open segments of circles or lines and three
points. The segments are called edges and the points vertices of the triangle.
Proposition 4.35. For any three distinct points A,B,C ∈ P1 and positive,
real numbers λ, µ, ν with λ+µ+ ν < 1 there is a unique curvilinear triangle
with vertices (A,B,C) and interior angles (λpi, µpi, νpi) in that order.
Theorem 4.36 (Schwarz, [Beu07] 3.20). A Schwarz triangle function maps
the closed upper half plane H ∪R isomorphically to a curvilinear triangle.
The vertices are the points (D(0),D(1),D(∞)) and the corresponding an-
gles (λpi, µpi, νpi) depend on the parameters of the hypergeometric differential
equation via λ = |1− c|, µ = |c− a− b|, ν = |a− b|.
Recall that the period map is a function on the universal cover of B =
P1 \ Σ to the upper half plane.
P
c : B˜ −→ H.
This maps descends along t 7→ z(t) = t−4 to a multi-valued map on P1 \
{0, 1,∞}. We explain this last sentence more formally. The map t 7→ z(t) =
t−4 is an unramified covering B \ {0} → P1 \ {0, 1,∞}. Hence it induces an
isomorphism between the universal covering spaces. Moreover the inclusion
B \ {0} → B induces a map (B \ {0})˜ → B˜. We use the composition
(P1 \ {0, 1,∞})˜ ∼= (B \ {0})˜ −→ B˜
to view Pc : B˜ → H as multi-valued map on P1 \ {0, 1,∞}.
We choose a basepoint z˜1 of (P
1 \{0, 1,∞})˜ mapping to t˜1. Denote by ι
the unique lift of the inclusion H → P1 \ {0, 1,∞} to the universal cover of
P1 \{0, 1,∞} mapping z1 to z˜1 (when extended to the boundary of H ⊂ B).
Theorem 4.37. The restriction of the period map
P
c(z) : (P1 \ {0, 1,∞})˜ −→ P1
to ι : H → (P1 \ {0, 1,∞})˜ is a Schwarz triangle function. The upper
half plane is mapped to the triangle with vertices (∞, i2 , 1+i2 ) and angles
(0, pi/2, pi/4) as pictured in Figure 1 in the introduction.
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z 00 81
δ
0
δ
1 δ 8
Figure 3. The paths δi in P
1 \ {0, 1,∞} based at z1 = 1/4.
Proof. The strategy is the following. We first construct the a triangle func-
tion with the expected mapping behavior. Then we write this function as
a quotient of solution of the Picard–Fuchs equation. Finally we show that
the assumptions of Proposition 4.25 are satisfied by this function. It follows
that it has to be the period map.
Step 1. Let f, g be two independent solutions to 2D1 at t1. By Schwarz’
theorem D(z) = f/g is a triangle function. Using a Mo¨bius transformation,
we can change the vertices of the triangle to be (0, 1,∞). As the composition
is again of the form f ′/g′ for independent solutions f ′, g′ of 2D1 we can
assume D(z) maps (0, 1,∞) to (∞, i√
2
, 1+i2 ).
The triangle pictured in green color in Figure 1 is the unique curvilinear
triangle with vertices (∞, i√
2
, 1+i2 ) and interior angles (0, pi/2, pi/4). Hence
it is the image of H under D(z).
The analytic continuation of D(z) can be obtained by reflecting the tri-
angle at its edges. This technique is called Schwarz reflection principle (see
[Beu07] for details).
Let δ0, δ1 ∈ pi1(P1 \ {0, 1,∞}, z1) be the paths pictured in Figure 4.8
encircling 0, 1 once with positive orientation respectively. Reflecting the
triangles according to the crossings of the paths with the components of
R \ {0, 1} we find
ACδ0D(z) = D(z) + 1, ACδ1D(z) =
−1
2D(z)
.
This means that ACδ0(f/g) = (f + g)/g and since f, g are independent
we can conclude that there is a λ ∈ C∗ such that
ACδ0(f, g) = (f, g).
(
λ 0
λ λ
)
.(15)
The hypergeometric function 2F1(
1
8 ,
3
8 ; 1; z) is a linear combination of the
basis solutions (f, g). Since it is holomorphic at 0, the matrix (15) has to
have the eigenvalue 1 which is only the case if λ = 1.
Step 2. The 3F2-hypergeometric functionW1(z) occuring in the expansion
of the period map is related to a 2F1-hypergeometric function by the Clausen
identity ([Bai35], p.86)
3F2(
1
4
,
2
4
,
3
4
; 1; 1; z) = 2F1(
1
8
,
3
8
; z)2.
The corresponding statement in terms of differential equations reads as fol-
lows.
Proposition 4.38. The differential equation
2D1 = ϑ2 − z(ϑ + 1/8)(ϑ + 3/8), ϑ = z ∂
∂z
(16)
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associated to the hypergeometric function 1F2(
1
8 ,
3
8 ; 1; z) has the property that
for all solutions f, g to 2D1 the product satisfies 3D2(f.g) = 0.
Conversely any solution to 3D2 is a sum of products of solutions to 2D1.
Proof. The proposition can be rephrased by saying 3D2 = Sym2(2D1).
There is an algorithm to compute such symmetric squares of differential
operators, which is implemented e.g. in Maple. We used this program to
verify the equality. 
Using this proposition and Proposition 4.26 we can trivially express D(z)
as a quotient of solutions of the Picard–Fuchs equation (8), namely
D(t−4) =
f(t−4)
g(t−4)
=
f(t−4)g(t−4) t
g(t−4)2 t
.
Step 3. We claim that the tuple (a, b) = (f(t−4)g(t−4) t, g(t−4)2 t) of solu-
tions of the Picard–Fuchs equation satisfies the assumptions of the criterion
4.25.
The paths Tδγ∞, Tδγ1 ∈ pi1(B, t1) inB map to δ40 , δ1 ∈ pi1(P1\{0, 1,∞}, z1)
under t 7→ z(t) = t−4. Hence we can calculate the monodromy transforma-
tions as
ACTδγ∞(f, g) = (f, g).
(
1 0
1 1
)4
= (f, g).
(
1 0
4 1
)
and consequently also
ACTδγ∞(a, b) = (a, b).
(
1 0
4 1
)
moreover
ACTδγ1D(t
−4) =
−1
2D(t−4)
as required. This concludes the proof of the theorem. 
5. Mirror symmetries and mirror maps
It remains to translate the above computations in the framework devel-
oped in chapter 2.
Let X → B be the Dwork Pencil and
PB : B˜ −→ D(T0) ⊂ D(Λ) ⊂ D(Λ˜)
the (B-model) period map associated to the marking, constructed in The-
orem 4.8. Here T0 ∼= 〈h〉 ⊕ U is the transcendental lattice of the general
member of X/B.
Let Y → H be the family of generalized K3 structures on a quartic Y ⊂ P3
as constructed in section 3 and
PA : H −→ D(〈H〉 ⊕ U) ⊂ D(Λ˜)
the A-model period map as in Proposition 3.2. Here 〈H〉 ⊕ U is the lattice
spanned by the class of a hyperplane H and U ∼= H0 ⊕H4 ⊂ H˜(Y,Z).
Theorem 5.1. Mirror symmetry as described in Section 2.10 between the
symplectic quartic in P3 and the Dwork family is determined by the diagram
PERIOD- AND MIRROR-MAPS FOR THE QUARTIC K3 27
B˜
PB
//
ψ

D(T0) //
g0

D(Λ˜)
g

H
PA
// D(〈H〉 ⊕ U) // D(Λ˜)
where g ∈ O(Λ˜) is a isometry interchanging H0 ⊕ H4 with U ⊂ T0 and
ψ = Pc is the period map of Theorem 4.29.
Proof. Recall from 3.2 that PA(z) = [1e+ zH − 2z2f ]. On the other hand
Pc was defined using the parametrization ˜exp(z) = [−1e + zh + 2z2f ]. So
in order for the diagram to commute we should use the isometry
g0 : T0 = (〈h〉 ⊕ U) −→ (〈H〉 ⊕ U), h 7→ H, e 7→ −e, f 7→ −f
to relate the period domains D(T0) and D((〈H〉⊕U)). This isomorphism is
easily seen to extend to an isometry g of Λ˜ using Nikulin’s theorem 4.12. 
Remark 5.2. A period map in the sense of Morrison [Mor92] is a quotient
ψ = a/b of two solutions to the Picard–Fuchs equation a, b satisfying the
property
ACγ∞ψ = ψ + 1
for analytic continuation around the point of maximal unipotent mono-
dromy. As in Proposition 4.25 one finds that ψ is uniquely determined
up to addition of a constant. One chooses this constant in such a way that
the Fourier expansion at ∞ has integral coefficients.
Such a function can be constructed directly from the differential equation
by using a Frobenius basis for the solutions at the singular point. Using this
method, Lian and Yau [LY96] arrive at precisely the same formula 4.30.
There are several differences to our definition. First note, that our mir-
ror maps are symmetries of the period domain of (generalized) K3 surfaces
which become functions only after composition with the corresponding pe-
riod maps.
Secondly and more importantly, we do require the solutions a, b to be of
the form
∫
Γ ωt, for some integral cycle Γ ∈ H2(Xt0 ,Z). It is not clear (and
in general not true) that the Frobenius basis has this property. This was
the main difficulty we faced above. Our solution relied heavily on the work
of Narumiyah and Shiga [NS01].
There is also a conceptual explanation that Morrison’s mirror map coin-
cides with ours. Conjecturally (see [KKP08], [Iri09]) the Frobenius solutions
differ form the integral periods by multiplication with the Γˆ-class
Γˆ(X) =
n∏
i=1
Γ(1 + δi) = exp(−γc1(X) +
∑
k≥2
(−1)k(k − 1)!ζ(k)chk(TX))
where δi are the Chern roots of TX, γ is Euler’s constant and ζ(s) is the
Riemann zeta function. The Calabi–Yau condition c1(X) = 0 translates into
the statement, that the first two entries of the Frobenius basis give indeed
integral periods. In our case, this information suffices to fix the Hodge
structure completely.
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