Let S * N e be the Ma-Minda type starlike class associated with the Carathéodory function ϕ N e (z) = 1 + z − z 3 /3, which maps the unit circle {z : |z| = 1} onto a 2-cusped curve called nephroid given by
Introduction
Let C be the complex plane and D := {z ∈ C : |z| < 1} be the open unit disk. Let H := H(D) be the collection of all analytic functions defined on D, and A be the set of those f ∈ H which satisfy the normalization condition f (0) = f ′ (0) − 1 = 0. Let S ⊂ A be the family of univalent functions and S * ⊂ S be that of starlike functions, functions which map D onto starlike regions. For f, g ∈ H, we say that f is subordinate to g, written f ≺ g, if there exists a function w ∈ H satisfying w(0) = 0 and |w(z)| < 1 such that f (z) = g(w(z)). If f ≺ g, then f (0) = g(0) and f (D) ⊂ g (D) . Further, if the function g(z) is univalent, then f ≺ g if and only if f (0) = g(0) and f (D) ⊂ g(D). Let Ψ : C 2 × D → C be a complex function, and let h : D → C be univalent. If p ∈ H satisfies the first-order differential subordination Ψ(p(z), zp ′ (z); z) ≺ h(z) z ∈ D, (1.1) then p is called a solution of this differential subordination. If q : D → C is univalent and p≺q for all p satisfying (1.1), then q(z) is said to be a dominant of (1.1). A dominantq that satisfiesq ≺ q for all dominants q of (1.1) is called the best dominant of (1.1). The best dominant is unique up to a rotation of D, i.e., ifq 1 andq 2 are two best dominants of (1.1), thenq 2 (z) =q 1 (e iθ z) for some θ ∈ R. For further details related to differential subordinations, see the monograph of Miller and Mocanu [16] . Let p ∈ H satisfies p(0) = 1. In 1989, Nunokawa et al. [17] proved that the subordination 1 + zp ′ (z) ≺ 1 + z implies p(z) ≺ 1 + z. As a consequence, the authors in [17] gave a criterion for a normalized analytic function to be univalent in D. In 2007, Ali et al. [2] replaced 1 + z by (1 + Dz)/(1 + Ez) and determined the conditions on β ∈ R in terms of A, B, D, E ∈ [−1, 1] (B < A and E < D) so that the subordination 1 + βzp ′ (z)/p j (z) ≺ (1+Dz)/(1+Ez) (j = 0, 1, 2) implies p(z) ≺ (1+Az)/(1+Bz), and as a result, established some sufficient conditions for Janowski starlikeness. In 2012, Ali et al. [3] determined the conditions on β so that the subordination p(z) ≺ √ 1 + z holds true, whenever the subordination 1 + βzp ′ (z)/p j (z) ≺ √ 1 + z (j = 0, 1, 2) holds. In 2013, Kumar et al. [10] obtained the conditions on β such that 1 + βzp ′ (z)/p j (z) ≺ (1 + Dz)/ ( 
Later, Omar and Halim [18] studied the problem of Kumar et al. [10] for D ∈ C with |D| ≤ 1 and −1 < E < 1. The subordination results proved in [3, 18, 10] provide sufficient conditions for f ∈ A to be in the starlike class S * L of functions associated with the leminiscate of Bernoulli introduced by Sokó l and Stankiewicz [22] . In 2018, Kumar and Ravichandran [11] gave sharp bounds for β to ensure that each of the following subordinations
is sufficient to imply p(z) ≺ e z . Furthermore, the authors [11] established certain sufficient conditions for the starlike class S * e associated with the exponential function introduced by Mendiratta et al. [15] . Recently, Ahuja et al. [1] obtained sharp bounds on β so that the differential subordination 1 + βzp
Similar problems of differential subordination implications have been studied in [4, 6, 21] .
Motivated by these works, in this paper, we obtain sharp bounds for β ∈ R so that the subordination
implies p(z) ≺ ϕ Ne (z) = 1 + z − z 3 /3, where P : D → C is some analytic function with positive real part and some nice geometric properties. We note that the function ϕ Ne (z) = 1 + z − z 3 /3 maps the boundary ∂D of the unit disk D onto the nephroid
Squaring and adding these two equations, and then using some trigonometric identities, we have . This yields the equation (1.2). Geometrically, a nephroid is the trace of a point fixed on a circle of radius ρ 2 that rolls (without slipping) on the outside of a fixed circle with radius ρ. It is an algebraic curve of degree six and is an epicycloid having two cusps. First studied by Huygens and Tschirnhausen in 1697, the nephroid was shown to be the catacaustic of a circle when the light source is at infinity. The theory of caustics is a method of finding a new curve based on a given curve and a specified point, and catacaustic is the trace of rays from a given point reflecting off a curve. Later, in 1692 the Swiss mathematician Jakob Bernoulli showed that the nephroid is the catacaustic of a cardioid for a luminous cusp. However, the word nephroid was first used by the English mathematician Richard A. Proctor in 1878 in his book "The Geometry of Cycloids". For further details, refer [12, 24] . In 1992, Ma and Minda [13] defined the function class S * (ϕ) as
where the analytic function ϕ : D → C is required to satisfy the following conditions:
is symmetric about the real axis, and
Obviously, for every such ϕ, S * (ϕ) is a subclass of the class of starlike functions S * , and we call S * (ϕ) as the Ma-Minda type starlike class associated with the function ϕ(z). In the recent past, this unified and interesting approach of constructing classes of starlike functions has attracted the minds of many researchers. As a result, several Ma-Minda type starlike classes have been introduced and studied in the recent past. Here, we mention a few of them: (a) S * L := S * ( √ 1 + z) was introduced by Sokó l and Stankiewicz [22] . It is the Ma-Mida type starlike class associated with the right half of the lemniscate of Bernoulli
is the Ma-Minda class associated with the left-half of the shifted lemniscate of Bernoulli
This class was introduced by Mendiratta et al. [14] . (c) S * := S * z + √ 1 + z 2 is the Ma-Minda class associated with a lune (or crescent) and was introduced by Raina and Sokó l [19] . (d) S * e := S * (e z ) was introduced by Mendiratta et al. [15] .
is the class associated with the rational function
This class was introduced by Kumar and Ravichandran [9] . (g) S * S := S * (1 + sin z) was introduced by Cho et al. [5] . (h) Khatter et al. [8] introduced
where 0 ≤ α < 1. Setting α = 0 yields the classes S * e and S * L , respectively. (i) Latestly, Goel and Sivaprasad [6] 
The Function Class S * N e : It is apparent from Figure 1 that the function ϕ Ne (z) = 1 + z − z 3 /3 satisfies the required conditions (i)-(iii), and the condition (iv) can be easily verified. Therefore, the function class
is a Ma-Minda type starlike class associated with the function ϕ Ne (z). The authors of the current paper have introduced the class S * N e in [23] , and have proved that the functions
are members of S * N e . Also, there we have shown that the function f Ne (z) is extremal for several extremal problems (e.g., Growth, Covering Problems etc.) in the class S * N e . For further characteristic results related to S * N e , refer [23] In this paper, apart from proving numerous subordination results, we establish certain sufficient conditions for the function class S * N e .
Main Results
To prove our results, we make an extensive use of the following lemma. To avoid incessant repetition, we fix once for all that z ∈ D, unless stated otherwise. 
Suppose that either
then p ≺ q, and q is the best dominant. 
The bounds on β are sharp.
Proof. (a) Consider the function q β : D → C defined as
This function is analytic and is a solution of the first order differential equation
The graphs of the respective functions reveal that the necessary and sufficient condition for the subordination q β ≺ ϕ Ne to hold is that
On further simplification, the condition (2.1) yields the inequalities
The functionq β (z) satisfies the equation
Again, the convexity of √ 1 + z implies the convexity of h(z) and the positiveness of Re (zh ′ (z)/Q(z)) = Re (zQ ′ (z)/Q(z)) in D. Applying Lemma 2.1, it follows that the subordination
implies p(z) ≺q β (z). In view of this differential chain, the subordination p(z) ≺ ϕ Ne (z) holds if the subordinationq β (z) ≺ ϕ Ne (z) holds. As in (a), the subordination q β ≺ ϕ Ne holds if and only if 1/3 <q β (−1) <q β (1) < 5/3, which further gives
Thus, the subordinationq β (z) ≺ ϕ Ne (z) holds provided β ≥ max{β 1 ,
The functionq β is analytic and satisfies the differential equation 1 + βzq ′ β (z)/q 2 β (z) = ϕ L (z). Setting ν(w) = 1 and ψ(w) = β/w 2 in Lemma 2.1, the functions Q(z) and h(z) become
As the function h(z) = √ 1 + z is convex in D and Re (zh ′ (z)/Q(z)) > 0 in D, we conclude from Lemma 2.1 that the subordination
implies p(z)≺q β (z). To prove our result, we only need to showq β (z) ≺ ϕ Ne (z). As earlier, this is true only if 1/3 <q β (−1) <q β (1) < 5/3. That is, if 
). 
Then each of the following is sufficient to imply f ∈ S * N e .
The bounds on β are best possible.
Then, for p ∈ H satisfying p(0) = 1, each of the following subordinations is sufficient for p(z) ≺ ϕ Ne (z).
Proof. (a) Define the function q β : D → C as
where g 0 (z) is given in the hypothesis. The function q β (z) is analytic and is a solution of the differential equation 1 + βzq ′ β (z) = ϕ RL (z). Choosing ν(w) = 1 and ψ(w) = β in Lemma 2.1, we have
It can be easily seen that ( 
Fortunately, the condition (2.3) turns out to be sufficient for the subordination q β (z) ≺ ϕ Ne (z) to hold, as can be seen from the graphs of the respective functions. Since,
Thus, the subordination q β (z) ≺ ϕ Ne (z) holds whenever β ≥ max{β 1 , β 2 } = β 1 .
is analytic and satisfies 1 + βzq ′ β (z)/q β (z) = ϕ RL (z). Defining the functions ν and ψ as in Theorem 2.1(b), we see that the function h(z) = ϕ RL (z) is convex and Re (zh ′ (z)/Q(z)) > 0 in D. Hence, from Lemma 2.1, it follows that the subordination
(c) The analytic functionq β : D → C given bỹ 
Again, the function h(z) = ϕ RL (z) is convex and Re (zh ′ (z)/h(z)) is positive in D, so that from Lemma 2.1 we conclude that
Now it suffices to proveq β (z) ≺ ϕ Ne (z). As in Theorem 2.1(c), the subordinatioñ
2 and
As earlier, the following sufficient conditions immediately follow from Theorem 2.2.
Corollary 2.2.
Let f ∈ A and let J (z) be given by (2.2) . Then each of the following conditions imply f ∈ S * N e .
,
The bounds on β are sharp. B) .
Proof. (a) Define the function q β : D → C by
Clearly, this function is analytic and satisfies the equation 1+βzq ′ β (z) = (1+Az)/(1+ Bz). Proceeding as in Theorem 2.1(a), we obtain
Also, Re (zh ′ (z)/Q(z)) is positive, and hence, by Since
In view of this fact, Theorem 2.3 yields the following sufficient conditions for f ∈ A to be a member of S * N e . Corollary 2.3. Let f ∈ A and J (z) be defined as in (2.2) . If any one of the following conditions holds true, then f ∈ S * N e . 
Proof. (a) Consider the function q β : D → C defined by
This function is analytic and satisfies the equation 1 + βzq ′ β (z) = ϕ (z). Defining the functions ν and ψ as in Theorem 2.1(a), we have Q(z) = z + √ 1 + z 2 − 1 and h(z) = ϕ (z). Since z + √ 1 + z 2 − 1 is starlike, the function Q(z) is starlike in D. Further, Re (zh ′ (z)/Q(z)) = Re (zQ ′ (z)/Q(z)) is positive. Therefore, it follows from Lemma 2.1 that the subordination 1 + βzp ′ (z) ≺ 1 + βzq ′ β (z) = ϕ (z) implies p(z) ≺ q β (z). Now, our result p ≺ ϕ Ne will follow if the subordination q β ≺ ϕ Ne holds. The necessary condition for the subordination q β (z) ≺ ϕ Ne (z) to hold is that 
. Now it only remains to prove that the subordinationq β (z) ≺ ϕ Ne (z) holds. As earlier,
is analytic and satisfies 1 + βzq ′ β (z)/q 2 β (z) = ϕ (z). Proceeding as in Theorem 2.1(c), we conclude from Lemma 2.1 that
Our result will now follow by showingq Clearly, this function is analytic and satisfies the equation 1 + βzq ′ β (z) = ϕ C (z). Proceeding as in Theorem 2.1(a), we obtain Q(z) = zq ′ β (z)ψ(q β (z)) = 4 3 z + 2 3 z 2 and h(z) = ν(q β (z)) + Q(z) = 1 + Q(z). Since 4z/3 + 2z 2 /3 is starlike, the function Q(z) is starlike in D. Also, Re (zh ′ (z)/Q(z)) = Re (zQ ′ (z)/Q(z)) is positive. Therefore, by Lemma 2.1, the first order differential subordination 1 + βzp ′ (z) ≺ 1 + βzq ′ β (z) implies the p(z) ≺ q β (z). The required result p(z) ≺ ϕ Ne (z) holds if the subordination q β ≺ ϕ Ne holds. The subordination q β (z) ≺ ϕ Ne (z) holds if and only if ϕ Ne (−1) < q β (−1) < q β (1) < ϕ Ne (1) , which is true if β ≥ max {3/2, 5/2} = 5/2. As an application to Theorem 2.6, the following sufficient conditions for S * N e follow. Corollary 2.4. Let f ∈ A and J (z) be given by (2.2) . Then each of the following is sufficient to imply f ∈ S * N e . For k = 1 + √ 2 and θ ∈ R, we have
