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Аннотация. В статье рассмотрено построение субполосных и субинтервальных матриц для одних из 
наиболее распространенных унитарных преобразований -  преобразования Фурье и косинусного 
преобразования. Приведено оценивание количества близких к единице собственных чисел соответствующих 
субполосных и субинтервальных матриц. Проведенные вычислительные эксперименты показывают, что с 
точки зрения количества собственных чисел, близких к 1 в смысле е-приближения, для субполосного 
скрытного внедрения данных в изображения предпочтительнее применять субинтервальные матрицы, что 
обеспечивает больший объем внедряемой информации.
Resume. The article deals with the construction of the subband and subinterval matrices for some of the most 
common unitary transformations - Fourier transform and cosine transform. It is shown evaluating o f the amount of the 
eigenvalues closed to 1 of the corresponding subband and subinterval matrices. Conducted computing experiments show 
that in terms of the number of eigenvalues closed to 1 based on е-approximation for the subband embedding of data in the 
images is more preferable to use the subinterval matrices that provides a greater volume of data being embedded.
Ключевые слова: подобласть пространственных частот, субполосная матрица, субинтервальная 
матрица, косинусное преобразование, собственные числа.
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В настоящее время для контроля за распространением и использованием визуального 
контента (статических изображений, видеоданных) широко используется стеганографическое 
(скрытное) внедрение контрольной, идентифицирующей информации в изображения [Грибунин и 
др., 2009; Конахович, Пузыренко, 2006].
Наряду с распространенными известными методами стеганографии в цифровых 
изображениях [Грибунин и др., 2009; Конахович, Пузыренко, 2006; Черноморец, Болгова, 2012] 
одним из перспективных направлений является скрытное внедрение контрольной информации на 
основе субполосных преобразований [Жиляков, Черноморец, 2012; Жиляков и др., 2014, Жиляков, 
Черноморец, 2013а; Жиляков и др., 2015; Жиляков и др., 2014б], в основе которых лежат 
различные унитарные преобразования: преобразование Фурье, косинусное и синусное
преобразования, преобразования Хартли, Уолша-Адамара, Хаара и др. [Черноморец и др., 2015б; 
Черноморец, Болгова, 2015].
Рассмотрим одни из наиболее распространенных унитарных преобразований -  
преобразование Фурье [Черноморец и др., 2015б; Черноморец, Болгова, 2015; Черноморец и др., 
2015в] и косинусное преобразование [Черноморец, Болгова, 2015а; Черноморец, Болгова, 2015б, 
Черноморец и др., 2015а].
Базисные функции преобразования Фурье^Т) имеют вид:
w F < i)  = е - * <м|, (1)
— п <  и < п , i = 1,2,..., N , (2)
где N  -  размерность изображения Ф, заданного в виде матрицы яркостей пикселей Ф = <f .k), 
i = 1,2,...,N , k  = 1,2 ,..., N .
Для построения субполосного преобразования на основе преобразования Фурье, учитывая, 
что преобразование Фурье является периодическим с периодом 2п, в качестве субполосы
используется центрально-симметричная подобласть Vrr пространственных частот (ППЧ) видаГ1Г2
[Жиляков, Черноморец, 2010; Жиляков, Черноморец, 201зб; Жиляков и др., 2014в]:
V 1 2  = {  v ) \ ( u  e [ - u r1 2 , - u r1 1 )  ^  u n 2 ) )  П  ( v  £ [ - \ 2 ~ \ 1 )  ^  V r22 ) )  I
u 11 =  0 ,  U R , ,2  =  К ,  u 1  +1,1 =  u 1 2  ,  V 11 =  0  V R 2 ,2  =  К ,  +1,1 =  V r2 2 ,
rx = 1,2,...,R1, r2 = 1,2,...,R2.
Если ввести субполосы S r и S r плоскости пространственных частот (ПЧ),
S 4 = [-U r2,-U r 1) 1, 2) , (3)
S r2 = [-Vr2 ,-V r  1) 1, Vr2 ) , (4)
то подобласть V  может быть представлена в видеr1r2
V = S  n  S  . (5)
r 1r 2  r 1 r 2  K x J J
В работе [Жиляков, Черноморец, 2010; Жиляков и др., 2007] показано, что элементы
субполосной матрицы A r , соответствующей субполосе S  ^ , определяются на основании соотношения
sin (u 2 (i -  n ))- sin (u j (i -  n))
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a r- = —  f e-Ju(,-n)du =
" 2к  ..A
i Ф n,
K(i -  n) (6)
Ur,2 -  Ur,1
—------—, i = n,
К
элементы субполосной матрицы A  = (ain) , i,n = 1,2,...,N , соответствующей
субполосе S r ,определяются аналогично.
Известно [Жиляков, Черноморец, 2010; Жиляков и др., 2007; Жиляков, Черноморец, 
2013б], что субполосные матрицы с элементами вида (6) являются симметричными, 
теплициевыми матрицами, имеют полный набор ортонормированных собственных векторов, их 
собственные числа являются положительными и не превышают единицу
0 <Д. < 1, i = 1,2 ,...,N . (7)
Базисные функции косинусного преобразования (CT) имеют вид:
W  (i) = cos(u(i -  i ) ) , (8)
0 < u < к , i = 1,2,...,N. (9)
Для построения субинтервального преобразования на основе косинусного преобразования
CTв качестве субполосы используется подобласть V  CT пространственных частот вида [Черноморец, 
Болгова, 2015а; Черноморец, Волчков, 2012]:
j/CT    q CT q CT
Vrr —  S r n  S r , (10)f1f 2  r 1 2
где субполосы S ^  и S C  плоскости ПЧ имеют вид
CT
S n =  К ^ u n 2) , (11)
S C  = К Ь  Vr2 2) , (12)
то есть
V C T  = {(u, v ) \(u ^ [ u n Ъ  u n 2 )) n  (v e [ V 2 1, V 2 2)) } ,e K , , u „ 0 ) ) n ( v e | v r 1, 2 ,
u 11  =  0 ,  u R  ,2  = К , u r + 1,1 =  u r  2 , v 11 =  0 , VR  ,2  = К , v r  +1,1 =  v r2 2  ,
r1 = 1,2,...,R1, r2 = 1,2,...,R2 .
Элементы субинтервальной матрицы G r = (g ’rn) , i,n  = 1,2,...,N , соответствующей
субполосе S CT ,определяются на основании соотношения [Черноморец, Болгова, 2015а; 
Черноморец, Волчков, 2012]
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gn = an + hn , (13)
где
sin(u J i  + n — 1)) — sin(u , <i + n — 1)) 
hr = — --------- . (14)in /. !•, vn<i + n — 1)
Элементы субинтервальной матрицы G r , соответствующей субполосе ,определяются 
аналогично.
Известно [Черноморец, Волчков, 2012], что субинтервальные матрицы с элементами вида 
(13) являются симметричными матрицами, имеют полный набор ортонормированных 
собственных векторов, их собственные числа являются положительными и не превышают единицу
0 <ACT < 1, i = 1,2,...,N . (15)
В методах субполосного скрытного внедрения контрольной информации в изображения 
[Черноморец, Болгова, 2012] используются собственные векторы, соответствующие близким к 
единице собственным числам субполосных матриц. Количество используемых при внедрении 
собственных векторов определяет объем внедряемой информации.
Поэтому, представляет интерес сравнение приведенных выше субполосного и 
субинтервального преобразований с позиций оценивания количества близких к единице 
собственных чисел соответствующих субполосных и субинтервальных матриц.
Следующие далее вычислительные эксперименты приведены для изображения 
размерности 64x64 пикселей ( N  = 6 4 ). Данная размерность выбрана в качестве примера, что не 
снижает общности получаемых результатов.
В таблицах 1-4 приведены отдельные значения собственных чисел субполосных и 
субинтервальных матриц, соответствующих различным ППЧ при разбиении области каждой их 
пространственных частот на 4, 8, 16 и 32 равновеликих подобласти ( R  = {4 ,8,16}).
В таблице 1 приведены первые 22 значения собственных чисел субполосных и 
субинтервальных матриц, соответствующих различным ППЧ при разбиении области 
пространственных частот на 4x4 равновеликих подобласти.
Таблица 1 
Table 1
Значения собственных чисел субполосных и субинтервальных матриц, соответствующих  
различным ППЧ, N=64, R1=4 (первые 22 значения)
The values o f the eigenvalues o f the subband and subinterval matrices corresponding to various SSF,
N=64, R1=4
№
собст­
вен­
ного
числа
Собственные числа субполосной матрицы A Собственные числа субинтервальной матрицы G
Г1
П r 1
1 2 3 4 1 2 3 4
1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 1 1 1
3 1 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1
6 1 1 1 1 1 1 1 1
7 1 1 1 1 1 1 1 1
8 1 1 1 1 1 1 1 1
9 1 1 1 1 1 1 1 1
10 1 1 1 1 1 1 1 1
11 1 0,999 0,999 1 1 1 1 1
12 1 0,994 0,994 1 1 1 1 1
13 1 0,993 0,993 1 1 1 1 1
14 0,998 0,943 0,943 0,998 1 0,998 0,998 1
15 0,986 0,938 0,938 0,986 1 0,987 0,986 0,999
16 0,917 0,705 0,705 0,917 0,996 0,916 0,920 0,977
17 0,683 0,700 0,700 0,683 0,895 0,685 0,681 0,666
18 0,317 0,298 0,298 0,317 0,333 0,318 0,314 0,105
19 8,29E-02 2,94E-01 2,94E-01 8,29E-02 2,31E-02 8,01E-02 8,48E-02 4,07E-03
20 1,41E-02 6,26E-02 6,26E-02 1,41E-02 6,24E-04 1,47E-02 1,30E-02 8,57E -05
21 1,82E-03 5,79E -02 5,79E -02 1,82E-03 1,07E-05 1,61E-03 1,97E-03 1,23E-06
22 1,97E -04 7,73E-03 7,73E-03 1,97E-04 1,32E-07 2,21E-04 1,63E-04 1,30E-08
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Приведенные в таблице 1 значения собственных чисел субполосных А и
субинтервальных G r матриц, r  = 1,2,3,4 , показывают, что в соответствующих подобластях
пространственных частот субинтервальные матрицы имеют большее количество собственных 
чисел близких к единице по сравнению с субполосными матрицами. Также значения собственных 
чисел субинтервальных матриц быстрее убывают до близкого к нулю значения.
В таблице 2 приведены первые 14 значений собственных чисел субполосных и 
субинтервальных матриц, соответствующих различным ППЧ при разбиении области 
пространственных частот на 8x8 равновеликих подобласти.
Таблица 2 
Table 2
Значения собственных чисел субполосных и субинтервальных матриц, соответствующих 
различным ППЧ, N=64, Кл=8(первые 14 значений)
The values o f the eigenvalues o f the subband and subinterval m atricescorresponding to various SSF,
N=64, Rx=8
№
собс
т ­
вен­
ного
числ
а
Собственные числа субполосной матрицы
Л Собственные числа субинтервальной матрицы G r
r 1 r
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 1 0,998 0,998 0,998 0,998 0,998 0,998 1 1 1 1 1 1 1
4 1 0,997 0,998 0,998 0,998 0,998 0,997 1 1 1 1 1 1 1
5 0,999 0,964 0,961 0,960 0,960 0,961 0,964 0,999 0,999 0,999 0,999 0,999 0,999 1
6 0,993 0,958 0,959 0,960 0,960 0,959 0,958 0,993 0,994 0,993 0,993 0,993 0,993 0,992 1
7 0,937 0,730 0,725 0,723 0,723 0,725 0,730 0,937 0,998 0,936 0,937 0,937 0,938 0,939 0,942 0,985
8 0,700 0,720 0,722 0,723 0,723 0,722 0,720 0,700 0,915 0,705 0,701 0,700 0,699 0,699 0,698 0,681
9 0,299 0,276 0,275 0,274 0,274 0,275 0,276 0,299 0,319 0,300 0,299 0,299 0,298 0,297 0,294 0,086
10 0,063 0,268 0,272 0,273 0,273 0,272 0,268 0,063 0,015 0,058 0,062 0,063 0,064 0,064 0,065 0,002
11 7,95E-
03
4,41E-
02
4,29E-
02
4,24E-
02
4,24E-
02
4,29E-
02
4,41E-
02
7,95E-
03
2,32E-
04
8,51E-
03
8,16E-
03
8,02E-
03
7,87E-
03
7,57E-
03
6,58E-
03
J,31E-
05
12 7,20E-
04
3,72E-
02
4,09E-
02
4,19E-
02
4,19E-
02
4,09E-
02
3,72E-
02
7,20E-
04
7,20E-
04
2,03E-
06
5,22E-
04
6,62E-
04
7,07E-
04
7,31E-
04
7,54E-
04
8,03E-
04
13 5,19E-
05
3,68E-
03
3,45E-
03
3,36E-
03
3,36E-
03
3,45E-
03
3,68E-
03
5,19E-
05
5,19E-
05
1,13E-
08
5,99E-
05
5,55E-
05
5,30E-
05
5,04E-
05
4,56E-
05
3,24E-
05
14 3,08E-
06
2,43E-
03
3,06E-
03
3,J6E-
03
3,J6E-
03
3,06E-
03
2,43E-
03
3,08E-
06
3,08E-
06
4,3JE-
11
1,66E-
06
2,57E-
06
2,96E-
06
3,18E-
06
3,39E-
06
3,61E-
06
Приведенные в таблице 2 значения собственных чисел субполосных A r и
субинтервальных G r матриц, r  = , также как и в таблице 1, показывают, что в соответствующих
подобластях пространственных частот субинтервальные матрицы имеют большее количество 
собственных чисел близких к единице по сравнению с субполосными матрицами.
В таблице 3 приведены первые 10 значений собственных чисел субполосных матриц A  ,
Г = 1,2 ,...Д6 , соответствующих различным ППЧ при разбиении области пространственных частот 
на 16x16 равновеликих подобласти.
Таблица 3 
Table 3
Значения собственных чисел субполосных матриц, соответствующих различным ППЧ, N1=64,
Rl=l6(первы е 10 значений)
The values o f the eigenvalues o f the subbandm atricescorresponding to various SSF, N1=64, R1=16
№
собст­
вен­
ного
числа
Собственные числа субполосной матрицы А
r
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 1 0,984 0,982 0,982 0,981 0,981 0,981 0,981 0,981 0,981 0,981 0,981 0,982 0,982 0,984 1
2 0,998 0,980 0,981 0,981 0,981 0,981 0,981 0,981 0,981 0,981 0,981 0,981 0,981 0,981 0,980 0,998
3 0,960 0,760 0,753 0,751 0,751 0,750 0,750 0,750 0,750 0,750 0,750 0,751 0,751 0,753 0,760 0,960
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Окончание табл. 3
4 0'722 0'747 0'749 0'749 0'750 0'750 0'750 0'750 0'750 0'750 0'750 0'750 0'749 0'749 0'747 0'722
5 0'274 0'24б 0'244 0'244 0'244 0'244 0'243 0'243 0'243 0'243 0'244 0'244 0'244 0'244 0'246 0'274
6 0'043 0'236 0'241 0'242 0'243 0'243 0'243 0'243 0'243 0'243 0'243 0'243 0'242 0'24l 0'236 0'043
7 0'003 0'02б 0'025 0'025 0'025 0'025 0'025 0'024 0'024 0'025 0'025 0'025 0'025 0'025 0'026 О'ООЗ
8 1'8зЕ-
04
1'94Е-
02
2'27Е-
02
''ЗУЕ-
02
2'4oE-
02
2'42Е-
02
2'43Е-
02
2'44Е-
02
2'44Е-
02
2'43Е-
02
2'42E-
02
2'4oE-
02
2'37E-
02
2'27E-
02
i'94E-
02
1'8зЕ-
04
9 7'2oE-
06
1'23Е-
03
l'ljE -
03
i'08E-
03
1'07E-
03
i'06E-
03
1'05E-
03
1'05E-
03
1'05E-
03
1'05E-
03
i'06E-
03
1'07E-
03
i'08E-
03
l'ljE -
03
1'23Е-
03
7'2oE-
06
1( 2'20Е-
07
5'44Е-
04
8'53Е-
04
9'52Е-
04
9'94Е-
04
l'OjE-
03
1'ОЗЕ-
03
1'04E-
03
1'04E-
03
1'ОЗЕ-
03
l'OjE-
03
9'94E-
04
9'52E-
04
8'53E-
04
5'44E-
04
J'JOE-
07
В таблице 4 приведены первые 10 значений собственных чисел субинтервальных матриц
G  ' r = 1.2....Д6 , соответствующих различным ППЧ при разбиении области пространственных
Г1 1
частот на 16x16 равновеликих подобласти.
Таблица 4 
Table 4
Значения собственных чисел субинтервальных матриц, соответствующих различным ППЧ,
N1=64, Rl=l6(первы е 10 значений)
The values o f the eigenvalues o f the subinterval matrices corresponding to various SSF, N1=64, R1=16
№ 
со
бс
тв
ен
­
но
го
 
ч
и
сл
а Собственные числа субинтервальной матрицы G r1
r1
l 2 3 4 5 6 7 8 9 10 ll 12 13 14 15 16
i l 0'999 0'999 0'999 0'999 0'999 0'999 0'999 0'999 0'999 0'999 0'999 0'999 0'999 0'999 l
2 0'999 0'998 0'998 0'998 0'998 0'998 0'998 0'998 0'998 0'998 0'998 0'998 0'998 0'998 0'997 0'999
3 0'999 0'958 0'959 0'959 0'959 0'959 0'959 0'960 0'960 0'960 0'960 0'960 0'960 0'96l 0'9б4 0'993
4 0'937 0'729 0'724 0'723 0'723 0'722 0'722 0'722 0'722 0'722 0'722 0'722 0'722 0'72l 0'720 0'699
5 0'299 0'276 0'275 0'275 0'275 0'275 0'275 0'274 0'274 0'274 0'274 0'274 0'274 0'272 0'268 0'064
6 0'008 0'037 0'04i 0'042 0'042 0'043 0'043 0'043 0'043 0'043 0'043 0'043 0'043 0'043 0'045 O'OOl
7 5'52E-
05 0'004 0'004 0'004 О'ООЗ О'ООЗ О'ООЗ О'ООЗ О'ООЗ О'ООЗ О'ООЗ О'ООЗ О'ООЗ О'ООЗ 0'002
3'37E-
06
8 1'74E-
07
l'OiE-
04
1'5oE-
04
1'67E-
04
1'74E-
04
1'78E-
04
i'8iE-
04
1'82E-
04
1'8з Е-
04
1'85E-
04
i'86E-
04
1'87E-
04
1'9oE-
04
1'96E-
04
2'llE-
04
7'78E-
09
9 З'О'Е-
10
8'29E-
06
7'96E-
06
7'64E-
06
7'48E-
06
7'38E-
06
7'3iE-
06
7'24E-
06
7'i6E-
06
7'06E-
06
6'9i E-
06
6'66E-
06
6'22E-
06
5'27E-
06
3'07E-
06
i '03E-
li
10 ЗДЗЕ-
13
7'98E-
08
i '4iE-
07
1'77E-
07
1'96E-
07
2'07E-
07
2'l 3E-
07
2'18E-
07 07
2'25E-
07
2'28E-
07
2'ЗЗЕ-
07
2'4oE-
07
2'5oE-
07
2'16E-
07
8'9i E-
i 5
Приведенные в таблицах 3 и 4 значения собственных чисел субполосных A и
субинтервальных G матриц, r  = 1,2,...Д6, также как и в предыдущих таблицах, показывают, что в
соответствующих подобластях пространственных частот субинтервальные матрицы имеют 
большее количество собственных чисел близких к единице по сравнению с субполосными 
матрицами. При этом количество близких к единице собственных чисел анализируемых матриц 
уменьшается с увеличением количества подобластей, на которые разбивается область 
пространственных частот. В тоже время количество близких к нулю собственных чисел возрастает 
с ростом количества подобластей.
В таблицах 5 и 6 для изображений размерности 64x64, 128x128, 256x256 и 512x512 
пикселей приведены значения количества собственных чисел, близких к 1 в смысле е- 
приближения:
Лк > 1 - г  ' к е  {1,2,...,N} > (16)
для различных разбиений области пространственных частот на равновеликие подобласти: 
R  = {4 ,8,16,32}.
В таблицах 5 и 6 приведены значения минимального и максимального количества 
собственных чисел близких к единице в смысле (16) среди всех подобластей при заданном 
разбиении на подобласти.
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Таблица 5 
Table 5
Количествособственных чисел, близких к 1 в смыслес-приближения (N=64 и N=128)
The eigenvalues am ount in terms o f с-approximation to 1 (N=64&N=128)
R1 s
Минимальное количество близких к 1 
собственных чисел
Максимальное количество близких к 1 
собственных чисел
Субполосные
матрицы
Субинтервальные
матрицы
Субполосные
матрицы
Субинтервальные
матрицы
N=64 N=128 N=64 N=128 N=64 N=128 N=64 N=128
4
10-2 12 26 12 28 12 28 14 30
10-3 10 24 12 28 12 28 14 30
10-4 8 22 10 26 10 26 14 28
10-5 6 20 10 24 10 26 12 28
10-6 4 18 8 24 8 24 12 28
10-7 4 18 8 22 8 22 12 26
8
10-2 4 12 6 12 6 12 6 14
10-3 2 10 4 12 4 12 6 14
10-4 2 8 4 10 4 10 6 14
10-5 0 6 2 10 2 10 4 12
10-6 0 4 2 8 2 8 4 12
10-7 0 4 2 8 2 8 4 12
16
-2О1 0 4 2 6 2 6 2 6
10-3 0 2 0 4 0 4 2 6
10-4 0 2 0 4 0 4 2 6
10-5 0 0 0 2 0 2 2 4
10-6 0 0 0 2 0 2 0 4
10-7 0 0 0 2 0 2 0 4
32
-2О1 0 0 0 2 0 2 0 2
10-3 0 0 0 0 0 0 0 2
10-4 0 0 0 0 0 0 0 2
10-5 0 0 0 0 0 0 0 2
10-6 0 0 0 0 0 0 0 0
10-7 0 0 0 0 0 0 0 0
Приведенные в таблице 5 данные показывают, что минимальное и максимальное 
количество собственных чисел как субполосных, так и субинтервальных матриц, близких к 1 в 
смысле s-приближения (16), при значении s порядка 10"2-10-з  различаются незначительно -  на 
2 собственных числа, а при значениях s порядка 10-4-10-7 анализируемые величины различаются 
на 4 собственных числа.
В таблице 6 для изображений размерности 256x256 и 512x512 пикселей приведены 
значения минимального и максимального количества близких к 1 в смысле s-приближения (16) 
собственных чисел субполосных и субинтервальных матриц для различных разбиений области 
пространственных частот на подобласти.
Таблица 6 
Table 6
Количество собственных чисел, близких к 1 в смысле с-приближения (N=256 и N=512)
The eigenvalues am ount in terms o f с-approximation to 1 (N=256& N=512)
R1 s Минимальное количество близких к 1 
собственных чисел
Максимальное количество близких к 1 
собственных чисел
Субполосные
матрицы
Субинте
матр
рвальные
рицы
Субполосные
матрицы
Субинтервальные
матрицы
N=256 N=512 N=256 N=512 N=256 N=512 N=256 N=512
4 10-2 58 122 60 124 60 124 62 126
10-3 56 118 58 122 58 122 62 124
10-4 54 116 58 120 58 120 60 124
10-5 50 114 56 120 56 120 60 124
10-6 48 110 54 118 54 118 60 122
10-7 46 108 54 116 54 116 58 122
8 10-2 26 58 28 60 28 60 30 62
10-3 24 56 28 58 28 58 30 62
10-4 22 52 26 58 26 58 28 60
10-5 20 50 24 56 24 56 28 60
10-6 18 48 24 54 24 54 28 58
10-7 18 46 22 54 22 54 26 58
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Окончание табл. 6
16 10"2 12 26 12 28 12 28 14 30
10-3 10 24 12 28 12 28 14 30
10-4 8 22 10 26 10 26 14 28
10-5 6 20 10 24 10 24 12 28
10"6 4 18 8 24 8 24 12 28
10-7 4 18 8 22 8 22 12 26
32 10-2 4 12 6 12 6 12 6 14
10"3 2 10 4 12 4 12 6 14
10-4 2 8 4 10 4 10 6 14
10-5 0 6 2 10 2 10 4 12
10"6 0 4 2 8 2 8 4 12
10-7 0 4 2 8 2 8 4 12
Приведенные в таблице 6 данные для N=256 и N=512 показывают, что минимальное и 
максимальное количество собственных чисел как субполосных, так и субинтервальных матриц, 
близких к 1 в смысле s-приближения (16), при значении s порядка 10-2 различаются 
незначительно -  на 2 собственных числа, а при значениях s порядка 10-3-10-7 анализируемые 
величины различаются на 6-8 собственных чисел.
Данные таблиц 5 и 6 для более детального анализа представлены на рисунках 1 и 2 в виде 
графиков зависимостей количества близких к 1 в смысле s -приближения собственных чисел 
субполосных и субинтервальных матриц от величины s.
На рис. 1 представлена зависимость от величины s минимального количества собственных 
чисел, близких к 1 в смысле s-приближения, субполосных и субинтервальных матриц.
Рис. 1. Зависимость минимального количества собственных чисел, близких к 1 в смысле s -приближения, 
субполосных и субинтервальных матриц от величины s: а) N=64, б) N=128, в) N=256, г) N=512 
Fig. 1. The dependence o f the minimum number o f eigenvalues amount in terms of s-approximation to 1 subband and 
subinterval matriceson the value o f s:a) N=64, b) N=128, c) N=256, d) N=512
в г
На графиках, приведенных на рисунке 1, наглядно видно, что различие в величине 
минимального количества собственных чисел, близких к 1 в смысле s-приближения, 
увеличивается с ростом значения s. При этом для субинтервальных матриц соответствующее 
количество собственных чисел субинтервальных матриц превышает соответствующее количество 
собственных чисел субполосных матриц.
На рис. 2 представлена зависимость от величины s максимального количества собственных 
чисел, близких к 1 в смысле s-приближения, субполосных и субинтервальных матриц.
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а
Максимальное количество близких к 1 собственны х чисел (N1=256)
б
Максимальное количество близких к 1 собственны х чисел (N1=512)
62
58
54
50
46
42
38
34
30
26
22
18
14
10
6
2
Субполосные матрицы 
R l= 4  
R l= 8  
- ж -  R l= 1 6  
— R l= 3 2
Субинтервальные матрицы
— •— R l=4  
— Rl=8 
— — Rl =16 
— ■— R l= 3 2
120
112
104
96
56
48
32
24
Щ 4i
Субполосные матрицы 
R l= 4  
R1=S 
- ж -  R l= 1 6
R l= 3 2
Субинтервальные матрицы 
— Ri =4 
— Rl=8 
—*— R l=16 
— R l=32
l :00E-02 L00E-03 L00E-04 L00E-05 L00E-06 LOOE-Q7
■—  -■--------a u  _— ■---------- ■
l :00E-02 L00E-03 l :00E-04 L00E-05 L00E-06 l :00E-07 £
Рис. 2. Зависимость максимального количества собственных чисел, близких к 1 в смысле s-приближения, 
субполосных и субинтервальных матриц от величины s: а) N=64, б) N=128, в) N=256, г) N=512 
Fig. 2.The dependence o f the maximum number o f eigenvalues amount in terms of s-approximation to 1 subband and 
subinterval matrices on the value o f s: a) N=64, b) N=128, c) N=256, d) N=512
в г
На графиках, приведенных на рисунке 2, видно, что различие в величине максимального 
количества собственных чисел, близких к 1 в смысле s-приближения, увеличивается с ростом значения 
s. При этом также как и в случае определения минимального количества собственных чисел для 
субинтервальных матриц соответствующее количество собственных чисел субинтервальных матриц 
превышает соответствующее количество собственных чисел субполосных матриц.
Таким образом, проведенные вычислительные эксперименты показывают, что с точки 
зрения количества собственных чисел, близких к 1 в смысле s-приближения, для субполосного 
скрытного внедрения данных в изображения предпочтительнее применять субинтервальные 
матрицы вида (13), что обеспечивает больший объем внедряемой информации.
Исследование выполнено при финансовой поддержке РФФИ в рамках 
научного проекта № 15-07-01570-а.
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