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Resumen 
La evolución incremental ha demostrado ser un mecanismo sumamente útil en el aprendizaje de  
secuencias de acciones complejas. Su funcionamiento se basa en la descomposición del problema 
original en etapas de complejidad creciente cuyo aprendizaje se realiza en forma secuencial 
comenzando por la etapa más simple e incrementando su generalidad y dificultad. 
El presente trabajo propone la aplicación de arreglos neuronales como un nuevo mecanismo para 
implementar evolución incremental.  Cada uno de estos arreglos está formado por varias redes 
neuronales, obtenidas a través de un proceso evolutivo, que les permite adquirir diferentes grados de 
especialización. Las redes neuronales que  constituyen un mismo arreglo se organizan de modo que, 
en cada evaluación, sólo una se haga cargo de la respuesta del mismo. 
La estrategia propuesta se aplica a los problemas de evasión de obstáculos y alcance de objetivos 
como forma de demostrar la capacidad de esta propuesta para la resolución de problemas 
complejos. Las mediciones realizadas muestran la superioridad de los arreglos neuronales 
evolutivos con respecto a los métodos neuroevolutivos tradicionales que manejan poblaciones de 
redes neuronales, en particular se ha utilizado SANE debido a su alto rendimiento. 
Finalmente se presentan las conclusiones y se plantean algunas líneas de trabajo futuras.  
 
Palabras claves: Redes Neuronales Evolutivas, Aprendizaje, Evolución incremental, Algoritmos 
Genéticos. 
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1. Introducion 
Las Redes Neuronales Evolutivas (RNE) son un caso particular de las redes neuronales artificiales 
(RNA) en las cuales la adaptación no sólo se debe al aprendizaje sino también a la evolución [15]. 
La evolución se ha utilizado en diversas formas para conseguir los pesos de conexión, el diseño de 
la arquitectura, el valor de los parámetros iniciales, las reglas de aprendizaje, etc. [16].   
La práctica habitual consiste en tomar el mejor individuo de la última generación desechando todas 
aquellas redes neuronales que posean un valor de aptitud  inferior. No obstante, desde el punto de 
vista biológico, la actividad cerebral no parece surgir de una única red neuronal. Estudios realizados 
en humanos por Jackson y Penfield, alrededor de 1950, revelaron la existencia de una notable 
localización funcional en la corteza cerebral. Más tarde, se reconocieron otros centros neuronales en 
el interior del cerebro relacionados con las emociones y la actividad intelectual [13]. Así, es posible 
que el cerebro esté compuesto por muchos sistemas diferentes paralelos y distribuidos, que llevan a 
cabo funciones bien definidas.  
Freeman y Skapura [4] argumentaron la necesidad de aprender a combinar RNAs pequeñas, 
poniéndolas bajo el control de otras redes para resolver el problema del escalado. Xin Yao y Yong 
Liu [14] estudiaron los beneficios de utilizar la población completa de redes neuronales obtenidas 
en la última generación, producto de un proceso evolucionario,  en lugar de únicamente la de mejor 
fitness. Más recientemente, Bruce y Miikkulainen [1], trabajando sobre el problema de 
reconocimiento de caracteres escritos a mano alzada, demostraron que todas las redes neuronales de 
una población, combinado con una técnica efectiva de especialización, pueden responder mejor de 
manera colectiva que cualquiera de ellas individualmente. 
Finalmente, Gómez y Miikkulainen han demostrado que la evolución incremental puede aplicarse 
satisfactoriamente en la resolución de problemas complejos [6]. 
2. Objetivo 
Relacionando las investigaciones mencionadas previamente, este artículo propone una nueva 
metodología para resolver problemas complejos basada en arreglos neuronales evolutivos. Durante 
la evolución, cada individuo de la población está formado por más de una red neuronal e intenta 
resolver el problema con la participación colectiva de sus miembros y alguna división funcional de 
la tarea. El aprendizaje se basa en una estrategia incremental que evalúa la población en varias 
etapas, sobre diferentes tareas de complejidad creciente, hasta alcanzar el comportamiento final 
deseado.  En la sección 3 se describe detalladamente el método propuesto. 
La evolución incremental es aplicable a problemas que puedan naturalmente descomponerse en una 
secuencia de tareas de complejidad creciente [6]. 
Problemas como la evasión de obstáculos y el alcance de objetivos representan un verdadero 
desafío para las soluciones evolutivas ya que el comportamiento a aprender varía según las 
características del entorno. Por tal motivo, ha sido seleccionado para medir los resultados de esta 
propuesta.  
3. Arreglos Neuronales Evolutivos (ANE) 
ANE simula la comprobada localización funcional del cerebro donde se aprecian distintos circuitos 
neuronales relacionados con funciones cognoscitivas, sensoriales y motoras concretas. Para ello se 
evoluciona una población de arreglos de redes neuronales artificiales. Las redes integrantes de un 
arreglo aprenden a especializarse en distintos aspectos de un problema y a delegar en sus 
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compañeras cuestiones ajenas a su incumbencia. Así, de su accionar coordinado dentro del arreglo, 
surge la resolución de un problema complejo en forma más eficiente.  
3.1 Organización interna de los Arreglos neuronales  
Un arreglo neuronal es una n-upla de redes neuronales de la forma G=(rn1,rn2,..rnn). Se define la 
noción de arreglo vacío como aquel que no contiene elemento y se denota ( ). También se define el 
operador ins que inserta una red neuronal como primer  elemento de un arreglo neuronal y se 
denota con el signo “:” 
rn : ( ) = (rn)  rn : ( rn1,rn2, ... ,rnk ) = (rn ,rn1,rn2, ... ,rnk ) 
Un arreglo neuronal acepta una entrada de datos, se evalúa y produce la salida correspondiente. Las 
redes neuronales que lo constituyen se organizan para que en cada evaluación sólo una se haga 
cargo de la respuesta. Para ello, se evalúan secuencialmente de acuerdo a su posición en el arreglo, 
de izquierda a derecha, con la misma entrada de datos, hasta hallar aquella que producirá la salida. 
La razón de este orden de evaluación se expone más adelante pues surge de los detalles de la 
estrategia de evolución incremental implementada. 
Las redes del arreglo cuentan con una neurona de salida extra a la cantidad definida por el problema 
a resolver que le permite indicar si dará la respuesta en nombre del arreglo o no. Esta neurona 
produce, para cada entrada de datos, un número real del intervalo [0..1]. Una estrategia sencilla para 
la selección de la red que producirá la respuesta a una entrada de datos dada, aunque pueden 
implementarse otras, es evaluar las mismas en el orden prefijado hasta hallar una red cuya salida 
extra sea mayor que 0.5. La última red de la secuencia de evaluación puede prescindir de la neurona 
extra de salida ya que si es elegida deberá brindar la respuesta de todos modos. 
3.2 Aprendizaje incremental en los arreglos neuronales 
La evolución incremental es un mecanismo muy útil para el aprendizaje de comportamientos 
complejos. Su funcionamiento se basa en la descomposición del problema original en subproblemas 
de la siguiente forma: Sea O  el objetivo final que se desea alcanzar, debe definirse previamente una 
serie de subobjetivos más simples de complejidad creciente O1, O2, ..., On de forma que O1, O2, ..., 
On = O. Es decir que, el proceso evolutivo se encuentra dividido en tantas etapas como subobjetivos 
se hayan definido (Figura 1). 
 
Figura 1 
La evolución incremental sobre una población de arreglos neuronales utiliza un mecanismo que 
inserta en los arreglos una nueva red neuronal al mismo tiempo que la evolución avanza hacia el 
próximo subobjetivo. 
En la etapa Ei, la población conformada por arreglos de exactamente i redes neuronales, evoluciona 
hacia el subobjetivo Oi. De esta forma, la evolución comienza con una población de arreglos de 
dimensión 1. Finalizada una etapa, se guarda el mejor arreglo conseguido y comienza la siguiente 
etapa hacia el próximo subobjetivo con la inicialización de una nueva población donde cada 
cromosoma codifica una red neuronal. Los fenotipos a evaluar (arreglos neuronales) se crean 
decodificando la red neuronal del cromosoma e insertándola como primer elemento del arreglo 
salvado en la etapa previa. En cualquiera de las etapas, el fenotipo asociado a cada cromosoma de la 
población no es una red neuronal sino un arreglo de ellas codificado parcialmente. 
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Durante la evaluación necesaria para la asignación del fitness, los datos de entrada se presentan a la 
primera red de cada arreglo, que es la única integrante sometida a evolución en esa etapa. Esta 
decide, por medio de la neurona extra de salida, responder por sí misma o delegar la tarea a la 
conformación anterior del arreglo,  pasando el control a la segunda red neuronal. Así, las redes del 
arreglo se evalúan de izquierda a derecha pues este ordenamiento representa el orden inverso de 
inserción de las mismas en cada una de las etapas. 
Obsérvese que de esta manera, en la etapa Ei del proceso evolutivo, la red sometida a evolución que 
se inserta en un arreglo capaz de alcanzar el subobjetivo Oi-1, debe aprender a delegar la 
funcionalidad necesaria para alcanzarlo (utilizando la neurona de salida extra) y a resolver por sí 
misma las circunstancias para superarlo hasta alcanzar Oi. 
3.3 Algoritmo evolutivo utilizado 
En un problema O compuesto por una serie de N subobjetivos más simples de complejidad 
creciente de la forma: O1, O2, ... On = O el algoritmo utilizado para evolucionar arreglos  neuronales 
es el siguiente: 
A=( )  //arreglo vacío 
Para cada etapa Ei , con i=1,…,n 
generar aletoriamente una población P de redes neuronales P={ rn1, rn2, ... ,rnk } 
construir la población de arreglos neuronales PA={ rn1 :A, rn2 :A, ... ,rnk :A } 
evaluar cada arreglo neuronal de PA asignando el fitness a los individuos de P (*) 
Mientras no se alcance el objetivo Oi 
P = próxima_generación(P) (**)  
construir la población de arreglos neuronales PA={ rn1 :A, rn2 :A, ... ,rnk :A } 
evaluar cada arreglo neuronal de PA asignando el fitness a los individuos de P 
Fin Mientras 
A=mejor arreglo neuronal obtenido durante la etapa Ei 
Fin Para 
donde k y n son parámetros. 
 
(*) El valor de fitness asignado a cada red neuronal rni de P es aquel obtenido por el arreglo del cual 
constituye el primer elemento. 
(**) ANE no asume ningún algoritmo evolucionario específico para conseguir la próxima 
generación en la población P de redes neuronales. Puede utilizarse un algoritmo genético simple 
como el presentado por Goldberg [5] u otros más sofisticados. Suele ser conveniente utilizar 
estrategias neuroevolutivas, especialmente diseñadas para aplicarse a redes neuronales, como SANE 
[9][10][11] o ESP [6][7][8][12] que han demostrado superar a los algoritmos tradicionales. La 
codificación genética adoptada, los operadores genéticos utilizados y los mecanismos de selección, 
reproducción y reemplazo, dependerán del algoritmo elegido. Tampoco se asume ninguna 
restricción sobre los parámetros de la red sometidos a evolución (pesos de conexión, arquitectura, 
función de transferencia, etc.). Puede hallarse un conjunto de variantes en [16] donde se citan varias 
investigaciones en neuroevolución incluyendo hibridaciones con algoritmos de aprendizaje 
tradicionales. 
4. Evasión de obstáculos y alcance de objetivos 
Se pretende conseguir comportamiento inteligente en un agente que se mueve libremente en dos 
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dimensiones dentro de los confines de un entorno virtual, de forma rectangular, cuyos límites no 
puede sobrepasar. Objetos como obstáculos, que deberá aprender a evitar, y objetivos móviles o 
estáticos, a los que deberá alcanzar, interactúan con él en este ambiente virtual.  
Un arreglo neuronal controla los movimientos del agente en un intervalo temporal simulado por la 
sucesión de n instantes discretos de tiempo (pasos de simulación). En cada instante el arreglo es 
estimulado por un conjunto de señales de entrada. La salida está conformada por un par ordenado 
(∆x, ∆y) que determina el desplazamiento que realiza el agente sobre la superficie. No obstante, los 
obstáculos presentes y los límites del entorno pueden impedir que el movimiento se lleve acabo. 
4.1 Agente 
Cada agente posee 13 sensores y un reloj interno que trabajan de la siguiente forma (Figura 2):  
• 8 sensores, distribuidos uniformemente a su alrededor, capaces de detectar objetivos sin 
importar la distancia a la cual se encuentren.  
• 4 sensores que le permiten detectar obstáculos, sólo a corta distancia, en cuatro posibles 
direcciones (N, S, E y O).  
• 1 sensor que indica si hubo colisión en cualquier punto de la circunferencia del agente . 
• un reloj interno que posibilita algún cambio de conducta en función del tiempo transcurrido 
aún cuando los estímulos externos no varíen.  
 
Figura 2 
Los sensores de objetivos proporcionan tres valores posibles (0; 1 ó 5) indicando respectivamente 
ausencia, presencia detrás de algún obstáculo, o visualización directa de un objetivo. Los detectores 
de obstáculos pueden considerarse como prolongaciones sensibles al tacto orientadas en los cuatro 
puntos cardinales y al igual que el sensor de colisión comunican dos valores 1 ó 0 (presencia o no 
de estímulo). El  valor de reloj pertenece al intervalo real (0,1] y constituye una apreciación del 
tiempo de simulación, así para el paso corriente p de una simulación de n pasos, T = p/n. 
4.2 Asignación de fitness 
El problema de evasión de obstáculos y alcance de objetivos pertenece a una clase genérica de 
problemas denominada Sequential decision tasks. Su característica principal es la dificultad para 
asignar con precisión la bondad de una acción tomada, siendo necesaria una secuencia de decisiones 
antes de poder medir cuál ha sido el efecto de cualquiera de ellas. Juegos como el ajedrez y damas, 
entre otros, caen dentro de esta categoría. Como ejemplos del mundo real pueden mencionarse: el 
enrutado de información en los routers de la Internet, el control de flujo químico en un reactor 
químico, el control de tráfico aéreo, etc. En todos estos casos, el efecto de una decisión simple se 
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evidencia transcurrido un lapso de tiempo, y aún así, frecuentemente es difícil establecer cuáles 
decisiones fueron las responsables, y en qué medida, de lo acontecido [10]. 
Se ha enmarcado a la evasión de obstáculos y alcance de objetivos dentro de este tipo de problemas 
y por lo tanto, no se hace ninguna valoración de aptitud hasta que no haya concluido la simulación 
utilizada para evaluar cada individuo de la población. 
Una vez finalizada la simulación, se calcula el fitness del arreglo neuronal que controla al agente de 
la siguiente manera: Sea f(a) el valor de aptitud asignado al agente a. Si el objetivo no fue 
alcanzado, f(a) tomará un valor del intervalo [0,100) calculado proporcionalmente al camino 
recorrido hacia el objetivo. Por el contrario, si el objetivo es alcanzado, f(a) pertenecerá al intervalo 
[100,150). Si p es el número de pasos utilizados para alcanzar el objetivo, y P el número total de 
pasos de la simulación entonces el fitness se calcula como f(a)=100+50(P-p)/P. De esta forma se 
obtiene un valor entre 100 y 150 proporcional a la velocidad con que se ha alcanzado el objetivo. 
5. ANE aplicado a evasión de obstáculos y alcance de objetivos 
El método ANE ha sido testeado sobre la evasión de obstáculos y alcance de objetivos estáticos o 
móviles (captura de presa) que representan problemas de control de procesos dificiles de 
evolucionar. Además, plantean los inconvenientes propios de los problemas del tipo Sequential 
decision tasks, por lo que resulta interesante resolverlos. 
5.1 Detalles de implementación 
Se ha implementado ANE dividiendo el proceso evolutivo en la menor cantidad de etapas posibles. 
Si bien dicho número depende de la complejidad del escenario propuesto, las pruebas realizadas 
demuestran que con tres etapas pueden alcanzarse resultados satisfactorios en situaciones  
complejas.  
Cada una de estas etapas posee una longitud fija expresada en cantidad de generaciones. El objetivo 
final es controlar a los agentes para que, partiendo desde un origen determinado, alcancen su 
destino en la menor cantidad de pasos de simulación posible. Se considera como destino algún lugar 
geográfico fijo o algún blanco en movimiento.  
A modo de ejemplo, la figura 3 muestra un escenario con dos etapas. La ubicación del subobjetivo 
O1 se determina de manera de reducir la complejidad de la travesía que deben realizar los agentes 
hacia su destino.  Su función es controlarlos para que, partiendo desde algún lugar intermedio del 
camino entre origen y destino, alcancen este último en el menor tiempo posible, o al menos se 
aproximen lo suficiente una vez finalizada la cantidad de generaciones permitidas para la etapa E1 
(figura 3). 
Así se espera que en la segunda etapa los arreglos de la forma (rn1,rn2) sean capaces de utilizar rn1 
para conducir al agente a las cercanías del punto de partida de la etapa anterior, desde donde podría 
tomar el control rn2 especializada en el recorrido desde allí hasta el destino final. Cabe aclarar que 
los agentes no poseen información alguna sobre el sitio desde donde partieron en la etapa 1. La 
organización en la delegación de control queda determinada en función del valor de la tercera 
neurona de salida de rn1 que depende únicamente de los valores de entrada que el agente sensa en 
cada paso de simulación. 
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Figura 3 
En la presente implementación del método ANE, se ha impuesto la siguiente restricción temporal al 
cambio de control: una vez que rn1 delega la tarea a rn2, lo hace hasta que haya alguna colisión o 
finalice la simulación. Si ocurre una colisión, rn1 vuelve a tomar intervención en la decisión de 
control optando por responder por sí misma o volviendo a transferir la responsabilidad a rn2.  
Esta restricción responde a la necesidad de frenar el cambio repetitivo de control que suele producir 
movimientos cíclicos indeseables en los agentes y está relacionada con la implementación particular 
que se hizo sobre los problemas de evasión de obstáculos y alcance de objetivo. 
5.2 Arquitectura y codificación genética de las redes neuronales artificiales 
Para la conformación de los arreglos se utilizan redes recurrentes con esquema de conexión libre, 
con término de tendencia y evolución de función de transferencia pudiendo cada nodo poseer una 
de entre cuatro sigmoides distintas: f1(x)=1/(1+exp(-0.5x)), f2(x)=1/(1+exp(-x)), f3(x)=1/(1+exp(-
1.5x)), f4(x)=1/(1+exp(-2x)). Este tipo de redes ha mostrado un mejor rendimiento que las 
feedforward al ser aplicadas a los problemas de evasión de obstáculos y alcance de objetivos, 
permitiendo obtener mejores individuos en menos generaciones [2]. 
Para obtener la siguiente generación en la población de redes neuronales, conformada por las redes 
que ocupan la primera posición en los arreglos neuronales, se extendió el método SANE para 
soportar las arquitecturas mencionadas. Puede consultarse [10] para una explicación detallada de 
SANE. 
5.2.1. Extensiones realizadas a SANE: 
En las soluciones convencionales que evolucionan Redes Neuronales, cada individuo de la 
población representa una red neuronal completa. Esto no ocurre en SANE donde cada individuo es 
sólo una neurona de la red y deben ser combinados para expresar la solución buscada. Por esto, 
SANE utiliza dos poblaciones, una población de neuronas y otra de “blueprints” que representan las 
redes neuronales a analizar. 
Cambiando la codificación genética en la población de neuronas se extiende SANE para soportar 
redes con término de tendencia y evolución de función de transferencia. Se antepone a la secuencia 
de conexiones que definen una neurona los campos correspondientes al tipo de sigmoide TS y el 
peso de la conexión de tendencia p0 (Figura 4). 
Para soportar redes neuronales recurrentes con esquema libre de conexión se codifican en los 
blueprints tanto las neuronas ocultas como las de salida. (Figura 5). 
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Figura 4 
 
Figura 5 
La interpretación de los pares (e , p) que codifican una conexión entre neuronas, se realiza de la 
siguiente forma: Numerando todas las neuronas a partir de cero, colocando primero las de entrada, 
luego las ocultas y por último las neuronas de salida, el campo e se interpreta de la siguiente 
manera: 
Sean nE, nO y nS el número de neuronas de entrada, ocultas y de salida respectivamente, y sea D el 
valor decimal del campo e: 
Si D > 127 ! conexión de peso p hacia la neurona numerada (D mod (nO +nS))+ nE 
Si D <=127 ! conexión de peso p desde la neurona de entrada (D mod nE) 
6. Resultados obtenidos 
El rendimiento de ANE fue medido y comparado con SANE extendido, sobre diversos escenarios 
de distintas complejidades (figura 6). En todos los casos se utilizaron dos y tres etapas.  
 
Figura 6 
De acuerdo con los autores de SANE [9][10][11], este método ha demostrado las ventajas de la 
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coevolución cooperativa en la búsqueda de soluciones a problemas de control, evidenciándose 
superior a las estrategias tradicionales que codifican, en un solo cromosoma, una red neuronal 
completa. Por ello se ha elegido como referente comparativo. Por otro lado, en [3] se ha 
comprobado que la extensión de dicho método propuesta en 5.2.1 posee un desempeño aun mejor. 
El escenario C resulta especialmente difícil de sortear para los agentes debido a su limitada “visión” 
de los obstáculos. Obsérvese que existen posiciones donde la información sensada desde el exterior 
es la misma y sin embargo el movimiento que deben realizar es  totalmente distinto (figura 7) 
 
Figura 7 
Se han realizado 30 evoluciones sobre cada escenario para cada método neuroevolutivo. De esta 
forma, es posible obtener un promedio aceptable del mejor fitness conseguido, en cada generación 
de la evolución, para cada método. 
La cantidad de evoluciones exitosas, de entre las 30 realizadas, donde se alcanza efectivamente el 
objetivo, también es un dato importante que caracteriza el rendimiento de los métodos testeados. 
Con este último, es posible estimar la probabilidad de éxito al correr una evolución utilizando 
SANE extendido o ANE. 
En todas las pruebas realizadas se evolucionaron redes recurrentes con 14 neuronas de entrada, 2 de 
salida, 6 neuronas ocultas, conexión de tendencia y evolución de función de transferencia. Se 
utilizaron poblaciones de 80 agentes (80 blueprints) y 640 neuronas. Se codificaron el tipo de 
sigmoide (2 bits), el peso de la conexión de tendencia (16 bits) y 18 conexiones por neurona. Cada 
conexión se codificó con 8 bits para la etiqueta y 16 bits para el peso. Las evoluciones se 
prolongaron por 75 generaciones. 
Analizando los resultados obtenidos, ANE ha mostrado ser  superior a SANE extendido en todos los 
escenarios testeados. Sólo en el escenario A, de baja complejidad, puede decirse que SANE 
extendido alcanza el rendimiento de ANE en las últimas generaciones de la evolución. A medida 
que aumenta la complejidad del problema a resolver (escenarios B, C, D y E), crece la brecha de 
rendimiento que los separa. Este hecho muestra la importancia de aplicar ANE, basado en  una 
estrategia de neuroevolución incremental, para la resolución de tareas complejas (ver figuras 
9,11,13,15 y 17).  
Los datos recolectados acerca de la cantidad de evoluciones exitosas (en la que el objetivo es 
efectivamente alcanzado) sobre las 30 realizadas, también favorecen ampliamente al método ANE 
mostrando una relación similar a la del fitness promedio (ver figuras 8,10,12,14 y 16). Esto implica 
que existe mayor probabilidad de alcanzar el objetivo por medio de una evolución de arreglos 
neuronales que por medio de SANE extendido. 
Con respecto a la cantidad de etapas utilizadas en cada caso, se observa que a medida que crece la 
complejidad del escenario, el uso de tres etapas ofrece mejores resultados que el uso de dos. Esto se 
aprecia claramente en los escenarios C, D y E (figuras 12,13,14,15,16 y 17) donde si bien el fitness 
promedio es similar, con tres etapas se obtiene un mayor número de éxitos que con dos. Cabe aclara 
que estos últimos dos escenarios no han podido ser resueltos con una única red neuronal.  
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Figura 17 
Durante la aplicación de ANE a los problemas de alcance de objetivos y captura de presa se ha 
observado, en reiteradas oportunidades, que poseen capacidad de corregir los efectos de una etapa 
previa deficiente. En esta dirección se ha trabajado sobre los escenarios D y E aplicando ANE con 
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dos y tres etapas. La tabla 1 resume los resultados obtenidos. Como puede observarse, pese a la 
degradación que se produce por etapas iniciales deficientes ANE aun puede resolver el problema 
planteado.  
Porcentaje de éxitos obtenidos 
durante 30 evoluciones 
Cant. de 
etapas 
Evolución realizada sobre cada 
etapa 
Escenario D Escenario E 
Se completaron las generaciones 
especificadas. 
23,33% 43,30% 
2 
1 (no se alcanzó O1) 16.66% 40% 
Se completaron las generaciones 
especificadas. 
46,66% 56,66% 
1 (no se alcanzó O1) 33,33% 40% 
2 (no se alcanzó O2) 30% 23,33% 
3 
1 y 2 (no se alcanzaron ni O1 ni O2) 26,66% 20% 
Tabla 1 
7. Conclusiones y líneas de trabajo futuras 
Se ha presentado un nuevo método para implementar evolución incremental basado en arreglos 
neuronales evolutivos (ANE).  
Los resultados obtenidos aplicando ANE en la resolución de los problemas de alcance de objetivos 
y evasión de obstáculos han sido superiores a los logrados utilizando SANE extendido. Esto último 
indica claramente la utilidad de este nuevo método ya que la representación aplicada en ANE se 
basa en una extensión del método de Moriarty. 
Aun queda pendiente la comparación de los ANE con otras soluciones existentes basadas en 
evolución incremental como por ejemplo [6]. Esto se debe a que el problema resuelto por Gómez no 
brinda la posibilidad de alcanzar objetivos conjuntamente con la evasión de obstáculos, y por lo 
tanto es necesario realizar algunas modificaciones a fin de efectuar las mediciones 
correspondientes.  
Por último, una de las grandes deficiencias de la evolución incremental es la necesidad de establecer 
a priori los subobjetivos necesarios para resolver el problema. Por este motivo, resulta de 
fundamental interés analizar la posibilidad de segmentar estas etapas de la manera más automática 
posible.  
Toda la documentación de este trabajo junto con el ambiente desarrollado ad-hoc para realizar la 
simulación y medidas aquí mencionadas, se encuentran disponibles en el LIDI (Laboratorio de 
Investigación y Desarrollo en Informática). 
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