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Abstract
In this thesis we study asymptotic behavior of projective embeddings
of abelian varieties and their amoebas. The projective embeddings are
given by theta functions. It is known that a Lagrangian fibration of the
abelian variety determines a basis of theta functions. After reviewing the
relation from the viewpoint of geometric quantization and mirror symme-
try, we prove that the Lagrangian fibration of the abelian variety can be
approximated by the moment maps of natural torus action in a suitable
sense. In the final section we discuss a part of the result in more general
setting.
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1 Introduction
The purpose of this thesis is to discuss some relations between theta functions
and Lagrangian fibrations of abelian varieties.
Lagrangian fibration is a map (M,ω) → B from a symplectic manifold
such that each (smooth) fiber is a Lagrangian submanifold. Lagrangian fibra-
tions appear in several areas of mathematics and mathematical physics such as
completely integrable systems (classical mechanics), geometric quantization and
mirror symmetry. In particular, the picture of mirror symmetry via special La-
grangian fibrations proposed by Strominger-Yau-Zaslow [39] has attracted much
attention and a lot of works relating to this program have been carried on (e.g.
[12, 13], [18], [35, 36, 37]).
However, little is known about (special) Lagrangian submanifolds and fibra-
tions at the moment. In general, it is more difficult to deal with submanifolds
compared to functions or connections. In the case of (special) Lagrangian fi-
brations, the main difficulties seems to be the following two points. The first
one is the fact that general Lagrangian fibrations have singular fibers. Singu-
larities appearing in Lagrangian fibrations are not completely understood yet.
The other one concerns the case of special Lagrangian fibrations. To define the
special Lagrangian submanifolds, we need a Ricci-flat metric. Ricci-flat metrics
are difficult objects to analyze.
The cases of Abelian varieties and toric varieties are typical examples of
Lagrangian fibrations which are well understood. Mirror symmetry via special
Lagrangian fibrations works well for abelian varieties and theta functions play
an important role in the theory([34], [11]).
Theta functions, or more generally holomorphic sections of ample line bun-
dles L on a smooth projective variety X , are the other main characters in this
paper. Of course, the space H0(X,Lk) of holomorphic sections does not have
natural basis in general. However, some projective varieties have natural basis.
For example, in the case of toric varieties, monomials are natural basis of holo-
morphic sections. Also in the case of abelian varieties, there are natural basis
of theta functions(one can find such basis in the Mumford’s book [29]). We
can think that such basis are determined by Lagrangian fibrations by using the
notion of geometric quantization (the case of abelian varieties is discussed in [9],
[42], [44] and other cases are, for example, in [1], [4], [15], [16], [20]). The case
of abelian varieties can be also interpreted as a special case of mirror symmetry.
Note that, for large k, each basis of H0(X,Lk) defines an embedding into
the projective space CPNk = PH0(X,Lk)∗:
ιk : X →֒ CPNk , z 7→ (s0(z) : · · · : sNk(z))
We see the relation between Lagrangian fibration of X and projective embed-
dings defined by the basis corresponding to the Lagrangian fibration. Namely,
we compare the Lagrangian fibration with the standard one of projective spaces
(i.e. the moment maps of natural torus actions)
µk : CP
Nk −→ RNk = LieTNk .
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We denote the restriction of the moment map to X by
πk = µk ◦ ιk : X −→ Bk ,
where Bk is the image of X under the moment map.
The simplest example is the case of toric varieties. If we take monomials as
a basis of H0(X,Lk), the corresponding embeddings are torus equivariant. This
means that πk : X → Bk coincides with the moment map of X .
The main theorem of this paper deal with the case of abelian varieties. In
this case, the situation is not so trivial. The rough statement is the following.
Theorem 1.1. Let X be an abelian variety. We consider projective embeddings
oof X by using theta functions determined by a Lagrangian fibration of X. Then
the sequence {πk : X → Bk} converges to the original Lagrangian fibration as
k →∞ in the “Gromov-Hausdorff topology”.
The precise statement is given in Section 6.
This theorem is closely related to the theory of approximation of Ka¨hler
metrics by Fubini-Study metrics. Tian [40] and Zelditch [46] proved that every
Ka¨hler metric in a fixed Ka¨hler class c1(L) can be approximated by restrictions
of (normalized) Fubini-Study metrics
ωk =
1
k
ι∗kωFS
on CPNk = PH0(X,Lk)∗ for large k by choosing appropriate embeddings.
There is another theory on this subject and it is related to the notion of
stability in the sense of geometric invariant theory. This is a possible approach
to prove “Hitchin-Kobayashi correspondence for manifolds” which claims the
equivalence of stability of a projective variety and the existence of special Ka¨hler
metrics such as Ka¨hler metric of constant scalar curvature. In this approach,
we relate the choice of projective embeddings with the stability condition and
study the asymptotic behavior of the restrictions of Fubini-Study metrics. In
particular, this theory could be effective for the the study of Ricci-flat metrics.
The projective embeddings defined by theta functions give examples of both
of the above theories. The main theorem can be regarded as a prototype of
approximations of Ka¨hler metrics and Lagrangian fibrations at the same time.
Our method might be useful for the study of special Lagrangian fibrations.
This paper is organized as follows. In Section 2, we recall basic facts on
symplectic geometry used in this paper. In Section 3, we review the theory of
geometric quantization, especially, the part related to Lagrangian fibration in
detail. Section 4 is devoted to a brief summary of mirror symmetry for abelian
varieties via special Lagrangian fibrations. We recall the theorem of Tian and
Zelditch stated above in Section 5. In this section, we also recall the relation
between projective embeddings, stability of polarized manifolds and canonical
metrics. The precise statement and proof of the main theorem is given in Section
6. Finally we discuss a generalization of the above result in Section 7.
4
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2 Basic facts on symplectic geometry
In this section, we summarize basic facts on symplectic geometry which we need
later.
2.1 Symplectic manifolds and automorphisms
Definition 2.1. Let M be a smooth manifold of dimension 2n. A symplectic
structure ω onM is a non-degenerate closed 2-form onM . A symplectic manifold
is a pair (M,ω) of smooth manifold and symplectic structure on it.
We denote the group of diffeomorphisms of M by Diff(M). Its Lie algebra
LieDiff(M) is identified formally with the Lie algebra X (M) of vector fields on
M . By using the symplectic structure ω, we can identify X (M) with the space
of 1-forms on M :
X (M) −→ Ω1(M) , ξ 7−→ iξω .
Let Symp(M,ω) ⊂ Diff(M) be the subgroup of diffeomorphisms which pre-
serve the symplectic structure ω. Diffeomorphisms in Symp(M,ω) are called
symplectomorphisms.
Proposition 2.2. Under the above identification, the Lie algebra of Symp(M,ω)
corresponds to the space Z1(M) of closed 1-forms.
This proposition follows from dω = 0 and the following formula
Lξω = iξdω + d(iξω) ,
where Lξ is the Lie derivative.
Definition 2.3. For a smooth function f ∈ C∞(M), its Hamilton vector field
ξf is defined by
iξfω = df .
A Hamilton diffeomorphism is a diffeomorphism generated by Hamilton vector
fields. We denote the group of Hamilton diffeomorphisms by Ham (M,ω).
From the definition, the Lie algebra of Ham (M,ω) is identified with the
space B1(M) of exact 1-forms. In particular, every Hamilton diffeomorphism
preserves ω.
Proposition 2.4. Assume that ω represents an integral cohomology class:
[ω] ∈ H2(M,Z) .
Then there exists a Hermitian line bundle L→M with a unitary connection ∇
such that c1(L,∇) = ω.
Such (L,∇) is called a prequantum bundle of (M,ω). This is a fundamental
ingredient in geometric quantization.
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Proof. Let A (resp. A∗) be the sheaf of smooth functions (resp. non-zero
smooth functions) and consider the following exact sequence:
0 −−−−→ Z −−−−→ A exp(2pi
√−1·)−−−−−−−−→ A∗ −−−−→ 0 .
Recall that H1(M,A∗) parameterizes the isomorphism classes of smooth com-
plex line bundles onM . Since A is a fine sheaf, the long exact sequence becomes
. . . −→ H1(M,A) −→ H1(M,A∗) c1−→ H2(M,Z) −→ 0 .
This implies that there exists a line bundle L→M such that c1(L) = [ω].
Now we take an arbitrary Hermitian metric and a unitary connection ∇′ on
L. Note that its curvature ω′ represents c1(L). There exists a smooth 1-form α
such that
ω = ω′ + dα .
Then ∇ = ∇′ − 2π√−1α gives a unitary connection such that its curvature
coincides ω.
We consider the automorphism group G of a prequantum bundle (L,∇) →
(M,ω). G consists of isomorphisms
L
Fˆ−→ L
↓ ↓
M
F−→ M
such that Fˆ preserves the Hermitian metric and the connection ∇ of L (hence
F preserves ω).
Proposition 2.5. The Lie algebra of G is formally identified with the space of
smooth functions C∞(M) on M , here the Lie algebra structure of C∞(M) is
given by the Poisson bracket.
We can see this as follows. Consider the natural projection
G −→ Symp (M,ω) , (Fˆ , F ) 7−→ F
and denote its image by G0. The kernel consists of automorphisms which pre-
serve the base space. It is easy to see that this is isomorphic to S1. Then we
have the following exact sequence:
1 −−−−→ S1 −−−−→ G −−−−→ G0 −−−−→ 1 .
Proposition 2.5 is a consequence of the fact that G0 ∼= Ham(M,ω). In fact, the
corresponding exact sequence of Lie algebras is given by
0 −−−−→ R −−−−→ LieG −−−−→ dC∞(M) −−−−→ 0 .
Let Γ(L) = Γ(M,L) be the space of smooth sections of L. Then, for each
f ∈ C∞(M) ∼= LieG, its action fˆ : Γ(L)→ Γ(L) is given by
fˆ(s) = ∇ξf s−
√−1fs . (1)
7
2.2 Action-angle coordinate
In this and the next subsection, we recall basic properties of Lagrangian fibra-
tions.
Definition 2.6. A submanifold S ⊂M is called a Lagrangian submanifold if it
satisfies ω|S = 0 and dimS = 12 dimM .
We call a fibration π : M → B a Lagrangian fibration if general fibers are
Lagrangian.
Remark 2.7. It is natural to allow Lagrangian fibrations to have degenerate
fibers. However we do not care about singular fibers in this section.
Example 2.8. Let B be an n-dimensional manifold and T ∗B its cotangent
bundle. Then the natural projection T ∗B → B is a Lagrangian fibration with
respect to the standard symplectic structure ω0 on T
∗B.
Now we recall the notion of moment maps.
Definition 2.9. Let G be a Lie group acting on a symplectic manifold (M,ω)
as symplectomophisms. A moment map
µ : M −→ g∗ = (LieG)∗
is a G-equivariant map satisfying
d〈µ, ξ〉 = iξω
for ξ ∈ g, where 〈 , 〉 is the natural pairing and we identified ξ ∈ g with the
vector field on M defined by its action.
Remark that moment maps
µ :M −→ t∗ ∼= Rn
of T n-action (n = 12 dimM) are Lagrangian fibrations (with degenerate fibers
in general).
Proposition 2.10. Let π : (M,ω)→ B be a Lagrangian fibration.
1. Every smooth fiber has a natural affine structure. In particular, compact
fiber is a torus T n.
2. Assume that π−1(b0) is smooth and compact. Then there exist a neighbor-
hood U ⊂ B of b0 and local coordinates (x1, . . . , xn) of U and (y1, . . . , yn)
of T n such that
(a) (x1, . . . , xn, y1, . . . , yn) is a coordinate of π−1(U) ∼= U × T n with
ω =
∑
dxi ∧ dyi, and
(b) there exists a T n-action on π−1(U) such that
(x1, . . . , xn) : π−1(U)→ Rn
gives its moment map.
Such coordinates (x1, . . . , xn, y1, . . . , yn) are called action-angle coordinates.
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Outline of the proof. 1. Let U be a neighborhood of b0 ∈ B. We may assume
that U ⊂ Rn is a small ball. Denote the coordinate of Rn by (x˜1, . . . , x˜n) and
set fi = x˜
i ◦ π : π−1(U)→ R.
Claim. {fi, fj} = 0 for each i, j = 1 . . . , n.
Proof. Since fi is constant along fibers,
0 = ξfi = dfi(ξ) = ω(ξfi , ξ)
for each ξ ∈ T (π−1(b)). In particular, ξfi ∈ T (π−1(b)) and
0 = ω(ξfi , ξfj ) = {fi, fj} .
Note that ξf1 , . . . , ξfn are linearly independent. Furthermore, we have
[ξfi , ξfj ] = ξ{fi,fj} = 0
from the above claim. Then ξf1 , . . . , ξfn generates an R
n-action on π−1(U) and
each fiber π−1(b) is preserved by this action. In particular, if fibers are compact,
we have π−1(b) ∼= T n.
2. Here we only recall the construction of action-angle coordinates (x1, . . . , xn, y1, . . . , yn).
Since U is contractible, the inclusion ι : π−1(b0) →֒ π−1(U) induces an isomor-
phism
ι∗ : H2(π−1(U),R) ∼−→ H2(π−1(b0),R) .
Because π−1(b0) is Lagrangian, we have
ι∗[ω] =
[
ω|pi−1(b0)
]
= 0 .
This implies that there exists a 1-form θ on π−1(U) such that dθ = ω. We choose
generators γbi of H1(π
−1(b),Z), i = 1, . . . , n, so that they depend smoothly on
b ∈ U and set
xi(b) =
1
2π
∫
γbi
θ .
Note that xi(b) depends only on the homology classes
[
γb0i
] ∈ H1(π−1(b0),Z).
Then we can show that (x1, . . . , xn) defines a coordinate around b0. More-
over, exp(ξxi)(x) = x for x ∈ π−1(U). In other words, exp(tξxi) has period
1.
Fix a Lagrangian section λ : U → π−1(U) and define a map
ψ : T ∗U → π−1(U)
by ψ(df(b)) = exp(ξf ) · λ(b). We define the coordinate of exp(ξ∑ yiξxi ) · λ by
(y1, . . . , yn). Note that the zero section of T ∗U corresponds to λ. Then the
coordinate (y1, . . . , yn) has period 1.
Remark 2.11. If there exists a quantum line bundle (L,∇), we can take θ to
be a connection 1-form of ∇. In this case, exp(2π√−1xi) is the holonomy of
(L,∇) on each fiber.
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2.3 Global structure of Lagrangian torus fibrations
Next we discuss global structures of Lagrangian fibrations. Here we assume that
the Lagrangian fibration π : M → B has no degenerate fiber. In the proof of
theorem 2.10, we constructed a map ψ : T ∗U → π−1(U). Define ΛU ⊂ T ∗U by
ΛU = {α ∈ T ∗U |ψ(α) = λ }
Then this is a Zn-bundle spanned by dx1, . . . , dxn. For each b ∈ U , Λb can be
identified with H1(π
−1(b),Z) ∼= Hn−1(π−1(b),Z)∗. In other words, we have
ΛU ∼=
(
Rn−1π∗Z
)∗
.
This means that ΛU defines a global Z
n-bundle Λ ⊂ T ∗B. Since Λ is spanned
locally by dx1, . . . , dxn, Λ is a Lagrangian submanifold in (T ∗B,ω0). Hence ω0
induces a symplectic structure on T ∗B/Λ and the natural projection T ∗B/Λ→
B is a Lagrangian torus fibration. We remark that T ∗B/Λ has a Lagrangian
section (i.e. the zero section). This is called the Jacobian fibration of the
Lagrangian fibration π :M → B ([12]).
Now assume that the Lagrangian fibration π : (M,ω)→ B has a Lagrangian
section λ : B →M . Then the map ψ extends to a global map
0 −→ Λ −→ T ∗B ψ−→M −→ 0 .
Hence we have an isomorphism T ∗B/Λ→M of Lagrangian fibrations.
Next we consider the case that π :M → B does not necessarily have a global
Lagrangian section. Take a open coverM =
⋃
i Ui of M such that a Lagrangian
section λi : Ui → π−1(Ui) and an action-angle coordinate are defined on each
Ui. Then we have
0 −→ Λ|Ui −→ T ∗Ui −→ π−1(Ui) −→ 0
on each Ui (i.e. M → B is locally isomorphic to T ∗B/Λ → B). M → B
can be reconstructed by gluing T ∗Ui/Λ|Ui → Ui. The gluing is determined by
Lagrangian sections µij : Ui ∩ Uj → T ∗B/Λ by
λi(b) = µij(b) · λj(b)
for each b ∈ Ui ∩ Uj. Let L(T ∗B/Λ) be the sheaf of Lagrangian sections of
T ∗B/Λ. Then {µij} defines a cohomology class [µ] ∈ H1(B,L(T ∗B/Λ)).
We summarize as follows:
Theorem 2.12 (Duistermaat [8]). 1. If a Lagrangian fibration M → B
has a Lagrangian section, then M → B is isomorphic to T ∗B/Λ→ B as
Lagrangian fibrations.
2. The isomorphism classes of Lagrangian fibrations M → B with Jacobian
fibration T ∗B/Λ→ B are parameterized by H1(B,L(T ∗B/Λ)).
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3 Geometric Quantization
Geometric quantization is a method to construct representations geometrically.
In the case of abelian varieties, we obtain the representations of finite Heisen-
berg groups. This view point gives an interpretation of the relation between
Lagrangian fibrations of abelian varieties and theta functions.
3.1 Brief review of quantum mechanics
First we recall a formulation of quantum mechanics on Euclidean spaces.
Let M = T ∗Rn = R2n be a symplectic vector space with the standard
symplectic structure ω = 1
~
∑n
i=1 dq
i∧dpi, where (q1, . . . , qn) is a coordinate on
Rn, (p1, . . . , pn) the canonical coordinate on the cotangent spaces and ~ is the
Planck’s constant.
The goal is to correspond a representation of a suitable Lie subalgebra of
C∞(M). For each function f , we denote the corresponding operator by fˆ :
H → H, where H is a Hilbert space. From the requirement that f 7→ fˆ is a Lie
algebra homomorphism, we obtain the canonical commutation relation
[qˆi, pˆj ] =
√−1~δij . (2)
This is realized as follows: Let H = L2(Rn) be the space of L2-functions on
Rn with respect to the Lebesgue measure and define
qˆiϕ(q) = −√−1qiϕ(q) ,
pˆjϕ(q) = ~
∂ϕ
∂qj
(q) ,
for ϕ(q) ∈ L2(Rn). Then the relation (2) are satisfied.
Remark 3.1. From (2), qˆi and pˆi get commutative when ~→ 0. Such a limit
is called the semi-classical limit.
Definition 3.2. The Heisenberg algebra heis(R2n) is the Lie algebra generated
by qˆ1, . . . , qˆn, pˆ1, . . . , pˆn (and a center) satisfying the Heisenberg relations. In
other words, heis(R2n) is given by the central extension
0 −→ R −→ heis(R2n) −→ R2n −→ 0 ,
where the extension class is given by ω.
Fact 3.3 (Stone, von Neumann (see, for example [30])). L2(Rn) is the
unique (up to isomorphisms) irreducible representation of heis(R2n).
3.2 Prequantization
Let (M,ω) be a symplectic manifold of dimension 2n and assume that there
exists a prequantum line bundle (L,∇)→M .
11
As we saw in the previous section, the Lie algebra of the automorphism
group G of the prequantum bundle (L,∇) is identified with the space C∞(M)
of smooth functions on M . Hence we have a representation Γ(L) of G and
LieG ∼= C∞(M). However this representation is not the desired one. This
is “too large” as we see in the following example (This is why we call this
“prequantization”).
Example 3.4. We consider the case of symplectic vector space M = T ∗Rn =
R2n with the symplectic form ω = 1
~
∑n
i=1 dq
i∧dpi, as in the previous subsection.
In this case, the prequantum bundle L is the trivial line bundle with connection
∇ = d+√−1~∑ pidqi. Then Γ(L) is identified with L2(M) = L2(R2n). Note
that
ξqi = −~
∂
∂pi
, ξpi = ~
∂
∂qi
.
From this and (1), the actions of qi and pi are given by
qˆi(s) = −~ ∂
∂pi
s−√−1qis ,
pˆi(s) = ~
∂
∂qi
s
for s ∈ L2(R2n). This representation is different from the one discussed in the
previous subsection.
To get the desired representation, we have to eliminate half of the parameters
(q1, . . . , qn, p1, . . . , pn). This is done by choosing a “polarization”.
Remark 3.5. We can take kω as a symplectic form instead of ω. In this case,
Lk is a prequantum bundle. 1k play the role of the Planck’s constant ~. We also
call the limit k →∞ the semi-classical limit.
3.3 Polarizations
Definition 3.6. Extend ω on TM ⊗ C complex bilinearly. A polarization P
is an integrable Lagrangian subbundle in TM ⊗ C, i.e. a complex subbundle
P ⊂ TM ⊗ C of rank n satisfying [P, P ] ⊂ P and ω|P ≡ 0.
For a polarization P , we “define” the space of polarized sections by
ΓP (L) = {s ∈ Γ(L) | ∇ξs = 0, for all ξ ∈ P} .
(This definition is a temporary one. For some class of polarization, we need to
modify the definition. We will discuss this point later.)
Remark 3.7. The conditions of polarization are necessary for the integrability
condition of ∇ξs = 0. Since the curvature of (L,∇) coincides with ω, the
integrabiliy condition can be written as
0 = [∇ξ,∇η]s =
(∇[ξ,η] −√−1ω(ξ, η)) s
for every ξ, η ∈ P . The integlability of P implies [ξ, η] ∈ P and the Lagrangian
condition implies ω(ξ, η) = 0.
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There are two important classes of polarizations.
Example 3.8. Assume that we have a Lagrangian fibration π : (M,ω) → B.
Then the complexified relative tangent bundle
P := TM/B ⊗ C = ker(dπ : TM → TB)⊗ C
gives a polarization. This polarization satisfies P¯ = P . We call polarizations
satisfying this condition real polarizations.1
In this case, the space ΓP (L) of polarized sections consists of sections of L
which are covariantly constant along fibers. Note that the restriction of L on
each fiber is flat since each fiber is Lagrangian. We discuss this case later.
Example 3.9. Let (M,ω) be a Ka¨hler manifold. Then P := T 0,1M ⊂ TM ⊗C
is a polarization. Such polarization is called a Ka¨hler polarization. Note that L
is holomorphic since the curvature ω is of type (1, 1). Ka¨hler polarizations are
characterize by {
P ∩ P¯ = {0} ,
ω|P×P¯ > 0 .
Giving a Ka¨hler polarization is equivalent to fixing a compatible complex struc-
ture on (M,ω).
In this case, ΓP (L) is nothing but the space H
0(M,L) of holomorphic sec-
tions.
Remark 3.10. The action of G (or C∞(M)) does not preserve ΓP (L) ⊂ Γ(L).
In general, the subgroup of G which preserves the polarization is very small.
Example 3.11. We consider the case of symplectic vector space again. The
natural projection π : TRn → Rn is a Lagrangian fibration. Let P = kerdπ.
Then ΓP (L) is identified with L
2(Rn). Furthermore, the actions of qi and
pi ∈ C∞(TRn) preserve this subspace. In fact, its action is given by{
qˆiϕ(q) = −√−1qiϕ(q) ,
pˆiϕ(q) = ~
∂
∂qiϕ(q)
for ϕ(q) ∈ L2(Rn), as desired.
We can take a Ka¨hler polarization on TRn ∼= Cn. In this case, we also have
an irreducible representation of Heisenberg group on a space of holomorphic
functions on Cn. This is called the Bergman-Fock representation. (See [30].)
Example 3.12 (Borel-Weil theory). LetG be a compact Lie group, T a max-
imal torus in G, GC the complexification of G, and B ⊂ GC a Borel subgroup.
We denote the flag variety by X = G/T = GC/B. Then every GC-equivariant
line bundle on X can be determined by a holomorphic character B → C∗ by
L = GC ×B C.
1In general, Lagrangian fibrations have degenerate fibers. Thus it is natural to allow real
polarizations to be degenerate. However we ignore singular fibers in this section.
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On the other hand, every character of B descend to a character of B/[B,B] ∼=
TC:
B //

C∗
TC
==||||||||
Hence there is a one to one correspondence
{GC-equivariant line bundles on X} ←→ { holomorphic characters TC → C∗}.
For each character λ : TC → C∗, we denote the corresponding line bundle
by Lλ = G
C ×B C→ X .
Theorem 3.13 (Borel-Weil). If λ is a dominant weight, then Hi(X,Lλ) = 0
for i > 0 and H0(X,Lλ) is the irreducible representation of G of highest weight
λ. Any finite dimensional irreducible representation of G is given in this way.
Next we discuss the case of real polarizations with compact Lagrangian
fibers. Let π : M → B be a Lagrangian torus fibration. Since ω is the cur-
vature of L, the restriction L|pi−1(b) is a flat line bundle on π−1(b) for each
b ∈ B. However L|pi−1(b) has non-trivial holonomy in general. Therefore, there
is no nontrivial smooth section of L which is constant along fibers. Hence we
must change the definition of ΓP (L).
Definition 3.14. A fiber π−1(b) is called a Bohr-Sommerfeld fiber if the re-
striction (L,∇)|pi−1(b) is trivial.
For each k ∈ N, we can take kω to be a symplectic form instead of ω. In
this case, Lk is a prequantum bundle.
Definition 3.15. π−1(b) is called a Bohr-Sommerfeld fiber of level k (or k-
Bohr-Sommerfeld fiber) if the restriction (Lk,∇)|pi−1(b) is trivial.
From Proposition 2.10 and Remark 2.11, π−1(b) is a Bohr-Sommerfeld fiber
of level k if and only if the action coordinate (q1, . . . , qn) of b takes its value in
1
kZ
n. In particular, Bohr-Sommerfeld fibers appear discretely.
Instead of smooth sections, we consider distributional sections of L supported
only on Bohr-Sommerfeld fibers and are covariantly constant on the support:
ΓP (L) = {s | supp s ⊂ BS fibers and ∇ξs = 0, ξ ∈ P} .
Since each fiber is connected, covariantly constant sections on a Bohr-Sommerfeld
fiber is unique up to constants. In particular, the dimension of ΓP (L) is equal
to the number of Bohr-Sommerfeld fibers.
Remark 3.16. There exists a cohomological definition of ΓP (L). Consider the
following complex
0 −−−−→ Γ(L) d
∇
P−−−−→ Γ(L⊗ P ∗) d
∇
P−−−−→ Γ(L ⊗ ∧2P ∗) d
∇
P−−−−→ . . .
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where d∇P is the restriction of the connection to P . This is in fact a complex
since
(d∇P )
2 = ω|P = 0 .
Then
Theorem 3.17 (S´niatycki [38]).
Hi
(
Γ(L⊗ ∧∗P ∗), d∇P
)
= 0
for i 6= n and
Hn
(
Γ(L⊗ ∧∗P ∗), d∇P
) ∼= ΓP (L) (“Poincare´ duality”).
3.4 Comparison of the spaces of wave functions for Ka¨hler
and real polarizations
Assume that we have a Lagrangian fibration π : (X,ω) → B of a compact
Ka¨hler manifold and a prequantum bundle L→ X . Then we have two spaces of
wave functions, i.e. the space H0(X,L) of holomorphic sections and ΓTX/B (L).
It is natural to ask whether these spaces are isomorphic or not. In general, it
is difficult to define and compute ΓTX/B (L) since there exist degenerate fibers
for general Lagrangian fibrations. However it is shown that these spaces are
isomorphic for several cases.
Example 3.18. Let X = CP1 with the Fubini-Study metric and L = O(1).
The moment map of a natural S1-action is a Lagrangian fibration. This can be
written explicitly as follows. We identify CP1 with the unit sphere
S2 = {(x1, x2, x3) ∈ R3 |x21 + x22 + x23 = 1 } ⊂ R3 .
Then the moment map is given by
π : S2 −→ [−1, 1] , (x1, x2, x3) 7−→ x3 .
It is easy to see that π−1(b) satisfies the Bohr-Sommerfeld condition of level k
if and only if b = 2i−kk , i = 0, 1, . . . , k is a lattice point. Note that
dimH0(P1,O(k)) = k + 1 = the number of k-BS fibers.
In this case, the isomorphism between two spaces of wave functions is given by
just the restrictions:
H0(P1,O(k)) −→ ΓTX/B (Lk) , zi0zk−i1 7−→ zi0zk−i1 |pi−1( 2i−kk ) .
The same is true for general projective toric manifolds (with a suitable
Ka¨hler form).
Guillemin-Sternberg [15] proved the case of flag varieties. This is also true
for the case of abelian varieties. We will see this in detail in the next subsection.
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Theorem 3.19 (Andersen [1]). Let (X,ω) be a compact Ka¨hler manifold,
L → X a prequantum bundle. Assume that we have a Lagrangian fibration
π : X → B with no degenerate fiber. Then
dimH0(X,Lk) = dimΓTX/B (L
k)
for large k.
Remark 3.20. In general, the restriction of holomorphic sections to BS fibers
does not give covariantly constant sections.
Remark 3.21. Very few compact Ka¨hler manifolds admit Lagrangian fibration
without degenerate fibers. However it is expected that this theorem holds for
more general cases such as K3 surfaces. We discuss this point in section 4 again.
The dimension of H0(X,Lk) is given by Riemann-Roch formula and vanish-
ing theorem of cohomologies. Thus what we need to do is to count the number
of Bohr-Sommerfeld fibers. The idea is to use its “mirror”, i.e. a dual torus
fibration.
Proof. From Riemann-Roch theorem,
dimH0(X,Lk) =
∫
X
ch(Lk)Aˆ(TX) =
∫
X
exp(kω)Aˆ(TX) .
Now we have
0 −→ TX/B −→ TX −→ π∗TB −→ 0.
By using the symplectic form, TX/B can be identified with π
∗T ∗B. Since T ∗B
and TB contains lattices of maximal rank, these are flat. Then
Aˆ(TX) = Aˆ(TX/B)Aˆ(π
∗TB) = π∗
(
Aˆ(T ∗B)Aˆ(TB)
)
= 1 .
Consequently we have
dimH0(X,Lk) =
∫
X
knωn/n! = kn · vol(X,ω) .
Next we calculate the number of Bohr-Sommerfeld fibers. First we define a
dual torus fibration of π : X → B. Let T ∗B/Λ→ B be the Lagrangian fibration
associated to π, as in the previous section. We denote the dual lattice of Λ by
Λ∗ = Hom(Λ,Z) ⊂ TB. Then πˇ : TB/Λ∗ → B is a dual torus fibration.
Recall that the dual torus Tˇ n of a torus T n parameterizes flat line bundles
E → T n. In our situation, for each b ∈ B, we can associate a flat line bundle
Lk|pi−1(b) on π−1(b). This defines a section λk : B → TB/Λ∗ of the dual torus
fibration. On the other hand, the zero section λ0 corresponds to the trivial
bundle on X . By definition, π−1(b) is a Bohr-Sommerfeld fibers of level k if and
only if λk(b) = λ0(b). This implies
dimΓTX/B (L
k) = #(λ0(B) ∩ λk(B)) .
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λk can be written explicitly as follows. Let (x
1, . . . , xn, y1, . . . , yn) be the
action-angle coordinate constructed in section 2 and take the dual coordinate
(x1, . . . , xn, v1, . . . , vn). Then λk is given by
λk(x
1, . . . , xn) = (x1, . . . , xn, kx1, . . . , kxn) . (3)
From this expression, we see that λk and λ0 intersect transversely and positively
(under a suitable orientation). Therefore the number of Bohr-Sommerfeld fibers
of level k coincides with the intersection number of λk(B) and λ0(B). Put
α = dv1 ∧ · · · ∧ dvn ∈ Ωn(TB/P ). This is the Poincare´ dual of λ0(B).
dimΓTX/B (L
k) =
∫
λk(B)∩λ0(B)
1
=
∫
λk(B)
α =
∫
B
λ∗kα .
From (3), we have
λ∗kα = k
ndx1 ∧ · · · ∧ dxn = knπ∗ωn/n!,
hence
dimΓTX/B (L
k) = kn
∫
B
π∗ωn/n!
= kn
∫
X
ωn/n! = kn · vol(X,ω) .
3.5 Geometric quantization for abelian varieties
Let X = Cn/(ΩZn + Zn) be an abelian variety of complex dimension n, where
Ω is an n× n complex symmetric matrix whose imaginary part ImΩ is positive
definite, and L an ample line bundle on X . We assume that L is symmetric of
degree 1, for simplicity. Recall that L is said to be symmetric if (−1X)∗L ∼= L,
here −1X : X → X is the inverse morphism of X . Explicitly, L is given by
L = (Cn × C)/(ΩZn + Zn) , (4)
where the action of ΩZn + Zn on Cn × C is
(z, ζ) 7→ (z + λ, epitλ¯(ImΩ)−1z+pi2 tλ¯(ImΩ)−1λζ)
for λ ∈ ΩZn + Zn. Any ample bundle of degree 1 is a pull back of L by some
translation of X . From the definition of L,
h0 = exp(−πtz(ImΩ)−1z¯)
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defines a Hermitian metric on L whose first Chern form
c1(L, h0) = −
√−1
2π
∂∂¯ log h0 =
√−1
2
∑
i,j
hijdz
i ∧ dz¯j =: ω0
gives a flat Ka¨hler metric on X , here we put (hij) = (ImΩ)
−1.
Take the following two Lagrangian tori
X+ = {Ωx |x ∈ Rn/Zn} , X− = {y | y ∈ Rn/Zn} ⊂ X
and consider the natural projection
π : X = X+ ×X− −→ X− , z = Ωx+ y 7−→ y . (5)
Then we have two polarizations and hence two spaces of wave functions.
Next we define finite Heisenberg groups in a similar way as in the case of
vector space R2n. For each k ∈ N, let Xk (resp. X±k ) be the subgroup of points
of X (resp. X±) of order k. Then X±k ∼= 1kZn/Zn and Xk = X+k ×X−k . It is
easy to see that Xk can be characterized by
Xk = {w ∈ X | τ∗wLk ∼= Lk} ,
where τw : X → X will denote the translation τw(z) = z+w. Then there exists
a central extension G(Lk) ⊂ Aut(X,Lk) of Xk:
1 −−−−→ C∗ −−−−→ G(Lk) −−−−→ Xk −−−−→ 0 ,
where C∗ acts on Lk by multiplications on each fiber. The finite Heisenberg
group Gk is defined by
1 −−−−→ C∗ −−−−→ G(Lk) −−−−→ Xk −−−−→ 0
∪ ∪ ‖
1 −−−−→ µk −−−−→ Gk −−−−→ Xk −−−−→ 0
where µk is the group of k-th roots of 1. The group law is
(c1, a1, b1) · (c2, a2, b2) = (e2pi
√−1tb2a1c1c2, a1 + a2, b1 + b2)
for (c1, a1, b1), (c2, a2, b2) ∈ Gk ∼= µk × 1kZn × 1kZn.
Ka¨hler polarization
Gk acts naturally on H
0(X,Lk). Note that the Hermitian metric h0 is invariant
under the Gk-action. This means that the induced Gk-action on H
0(X,Lk) is
unitary.
Theorem 3.22. H0(X,Lk) is a unique (up to isomorphism) irreducible repre-
sentation of Gk, called the Heisenberg representation.
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Holomorphic sections of Lk can be explicitly written by using theta functions.
We take a basis of H0(X,Lk) defined by
sbi = si = CΩk
−n4 · θ0(Ω, z)k · ϑ
[
0
−bi
]
(k−1Ω, z) , (6)
where we denote X−k = {bi}i=1,...,kn and
CΩ = 2
n
4 (det(ImΩ))
1
4 ,
θ0(Ω, z) = exp
(π
2
tz(ImΩ)−1z
)
,
ϑ
[
a
b
]
(Ω, z) =
∑
l∈Zn
e
(
1
2
t(l + a)Ω(l + a) + t(l + a)(z + b)
)
,
e(t) = exp(2π
√−1t) .
By definition, the action of Gk on H
0(X,Lk) is given by
s(z) 7−→ c · τ∗Ωa+bs = c · s(z +Ωa+ b)
for (c, a, b) ∈ Gk. Put {aj} = X+k . By direct computation, we have
ρk(1, aj , 0)sbi = e
2pi
√−1tajbisbi ,
ρk(1, 0, bj)sbi = sbi−bj .
(7)
From (7), we can show that H0(X,Lk) is an irreducible representation of
Gk.
Real polarizations
Next we consider the real polarization defined by (5). In this case, Bohr-
Somerfeld fibers are characterized as follows:
Proposition 3.23. For b ∈ X−, π−1(b) = X+ × {b} satisfies the Bohr-
Sommerfeld condition of level k if and only if b ∈ X−k .
In fact, for each bi ∈ X−k ,
σi(x) = exp
(
kπ
2
t(Ωx+ bi)(ImΩ)
−1(Ωx+ bi)−
√−1kπtxΩx
)
defines a covariantly constant section of Lk|pi−1(bi).
In particular the number of Bohr-Somerfeld fibers of level k coincides with
dim H0(X,Lk) = kn.
The basis si ∈ H0(X,Lk) can be reconstructed from σi’s by using the
Bergman kernel. The Bergman kernel Πk(z, w) is the integral kernel of the
orthogonal projection
L2(X,Lk) −→ H0(X,Lk) .
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Proposition 3.24. Let Πk(z, w) be the Bergman kernel of the Hermitian line
bundle (Lk, h0). Then∫
X+×{bi}
Πk(z, x)σi(x) dx = C
′
Ωk
n
4 si(z) ,
where
C′Ω =
2
n
4
√−1
n
2 det(ImΩ)
n
4
(det Ω¯)
n
2
.
Proof. We will show that s1, . . . , skn define an orthonormal basis of H
0(X,Lk)
in the next subsection. Then the Bergman kernel is given by
Πk(z, w) =
kn∑
i=1
si(z)si(w)
∗.
From this expression, it suffices to show that∫
X+×{bi}
(σi, sj)h0dx = C
′
Ωk
n
4 δij . (8)
By direct computation, we have
(σi, sj)h0 = CΩk
n
4
∑
l∈Zn
e
(
−k
2
(
t(
x+
l
k
)
Ω¯
(
x+
l
k
))
− tl(bi − bj)
)
,
and we obtain (8) by integrating this.
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4 Special Lagrangian fibrations and mirror sym-
metry
Mirror symmetry is a duality in string theory. Mathematically, this is regarded
as a duality between symplectic geometry on a Calabi-Yau manifold M and
complex geometry on another Calabi-Yau manifold W . Homological mirror
symmetry conjectured by Kontsevich [23] claims the equivalence of the Fukaya
category onM and the derived category of coherent sheaves onW . Strominger-
Yau-Zaslow [39] proposed mirror symetry via special Lagrangian fibrations. This
picture gives a geometric construction of mirror manifolds and correspondence of
two categories. This works successfully for abelian varieties and theta functions
play an important role again.
4.1 Special Lagrangian submanifolds
Definition 4.1. A Calabi-Yau manifold X is a Ka¨hler manifold with trivial
canonical line bundle: KX ∼= OX .
An important fact is:
Theorem 4.2 (Yau [45]). If X is a compact Ka¨hler manifold with c1(X) =
c1(K
−1
X ) = 0, then each Ka¨hler class contains a unique Ricci-flat Ka¨hler metric.
Let X be a compact Calabi-Yau manifold of complex dimension n. By defi-
nition, X carries a non-vanishing holomorphic n-form Ω ∈ H0(X,KX). Recall
that the Ricci form of a Ka¨hler form ω is given by Ric(ω) = −∂∂¯ logωn. Hence
ω is Ricci-flat if and only if ωn = cΩ ∧ Ω¯ for some constant c.
Now we fix a Ricci-flat metric ω and normalize Ω so that
ωn
n!
= (−1)n(n−1)2
(√−1
2
)n
2
Ω ∧ Ω¯ .
This condition is satisfied for ω =
√−1
2
∑n
i=1 dz
i ∧ dz¯i and Ω = dz1 ∧ · · · ∧ dzn.
Such Ω is unique up to S1.
Definition 4.3. Let S ⊂ X be an n-dimensional submanifold. S is called a
special Lagrangian submanifold if
ω|S = Im (e
√−1θΩ)|S = 0
for some θ ∈ R.
An important property of special Lagrangian submanifolds is the following:
Theorem 4.4 (Harvey-Lawson [17]). Every special Lagrangian submanifold
is volume minimizing in its homology class.
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Note that the special Lagrangian condition is a first order differential equa-
tion. On the other hand, the condition of minimal submanifolds is second order.
In addition, minimal submanifolds are not neccesarily volume minimizing. Such
a situation is similar to that of ASD connections and Yang-Mills connections in
gauge theory.
Recall that the normal bundle of a Lagrangian submanifold S is identified
with the cotangent bundle T ∗S by using the symplectic structure. Under this
identification, every small deformations of S is given as a graph of a 1-form on
S. Then the graph is also Lagrangian if and only if the 1-forms is closed.
Theorem 4.5 (McLean [28]). Under the above identification, infinitesimal
deformations of a special Lagrangian submanifold are given by harmonic 1-
forms:
dα = d∗α = 0 .
Furthermore, every infinitesimal deformation is unobstructed. In particular, the
tangent space of special Lagrangian submanifolds is identified with H1(S,R).
Definition 4.6. A fibration π : X → B is called a special Lagrangian fibration
if each smooth fiber is special Lagrangian.
Since each fiber π−1(b) is a Lagrangian torus,
TbB
ω∼= T ∗xπ−1(b) ∼= H1(π−1(b),R)
for x ∈ π−1(b). This implies that B can be considered as (a component of) the
moduli space of special Lagrangian tori in X .
Example 4.7. Let X = Cn/(τZn + Zn) be an abelian variety with a flat
metric ω =
√−1
2
∑
hijdz
i∧dz¯j , where τ is a n×n matrix with positive definite
imaginary part and (hij) = (Im τ)
−1. Then
π : X −→ T n, τx + y 7−→ x
is a special Lagrangian fibration.
Example 4.8. Let X be a K3 surface and assume that π : X → CP1 is
an elliptic fibration with respect to a complex structure I. We fix a Ricci-
flat Ka¨hler metric g. Since X is hyperKa¨hler, there exist compatible complex
structures J and K satisfying I2 = J2 = K2 = −1 and IJ = K. We denote the
corresponding Ka¨hler form by ωI , ωJ and ωK respectively. Then
ΩI = ωK +
√−1ωJ is holomorphic with respect to I,
ΩJ = ωI +
√−1ωK is holomorphic with respect to J ,
ΩK = ωJ +
√−1ωI is holomorphic with respect to K.
Since π is holomprphic with respect to I, we have ΩI |fiber = 0. This implies
that π : X → S2 is a special Lagrangian fibration with respect to J .
In this case, we know the structure of singular fibers from the result for
elliptic surfaces by Kodaira [22].
22
4.2 A local model of mirror symmetry
Homological mirror symmetry conjecture states the equivalence of the Fukaya
category ofM and the derived category of coherent sheaves onW . Roughly, this
means that each pair (S,L) of a special Lagrangian submanifold inM and a flat
line bundle on S corresponds to a coherent sheaf on W . In this subsection, we
see this correspondence from the point of view of special Lagrangian fibrations,
following Leung-Yau-Zaslow [25] and Leung [24] (see also Hitchin [18]).
Conjecture 4.9 (Strominger-Yau-Zaslow [39]). If (M,W ) is a mirror pair,
then there exist special Lagrangian torus fibrations
π :M −→ B ,
πˇ :W −→ B
satisfying the following condition: there exists an open dense subset B0 ⊂ B
such that π−1(b) and πˇ−1(b) are smooth and dual to each other for each b ∈ B0.
This picture gives a concrete description of the correspondence of (special)
Lagrangian submanifolds in M and coherent sheaves on W . In this subsec-
tion, we see the correspondence of holomrphic condition and special Lagrangian
condition in a local model.
Let B be a small ball in Rn with coordinate (x1, . . . , xn). Then every La-
grangian torus fibration has the form
π :M = T ∗B/Λ −→ B
for some Zn-bundle Λ ⊂ T ∗B. We denote the standard symplectic form by
ω =
∑
dxi ∧ dyi. As in the previous section, we construct the dual torus
fibration by
πˇ :W = TB/Λ∗ −→ B ,
where Λ∗ = Hom(Λ,Z) is the dual lattice bundle of Λ. Then W has a complex
structure induced from
TB −→ Cn ,
n∑
i=1
yi
∂
∂xi
7−→ (z1 = x1 +√−1y1, . . . ) ,
where yi is the dual coordinate of xi. Note that Ω = dz1 ∧ · · · ∧ dzn is a
holomorphic n-form on X .
Remark 4.10. Here we assume that the B-field is zero. If we consider non-zero
B-fields, we obtain more general complex structures.
Next we introduce Ka¨hler metrics on M and W . From the definition of the
complex structure on W , every Ka¨hler metric and its Ka¨her form have the form
gˇ =
∑
gij(dx
idxj + dyidyj) ,
ωˇ =
√−1
2
∑
gijdz
i ∧ dz¯j .
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The induced metric on M is written as
g =
∑
(gijdx
idxj + gijdyidyj) ,
where (gij) = (gij)
−1. Then we have a compatible almost complex structure J
on M defined by
ω(ξ, η) = g(Jξ, η) .
Recall that each fiber of π and πˇ have a natural affine structure. Hereafter
we assume that g is constant along fibers with respect to the natural affine
structure (semi-flat condition). Then the Ka¨hler condition (dω = 0) implies
that
gij =
∂2φ
∂xi∂xj
for some φ = φ(x) ∈ C∞(B). Since (gij) =
(
∂2φ
∂xi∂xj
)
is non-degenerate, we can
take a new coordinate (x1, . . . , xn) of B satisfying
xi =
∂φ
∂xi
, i = 1, . . . , n.
Remark that the Jacobian is given by ∂xi∂xj = gij . We denote the Legendre
transform of φ by
ψ =
n∑
i=1
xixi − φ .
Then
xi =
∂ψ
∂xi
and gij =
∂2ψ
∂xi∂xj
.
Hence we have
g =
∑
gij(dxidxj + dyidyj),
ω =
√−1
2
∑
gijdzi ∧ dz¯j ,
where zi = xi +
√−1yi. In particular J is integrable.
The Ricci-flat condition for g is equivalent to the Monge-Ampe`re equation
det
(
∂2φ
∂xi∂xj
)
= C
for some constant C. Since det(gij) = det(gij)
−1, g is Ricci-flat if and only if gˇ
is Ricci-flat.
Namely, in this setting, mirror of M is nothing but its Legendre transform.
We summarize the above discussion. M = T ∗B/Λ has a standard symplectic
structure while W = TB/Λ∗ has a natural complex structure. Each compatible
almost complex structure J (or, equivalently, a metric g) on M determines a
metric gˇ (or ωˇ) on W . Under the semi-flat condition, closedness of ωˇ corre-
sponds to the integrability condition of J . Moreover, Ricci-flat condition for g
is equivalent to that for gˇ.
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Remark 4.11. The semi-flat condition is quite strong. In fact, few compact
Calabi-Yau manifolds admit semi-flat Ricci-flat metrics. Nevertheless this local
model is still important because it is expected that Calabi-Yau manifolds posses
structures close to this semi-flat model near the large complex structure limit
(i.e when it is close to the most degenerate Calabi-Yau’s). Gross-Wilson [14]
analyzed the case of K3 surfaces.
Next we consider the correspondence of special Lagrangian submanifolds in
M and coherent sheaves on W .
Definition 4.12 (Leung-Yau-Zaslow [25]). 1. A supersymmetric A-cycle
is a pair (S,L) of a special Lagrangian submanifold S and a flat line bundle
on it.
2. A supersymmetric B-cycle is a pair (C,E) of a complex submanifold C
and a holomorphic vector bundle E → C with a unitary connection A
satisfying Im e
√−1θ(ω + FA)m = 0 for some θ ∈ R, where FA is the
curvature of E and m = dimC C. We call holomorphic vector bundles
satisfying this condition Generalized Hermitian Yang-Mills.
Remark 4.13. A holomorphic vector bundle (E,A)→ C is said to be Hermitian-
Yang-Mills if ΛFA = λId for some constant λ, where Λ is the adjoint operator
of ω∧. In this case, FA satisfies the generalized Hermitian-Yang-Mills condition.
First we consider the case that S ⊂ M is a special Lagrangian section of
π : M → B. S can be given as a graph of 1-form α = ∑Aidxi on B. The
Lagrangian condition is equivalent to dα = 0. We set
∂Ai
∂xj
=
∂Aj
∂xi
= Fij . (9)
Since zi = xi +
√−1yi = ∂φ∂xi +
√−1yi, we have
α∗dzi =
∂
∂xj
(
∂φ
∂xi
+
√−1Ai
)
dxj = (gij +
√−1Fij)dxj .
Hence
α∗Ω = det(gij +
√−1Fij)dx1 ∧ · · · ∧ dxn.
The special Lagrangian condition Im e
√−1θΩ = 0 becomes
Im e
√−1θ det(gij +
√−1Fij) = 0 . (10)
Then the corresponding supersymmetric B-cycle is given by C =W and E is a
line trivial bundle with the connection ∇A = d +
√−1∑Ai(x)dyi. Note that
(E,A) is holomorphic if and only if
F 0,2A =
1
4
∑
Fijdz¯
i ∧ dz¯j = 0 .
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This follows from (9) (i.e. the closedness of α). Furthermore the generalized
Hermitian-Yang-Mills condition is equivalent to the special Lagrangian condi-
tion (10).
Next we consider the case that S is a multisection, i.e. the restriction π|S :
S → B is a r-fold covering. In this case, the corresponding supersmmetric B-
cycle is a holomorphic vector bundle E →W of rank r. To see this, we consider
the following r-fold covering:
M
r:1 //
pi
+
++
++
++
++
++
++
++
++
++
+ M
		









S
r:1
!!C
CC
CC
CC
CC
CC
CC
CC
CC
C
r:1 //
⊂
S¯
1:1
}}{{
{{
{{
{{
{{
{{
{{
{{
{{
⊃
B
Then the problem is reduced to the case of single sections. S¯ corresponds to a
line bundle L→ W˜ . E is defined by
f∗L = E

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
W
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11
11
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11
11
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oo
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B .
Since f : W˜ →W is a r-fold covering, E is a vector bundle of rank r.
4.3 Mirror symmetry for abelian varieties
The correspondence discussed in the previous subsection works in the case of
abelian varieties. For elliptic curves, Polishchuk-Zaslow [34] proved an equiva-
lence of the derived category Db(W ) of coherent sheaves on W and a modified
version F0(M) of Fukaya category from this view point. For higher dimen-
sional case, Fukaya [11] constructed a functor from the A∞ category of affine
Lagrangian submanifolds in M to Db(W ) for abelian varieties. We recall these
theory very briefly.
Let M = R2n/Z2n be a 2n diemsional torus with a constant complexified
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symplectic form ωC = ω +
√−1β, where
ω =
∑
dxi ∧ dyi ,
β =
∑
bijdx
i ∧ dyj ,
and consider the following Lagrangian fibration
π :M −→ B = T n, (x, y) 7−→ x .
Set τ = (bij +
√−1δij). Then the mirror is given by
W = Cn/τZn + Zn
with dual torus fibration πˇ : W → B.
Theorem 4.14 (Fukaya [11], Polischuk [33]). For each pair (S,L) of an
affine Lagrangian submanifold S in M and a flat line bundle L → S, we can
associate an object E = E(S,L) of Db(W ).
The construction in the previous subsection can be rephrased by using “the
Poincare´ bundle”. Let p : M ×B W → W be the natural projection. Then the
Poincare´ bundle is a line bundle
P →M ×B W
such that, for ξ ∈ W ,
P|p−1(ξ) → π−1(πˇ(ξ))
is the flat line bundle corresponding to ξ ∈ πˇ−1(πˇ(ξ)) = (π−1(πˇ(ξ)))∨.
Let S ⊂ M be an affine Lagrangian submanifold and L → S a line bundle.
Assume that π|S : S → B is an unramified covering. Let
pS : S ×B W → S ,
pW : S ×B W →W ,
(i × id) : S ×B W →M ×B W
be natural maps. Then E(S,L) is defined by
E(S,L) = (pW )∗
(
(i × id)∗P ⊗ p∗SL
)
(“Fourier-Mukai transform” of (S,L)).
Proposition 4.15 (Polischuk [33]). E(S,L) is holomorphic if and only if the
curvature of L coincides with ωC|S = 0.
Newt we see the correspondence of morphisms. Morphisms in Fukaya cate-
gory are given by Floer homologies HF
(
(S1, L1), (S2, L2)
)
. Roughly speaking,
Flore homologies are generated by intersection points of Lagrangian submani-
folds. Here we are interested in the case that Lagrangian submanifolds intersect
transversally.
27
Fact 4.16 (Fukaya). If S1 and S2 are transverse,
HF
(
(S1, L1), (S2, L2)
) ∼= C#S1∩S2 ⊗Hom(L1, L2) ,
where Hom(L1, L2) is homomorphisms of vector spaces underlying the local
systems at S1 ∩ S2.
Theorem 4.17 (Fukaya [11]). Let S1 and S2 be affine Lagrangian submani-
folds in M (not necessarily transverse) and L1, L2 flat line bundles on S1 and
S2 respectively. Then
HF
(
(S1, L1), (S2, L2)
) ∼= Ext(E1, E2) ,
where Ei = E(Si, Li).
Example 4.18. Let S = S0 be the zero section of π : M = T
∗B/Λ→ B with
trivial bundle. This Lagrangian submanifold corresponds to the structure sheaf
E(S0) = OW on W . A principal polarization (an ample line bundle of degree
1) E →W corresponds to an affine Lagrangian torus S1 of “slope 1”. Similarly,
Ek → W corresponds to an affine Lagrangian torus Sk of “slope k”. Hence we
have
dimH0(W,Ek) = kn = #S0 ∩ Sk = dimHF (S0, Sk) .
These Lagrangian sections Sk are just the section λk appeared in the proof of
Theorem 3.19. In other words, HF (S0, Sk) can be identified with the space of
wave functions defined by the real polarization π : M → B. In this case, the
isomorphism of the spaces of wave functions can be regarded as a part of mirror
symmetry.
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂✂
✂
✂
✂
✂
✂
✂
✂
✂✂
✉ ✉ ✉ S0
S3
π−1(b)
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The next theorem states the correspondence of the product structure (com-
positions) of morphisms.
Theorem 4.19 (Fukaya [11]). The following diagram commutes.
HF
(
(S1, L1), (S2, L2)
)⊗HF ((S2, L2), (S3, L3)) −−−−→ HF ((S1, L1), (S3, L3))ym2 ym2
Ext(E1, E2)⊗ Ext(E2, E3) −−−−→ Ext(E1, E3)
The matrix elements are given by theta functions. We see this in the following
example.
Example 4.20 (Polishchuk-Zaslow [34]). LetM = T 2 = R2/Z2 be a 2-torus
with a complexified Ka¨hler form ωC = −√−1τdx ∧ dy. In this case, its mirror
is given by W = C/τZ+Z. We consider the affine Lagrangian submanifolds Sk
of M corresponding to the lines y = kx in R2 for k = 0, 1, 2. Then
S0 ∩ S1 = S1 ∩ S2 = {b0} ,
S0 ∩ S2 = {b0, b1} ,
where b0 and b1 are the points corresponding to (0, 0), (
1
2 , 0) ∈ R2 respectively.
✉
✉
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
S0
S1S2
b0
b1
Then
HF (S0, S1) = Cb0 ,
HF (S1, S2) = Cb0 ,
HF (S0, S2) = Cb0 ⊕ Cb1
and the product
m2 : HF (S0, S1)⊗HF (S1, S2)→ HF (S0, S2)
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is defined by counting triangles bounded by S0, S1, S2. More precisely,
m2(b0 ⊗ b0) = C(b0, b0, b0) · b0 + C(b0, b0, b1) · b1
with
C(b0, b0, b0) =
∑
exp(2π
√−1(area of triangle)) ,
where the summation is taken over all triangles with vertices b0, b0, b0, etc.
Consequently we have
m2(b0 ⊗ b0) = ϑ
[
0
0
]
(2τ, 0) · b0 + ϑ
[ 1
2
0
]
(2τ, 0) · b1 .
On the other hand, Sk corresponds to a holmorphic line bundle on W of
degree k:
E0 = OW ,
E1 = E : a principal polarization ,
E2 = E
2.
Then
Ext(E0, E1) = H
0(W,E) = C · ϑ
[
0
0
]
(2τ, z) ,
Ext(E1, E2) = H
0(W,E) ,
Ext(E0, E2) = H
0(W,E2) = C · ϑ
[
0
0
]
(2τ, 2z)⊕ C · ϑ
[ 1
2
0
]
(2τ, 2z)
In this case, the product
H0(E) ⊗H0(E)→ H0(E2)
is the natural product
ϑ
[
0
0
]
(2τ, z)ϑ
[
0
0
]
(2τ, z)
= ϑ
[
0
0
]
(2τ, 0)ϑ
[
0
0
]
(2τ, 2z) + ϑ
[ 1
2
0
]
(2τ, 0)ϑ
[1
2
0
]
(2τ, 2z)
(“the addition formula”).
Remark 4.21. For more general Calabi-Yaumanifolds with (special) Lagrangian
fibrations satisfying suitable conditions, and its “topological mirror” W → B,
we can generalize some parts of the above discussion.
Theorem 4.22 (Gross [12], Tyurin [41]). Let M , W be a mirror pair of K3
surfaces and take an ample line bundle E on W . Let S0 and S be Lagrangian
section in M corresponding to OW and E respectively. Then
(−1)n(n−1)/2S0 · S = χ(E) . (11)
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It is not known whether the Floer homology HF (S0, S) can be defined, and
dimHF (S0, S) coincides with the number of the intersection S0 ∩ S.
For higher dimensional case, (11) holds asymptotically:
Theorem 4.23 (Gross [12]). Under some assumptions,
the leading term of (−1)n(n−1)/2S0 · Sk = the leading term of χ(Ek).
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5 Projective embeddings and Ka¨hler metrics
By definition, every projective manifold X can be embedded into projective
spaces. A way to equip a Ka¨hler metric on X is to restrict the Fubini-Study
metric on the projective space. On the other hand, some projective manifolds
have standard Ka¨hler metrics such as Ricci-flat metrics and Ka¨hler-Einstein
metrics. The restriction of the Fubini-Study metric is not a desired one in
general. For example, the restriction of the Fubini-Study metric to cubic curves
in CP2 is not flat. Ka¨hler metrics obtained from the Fubini-Study metric is
restricted.
A way to deal with more general Ka¨hler metrics from the view point of
projective embeddings is to consider all tensor power of the polarization L→ X .
We can think of this as an analogy of the approximation of smooth functions by
polynomials. In this section, we recall two theories of approximations of Ka¨hler
metrics.
5.1 Bergman kernels and projective embeddings
Let X be a smooth projective variety and L→ X an ample line bundle. In this
subsection, we fix a Ka¨hler metric ω in the class c1(L) and a Hermitian metric
on L whose first Chern form coincides with ω.
For each k, we take a basis s0, . . . , sNk of the spaceH
0(X,Lk) of holomorphic
sections, and consider the embeddings defined by
ιk : X →֒ CPNk , z 7→ (s0(z) : · · · : sNk(z)) .
We denote the pull-back of the Fubini-Study metric by ωk:
ωk :=
1
k
ι∗kωFS ,
here we normalize the metric so that ωk represents c1(L). Tian and Zelditch
proved the following theorem:
Theorem 5.1 (Tian [40], Zelditch [46]). If s0, . . . , sNk are orthonormal for
each k ≫ 1, then ωk converges to the original metric ω as k → ∞ in the
C∞-topology. More precisely,
‖ω − ωk‖Cr = O(k−1) (12)
for each r.
Namely, any Ka¨hler metric representing c1(L) can be approximated by pull-
back of Fubini-Study metrics on CPNk = PH0(X,Lk) for large k.
Remark 5.2. The case of abelian varieties is discussed by Ji [19] and Kempf
[21].
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This theorem follows from the asymptotic behavior of the Bergman kernels
Πk(z, w). Recall that Πk(z, w) is given by
Πk(z, w) =
Nk∑
i=0
si(z)si(w)
∗
for orthonormal basis s0, . . . , sNk of H
0(X,Lk). Its diagonal part
fk(z) = Πk(z, z) =
Nk∑
i=0
|si(z)|2h
gives a distortion function, i.e.
ω − ωk =
√−1
k
∂∂¯ log fk .
Theorem 5.1 follows from the following theorem.
Theorem 5.3 (Zelditch [46]). fk has the following asymptotic expansion:
fk(z) = k
n + a1k
n−1 + a2kn−2 + . . .
with ai(z) ∈ C∞(X) and∥∥∥∥∥fk −
q∑
i=0
aik
n−i
∥∥∥∥∥
Cr
≤ Cr,qkn−q−1
for some constant Cr,q > 0, here we put a0 = 1.
5.2 Stability and Ka¨hler metrics
The notion of stability is introduced by Mumford to construct moduli spaces.
Moduli spaces are constructed as quotient spaces. In general, quotient spaces
are not Hausdorff. To obtain a Hausdorff space, we consider moduli space of
(semi-)stable objects.
On the other hand, stability is closely related to existences of differential
geometric structures such as metrics and connections. The following theorem is
a typical example, known as “Hitchin-Kobayashi correspondence”.
Theorem 5.4 (Narasimhan-Seshadri [31], Donaldson [5, 6], Uhlen-
beck-Yau [43]). Let (X,L) be a polarized manifold and E → X a holomorphic
vector bundle. Then E is stable in the sense of Mumford-Takemoto if and only
if E admits an irreducible Hermitian-Yang-Mills connection.
It is expected that such a theorem also holds for the case of manifolds.
Conjecture 5.5 (Hitchin-Kobayashi correspondence for manifolds). A
smooth polarized projective variety (X,L) admits a Ka¨hler metric of constant
scalar curvature in the class c1(L) if and only if it is stable in a suitable sense.
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There are several notion of stability (these are closely related each other but
not equivalent) and it is not clear which stability is the right one at the moment.
Recently, Donaldson proved a part of the above conjecture. Here we review
the result .
Definition 5.6. For a basis s0, . . . , sNk of H
0(X,Lk), put
Mij =
√−1
∫
ιk(X)
ZiZ¯j∑
l |Z l|2
ωFS
n =
√−1
∫
X
sisj∑
l |sl|2
(kωk)
n
and M = (Mij) ∈ su(Nk + 1). The basis s0, . . . , sNk is said to be balanced if M
is a constant multiple of the identity matrix.
Since ωk changes as s0, . . . , sNk , it is not clear whether balanced basis exist
or not. The existence of balanced basis is closely related to the stability of the
polarized manifold (X,L).
Theorem 5.7 (Luo [27], Zhang [47]). Assume that Aut(X,L)/C∗ is discrete.
If H0(Lk) has a balanced basis, then the Hilbert/Chow point of X is stable.
Theorem 5.8 (Donaldson [7]). Assume that X admits a Ka¨hler metric ω∞
in the class c1(L) of constant scalar curvature. Further we assume that the
automorphism group Aut(X,L) of the polarized variety (X,L) is discrete. Then,
for each k ≫ 1, we can take a balanced embeddings. In particular, (X,L) is
stable. Furthermore, the pull-backs of the Fubini-Study metrics ωk =
1
kωFS
converges to the constant scalar curvature metric ω∞.
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6 Abelian varieties and theta functions
In section 3 and 4, we saw some relations between theta functions and La-
grangian fibrations on abelian varieties from the point of view of geometric
quantization and mirror symmetry. It is natural to ask what happen if we em-
bed the abelian varieties into projective spaces by these theta functions. In this
section, we prove that the Lagrangian fibration of the abelian variety can be
approximated by the restrictions of the moment maps of projective spaces in a
certain sense.
6.1 Statement of the main theorem
We consider the same situation as in section 3.5. Let X = Cn/(ΩZn + Zn)
be an abelian variety of complex dimension n, where Ω is an n × n complex
symmetric matrix whose imaginary part ImΩ is positive definite, and take an
ample symmetric line bundle L on X of degree 1 defined by
L = (Cn × C)/(ΩZn + Zn) , (13)
(z, ζ) ∼ (z + λ, epitλ(ImΩ)−1z+pi2 tλ(ImΩ)−1λζ), λ ∈ ΩZn + Zn
We fix a Hermitian metric
h0 = exp(−πtz(ImΩ)−1z¯)
on L and a flat metric
ω0 = c1(L, h0) = −
√−1
2π
∂∂¯ log h0 =
√−1
2
∑
i,j
hijdz
i ∧ dz¯j .
on X , where we denote (hij) = (ImΩ)
−1.
We consider the following Lagrangian torus fibration as before:
π : X = X+ ×X− −→ X− = T n, z = Ωx+ y 7−→ y .
For each k, we denote {s1, . . . , skn} the basis of H0(X,Lk) defined in (6)
and consider the embedding
ιk : X −→ CPNk , x 7→ (s0(x) : · · · : sNk(x)) .
Write ωk =
1
k ι
∗
kωFS.
We compare the Lagrangian fibration π : X → X− and the restriction of a
natural Lagrangian fibration (the moment map of the natural torus action) on
projective spaces.
Let T k
n−1 ⊂ SU(kn) be the maximal torus which consists of diagonal ma-
trices and consider its action on CPk
n−1 given by
(Z1 : · · · : Zkn) 7→ (λ1Z1 : · · · : λknZkn) ,
λ1 0. . .
0 λkn
 ∈ T kn−1.
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Then this action is Hamiltonian and its moment map is given by
µTkn−1(Z
1 : · · · : Zkn) = 1∑ |Zi|2 (|Z1|2, . . . , |Zkn |2) ,
here we identify the dual of the Lie algebra of T k
n−1 with{
(ξ1, . . . , ξkn) ∈ Rk
n
∣∣∣ ∑ ξi = 1} .
Denote the image of ιk(X) ⊂ CPN under µTkn−1 by Bk and consider the fol-
lowing map
πk := µTkn−1 ◦ ιk : X −→ Bk .
Note that πk has many degenerate fibers. In fact the most degenerate one is
0-dimensional. We also remark that each fiber is isotropic with respect to ωk
(at smooth points).
Next we introduce a distance on Bk. For that purpose, we define a distance
on the polytope ∆k = µTkn−1(CP
kn−1). Note that µTkn−1 has no degenerate
fiber on the interior
◦
∆k of ∆k. We take a metric on
◦
∆k so that the moment
map µTkn−1 : (CP
kn−1, ωFS)→ ∆k is a Riemannian submersion on the interior.
This is equivalent to the following definition. Consider the restriction µTkn−1 :
RP
kn−1 → ∆k of the moment map to RPk
n−1 ⊂ CPkn−1. This is a 2kn−1-
sheeted covering which branches on the boundary of ∆k. By identifying
◦
∆k
with a sheet of RPk
n−1, we have the restriction of the Fubini-Study metric on
◦
∆k. We define a distance on Bk induced by the normalized metric on
◦
∆k with
normalized factor 1k .
On the other hand, We equip the metric on X− so that π : (X,ω)→ X− is
a Riemannian submersion.
Under the above preparation, we can state the main theorem
Theorem 6.1. 1. ωk converges to ω0 in C
∞. In particular, the sequence
(X,ωk) of compact Riemanian manifolds converges to (X,ω0) in Gromov-
Hausdorff topology.
2. Bk converge to X
− in Gromov-Hausdorff topology.
3. The sequence of maps πk : X → Bk between metric spaces converge to
π : X → X−.
Before the proof of this theorem, we recall the definition of Gromov-Hausdorff
distances. If Z is a metric space and X,Y ⊂ Z, then the Hausdorff distance of
X and Y is defined by
dZH(X,Y ) = inf{ε > 0 | X ⊂ B(Y, ε) and Y ⊂ B(X, ε)},
where we denote B(X, ε) the ε-neighborhood of X in Z.
For metric spaces X and Y , the Gromov-Hausdorff distance is defined by
dGH(X,Y ) = inf{dZH(X,Y ) | X,Y →֒ Z are isometric embeddings.} .
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This is equivalent to the following definition:
dGH(X,Y ) = inf
{
d
X
∐
Y
H (X,Y )
}
,
where the infimum is taken over all metrics on X
∐
Y compatible with these on
X and Y .
Next we define convergence of maps. Let Xi, Yi, X, Y be metric spaces and
consider the maps fi : Xi → Yi, f : X → Y . Suppose that Xi and Yi converge to
X and Y respectively in Gromov-Hausdorff topology. Then, from the definition
of Gromov-Hausdorff distance, there exist metrics on X
∐
(
∐
iXi) such that Xi
converge to X in Hausdorff topology in X
∐
(
∐
iXi) (and the same is true for
Yi and Y ). In this case, we say that {fi} converges to f if for every sequence
xi ∈ Xi converging to x ∈ X , fi(xi) converges to f(x) in Y
∐
(
∐
i Yi).
6.2 Proof of Theorem 6.1
Let {s1, . . . , skn} be the basis of H0(X,Lk) as above.
Proposition 6.2. The basis {s1, . . . , skn} of H0(X,Lk) are both balanced and
orthonormal with respect to h0 and ω0.
Proof. Recall that the Gk-action on H
0(X,Lk) preserves the L2-inner product
defined by ω0 and h0. From the formula (7),
‖sbi‖2L2 = ‖ρk(−bi)sb1‖2L2 = ‖sb1‖2L2 ,
i.e. all si’s have the same L
2-norm, here we identify bi with (1, 0, bi) ∈ Gk.
Furthermore, we have
e2pi
√−1tabi(sbi , sbj )L2 = (ρk(a)sbi , sbj )L2
= (sbi , ρk(−a)sbj )L2
= e2pi
√−1tabj (sbi , sbj )L2
for all a ∈ X+k . This implies that (sbi , sbj )L2 = 0 if i 6= j. In other words,
s1, . . . , skn are orthonormal basis up to a constant.
To show that each si has unit norm, we consider the following function
fk(z) :=
kn∑
i=1
|si(z)|2h0 .
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From the definition of h0 and si,
|si(z)|2h0 = exp(−kπtz(ImΩ)−1z¯)
· C2Ωk−
n
2 exp
(
πk
2
tz(ImΩ)−1z
)
exp
(
πk
2
tz¯(ImΩ)−1z¯
)
·
∣∣∣∣ϑ[ 0−bi
]
(k−1Ω, z)
∣∣∣∣2
= C2Ωk
−n2 exp
(
πk
2
t(z − z¯)(ImΩ)−1(z − z¯)
) ∣∣∣∣ϑ[ 0−bi
]
(k−1Ω, z)
∣∣∣∣2
= C2Ωk
−n2 exp
(−2πkt(Im z)(ImΩ)−1(Im z)) ∣∣∣∣ϑ[ 0−bi
]
(k−1Ω, z)
∣∣∣∣2 .
By using z = Ωx+ y, we have
|si(z)|2h0 = C2Ωk−
n
2 exp
(−2πktx(ImΩ)x) ∣∣∣∣ϑ[ 0−bi
]
(k−1Ω, z)
∣∣∣∣2
= C2Ωk
−n2 e
(
k
2
tx(Ω− Ω¯)x
) ∣∣∣∣ϑ[ 0−bi
]
(k−1Ω, z)
∣∣∣∣2 .
(14)
From the definition of theta functions,∣∣∣∣ϑ[ 0−bi
]
(k−1Ω, z)
∣∣∣∣2
=
∑
l,m∈Zn
e
(
1
2k
tlΩl+ tl(z − bi)
)
· e
(
− 1
2k
tmΩ¯m− tm(z¯ − bi)
)
=
∑
l,m∈Zn
e
(
1
2k
tlΩl− 1
2k
tmΩ¯m+ tlΩx− tmΩ¯x+ t(l −m)(y − bi)
)
.
Therefore we have
|si(z)|2h0
= C2Ωk
−n2
∑
l,m∈Zn
e
(
k
2
(txΩx− txΩ¯x) + 1
2k
tlΩl − 1
2k
tmΩ¯m
+tlΩx− tmΩ¯x+ t(l −m)(y − bi)
)
= C2Ωk
−n2
∑
l,m∈Zn
e
(
k
2
t(
x+
l
k
)
Ω
(
x+
l
k
)
− k
2
t(
x+
m
k
)
Ω¯
(
x+
m
k
)
+ t(l −m)y
)
· e(t(m− l)bi) .
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From the fact that {bi} = 1kZn/Zn, we have the following identity:
kn∑
i=1
e(tlbi) =
{
kn, l ∈ kZn,
0, otherwise.
By using this, we obtain
fk(z) = C
2
Ωk
n
2
∑
l,m∈Zn,
l−m∈kZn
e
(
k
2
(t(
x+
l
k
)
Ω
(
x+
l
k
)
−
t(
x+
m
k
)
Ω¯
(
x+
m
k
))
+ t(l −m)y
)
. (15)
Put
‖si‖2L2(h0) =
∫
X
|si|2h0
ω0
n
n!
= C .
Then ∫
X
fk(z)
ω0
n
n!
= C · h0(X,Lk) = Ckn
by definition. Since ω0 = −
∑
dxi ∧ dyi, we denote the volume form ω0n/n! by
dx dy. From (15),∫
X
fk(z)
ω0
n
n!
= C2Ωk
n
2
∫
X
∑
l,m∈Zn,
l−m∈kZn
e
(
k
2
(t(
x+
l
k
)
Ω
(
x+
l
k
)
−
t(
x+
m
k
)
Ω¯
(
x+
m
k
))
+ t(l −m)y
)
dx dy
= C2Ωk
n
2
∑
l∈Zn
∫
X+
e
(
k
2
(t(
x+
l
k
)
Ω
(
x+
l
k
)
−
t(
x+
l
k
)
Ω¯
(
x+
l
k
)))
dx
= C2Ωk
n
2
∑
l∈Zn
∫
X+
e
(
k
2
(
t(
x+
l
k
)
(2
√−1ImΩ)
(
x+
l
k
)))
dx
= C2Ωk
n
2
∑
l∈Zn
∫
X+
exp
(
−2πk
t(
x+
l
k
)
(ImΩ)
(
x+
l
k
))
dx
= C2Ωk
n
2
∑
l∈Zn,
m∈ 1
k
Zn/Zn
∫
X+
exp
(−2πkt(x+ l +m)(ImΩ)(x + l +m)) dx
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= C2Ωk
n
2
∑
m∈ 1kZn/Zn
∫
Rn
exp
(−2πkt(x+m)(ImΩ)(x+m)) dx
= C2Ωk
3n
2
∫
Rn
exp
(−2πktx(ImΩ)x) dx
= C2Ωk
n
√
det(ImΩ)−1 · 2−n2 = kn .
Therefore, C = ‖si‖2L2(h0) = 1.
Next we prove that these basis satisfies the balanced condition. Let hk
be the pull back of the standard Hermitian metric (the Fubini-Study metric)
on the hyperplane bundle OCPkn−1(1) i.e. hk =
(∑
i |si|2
)−1
. Then ωk =
−
√−1
2pik ∂∂¯ log hk. From (7) we have
hk =
 1
|µk|
1
|X+k |
∑
g∈Gk
|ρk(g)s1|2
−1 ,
where ρk(g) : H
0(X,Lk) → H0(X,Lk) is the Heisenberg representation of Gk.
This means that hk and ωk are invariant under the Gk-action. Hence this
action on H0(X,Lk) is also unitary with respect to hk and ωk. We can prove
that s1, . . . , skn are balanced by the same argument as above.
The next lemma is a key of the proof of Theorem 6.1.
Lemma 6.3. There exists a constant C > 0 independent of k such that for each
z = Ωx+ y ∈ X,
C−1k
n
2 e−kCdist(y,bi)
2 ≤ |si(z)|2h0 ≤ Ck
n
2 e−kCdist(y,bi)
2
,
for some distance dist on X−.
Proof.
For z = Ωx+ y ∈ X , we write w = Ω−1(z − bi) = x+Ω−1(y − bi). Then
ϑ
[
0
−bi
]
(k−1Ω, z) =
∑
l∈Zn
e
(
1
2k
tlΩl+ tl(z − bi)
)
=
∑
l∈Zn
e
(
1
2k
tlΩl+ tl(Ωx+ y − bi)
)
=
∑
l∈Zn
e
(
1
2
t( l√
k
+
√
kw
)
Ω
(
l√
k
+
√
kw
))
· e
(
−k
2
t
(
x+Ω−1(y − bi)
)
Ω
(
x+Ω−1(y − bi)
))
.
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From (14), we have
|si(z)|2h0 = C2Ωk−
n
2 e
(
k
2
tx(Ω− Ω¯)x
)
·
∣∣∣∣e(−k2 t(x+Ω−1(y − bi))Ω(x+Ω−1(y − bi))
)∣∣∣∣2
·
∣∣∣∣∣∑
l∈Zn
e
(
1
2
t( l√
k
+
√
kw
)
Ω
(
l√
k
+
√
kw
))∣∣∣∣∣
2
= C2Ωk
−n2 exp
(
2πkt(y − bi)(ImΩ−1)(y − bi)
)
·
∣∣∣∣∣∑
l∈Zn
e
(
1
2
t(
l√
k
+
√
kw
)
Ω
(
l√
k
+
√
kw
))∣∣∣∣∣
2
.
Since
1√
k
n
∑
l∈Zn
e
(
1
2
t(
l√
k
+
√
kw
)
Ω
(
l√
k
+
√
kw
))
=
∑
l∈ 1√
k
Zn
1√
k
n e
(
1
2
t
(
l +
√
kw
)
Ω
(
l +
√
kw
))
converges to
∫
Rn
e
(
1
2
tuΩu
)
du uniformly on a fundamental domain of ΩZn +
Zn as k → ∞, this part can be bounded uniformly from above and below.
Furthermore exp
(
2πkt(y − bi)(ImΩ−1)(y − bi)
)
is of the form e−kCdist(y,bi)
2
,
since ImΩ−1 is negative definite. Hence we have the desired estimate. 
Proof of Theorem 6.1 (1).
The convergence of Ka¨hler forms ωk follows from Proposition 6.2 and Theorem
5.1 or 5.8.
Lemma 6.4. Let d0 and dk denote the distance on X defined by ω0 and ωk
respectively. Then there exists a constant C independent of k such that(
1− C
k
)
d0(p, q) ≤ dk(p, q) ≤
(
1 +
C
k
)
d0(p, q)
holds for each p, q ∈ X.
Proof. Set xn+i = yi for i = 1, . . . , n. From the estimate (12) by Zelditch, the
equation of geodesics with respect to ωk is
x¨α +
∑
β,γ
Γαβγ x˙
β x˙γ = 0 with |Γαβγ | = O(k−1).
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Let γk(t) = ξ0t+ η(t), 0 ≤ t ≤ 1 be a geodesic with respect to ωk, where ξ0
is a constant vector and η(0) = η˙(0) = 0. Note that Γ0(t) = ξ0t is a geodesic
with respect to ω0. Then η satisfies
η¨ + Γ(ξ0 + η˙, ξ0 + η˙) = 0 ,
where Γ(x˙, x˙) = (
∑
β,γ Γ
α
βγ x˙
β x˙γ). Hence we have
d
dt
|ξ0 + η˙|2 = 2(η¨, ξ0 + η˙) = −2(Γ(ξ0 + η˙, ξ0 + η˙), ξ0 + η˙) .
From the estimate of Γ, ∣∣∣∣ ddt |ξ0 + η˙|2
∣∣∣∣ ≤ Ck |ξ0 + η˙|3
for some constant C > 0. Hereafter we denote constants independent of k be
the same C. Therefore∣∣∣∣ ddt 1|ξ0 + η˙|
∣∣∣∣ = ∣∣∣∣ 1|ξ0 + η˙|2 ddt |ξ0 + η˙|
∣∣∣∣ ≤ Ck .
This implies that ∣∣∣∣ 1|ξ0 + η˙| − 1|ξ0|
∣∣∣∣ ≤ Ctk .
From this, we have a uniform bound |ξ0 + η˙| ≤ C′ for large k. Hence we have
|η¨| = |Γ(ξ0 + η˙, ξ0 + η˙)| ≤ C
k
.
Since η˙(0) = 0, we have |η˙| = O ( 1k ). In particular
|γ˙k|ωk = |ξ0|+O
(
1
k
)
.
Therefore the length of γk is given by∫ 1
0
|γ˙k|ωkdt = |ξ0|+O
(
1
k
)∫ 1
0
|γ˙0|ω0dt+O
(
1
k
)
.
Lemma follows from this estimate.
Let {xij = Ωai + bj}i,j=1,...,kn = Xk with the distance induced by d0 and
denote the same set with distance dk by {yij}. Then
dGH
(
(X,ω0), {xij}
)
= O(k−1) ,
dGH
(
(X,ωk), {yij}
)
= O(k−1) .
(16)
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Define a distance on {xij}
∐{yij} by
d(k)(xij , yij) =
C
k
,
d(k)(xij , yhl) = min
p,q
{
d0(xij , xpq) +
C
k
+ dk(ypq, yhl)
}
,
where C is the constant in Lemma 6.4. Then
dGH({xij}, {yij}) ≤ C
k
.
By combining this with (16), we have
dGH
(
(X,ω0), (X,ωk)
)
= O(k−1) . (17)
This prove (1) of the theorem. 
Proof of Theorem 6.1 (2).2
To prove the Gromov-Hausdorff convergence, it suffices to construct ε-Hausdorff
approximations ϕk : X
− → Bk for large k (see [10]).
Definition 6.5. Let (X, dX), (Y, dY ) be two compact metric spaces. A map
ϕ : X → Y is said to be an ε-Hausdorff approximation if the following two
conditions are satisfied.
1. The ε-neighborhood of ϕ(X) coincides with Y .
2. For each x, y ∈ X ,
|dX(x, y)− dY (ϕ(x), ϕ(y))| < ε .
We identify X− with a section {0} ×X− ⊂ X and put
ϕk := πk|X− : X− −→ Bk .
We prove that ϕk is a C/
√
k-Hausdorff approximation.
Lemma 6.6. There exist a constant C > 0 such that the C/k-neighborhood of
ϕk(X
−) is equal to Bk.
Proof. Take any point πk(z) ∈ Bk and put y = π(z) ∈ X−. Since πk : (X,ωk)→
Bk is invariant under the action of X
+
k , there exists z
′ ∈ π−1(y) such that
πk(y) = πk(z
′) and dk(z, z′) ≤ C/K. Then
dBk(πk(z), ϕk(y)) = d
Bk(πk(z), πk(z
′)) ≤ dk(z, z′) ≤ C/K .
2The proof in [32] is not correct.
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For each ξ ∈ TpCPNk , we denote its vertical and horizontal parts by
TpCP
Nk = TCPNk/∆k,p ⊕ (TCPNk/∆k,p)⊥
∪ ∪ ∪
ξ = ξV + ξH
where TCPNk/∆k,p = ker dµk is the tangent space of the fiber of µk : CP
Nk → ∆k
and (TCPNk/∆k,p)
⊥ is its orthogonal complement with respect to the Fubini-
Study metric. Let (Z0 : · · · : ZNk) be the homogeneous coordinate and write
log
Zi
Z0
= ui +
√−1vi .
Then TCPNk/∆k and (TCPNk/∆k)
⊥ are spanned by ∂∂vi ’s and
∂
∂ui ’s respectively.
Let γ : [0, l] → Bk be a curve and take a lift γ˜ : [0, l] → X of γ. Then the
length of γ is given by ∫ l
0
∣∣∣∣∣
(
d
dt
γ˜
)H ∣∣∣∣∣
ωk
dt .
Lemma 6.7.
sj(z) = Ck
n
4 exp
(
πk
2
tz(ImΩ)−1z
)
exp
(
πk√−1
t(z − bj)Ω−1(z − bj)
)
× (1 + φ)
with
|φ| = O
(
1√
k
)
, |dφ| = O(1) .
Proof. From the definition of the theta function, we have
ϑ
[
0
−b
]
(k−1Ω, z)
=
∑
l∈Zn
e
(
1
2
tlΩl+ tl(z + b)
)
=
∑
l∈Zn
e
(
1
2
t(
l√
k
+
√
kΩ−1(z − b)
)
Ω
(
l√
k
+
√
kΩ−1(z − b)
))
× e
(
−k
2
t(z − b)Ω−1(z − b)
)
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and ∑
l∈Zn
e
(
1
2
t( l√
k
+
√
kΩ−1(z − b)
)
Ω
(
l√
k
+
√
kΩ−1(z − b)
))
= k
n
2
∑
l∈ 1√
k
Zn+
√
kΩ−1(z−b)
exp
(
π
√−1tlΩl) 1√
kn
= k
n
2
(∫
Rn
exp
(
π
√−1tlΩl)dl + O( 1√
k
))
= Ck
n
2
(
1 +O
(
1√
k
))
.
Similarly we have∣∣∣∣∣d∑
l∈Zn
e
(
1
2
t( l√
k
+
√
kΩ−1(z − b)
)
Ω
(
l√
k
+
√
kΩ−1(z − b)
))∣∣∣∣∣ = O (k n2 )
Lemma 6.7 follows from this.
From this Lemma we have
Zj
Z0
=
sj(z)
s0(z)
= Cj exp
(
2πk
√−1t(bj − b0)Ω−1z
)
+O
(
1√
k
)
= Cj exp
(
2πk
√−1t(bj − b0)(x+Re (Ω−1)y)− 2πkt(bj − b0)Im (Ω−1)y
)
+O
(
1√
k
)
(18)
for some constant Cj .
Let γ : [0, l]→ X− be a curve and take a horizontal lift γ˜ : [0, l]→ X , i.e.
d
dt
γ˜ ∈ (TX/X−)⊥ .
Then the length of γ is given by ∫ l
0
∣∣∣∣ ddt γ˜
∣∣∣∣
ω
dt .
Note that (TX/X−)
⊥ is spanned by J ∂∂xi ’s, where J is the complex structure on
X . (Recall that ∂∂xi tangents to fibers.) By direct computation, we have(
J
∂
∂x1
, . . . , J
∂
∂xn
)
=
(
∂
∂x1
, . . . ,
∂
∂xn
)(
−Re (Ω−1)(ImΩ−1)−1
)
+
(
∂
∂y1
, . . . ,
∂
∂yn
)
(ImΩ−1)−1
45
and
∂
∂xi
(
t(bj − b0)Im (Ω−1)y
)
= 0,
J
∂
∂xi
(
t(bj − b0)(x+Re (Ω−1)y)
)
= 0 .
From this and (18), we have∣∣∣∣∣ ddt γ˜ −
(
d
dt
γ˜
)H ∣∣∣∣∣ ≤ C√k
∣∣∣∣ ddt γ˜
∣∣∣∣ .
This implies that∣∣∣(length of γ)− (length of ϕk(γ))∣∣∣ ≤ O( 1√
k
)
.
From this, we obtain
Lemma 6.8. For p, q ∈ X−,∣∣dX−(p, q)− dBk(ϕk(p), ϕk(q))∣∣ ≤ O( 1√
k
)
.
Lemma 6.6 and 6.8 prove the second statement of Theorem 6.1.
Proof of Theorem 6.1 (3).
From the second statement of Theorem 6.1, there is a distance on X−
∐
Bk
compatible with those on X− and Bk such that
dX
−∐ Bk(y, ϕk(y)) ≤ C√
k
for all y ∈ X−.
It suffices to show that πk(p) converges to π(p) for each p ∈ X . For p ∈ X ,
we denote the corresponding point in X/X+k by p¯. We regard that π(p) ∈ B ⊂
X/X+k . Then the distance between π(p) and p¯ with respect to ωk is
dX/X
+
k (π(p), p¯) ≤ O
(
1
k
)
.
Hence
dBk(ϕk(π(p)), πk(p)) ≤ dX/X
+
k (π(p), p¯) ≤ O
(
1
k
)
and we have
dX
−∐ Bk(π(p), πk(p))
≤ dX−
∐
Bk(π(p), ϕk(π(p))) + d
Bk(ϕk(π(p)), πk(p))
≤ O
(
1√
k
)
.
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7 Lagrangian fibrations and holomorphic sections
In the previous section, we proved that theta functions can be reconstructed
from a Lagrangian fibration by using the Bergman kernels. This construction
can be applied to more general settings. In this section, we study the asymp-
totic behavior of the holomorphic sections constructed in this way by using the
asymptotic behavior of the Bergman kernels ([3], [26], [2]).
7.1 Asymptotic behavior of the Bergman kernels
The asymptotic behavior of the Bergman kernel Πk(z, w) is studied in detail.
Theorem 7.1 (Lindholm [26], Berndtsson [2]).
|Πk(z, w)| ≤ Ckne−c
√
k d(z,w)
for some constants C, c > 0, where d(z, w) is the distance of z, w ∈ X.
The asymptotic behavior of Πk(z, w) near the diagonal can be written as
follows. Fix a point z0 ∈ X and take a neighborhood U of z0 with local holo-
morphic coordinate (z1, . . . , zn) around z0. We write ω =
√−1∑ gij¯dzi ∧ dz¯j
and set G = (gij¯). Then we can take a holomorphic local frame eL of L satisfying
∂h
∂zi
=
∂2h
∂zi∂zj
= 0 at z0
for each i, j = 1, . . . , n. Here we put h(z) = h (eL(z), eL(z)). In other words,
h(z) = exp
−∑
i,j
gijz
iz¯j +O(|z|3)

= exp
(−tzGz¯ +O(|z|3)) .
From now on, we fix a trivialization of L over U defined by
L|U −→ U × C , ζeL(z) 7−→ (z, h(z) 12 ζ)
and express sections of Lk with respect to this trivialization. Note that this
trivialization is not holomorphic but unitary. Under this setting, Πk(z, w) can
be write down as follows:
Theorem 7.2 (Bleher-Shiffman-Zelditch [3]).
Πk
(
z0 +
u√
k
, z0 +
v√
k
)
=
(
k
2π
)n
e−
1
2
tuGu¯− 12 tvGv¯+tuGv¯
(
1 +O
(
1√
k
))
=
(
k
2π
)n
e−
1
2
t(u−v)G(u−v)+√−1Im(tuGv)
(
1 +O
(
1√
k
))
.
Remark 7.3. This expression is slightly different from that in [3]. This is
caused by the difference of the normalizations of Ka¨hler metrics(in [3], πc1(L, h) =
1
2ω is used instead of ω = 2πc1(L, h)).
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7.2 Asymptotic behavior of holomorphic sections
Let (L, h) → (X,ω) be a holomorphic Hermitian line bundle on a compact
Ka¨hler manifold such that 12pi c1(L, h) = ω.
Suppose that we have a Lagrangian fibration π : (X,ω) → B. We take k-
Bohr-Sommerfeld fibers π−1(b0), . . . , π−1(bN ) ⊂ X . Here we consider only the
part away from singular fiber. Thus we assume that π−1(b0), . . . , π−1(bN ) are
smooth (hence π−1(bi) ∼= T n). For each i, we take a section σi ∈ Γ(π−1(bi), Lk)
satisfying the following conditions:
• ∇ξσi = 0 for each ξ ∈ T
(
π−1(bi)
)
and
• ∫
pi−1(bi)
|σi|2h = 1.
Then
|σj(y)|2h ≡
1
Vj
,
where Vi is the volume of the fiber π
−1(bj). Put
si(z) =
(
k
2π
)−n4 ∫
pi−1(bi)
Πk(z, y)σi(y)dvol ,
where dvol ∈ Ωn(X) is the volume form of fibers defined by the Ka¨hler metric
on X .
We study the asymptotic behavior of si’s by using the results quoted in the
previous subsection. All the proofs of the results in this subsection are given in
the next subsection.
Hereafter we fix an arbitrary constant ε > 0. Let ρ > 0 be a constant such
that local holomorphic coordinates considered in the previous subsection can be
defined in the ball of radius ρ. We take a constant R > 0 such that
min
{
e
− c√
2
R
, e−
R
2 ,
ρ
R
}
≤ ε .
Furthermore we take r > 0 such that for each z ∈ X and b ∈ B with d(π(z), b) ≤
r, there exists y0 ∈ π−1(b) with d(z, y0) = d(z, π−1(b)) and
d(z, y) ≥ 1
2
d(y0, y)
for all y ∈ π−1(b). Let k be large enough so that
R√
k
≤ ρ and 1√
k
(
3R+
3n
4c
log k
)
≤ r .
Proposition 7.4. 1. If d(z, π−1(bj)) ≤ 1√k
(
3R+ 3n4c log k
)
, then
|sj(z)|h ≤ Ck n4 e− c4
√
kd(z,pi−1(bj)) .
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2. If d(z, π−1(bj)) ≥ 1√k
(
3R+ 3n4c log k
)
, then
|sj(z)|h = O(ε) .
Next we give the behavior of sj near π
−1(bj).
Fix z0 ∈ π−1(b0) and take an action-angle coordinate (x1, . . . , xn, y1, . . . , yn)
around π−1(π(z0)) constructed in section 2. Then we can take a holomorphic
coordinate around z0 of the form z = y + Ωx + O(|z|2) with some symmetric
matrix Ω with ImΩ > 0. In this case, ω =
√−1∑ gij¯dzi ∧ dz¯j = −∑ dxi ∧ dyi
and ImΩ = 12G
−1 at z0. Note that bj ∈ 1kZn with respect to this action angle
coordinate.
Theorem 7.5. For z ∈ X with d(z, z0) ≤ R/
√
k and b = bj with d(b0, bj) ≤
R/
√
k,
sj(z) =
(
k
2π
)n
4 1√
Vj
exp
(
k
2
tzG(z − z¯)−√−1ktzb− k
4
tb(ImΩ)b
)
·
(
1 +O
(
1√
k
)
+O(ε)
)
.
By using the above results, we compute L2-inner products of si’s.
Proposition 7.6. If d(b0, b1) ≥ R/
√
k, then∣∣(s0, s1)L2 ∣∣ ≤ O(ε) .
Theorem 7.7. Let b = b0 or b1 and assume that d(b0, b) ≤ R/
√
k. Then
(sj , s0)L2 =
1√
VjV0
×
∫
Tn
exp
(
−√−1ktby − k
2
t(Ωb)G(Ω¯b)−
√−1
2
ktb(ReΩ)b
)
dvol
+O(ε) ,
here we take an action-angle coordinate around π−1(b0) as above. In particular,
‖si‖2L2 = 1 +O(ε) .
Corollary 7.8. Assume that the complex structure is invariant under the T n-
action along fibers (i.e. G is constant along each fiber), then
(si, sj)L2 = δij +O(ε) ,
i.e. si’s are “asymptotically orthonormal”.
Remark 7.9. We cannot conclude that si’s are linearly independent, because
dimH0(X,Lk) = O(kn) is much bigger compared to the error term.
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The next theorem is a weaker version of Theorem 5.3.
Theorem 7.10. There exists k0 such that
fk(z) :=
∑
i
|si(s)|2h = kn
(
1 +O(ε)
)
for k ≥ k0. In particular, si’s are base point free.
7.3 Proofs
Proof of Proposition 7.4. 1. From the choice of r and k, there exists
y0 ∈ π−1(bj) such that{
d(z, y0) = d
(
z, π−1(bj)
)
and
d(z, y) ≥ 12d(y0, y) for all y ∈ π−1(bj).
Hence
d(z, y) ≥ 1
4
(
d(z, y0) + d(y0, y)
)
=
1
4
(
d
(
z, π−1(bj)
)
+ d(y0, y)
)
.
From Theorem 7.1,
|sj(z)|h ≤
(
k
2π
)−n4 ∫
pi−1(bj)
|Πk(z, y)||σj(y)|dvoly
≤
(
k
2π
)−n4 ∫
pi−1(bj)
Ckne−c
√
kd(z,y) 1√
Vj
dvoly
≤ Ck 3n4 1√
Vj
e−
c
4
√
kd
(
z,pi−1(bj)
) ∫
pi−1(bj)
e−
c
4
√
kd(y,y0)dvoly .
Here ∫
pi−1(bj)
e−
c
4
√
kd(y,y0)dvoly ≤
∫
Rn
e−c|y|k−
n
2 dy
≤ Ck−n2 .
Then we obtain the desired result.
2. Since d(z, π−1(bj)) ≥ 1√k
(
R+ 3n4c log k
)
,
e−c
√
kd(z,pi−1(bj)) ≤ e−c(R+ 3n4c log k) = k− 3n4 e−cR ≤ k− 3n4 ε ,
we have
|sj(z)|h ≤
(
k
2π
)−n4 ∫
pi−1(bj)
Ckne−c
√
kd(z,pi−1(bj)) 1√
Vj
dvoly
≤ Ck 3n4 1√
Vj
∫
pi−1(bj)
k−
3n
4 εdvoly
≤ C√Vjε
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Proof of Theorem 7.5. To prove Theorem 7.5, we need to write down σj
explitely.
Lemma 7.11. For b = bj ∈ 1kZn with |b| ≤ ε,
σj(y) =
1√
Vj
exp
(
−
√−1
2
ktby −
√−1
2
ktb(ReΩ)b+ kO(|y|3)
)
.
Proof. From the choice of local trivialization of L, the Hermitian metric h(z)
has the form
h(z) = exp
(−tzGz¯ +O(|z|3)) .
So the connection on Lk is
∇ = d− ktz¯Gdz +O(|z|2)dz ,
in particular, on the fiber π−1(b),
∇ = d− kt(y + Ω¯b)Gdy + kO(|y|2)dy .
From this, the solutions of ∇σ = 0 is of the form
σ = C exp
(
k
2
t(y + Ω¯b)G(y + Ω¯b) + kO(|y|3)
)
eL(y)
for some constantC. This constant is determined by the normalization condition
|σj |2h ≡ 1Vj .
Proof of Theorem 7.5 We put
sj(z) =
(
k
2π
)−n4 ∫
pi−1(bj)
Πk(z, y)σj(y)dvol(y)
=
(
k
2π
)−n4 ∫
pi−1(bj)∩{|z0−y|≤R/2
√
k}
+
(
k
2π
)−n4 ∫
pi−1(bj)∩{|z0−y|≥R/2
√
k}
=
(
k
2π
)−n4 (
(I) + (II)
)
.
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First we consider the second term.
|(II)| ≤
∫
|z0−y|≥R/2
√
k
|Πk(z, y)| · |σj(y)|dvoly
≤
∫
|z0−y|≥R/2
√
k
Ckne−k·d(z,y)
s 1√
Vj
dvoly
≤ Ckn 1√
Vj
∫
{y∈Rn ; |y|≥R/2}
e−|y|
2
k−
n
2 dy
≤ Ck n2 1√
Vj
e−R
2/4
≤ Ck n2 1√
Vj
ε .
Next we compute
(I) =
∫
d(z,y)≤R/√k
Πk(z, y)σj(y)dvoly .
Note that dvoly =
√
detGdy1 ∧ · · · ∧ dyn (up to O(1/√k) ). We put z = w/√k,
b = a/
√
k, and y = u/
√
k +Ωa/
√
k, where w ∈ Cn, u ∈ Rn. Then
(I) =
∫
|u|≤R
Πk
(
w√
k
,
u+Ω√
k
)
σj
(
u+Ω√
k
)
dvol
=
∫
|u|≤R
(
k
2π
)n
· exp
(
−1
2
twGw¯ − 1
2
t(v +Ωa)G(v + Ω¯a) + twG(v + Ω¯a)
)
· 1√
Vj
exp
(
−
√−1
2
tya−
√−1
2
ta(ReΩ)a
)
·
(
1 +O
(
1√
k
))
k−
n
2
√
detGdu1 ∧ · · · ∧ dun
=
(
1
2π
)n
k
n
2
1√
Vj
exp
(
−1
2
twGw¯ −
√−1
2
ta(ReΩ)a
)
·
√
detG(z)
·
∫
|u|≤R
exp
(
−1
2
t(u+Ωa)G(u + Ω¯a) + twG(u + Ω¯a)−
√−1
2
tau
)
du
·
(
1 +O
(
1√
k
))
.
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Hereafter we omit error terms.
(I) =
(
1
2π
)n
k
n
2
1√
Vj
√
detG(z)
· exp
(
−1
2
twGw¯ −
√−1
2
ta(ReΩ)a− 1
2
t(Ωa)G(Ω¯a) + twG(Ω¯a)
)
·
∫
|u|≤R
exp
(
−1
2
tuGu− tvG(ReΩ)a+ tuGw −
√−1
2
tua
)
du
=
(
1
2π
)n
k
n
2
1√
Vj
√
detG(z)
· exp
(
−1
2
twGw¯ −
√−1
2
ta(ReΩ)a− 1
2
t(Ωa)G(Ω¯a) + twG(Ω¯a)
)
·
∫
|u|≤R
exp
(
−1
2
tuGu+ tuG(w − Ωa)
)
du ,
here we used ImΩ = 12G
−1.
Lemma 7.12.∣∣∣∣∣
∫
{u∈Rn ; |u|≥R}
exp
(
−1
2
tuGu+ tvG(w − Ωa)
)
du
∣∣∣∣∣ ≤ O(ε) .
Proof. This Lemma follows from∫
|u|≥R
e−|u|
2
du ≤ π n2 e−n2R2
and the choice of R.
Lemma 7.13. For λ ∈ C,∫
R
e−
1
2x
2+λxdx =
√
2πe
1
2u
2
.
This is an easy exercise.
By combining Lemma 7.12 and 7.13, we have∫
|u|≤R
exp
(
−1
2
tuGu− tuG(Ωa− w)
)
du
=
∫
Rn
exp
(
−1
2
tuGu− tuG(Ωa− w)
)
du+O(ε)
=
1√
detG
(2π)
n
2 exp
(
1
2
t(Ωa− w)G(Ωa − w)
)
+O(ε) .
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Hence, up to error terms,
sj(z) =
(
1
2π
) 3n
4
k
n
4
1√
Vj
√
detG(z)
· exp
(
−1
2
twGw¯ −
√−1
2
ta(ReΩ)a− 1
2
t(Ωa)G(Ω¯a) + twG(Ω¯a)
)
·
∫
Rn
exp
(
−1
2
tvGv + tvG(w − Ωa)
)
dy
=
(
1
2π
) 3n
4
k
n
4
1√
Vj
√
detG(z)
· exp
(
−1
2
twGw¯ −
√−1
2
ta(ReΩ)a− 1
2
t(Ωa)G(Ω¯a) + twG(Ω¯a)
)
· 1√
detG
(
√
2π)n exp
(
1
2
t(w − Ωa)G(w − Ωa)
)
=
(
k
2π
)n
4 1√
Vj
exp
(
−1
2
twGw¯ −
√−1
2
ta(ReΩ)a− 1
2
t(Ωa)G(Ω¯a)
+twG(Ω¯a) +
1
2
t(w − Ωa)G(w − Ωa)
)
=
(
k
2π
)n
4 1√
Vj
exp
(√−1twG(Imw) −√−1twa− 1
4
taG−1a
)
.
proof of Proposition 7.6. Let
U1 =
{
z ∈ X
∣∣∣∣∣ d(z, π−1(b0)) ≤ R2√k
}
,
U2 =
{
z ∈ X
∣∣∣∣∣ R2√k ≤ d(z, π−1(b0)) ≤ 1√k
(
R+
3n
4c
log k
)}
,
U3 =
{
z ∈ X
∣∣∣∣∣ d(z, π−1(b1)) ≤ R2√k
}
,
U4 =
{
z ∈ X
∣∣∣∣∣ R2√k ≤ d(z, π−1(b1)) ≤ 1√k
(
R+
3n
4c
log k
)}
,
U5 =
{
z ∈ X
∣∣∣∣∣ d(z, π−1(b0)), d(z, π−1(b1)) ≥ 1√k
(
R +
3n
4c
log k
)}
.
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Note that U1 ∩ U3 = ∅. Then∣∣(s0, s1)L2 ∣∣ ≤ ∫
X
∣∣(s0, s1)h∣∣ωn
n!
≤
∫
U1
+
∫
U1
+
∫
U3
+
∫
U4
+
∫
U5
.
From Proposition 7.4, we have∫
U5
∣∣(s0, s1)h∣∣ωn
n!
≤
∫
X
O(ε) = O(ε) .
From the condition d(b0, b1) ≥ R/
√
k, if d(z, π−1(b0)) ≤ R/
√
k, then d(z, π−1(b1)) ≤
R/
√
k. Therefore, from Proposition 7.4,
|s1(z)|h ≤ Ck n4 e− c4
√
kd(z,pi−1(b1)) ≤ k n4 O(ε) .
Hence ∫
U1
∣∣(s0, s1)h∣∣ωn
n!
≤
∫
U1
Cεk
n
2 e−
c
4d(z,pi
−1(b0))
≤ Cεk n2
∫
x∈pi(U1)
e−
c
4
√
kd(x,b0)
≤ Cεk n2
∫{
x∈Rn
∣∣|x|≤R/2} e− c4 |x|k−n2 dx
≤ O(ε) .
Similarly we have ∫
U3
∣∣(s0, s1)h∣∣ωn
n!
≤ O(ε) .
Finally we consider the part of U2 (and U4). If z ∈ U2\U4, then |s1(z)|h ≤
O(ε) by Proposition 7.4. If z ∈ U2∩U4, then |s1(z)|h ≤ k n4 O(ε) since d(z, π−1(b1)) ≥
R/2
√
k. Consequently,∫
U2
∣∣(s0, s1)h∣∣ωn
n!
≤
∫
U2
Cεk
n
2 e−
c
4
√
kd(x,b0)
≤ Cεk n2
∫
Rn
e−c|x|k−
n
2 dx
= O(ε) .
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Proof of Theorem 7.7. We put
(sj , s0)L2 =
∫
X
(
sj(z), si(z)
)
h
ωn
n!
=
∫
d(z,pi−1(b0))≤ R√
k
+
∫
R√
k
≤d(z,pi−1(b0))≤ 1√
k
(2R+ 3n4c log k)
+
∫
d(z,pi−1(b0))≥ 1√
k
(2R+ 3n4c log k)
= I + II + III .
First we consider the part III. Since d(b0, b1) ≤ R/
√
k, if d(z, π−1(b0)) ≥
1√
k
(
2R+ 3n4c log k
)
, then d(z, π−1(b1)) ≥ 1√k
(
R+ 3n4c log k
)
. From Proposition
7.4, |s0(z)|h, |s1(z)|h = O(ε). Therefore,
III ≤ O(ε) .
Next we estimate II. If d(z, π−1(b0)) ≤ 1√k
(
2R+ 3n4c log k
)
, then d(z, π−1(b1)) ≤
1√
k
(
3R+ 3n4c log k
)
In this case, we have
|zj(z)|h ≤ Ck n4 e−c
√
kd(z,pi−1(bj)).
Since d(z, π−1(b0)) ≥ R/
√
k,
|s0(z)|h ≤ Ck n4 e−cR ≤ Ck n4 ε .
Hence
II ≤
∫
d(z,pi−1(b0)≤ 1√
k
(R+ 3n4c log k)
Ck
n
2 εe−c
√
kd(z,pi−1(bj))
≤ Ck n2 ε
∫
Rn
e−c|u|k−
n
2 du
≤ O(ε) .
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Finally, we consider I. From Theorem 7.5,(
sj(z), s0(z)
)
h
=
(
k
2π
)n
2 1√
ViVj
·
{
exp
(√−1ktzG(Im z)− 2k√−1tbz − k
4
tbG−1b−√−1ktz¯G(Im z)
)
+O(ε)
}
=
(
k
2π
)n
2 1√
ViVj
·
{
exp
(
−2kt(Im z)G(Im z)− 2k√−1tbz − k
4
tbG−1b
)
+O(ε)
}
.
We take an action-angle coordinate and write z = Ωx+ y around a point z0 as
above. Then(
sj(z), s0(z)
)
h
=
(
k
2π
)n
2 1√
V0Vj
·
{
exp
(
−ktx(ImΩ)x−√−1ktbΩx−√−1ktby − k
2
tb(ImΩ)b
)
+O(ε)
}
.
Hereafter we omit the error terms.
I =
(
k
2π
)n
2 1√
V0Vj
·
∫
|x|≤ R√
k
, y∈Tn
exp
(
−ktx(ImΩ)x−√−1ktbΩx−√−1ktby − k
2
tb(ImΩ)b
)
dx dy
=
(
k
2π
)n
2 1√
V0Vj
·
∫
y∈Tn
(∫
|x|≤ R√
k
exp
(−ktx(ImΩ)x −√−1ktbΩx) dx)
exp
(
−√−1ktby − k
2
tb(ImΩ)b
)
dy .
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Here∫
|x|≤ R√
k
exp
(−ktx(ImΩ)x −√−1ktbΩx) dx
=
(
k
2π
)−n2 (
exp
(
−k
2
tbΩGΩb
)
+O(ε)
)
.
Consequently,
I =
1√
V0Vj
∫
y∈Tn
exp
(
−√−1ktby − k
2
tb(ImΩ)b− k
2
tbΩGΩb
)
dy +O(ε) .
By combining the identity
ImΩ + ΩGΩ =
√−1ReΩ + ΩGΩ¯ ,
we have
(sj , s0)L2 = I +O(ε)
=
1√
V0Vj
∫
Tn
exp
(
−√−1ktby −
√−1
2
ktb(ReΩ)b − k
2
tbΩGΩ¯b
)
dy +O(ε) .
In particular, if sj = s0 (i.e. b = 0), then
‖s0‖2L2 =
1
V0
∫
pi−1(b0)
dy +O(ε)
= 1 +O(ε) .
Proof of Theorem 7.10. We may assume that z ∈ BR/√k(z0). Let
U1 =
{
x ∈ B
∣∣∣∣∣ d(x, π(z0)) ≤ R√k
}
,
U2 =
{
x ∈ B
∣∣∣∣∣ R√k ≤ d(x, π(z0)) ≤ 1√k
(
R+
3n
4c
log k
)}
,
U3 =
{
x ∈ B
∣∣∣∣∣ d(x, π(z0)) ≥ 1√k
(
R +
3n
4c
log k
)}
and write fk as
fk(z) =
∑
bj∈U1
|sj(z)|2h +
∑
bj∈U2
|sj(z)|2h +
∑
bj∈U3
|sj(z)|2h
= (I) + (II) + (III) .
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From Proposition 7.4 we have
(III) ≤ dimH0(X,Lk) · O(ε) ≤ knO(ε)
and
(II) ≤
∑
bj∈U2
Ck
n
2 e−
c
2
√
kd(z,pi−1(bj))
≤ C′kn
∑
b∈ 1
k
Zn,
|b|≥R/√k
k−
n
2 e−c
√
k|b| .
Since ∑
b∈ 1
k
Zn,
|b|≥R/√k
k−
n
2 e−c
√
k|b| −→
∫
x∈Rn,
|x|≥R
e−c|x| = Ce−cR = O(ε)
as k →∞, (II) can be bounded from above by knO(ε).
Next we compute (I). From Theorem 7.5, we have
|sj(z)|2h =
(
k
2π
)n
2 1
Vj
{
exp
(−kt(x− bj)(ImΩ)(x− bj))+O(ε)}
and
(I) =
(
k
2π
)n
2 ∑
bj∈U1
1
Vj
exp
(−kt(x− bj)(ImΩ)(x− bj))+ knO(ε)
=
(
1
2π
)n
2
kn
∑
b∈ 1√
k
Zn+
√
kx,
|b|≤R
k−
n
2
1
Vj
exp
(−tb(ImΩ)b)+ knO(ε) .
Similarly,∣∣∣∣∣∣∣∣
∑
b∈ 1√
k
Zn+
√
kx,
|b|≤R
k−
n
2
1
Vj
exp
(−tb(ImΩ)b)− ∫
u∈Rn
|u|≤R
exp
(−tu(ImΩ)u) du√
2n detG
∣∣∣∣∣∣∣∣ ≤ ε
for large k (Note that |√kx| ≤ R). On the other hand,∣∣∣∣∣
∫
|u|≥R
exp
(−tu(ImΩ)u) du√
2n detG
∣∣∣∣∣ ≤ ε .
Hence
(I) =
(
1
2π
)n
2
kn
∫
Rn
exp
(−tu(ImΩ)u) du√
2n detG
+ knO(ε)
=
(
1
2π
)n
2
kn
∫
Rn
e−|u|
2
du+ knO(ε)
= kn
(
1 +O(ε)
)
,
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here we use (ImΩ)−1 = 2G.
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